Abstract. Most local convergence analyses of the sequential quadratic programming (SQP) algorithm for nonlinear programming make strong assumptions about the solution, namely, that the active constraint gradients are linearly independent and that no weakly active constraints exist. In this paper, we establish a framework for variants of SQP that retain the characteristic superlinear convergence rate even when these assumptions are relaxed, proving general convergence results and placing some recently proposed SQP variants in this framework. We discuss the reasons for which implementations of SQP often continue to exhibit good local convergence behavior even when the assumptions commonly made in the analysis are violated. Finally, we describe a new algorithm that formalizes and extends standard SQP implementation techniques, and we prove convergence results for this method also.
1. Introduction. We investigate local convergence properties of variants of the sequential quadratic programming (SQP) algorithm applied to the nonlinear programming problem NLP: min z (z) subject to g(z) 0; (1) where : I R n ! I R and g : I R n ! I R m are twice Lipschitz continuously di erentiable functions. We are interested in degenerate problems: those for which the active constraint gradients at the solution are linearly dependent and/or the strict complementarity condition fails to hold.
We showed in 13] that even when strict complementarity and second-order sufcient conditions and a constraint quali cation hold, nonuniqueness of the optimal multiplier can produce nonsuperlinear behavior of SQP. Motivated by this observation and by the fact that primal-dual interior-point algorithms for related problems converge superlinearly under the conditions just described 14, 11], we proposed a stabilized SQP (sSQP) method 13] and proved a local superlinear convergence result, later enhanced by Hager 6] . Independently, Fischer 3] proposed an algorithm in which a special procedure for choosing the Lagrange multiplier estimate is inserted between iterations of SQP. He proved superlinear convergence under slightly di erent assumptions from ours.
Our purposes in this paper are twofold. First, we introduce a common framework, which we call iSQP (for inexact SQP) that allows for a uni ed analysis of the stabilization procedures of the preceding paragraph. We prove general convergence results for methods in the iSQP framework, highlighting the e ect on the convergence rate of changes between successive Lagrange multiplier estimates.
Our second goal requires a little more explanation. It arises from the observation that existing implementations of SQP (for example, SNOPT 5] ) often continue to exhibit good local convergence behavior even on degenerate problems. This fact is somewhat surprising, given that these problems fail to satisfy the standard assumptions made in local convergence analyses and that theoretical examples of poor convergence behavior are easy to construct (see the example in Wright 13] ). We are therefore motivated to nd some theoretical support for this good practical performance. The iSQP framework proves to be a useful tool for this purpose also. We show that some aspects of SQP codes usually thought of as implementation details are actually important in explaining the good behavior. Further, we propose and analyze an algorithm called SQPsub, which in which the techniques used in existing implementations are formalized and extended slightly.
The main point of di erence between the basic SQP algorithm as presented here and the versions that are implemented in standard software is that the implementations usually make use of quasi-Newton Hessian approximations, whereas we assume here that exact Hessians are used. Still, we believe that our observations below are relevant to the quasi-Newton case and, in particular, that quasi-Newton versions of the various algorithms discussed here would exhibit fast local convergence. Extension of the analysis to this case would, however, not be trivial, since it would have to take into account such factors as the e ects of degeneracy on the quasi-Newton updates, so we leave this issue for possible future work. Another point of di erence between our SQP algorithm and the implementations is that the implementations contain various algorithmic devices to ensure global convergence, which we ignore these here because of our focus on local properties.
The remainder of the paper is structured as follows. In Section 2, we outline rstorder optimality conditions and de ne various terms and assumptions that are used in the remainder of the paper. Section 3 de nes the various second-order su cient conditions that are required by the algorithms described in later sections. The iSQP framework is de ned in Section 4, where we also prove a useful result about the active set identi ed by the iSQP subproblem. Section 5 contains the main results about convergence of algorithms in the iSQP framework. Brief discussions of the stabilized SQP algorithm and Fischer's approach are given in Sections 6 and 7, respectively, where we outline how both methods t into the iSQP framework. Finally, the new algorithm SQPsub is described and some superlinear convergence results are proved for it in Section 8.
2. Assumptions, Notation, and Basic Results. We now review the optimality conditions for (1) and discuss various assumptions that are used in subsequent sections. These include second-order su cient conditions of various types, along with complementarity conditions and the Mangasarian-Fromovitz constraint quali cation (MFCQ). Finally, we quote a result that plays a key role in the analysis of the remainder of the paper|that MFCQ is equivalent to boundedness of the set of optimal Langrange multipliers.
The Lagrangian for (1) is
where 2 I R m is the vector of Lagrange multipliers. When a constraint quali cation holds at z (see discussion below), rst-order necessary conditions for z 2 I R n to be a solution of (1) are that there exists a vector 2 I R m such that L z (z ; ) = 0; g(z ) 0; 0; ( ) T g(z ) = 0: (3)
These relations are the well-known Karush-Kuhn-Tucker (KKT) conditions. We denote the set of vectors for which these relations hold by S , and we use S to denote the primal-dual solution set fz g S . We can write the conditions (3) alternatively The active set at z is de ned by B = fi = 1; 2; : : :; m j g i (z ) = 0g: (6) For any optimal multiplier 2 S , we de ne the set B + ( ) to be the \support" Note that B 0 is the set of indices i 2 B such that i = 0 for all 2 S. The strict complementarity (SC) condition (which we use only sparingly in this paper) is that B 0 = ;:
At some points in the paper, we use a condition that Fischer 3] calls weak complementarity (WCC), namely that range rg i (z )] i2B+( ) = range rg i (z )] i2B+ ; for all 2 S : (8) Despite its name, WCC is not weaker than SC; neither condition implies the other.
We assume throughout that the Mangasarian-Fromovitz constraint quali cation (MFCQ) holds at z 10]. That is, rg B (z ) T y < 0 for some y 2 I R n ; (9) where rg B ( ) is the n jBj Jacobian matrix for g B ( ).
The general smoothness and rst-order assumption that we make throughout the paper is as follows. Assumption 1. The functions ( ) and g( ) are twice Lipschitz continuously differentiable in an open neighborhood of z , and the rst-order condition (3) is satis ed at z .
The following result concerning boundedness of the optimal multiplier set S is used often in the analysis of later sections. Since S is de ned by the linear conditions r (z ) + rg(z ) and 0, it is closed and convex. Therefore, under the conditions of Lemma 2.1, it is also compact.
We use the notation ( ) to denote Euclidean distances from the primal, dual, and primal-dual optimal sets, according to context. Speci cally, we de ne (z) def = kz ? z k; ( ) def = dist ( ; S ); (z; ) def = dist ((z; ); S): (10) We also use P( ) to denote the projection of onto S ; that is, we have P( ) 2 S and kP( ) ? k = dist ( ; S ). Note that from (10) we have (z) 2 + ( ) 2 = (z; ) 2 , and therefore (z) (z; ); ( ) (z; ): (11) For further analysis of these errors, we use B and B + to de ne a direction set T as follows: T = w j rg i (z ) T w = 0 for i 2 B + rg i (z ) T w 0 for i 2 B 0 : (12) It is useful to split the error in any primal iterate z into a component lying in the cone T and a remainder that is orthogonal to this component. We de ne the primal error by e(z) def = z ? z and decompose it as e(z) = e T (z) + e N (z); (13) where e T (z) is the projection of e(z) onto the cone T and e N (z) is the remainder (which is, of course, normal to T at e T (z)). In fact, there are coe cients i , i 2 B 
Since T is a cone, it is easy to see that e T ( ) and e N ( ) are continuous in their arguments and that e N ( z) = e N (z); e T ( z) = e T (z); for all 0. Moreover, since e N (z) T e T (z) = 0, we have ke N (z)k 2 + ke T (z)k 2 = ke(z)k 2 = (z) 2 (z; ) 2 and therefore 3. Second-Order Conditions. The presence of degeneracy allows for a variety of second-order su cient conditions, all of which can be expected to hold for a wide range of problems and all of which are useful in investigating the local convergence properties of various algorithms. In this section, we de ne three such conditions that are needed by algorithms in later sections. We also introduce \extended" variants of the nonlinear programming problem (1), which di er from (1) only in that just a subset of the constraints is enforced. For some of these subsets, z remains a strict local solution satisfying some second-order su cient condition; such subsets are particularly useful in the context of the algorithm to be discussed in Section 8. Finally, we include here several results that relate the conditions introduced in this section to the assumptions of the preceding section.
Second-order su cient conditions typically assume that there is a positive value > 0 such that the condition 
Any of these conditions, in tandem with Assumption 1, is su cient to guarantee that z is a strict local solution of (1) Proof. The proof of (i) is obvious, since the set of vectors w on which (16) is required to hold is successively larger as we go from 2s.1 to 2s.2 to 2s.3. Statement (ii) follows immediately from the de nition (7) of strict complementarity. For (iii), note that (8) 
WhenB 2 , we use (B) to denote the unique optimal multiplier for NLP(B), padded out with zeros to length m. Note that B 2 , so that 6 = ;. When the strict complementarity and nondegeneracy conditions hold at the solution of (1), we have = = fBg.
The sets and become particularly relevant in Section 8, where we propose an algorithm whose steps have the form of SQP iterations applied to problems of the form NLP(B). For now, we prove two simple results about the way that these sets are related to each other and to the second-order su cient conditions. 
We focus our attention, however, on a more general framework that allows for inexactness in the subproblem solution by introducing perturbations into both the objective and constraints of (22). We assume only that ( z; + ) is the solution of We introduce further terminology and notation here: Given a primal-dual solution ( z; + ) to (22) or (24), the strongly active set is the set of indices i for which + i is strictly positive. We denote this set by B(z; ) in the case of (22) and B(z; ; t; r) in the case of (24).
When (z; ) is su ciently close to S, it happens under mild assumptions that the active set B(z; ; t; r) yielded by an iteration of iSQP identi es a superset of B + ( ) for some optimal multiplier . This result is interesting for its own sake and also in the context of Section 8, so we prove it here.
Lemma 4.1. Suppose that Assumption 1, Condition 2s.1, and MFCQ hold. Then there is a threshold value such that whenever (z; ) , the solution of the iSQP subproblem (24) yields a strongly active set B(z; ; t; r) such that B + ( ) B(z; ; t; r) for at least one 2 S .
Proof. Suppose for contradiction that there is a sequence (z`; `) with (z`; `) # 0 such that the stated property does not hold. That is, taking the active set B(z`; `) for the iSQP subproblem, we nd that the subvector BnB(z`; `) is nonzero for all 2 S . By taking a subsequence if necessary, we can assume that B(z`; `) B B for all`. By compactness of S (Lemma 2.1) and continuity of k BnB k as a function of , we have that 0 < def = min 2S BnB : 8 STEPHEN J. WRIGHT From Lemma 5.1, we have that the updated multiplier ( `)+ obtained from the iSQP subproblem at (z`; `) satis es
Denoting by P(( `)+ ) the projection of ( `)+ onto the set S , we have that
giving a contradiction.
5. Superlinear Convergence. In this section, we describe the improvement obtained in a single iSQP step (24), (25) (alternatively, (25), (26)). First, we apply a result of Robinson 12 ] to show that small-norm local solutions z exist for the inexact subproblem (24) provided that (z; ) is su ciently close to the solution set S. Our two main results, Theorems 5.2 and 5.3, relate the errors e N (z + z) and (z + z; + ) at the new iterate to errors at the current point (z; ). In particular, Theorem 5.3 demonstrates that superlinear convergence of the primal iterate depends critically on stability of the Lagrange multiplier estimates: must not change too much from one iteration to the next.
The rst result is obtained by applying Robinson's stability results 12, Theorem 3.1, Corollary 4.3] to the inexact SQP subproblem (24). 
subject to g(z ) + rg(z ) T z 0.
Because of (28), Condition 2s.1 is satis ed for the subproblem (29), and MFCQ also holds because the active set B for (29) is the same as for the nonlinear problem (1).
We now consider the problem (24), in which z has been replaced by z and the perturbation terms t and r have been introduced. From Robinson 12, Theorem 3.1], the problem (24) has at least one solution ( z; + ) if these perturbations are suciently small. Moreover, from Robinson 12, Corollary 4.3] , the distance from all such solutions to the solution set for (29) is bounded by a multiple of the norm of the perturbations. Therefore, by using Lipschitz continuity of r 2 and r 2 g i , we have from (10) and (25) In subsequent discussions, we use the term \iSQP" to describe the inexact SQP procedure in which each iteration consists of obtaining a solution to the problem (24) from the current iterate (z; ) and then setting (z; ) (z + z; + ); (30) where ( z; + ) is a primal-dual solution of (24) that satis es (27).
The next result shows that while the iSQP step may not give a \superlinear" decrease in distance to the solution set, it does reduce the error substantially in the e N ( ) component of the primal error vector. (This result explains an observation made while doing computational experiments for an earlier paper 13]. It is similar to Lemma 3.12 of Fischer 3] , though the latter result assumes WCC (8), which is not needed below.) 2 B can be active in the subproblem for k su ciently large, so we can assume without loss of generality that B k B.
For all indices i 2 B k , we have from (24) and (27) that By taking inner products of both sides with e(z k + z k ), and using the estimate This projection problem is a feasible, strictly convex problem and hence has a unique solution. Consider too the following perturbation: min eT 1
for which the solution is also unique; in fact, the solution is e(z k + z k ), because of (37). We can again apply Robinson's perturbation result 12, Corollary 4.3] to relate the solutions of (39) and (40) and thereby obtain the estimate
Since e N ( ) = e( ) ? e T ( ), the result (31) follows immediately.
The second part of the result follows readily from (37a) and a Taylor series argument.
We are now ready to prove the result about local convergence of the iSQP algorithm. The second result (42) also is immediate if we observe that the term containing ? + vanishes fromt when g( ) is linear. 6. Stabilized SQP. The stabilized SQP (sSQP) method described by Wright 13] and Hager 6 ] is known to converge superlinearly. We show here that this method can be placed in the iSQP framework and that the superlinear convergence result therefore can be derived from Theorem 5.3. The sSQP algorithm is derived by applying proximal point ideas to the SQP subproblem (22). Speci cally, it adds a term to the objective for (22) that penalizes the step from to + . From a current primal-dual iterate (z; ), we solve the following minmax subproblem for ( z; + ):
where is a positive parameter that may be varied from one iteration to the next. Since BnB 00, the pair ( z; + ) that solves this system also satis es There is no circular logic here in the choice of + . If we x + at its optimal value from (48) and x t and r in (26) at the values in (51), then the same ( z; + ) that solves (48) (and (50)) will solve (26).
Superlinear convergence of the sSQP algorithm can be proved if the stabilization parameter is related appropriately to the distance (z; ) from (z; ) to the solution ; which is identical to (54). Hence, the convergence rate of sSQP can be derived by placing it in the framework of iSQP.
In Wright 13] , it was shown that if the initial estimate 0 is not too close to the boundary of S (in the sense that 0 i for some > 0 and all i 2 B), then all steps are obtained from a system of the form (55) withB = B. Moreover, we can set = 1 in (53) (yielding a quadratic rate of convergence), and we need assume only that the weaker Condition 2s.1 holds. Implementation of such an approach would not be di cult, since it requires only a reliable way to estimate the basic index set B, along with solution of a subproblem to adjust B so that it has the required interiority properties.
7. Fischer's Method. Fischer's method, as described in the paper 3], generates steps z in the primal variables by solving a standard SQP subproblem. The Lagrange multiplier estimate obtained from this subproblem is then discarded, and an auxiliary subproblem of similar complexity to the SQP subproblem is then solved to obtain the new multiplier estimate. Superlinear convergence of the resulting algorithm is proved in 3], under assumptions that we discuss later.
Fischer's method can be described in terms of the iSQP framework of Section 4 as analyzed in Section 5. We can show that the primal step z generated by this method can be embedded in a primal-dual solution ( z;~ + ) to an inexact SQP subproblem of the form (24), (25), so that Theorem 5.3 applies. Superlinear convergence of the primal iterates then follows from the fact that the di erence between~ + and Fischer's speci c Lagrange multiplier estimate^ has magnitude O( (z)). Superlinear convergence of The assumptions needed to prove Theorem 3.13 in 3] include the WCC condition (8), the MFCQ condition (9), the second-order su cient Condition 2s.1, and the following constant-rank condition: rg B+ (z) has constant rank for all z near z .
(65) The need to solve the auxiliary subproblem (58) at every iteration is a disadvantage of Fischer's approach.
SQP with Strongly Active Subsets. Although the preceding two sections
show that modi ed SQP algorithms continue to converge superlinearly on degenerate problems (under certain assumptions), practical experience shows that codes based on the unadulterated SQP algorithm usually encounter little trouble with problems of this type. Frequently, the strongly active sets B k for the quadratic subproblems settle down to a constant set in the neighborhood of the solution, and the Lagrange multiplier estimates often approach a unique limit.
As we saw in Theorem 5.3, superlinear convergence depends critically on stabilization of the Lagrange multiplier estimates k . Such stabilization is guaranteed to occur if the strongly active sets B k eventually settles down to some constant set B B, for which (1) still has a minimizer at z that satis es second-order su cient conditions, since if these properties hold, the only possible limit for the sequence of Lagrange multiplier estimates k is the unique vector (B) de ned in (i). Recall from (20) that contains precisely those subsets of B with properties (i) and (ii).
Typical SQP implementations usually identify just such a strongly active subset B with these properties when su ciently close to the solution set, and then stick with this set (or a subset for it) on all succeeding iterations. This behavior is explained for the most part by (a) their use of warm start procedures (that is, the strongly active set B k?1 from the previous iteration is used as a starting estimate for the new strongly active set B k ); (b) the fact that they allow the \ignored" constraints in the subproblems (that is, the constraints not in the strongly active set) to be violated by small tolerances; and (c) their use of active-set methods in solving the subproblems, since these methods produce subproblem solutions for which the active constraint gradients rg i (z k ), i 2 B k?1 are linearly independent.
The usual behavior of an SQP implementation is as follows: Because of (c), a su ciently advanced iterate k ? 1 will produce a strongly active set B k?1 with the property (i). Iterate k then uses B k?1 as a starting guess and solves a QP that takes just the constraints i 2 B k?1 into account. It nds that the \ignored" constraints i = 2 B k?1 are violated by only small amounts, if at all, making the computed step an acceptable approximation to the true SQP step. It then sets B k = B k?1 , or possibly drops the indices from B k?1 that have become inactive in the subproblem. The new active set B k usually retains the property (i), and subsequent iterations will stay with this set or some subset thereof, forcing the Lagrange multipliers to converge to a unique limit.
Unfortunately, a rigorous theoretical result concerning the SQP behavior just discussed does not seem to be possible. Instead, we propose here a formal algorithm called SQPsub (for \SQP with Strongly Active Subsets") that is motivated by the informal procedure with warm starts and tolerances just described. We show that if, near the solution, a strongly active subset with the properties (i), (ii) is encountered at some iteration, then Algorithm SQPsub converges superlinearly thereafter, even if active subsets at later iterations fail to have one of these properties. While a strongly active subset of this type is likely to be identi ed in most practical situations, we can prove a rigorous convergence result only under similar conditions to those of the preceding two sections.
The key features of Algorithm SQPsub are its use of a stack of candidate warmstart strongly active subsets (instead of the single warm-start set B k?1 used by the informal SQP procedure above) and its use of speci c tolerances for the ignored constraints that are loose enough to allow the Lagrange multipliers to stabilize (and therefore to allow inexact solutions of the SQP subproblem) while being tight enough to guarantee superlinear convergence. Speci cally, the tolerances require that violation of the ignored constraints be no more than (z k ; k ) 1+ , where the quantity where all inclusions are strict. The index setsB s?1 ; : : :;B 1 are all strongly active sets from previous iterations of the algorithm. Elements of the stack are popped and discarded if the solution to the subproblem (66) fails to meet the prescribed tolerances for the ignored constraints. As a last resort, if the stack is popped down to its last elementB 0 , the full SQP subproblem (22) is solved. In any case, the step produced by each iteration of the algorithm ts the iSQP framework (24), (25), so the theory developed in Section 4 can be applied once again. We start by formalizing some of the ideas mentioned at the start of this section, which pertain to variants of the nonlinear programming problem (1) and the iSQP subproblem (24), (25) in which some of the constraints are ignored. In Section 3, we de ned the extended nonlinear programming problem NLP(B) in which just a subset B B is enforced. We now de ne the extended iSQP subproblem corresponding tõ B (and to the extended nonlinear programming problem NLP(B)) as follows: 
The following system, on the other hand, has the unique solution = : 
Because of (71) By de nition, the premise (75) is satis ed at iteration k, and so from (76a) and (76c), it holds for all subsequent iterations. Hence, (76c) implies superlinear convergence.
Suppose that (75) holds for some k. SinceB is present in the stack at the start of this iteration, the active set B k?1 from the subproblem (66) at the previous iteration must be such that B k?1 B . In particular, we have that k i = 0 for all i = 2B. From Lemma 4.1, we have that the strongly active set B k generated by iteration k is such that there exists at least one 2 S with B + ( ) B k . Hence, by Lemma 3.3, we have that B k 2 . Since by our discussion above, the active constraint Jacobian rg B k(z k ) has full rank, and since the constant rank condition holds, we have that rg B k(z ) has full rank also. Therefore by Lemma 3.2, we have B k 2 .
Note that the constant-rank condition assumed here is stronger than the corresponding condition (65) used by Fischer 3] .
A. Estimating the Distance to the Optimal Set. An estimate of the distance from the current point (z; ) to the primal-dual optimal set S is a critical ingredient in the modi cations to the SQP algorithm discussed above. We show here that the easily computed quantity (z; ) (52) is a satisfactory estimate in a neighborhood of S. The estimate (52) was proposed by several other authors independently of this paper. Facchinei, Fischer, and Kanzow propose the same estimate in a revised version of their paper 2]. Hager and Gowda 7, Theorem 1, Theorem 3] propose a more general measure, which reduces to (52) when 0 and does not require the MFCQ condition to hold.
