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VARIATIONAL PROPERTIES AND ORBITAL STABILITY OF STANDING
WAVES FOR NLS EQUATION ON A STAR GRAPH
RICCARDO ADAMI, CLAUDIO CACCIAPUOTI, DOMENICO FINCO, AND DIEGO NOJA
Abstract. We study standing waves for a nonlinear Schro¨dinger equation on a star graph G i.e. N
half-lines joined at a vertex. At the vertex an interaction occurs described by a boundary condition
of delta type with strength α 6 0. The nonlinearity is of focusing power type. The dynamics is given
by an equation of the form i ddtΨt = HΨt − |Ψt|2µΨt, where H is the Hamiltonian operator which
generates the linear Schro¨dinger dynamics. We show the existence of several families of standing
waves for every sign of the coupling at the vertex for every ω > α
2
N2 . Furthermore, we determine the
ground states, as minimizers of the action on the Nehari manifold, and order the various families.
Finally, we show that the ground states are orbitally stable for every allowed ω if the nonlinearity is
subcritical or critical, and for ω < ω∗ otherwise.
Keywords: quantum graphs, non-linear Schro¨dinger equation, solitary waves.
MSC 2010: 35Q55, 81Q35, 37K40, 37K45.
1. Introduction
In the present paper a rigorous analysis of the stationary behavior of nonlinear Schro¨dinger equation
(NLS) on a graph is given, beginning from the simplest type of unbounded graph, the star graph. In
a previous paper [1] the authors studied the behavior in time of an asymptotically solitary solution of
NLS resident on a single edge of the graph in the far past, and impinging on the vertex with various
types of couplings, giving a quantitative analysis of reflection and transmission of the solitary wave
after the collision at the junction. Here we concentrate on a different phenomenon, namely the
existence of persistent nonlinear bound states on the graph (localized, or pinned nonlinear modes),
and on their orbital stability, when an attractive interaction is present at the vertex. Some of the
results here discussed and proved were briefly announced in [2] .
Let us briefly give a collocation of the model in the physical context. Generally speaking, one can
consider the NLS as a paradigm for the behavior of nonlinear dispersive equations, but it is also an
ubiquitous model appearing in several concrete physical situations. The main fields of application
which we have in mind are the propagation of electromagnetic pulses in nonlinear media (typically
laser beams in Kerr media or signal propagation in optical fibers), and dynamics of Bose-Einstein
condensates (BEC). We are interested in the way solutions of NLS are affected by the presence of
inhomogeneities of various type. The propagation on the line in the presence of defects has been a
subject of intense study in the last years and it gives rise to quite interesting phenomena, such as
defect induced modes [19, 25, 7], i.e. standing solutions strongly localized around the defect. The
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presence of defect modes affects propagation by allowing trapping of wave packets, as experimentally
shown in the case of local photonic potentials in [36]. On the other hand, nonlinearity can induce
escaping of solitons from confining potentials, as demonstrated in [39]. A last interesting phenomenon
is the strong alteration of tunneling through potential barriers in the presence of nonlinear defocusing
optical media [42]. In this paper we consider NLS propagation through junctions in networks.
For example, when the dynamics of a BEC takes place in essentially one-dimensional substrates
(“cigar shaped” condensates) or a laser pulse propagates in optical fibers and thin waveguides, the
question arises of the effect of a ramified junction on propagation and on the possible generation of
stable bound states. The analysis of the behavior of NLS on networks is not yet a fully developed
subject, but it is currently growing. Concerning situations of direct physical interest we mention
the analysis of scattering at Y junctions (“beam splitters”) and other network configurations (“ring
interferometers”) for one dimensional Bose liquids discussed in [41]. Some more results are known
for the discrete chain NLS model (DNLS), see in connection with the present paper the analysis in
[37]. Other recent developments are in [26, 40]. In particular, in the paper [26] scattering from a
complex network sustaining nonlinear Schro¨dinger dynamics is studied in relation to characterization
of quantum chaos.
With these phenomenological and analytical premises in mind we would like to construct a math-
ematical model capable to represent, in a schematic but rigorous way, the propagation and sta-
tionary behavior of a nonlinear Schro¨dinger field at a junction of a network. We begin by giving
the needed preliminaries to rigorously define our model. We recall that the linear Schro¨dinger
equation on graphs has been for a long time a very developed subject due to its applications in
quantum chemistry, nanotechnologies and more generally mesoscopic physics. Standard references
are [14, 16, 32, 33, 31, 22, 15], where more extensive treatments are given. Here we recall only the
definitions needed to have a self-contained exposition. We consider a graph G constituted by N infi-
nite half-lines attached to a common vertex. The natural Hilbert space where to pose a Schro¨dinger
dynamics is then L2(G) = ⊕Nj=1 L2(R+). Elements in L2(G) will be represented as function vectors
with components in L2(R+), namely
Ψ =
ψ1...
ψN
 .
We denote the elements of L2(G) by capital Greek letters, while functions in L2(R+) are denoted
by lowercase Greek letters. We say that Ψ is symmetric if ψk does not depends on k. The norm of
L2-functions on G is naturally defined by
‖Ψ‖2L2(G) :=
N∑
j=1
‖ψj‖2L2(R+).
From now on for the L2-norm on the graph we drop the subscript and simply write ‖·‖. Accordingly,
we denote by (·, ·) the scalar product in L2(G).
Analogously, given 1 6 r 6∞, we define the space Lr(G) as the set of functions on the graph whose
components are elements of the space Lr(R+), and the norm is correspondingly defined by
∥∥Ψ∥∥r
r
=
N∑
j=1
‖ψj‖rLr(R+), 1 6 r <∞,
∥∥Ψ∥∥∞ = max16j6N ‖ψj‖L∞(R+).
3Besides, we need to introduce the spaces
H1(G) ≡
N⊕
j=1
H1(R+) H2(G) ≡
N⊕
j=1
H2(R+),
equipped with the norms
‖Ψ‖2H1 =
N∑
i=1
‖ψi‖2H1(R+), ‖Ψ‖2H2 =
N∑
i=1
‖ψi‖2H2(R+). (1.1)
Whenever a functional norm refers to a function defined on the graph, we omit the symbol G.
When an element of L2(G) evolves in time, we use in notation the subscript t: for instance, Ψt.
Sometimes we shall write Ψ(t) in order to highlight the dependence on time, or whenever such a
notation is more understandable.
The dynamics we want to set on the graph is generated by a linear part and a nonlinear one. We
begin by describing the linear part.
Fixed α ∈ R, we consider a Hamiltonian operator, denoted by H and called δ graph or δ vertex,
defined on the domain D(H)
D(H) := {Ψ ∈ H2(G) s.t. ψ1(0) = . . . = ψN(0),
N∑
i=1
ψ′i(0) = αψ1(0)}, (1.2)
where ψ′i denotes the derivative of the function ψi with respect to the space variable related to the
i-th edge. The action of the operator H is given by
HΨ =
 −ψ′′1...
−ψ′′N
 .
The Hamiltonian H is a selfadjoint operator on L2(G) ([31]) and generalizes to the graph the ordinary
Schro¨dinger operator with δ potential of strength α on the line [11]. Similarly to that case, the
interaction is encoded in the boundary condition. The case α = 0 in (1.2) plays a distinguished role
and it defines what is usually given the name of free or Kirchhoff boundary condition; we will indicate
the corresponding operator as H0. Notice that for a graph with two edges, i.e. the line, continuity of
wavefunction and its derivative for an element of D(H0) makes the interaction disappear; this fact
justifies the name of free Hamiltonian. A δ vertex with α < 0 can be interpreted as the presence of
a deep attractive potential well or attractive defect. This interpretation can be enforced by showing
that, as in the case of the line, the operator H is a norm resolvent limit for  vanishing of a scaled
Hamiltonian H = H
0 + αV, where V =
1

V (x

) and V is a positive normalized potential on the
graph (see [16] and reference therein). The attractive character shows in the fact that for every
α < 0 a (single) bound state exists for the linear dynamics, with energy − α2
N2
. On the contrary, on
a Kirchhoff vertex no bound states exist, the spectrum is purely absolutely continuous, but a zero
energy resonance appears. Finally we recall that in the case of repulsive delta interaction α > 0,
which is however of minor interest here, there are not bound states nor zero energy resonances.
The quadratic form Elin associated to H is defined on the finite energy space
E ≡ D(Elin) = {Ψ ∈ H1(G) s.t. ψ1(0) = . . . = ψN(0)}
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and is given by
Elin[Ψ] =
1
2
N∑
i=1
∫ +∞
0
|ψ′i(x)|2 dx +
α
2
|ψ1(0)|2 = 1
2
‖Ψ′‖2 + α
2
|ψ1(0)|2 .
The corresponding bilinear form is denoted by B(·, ·) and explicitly given by
B(Ψ,Φ) :=
1
2
N∑
i=1
(ψi
′, φi
′)L2(R+) +
α
2
ψ1(0)φ1(0).
As a particular case, the quadratic form E0,lin associated to H0 is defined on the same space, that is
D(E0,lin) = E , and reads
E0,lin[Ψ] =
1
2
N∑
i=1
∫ +∞
0
|ψ′i(x)|2 dx =
1
2
‖Ψ′‖2 .
Now let us introduce the nonlinearity. To this end we define G = (G1, . . . , GN) : Cn → Cn where G
acts “componentwise” as Gi(ζ) = g(|ζi|)ζi for a suitable g : R+ → R and ζ = (ζi) ∈ Cn.
We are interested in the special but important case of a power nonlinearity of focusing type, so we
choose g(z) = −|z|2µ, µ > 0 .
After this preparation it is well defined the NLS equation on the graph,
i
d
dt
Ψt = HΨt − |Ψt|2µΨt (1.3)
where µ > 0. This abstract nonlinear Schro¨dinger equation amounts to a system of scalar NLS
equations on the halfline, coupled through the boundary condition at the origin included in the
domain (1.2).
In Section 2 we show that for µ > 0 well-posedness of the dynamics described by equation (1.3)
(in weak form) for initial data in the finite energy space E holds true. Moreover, if 0 < µ < 2 then
the solution exists for all times and blow-up does not occur. Finally, as in the standard NLS on the
line, mass M(Ψ) = 1
2
‖Ψ‖2 and energy E[Ψ] are conserved, where
E[Ψ] =
1
2
‖Ψ′‖2 − 1
2µ+ 2
‖Ψ‖2µ+22µ+2 +
α
2
|ψ1(0)|2
and analogously, in the case α = 0, for the Kirchhoff energy
E0[Ψ] =
1
2
‖Ψ′‖2 − 1
2µ+ 2
‖Ψ‖2µ+22µ+2 .
After setting the model and its well-posedness (see Section 2), we turn to the main subject of
this paper, existence and properties of standing wave solutions to (1.3). Standing waves are solutions
of the form
Ψt(x) = e
iωt Ψω(x) .
The function Ψω is the amplitude or the profile (with some abuse of interpretation) of the standing
wave, and we will frequently refer to the set of Ψω as to the stationary states of the problem.
The amplitude Ψω satisfies the stationary equation
HΨω − |Ψω|2µΨω = −ωΨω , ω > 0 .
This equation has a variational structure.
5Let us define the action functional
Sω[Ψ] = E[Ψ] + ωM [Ψ] =
1
2
‖Ψ′‖2 + ω
2
‖Ψ‖2 − 1
2µ+ 2
‖Ψ‖2µ+22µ+2 +
α
2
|ψ1(0)|2.
The Euler-Lagrange equation of the action is the stationary equation above. The action Sω, defined
on the form domain E of the operator H, is unbounded from below. Nevertheless, it is bounded
on the so called natural (or Nehari) constraint {Ψ ∈ E s.t. Iω[Ψ] = 0}, where Iω[Ψ] = ‖Ψ′‖2 −
‖Ψ‖2µ+22µ+2 + ω‖Ψ‖2 + α|ψ1(0)|2. Note that Iω(Ψω) = S ′ω(Ψω)Ψω , and thus the Nehari manifold is a
codimension one constraint which contains all the solutions to the stationary equation. One of our
main results is the following theorem.
Theorem 1 (Existence of minimizers for the Action functional). Let µ > 0. There exists α∗ < 0
such that for −N√ω < α < α∗ the action functional Sω constrained to the Nehari manifold admits
an absolute minimum, i.e. a Ψ 6= 0 such that Iω[Ψ] = 0 and Sω[Ψ] = inf {Sω[Φ] : Iω[Φ] = 0}.
So the action admits a constrained minimum on the natural constraint for every ω > α
2
N2
if the
strength α of the δ interaction at the vertex is negative and sufficiently strong. The strategy of the
proof, which is a consequence of results of Section 3 and Section 4, makes use of non trivial elements
and we give here some remarks. To get the existence of the minimum one has at a certain point to
compare the action Sω with α < 0 with the Kirchhoff action S
0
ω.
In Section 3 we prove that the Kirchhoff action, while bounded from below on its natural
constraint, has no minimum (see [3] for an analogous phenomenon affecting the constrained energy
functional). As a matter of fact, the infimum can be exactly computed and it is achieved as the limit
over a sequence of functions which escape at infinity on a single edge. A main step in establishing
the previous picture and in applying it to the δ case, is the exact calculation of the infimum and
the identification of the minimizers of the free action; to this end one exploits an extension and
generalization of the classical properties of symmetric rearrangements of Lp and H1 functions to the
case of graphs.
In Section 4 we prove Theorem 1. The analysis follows in part proofs of similar results for
singular interactions on the line given in [25, 6], with major modifications due to the fact that in this
case the comparison with the free case is not standard. In particular the upper bound in α given in
the statement of Theorem 1 is a consequence of the fact that one needs the condition infSω < infS
0
ω
to guarantee the existence of an absolute minimum in the constrained action, penalizing situations
analogous to escaping minimizers of the free action. A sufficiently strong attractive interaction at
the vertex allows to satisfy the previous condition.
We conjecture that the action has a local constrained minimum that is larger than the infimum when
the condition on α fails, but presently we do not have a proof of this fact.
In Section 5 an explicit construction of all the stationary states of the problem is obtained, by
solving the stationary equation for every value of α. It turns out that for every N and ω > α
2
N2
there
exist families {Ψω,j} of stationary states of different action and energy, which can be ordered in j to
form a nonlinear spectrum (the family is unique only in the case N = 2, i.e. the line). The state of
minimal action is the ground state Ψω,0, which is of course the solution to the constrained minimum
problem for the action just discussed. The others are excited states, and they exists, for every j,
when ω > α
2
(N−2j)2 . See Theorem 4 for a complete description.
Finally, in Section 6 we study the stability of ground states. Stability is an important requisite
of a standing wave, because at a physical level unstable states are rapidly dominated by dispersion,
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drift or blow-up and so are undetectable (instability of NLS with a δ potential on the line is studied,
partly numerically, in [34]). The concept of stability, due to gauge or U(1) invariance of the action,
is orbital stability. The solutions remain close to the orbit eiθΨω,0 of the ground state for all times
if they start close enough to it. The framework in which we study orbital stability of the ground
state is the mainstream of Weinstein and Grillakis-Shatah-Strauss theory, which applies to infinite
dimensional Hamiltonian systems such as abstract NLS equation when a regular branch of standing
waves ω 7→ Ψω,0 (not necessarily ground states) exists, which is our case.
According to this theory, to guarantee orbital stability one needs to verify a set of spectral conditions
on the linearization of the NLS around the ground state, and a slope (or Vakhitov-Kolokolov in the
physical literature) condition concerning the behavior in ω of the L2-norm of the ground state. Some
adaptation of standard methods is needed to treat the singular character of the interaction at the
vertex, but in fact it turns out that in the range of α over which Theorem 1 is valid, the spectral
conditions and the slope condition are encountered for every ω and every nonlinearity in µ ∈ (0, 2].
Theorem 2 (Orbital stability of the ground state). Let µ ∈ (0, 2], α < α∗ < 0, ω > α2
N2
. Then the
ground state Ψω,0 is orbitally stable in E .
The proof of this result is contained in Section 6. Notice that one has orbital stability of the
ground state in a range of nonlinearities which includes the critical case. An analogous phenomenon
occurs in the case of the line, previously treated in [34]. This marks a difference with the case of
a free (α = 0) NLS on the line, where one has orbital instability in the critical case. Finally, the
proof of the previous theorem (see Remark 6.1) shows that for supercritical nonlinearities µ > 2
the ground state is orbitally stable for not too large ω: there exists a threshold ω∗ > α
2
N2
such that
one has orbital stability for the ground state Ψω,0 with
α2
N2
< ω < ω∗ and orbital instability in the
opposite case.
Appendix A contains a theory of symmetric rearrangements on star graphs. More precisely, the
classical inequalities stating conservation of Lp norms and domination of kinetic energy are proved.
This last property, i.e. the Po´lya-Szego˝ inequality, is particularly interesting because it changes with
respect to the case of the line through the presence of a factor which takes into account the number of
edges of the graph, and this fact is crucial in the previously described analysis of action minimization
on a star graph. A previous analysis of rearrangements on bounded graphs is contained in [23], and
a comparison of the two treatments is given at the end of Appendix A. We stress the fact that the
theory of rearrangements is a general tool and it is in principle applicable to more general or different
problems.
We end this introduction with a few open problems and future directions of study. Concerning
technical issues, a different strategy from the one here pursued in the analysis of ground states
and their stability is minimization of energy at constant mass (see the classical paper [21] and for
models related to the present one [8]); it requires a non trivial extension to graphs of concentration-
compactness method and it is studied in [4]. Nothing is known up to now about stability properties
of the branches of excited states Ψω,j, which exist for every N > 2 and sufficiently high ω; this is a
subject of special interest because there are only few cases where excited states of NLS equations are
explicitly known. The authors plan to study this issue in a subsequent paper. Finally it would be
interesting, and perhaps a difficult task, the extension of the analysis here given to different classes of
graphs, possibly with non trivial topology. Several results in this direction were recently obtained in
[9, 10, 18]. Dispersion properties, relevant to give precise large time behavior of solutions have been
studied for trees, including star graphs, in [12, 13]. This is a first step for the analysis of possible
7asymptotic stability of standing waves on networks. All these issues will need the development of
new technical tools, both concerning variational analysis and stability properties.
2. Well-posedness of the model
For our purposes it is sufficient to prove that the solution of the Schro¨dinger equation is uniquely
defined in time in the energy domain and that energy and mass are conserved quantities. This section
is devoted to the proof of these conservation laws and of the well-posedness of equation (1.3). In fact
along the proofs we shall always work with the weak form of (1.3), namely
Ψt = e
−iHtΨ0 + i
∫ t
0
e−iH(t−s)|Ψs|2µΨs ds . (2.1)
We consider the problem of the well-posedness in the sense of, e.g., [20], i.e., we prove existence and
uniqueness of the solution to equation (2.1) in the energy domain of the system. Such a domain turns
out to coincide with the form domain of the linear part of equation (1.3). We follow the traditional
line of proving first local well-posedness, and then extending it to all times by means of a priori
estimates provided by the conservation laws. Proceeding as in [1] where the cubic NLS is treated,
we show the well-posedness of the dynamics for any µ > 0, i.e. local existence and uniqueness for
initial data in the energy space. Moreover, we will prove that if 0 < µ < 2, then the well-posedness
is global, i.e. the solution exists for all times and no collapse occurs. For a more extended treatment
of the analogous problem for a two-edge vertex (namely, the real line with a point interaction at the
origin) see [5].
We endow the energy domain E with the H1-norm defined in (1.1). Moreover we denote by E? the
dual of E , i.e. the set of the continuous linear functionals on E . We denote the dual product of
Γ ∈ E? and Ψ ∈ E by 〈Γ,Ψ〉. In such a bracket we sometimes exchange the place of the factor in E?
with the place of the factor in E : indeed, the duality product follows the same algebraic rules of the
standard scalar product.
As usual, one can extend the action of H to the space E , with values in E?, by
〈HΨ1,Ψ2〉 := B[Ψ1,Ψ2],
where B[·, ·] denotes the bilinear form associated to the selfadjoint operator H.
Furthermore, for any Ψ ∈ E the identity
d
dt
e−iHtΨ = −iHe−iHtΨ (2.2)
holds in E? too. To prove it, one can first test the functional d
dt
e−iHtΨ on an element Ξ in the operator
domain E , obtaining〈
d
dt
e−iHtΨ,Ξ
〉
= lim
h→0
(
Ψ,
eiH(t+h)Ξ− eiHtΞ
h
)
= (Ψ, iHeiHtΞ) = 〈−iHe−iHtΨ,Ξ〉.
Then, the result can be extended to Ξ ∈ E by a density argument.
Besides, by (2.2), the differential version (1.3) of the Schro¨dinger equation holds in E?.
In order to prove a well-posedness result we need to generalize standard one-dimensional Gagliardo-
Nirenberg estimates to graphs, i.e.
‖Ψ‖p 6 C‖Ψ′‖
1
2
− 1
p‖Ψ‖ 12+ 1p , (2.3)
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where the C > 0 is a positive constant which depends on the index p only. The proof of (2.3)
follows immediately from the analogous estimates for functions of the real line, considering that any
function in H1(R+) can be extended to an even function in H1(R), and applying this reasoning to
each component of Ψ (see also [38, I.31]).
Proposition 2.1 (Local well-posedness in E).
Let µ > 0. For any Ψ0 ∈ E, there exists T > 0 such that the equation (2.1) has a unique solution
Ψ ∈ C0([0, T ), E) ∩ C1([0, T ), E?). Moreover, eq. (2.1) has a maximal solution Ψmax defined on an
interval of the form [0, T ?), and the following “blow-up alternative” holds: either T ? =∞ or
lim
t→T ?
‖Ψmaxt ‖E = +∞,
where we denoted by Ψmaxt the function Ψ
max evaluated at time t.
Proof. We define the space X := L∞([0, T ), E), endowed with the norm ‖Ψ‖X := supt∈[0,T ) ‖Ψt‖E .
Given Ψ0 ∈ E , we define the map G : X −→ X as
GΦ := e−iH·Ψ0 + i
∫ ·
0
e−iH(·−s)|Φs|2µΦs ds.
We first notice that the nonlinearity preserves the space E . Then by |(|φ|2µφ)′| 6 C|φ|2µ|φ′| and
using Ho¨lder and Gagliardo-Nirenberg inequalities, one obtains
‖|Φs|2µΦs‖E 6 C‖Φs‖2µ+1E ,
so that
‖GΦ‖X 6 ‖Ψ0‖E + C
∫ T
0
‖Φs‖2µ+1E ds 6 ‖Ψ0‖E + CT‖Φ‖2µ+1X . (2.4)
Analogously, given Φ,Ξ ∈ E , one has
‖GΦ−GΞ‖X 6 CT
(‖Φ‖2µX + ‖Ξ‖2µX ) ‖Φ− Ξ‖X . (2.5)
We point out that the constant C appearing in (2.4) and (2.5) is independent of Ψ0, Φ, and Ξ.
Now let us restrict the map G to elements Φ such that ‖Φ‖X 6 2‖Ψ0‖E . From (2.4) and (2.5), if T
is chosen to be strictly less than (8C‖Ψ0‖2µE )−1, then G is a contraction of the ball in X of radius
2‖Ψ0‖E , and so, by the contraction lemma, there exists a unique solution to (2.1) in the time interval
[0, T ). By a standard one-step bootstrap argument one immediately has that the solution actually
belongs to C0([0, T ), E), and due to the validity of (1.3) in the space E? we immediately have that
the solution Ψ actually belongs to C0([0, T ), E)) ∩ C1([0, T ), E?).
The proof of the existence of a maximal solution is standard, while the blow-up alternative is a
consequence of the fact that, whenever the E-norm of the solution is finite, it is possible to extend it
for a further time by the same contraction argument. 
The next step consists in the proof of the conservation laws.
Proposition 2.2 (Conservation laws).
Let µ > 0. For any solution Ψ ∈ C0([0, T ), E) ∩ C1([0, T ), E?) to the problem (2.1), the following
conservation laws hold at any time t:
M [Ψt] = M [Ψ0], E[Ψt] = E[Ψ0].
9Proof. The conservation of the L2-norm can be immediately obtained by the validity of equation
(1.3) in the space E :
d
dt
M [Ψt] = Re
〈
Ψt,
d
dt
Ψt
〉
= 0
by the selfadjointness of H. In order to prove the conservation of the energy, first we notice that
〈Ψt, HΨt〉 is differentiable as a function of time. Indeed,
1
h
[〈Ψt+h, HΨt+h〉 − 〈Ψt, HΨt〉] =
〈
Ψt+h −Ψt
h
,HΨt+h
〉
+
〈
HΨt,
Ψt+h −Ψt
h
〉
and then, passing to the limit h→ 0,
d
dt
〈Ψt, HΨt〉 = 2 Re
〈
d
dt
Ψt, HΨt
〉
= −2 Im 〈|Ψt|2µΨt, HΨt〉, (2.6)
where we used the selfadjointness of H and (1.3). Furthermore,
d
dt
(Ψt, |Ψt|2µΨt) = d
dt
(Ψµ+1t ,Ψ
µ+1
t ) = −2(µ+ 1) Im 〈|Ψt|2µΨt, HΨt〉. (2.7)
From (2.6) and (2.7) one then obtains
d
dt
E[Ψt] =
1
2
d
dt
〈Ψt, HΨt〉 − 1
2µ+ 2
d
dt
(Ψt, |Ψt|2Ψt)L2 = 0
and the proposition is proved. 
Corollary 2.1 (Global well-posedness).
Let 0 < µ < 2. For any Ψ0 ∈ E, the equation (2.1) has a unique solution Ψ ∈ C0([0,∞), E) ∩
C1([0,∞), E?).
Proof. By estimate (2.3) with p = ∞ and conservation of the L2-norm, there exists a constant C,
that depends on Ψ0 only, such that
E[Ψ0] = E[Ψt] >
1
2
‖Ψ′t‖2 − C‖Ψ′t‖µ
Therefore a uniform (in t) bound on ‖Ψ′t‖ is obtained. As a consequence, one has that no blow-up
in finite time can occur, and therefore, by the blow-up alternative, the solution is global in time. 
3. Variational Analysis: the Kirchhoff vertex
In this section we compute the infimum of the action functional for the Kirchhoff case. As often
in this framework, the action functional is unbounded from below and we have to restrict it to the
Nehari manifold, or natural constraint manifold, in order to have a functional bounded from below.
The knowledge of the infimum of the constrained action will be a key ingredient in the next section
in the proof of the main theorem.
The strategy of the computation of the infimum is standard: first we derive a lower bound and then
we show that this lower bound is optimal by means of a minimizing sequence. In the derivation of
the lower bound symmetric rearrangements are used. Using this technique we can map the initial
variational problem into a variational problem with symmetric functions which can be reduced to a
problem on the halfline providing the required estimate.
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The minimizing sequence shows in fact that the constrained action exhibits a sort of spontaneous
symmetry breaking in the Kirchhoff case. That is, although the functional is symmetric, the mini-
mizing sequence is localized on a single edge.
As defined in the introduction, in the Kirchhoff case the action functional is given by
S0ω[Ψ] = E
0[Ψ] + ωM [Ψ] =
1
2
‖Ψ′‖2 + ω
2
‖Ψ‖2 − 1
2µ+ 2
‖Ψ‖2µ+22µ+2,
while the Nehari functional I0ω reads
I0ω[Ψ] = ‖Ψ′‖2 − ‖Ψ‖2µ+22µ+2 + ω‖Ψ‖2.
The Nehari manifold is defined by {Ψ ∈ E , Ψ 6= 0 s.t. I0ω[Ψ] = 0}. The action restricted to the
Nehari manifold will be named reduced action and is given by
S˜[Ψ] = S0ω[Ψ]−
1
2
I0ω[Ψ] =
µ
2µ+ 2
‖Ψ‖2µ+22µ+2. (3.1)
It is understood that the domain of all the functionals is always E .
Theorem 3 (Infimum of the Action for the Kirchhoff case).
The infimum of the action functional S0ω restricted to the Nehari manifold is given by:
inf{S0ω[Ψ] s.t. Ψ ∈ E , Ψ 6= 0, I0ω[Ψ] = 0} ≡ d0(ω) = (µ+ 1)
1
µω
1
µ
+ 1
2
∫ 1
0
(1− t2) 1µdt. (3.2)
Proof
The proof of (3.2) is divided into two parts: first we derive a lower bound for S0ω, then we prove that
the lower bound is optimal by means of a minimizing sequence.
In order to derive a lower bound, we consider an auxiliary variational problem with symmetric
functions. This is done by using the rearrangements on the graph which are discussed in Appendix
A.
Let Φ ∈ E and let Φ∗ be its symmetric rearrangement. We known that Φ∗ is positive, symmetric and
Φ∗ ∈ E . Moreover, by Theorem 6 and Proposition A.1, we have
‖Φ‖ = ‖Φ∗‖ ‖Φ‖2µ+2 = ‖Φ∗‖2µ+2 ‖Φ′‖ > 2
N
‖Φ∗′‖.
Therefore for Φ ∈ E such that I0ω[Φ] = 0 we have
4
N2
‖Φ∗′‖2 − ‖Φ∗‖2µ+22µ+2 + ω‖Φ∗‖2 6 I0ω[Φ] = 0
and
S˜[Φ] = S˜[Φ∗].
Taking into account (3.1), and the above properties of Φ∗ one can enlarge the domain in the following
way in order to lower the infimum,
inf{S0ω[Φ] s.t. Φ ∈ E , Φ 6= 0, I0ω[Φ] = 0} = inf{S˜[Φ] s.t. Φ ∈ E , Φ 6= 0, I0ω[Φ] = 0}
> inf{S˜[Φ] s.t. Φ ∈ E , Φ 6= 0, Φ symmetric, 4
N2
‖Φ′‖2 − ‖Φ‖2µ+22µ+2 + ω‖Φ‖2 6 0}. (3.3)
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Under the scaling, Φ(·); λ1/2Φ(λ·), λ > 0, the last variational problem scales as
inf
{
S˜[Φ] s.t. Φ ∈ E , Φ 6= 0, Φ symmetric , 4
N2
‖Φ′‖2 − ‖Φ‖2µ+22µ+2 + ω‖Φ‖2 6 0
}
=
inf λµ
{
S˜[Φ] s.t. Φ ∈ E , Φ 6= 0, Φ symmetric , 4
N2
λ2‖Φ′‖2 − λµ‖Φ‖2µ+22µ+2 + ω‖Φ‖2 6 0
}
.
It is convenient to choose λ as
4
N2
λ2 = λµ so that λ =
(
N
2
) 2
2−µ
in order to reconstruct a Nehari manifold with a rescaled ω as constraint. Moreover due to the
symmetry of Φ we have(
N
2
) 2µ
2−µ
inf
{
S˜[Φ] s.t. Φ ∈ E , Φ 6= 0, Φ symmetric , ‖Φ′‖2 − ‖Φ‖2µ+22µ+2 + ω
(
2
N
) 2µ
2−µ
‖Φ‖2 6 0
}
= N
(
N
2
) 2µ
2−µ
inf
{
µ
2µ+ 2
‖φ‖2µ+2L2µ+2(R+) s.t. φ ∈ H1(R+) ,
φ 6= 0, ‖φ′‖2L2(R+) − ‖φ‖2µ+2L2µ+2(R+) + ω
(
2
N
) 2µ
2−µ
‖φ‖2L2(R+) 6 0
}
. (3.4)
It is convenient to introduce a variational problem on the half line and an auxiliary variational
problem on the line. Let dhalf(ω) and dline(ω) be defined in the following way:
dhalf(ω) = inf
{
µ
2µ+ 2
‖φ‖2µ+2L2µ+2(R+) s.t. φ ∈ H1(R+), φ 6= 0, ‖φ′‖2L2(R+) − ‖φ‖2µ+2L2µ+2(R+) + ω‖φ‖2L2(R+) 6 0
}
dline(ω) = inf
{
µ
2µ+ 2
‖φ‖2µ+2L2µ+2(R) s.t. φ ∈ H1(R), φ 6= 0, ‖φ′‖2L2(R) − ‖φ‖2µ+2L2µ+2(R) + ω‖φ‖2L2(R) 6 0
}
.
Notice that the following inequality holds true:
2dhalf(ω) > dline(ω). (3.5)
Indeed, by absurd, assume 2dhalf(ω) < dline(ω) and let φn be a minimizing sequence for the problem
on the halfline. We can extend φn by parity and obtain a sequence φ˜n ∈ H1(R) such that
‖φ˜′n‖2L2(R) − ‖φ˜n‖2µ+2L2µ+2(R) + ω‖φ˜n‖2L2(R) 6 0 ‖φ˜n‖2µ+2L2µ+2(R) = 2‖φn‖2µ+2L2µ+2(R+).
Passing to the limit one would obtain
dline(ω) > lim inf
n
µ
2µ+ 2
‖φ˜n‖2µ+2L2µ+2(R) = 2dhalf(ω)
which contradicts our absurd hypothesis. Therefore 1/2 dline(ω) provides a lower bound for the
variational problem we are interested in. On the other hand the exact expression of dline(ω) can be
easily obtained from known results (see [20] Ch. VIII) , and it is given by:
dline(ω) = (µ+ 1)
1
µω
1
µ
+ 1
2
∫ 1
0
(1− t2) 1µdt. (3.6)
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Taking into account (3.3), (3.4), (3.5) and (3.6) we can conclude
d0(ω) > N
2
(
N
2
) 2µ
2−µ
(µ+ 1)
1
µ
[
ω
(
2
N
) 2µ
2−µ
]µ+2
2µ ∫ 1
0
(1− t2) 1µdt
= (µ+ 1)
1
µω
µ+2
2µ
∫ 1
0
(1− t2) 1µdt. (3.7)
Estimate (3.7) closes the first part of the proof. Now it is sufficient to exhibit a sequence of trial
functions Φn satisfying the constraint and such that S˜[Φn]→ (µ+1)
1
µω
µ+2
2µ
∫ 1
0
(1−t2) 1µdt. We consider
a sequence of soliton-like functions escaping to infinity, i.e.
(Φn)i(x) =
{
φn(x) = φs(x− n)χ(x) i = 1
0 i 6= 1 (3.8)
where φs is defined in Appendix B by (B.1) and χ is a C
∞(R+) function such that 0 6 χ 6 1, χ = 0
for 0 6 x 6 1 and χ(x) = 1 for x > 2. The sequence Φn belongs to E but does not satisfy the
constraint I0ω[Φn] = 0. It is straightforward to check that
‖Φn‖2µ+2 > c (3.9)
where the r.h.s. of (3.9) depends on ω and µ. In the remaining part of the proof we shall not make
explicit the dependence on ω and µ of the constant appearing in estimates. Let δn be defined by
δn =
(
‖Φ′n‖2 + ω‖Φn‖2
‖Φn‖2µ+22µ+2
) 1
2µ
.
It is straightforward to check that I0[δnΦn] = 0. Then in order to prove (3.2), it is sufficient to prove
that
lim
n→∞
S˜[δnΦn] = (µ+ 1)
1
µω
µ+2
2µ
∫ 1
0
(1− t2) 1µdt . (3.10)
Now we prove that
lim
n→∞
δn = 1. (3.11)
We have
δn =
(
1 +
‖Φ′n‖2 + ω‖Φn‖2 − ‖Φn‖2µ+22µ+2
‖Φn‖2µ+22µ+2
) 1
2µ
and by (3.9), it is sufficient to prove that
lim
n→∞
‖Φ′n‖2 + ω‖Φn‖2 − ‖Φn‖2µ+22µ+2 = 0.
Taking into account (3.8) and (B.2) and integrating by parts one has∣∣‖Φ′n‖2 + ω‖Φn‖2 − ‖Φn‖2µ+22µ+2∣∣ 6
c
∫ ∞
0
|φs(x− n)|2|χ′′(x)||χ(x)|dx+ c
∫ ∞
0
|φs(x− n)|φ′s(x− n)||χ′(x)||χ(x)|dx ≡ Rn.
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The remainder Rn can be estimated using the exponential decay of φs and φ′s in the following way
|Rn| 6 c
∫ ∞
n−1
|φs(x)|2dx+ c
∫ ∞
n−1
|φs(x)φ′s(x)|dx 6 c
∫ ∞
n
e−cxdx 6 ce−cn.
This proves (3.11) while (3.10) is reduced to prove that
lim
n→∞
S˜[Φn] = (µ+ 1)
1
µω
µ+2
2µ
∫ 1
0
(1− t2) 1µdt.
The last equality follows by dominated convergence and (B.4):
lim
n→∞
S˜[Φn] = lim
n→∞
µ
2µ+ 2
∫ ∞
0
|φs(x− n)χ(x)|2µ+2dx = lim
n→∞
µ
2µ+ 2
∫ ∞
−n
|φs(x)χ(x+ n)|2µ+2dx =
µ
2µ+ 2
∫ ∞
−∞
|φs(x)|2µ+2dx = (µ+ 1)
1
µω
2+µ
2µ
∫ 1
0
(1− t2) 1µdt.
The proof is concluded.

The previous proof shows that the infimum d0(ω) is approximated by the action of a soliton escaping
to infinity. Moreover notice that the minimizing sequence weakly converges to the vanishing function.
4. Variational Analysis: the δ vertex
In this section we discuss the variational properties of the action functional in the general case with
α < 0. In fact we prove that there exists α∗ < 0 such that for −N√ω < α < α∗ the action functional
constrained to the Nehari manifold admits an absolute minimum. The proof of this statement
is broken into several lemmas. Firstly, in Lemma 4.1 we prove an equivalent formulation of the
variational problem we are studying. Then, in Lemma 4.2 and Proposition 4.1 we prove that the
infimum of the constrained action is strictly positive and smaller than the infimum of the Kirchhoff
action, therefore for α negative enough the infimum is not reached by functions escaping at infinity
like (3.8), otherwise the two infima would coincide. This is a key ingredient in the proof of the main
Theorem 1, where we prove that a minimizing sequence admits subsequences with non trivial weak
limit. Finally we prove that this limit is the absolute minimum.
We recall from the introduction the action functional, given by
Sω[Ψ] = E[Ψ] + ωM [Ψ] = S
0
ω[Ψ] +
α
2
|ψ1(0)|2
and the Nehari functional
Iω[Ψ] = ‖Ψ′‖2 − ‖Ψ‖2µ+22µ+2 + ω‖Ψ‖2 + α|ψ1(0)|2.
The Nehari manifold is given by {Ψ ∈ E , Ψ 6= 0, s.t. Iω[Ψ] = 0}. It is understood that the above
functionals are defined on the form domain E . The action restricted to the Nehari manifold will be
named again reduced action and is defined by
S˜[Ψ] =
µ
2µ+ 2
‖Ψ‖2µ+22µ+2 = Sω[Ψ]−
1
2
Iω[Ψ]. (4.1)
We introduce also the function
d(ω) = inf{Sω[Ψ] s.t. Ψ ∈ E , Ψ 6= 0, Iω[Ψ] = 0}.
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In the following let α < 0.
We want to prove that for α smaller than a threshold value α∗ the action Sω constrained to the
Nehari manifold admits an absolute minimum.
Firstly we give an equivalent formulation of this variational problem.
Lemma 4.1. The following equality holds
inf{Sω[Ψ] s.t. Ψ ∈ E , Ψ 6= 0, Iω[Ψ] = 0} = inf{S˜[Ψ] s.t. Ψ ∈ E , Ψ 6= 0, Iω[Ψ] 6 0}. (4.2)
Moreover Φ ∈ E satisfies S˜[Φ] = d(ω) and Iω[Φ] 6 0 iff Sω[Φ] = d(ω) and Iω[Φ] = 0.
Proof
The idea is the following: if a function Φ is not on the Nehari manifold and Iω[Φ] < 0, then by
multiplication by a suitable scalar, it can pulled on the manifold lowering the reduced action at the
same time. First notice that by (4.1) we have immediately
inf{Sω[Ψ] s.t. Ψ ∈ E , Ψ 6= 0, Iω[Ψ] = 0} > inf{S˜[Ψ] s.t. Ψ ∈ E , Ψ 6= 0, Iω[Ψ] 6 0},
since Sω and S˜ coincide on the Nehari manifold.
Now take Φ ∈ E such that Iω[Φ] < 0 and define
β =
(
‖Φ′‖2 + α|φ1(0)|2 + ω‖Φ‖2
‖Φ‖2µ+22µ+2
) 1
2µ
. (4.3)
Since Iω[Φ] < 0 then β < 1. Moreover by direct computation one has
Iω[βΦ] = 0.
Then, using again (4.1), one has
Sω[βΦ] = S˜[βΦ] = β
2µ+2S˜[Φ] < S˜[Φ]
then
inf{Sω[Ψ] s.t. Ψ ∈ E , Iω[Ψ] = 0} 6 inf{S˜[Ψ] s.t. Ψ ∈ E , Iω[Ψ] 6 0}
and identity (4.2) has been proved.
Notice that if Φ minimizes Sω on Iω = 0 then it minimizes also S˜ on Iω 6 0 by (4.2). Suppose now
that S˜[Φ] = d(ω) and Iω[Φ] 6 0. Then defining β as above one has that Sω[βΦ] < S˜[Φ] = d(ω) which
is a contradiction to the definition of d(ω).

Lemma 4.2. Assume ω > α2/N2. Then d(ω) is strictly positive.
Proof
Firstly we derive an elementary Sobolev inequality for the halfline. Let f ∈ H1(R) and denote by
fˆ(k) its Fourier transform. Then, we have
|f(0)| 6 1√
2pi
∫
|fˆ(k)| dk = 1√
2pi
∫
|fˆ(k)|(ak
2 + a−1)
(ak2 + a−1)
dk.
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By Cauchy-Schwarz inequality we have
|f(0)|2 6 1
2
(a‖f ′‖2L2(R) + a−1‖f‖2L2(R)). (4.4)
If φ ∈ H1(R+) we can extend it by parity to a function on the line and apply (4.4). In this way we
finally have
|φ(0)|2 6 a‖φ′‖2L2(R+) + a−1‖φ‖2L2(R+). (4.5)
Now take Φ ∈ E then by (4.5), we have
|φ1(0)|2 = 1
N
N∑
i=1
|φi(0)|2 6 1
N
N∑
i=1
(
a‖φi‖2L2(R+) +
1
a
‖φ′i‖2L2(R+)
)
=
a
N
‖Φ‖2 + 1
aN
‖Φ′‖2.
Then, using again (4.2) and with a suitable choice of a (it is possible due to the restriction on ω) we
have
0 >
(
1− |α|
a
)
‖Φ′‖2 + (ω − a|α|) ‖Φ‖2 − ‖Φ‖2µ+22µ+2 > c‖Φ‖2H1 − ‖Φ‖2µ+22µ+2.
By Sobolev type inequalities we arrive at
c‖Φ‖22µ+2 − ‖Φ‖2µ+22µ+2 6 0
which implies, for a non vanishing function Φ,
‖Φ‖2µ+2 > c.
Since on the Nehari manifold Sω and S˜ coincide, we must have d(ω) > 0.

For any ω > 0 define α∗ such that −N√ω < α∗ < 0 and∫ 1
0
(1− t2) 1µdt = N
2
∫ 1
|α∗|
N
√
ω
(1− t2) 1µdt. (4.6)
Notice that α∗ is uniquely defined since the r.h.s. of (4.6) is a decreasing function of |α∗| whose range
includes the value
∫ 1
0
(1− t2) 1µdt.
Proposition 4.1. Let −N√ω < α < α∗. Then
d(ω) < d0(ω). (4.7)
Proof
In order to prove (4.7), it is sufficient to exhibit a trial function Ψ˜ ∈ E such that Iω[Ψ˜] = 0 and
Sω[Ψ˜] < d
0(ω). Let a be defined as
a =
1
µ
√
ω
arctanh
( |α|
N
√
ω
)
.
Now we consider the symmetric trial function Ψ˜ given by:
(Ψ˜)i(x) = φs(x+ a) i = 1 . . . N
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where φs is defined by (B.1). By construction Ψ˜ ∈ E . Moreover it is straightforward to check that
Ψ˜ ∈ D(H) and
HΨ˜− |Ψ˜|2µΨ˜ = −ωΨ˜. (4.8)
Multiplying both sides of (4.8) and integrating by parts, one checks that Iω[Ψ˜] = 0 that is Ψ˜ satisfies
the constraint. Therefore it is sufficient to evaluate the reduced action using (B.4). One has
Sω[Ψ˜] =
N
2
(µ+ 1)
1
µω
1
µ
+ 1
2
∫ 1
|α|
N
√
ω
(1− t2) 1µdt
and the condition Sω[Ψ˜] < d
0(ω) amounts to
N
2
∫ 1
|α|
N
√
ω
(1− t2) 1µdt <
∫ 1
0
(1− t2) 1µdt
which holds true by the hypothesis −N√ω < α < α∗ since
N
2
∫ 1
|α|
N
√
ω
(1− t2) 1µdt < N
2
∫ 1
|α∗|
N
√
ω
(1− t2) 1µdt =
∫ 1
0
(1− t2) 1µdt.

Now we can finally prove Theorem 1, as stated in the introduction.
Proof of Theorem 1
Let {Ψn} be a minimizing sequence, we prove that there exists a subsequence weakly convergent in
H1. First notice that ‖Ψn‖2µ+2 is obviously bounded (see Lemma 4.1). Recall that for Φ ∈ E
‖Φ′‖2 + α|φ1(0)|2 > α
2
N2
‖Φ‖2. (4.9)
Using (4.9) and Iω[Ψn] 6 0 we have
0 6
(
ω − α
2
N2
)
‖Ψn‖2 6 ‖Ψ′n‖2 + ω‖Ψn‖2 + α|ψn,1(0)|2 6 ‖Ψn‖2µ+22µ+2 6 c.
This implies ‖Ψn‖ 6 c. Using again Iω[Ψn] 6 0 we have also
‖Ψ′n‖2 6 ‖Ψn‖2µ+22µ+2 − ω‖Ψn‖2 − α|ψn,1(0)|2 6 c+ c‖ψ′n,1‖‖ψn,1‖ 6 c+ c
(
1
ε
‖Ψn‖2 + ε‖Ψ′n‖2
)
for any ε > 0. Taking ε sufficiently small we see that ‖Ψ′n‖ is bounded and therefore also ‖Ψ′n‖H1 is
bounded. By Banach-Alaoglu theorem there exists a weakly convergent subsequence, which will be
still denoted by {Ψn}. Let Ψ∞ be the weak limit.
Now we prove that Ψ∞ 6= 0. To this aim we preliminarily show that Ψ∞ ∈ E , Ψn(0) → Ψ∞(0)
and that Iω[Ψn] → 0. Let Λj : G → R be a function on the graph defined in the following way:
λj(y) = e
−y and λi(y) = 0 for i 6= j. Then by weak convergence and integration by parts we have
ψj,n(0) = (Λ
j,Ψn)H1 → (Λj,Ψ∞)H1 = Ψj,∞(0). (4.10)
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Since ψj,n(0) does not depend on j, the first two claims are proved. We prove the last claim by
contradiction. Assume that
Iω[Ψn]→ 0 (4.11)
is false, then there exists a subsequence, still denoted by {Ψn}, such that
lim
n→∞
Iω[Ψn] = γ < 0. (4.12)
Let βn be defined according to (4.3) then
lim
n→∞
βn = lim
n→∞
(
1 +
Iω[Ψn]
‖Ψn‖2µ+22µ+2
) 1
2µ
=
(
1 +
γµ
2(µ+ 1)d(ω)
) 1
2µ
< 1
therefore
lim
n→∞
S˜[βnΨn] = lim
n→∞
β2µ+2n S˜[Ψn] < d(ω)
and Iω[βnΨn] = 0 but this contradicts the assumption that Ψn is a minimizing sequence. Hence
Iω[Ψn]→ 0.
We proceed again by contradiction to prove that Ψ∞ 6= 0. Assume that Ψ∞ = 0 and define
ρn =
[‖Ψ′n‖2 + ω‖Ψn‖2]
1
2µ
‖Ψn‖1+
1
µ
2µ+2
.
Using (4.10), (4.12) and the contradiction hypothesis, one has
lim
n→∞
ρn = lim
n→∞
(
1 +
Iω[Ψn]− α|ψ1,n(0)|2
‖Ψ‖2µ+22µ+2
) 1
2µ
= 1.
Therefore
lim
n→∞
S˜[ρnΨn] = lim
n→∞
ρ2µ+2n S˜[Ψn] = d(ω).
On the other hand, by direct computation one has
I0ω[ρnΨn] = 0.
Therefore, by Proposition 4.1 and Theorem 3
d(ω) < S∞(ω) 6 S˜[ρnΨn].
Passing to the limit, one obtains
d(ω) < S∞(ω) 6 d(ω)
therefore the hypothesis Ψ∞ = 0 can not hold.
Now we shall prove that Iω[Ψ∞] 6 0. We recall, see [17], Brezis and Lieb’s lemma: if fn converges
weakly to f∞ in Lp, 1 < p <∞, then
‖fn‖pp − ‖fn − f∞‖pp − ‖f∞‖pp → 0. (4.13)
In our case, this implies that
S˜[Ψn]− S˜[Ψn −Ψ∞]− S˜[Ψ∞]→ 0 (4.14)
and, applying (4.13) both to Ψ and Ψ′, that
Iω[Ψn]− Iω[Ψn −Ψ∞]− Iω[Ψ∞]→ 0. (4.15)
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Suppose that Iω[Ψ∞] > 0. Then, by (4.11) and (4.15),
lim
n→∞
Iω[Ψn −Ψ∞] = lim
n→∞
Iω[Ψn]− Iω[Ψ∞] = −Iω[Ψ∞] < 0.
Choose n¯ such that Iω[Ψn −Ψ∞] < 0 for n > n¯. Then by definition of d(ω) we have
d(ω) 6 S˜[Ψn −Ψ∞], n > n¯. (4.16)
On the other hand, since Ψ∞ 6= 0, by (4.14) one has
lim
n→∞
S˜[Ψn −Ψ∞] = lim
n→∞
S˜[Ψn]− S˜[Ψ∞] = d(ω)− S˜[Ψ∞] < d(ω)
and this contradicts (4.16); so it must be Iω[Ψ∞] 6 0.
By definition d(ω) 6 S˜[Ψ∞]. On the other hand, by the lower semicontinuity of the norm under
weak convergence we have
S˜[Ψ∞] =
µ
2(µ+ 1)
‖Ψ∞‖2µ+22µ+2 6 lim
n→∞
µ
2(µ+ 1)
‖Ψn‖2µ+22µ+2 = d(ω)
which implies
S˜[Ψ∞] = d(ω)
and so Ψ∞ is an absolute minimum of Sω constrained to Nehari manifold.

5. Stationary States
In this section we explicitly compute the stationary states of Sω and of S
0
ω and identify the
minimum of the action. We denote by [s] the integer part of s.
Theorem 4 (Stationary states of Sω).
Let α < 0 and ω > α
2
N2
; then Sω has [(N − 1)/2] + 1 critical points Ψω,j, with j = 0, . . . , [N−12 ], given,
up to permutations of the edges, by:
(Ψω,j)i (x) =
{
φs(x− aj) i = 1, . . . , j
φs(x+ aj) i = j + 1, . . . , N
(5.1)
aj =
1
µ
√
ω
arctanh
(
α
(2j −N)√ω
)
. (5.2)
Moreover, for −N√ω < α < α∗ the function Ψω,0 is the ground state.
Proof
A regularity argument shows that a constrained critical point of the action Sω is in fact an element
of the domain of the operator H . We sketch the standard proof. Any such non vanishing critical
point Ψ satisfies S ′(Ψ) = 0, i.e.
S ′ω(Ψ)Φ = 0, ∀Φ ∈ E . (5.3)
Applying (5.3) first to Φ, then to Ξ = −iΦ, and summing the two expressions, we find
B(Ψ,Φ)− 1
2µ+ 2
(|Ψ|2µΨ,Φ) + ω(Ψ,Φ) = 0, (5.4)
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where B is the bilinear form associated to the quadratic form Elin. So, from (5.4) the following
estimate holds
|B(Ψ,Φ)| 6 CΨ‖Φ‖, ∀Φ ∈ E . (5.5)
Notice that, choosing Φ among the functions vanishing in a neighborhood of zero, we conclude from
(5.5) Riesz theorem and definition of weak derivative that every ψi ∈ H2(R+). Thus, for a generic
Φ ∈ E an integration by parts gives
2 B(Ψ,Φ) = −
N∑
i=1
(ψi
′′, φi)L2(R+) − φ1(0)
(
αψ1(0)−
N∑
i=1
ψi
′(0)
)
. (5.6)
So, from (5.5) and (5.6), we conclude that Ψ belongs to the domain D(H). Moreover, the function
HΨ− 1
2µ+2
|Ψ|2µΨ + ωΨ belongs to L2(R+).
Therefore S ′ω[Ψ] = 0 is equivalent to the following equation
HΨω − |Ψω|2µΨω = −ωΨω ω > 0. (5.7)
Notice that H acts locally as the Laplacian, thus on every edge we must seek L2(R+)-solutions to
the equation
−φ′′ − |φ|2µφ = −ωφ ω > 0.
The most general L2(R+)-solution is φ(x) = σφs(x − y) = σ [(µ+ 1)ω]
1
2µ sech
1
µ (µ
√
ω(x − y)) where
σ ∈ C, |σ| = 1 and y ∈ R. Therefore the components (Ψω)i of a critical point Ψω are given by
(Ψω)i (x) = σiφ(x− yi) .
In order to have a solution of (5.7) it is sufficient to impose boundary conditions (1.2) such that
Ψω ∈ D(H). The continuity condition in (1.2) implies σ1 = . . . = σN and yi = εia with εi = ±1 and
a > 0. We can omit the dependence on σ without losing generality. Referring to the bell shape of
the function φs, we say that in the i-th edge: there is a bump if yi > 0, that is, if εi = +1; there is
a tail if yi < 0, that is, if εi = −1. Now we determine εi and yi. The second boundary condition in
(1.2) rewrites as
tanh(µ
√
ωa)
N∑
i=1
εi =
α√
ω
. (5.8)
Equation (5.8) gives as a first constraint that
∑N
i=1 εi must have the same sign of α. That is the
critical point must have more tails than bumps. For every such a configuration, or equivalently a
choice of the set {εi}, condition (5.8) fixes uniquely a. We choose to index the solutions by the
number j of bumps. Correspondingly one obtains a unique solution to (5.8) which we call aj. In
this way we arrive at (5.1) and (5.2). For instance, if N = 3 then there are two stationary states, a
three-tail state and a two-tail/one-bump state (up to permutations of the edges). They are shown
in figure 1.
To summarize, solutions to (5.7) are given by Ψω,j with j = 0, . . . , [(N − 1)/2].
Notice that (5.8) admits solutions iff the lower bound α
2
N2
< ω holds true. We can explain this fact
for α < 0 noticing that (5.7), for small Ψ and neglecting nonlinearity, is the eigenvalue equation for
the linear part of the Hamiltonian corresponding to energy E = −ω; taking into account the known
fact that the linear graph Hamiltonian H has the ground state energy − α2
N2
, the lower bound means
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Figure 1. Stationary states for N = 3, α < 0 .
that the nonlinear standing waves bifurcate from the vanishing wavefunction at the ground state
energy of the linear problem.
Now we prove that Ψω,0 is the ground state. Notice also that Ψω,0 is uniquely defined since it is
invariant under permutations of the edges. We know that for −N√ω < α < α∗ a minimum of Sω
exists and therefore it is a critical point. It is sufficient to prove that Sω[Ψω,0] < Sω[Ψω,j] for j 6= 0.
In fact we prove a stronger statement, that is, if 0 6 j 6 [(N − 1)/2]− 1 then
Sω[Ψω,j] < Sω[Ψω,j+1] . (5.9)
Using (B.4), equation (5.9) is equivalent to
j
∫ 1
− |α|
(N−2j)√ω
(1− t2) 1µdt+ (N − j)
∫ 1
|α|
(N−2j)√ω
(1− t2) 1µdt <
(j + 1)
∫ 1
− |α|
(N−2j−2)√ω
(1− t2) 1µdt+ (N − j − 1)
∫ 1
|α|
(N−2j−2)√ω
(1− t2) 1µdt. (5.10)
Let us define the constant C
C =
∫ 1
0
(1− t2) 1µdt.
It is convenient to rewrite the l.h.s. of (5.10) as
j
∫ 1
− |α|
(N−2j)√ω
(1− t2) 1µdt+ (N − j)
∫ 1
|α|
(N−2j)√ω
(1− t2) 1µdt = 2jC + (N − 2j)
∫ 1
|α|
(N−2j)√ω
(1− t2) 1µdt =
NC − (N − 2j)
∫ |α|
(N−2j)√ω
0
(1− t2) 1µdt. (5.11)
21
Repeating the same manipulations for the r.h.s., we see that (5.11) is equivalent to
(N − 2j − 2)
∫ |α|
(N−2j−2)√ω
0
(1− t2) 1µdt < (N − 2j)
∫ |α|
(N−2j)√ω
0
(1− t2) 1µdt.
With a straightforward change of variables the last inequality becomes∫ |α|√
ω
0
[
1−
(
t
N − 2j − 2
)2] 1µ
dt <
∫ |α|√
ω
0
[
1−
(
t
N − 2j
)2] 1µ
dt
which is manifestly true.

Remark 5.1. For N > 2 and j > 0 there exist excited states, but only for parameters ω > α
2
(N−2j)2 .
So the picture is that for fixed α and increasing ω firstly the branch of ground state is born at ω > α
2
N2
and then for sufficiently high ω the branches of higher excited states appear.
Remark 5.2. Even if in the present section we considered the case α 6 0, notice that the analysis
of the previous theorem can be repeated also for α > 0 and one would find that the critical points
are given again by (5.1) and (5.2) with j = [N/2 + 1], . . . , N . This means that for a repulsive δ
interaction at the vertex the stationary states have more bumps than tails.
We end this section with the characterization of stationary points of S0ω
Theorem 5 (Critical Points of S0ω). Let ω > 0. If N is odd, then there is a unique critical point
of S0ω given by (
Ψ0ω
)
i
= φs i = 1, . . . , N (5.12)
If N is even then S0ω has a one parameter family of critical points given by:(
Ψ0,aω
)
i
(x) =
{
φs(x− a) i = 1, . . . , N/2
φs(x+ a) i = N/2 + 1, . . . , N
a ∈ R+ (5.13)
Proof
Repeating the argument in the proof of Theorem 4, we have to find the solutions of
tanh(µ
√
ωa)
N∑
i=1
εi = 0.
If N is odd, then there is a unique solution given by a = 0 which corresponds to the critical point
(5.12), and such a solution can be described as composed by N half solitons glued at the vertex.
On the contrary, if N is even then there are infinite solutions: a ∈ R+, εi = +1 for i = 1, . . . , N/2,
εi = −1 for N/2 + 1, . . . , N gives a solution to (5.13) which corresponds to Ψ0,aω .

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Remark 5.3. If N is even, then the graph can be considered as a set of N/2 copies of the real line.
With a Kirchhoff boundary condition, one has continuity and derivability of the wavefunction at the
vertex, and the above solutions Ψ0,aω can be interpreted as N/2 identical solitary waves on each real
line translated by a quantity a.
Remark 5.4. In the case N = 3 and for a cubic nonlinearity it has been proved in [3] that the energy
E at constant mass M is not minimized on Ψ0ω, which turns out to be a saddle point. In fact, the
constrained energy is bounded from below but it has not an absolute minimum. We conjecture that
the same phenomenon happens here for the action.
6. Stability of Ground States
In Section 4 we showed the existence of a profile Ψω,0 (denoted there by Ψ∞) which minimizes the
action Sω for the star graph with attractive delta boundary conditions at the vertex. This minimizer
is the ground state of the problem if the strength α of the point interaction at the vertex is sufficiently
large. In Section 5 we provided the explicit expression of stationary states Ψω,j, and in particular
of the ground state Ψω,0. In correspondence to the ground state (and to every stationary state) one
has a standing wave of the form Ψω e
iωt which solves the NLS on the graph. In this section we
study the stability of such a standing wave. Being a time-dependent solution and not an equilibrium
point of the autonomous equation (1.3), stability has to be intended as orbital stability. This means
Lyapunov stability up to symmetries of the equation, which in this case are related to the gauge
U(1) invariance of the Hamiltonian of the problem. To be precise, we recall that the orbit of Ψω is
defined as O(Ψω) = {eiθΨω, θ ∈ R}.
The state Ψω is orbitally stable if for every  > 0 there exists δ > 0 such that
d(Ψ(0),O(Ψω)) < δ ⇒ d(Ψ(t),O(Ψω)) <  ∀t > 0
where Ψ(t) is the solution to (2.1) with initial data Ψ0,
d(Ψ,O(Ψω)) = inf
Φ∈O(Ψω)
‖Ψ− Φ‖E ,
and the norm ‖ · ‖E is the energy norm, given in our case by H1 norm in E .
A stationary state is unstable if it is not stable.
Orbital stability of solitary (not necessarily standing) solutions to nonlinear Schro¨dinger equations
is a well developed subject, studied in several classical papers. Two main techniques have been
developed to establish orbital stability of solitary waves: the method of Cazenave and Lions based
on Concentration Compactness ([20, 21]), and the method of constrained linearization pioneered by
Benjamin in the case of KdV equation and studied more systematically by Weinstein and Grillakis-
Shatah-Strauss [43, 44, 27, 28]. In [4] we studied the problem of the minimization of the energy at
constant mass through a suitable adaptation of concentration compactness method to the case of star
graphs, while here we refer to the Weinstein and Grillakis-Shatah-Strauss method which is especially
suited for treating stability of equilibria of Hamiltonian systems with symmetry. Some preparation
is needed to cast our problem in this framework. As in the scalar case, the NLS on a graph turns out
to be a Hamiltonian system on the real Hilbert space of the couples of real and imaginary part of
the wavefunction. We pose Ψ = U + i V ≡ (U, V ), where U = (u1, . . . , uN)T and V = (v1, . . . , vN)T .
So we identify L2(G) = L2(G,C) with L2(G,R) ⊕ L2(G,R) := L2R(G) . Analogously one can define
the spaces LpR(G). Correspondingly, L2(G) can be given the structure of a real Hilbert space taking
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as its scalar product the real part of the usual complex one:
((U1, V1)
T , (U2, V2)
T )L2R(G) = Re(Ψ1,Ψ2)L2(G) .
Furthermore, L2(G) is also a symplectic manifold when endowed with the symplectic form (coinciding
with the imaginary part of the complex scalar product)
Ω((U1, V1), (U2, V2)) = Im(Ψ1,Ψ2)L2(G) =
N∑
i=1
∫
R+
((v2)i(u1)i − (v1)i(u2)i)dx.
The same symplectic structure is inherited by the energy space E . Moreover, multiplication by the
imaginary unit i is equivalent to acting by the matrix −J ∈ Mat(R, 2N × 2N), where
J =
(
0 I
−I 0
)
,
and the blocks 0 and I are the zero and unit matrices in Mat(R, N ×N).
Note that if Ψ ∈ D(H), then the real vectors U and V satisfy the same boundary conditions as
Ψ; we will say, with a slight abuse, that they belong to D(H). With these premises, the nonlinear
Schro¨dinger equation for Ψ is equivalent to the canonical system
d
dt
(
U
V
)
= JE ′[U, V ]. (6.1)
where the Hamiltonian E becomes
E(U, V ) =
1
2
‖(U ′, V ′)‖2L2R(G) −
1
2µ+ 2
‖(U, V )‖2µ+2
L2µ+2R (G)
+
α
2
(|u1(0)|2 + |v1(0)|2)
or explicitly
1
2
N∑
k=1
[ ∫ +∞
0
(|u′k|2 + |v′k|2) dx
]
+
α
2
(|u1(0)|2 + |v1(0)|2)
− 1
2µ+ 2
N∑
k=1
[ ∫ ∞
0
(|uk|2 + |vk|2)µ+1dx
]
≡ E[u, v] ,
and the derivative E ′ is given by
E ′((U, V ))[(H,Z)] =
d
d
{E((U, V ) + (H,Z))}=0.
Linearization of the Hamiltonian system (6.1) around the stationary state is achieved by substituting
(Ψt)j = ((Ψω,0)j + hj + izj)e
iωt
and neglecting higher order terms than linear in (6.1). The real vector functions H and Z satisfy
d
dt
(
H
Z
)
= JL
(
H
Z
)
,
where L is the unique s.a. operator associated to the symmetric and lower bounded quadratic form
S ′′ω(Ψω,0), i.e. the second derivative of the action at the ground state. Indeed, the second derivative
is defined through the formula
L((H1, Z1), (H2, Z2)) = S ′′ω(Ψω,0)((H1, Z1), (H2, Z2)) =
∂2
∂∂λ
{Sω(Ψω + (H1, Z1) +λ(H2, Z2)}=0,λ=0 .
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An easy computation shows that L = diag(L−,L+) and the matrix operators L− and L+ are given
by (here the summation convention is used)
(L+)i,k =
(
− d
2
dx2
+ ω − |(Ψω,0)k|2µ
)
δi,k
(L−)i,k =
(
− d
2
dx2
+ ω − (2µ+ 1)|(Ψω,0)k|2µ
)
δi,k .
The operators L− and L+ act on the real vector functions H and Z belonging to D(H) = D(L±).
Notice that to simplify notation from here on we suppress the dependence of operators L± on the
ground state Ψω,0.
Precise conditions to have orbital stability (and instability) for general Hamiltonian systems and in
particular for systems of NLS equations, are given in the already quoted papers of Weinstein and
Grillakis-Shatah-Strauss. They can be reduced to the validity of three conditions, called Assumptions
I, II and III in [27] and [28] and the verification of a further convexity condition on the function
d(ω) = Sω(Ψω) introduced in Section 4 and called in the physical literature the Vakhitov-Kolokolov
condition.
Assumption I is the well-posedness, proved in Section 2. Assumption II is the existence of a regular
branch of standing solutions of the stationary equation, proved for our model in Section 4 and 5, where
the regular family of standing waves ( α
2
N2
,+∞) 3 ω 7→ Ψω,0 is explicitly constructed. Assumption
III concerns spectral properties of linearization E ′′(Ψω,0) = (L−,L+) around the ground state. The
spectral conditions are stated and proved in the following proposition.
Proposition 6.1. The operators L− and L+ are selfadjoint. Moreover:
i1) Ker L+ = {Ψω,0} and the rest of the spectrum is positive;
i2) Ker L− = {0};
i3) n(L−) = 1, where n(A) is the number of negative eigenvalues of the operator A, i.e. its Morse
index.
Proof
We begin to remark that operators L− and L+ are selfadjoint on D(L±) = D(H), due to the fact
that the components of the ground state (Ψω,0)k are continuous and strongly decaying at infinity,
and as such they constitute in the matrix operators L± a relatively compact perturbation of H + ω.
For the same reason, by Weyl’s theorem the absolutely continuous spectrum of L− and L+ coincides
with the essential spectrum of H+ω, i.e. [ω,+∞), and the discrete spectrum is composed at most of
a finite number of eigenvalues. Let us consider the kernel of L+. This surely contains Ψω,0. Indeed,
the equation L+Ψω,0 = 0 coincides with the stationary equation satisfied by Ψω,0. Let us show that
there are not other elements in the kernel. An integration by parts allows to rewrite the quadratic
form of L+, for any element V ∈ D(L+), as follows
(L+V, V )L2R(G) =
N∑
k=1
∫ +∞
0
((Ψω,0)k)
2| d
dx
(
vk
(Ψω,0)k
)|2dx
+
N∑
k=1
(
vk(0)v
′
k(0)− |vk(0)|2
(Ψ′ω,0)k(0)
(Ψω,0)k(0)
)
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and the last term is vanishing due to the δ boundary conditions at the vertex, continuity and∑N
k=1 v
′
k(0) = αv1(0).
So (L+v, v)L2R(G) > 0 for every v ∈ D(L+) not coinciding with Ψω,0, which is the only eigenvector
with eigenvalue 0 of the operator L+. This proves statement i1.
Concerning statement i2, it is sufficient to consider the equation L−u = 0. This is written, in
components, as
− d
2
dx2
uk + ωuk − (2µ+ 1)|(Ψω,0)k|2µuk = 0 k = 1, . . . , N , (6.2)
where u1(0) = u2(0) = · · · = uN(0) and
∑N
k=1 u
′
k(0) = αu1(0) due to boundary conditions. The
general theory of second order differential equations gives for the previous equation a solution which
is a linear combination of asymptotically exponential fundamental solutions; for x → +∞ only one
of them is in L2. Now notice that the function u˜k : (0,+∞) 7→ R s.t. u˜k(x) = ddx(Ψω,0)k(x), k =
1, . . . , N satisfies equation (6.2) in (0,+∞) and decays at infinity. So every solution in u ∈ L2(0,+∞)
of (6.2) is a multiple of such a function: uk(x) = cku˜k(x), ck ∈ R. To conclude, a direct calculation
shows that the only real constants compatible with the boundary conditions on u is ck = 0, k =
1, . . . , N . This proves statement i2 .
Let us consider finally the Morse index of the L− operator. It is immediate that n(L−) > 1 . Indeed,
let us consider the quadratic form for L− evaluated on the ground state:
(L−Ψω,0,Ψω,0)L2R(G) = (L+Ψω,0,Ψω,0)L2R(G) − 2µ(|Ψω,0|2µΨω,0,Ψω,0)L2R(G) = 0− 2||Ψω,0||
2µ+2
2µ+2 < 0 .
So the s.a. linear operator L− has a negative vector, so it surely admits at least negative eigenvalue.
Let us prove that it has a single negative eigenvalue only. This is a consequence of the variational
properties of Ψω,0. In fact Ψω,0 is a minimum point of the action Sω on the codimension one constraint
Iω = 0. This minimization property entails that S
′′(Ψω,0) is positive definite on the tangent space
at Ψω,0 of the constraint manifold. Being the constraint a manifold of codimension one, S
′′(Ψω,0)
admits at most one negative eigenvalue and the same is true for its only possibly negative diagonal
component L−. See Appendix B in [24] for the detailed argument.

The last property needed to show orbital stability of the ground state is the so called slope
condition, or Vakhitov-Kolokolov condition. This coincides with the convexity of the function d(ω),
or more explicitly it means that on the branch of stationary solutions {Ψω,0} parametrized by ω, one
has
d′′(ω) =
d2
dω2
Sω(Ψω) =
d2
dω2
(E(Ψω) + ωM(Ψω)) =
d
dω
||Ψω,0||2 > 0 .
In fact, a direct calculation making use of the formulas in the appendix (and which is possible in this
model due to the explicitly known form of Ψω,0), gives
d
dω
||Ψω,0||22 = C
[
(
1
µ
− 1
2
)
∫ 1
|α|
N
√
ω
(1− t2) 1µ−1 dt+ |α|
2N
√
ω
(
1− |α|
2
N2ω
) 1
µ
−1 ]
(6.3)
with C = C(N,µ, ω) = N (µ+1)
1
µ
µ
ω
1
µ
− 3
2 .
26 RICCARDO ADAMI, CLAUDIO CACCIAPUOTI, DOMENICO FINCO, AND DIEGO NOJA
Now, the r.h.s of (6.3) is positive thanks to the lower bound on ω > α
2
N2
. The Vakhitov-Kolokolov con-
dition with the spectral properties proved in proposition 6.1, thanks to the Weinstein and Grillakis-
Shatah-Strauss theory constitute the proof of Theorem 2 stated in the introduction.
Remark 6.1. Note the following facts.
The theorem gives orbital stability of the ground state also for the critical nonlinearity µ = 2 .
From formula (6.3) it follows that for supercritical nonlinearities µ > 2 there exists ω∗ such that Ψω,0
is orbitally stable for ω ∈ ( α2
N2
, ω∗) . In [27] it is shown that if Assumptions I, II, III are satisfied and
d′′(ω) < 0, then the standing wave corresponding to ω is orbitally unstable. Again from formula (6.3)
we see that for ω > ω∗ the ground state Ψω,0 is orbitally unstable. The case ω = ω∗ where d′′(ω) = 0
is undecided.
Appendix A. Rearrangements
For a given function Φ : G → C we introduce the rearranged function Φ∗ : G → R. The function
Φ∗ is positive, symmetric, non increasing and is constructed in a way such that it is equimeasurable
w.r.t. Φ, that is, the level sets of |Φ| and Φ∗ have the same measure. This is sufficient to prove that
all the Lp(G) norms are conserved by the rearrangement. The comparison of the kinetic energy of Φ
and Φ∗ is more delicate. On the real line the Po´lya-Szego˝ inequality shows that the kinetic energy
does not increase. This is no longer true for a star graph where a constant N/2 appears, see Theorem
6 below.
Given Φ : G → C, we introduce λ(s) and µ(s) defined by
λ(s) = |{|Φ| > s}| µ(s) = |{|Φ| > s}| .
Now we define the symmetric rearrangement of Φ.
Definition A.1. Define g : R+ → R+ as
g(t) = sup{s|λ(s) > Nt} ,
then we put Φ∗ = (φ∗1, ..., φ
∗
N) with
φ∗j(x) = g(x) j = 1, . . . , N.
The main properties of Φ∗ are the following:
Proposition A.1. Let Φ ∈ Lp(G) . The symmetric rearrangement Φ∗ is positive, symmetric and
non increasing. Moreover ‖Φ∗‖p = ‖Φ‖p.
Proof
By construction Φ∗ is positive and symmetric. Since λ is non increasing, Φ∗ is non increasing too.
Now we prove the invariance of the Lp norm. First we prove that if 0 6 Nt 6 µ(0) then
µ(g(t)) 6 Nt 6 λ(g(t)). (A.1)
Let s′ < g(t) then, by definition of g, λ(s′) > Nt. Since the latter estimate holds for every such s′,
taking the supremum we have λ(g(t)) > Nt which is the second half of (A.1).
Now choose s′ > Nt. Then µ(s′) 6 λ(s′) 6 Nt and taking the infimum over s′ the proof of (A.1) is
complete.
A key property of the symmetric rearrangement is the equimisurability, that is:
|{Φ∗ > s}| = |{|Φ| > s}| . (A.2)
27
Notice that the set {|Φ| > t} can be rephrased as the union of disjoint sets
{|Φ| > t} = {|φ1| > t} ∪ . . . ∪ {|φN | > t},
where {|φj| > t} is to be understood as a subset of the j-th edge. Therefore we have
|{|Φ| > t}| =
N∑
i=1
|{|φi| > t}|.
Fix s and define
t0 = sup{t|g(t) > s} .
If g(t) > s then Nt 6 λ(g(t)) 6 λ(s) by (A.1). Taking the supremum over t we get Nt0 6 λ(s).
Assume by absurd that Nt0 < λ(s). Take t such that Nt0 < Nt < λ(s) then g(t) > s and the
contradiction with the definition of t0 is reached. Since Nt0 = |{Φ∗ > s}| equality (A.2) is proved.
By the layer cake representation (see [35]) we can prove the invariance of Lp norm under rearrange-
ments. We start from
‖Φ‖pp ≡
N∑
j=1
∫
R+
|φj(y)|pdy = p
∫ +∞
0
sp−1|{|Φ| > s}| ds
and using (A.2) we obtain
‖Φ‖pp = p
∫ +∞
0
sp−1|{Φ∗ > s}| ds = ‖Φ∗‖pp
which is the desired identity.

Notice that if {|Φ| = t} has non-zero measure for some t then λ has a jump, while if |Φ| has a jump
then λ has a constant part. Moreover if λ has a constant part then g has a jump and if λ has a jump
then g has a constant part.
Notice also that if |Φ| is continuous and {|Φ| = t} has zero measure for t then g is the inverse of λ
up to scaling.
Now we turn our attention to the Po´lya-Szego˝ inequality and prove it by elementary methods. We
mainly follow [29] while some technical results are taken from [30].
From now on, we restrict ourselves to real and positive Φ. Later we shall extend the result to the
general case. First we gather some preliminary results in Lemmas A.1 and A.2. Then we establish
the required estimate for a class of regular functions (Lemma A.3 and Lemma A.2). Finally we give
the main theorem the proof of which relies on a careful decomposition of the kinetic energy and on
a limiting argument.
Moreover, since functions in E are continuous, for our purposes in the following we always assume
that Φ is continuous without losing generality.
Lemma A.1. Assume that Φ : G → R+ is continuous and Φ ∈ Lp(G) then Φ∗ is continuous and
Φ∗ ∈ Lp(G).
Proof
Due to proposition A.1, we have to discuss the continuity part only. Since Φ is continuous, λ is
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strictly decreasing and may have at most a countable number of discontinuity of first kind. There-
fore λ is locally continuous away from discontinuities and g is locally (up to an irrelevant scaling) the
inverse function. Then g is locally continuous by the inverse function theorem. At the points where
λ has a discontinuity it is easy to check, using definition A.1, that g has a constant part joining the
non constant branches. So that g is globally continuous. See [29] for more details.

Reasoning as in [29] we get the following:
Lemma A.2. Let Φn,Φ : G → R+ and Φn,Φ ∈ Lp(G). Suppose that ‖Φn − Φ‖p → 0, then
µ(s) 6 lim inf
n
λn(s) 6 lim sup
n
λn(s) 6 λ(s) ,
g(0) 6 lim inf
n
gn(0) .
We introduce the following class of regular functions.
Definition A.2. Let PL be the set of functions Φ : G → R+ such that: Φ is continuous, compactly
supported and, for any j = 1, ..., N , there exists a finite number of compact intervals Ij,n such that
suppφj =
⋃
n Ij,n and Φ restricted to Ij,n is affine.
This class of piecewise linear functions is dense in E .
Lemma A.3. Let Φ ∈ PL. There exist two open sets O1 and O2 such that Φ∗ is constant on O1 and
Φ∗ is differentiable on O2 with |Φ∗′| > 0. Moreover, G \ (O1 ∪O2) consists of finitely many points.
Proof
Let 0 = a0 < a1 < . . . < am be the values assumed by Φ at the boundary of all Ij,n. If the set
∪i{Φ = ai} has positive measure then Φ′ = 0 a.e. on such a set. In the same way Φ∗′ = 0 a.e. on
the set ∪i{Φ∗ = ai}. We define O1 to be the interior part of ∪i{Φ∗ = ai} and O2 = G \ ∪i{Φ∗ = ai}.
By construction G \ (O1 ∪O2) consists of finitely many points.
We have to show that Φ∗ is differentiable on O2 and |Φ∗′| > 0. We introduce the notation Di =
{ai−1 < Φ < ai} and D∗i = {ai−1 < Φ∗ < ai}. Each set Di is decomposed first into the components
on each edge, that is, Di = ∪jDji . Then we further decompose each Dji into a finite union of open
intervals Dji,k, k = 0, 1, . . . , n = n(i, j), such that Φ restricted to D
j
i,k is affine and non constant (see
Figure 2). Let us fix s such that ai−1 < s < ai. Then the equation Φ = s has a solution y
j
i,k(s) ∈ Dji,k
for each k = 1, . . . , n. We enumerate the sets Dji,k in k for i, j fixed in an increasing way w.r.t to the
distance from the vertex such that yji,1 < y
j
i,2 < . . . < y
j
i,n. We put n(i, j) = 0 if D
j
i = ∅ and no yji,k
is defined for that values of i and j.
We introduce also D˜∗i defined as the projection of D
∗
i on the first edge. Let y
∗(s) ∈ D˜∗i be the solution
to g = s. We can express the measure of the level set {Φ > s} by means of the yji,k. One has
|{Φ > s}| =
N∑
j=1
yji,n − yji,n−1 + yji,n−2 − yji,n−3 . . . =
N∑
j=1
n∑
k=1
(−1)n+kyji,k.
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Figure 2. Definition and enumeration of Dji,k
Therefore by (A.2) one has
|{Φ∗ > s}| = N |{g > s}| = Ny∗ =
N∑
j=1
n∑
k=1
(−1)n+kyji,k. (A.3)
On each set Dji,k the derivative Φ
′ does not vanish by construction which implies that the function
yji,k(s) are differentiable w.r.t s and
Φ′ =
(
dyji,k
ds
)−1
on Dji,k
by the inverse function theorem. The function y∗(s) is differentiable by equation (A.3). It is also
invertible since s is away from values of Φ corresponding to level sets with non zero measure. Therefore
for such values of s the function g is strictly decreasing. By the inverse function theorem y∗ is
invertible and
g′ =
(
dy∗
ds
)−1
6= 0.

Let L be the Lipschitz constant of Φ. Adapting the reasoning in [30], one can prove the following
estimate: ∣∣∣∣dy∗ds
∣∣∣∣ > 1L .
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This estimate provides an upper bound on g′. Notice that the proof actually shows that Φ∗ ∈ PL
since it says that y∗′ and therefore g′ is locally constant on each D˜∗i . If Φ is smooth, say C
k, then
the same property holds on O2 for Φ
∗ by the inverse function theorem.
Proposition A.2. Let Φ ∈ PL. Then,
‖Φ∗′‖ 6 N
2
‖Φ′‖ . (A.4)
Proof
We shall use the notation of the previous lemma. First we consider the r.h.s. of (A.4). We can
restrict the integral to the region where Φ is not constant and change the integration variable.
‖Φ′‖2 =
m∑
i=1
N∑
j=1
n∑
k=1
∫
Dji,k
|Φ′|2 =
m∑
i=1
N∑
j=1
n∑
k=1
∫ ai
ai−1
(
dyji,k
ds
)−2 ∣∣∣∣∣dy
j
i,k
ds
∣∣∣∣∣ ds.
We can repeat the same operation for the l.h.s. of (A.4)
‖Φ∗′‖2 = N
∫
R+
|g′|2 = N
m∑
i=1
∫ ai
ai−1
(
dy∗′
ds
)−2 ∣∣∣∣dy∗ds
∣∣∣∣ ds.
Now the conclusion follows by using (A.3) and the convexity properties of the square function.
First notice that ∣∣∣∣dy∗ds
∣∣∣∣ = 1N
∣∣∣∣∣
N∑
j=1
n∑
k=1
(−1)n+k dy
j
i,k
ds
∣∣∣∣∣ = 1N
N∑
j=1
n∑
k=1
∣∣∣∣∣dy
j
i,k
ds
∣∣∣∣∣ .
The restriction of Φ to an edge has a seesaw behavior and
dyji,k
ds
has an alternating behavior in k.
Therefore in order to prove (A.4) it is sufficient to show that
N2
4
N∑
j=1
n∑
k=1
 1∣∣∣∣dyji,kds ∣∣∣∣

2 ∣∣∣∣∣dy
j
i,k
ds
∣∣∣∣∣ >
 N∑
j=1
n∑
k=1
N∣∣∣∣dyji,kds ∣∣∣∣

2
N∑
l=1
n∑
h=1
∣∣∣∣∣dyli,hds
∣∣∣∣∣
which is equivalent to
1
4
N∑
j=1
n∑
k=1
 1∣∣∣∣dyji,kds ∣∣∣∣

2
∣∣∣∣dyji,kds ∣∣∣∣∑N
l=1
∑n
h=1
∣∣∣dyli,hds ∣∣∣ >
 N∑
j=1
n∑
k=1
1∣∣∣∣dyji,kds ∣∣∣∣

2
. (A.5)
By the convexity of the square function, inequality (A.5) holds true if
1
4
(
N∑
j=1
n∑
k=1
)2
> 1. (A.6)
Notice that
∑N
j=1
∑n
k=1 represents the number of solutions to the equation Φ = s for ai−1 < s < ai
on the whole graph. Since Φ is continuous and compactly supported, there are always at least two
solutions and then (A.6) holds true.
31

Theorem 6 (Po´lya - Szego˝ inequality).
Assume that Φ ∈ E then Φ∗ ∈ E and
‖Φ∗′‖ 6 N
2
‖Φ′‖ . (A.7)
Proof
Due to Proposition A.1 Φ∗ is symmetric, and then continuous at the vertex. So that it is sufficient
to prove (A.7). Let Φ ∈ E be positive and take Φn ∈ PL such that Φn → Φ in H1(G). Take also
a positive test function χ ∈ C∞0 (G). Moreover, let 0 = a0 < a1 < a2 < . . . be the values such
that {g = ai} has strictly positive measure. Notice that g restricted to D˜∗i = {ai−1 < g < ai} is
monotone and invertible by Lemma A.1. Monotonicity of g also implies that its derivative exists
almost everywhere and is in L1loc(R+). Then the following inequalities hold:∣∣(χ,Φ∗′)∣∣ = − N∑
j=1
∫ ∞
0
χj(y) g
′(y) dy (A.8)
= −
N∑
j=1
∑
i>0
∫
D˜i
χj(y) g
′(y) dy (A.9)
=
N∑
j=1
∫ g(0)
0
χj(y
∗(s))ds (A.10)
6 lim inf
N∑
j=1
∫ gn(0)
0
χj(y
∗
n(s))ds (A.11)
= lim inf
n
−(χ,Φ∗n′) (A.12)
= lim inf
n
∣∣(χ,Φ∗n′)∣∣ (A.13)
6 lim inf
n
‖χ‖‖Φ∗n′‖ (A.14)
6 N
2
lim inf
n
‖χ‖‖Φ′n‖ (A.15)
=
N
2
‖χ‖‖Φ′‖. (A.16)
The chain of inequalities stands for the following reasons. In (A.8) we explicitly wrote the r.h.s..
In (A.9) we have restricted the integral to the regions where g is not constant. In (A.10) we have
changed variable of integration, the new one being y∗(s) defined as before. This is possible due to
the restriction made in (A.9). In (A.11) we have used Fatou’s Lemma and Lemma A.2. In (A.12)
we have changed back the integration variable and in (A.13) we just changed a sign. In (A.14) we
have used Cauchy-Schwarz inequality. In (A.15) we have used lemma A.2. In (A.16) we have used
the convergence hypothesis. Estimate (A.7) for a positive function f follows from equation (A.16)
by Riesz Theorem.
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Now we extend the inequality to the general case. First notice that Proposition A.1 and Proposition
A.2 both extend to the non-positive case and to the complex valued case. A careful inspection of
the argument used above, shows that for positive χ ∈ C∞0 (G) it is still valid until inequality (A.14).
Then to conclude the proof we have to extend Proposition A.2 to complex valued functions.
For the real valued case, the extension is trivial. If Φ is piecewise linear then |Φ| ∈ PL and has the
same rearrangement of Φ. Notice also that |Φ′| = ||Φ|′| almost everywhere. Therefore since (A.4)
holds for |Φ|, then it holds also for Φ.
Now for the complex valued case, to define the class of approximating functions we set Φ = eiΘF with
Θ, F ∈ PL, and where the product must be understood componentwise eiΘF = (eiθ1f1, ..., eiθNfN)T .
This set is still dense in E . Again notice that Φ∗ = F ∗. We have also
|Φ′|2 = |Θ′F |2 + |F ′|2.
Therefore we can write
‖Φ∗′‖2 = ‖F ∗′‖2 6 ‖F ′‖2 6 ‖Θ′F‖2 + ‖F ′‖2 = ‖Φ′‖2
which proves equation (A.7) in the general case.

Remark A.1. The same argument used to prove Theorem 6 can be used for the W 1,p norm since
z ; |z|p is convex for p > 1.
Remark A.2. The constant N2/4 is optimal. For instance take Φ such that
φ1(y) =

x 0 6 x 6 1
2− x 1 6 x 6 2
0 x > 2
φi = 0 for i 6= 1
Then g can be easily computed by using (A.3). One has:
g(x) =
{
1− N
2
x 0 6 y 6 2
N
0 x > 2
N
From which
‖Φ′‖2 = 2 ‖Φ∗′‖2 = N
2
2
.
We end this Appendix with a comment on previous work on rearrangements on graphs contained
in [23]. In [23], the following Po´lya-Szego˝ inequality has been proven for a function φ on a bounded
graph with Kirchhoff conditions at vertices:
‖φ∗′‖ 6 ‖φ‖, (A.17)
while here we proved for the function Φ an unbounded star graph (we prefer to use a different notation
for making clearer the comparison) that
‖Φ∗′‖ 6 N
2
‖Φ‖. (A.18)
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We would like to remark that both (A.17) and (A.18) hold true and are optimal: in fact, they
refer to two different definitions of rearrangements and to different boundary conditions at the free
ends, which, as we will see, do matter. In the first place, notice that the rearranged functions defined
in [23] are supported on a segment (or, equivalently, on one edge of the graph), while the rearranged
functions defined in the present paper are symmetric with respect to the exchange of edges and
therefore they are supported on all edges. Let us explain in details the origin of constants in the
two settings. Inequality (A.17) was proved in [23] for a tree of finite total length l. The rearranged
function φ∗ is not defined on the tree but it is defined on the segment [0, l] and it is equimeasurable
with φ. On the other hand, Φ∗ too is equimeasurable with φ, but as a function on the entire graph.
Therefore, the restriction of Φ∗ to one edge, let us call it g, is not equimeasurable with Φ and we
have N |{g > t}| = |{Φ > t}|. As a consequence, if we compare g to φ∗, we see that g goes to 0 in a
steeper way. This different normalization explains the N in our estimate.
Finally, a further dependence on boundary conditions has to be taken in account. In [23] the author
was interested in the eigenvalues of the Laplacian with Kirchhoff conditions at vertices. In particular,
for vertices of degree 1, i.e. free ends, this corresponds to Neumann boundary conditions. The form
domain of this operator consists of functions which are H1 on edges, continuous at vertices of degree
higher or equal than 2 and no conditions at all at vertices of degree one. Inequality (A.17) has been
proved for this class of functions in lemma 3 in [23]. In our case we have unbounded edges and we
consider H1 functions on edges continuous at the vertex, and which of course are vanishing at infinity.
In both proofs a key point is deriving a lower bound for n(t), defined as the number of solutions
of φ(x) = t, uniform in each class of functions. We have the lower bound n(t) > 2 while in [23],
see equation (2.5), the lower bound is n(t) > 1. This difference explains the factor 2 appearing in
the denominator of (A.18) and missing in (A.17). We think that both estimates are optimal for the
two different geometrical settings. In the case studied in [23], one could consider a positive function,
starting from an endpoint of the graph, localized on one single edge and vanishing in a monotone
way. For such a function we have n(t) = 1 and therefore n(t) > 1 is optimal. For our admissible
functions such a behavior is impossible since we have functions going to 0 at infinity and globally
continuous. So we cannot have better than n(t) > 2. We think that it would be natural to compare
a star graph with infinite length with a star graph of finite length but Dirichlet boundary conditions
in the end points. For such a graph we expect Po´lya-Szego˝ inequality to take the form ‖φ∗′‖ 6 1
2
‖φ‖.
To conclude, several definitions for a rearrangement on a graph can be given, and moreover the
optimal constant in the Po´lya-Szego˝ inequality depends in a sensible way from the chosen definition
and from the boundary conditions at the free vertices.
Our choice was natural in the geometrical setting of this model. The presence of a central point
of the star graph, i.e. the vertex, makes natural to define the rearranged function to be symmetric
w.r.t. to this point as, in facts, one does in the Rn case. Moreover, in this way the rearranged
function is still defined on the star graph and this gave us intuition on the minimizers.
Appendix B. Useful identities
In this section we recall some useful identities that will be used several times in the paper. We
label the soliton profile on the real line as
φs(x) = [(µ+ 1)ω]
1
2µ sech
1
µ (µ
√
ωx). (B.1)
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It satisfies the equation
− φ′′s − |φs|2µφs = −ωφs. (B.2)
Moreover, multiplying by φs and integrating one checks that
‖φ′s‖2L2(R) − ‖φs‖2µ+2L2µ+2(R) + ω‖φs‖2L2(R) = 0.
Starting from definition (B.1) and changing variables in the integrals, one obtains the following
formulas: ∫ ∞
0
|φs(x+ ξ)|2dx = (µ+ 1)
1
µ
µ
ω
1
µ
− 1
2
∫ 1
tanh(ξµ
√
ω)
(1− t2) 1µ−1dt (B.3)∫ ∞
0
|φs(x+ ξ)|2µ+2dx = (µ+ 1)
1+ 1
µ
µ
ω
1
µ
+ 1
2
∫ 1
tanh(ξµ
√
ω)
(1− t2) 1µdt . (B.4)
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