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Linear/nonlinear fractional diffusion-wave equations on finite domains with Dirichlet
boundary conditions have been solved using a new iterative method proposed by
Daftardar-Gejji and Jafari [V. Daftardar-Gejji, H. Jafari, An iterative method for solving
nonlinear functional equations, J. Math. Anal. Appl. 316 (2006) 753–763].
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1. Introduction
Time fractional diffusion-wave equation has been of considerable interest in the literature [1–4]. This equation has
numerous applications in various branches of Science and Engineering. Nigmatullin [5] used fractional diffusion-wave
equation tomodel electromagnetic acoustic andmechanical responses. Giona et al. [6] studied the relaxation phenomena in
complex viscoelasticmaterial using fractional diffusion equations. Mainardi [7] has shown that the fractional wave equation
governs the propagation ofmechanical diffusivewaves in viscoelasticmedia.Metzler and Klafter [8] have demonstrated that
fractional diffusion equation describes a non-Markovian diffusion process with a memory.
Various methods have been used to solve linear equations. On the contrary for solving nonlinear fractional differential
equations, one mainly has to depend upon numerical or iterative methods. Iterative method such as Adomian decomposi-
tion [9] has proven successful in dealing with both linear as well as nonlinear problems as this method is free from rounding
off errors. It is computationally less demanding in terms of memory and power.
Fractional boundary value problems (FBVPs) have been solved by various methods. Agrawal [10] has used finite sine
transform technique for solving fractional diffusion equation defined on a bounded domain, Daftardar-Gejji and Jafari [11]
have employed separation of variables methods. Separation of variables method has been extended to solve multi-term
diffusion-wave equations by Daftardar-Gejji and Bhalekar [12]. Fractional diffusion-wave equations with initial conditions
have been solved by Daftardar-Gejji and Bhalekar [13]. Recently El-Sayed and Gaber [14] have solved FBVPs involving
Dirichlet boundary conditions by Adomian decompositionmethod (ADM). Odibat andMomani [15] used ADM to solve time
fractional wave equation.
In the present paper we utilize a new iterative method (NIM) [16] for solving FBVPs over finite domain. NIM proposed
by Daftardar-Gejji and Jafari [16] is simple in principles and computer friendly. In the case of nonlinear problems, in ADM
one has to compute Adomian polynomials involving tedious calculations, whereas a couple of computer commands are
sufficient in the case of NIM. Results obtained by NIM are in high agreement [17] with results obtained by ADM. In this
article we discuss the boundary value problem (BVP)
Dαt u = uxx + A(u), t > 0, 0 < x < l, (1.1)
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wherem− 1 < α < m, m = 1, 2 and A(u) a given nonlinear function of u together with the following conditions
∂ku
∂tk
(x, 0) = pk(x), k = 0, . . . , (m− 1), (1.2)
u(0, t) = f0(t), u(l, t) = fl(t). (1.3)
In the present paper we solve the FBVP (1.1)–(1.3) using a new iterative method (NIM) proposed by Daftardar-Gejji and
Jafari [16]. Further illustrative examples are solved with NIM and results are compared with those by ADM.
2. Preliminaries and notations
In this section we set up notations and recall some basic definitions.
Definition 2.1. Riemann–Liouville fractional integration of order α is defined as
Iαt f (t) =
1
Γ (α)
∫ t
0
(t − y)α−1f (y)dy, t > 0. (2.1)
Definition 2.2. Caputo fractional derivative of order α is defined as
Dαt f (t) = Im−αt
(
dmf (t)
dtm
)
, 0 ≤ m− 1 < α ≤ m. (2.2)
Note that for 0 ≤ m− 1 < α ≤ m, a ≥ 0 and γ > −1,
Iαt (t)
γ = Γ (γ + 1)
Γ (γ + α + 1) (t)
γ+α , (2.3)
(
Iαt D
α
t f
)
(t) = f (t)−
m−1∑
k=0
f (k)(0)
tk
k! . (2.4)
3. New iterative method
Daftardar-Gejji and Jafari [16] have considered the following nonlinear functional equation
u = f + L(u)+ N(u), (3.1)
where f is a given function, L and N are given linear and nonlinear functions of u respectively, x¯ = (x1, x2, . . . , xn). (3.1) is
assumed to have a solution of the form
u =
∞∑
i=0
ui.
Because L is linear
L
( ∞∑
i=0
ui
)
=
∞∑
i=0
L(ui).
Further define
G0 = N(u0), (3.2)
Gm = N
(
m∑
i=0
ui
)
− N
(
m−1∑
i=0
ui
)
. (3.3)
The recurrence relation is defined as
u0 = f (3.4)
u1 = L(u0)+ G0 (3.5)
um+1 = L(um)+ Gm, m = 1, 2, . . . . (3.6)
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Hence,
m+1∑
i=1
ui = L
(
m∑
i=0
ui
)
+ N
(
m∑
i=0
ui
)
, (3.7)
and
∞∑
i=0
ui = f + L
( ∞∑
i=0
ui
)
+ N
( ∞∑
i=0
ui
)
. (3.8)
The k-term approximate solution of (3.1) is given by u = u0 + u1 + · · · + uk−1.
Convergence of NIM
Wepresent below the condition for convergence of the series
∑
ui. For detailswe refer the reader to [Bhalekar, Daftardar-
Gejji, Convergence of the New Iterative Method, (submitted)].
Theorem 3.1. If N is C (∞) in a neighbourhood of u0 and ‖N (n)(u0)‖ ≤ L, for any n and for some real L > 0 and ‖ui‖ ≤ M < 1e ,
i = 1, 2, . . ., then the series∑∞n=0 Gn is absolutely convergent and moreover,
‖Gn‖ ≤ LMnen−1(e− 1), n = 1, 2, . . . .
Theorem 3.2. If N is C (∞) and ‖N (n)(u0)‖ ≤ M ≤ e−1, ∀n, then the series∑∞n=0 Gn is absolutely convergent.
Comparison with ADM
In ADM u is assumed to be of the form
∑∞
i=0 ui. In this method
u0 = f , (3.9)
u1 = L(u0)+ A0, (3.10)
um+1 = L(um)+ Am, m = 1, 2, . . . (3.11)
where,
Am = 1m!
dm
dλm
[
N
(
m∑
k=0
ukλk
)]
λ=0
, m = 0, 1, 2, . . . (3.12)
are Adomian polynomials.
Taylor series expansion of N(u) around u0 is
N(u) = N(u0)+ N ′(u0) [u1 + u2 + u3 + · · ·]+ N
′′(u0)
2! [u1 + u2 + u3 + · · ·]
2
+ N
(3)(u0)
3! [u1 + u2 + u3 + · · ·]
3 + · · · . (3.13)
In ADM the terms on the right-hand side of (3.13) are grouped as
N(u0)︸ ︷︷ ︸
A0
+ u1N ′(u0)︸ ︷︷ ︸
A1
+
(
u21
2! N
′′(u0)+ u2N ′(u0)
)
︸ ︷︷ ︸
A2
+
(
u31
3! N
(3)(u0)+ u1u2N ′′(u0)+ u3N ′(u0)
)
︸ ︷︷ ︸
A3
+ · · · , (3.14)
whereas in NIM, N(u) is decomposed as
N(u0)︸ ︷︷ ︸
G0
+N(u0 + u1)− N(u0)︸ ︷︷ ︸
G1
+N(u0 + u1 + u2)− N(u0 + u1)︸ ︷︷ ︸
G2
+ N(u0 + u1 + u2 + u3)− N(u0 + u1 + u2)︸ ︷︷ ︸
G3
+ · · · . (3.15)
Thus in ADM and NIM, the terms of Taylor series of N(u) around u0 are grouped differently and the recurrence relations are
set accordingly.
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4. Fractional BVP
The right inverse operator T of ∂2/∂x2 is defined as [18,19]:
T =
∫ x
0
∫ x1
0
dx2dx1 − xl
∫ l
0
∫ x1
0
dx2dx1. (4.1)
Applying Iαt on both sides of (1.1), using (2.2) and the initial conditions (1.2) we get
u =
m−1∑
k=0
tkpk
k! + I
α
t uxx + Iαt A(u). (4.2)
Applying T on both sides of (1.1) and using the boundary conditions (1.3) we get
u = f0 + xl (fl − f0)+ T
(
Dαt u
)− T (A(u)) . (4.3)
(4.2) and (4.3) together yield
u = 1
2
{[
m−1∑
k=0
tkpk
k! + f0 +
x
l
(fl − f0)
]
+ [Iαt uxx + T (Dαt u)]+ [Iαt A(u)− T (A(u))]
}
. (4.4)
Setting
u0 = 12
[
m−1∑
k=0
tkpk
k! + f0 +
x
l
(fl − f0)
]
, (4.5)
L(u) = 1
2
[
Iαt uxx + T
(
Dαt u
)]
, (4.6)
N(u) = 1
2
[
Iαt A(u)− T (A(u))
]
(4.7)
we get
u = u0 + L(u)+ N(u). (4.8)
Now Eq. (4.8) can be solved by NIM.
5. Numerical examples
In this section we solve some linear and nonlinear fractional BVPs explicitly by NIM.
Example 1. Consider the linear fractional diffusion equation along with initial and boundary conditions
Dαt u = uxx, 0 < x < l, t > 0, 0 < α ≤ 1, (5.1)
u(x, 0) = x2 + 2x+ 1, (5.2)
u(0, t) = 2t
α
Γ (α + 1) + 1, (5.3)
u(l, t) = l2 + 2l+ 1+ 2t
α
Γ (α + 1) . (5.4)
In view of (4.5)
u0 = 12
[
x2 + 4x+ 2+ 2t
α
Γ (α + 1) + xl
]
, (5.5)
and using (3.5), (3.6) and (4.6)
un = 12n+1
[
x2 + 2t
α
Γ (α + 1) − xl
]
, n = 1, 2, . . . . (5.6)
Hence, the solution of (5.1)–(5.3) turns out to be
u(x, t) =
∞∑
i=0
ui = x2 + 2x+ 2t
α
Γ (α + 1) + 1. (5.7)
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Fig. 1. (Example 2): Four-term approximate solution of (5.8).
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Fig. 2. (Example 2): Comparison of ADM and NIM for t = 0.2.
Example 2. Consider the nonlinear fractional diffusion equation,
D0.5t u = uxx + u2, 0 < x < 1, t > 0, (5.8)
with u(x, 0) = x, u(0, t) = t, u(1, t) = 0. In view of (4.5)
u0 = 12 [x+ t(1− x)] ,
u1 = 0.01042x+ t1.50.188(1− x)x− 0.04701t1.5(−5.645+ x)(−0.35424+ x)x
− x
4
96
+ t2.5(0.075− 0.150x+ 0.075x2)− xt
2
96
(−3+ 6x− 4x2 + x3)+ t
48
(x− 2x3 + x4).
Four-term approximate solution of (5.8) is plotted in Fig. 1. In Fig. 2 ADM solution is comparedwith NIM solution for t = 0.2.
Example 3. Consider the linear fractional wave equation,
Dαt u = uxx, 0 < x < 1, t > 0, 1 < α ≤ 2, (5.9)
u(x, 0) = x2, ut(x, 0) = x, (5.10)
u(0, t) = 2t
α
Γ (α + 1) , u(1, t) = 1+ t +
2tα
Γ (α + 1) . (5.11)
Following NIM,
u0 = 12
[
x2 + 2tx+ 2t
α
Γ (α + 1) + x
]
, (5.12)
For n = 1, 2, . . .
un = 12n
[
x(x− 1)
2
+ t
α
Γ (α + 1)
]
. (5.13)
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Fig. 3. (Example 4): Three-term approximate solution of (5.15) for the case α = 1.8.
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Fig. 4. (Example 4): Comparison of ADM and NIM solutions for t = 0.1, α = 1.3.
Hence, the solution of (5.9)–(5.11) turns out to be
u(x, t) =
∞∑
i=0
ui = x2 + tx+ 2t
α
Γ (α + 1) . (5.14)
Example 4. Consider the nonlinear wave equation of fractional order
Dαt u = uxx + xu2, 0 < x < 1, t > 0, 1 < α ≤ 2, (5.15)
along with the initial and boundary conditions
u(x, 0) = x, ut(x, 0) = 1, (5.16)
u(0, t) = t, u(1, t) = 2t. (5.17)
Using algorithm (3.4)–(3.6) of NIM, we get
u0 = 12 [x(1+ t)+ 2t] ,
u1 = x480
(
3+ 26t + 63t2 − 40t2x2 − 20tx3 − 20t2x3 − 3x4 − 6tx4 − 3t2x4 + 120t
α+2(2+ x)2
Γ (α + 3)
)
.
Fig. 3 shows three-termapproximate solution of (5.15) forα = 1.8. ADMsolution is comparedwithNIM solution for t = 0.4,
α = 1.3 in Fig. 4.
Example 5. Consider the following nonlinear wave equation
D1.5t u = uxx + u2, 0 < x < 1, t > 0, (5.18)
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Fig. 5. (Example 5): Three-term approximate solution of (5.18).
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Fig. 6. (Example 5): Comparison of ADM and NIM solutions for t = 0.4.
u(x, 0) = x, ut(x, 0) = 0, (5.19)
u(0, t) = 1, u(1, t) = t. (5.20)
Following algorithm (3.4)–(3.6) of NIM
u0 = 12 [xt + 1] ,
u1 = 12
(
x
48
(
6+ 4t + t2)− x2
8
− tx
3
12
− t
2x4
48
+ 0.282095t1.5 (0.6667+ tx (0.5334+ 0.152381tx))
)
.
In Fig. 5, three-term approximate solution is plotted. In Fig. 6 ADM solution is compared with NIM solution for t = 0.4.
Example 6. Consider the following nonlinear heat equation of fractional order 0 < α ≤ 1
Dαt u = uxx + uux, 0 < x < 1, t > 0, (5.21)
u(x, 0) = 2− x, (5.22)
u(0, t) = 2
1+ t , u(1, t) =
1
1+ t . (5.23)
Exact solution for α = 1 is given by u(x, t) = 2−x1+t . In Fig. 7 we compare the two-term solution by NIM (red), ADM (green)
at α = 1 and exact solution (blue) for the case t = 0.3. Fig. 8 shows NIM solution for α = 1 whereas Figs. 9 and 10 compare
NIM solution and ADM solution respectively for the case α = 0.5.
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Fig. 7. (Example 6): Comparison.
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Fig. 8. (Example 6): NIM α = 1.
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Fig. 9. (Example 6): NIM α = 0.5.
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