We show how to extend in a canonical way a given formalism for specifying (static) data types (like usual algebraic specification frameworks) with dynamic features. What we obtain in this way is a corresponding formalism for specifying dynamic data-types based on the "stateas-algebra" approach: a dynamic data-type models a dynamically evolving system in which any state can be viewed as a static data type in the underlying formalism, and the dynamic evolution is given by operations handling configurations. Formally, our construction is a functor between two appropriate categories of (specialized) institutions.
Introduction
This paper deals with formal foundations for the specification of dynamic systems, in particular with the extension to the dynamic case of algebraic techniques.
The classical theory of abstract data-types deals originally with static systems, like data structures. A data structure is modelled by some variant of the notion of algebra over a signature, i.e. a (sorted) set of values with some additional mathematical structure (e.g. functions handling values). An abstract data-type is a class of algebras satisfying some properties defined by logical sentences. Many algebraic formalisms have been proposed, different w.r.t. the choice of algebras (e.g. total, partial, with predicates) and/or sentences (e.g. equations, positive conditional axioms, first-order formulas).
We also use the name "dynamic data-types" for the state-as-algebra approaches, stressing the fact that in this case it is the overall data-type, modelling the system, which becomes dynamic; we call "dynamic-data types" the algebraic models of dynamic systems which indeed remain, essentially, within the usual algebraic framework, modelling states as (possibly special) values (as in the state-as-term approach), stressing the fact that in this case data, i.e. values, may represent dynamic entities.
The state-as-algebra view of a dynamic system has in our opinion many advantages. First of all, it is very natural to model a state as an algebra especially when thinking of "real large systems", like information systems, where a single snapshot is something very complicated and structured. The static and the dynamic features of a system are kept distinct in a clean way, and modelled by semantic entities of different nature. More importantly, this separation allows in principle to combine in a modular way different specification techniques for static and dynamic requirements, in the spirit of the integration of different formalisms which is now emerging as a fundamental topic (see e.g. [lo] ). Static requirements are conditions whose satisfaction can be stated w.r.t. a given state of the system, like integrity constraints in the case of databases. Since each state is an algebra, they can be expressed in one of the many well-established algebraic formalisms (i.e., an institution SF for the static level), choosing the most adequate for any particular situation. Thus it is important to be able to specify dynamic aspects in a way that can be actually integrated with any of these formalisms. In this paper, -we present a formalism DF supporting this capability; formally, for each institution SF chosen for the static level, we get an institution m(SF) enriching SF by dynamic aspects 2 .
With respect to the general notion of dynamic system presented above, this formalism models dynamic features by a family of (dynamic) operation symbols, like in a standard algebraic signature. The intepretation of a dynamic operation symbol is, roughly speaking, a function from states into states; moreover, for any pair of source and target states (algebras), say A and B, there is a mapping from elements of A into elements of B (tvackiny mup), intuitively keeping trace of the "identity" of entities during the evolution of the system. Indeed, we are interested in modelling systems with some notion of persistent identity of individuals, which can be recovered from a state to another. The definition of the algebras used as states is not fixed once at all, but provided by the underlying institution SF for the static level (e.g. total algebras, partial algebras, first-order structures, . . .).
Correspondingly, the sentences in DF(SF), expressing the requirements that a dynamic system should satisfy, are constructed on top of the sentences expressing static requirements, provided by SF (e.g. equations, positive conditional axioms, first-order formulas , . . .). We consider three kinds of sentences in DF(SF).
l Invariants, which are just static sentences (i.e. the sentences of SF). A dynamic system .&' satisfies 4 in a state A iff A satisfies 4 in the sense defined in SF. ' Actually, both SF and E(SF) have a richer structure than an institution, as clarified in the sequel b Pre-post conditions, which are sentences of the form (41) dt { c#Q}, generalizing classical Hoare's triples), where C#Q and (b2 are static sentences and dt is a dynamic term, i.e. a term constructed by composing dynamic operations in sequence, hence denoting, roughly speaking, a transformation of states. A dynamic system & satisfies { ~$1) dt { $2) in a state A iff, whenever A satisfies ~$1 in SF and the state transformation denoted by dt, applied to A, gives a defined state, this state satisfies C#Q in SF.
The tracking map allows to relate valuations of variables before and after executing dt, generalizing what is usually achieved in temporal logic by rigid variables (see e.g. [18] ; see also [7] for some other work concerning relating sentences before and after a state transformation). Invariants, pre-post conditions and dynamic equations are presented mainly for illustrating the expressive power of our formalism, showing examples of formulas which can actually be defined on top of a given formalism for static aspects: the definition of an "ideal specification language" for dynamic data-types is outside of the scope of this paper. For instance, a feature very useful for practical application would be some compact way of stating that the execution of a dynamic term should not affect some part of the state, unless specified otherwise (what is sometimes called frame assumption).
We can now summarize the work done in the paper from a more technical point of view.
l We give a formal definition of static framework intended to be an abstraction of concrete formalisms suitable for the description of static aspects of a system. Indeed, the parameter SF of our construction must have some additional structure w.r.t. a generic institution: we require that models have carriers which are (sorted) sets (that is technically needed for the tracking map) and, correspondingly, that there is an explicit notion of variables in sentences with related valuations of these variables into (carriers of) models (that is technically needed for introducing pre-post sentences).
These requirements are very general and met by existing algebraic formalisms, and correspond to a notion of "institution with variables" which we believe is of independent interest (see [20] for a similar notion).
l We give a formal notion of dynamic framework over a given static framework, intended to be an abstraction of possible formalisms defined "on top" of a given formalism for defining static aspects, adding dynamics. Formally, a dynamic framework is again a special case of institution: we require that models have carriers which are classes of states (which can be viewed as models in the underlying static framework). The above notion of valuation of variables is lifted in a natural way: a (dynamic) valuation is given now by a state, together with a (static) valuation into the static model corresponding to this state.
l We present a concrete example DF of dynamic framework which can be defined over any static framework: i.e., a logical formalism specifying dynamic systems which is parametric over the specification formalism chosen for specifying the static aspects. Formally, we give a functor between two appropriate categories. This is very important since it means, first, that the designer of the system can choose the specification language he/she prefers for describing the static aspects; second, since the transformation is functorial, that a translation between two static formalisms can be naturally extended to a translation between the two corresponding dynamic
formalisms. This paper is the continuation of some preceding work on dynamic data-types. In particular, the models of our parameterized institution are based on d-oids presented in [4, 5] , and actually we keep the same name. Anyway, some new ideas are needed here for obtaining a formalism which actually supports change of syntax (formally, for defining a reduct). The key problem is that dynamic operations may depend on a "richer" structure than the one specified in the interface (static signature): intuitively, that corresponds to the fact that in concrete cases states are usually partly or completely hidden to the outside. Other related work is in [6] , where it is shown that dynamic terms presented in this paper are a free structure, in [22] , where a notion of implementation for dynamic data-types is presented, and in [2] , where dynamic data-types are used as semantic framework for a kernel language of modules with state.
The paper is structured as follows. In Section 2 we introduce our ideas by means of a simple example of dynamic system. In Section 3 we give the definitions of static and dynamic framework. In Section 4 we define our parameterized institution.
In Section 5 we show that our trasformation is actually a functor between the appropriate categories. In the conclusion, we briefly discuss the relevance of our results and give some comparison with related work and hints towards further development.
A preliminary shorter version of this paper is [23] .
An introductory example
In this section, we informally present the formalism I% for describing and specifying dynamic systems (parameterized by a formalism SF for static aspects) which will be formally defined in Section 4. In order to present our ideas, we use throughout the paper a toy example of dynamic system. We consider a graphical system for drawing and moving circles in the Cartesian plane, informally described as follows. At a certain instant, there exists a finite number of circles, each one having a position, a size and a colour (red or green). Circles may partly or completely overlap. The system can be modified by either moving or resizing circles, by changing their colour (from green to red and conversely) and by creating copies of existing circles. Moreover it is possible to delete simultaneously all the, say, green circles.
We assume that the system starts from an initial state in which only one circle exists, are viewed as special elements which always exist and never change (i.e. the tracking map is always the identity over them). Intuitively, if .f(n) = b, u and b represent the same entity; if ,f(a) is not defined, then the entity represented by a has been deleted passing from A to B; conversely, if for some b E \BI, ,&z E \A] s.t. f(u) = 6, then h represents a new entity in B, not existing before. Finally, if .f(ul) = f(u2) for some at # ~2, then the two entities represented by al and u2 respectively "collapse" to the same entity passing from A to B.
As should be clear from the case analysis above, the tracking map allows us to have a very general and abstract notion of persistent identity, different from the standard way identity is modeled in object systems, i.e. by unique names. This standard way would correspond indeed to assume that each entity a has a name Nume(u) in some fixed set of unique names N, and we know "a priori" that a and b represent the same entity iff Name(u) = Name(b). In our model instead, instantiations of the same entity in different states are recognized "a posterior?' by the tracking map (i.e., as explained below, if .f(u) = b, then a and b represent the same entity). It should be clear that the former solution is in some sense "an implementation" of the latter; indeed, the choice of the set of unique names is arbitrary, and it is also not relevant the fact that each entity has exactly one name; the same effect would be achieved assuming e.g. to have an equivalence relation -on N and stating that a and b represent the same entity iff Nume(u) -Nume(b). Actually, in [5] , it has been proved that, under an assumption formalizing the intuition that in the system there is no "collapsing" of identities, it is always possible to construct an isomorphic system with a canonical choice of unique names (roughly speaking, the unique name of an entity a is the equivalence class of all the elements b in some state s.t. II is transitively reachable from a via the tracking map). On the contrary, the case in which the system allows two entities which were different to become the same is expressible in our model and not expressible by using unique names.
Consider, for example, the dynamic operation move. The expected interpretation associates, with each pair (A, (';,zI ,z2 )), where A E V represents a state of the system, '/ E Acirclr an existing circle and zl,z2 two integer values, a new state B E %? defined as follows:
P(r) = XA(,J> + Zr, YB(,;> = YA(y) + z2, XB(>J) = XA(y'), YE($) = YA(r'), tii" E Bcirclr,y' # "u', rudiusB = rudiu.8, colB = colA.
In this case the tracking map from IAl to IBI is just the identity: no new elements are created. Note anyway that, as explained above, an equivalent definition could be to take Bcircle any set in bijection with Acircle, with the tracking map being this bijection, say f, and operations in B defined by homomorphism: Note that a dynamic operation is expected to give in general the semantic counterpart of a complex behaviour. For instance, one dynamic operation typically corresponds to the execution of a method, even possibly involving calls of other methods inside; indeed what is modeled is the resulting semantics of the method.
Constant dynamic operations and their interpretation. In our approach it is convenient, for a complete analogy with the static case, to have constant dynamic operations, with functionality written [s] . Constant operations just define a particular state of the system (possibly together with a value), to be intended as one possible starting state of the evolution.
In our example, we add to DOPv one constant dynamic operation In the example considered until now, the states in %? are exactly algebras over CCC,.
In general this is a too strong requirement; in the definition of a d-oid over D&, we only ask that the states are structures which "can be viewed" as &-algebras (i.e. that, for any state, there is an associated Zv-algebra). This models the fact that, in dynamic systems, states are partly or completely "hidden" to the outside, and is technically 
v t delGreen; moveAIl(y, y)
which has no free variables, but still needs to be evaluated w.r.t. to an initial state. This dynamic term denotes a state transformation which consists first in deleting all the existing green circles, keeeping in y their number, and then in moving all the remaining (hence red) circles by y both horizontally and vertically.
Dynamic sentences. We consider now which should be intuitively a specijication of a dynamic system with interface (& , DOPH ). In other words, we want to specify in an abstract way, by means of logical sentences, which we will call dynamic sentences, some requirements over the behaviour of the system, At the model level, the definition of d-oid is parameterized by the framework SF chosen for the static level, which defines what are (static) signatures and algebras modeling states. Analogously, at the specification level, we assume that some language of sentences is provided for specifying requirements over single states of the system (static sentences), and construct the dynamic sentences '<on top" of those. In our running example, we take as static sentences first order sentences constructed taking as basis equalities between CH-terms.
Analogously to dynamic terms, we distinguish dynamic sentences into constant and non-constant. The intuition is that constant dynamic sentences express properties which may hold or not in a dynamic system (formally, their validity is defined w.r.t. a d-oid cd), while non-constant dynamic sentences express properties depending on the current state of the system (formally, their validity is defined w.r.t. a d-oid d and a state A). Of course, the validity of a non-constant dynamic sentence w.r.t. a d-oid can be defined in a derived way by considering the sentence as implicitly quantified over all the possible states.
As first example of non-constant dynamic sentences, one can just consider static sentences. For instance, let us call I the static sentence below
requiring that two circles with the same center have the same colour; I can be seen as a dynamic sentence which holds in a d-oid JCZ and a current state A iff it holds in (the observable view of) A in the sense defined in SF. If they are considered as implicitly universally quantified over the possible states, static sentences express invariants i.e. requirements which must hold in all the states of the system, like integrity constraints in the case of databases (another similar notion is that of class invariants in Eiffel [19] ). For instance I above can be seen as a dynamic The first sentence specify how the coordinates of the center of the argument are modified by move; the second states that executing two times changecol on a circle has as effect that its colour remains the same. Formally, these sentences are triples {4i]dt{42] where 4~1~4 2 are static sentences and dt is a dynamic term. Note that using pre-post conditions turns out to be very verbose if one wants to give a "complete" specification of a dynamic operation. For instance, the first sentence above describes the effect of move on the position of the center of the argument c, but says nothing on the effect on the radius and colour of c and, more in general, on possible side-effects on other existing circles. In the case of move what we intuitively expect is that changing the position of the center of c is the unique effect of the call move(c,x', y'), while "the rest" remains unchanged. Anyway, in order to formally specify this fact we would need a quite long sentence explicitly listing all the properties which remain unchanged. This problem is known as the frame problem and usually solved by introducing some convention. Here we do not face this problem since our aim is not to design a good specification language, but to show that it is possible to enrich a formalism suitable for static aspects by dynamic features in a canonical way.
Anyway, as a partial solution, we introduce another kind of dynamic sentences, which we call dynamic equations and allow to state some properties in a more compact way.
An example is the sentence below, moue(c,x, y); moue(c,x', y') = moue(c,x +x', y + y'), stating that the effect of a sequence of two move operations on the same circle is the same of a unique move operation having as coordinate arguments the (componentwise) sum of the two coordinate arguments. In general, a dynamic equation is of the form dt 1 = dtz where dt 1, dtz are dynamic terms, and the intended meaning is that dt I and dt2 have exactly the same effect. Thus if dtl = dt2 holds then, for each pair c$,,$z of static sentences the validity of { $I} dt 1 { 42) must coincide with the validity of (411 dtz ($2).
The sentences shown until now do not take into account the fact that a dynamic operation may have, together with an effect on the state, a result value, hence we want to be able to specify properties which involve this result.An example of sentence which illustrates this feature is the following, (partly) specifiying the expected behaviour of copy:
{true} C' t copy(c) {X(c') = X(c) A Y(c') = Y(c) A radius(c') = radius(c)}.
stating that the circle returned by a copy operation has the same center and radius of the argument circle. (partially) specifying the expected behaviour of the constant dynamic operation copy.
Dynamic equations in the constant case have the form dt, = dtt? where dt, and dtz are constant dynamic terms and the intended meaning is that the two terms denote the same state (and possibly result). Invariants make no sense in the constant case.
In the following sections, we formally present the logic formalism DF for specifiying dynamic data-types based on the ideas informally introduced so far.
As explained above, this formalism is paramerized by the underlying formalism SF. Technically, this fact is expressed by defining DF as a functor from the category StFram of the static ,fiarneworks into the category DynFram of the dynamic _frameworks.
The technical presentation is organized as follows: _ in Section 3 we define static and dynamic frameworks, i.e. the objects in St Fram and Dyn Fram ; _ in Section 4 we define the object part of the functor DF, i.e. we show how to define, on top of a given static framework SF, an associated dynamic framework DF(SF); _ in Section 5 we complete the construction on morphisms, i.e. we define appropriate morphisms between static (resp. dynamic) frameworks, thus defining the two cate--gories St Fram and DynFram, and define the morphism part of DF, showing that actually the construction is functorial.
Static and dynamic frameworks
In this section, we give a formal definition of static and dynamic framework, A static framework is a logical formalism which has all the components required for being an institution (signatures, models, sentences and satisfaction relation -see Definition A.1 in the Appendix A) with some additional features which are, from one side, technically needed to be able to enrich this formalism by dynamic operations, from the other side typical of concrete algebraic formalisms. These additional features are summarized below.
l A signature C has an underlying set of sorts S, and a model over .Z has an underlying carrier which is an S-sorted set. (Actually, the essential point is to have a carrier which is a set: the choice of many-sorted frameworks is mainly for following the tradition in algebraic specifications.) That corresponds to consider concrete institutions in the sense of [8] .
l Instead of considering sentences over a signature, we consider sentences over a signature with variables, i.e. a pair (C,X) where C is a signature over S and X is an S-sorted set; correspondingly, a sentence is evaluated not just w.r.t. a C-model, but w.r.t. a valuation, which is a pair (A, r : X -+ IAI) where A is a C-model and r is a map associating values with variables. Sentences as usually defined ("constant" sentences in the sense that their evaluation does not depend on a valuation but only on a C-model) are recovered as sentences without free variables (i.e. when X = 0). A similar notion is introduced in [20] under the name of context institution; in the conclusion we outline the differences.
I. Static frameworks
Notations. We denote by idA the identity of A, for any A object in a category. If C is a category, then JCI is the class of its objects. The functor SSet gives, for any set S, the category of sorted set over S (S-sorted sets), with partial maps as morphisms (since we want to include algebraic frameworks with partial homomorphisms). If r~ : S + S' is a map, X is an S/-sorted set, then Xl0 denotes the S-sorted set whose s-component is the o(s)-component of X, for all s E S; conversely, for any S-sorted set X, a(X) is the S'-sorted set whose s'-component is the disjoint union of all the s-components of X s.t. a(s) = s' (see Def/Prop. A.2 and A.3 in the Appendix).
We first define the model part of a static framework, then we add sentences. Since models have a carrier which is a sorted set, it is possible to extend in a canonical way models to valuations, as shown below. Moreover, we can derive from SF an institution having the same signatures and models by considering sentences as universally quantified, as stated in the proposition below.
In order to illustrate the meaning of this fact, let us consider the static framework of total algebras with equations, defined as follows: _ signatures are algebraic many-sorted signatures; _ the sort functor gives the first component of a signature;
_ models are total algebras; _ the carrier gives, for any algebra A over Z with sorts S, the underlying S-family of sets; -for any signature with variables (C,X), Sen((L, X)) gives the equations between C-terms with variables in X; _ the validity of an equation C#I over (.Z,X) w.r.t. a valuation (A,r) is defined as usual. 
if4 E Sen((C,,X)), then (~(4) = Sen((cr,i$))(4) where il; denotes the injection from X into o(X),, (see Dejinition A.2 in the Appendix A); -'d'c E ISigl, IF: is defined by [f 4 E Sen( (C, X)), then All:4 $fS(A,r) E Val(@,X)), (A,r)l~(z,x,4 for any C-model A and for any sentence 4 over C.
Proof. Let g: Cr + E2 be a signature morphism, A a &-model, 4 a sentence over Cl, say $I E Sen( (Cl,X)). We have to prove that the two following conditions are equivalent: 
State sets
In this subsection and the following we give a formal definition of dynamic framework based on a given static framework SF. As in the static case models have a carrier which is a sorted set, and taking the carrier means forgetting the static structure (e.g. operations), in the dynamic case models have a carrier which is the class of the possible states, and taking the carrier means forgetting the dynamic structure (e.g. dynamic operations). Hence in this subsection we first formally define state sets. According to informal discussion in Section 2, the state set of a dynamic system with static interface C is a class of arbitrary structures which can be viewed as C-models in the underlying static framework: formally, it is a map from this class of structures into [Mod(C)/.
In what follows, we assume a fixed static framework SF = (Sig, Sorts,Mod, /-I, Sen, It).
The following definition shows how to canonically derive from the model functor Mod in SF a functor &&' which gives, for any signature Z, the category of the state sets over C. 
DeflProp
The above definition is very general, since states over C are allowed to be arbitrary structures, with the only requirement that they "can be viewed" as C-models.
That allows for instance to use as states even models in a different static framework SF', having some way of mapping models in SF' into models in SF: this possibility will be used in Section 5 in order to canonically extend morphisms of static frameworks to morphisms of dynamic frameworks. Anyway, when working within a fixed static framework, we can take a more concrete definition of m, which we will consider in the examples below. J' is the Cr6-morphism which maps red, green into l and is the identity elsewhere.
Note that the morphism cp makes identifications of elements at two levels; first, all the states in the source that differ only for the colour of some circle are mapped in the same state in the target; second, for each state in the source, the elements red and yreen are mapped in the same element l in the corresponding state in the target. X) 
with ,d model over DC and (A, r) E Val$x), and cp : (&,A, r-A) ---t (3, B, rg) is u morphism @ cp: .d + 2 is u D.Z-morphism, q(A) = (B,,f') und f is a morphism from (View,d(A),rA) into (Vieu!,d(B),rB) in Vul((Z,

(DC, X) E IDSigV"'(), the elements of DSen(DC) (resp. DSen((DC, X))) are called constant dynamic sentences over DC (resp. non-constant dynamic sentences over (DC, X) ); for any morphism of dynamic signatures (T, DSen(o) is denoted by o when there is no ambiguity, and analogously for the non-constant case; _ VDC E JDSigJ, II, is a relation over JDMod(DC)J x DSen(DC) s.t., for any morphism da: DZ, + DC2, the satisfaction condition holds for any dynamic model d in DMod(DC2)
and for any sentence d4 E DSen(DC1);
v(DC, X) E jDSig'/"'I, Ik(,,,,) is a relation over ID Vul( (DC, X))l x DSen( (DC, X))
s.t., for any morphism (do, h) : (DCI,XI) + (D&,X*), the satisfaction condition /Q2.X'7)(dcJ3 WQ) 8 PI(dgh) IQDzlx,$4 holds for any dynamic valuation p in DVal( (D&,X2)) and for any sentence d4 E DSen((DCI,Xl)).
Here above DSig + DSigV"' denotes the sum category (coproduct in Cat); analogously below DMod + DVul denotes the coproduct of fimctors.
Note that, differently from the static case, constant sentences do not coincide with sentences without free variables. For instance, referring to our running example,
{c + sturt}X(c) = 0 A Y(c) = 0 A radius(c) = 1 A col(c) = green
is a constant sentence, intuitively stating a property of the constant dynamic operation start. while (~c)col(c) = green has no free variables, but of course its truth value depends on the current state.
Hence we need to keep explicitly the two kinds of sentences in a dynamic framework. 
zydq5 E DSen((DZl,X)), then DSen'(da)(d$) = DSen((a,ig))(4); where ii. denotes the injection from X into a(X) (see Dej%ition A.2 in Appendix A); _ 'dDC E (DSig/, DC with static part C, 11' is defined by ifdq5 E DSen(DC), then &It&d4 ifSdlt,,d& if dd E DSen((DC, X)), then d II;, ifs, Y(A,r) E Vald((C,X)), W,A,r) I~(Lx,x) d$ for any DC-model d and sentence d$ over DE.
A parameterized dynamic framework
----We define now a particular dynamic framework DF(SF) = (DSig, St, DMod, I-1, DSen, 11) constructed in a canonical way on top of a given static framework SF. First we define the model part. The basic idea is that dynamic signatures are pairs consisting of a static signature and a family of so-called dynamic operation symbols ( As illustrated by the example in Section 2, in concrete applications it is useful to assume basic values like integers, booleans and so on, which can be viewed as "constant" entities, that exist in each state and never change. If one wants to stress the difference, then a specialized version of d-oids can be adopted, with an explicit "value part" (see [5] ). The corresponding theory is straightforward and does not introduce any novelty; hence here, in a paper more devoted to a basic mathematical presentation, we prefer to give a unified treatment which does not distinguish between pure values and proper objects. The notion of morphism for d-oids is perfectly analogous with the static classical case: it is a morphism of state sets compatible with the (dynamic) operations. Roughly A precise categorical formulation of (ii) is the commutativity of the two diagrams in Figs We define now dynamic terms and dynamic sentences.
Dynamic terms and their evaluation
Analogously to what is usually done in the static case, we can define dynamic terms built by variables and dynamic operation symbols, denoting intuitively derived state transformations.
In the dynamic case, the basic way of composing terms is sequential composition (possibly with value passing). Hence a dynamic term is of the form An example of dynamic term is, referring to our toy graphical system, c2 + copy(cl ); n + delGreen; move(c2, n, n), denoting intuitively an execution sequence in which first a new circle c2 is created as a copy of an existing circle denoted by cl, then all the existing n green circles are deleted, and finally c2 is moved both horizontally and vertically by n. This term has one free variable ct. Note that if cl is a green rectangle, hence c2 is created green too, then we expect this execution sequence to produce a run-time error; formally, Dynamic terms have been introduced in [6] , where it is proved that, choosing a syntax with the property of being a unique canonical representation, they are a free structure. Here we prefer a more suggestive notation with explicit binding variables, as shown above; for simplifying the presentation avoiding problems related to name clashes, we assume in what follows that in a dynamic term all binding variables are distinct and that free variables and binding variables are disjoint sorted sets.
Moreover in [6] an extended version of dynamic terms is presented which is convenient for concrete applications, i.e., assuming that in the underlying static framework static terms are available, dynamic terms built on top of static terms, like e.g.
inove(c2, X(CI ), Y(c2 1).
Anyway we skip here this extension, which is straightforward, for shortening the presentation. X) ), respectively, are inductively defined in Fig. 3 , where we write For any dynamic term dt, we denote by Vur(dt) the sorted set of the binding variables of dt, defined in the obvious way.
We define now the evaluation of dynamic terms. According to the intuition, the evaluation of a non-constant dynamic term over DC and X, say 
dt x (B, YE) for ( II df II &z.xj ) = (BY YE) dt + (B, O) for ( U dt II $z,X) I= (& 7~).
In order to show how the evaluation works, let us evaluate the dynamic term c2 + copy(q); changeCol(c2).
w.r.t. the d-oid '% described in Section 2, an initial state A and a mapping rA s.t. 
delGreen"(A) = (p,~: A + B,z)
where B is the same of A except that Bcirclc = Acircle \ {y 1 CO/~(~) = green}, z is the cardinality of (7 1 colA (y) = green} and p,Q is the partial map being the identity on the red circles and undefined on the green. Hence, applying the first of rules (iii), the term move(c,n,n) must be evaluated w.r.t. the mapping PA& o r,+j which is undefined on c, hence the evaluation is undefined.
It is straightforward (see Definition A.5 in the Appendix) to define the renuming of dynamic terms, which is, for any da: DC, ---f DC2 (resp., denoted by da (resp. (da, h)) when there is no ambiguity.
The following proposition will be needed later (Theorem 21) in order to prove that the satisfaction condition holds for the formalism we have constructed.
Proposition 18. Under the ussumptions of Definition AS, und denoting by a the stutic part qf da, -Vdt E DT(DCi), VSX!' E (DMod(D&)I, Udt]I1"'"" = (B,(Q),,) ifl [do(dt) = Vdt E DT((DC,,X,)), Vp E IDJ'al((D&,&))(, UdtDp'(dOh) = (B&),a 0 (h + idVul((irll,) ifs E (da, h)(dt) II" = (B,~B).
Sentences
Definition 19. For any d-oid signature DC (resp., d-oid signature with variables (DZ, X)), DC with static part C, the set DSen(DC) (resp. DSen((DC, X))) of the constant sentences over DC (resp. non-constant sentences over (DC,X)) is defined in The validity of these rules is defined in Fig. 6 formalizing the intuition given in Section 2.
As mentioned in the introduction, our aim here is mainly to show some examples of dynamic sentences which may be defined on top of static sentences, without any attempt at fixing an "ideal" specification language for concrete applications. For instance, note that the given definition of satisfaction for pre-post sentences corresponds to what is usually called partial correctness, and a different definition of satisfaction corresponding to total correctness could be easily given. Also note that the given definition of satisfaction for dynamic equalities is very strong; we require that the two dynamic terms have exactly the same variables, and that we get the same state and the same valuation of these variables as result. For practical purposes, some weaker requirement would be more convenient, e.g. requiring to get two states which have the same view as C-models, and the same values only for the common variables.
Another feature frequently allowed in concrete specification languages (e.g. the Eiffel's assertion language [ 191) is the possibility of comparing the state after executing a dynamic term in terms of the state before execution by means of "primed" variables, e.g. writing an equality like x = x'. The problem in allowing this feature is that one needs to be able to interpret this equality symbol somewhere, hence to assume that x and x' range over the same set of values. Now, this is not guaranteed in our model, since algebras representing different states are not required to have the same carrier (set of elements). There are two possible solutions: either to define, for each sort s, a universe V, of all the possible elements of sort s in all the possible states, or directly to assume that all the sorts for which one is interested in writing equalities of the form x = x' have a fixed carrier (this is a very reasonable specialization of the model suitable for concrete applications).
Finally, some compact way of stating that the execution of a dynamic term should not affect some part of the state, unless specified otherwise (what is sometimes called frame assumption), would be very useful. This analysis will be matter of further work.
It is straightforward (see DefiProp. A.6 in the Appendix A) to define the renaming of dynamic sentences, which is, for any do : ZlZ1 ---f DC2 (resp., denoted by da (resp. (da, h)) when there is no ambiguity.
The following thorem states the main technical result of this section, i.e. that the canonical construction described until now actually gives a logical formalism with the property that "truth is invariant under change of syntax".
-----Theorem 21. The 6-tuple DF = (DSig, St, DMod, I-1, DSen, IF) is a dynamic framework.
Proof. We have to show that DF respects the satisfaction condition. That can be proved inductively on the structure of dynamic sentences, using as basis the fact that the satisfaction condition holds for the underlying static framework SF and that the evaluation of dynamic terms is also invariant w.r.t. change of syntax, as stated in Proposition 18. 0
From static into dynamic data-types
In this section, we show that the transformation from a static framework SF into a dynamic framework m described until now is actually a well-behaved institution transformation, i.e. it is a functor between two appropriate categories of institutions.
To this end, we first define a suitable notion of morphisms over static (resp. dynamic) frameworks. This should be of course a specialization of morphisms between institutions, taking into account the additional structure present in a static (resp. dynamic) framework. In the literature there exists a variety of different definitions of arrows between institutions (see [9] for a survey); here, we consider institution morphisms (see [13] ), which correspond to the notion of enriching an institution by new features. This choice is due to the fact that less technical machinery is needed for illustrating this case; anyway, it is possible to show that other arrows between institutions are preserved by our construction, following a pattern analogous to the one shown below.
Morphisms of static frameworks
If I, I' are institutions, then an institution morphism from I into I' is a triple (@, CI, fi) where @ maps any signature C of I into a signature C' of I', c1 maps any C'sentence into a C-sentence and p maps any C-model into a C'-model, in such a way to preserve satisfaction. Note that signatures and models are translated together, while sentences are translated in the opposite direction (see the formal definition in the Appendix, Definition A.7). The intuition is that there is an institution morphism from I into I' if I is an "enrichment" of I'; hence Qi and fi give the signatures and models of I' obtained from signatures and models of I, respectively, forgetting the additional structure, while sentences in I' are "embedded" into sentences in I by SI. A typical example is the mapping from first order logic into equational logic (signatures are enriched by predicate symbols, models are enriched consequently and equations are recovered as first-order sentences interpreting equality as a particular predicate symbol).
Hence a morphism of static frameworks from SF into SF' will have at least the three components (@, a,/3) described above. Anyway, in a static framework sentences are over signatures with variables, defined as a canonical extension of signatures, and their satisfaction is defined w.r.t. valuations, defined as a canonical extension of models. Correspondingly, we must be able to map any signature with variables, say (C, X), of SF, into a signature with variables (C',X') of SF', by means of a canonical extension Gvur of @. This canonical extension can be defined assuming to have one more component 6 which maps any sort of C into a sort of Q(C), as will be shown below.
Moreover, we must be able to map any valuation (A,Y) over (C,X) into a valuation (B(A),+) of (c',X'), b y means of a canonical extension /I""' of /I. This canonical extension can be defined assuming to have one more component y which maps any element of A into an element of /I(A), as will be shown below. Hence in summary a morphism of static frameworks will be (@, 6, CI, /3, y).
We introduce now the first canonical extension, from a functor between two categories of signatures to a functor between the corresponding categories of signatures with variables. 
DeflProp. 25. Static frameworks with morphisms of static frameworks and composition and identity dejined componentwise fbrm a category, which we denote by
St Fram.
Morphisms of dynamic frameworks
We give now a formal definition of morphism of dynamic frameworks. Recall that a dynamic framework DF is defined as based on a certain static framework SF (in other words, the components of the static framework are implicit components of the dynamic framework too). Hence, a morphism of dynamic frameworks dm : DF + DF' will be based on a morphism between the corresponding static frameworks sm : SF 4 SF', which will deal with mapping of static components. For what concerns the dynamic components, the pattern is the same already shown for static frameworks: the three standard components D@, Dee, Dfl required for (generic) institution morphisms and related to (dynamic) signatures, models and sentences, respectively, will be needed.
Then we have to consider the additional structure present in a dynamic framework w.r.t.
a generic institution. Two canonical extensions need to be considered, analogously to the static case.
- 
A functor from static to dynamic frameworks
We can now show that the construction presented in Section 4 is actually a functor from the category of static frameworks into the category of dynamic frameworks. To this end, we have to extend the construction to morphisms. Since the states remain the same, the interpretation of dynamic operation symbols can remain basically the same; only tracking maps must be changed, since they were before Sorts(C)-sorted maps, and they must become Sorts'(C')-sorted maps; that can be achieved by the functor 6~ : XSet(,Sorts(Z)) + SSet( Sorts'(C')) associated with the sort renaming 6~. _ A dynamic sentence over (C', DOP') is transformed into a dynamic sentence over (C, DOP) by translating its components which are static sentences as specified by the r components of sm, while dynamic operation symbols remain unchanged.
In summary, we can say that sm is extended to a morphism dm of dynamic frameworks which behaves, roughly speaking, as sm on the static aspects and "is the identity" on the dynamic aspects.
We can state now our main technical result of this section. 
Conclusion
We have presented a canonical construction which associates with any static framework (an institution of static data-types) a corresponding dynamic framework (an institution of dynamic data-types). This construction is formally a functor between the appropriate categories.
The relevance of this work is twofold. First, we have shown that dynamic data-types, as already introduced in [4, 5] only as models over a fixed signature, actually define an institution, and moreover an institution which is parameterized on the underlying institution chosen for modelling static aspects.
More in general, our work is concerned with the important topic of integrating different formalisms, since we show here how to enrich an existing formalism for expressing static aspects with additional ingredients which allow to handle dynamics.
In this paper, the ingredients we choose are: d-oids as dynamic models (dynamics is modelled by dynamic operations) and pre-post sentences and dynamic equations as sentences. Of course different solutions can be adopted, like modelling dynamics by transitions between states (instead of using operations), and choosing sentences in some kind of modal or temporal logic. An interesting question for further work is whether it is still possible with these different choices to get a canonical construction. For instance, it seems quite straightforward to introduce some temporal operator in our sentences. A final result of this investigation could be a general notion of "sum" between a formalism for static aspects and a formalism for dynamic aspects. Moreover, the definition of static frameworks (with corresponding morphisms) we have introduced in this paper corresponds (as a "side-benefit") to a notion of institutions with variables which is of independent interest. A similar notion has been introduced in [20] under the name of context institution. In a context institution, for any signature Z it is defined a category of contexts over Z. The corresponding notion in our framework is the (sub)category of the signatures with variables with first component C. Hence, the main difference is that contexts are an abstract notion (from a context it is possible to extract a sorted set of variables by means of a forgetful mnctor), while here we adopt a concrete approach where signatures with variables are pairs. As obvious consequence, context institutions are more general; on the other side, our choice allows a simpler treatment.
Another paper strictly related to our work since it presents a canonical extension of a standard institution by dynamic aspects is [7] . Starting from an institution I, [7] constructs an institution where a model is a class of pairs of Z-models (called an algebraic relation), intuitively modelling initial and final states of a transformation, and a sentence is like a sentence in I, but where some symbols may refer to the either initial or final state, e.g. x'>,x + n. The same style is adopted e.g. in the assertions of the Eiffel language [19] . These sentences are analogous to our pre-post sentences; the main difference is that in [7] there is no notion of dynamic signature (introducing names for different state transformations) and, correspondingly, no notion of dynamic model formalizing the overall behaviour of a system; what can be specified is the behaviour of one given transformation. An important question that one could ask is whether the framework presented in Finally, we mention another topic which deserves further investigation, i.e. the relation between the "state-as-algebra" approach (states are models in a static framework), which we attempt to formalize in this paper (see e.g. [7, 11, 15 , 161 for other work following this approach), and the "state-as-term" approach (states are elements in a set), which is taken in the traditional algebraic modelling of dynamics, see e.g. [3] for a survey. We have some preliminary result about that, showing in some simple case a correspondence between the two approaches. denoted by da (resp. (da, h)) when there is no ambiguity, is inductively defined in 
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