We prove the existence of a family of blow-up solutions of a mean field equation on sphere. The solutions blow up at four points where the minimum value of a potential energy function (involving the Green's function) is attained. The four blow-up points form a regular tetrahedron. Moreover, the solutions we build have a group of symmetry T d which is isomorphic to the symmetric group S 4 . Other families of solutions can be similarly constructed with blow-up points at the vertices of equilateral triangles on a great circle or other inscribed platonic solids (cubes, octahedrons, icosahedrons and dodecahedrons). All of these solutions have the symmetries of the corresponding configuration, while they are non-axially symmetric.
Introduction
In this paper, we consider a mean field equation on sphere S 2 , i.e.
(1.1) ∆ g u + ρ e u S 2 e u − 1 4π = 0, where ∆ g stands for the Laplace-Beltrami operator on S 2 associated to the metric g inherited from the ambient Euclidean metric.
One may consider the more general form of the equation on a compact Riemannian surface M without boundary: (1.2) ∆u + ρ he
where h ∈ C ∞ (M) is a positive potential function and |M| is the total area of the surface M.
Li in [10] proved that the solutions of (1.2) are uniformly bounded if ρ varies on any compact subset of R + \ 8πN. Hence, the blow-up phenomena could only occur when ρ → 8πm where m ∈ N. To study the general existence result of the mean field equation, he initiated a program to compute the topological degree d ρ of a map related to (1.2) . He also showed that d ρ = 1 as long as ρ < 8π. Due to the result of Li and the homotopy invariance of the degree, it is readily checked that d ρ is a constant on the interval (8π(m − 1), 8πm) and is independent of h and the metric of M. In particular, Lin in [11] calculated the topological degree of (1.1): d ρ = −1 when 8π < ρ < 16π, and d ρ = 0 when 16π < ρ < 24π. Chen and Lin later in [2] proved a priori bound for a sequence ρ n with ρ = ρ n in (1.2). Using this a priori bound, they were able to calculate the degree d ρ in [3] :
with ρ ∈ (8πm, 8π(m + 1)) where m ∈ N and χ(M) denotes the Euler characteristic of the Riemann surface M. They evaluated the jump of degree across 8πm by calculating the degree contributed by blow-up solutions. In the case of (1.1), we have χ(S 2 ) = 2 so that the degree d ρ = 0 for ρ ∈ (8πm, 8π(m + 1)) with m ≥ 2. Therefore, it is not clear whether there exist blow-up solutions for (1.1) as ρ → 8πm with m ≥ 3 solely by the result of Chen and Lin. However, Lin in [11] did establish the existence of the blow-up solutions to (1.1) when ρ approaches 16π from above. Moreover, he showed that any sequence of axially symmetric nontrivial solutions must blow up at two points antipodal to each other.
Concerning the uniqueness of solution to (1.1), Lin in [12] showed that the solution to (1.1) is unique for 0 < ρ < 8π. In other words, (1.1) only admits constant solutions for 0 < ρ < 8π. Most recently, the first author and Moradifam [8] developed a new tool named "sphere covering inequality" to extend the uniqueness result to a broader parameter range ρ ∈ (0, 8π) ∪ (8π, 16π] when the solutions of (1.1) that have center of mass at origin are considered. In [6] , the multiplicity of axially symmetric nontrivial solutions of (1.1) is carefully investigated by Dolbeault, Esteban and Tarantello. However, even the existence of non-axially symmetric solutions remains open. Our paper gives an affirmative answer to it. Interested reader is referred to the survey [14] for more details of mean field equations on a closed surface.
In this paper, we will construct blow-up solutions to (1.1) with blow-up points forming regular configurations, i.e., the vertices of equilateral triangles on a great circle or inscribed platonic solids (tetrahedrons, cubes, octahedrons, icosahedrons and dodecahedrons). Morevoer, these solutions posses the corresponding symmetries of the configuration.
To make the construction easier to understand, we will consider ρ → 32π and focus on a configuration of tetrahedon. The solutions we construct blow up at exactly four points ξ 1 , ξ 2 , ξ 3 and ξ 4 . The four points (ξ 1 , · · · , ξ 4 ) form a regular tetrahedron. Furthermore, (ξ 1 , · · · , ξ 4 ) appears to be a critical point of the function
4 and G denotes the Green's function of −∆ g which will be defined explicitly in Section 2. In [3] , Chen and Lin defined a more general function f h (see (1.18) in [3] ) which determines the locations of blow-up points. Our F is a special case of f h when we take h ≡ 1 and M = S 2 . In [3] , they choosed the potential h wisely so that f h is a morse function to construct blow-up solutions of (1.2). However, in our case F is actually invariant under any orthogonal transformation due to the trait of the Green's function. Hence, their argument can not be applied here. To overcome the difficulty caused by the degeneracy of F , we assume further that the blow-up solutions posses the tetrahedral symmetry. More precisely, we will build the solutions among the class of functions that satisfy the following property:
where T d is the group of symmetry of a regular tetrahedron. The group T d is isomorphic to the symmetric group S 4 since there is exactly one such symmetry for each permutation of the vertices of the tetrahedron. We now treat T d as a subgroup of order 24 of the orthogonal group O(3, R). Finally, by fixing the four blow-up points and assuming the tetrahedral symmetry, we are able to find blow-up solutions of (1.1) using the Lyapunovtype reduction.
We would like to point out that when ρ ≤ 24π, it is expected that all solutions must be axially symmetric (see, e.g., [13] for some partial results). The construction in this paper (see Remark 1) shows that ρ = 24π is indeed the borderline value for the existence of non-axially symmetric solutions.
The paper is organized as follows. In Section 2, we state the main result and some preliminaries. In Section 3, we construct our approximate solutions and get some useful estimates. Section 4 is devoted to the proof of the invertibility of the linearized operator. In section 5, we reduce the problem to a problem of finding the scale of bubbles. In Section 6, we solve the reduced problem, i.e. solve the scale λ as long as the parameter ρ is given.
Main Result and Preliminaries
Before we state the main result, let us first introduce the Green's function G(y, y
and
where dH 2 denotes the two-dimensional hausdorff measure. In particular, we have the explicit formula of G(y, y ′ ):
where |y − y ′ | denotes the euclidean distance of y and y ′ when S 2 is embedded into R 3 in the standard way.
Let U λ,p be the standard bubble at a point p ∈ S 2 , i.e. U λ,p solves (1.1) given that ρ = 8π. We construct an isothermal coordinate system x = (x 1 , x 2 ) around p by the stereographic projection Π p :
Locally the Riemannian metric can be written in these coordinates:
The area element is given by
One can also connect the Laplace-Beltrami operator with the usual laplacian operator on R 2 through the following:
,
be the family of solutions of the Liouville equation on R 2 :
If we assume further that (2.6)
then we can write
Now we state our main result.
Theorem 2.1. Let ǫ ∈ (0, ǫ 0 ) for some ǫ 0 small enough. Let ρ = 32π + ǫ. Assume that ξ 1 , ξ 2 , ξ 3 and ξ 4 form a regular tetrahedron. Then for each ǫ, there exist a λ > 0 and a solution u λ to the equation (1.1) such that
Moreover, u λ possesses tetrahedral symmetry, i.e.
u λ (y) = u λ (T y), for all T ∈ T d and any y ∈ S 2 , and ρ
δ ξ j in a sense of measure, as ǫ → 0.
The proof of Theorem 2.1 relies on a Lyapunov-type reduction. We first construct the approximation solution which behaves like the standard bubble U λ,ξ j near the blowup point ξ j and behaves like the Green's function away from these four points. Then we carry out a finite dimensional variational reduction for which the main ingredient is an analysis, of independent interest, of bounded invertibility up to the dilations of the linearized operator in suitable L ∞ −weighted spaces with certain symmetries. The setting successfully reduce the original problem into a problem of finding the appropriate scale λ of the bubbles.
Remark 1. The same type of construction also works for the case where the number of blow-up points are m = 3, m = 6, m = 8, m = 12 and m = 20 respectively, with ρ tending 8mπ. To be more precise, it is possible to build blow-up solutions that concentrate at three points which make a equilateral triangle on the great circle, as ρ → 24π. We can also show the existence of blow-up solutions that blow up at exactly six points, as ρ → 48π. In this case, the six points form a regular octahedron. Note here, (ξ 1 , ξ 2 , ξ 3 ) is a critical point of the function
forms a equilateral triangle on the great circle; while (ξ 1 , · · · , ξ 6 ) is a critical point of the function 6 ) forms a regular octahedron. Similarly, the "cubic" blow-up solutions (the solutions that blow up at eight points which form a cube, as ρ → 64π) can be found when m = 8. It is no surprise that the "cube" configuration is indeed a critical configuration of F when m = 8. The "icosahedral" blowup solutions (the solutions that blow up at twelve points which form a regular icosahedron, as ρ → 96π) exist when m = 12. Furthermore, the "dodecahedral" solutions (the solutions that blow up at twenty points which form a regular dodecahedron as ρ → 160π) can be built in the same fashion when m = 20. The construction of these solutions could follow line by line the proof of Theorem 2.1 with suitable change of numbers, so we omit the details. We also would like to point out that these solutions posses certain kinds of symmetries but they are not axially symmetric.
Remark 2. It is proved that the platonic solid configurations when m = 4, 6, 12 minimize the corresponding F s (see [9] for m = 6 and see [4] for m = 12). For a rigorous proof of minimality of the tetrahedral configuration, one can refer to [7] in which the authors also showed the optimality of a five point configuration. However, the "cube" configuration is not a minimizing configuration of F when m = 8. The optimal configuration in this case is called a "twisted cuboid" (see [15] ), consisting of two parallel rings containing a square, with the square shifted by 45
• between each ring. The minimality of the "dodecahedral" configuration is unknown for the case m = 20.
Approximate Solution
In this section, we will construct the approximate solution of the equation (1.1) and obtain some estimates of this approximate solution. Let R 0 > 0 be a small fixed number. Let η be a standard cut-off function such that η(s) = 1 for s ≤ 1; η(s) = 0 for s ≥ 2; 0 < η(s) < 1 for 1 < s < 2.
We further assume that |η
for any ξ ∈ S 2 and t > 0. Given ǫ ∈ (0, ǫ 0 ), we choose λ > 0 such that
In other words, the above inequality can also be written as
where one can solve λ 1 (ǫ) and λ 2 (ǫ) from (3.2). Let w λ,k be the solution of the following equation:
By simple calculations, one can obtain the so-called "mass" of w λ,k , i.e.
We introducew λ to be the sum of w λ,k , i.e.
and a constant related to λ
Then we are ready to provide an ansatz for solutions of the equation (1.1):
Let us then calculate the values of w λ,k at the blow-up points ξ k :
where
, we have
and f k is a smooth function of x which is uniformly bounded with respect to λ .
For |z| ≥
, wheref k is a smooth function of y which is uniformly bounded with respect to λ.
In particular, we can get
for j = k and j, k = 1, 2, 3, 4.
Combining (3.10) and (3.11), we have for |z|
Here we abuse the notation f k a little bit to denote a smooth function of x which is uniformly bounded with respect to λ.
To estimate the values of w λ,k in the annulus {R 0 < |x| < 2R 0 }, we compare w λ,k with a function W λ,k constructed by gluing the inner approximation and the outer approximation together using an "intermediate" layer η λ α ,ξ k for some α ∈ (0, 1). Let
We have the following lemma:
Lemma 3.1. For some α ∈ (0, 1), there exist a constant C > 0 independent of λ and a α ′ ∈ (0, 1) such that
Proof. It is easy to verify that
From (3.15)-(3.17), we have
One can show that r k,λ ∞ ≤ Cλ 2−2α .
By (3.4) and (3.19), we have
LetW λ,k be the unique solution of the problem
By the elliptic regularity estimate and the Poincare's inequality, we have
It is readily checked that
We can repeat a similar calculation as we did in (3.10) to derive
Choose α appropriately and combine (3.18), (3.21), (3.22) and (3.23), we have
We also obtain the following lemma concerning the values of w λ near the blow-up points ξ k : Lemma 3.2. We have the inner approximation of w λ inside the ball z ∈ B(0,
Here f (x) is a smooth function which is uniformly bounded with respect to λ.
Remark 3. Note that here we use the fact that
In other words, (ξ 1 , ξ 2 , ξ 3 , ξ 4 ) is a critical point of the function
We then give the outer approximation:
wheref (y) is a smooth function of y which is uniformly bounded with respect to λ.
From the previous three lemmas, we can estimate the e w λ . In particular, we have
where θ λ is uniformly bounded with respect to y and λ and has the property that for some constant C > 0,
More precisely, when |z| <
Let us then estimate the error of the approximate solution by inserting the ansats w λ into the equation (1.1).
. Then there exists a constant C > 0 such that
for |z| < R 0 λ and k = 1, 2, 3, 4, and
Furthermore, we also have S ρ (w λ ) is invariant under orthogonal transformations that belong to the symmetry group T d of the regular tetrahedron.
Proof. We first use (3.27) and (3.28) to estimate the integral of e w λ , i.e.
(3.29)
(1 + |z| 2 ) 2 . We know from (3.2) that ǫ = O(λ 2 ln λ), then we have
for |z| < R 0 λ and k = 1, 2, 3, 4. Similarly, we can estimate the outer error using (3.29):
since (3.28) holds for all |Π ξ k (y)| ≥ R 0 and k = 1, 2, 3, 4. The rest of the lemma follows from the last identity.
The equation (1.1) has a variational structure, i.e. critical points of the energy functional
correspond to the solutions of the equation (1.1). Our next goal is to estimate the energy functional of the approximate solution w λ .
Lemma 3.5. The energy of w λ is
Proof. From (3.29), we can compute
Also, we can easily compute
Then, the only term remaining is the following
Let us use (3.14) to compute I 1,1 first
Then, we use (3.12) to compute I j,k
Therefore, by (3.31), (3.32) and (3.33) we have
We also need the following lemma on the dependence of λ of the approximate solution w λ later in this paper: Lemma 3.6. Inside the ball x ∈ B(0, R 0 ), we have
where x = λz. When min k=1,2,3,4
One can mimic the calculations we did for the derivation of Lemma 3.2 and Lemma 3.3 and follow the same idea we used in establishing Lemma 3.1 to prove this lemma, we omit the details here for simplicity.
The Linearized Operator
In this section, we will establish a solvability theory for the linearized operator under suitable orthogonality condition.
Let us introduce an operator
S 2 e w λ e w λ u.
The above operator is connected with the linearized operator of S ρ through the following
If we consider the isothermal coordinates at ξ k and blow up the sphere S 2 by the scale λ to S 2 . An important fact we are going to employ in developing the solvability theory is the non-degeneracy of V 0 modulo the invariance of the equations under translations and dilations, i.e.
Thus we set,
Direct computation shows that
It is shown that the only bounded solutions ofL(u) = 0 in R 2 are precisely the linear combinations of the ϕ k , k = 0, 1, 2, see Baraket and Pacard's paper [1] for a detailed proof. Let us define ϕ i,j y λ := ϕ i Π ξ j (y) λ as a function on S 2 λ without ambiguity, where i = 0, 1, 2, j = 1, 2, 3, 4 and y ∈ S 2 . Moreover, let us pick a large but fixed number R 1 > 0. We introduce another type of cut-off functions: χ R (s) = 1 for s ≤ R; χ R (s) = 0 for s ≥ R + 1; 0 < χ R < 1 for R < s < R + 1.
We further assume that |χ
Then, let us introduce some functional set-ups of the problem. Let
We consider the following norms
Given h ∈ C, we consider the linear problem of finding a function φ ∈ C * and scalars c j , j = 1, 2, 3, 4 such that
We observe that the orthogonality condition in the problem above is only taken with respect the approximate kernel due to the dilations. Furthermore, we can easily find that the elements in C * are also perpendicular to the approximate kernels that are generated by translations, i.e.
u ⊥ ϕ i,j χ R 1 ,j , for all i = 0, 1, 2 and j = 1, 2, 3, 4, u ∈ C * .
Our main result in this section states its bounded solvability, uniform in small λ in our functional settings of the enlarged sphere S 2 λ . Proposition 4.1. There exist a positive number λ 0 and a C, such that for any λ ∈ (0, λ 0 ), there is a unique solution to the problem (4.5).
The proof of this result consists of two steps. The first step is to establish an uniform a priori estimate for the problem (4.5) under the additional orthogonality conditions of φ generated by translations. More precisely, we consider the problem Proof. We will adopt the same technique introduced by del Pino, Kowalczyk and Musso in their paper [5] to prove the invertibility of the linearized operator of the mean field equation in bounded domain but with Dirichlet boundary condition.
We prove this lemma by contradiction. We assume that there exist sequences λ n → 0, h n with h n * → 0 and φ n ∞ = 1 such that
The contradiction is obtained via several major steps. The key step is to construct a positive supersolution in order to show that the operator L satisfies the maximum principle in S 
So that for |z ξ j | > 10 a for all j = 1, 2, 3, 4,
On the other hand, in the same region, (4.14)
Hence if a is taken small and fixed, and R
> 0 is chosen sufficiently large depending on the choice of this a, then we have L(Ṽ ) < 0 inS 0, R 2 ) ) . Here we are able to find a positive supersolutionṼ onS φ i = sup
|φ|.
Then the second step in this proof is to show the following claim is true: there is a constant C such that if
We will need suitable barrier functions to prove the above claim. Letg j be the solution of the problem
Abuse the notation a little bit, we have
By the elliptic regularity estimates, we have
Let us introduce our barrier
Then, it is easy to check that L(φ) ≤ h inS In the last step, we go back to the contradiction argument. The claim in the second step shows that since φ n ∞ = 1, then for some κ > 0, we have φ n i ≥ κ. Let us set
where the index j is such that sup |z ξ j |<R ′ 2 |φ n | ≥ κ. Without loss of generality, we can assume this index j is the same for all n. Elliptic estimates readily imply thatφ n converges uniformly over any compact subset to a bounded solutionφ = 0 of a problem in R 2 (4.20)
This implies thatφ is a linear combination of the functions ϕ k , k = 0, 1, 2. However, the orthogonal conditions that all φ n 's satisfy imply thatφ ≡ 0. The result of the lemma then follows from the contradiction.
We are now ready to provide a complete proof of our main result of this section.
Proof of Proposition 4.1. We first establish the validity of the a priori estimate (4.6). Lemma 4.2 yields
hence it suffices to estimate the values of the constants |c j |. Let us consider the cut-off function η R 3 ,ξ j introduced in (3.1) for some R 3 > 0. We abuse the notation a little bit to denote η R 3 ,ξ j as a function on S 2 λ . We multiply the equation (4.5) by the test function ϕ 0,j η R 3 ,ξ j and integrate
On the other hand, we have
Therefore, we have
Combining this above estimate with (4.21), (4.22) and (4.23), we obtain
It follows that |c j | ≤ C h * . Furthermore, from (4.21) we know that (4.6) is true. It only remains to verify the solvability assertion. The Fredholm alternative tells us that the problem (4.5) has a unique solution if and only the associated homogeneous problem has only trivial solution. The homogeneous problem is equivalent as the equation (4.5) with h = 0. From the a priori estimate we just prove, we know that the homegeneous problem only admits trivial solution. This finishes the proof.
Furthermore, if we add another orthogonal condition to φ and consider the following problem:
where h ∈ C, we have the following corollary: 
Proof. Follow the same argument as in the proof of Proposition 4.1, we test (4.26) with ϕ 0,j η R 3 ,ξ j :
Integrate (4.26), we have (4.30)
Combine (4.29) and (4.30) with Proposition 4.1, we can obtain
The result of Corollary 4.3 implies that the unique solution φ = T (h) of the problem (4.26)-(4.28) defines a continuous linear map from the Banach space C of all functions h with certain symmetries such that h * < ∞ to L ∞ s (S 2 λ ).
Reduce to One Dimension
In this section, we reduce the infinite dimensional problem of finding a φ such that
to a one-dimensional problem of finding appropriate scale λ while ρ is given. We now expand S ρ (w λ + φ) as
Since the left hand side of the equation (5.1) is invariant if we add a constant to φ, we can further assume that We abuse the notation here to denote φ as a function in C * . Moreover, we consider the problem (5.1) in the dilated coordinates, i.e. w λ , S ρ (w λ ) and N(φ) are now considered to be functions on S 2 λ . To employ the reduction procedure, we shall solve the following nonlinear intermediate problem first
We will use the solvability theory we have just established in the previous section to show the existence result of the problem (5.4)-(5.6). We assume that the conditions in Proposition 4.1 hold.
Lemma 5.1. The problem (5.4)-(5.6) has a unique solution φ which satisfies
Proof. We first rewrite the problem (5.4)-(5.6) into a fixed point form:
For some constant C > 0 sufficiently large, let us consider the region F ≡ {φ ∈ C * |φ ⊥ e w λ , φ ∞ ≤ Cλ}.
From Corollary 4.3, we have
By Lemma 3.4, we have the following estimate
Also, the definition of N in (5.3) immediately implies that
It is also immediate that N satisfies the contraction condition
Therefore, the operator A is a contraction mapping of F if λ ∈ (0, λ 0 ) where λ 0 is a constant small enough. The existence of a unique fixed point is guaranteed. This concludes the proof. 
Proof. By integrating the equation (5.4), we have
Since the problem (5.4)-(5.6) is invariant under any orthogonal transformation T ∈ T d , we have
Then the lemma follows if we combine (5.8) and (5.9).
We also need to estimate the dependence of φ as a function of S 2 on the parameter λ.
Lemma 5.3. The fixed point φ found in Lemma 5.1 satisfies ∂φ ∂λ ∞ ≤ C.
Proof. We study the problem (5.4)-(5.6) on S 2 :
and φ is invariant under any orthogonal transformation T ∈ T d . We differentiate the above equation with respect to λ:
where c 
Employ the same argument in the proof of Proposition 4.1, we have
Therefore, by integrating (5.10), we have
Note that here we use Lemma 3.6 to derive the above two estimates. It is also easy to check that (5.14)
We now use the orthogonal condition
together with (3.27) and (5.12) to derive that
We set b j as follows
We can easily verify that
Consider the functionh defined as follows 
Solving the reduced problem
In this section, we now turn to solve S ρ (w λ + φ) = 0.
Lemma 6.1. We calculate the energy of the w λ + φ
where φ is found through the fixed point argument in Section 5.
Proof. Expanding J ρ (w λ + φ) yields (6.1) J ρ (w λ + φ) = J ρ (w λ ) + S ρ (w λ + θφ), φ S 2 , for some θ ∈ (0, 1). Let us try to estimate S ρ (w λ + θφ):
(6.2) S ρ (w λ + θφ) = S ρ (w λ ) + θ∆φ + O(λe w λ ).
By the fact that φ ∞ ≤ Cλ and Lemma 3.4, we have
It is easy to check that S 2 |e w λ φ| ≤ Cλ.
We only need to estimate the inner product of φ and the remaining term in (6.2): It is easy to see that by choosing R 1 sufficiently large, we have
Therefore, we have c j = 0 for all j = 0, · · · , 4.
Finally, we get the φ * associated to λ * such that S ρ (w λ * + φ * ) = 0.
The exact blow-up solution w λ * + φ * of the equation (1.1) is found.
