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Experimental results have shown that this behavioral-based approach significantly outperforms several tracking algorithms that ignore the relationships of peers in P2P networks.
CHAPTER 1. INTRODUCTION
Peer-to-peer (P2P) network technology has enabled many interesting and popular content sharing and streaming multimedia applications and services, such as KaZaA, BitTorrent, Limewire, and Skype.com. However, in recent years, it has also become the standard instrumentality for the sharing and distribution of child pornography [Koontz, L. D. (2003) ] and other digital contraband. For example, the increasing availability of child pornography and the ease of access to them have put millions of juvenile users of peer-to-peer networks at significant risk of inadvertent exposure to pornography, including child pornography. In addition, copyright-protected materials (such as pre-release movies, music, software products, etc.) are being distributed on P2P illegally. Therefore, it is critical to build the effective deterrence and forensics capability to successfully track, identify and prosecute illegal P2P content distributors within the requirements of the law.
We define an illegal P2P content distributor to be a P2P node that is holding or held a particular file of known contraband. There are two main P2P network architectures for sharing content on the Internet: Gnutella and BitTorrent. In Gnutella, all peers operate as client and server, both originating search queries for files and distributing contents. When a peer receives a query for contents that match its local deposits, a reply is returned to the peer that originated it. The originator of the query then downloads the desired contents from one of the received responses. Otherwise, the peer which received the query forwards the query to its neighboring peers to propagate further until a specified maximum number of hops from the originator is reached. Most Gnutella peers share files (less likely a portion of the file) among them. In Bittorrent (BT), files are split into small segments. Usually, BT uses tracker (like a directory service) to keep track of which peers are sharing which portions (subset of segments) of files. After a peer downloads a segment, it becomes a server for it.
These segments can be downloaded in parallel from multiple peers. If a peer has a full-copy of the file and allows others to download it, it becomes a seeder. A peer initially downloads a file from the first seeder, and can then become seeders themselves. So all peers that hold the given contraband are distributors of the illegal content in P2P networks. Due to the highly-dynamic and stateless nature of P2P systems, especially in Gnutella which lacks a central tracker, it is very challenging to track and identify illegal P2P content distributors who can take ways to evade the detection and eliminate evidence relevant to them [Ieong, R. (2009) ] [Liberatore, M. (2010) ]. For example, the illegal content distributor can intentionally stop the uploading service of the file, once it learns that a sufficient number of peers have become the seeders of that file.
In this thesis, we focus on the problem of tracking the illegal P2P content distributors.
Though it is hard to solve, we found that most users and activities in P2P systems are still susceptible to tracking in different ways. We generally believe/view a peer and the collection of files on it a relatively precise reflection of its owner. Most likely, we can learn his/her interests and background and how they evolve/develop over time from his/her local stores.
Also, the interactions between peers may indicate certain level or set of common interests and preferences of their owners. In the case that two owners of the peers share some common interests in classical music, if one has a particular piece of music, it is very (more) likely that the other has the same piece in its local store. We take advantage of these observations and knowledge about the peers' preference and shared common interests and use the Ising model [Ising, E. (1925) ] (from statistical physics) to mathematically model the behavior of P2P networks and identify the relationships of peers. Based on it, we develop an effective approach to track the behavioral-based structures of P2P networks and use it as a guidance to narrow down the search scope for illegal P2P content distributors. The sum-product and mean field algorithm based on the Ising model are then used to efficiently compute the marginal distribution that a peer is holding or held a particular file of known contraband. Thereby, we can use it to track illegal contents in P2P networks. Experimental results have shown that this Ising-based approach can significantly outperform several simple tracking algorithms that ignore the relationships of peers.
This thesis contains the following contributions. First, we introduce the Ising model to mathematically model the relationships of peers in a P2P file-sharing networks. Each peer under the Ising model has two states {−1, +1}, where +1 indicates the peer has the illegal content and -1 indicates otherwise. We derive the probability distribution of peer states conditioned on a subset of observed peers, and the corresponding sum-product and mean field algorithms that can efficiently compute the marginal distributions of peer states in large P2P
networks. Second, we analyze a real P2P file-sharing network based on the data collected in [Fast, A. (2005) ]. We show that even a highly-dynamic P2P file-sharing network exhibits scale-free and small-world properties, which are properties that have been observed in many social networks [Barabasi, A. (1999) ] [Jackson, M. (2008) ] [Easley, D. (2010)]. These observations confirm that interactions between peers indicate certain level or set of common interests and preferences of peers. This relationships of peers can be exploited to facilitate tracking illegal distributors. Third, we experiment the sum-product and mean field tracking algorithms on the P2P data collected in [Fast, A. (2005) ], and compare the tracking accuracy (to be defined in Chapter 4) with some algorithms that ignore the relationships in P2P networks.
The experimental results show that the Ising-based approach achieves much higher tracking accuracy.
This thesis is organized as follows: Chapter 2 gives the basic model for P2P file-sharing networks; Chapter 3 introduces the data set used in experiment; Chapter 4 first introduces the belief propagation algorithm as well as evaluation metrics, then gives the result of experiment;
Chapter 5 gives the conclusion and discussion.
CHAPTER 2. BASIC MODEL
Ising Model in Statistical Physics
Ising model was proposed as a mathematical model of ferromagnetism in statistical physics and named by Ernst Ising [Ising, E. (1925) ]. This model is used to explain the phenomenon of "spontaneous magnetization", the appearance of an ordered spin state (magnetization) at zero applied magnetic field in a ferromagnetic or ferrimagnetic material when the temperature is below a critical point called the "critical temperature". The model consists of spins that can be in one of two states, that is either up or down which are denoted by {+1, −1}. The spins are arranged in a lattice or graph, and each spin interacts only with its nearest neighbors. In the model of ferromagnetism which Ising model originates from, the lattice sites are occupied by atoms of a magnetic material. Each atom has a magnetic moment which is allowed to point either "up" or "down". Variable σ i is used to denote which state the ith lattice site is in. σ i is 1 if the ith lattice site is in the state of "up", and -1 if it is in the state of "down". For each configuration σ = (σ 1 , . . . , σ N ), the energy of the lattice is
where < i, j > denotes a pair of neighboring spins, constant E >0 represents the magnetic interaction that keeps neighboring spins aligned along the same direction, and constant J > 0 represents the effect of external magnetic field of intensity. It is easy to see that when all the spins are in the same direction as the external field, the energy is minimized. Gibbs measure can be constructed for the Ising model such that for a given configuration σ = (σ 1 , . . . , σ N ), that is
and K is the Boltzmann's constant and T is temperature. The normalizing constant Z, defined by Z = σ e −βH(σ) is called the partition function.
There are two reasons for Gibbs measure's being used for the Ising model. First, assume the expected energy is E (H) = a, then Gibbs measure defined above is the probability measure that maximizes entropy among all probability measures which result in the same expected energy a. Second, Gibbs measure has the Markov random field (MRF) property, that is the state of a spin is independent of other spins given the states of its neighbors. The Ising model successfully explains the phase transition in 2-dimensional case [Ising, E. (1925) ].
Ising Model from Graphical Model
Although Ising model originates from statistical physics, it can also be viewed as a graphical model. A graphical model is a probabilistic model in which nodes represent random variables and link represent the dependence of random variables. The formalism of probabilistic graphical models captures the complex dependencies among random variables, and can be used to establish large-scale multivariate statistical models. Graphical models have been used in statistical, computational and mathematical fields, including bioinformatics, communication theory, statistical physics, combinatorial optimization, signal and image processing, information retrieval and statistical machine learning [Wainwright, M. J. (2003) ].
We next form the Ising model using the graphical model. A graph is denoted by
where V is the set of vertices and E is the set of edges. Each edge connects a pair of vertices (s, t) ∈ E and can be either undirected or directed. In the case of directed graph, the edge (s, t) and edge (t, s) are different. In the remainder of this thesis, we limit our discussion to undirected graph so there is only one link corresponding to every edge. Graphical models associate each vertice s ∈ V with a random variable X s , taking values in state space X s . The state space X s may be either continuous or discrete. In this thesis, we only consider finite and discrete state space. We use lower-case letters (x s ∈ X s ) to denote elements of X s , so that the notation {X s = x s } means that the random variable X s takes the value x s ∈ X s .
With these notations, an undirected graphical model, also known as Markov random field is a collection of distributions that factorize as
where Z is a normalizing constant to ensure that p is a valid probability distribution. Potential
is defined on the set of clique C, which is often taken to be the set of all maximal cliques of the graph.
For a tree structure, the distribution can be written as
The potential functions are defined over single nodes and pairwise edges.
If we limit the potential functions to the exponential family [Efron, B. (1978) ] [Wainwright, M. J. (2003) ], then the probability distribution can be written as
exp {θ st x s x t } which could be further written in the following standard form
Here we assume that each single variable x s takes values in the space {−1, 1} and the space for X is {−1, 1} m . The quantity A is the log partition function or cumulant function, and is
It is easy to verify that the definition of A (θ) ensures p θ is properly normalized, that is
If x s is allowed to take values in the discrete space of {1, 2, . . . , r − 1} for some integer r > 2, it leads to the Potts model, which is the generalization of Ising model [Wainwright, M. J. (2003)]. We only consider discrete space of {+1, −1} .
Ising Model on P2P Network
In this thesis, we consider a peer-to-peer (P2P) file-sharing network represented by a graph In P2P file-sharing networks such as Gnutella and BitTorrent, there are two major interactions between peers: query and file-transfer. While query processes are in general random, a file-transfer indicates that the two peers (sender and receiver) share a common interest or preference on the file. We therefore believe the number of file transfers between two peers has a strong (positive) correlation with the level of common interests and preferences of the owners of the two peers. For the data set to be studied in Chapter 3, we will define the link weight θ ij to be (linearly) proportional to the number of file transfers between peer i and peer j. The experimental results confirm that exploiting the relationships of peers (defined based on the number of file transfers between peers, for example) significantly improves the tracking accuracy.
The focus of this paper is to track (illegal) content distributors in P2P networks. Specifically, assuming that an illegal content has been found at some peer (say peer j), we are interested in finding out which other peers are also likely to have that file. To mathematically model this problem, we define a binary random variable X i for each peer i, which represents whether peer i has the file we are interested (e.g., the illegal content) in. X i takes values in {−1, +1} , X i = 1 indicates the peer has the file, and otherwise, X i = −1. The state of P2P network is therefore represented by vector X = X 1 , X 2 , . . . , X |V | . Each realization of X is called a configuration of the P2P network. Based on the definitions above, mathematically, the tracking problem is to find the subset of peers that have large values of
which corresponds to the subset of peers that most likely are holding or held the illegal content.
In this thesis, we adopt a general Ising model to mathematically model P2P file-sharing networks. We allow heterogeneous link weights in the general Ising model to reflect heterogeneous connection strengths among peers. We further assume J = 0, i.e., no external influence is present in the network (see Remark 1), and define the probability that the P2P network is in configuration X is
where β is a scaling factor and
Remark 1: We set J = 0 by assuming a P2P network is a closed system, i.e., the state of a peer only depends on the states of other peers in the network. While in practical systems, the behavior of the owner of a peer is likely to be affected by many external factors, we found it is difficult to quantitatively measure and model these factors in the model. Therefore we ignore the external influence in our model. Our experimental results in Chapter 4 however show that the algorithm based on this closed-network assumption is still effective in facilitating tracking. In the next section, we discuss the sum-product and mean field algorithm, algorithms that can efficiently approximate the marginal distributions under the Ising model (2.2). While they may not result in the exact marginal distributions, they have been known to give very accurate approximations in many applications [Wainwright, M. (2008) ]. We will evaluate the accuracies of both the Ising model and the sum-product tracking algorithm as well as mean field tracking algorithm using the real P2P network data collected in Fast, A. (2005) Proof. For each configuration X, we denote byX the configuration such thatX i = −X i for all i. Due to the symmetry of (2.2), we first have Pr(X) = Pr(X). Therefore,
Pr(X) = Pr(X i = −1).
For tracking, we usually start from a small set of evidence that a known contraband is found in some peers' local stores. This is a reasonable assumption because we track illegal content distributors only after we find the illegal content in the network (i.e., find some peer holds or held the illegal content). Therefore in this paper, we focus on the case where a set of peers have been observed. That is, a given contraband has been found and identified in some peers' local stores.
Without loss of generality, we assume the states of peers 1 to peer k have been observed.
The observed states are represented by a vector
Proposition 2. Given a set of observed peers Y, the probability distribution of X conditioned on Y is
where θ i = +∞ if Y i = 1 and θ i = −∞ otherwise, and
Proof. For those observed peers, Pr (Y i = y i |X i = x i ) is the probability of observing Y i = y i
given the true state of peer i is x i . Since x i ∈ {+1, −1}, we have
The posterior probability of X conditioned on Y can be written as
Since the probability distribution of Y j is solely determined by X j , we have
which implies that
Pr (Y j = y j |X j = 1)
To compute Pr (X|Y) , we need to first compute
for every observed peer j. We note that
could be viewed as the node weight θ j for observed peer j.
and otherwise, 1 2 ln Pr (
In other words, θ j = +∞ if y j = 1 and θ j = −∞ otherwise, which concludes the proposition.
We comment that an observed peer (say peer j) introduces a node influence θ j in the network, which forces the state of peer j to be the same as the observed state. We further note that we cannot use ∞ in computation, so we replace ∞ with a large positive constant M in computation. Now given the expression of the conditional probability (2.3), to compute the marginal distributions of peer states, we can use the Markov chain Monte Carlo (MCMC) method. However, when the network size is large, the MCMC can take an extremely long time to converge. We next introduce the sum-product algorithm and mean field algorithm [Aji, S. M. (2000) ], [Kschischang, F. (2001) ], [Wainwright, M. (2008) ] , the well-known efficient and accurate algorithms for computing marginal distributions in Markov random fields. We claim that the Ising model is very useful for search in P2P networks. And we will verify that in the following chapters. The raw data set contains a large number of records which can be categorized into Object, Link and Attribute. Object can be further categorized into User, File, Transfer and Query.
The most frequent event involves two users, one file, one transfer and one query, i.e., user A makes a query Q to user B about file F, and user B makes a transfer T of file F to user A. The links represent relationships between these objects. A link from a user to a file represents the user possesses the file, the link from a user to a query represents the user has made that query.
The Attributes record all detailed information of objects and links. The relation is shown in Figure 3 .1.
The data set recorded 221,152 file transfers occurred among these users. Of course there are some files participated in multiple transfers. The query is a file request made by a peer to another peer, which is associated with one transfer and one file. The query information is not used in our experiment. Each transfer has two links connecting to users, the user who sent the file and the user who received the file. nodes. We select the one with 4,447 nodes for our experiment, which includes 88,998 links totally.
We analyzed structure properties of this 4,447-node network, and found the network exhibits some interesting properties that have been observed in many social networks.
We first studied the degree distribution of the network. The log-log plot of the degree distribution is shown in Figure 3 .2. We can see that the log-log plot is close to a linear line, which indicates that the network is similar to a scale-free network [Jackson, M. (2008) We comment that scale-free and small-world properties are key properties of many social networks where connections are driven by common interests. The existence of these properties in the P2P network indicates that the interaction of peers may be also driven by common interests. The correlation of the peers can then be exploited to facilitate the tracking process.
We continued to investigate the number of transfers which every file is involved. There are totally 221,152 transfers occurred among all the peers. Among them there are 40,951 files being transferred for only once, 8,887 files being transferred for twice, 4,567 files being transferred for three times, 2,911 files being transferred for four times and 1,994 files being transferred for more than five times. So we can see most of the files in the network have not been transferred during the 81 day period recorded in the data set, and may be transferred and obtained by users before this period. The distribution of transfer times of these files is shown in Table 3.2 below.
In the raw data, the set of files associated with a peer does not contain all the files that are sent or received by the peer. We therefore modified the set of files associated with a peer by (i) removing those files that are never transferred and (ii) adding those files that were transferred to/received from the peer. Further, as we find that a large fraction of files were transferred only once (40,951 files transferred for only once). Since we are interested in the files that are distributed to multiple peers in the network, we removed these files by viewing these files as observation noises. 
CHAPTER 4. BELIEF PROPAGATION ALGORITHM FOR PREDICTING THE STATE OF P2P NETWORKS
We have introduced the Ising model in Chapter 2 and the data set in Chapter 3, and in this chapter we will discuss the methods to verify the model using the real data set. We can compute the marginal probability distribution p (X i ) for each peer X i , and as noted in Chapter 2, when there is no observation in the network, the marginal probability distribution is [0.5 0.5]. So if there is no observed peer in the network, the topology of the P2P filesharing network alone does not provide us any information of whether one specific peer has some file or not. Now assume we already know one peer (say peer s) has one specific file, the conditional probability given this observed user introduces θ s x s with θ s = +∞ in the Gibbs measure. Though we can use some very large value M to represent this +∞, to get an accurate marginal probability p (X i ) from the joint probability is not an easy task. Of course the accurate value of marginal probability can be obtained using Markov chain Monte Carlo (MCMC). But we note that when the network size is large, the MCMC methods may take a very long time to converge. Variational method provides an approach to approximate the problem in an efficient way [Wainwright, M. J. (2003) ]. In this chapter, we will first introduce the sum-product algorithm and mean field algorithm, both of which are representation of this variational method. After that, we will introduce the performance metrics and some simple tracking algorithms as bench marks. The result is given at the end of this chapter.
Sum-Product
For tree structure graphs, sum-product message passing algorithm is an approach to compute the marginal distribution of each node [Wainwright, M. J. (2003) ]. Even for graphs with cycles, the algorithm has proved to be a good approximation [Wainwright, M. J. (2003) ].
[ Yedidia, J. S. (2005) ] has related it to the Bethe Energy in statistical physics which deepens the understanding of this algorithm. The essence of message passing algorithms is iteratively computing the messages (beliefs). At each iteration, node s passes a message M st (x t ) to each of its neighbors t ∈ N (s). The message M st (x t ) is a vector of length |X t |, with each element being associated with a possible state for x t ∈ X t . So for every link (s, t), there are two messages M st and M ts passing in opposite directions s → t and t → s, respectively. Given the factorization of a tree-structured graphical model
the full collection of messages is updated according to the following recursion
where κ > 0 is a normalization constant and ψ is the potential function. It has been proved that for tree structure graphical models, the iteration will converge to a unique fixed point M * = {M * st , M * ts , (s, t) ∈ E} after a finite number of iteration [Kschischang, F. (2001) ] [Pearl, J. (1988) ].
We next define indication function for event {X s = j} and {X s = j, X t = k} before we give the sum-product message passing form in Ising model
where We note that θ s;±1 and θ st;±1±1 are not unique, so we randomly select a set of values in our experiments. Now given θ s;±1 and θ st;±1±1 , the sum-product algorithm is presented in Algorithm 1 and the message passing procedure is illustrated in Figure 4 .1.
It has been proved that for any discrete Markov random field in exponential family form with at most a single cycle, sum-product has a unique fixed point, and always converges to it from any initialization of the messages.
Mean Field
Mean field algorithm, which is another kind of variational approach to approximate the exact marginal probability given the joint distribution, can also be viewed as a kind of message Algorithm 1 Sum-Product Algorithm
for some (t, s) do
3:
Peer t receives messages M τ wt from its neighbors w ∈ N (t).
4:
Node t computes message M τ +1 ts as follows
and then sends M τ +1 ts to peer s.
5:
τ + + 6: end while 7: Compute the marginal distribution
where x s ∈ {+1, −1}.
passing algorithm. Instead of vector messages, a mean value of probability distribution is passed as message between nodes. Since every variable represented by a node has a binary distribution, so we can compute the binary distribution from the mean value easily. Now given θ s and θ st (not in indication function form), the mean field algorithm is presented in Algorithm 2. The message passing procedure is similar to that of sum-product algorithm.
Algorithm 2 Mean Field Algorithm
Peer t receives mean values µ τ w from its neighbors w ∈ N (t).
4:
Node t computes mean value µ τ +1 t as follows
and then update the old mean value with the new one.
5:
τ + + 6: end while
The mean field problem is nonconvex in general, and the result can depend strongly on the initial value of mean. Despite these issues, this algorithm is known to become asymptotically exact for certain types of models as the number of nodes m grows to infinity.
Performance Metrics
We now define the performance metrics we use to evaluate the performance of tracking algorithms. For each peer i, we let S i denote the set of files peer i has, and |S i | therefore is the number of files peer i has. Now assume a peer (say peer j) is observed, then for each other peer i, we can compute the following quantity:
Now each file held by peer j can be viewed as a sample of illegal contents, and S j is the sample space. Then p i|j is the empirical measure of the probability that peer i has the same (illegal) file as that of peer j. In our performance evaluation, we use p i|j as the ground truth. The goal of the tracking algorithm is to find those peers with large p i|j . We note that in practical systems, the calculation of p i|j requires the comparison between S j and S i for all peer i. Since the file set S j may be of a large size, the calculation of p i|j can be computationally expensive.
We note that p i|j is the marginal distribution of peer i having a file given that peer j holds the file, so p i|j can also be computed using the sum-product and mean field tracking algorithm.
The algorithm only requires the knowledge of link weights that can be obtained by comparing S i and S j for those peers who are neighbors, and can be implemented in a parallel fashion. So the sum-product and mean field tracking algorithms are very efficient methods for computing (or approximating) p i|j .
The real interest of the tracking problem is to find the set of peers that have a high probability to hold the illegal content, so the most important output of a tracking algorithm is the ranking of the peers. We let T (i) denote the ranking of peer i under tracking algorithm T , and T −1 (m) to be the identity of the peer who is ranked m under algorithm T . We let T * denote an "ideal" policy that can determine the ranking precisely.
Now assume peer i o is observed, we consider the following two metrics: tracking rate and hitting rate.
• Tracking rate:
where N t is the number of peers we plan to track.
• Hitting rate:
We note that the tracking rate µ(T ) is the probability of finding the target content in the top N t peers ranked by algorithm T . We later will compare this quantity with µ(T * ), the average probability of finding the target content in the true top N t peers. The hitting rate h(T ) is the number of peers that are (i) ranked as top N t peers under T and (ii) also among the real top N t list. We use this quantity to measure the accuracy of ranking output by T .
Simple Tracking Algorithms
In our experiment, we also implemented following two simple tracking algorithms:
• Random selection T r : The algorithm ranks the peers randomly.
• Size based selection T s : The peers are ranked according to the number of files they have. The peer has the largest number of files is ranked as the top one peer.
The random selection does not exploit any information of the P2P data set, and the size based selection only uses the number of files a peer holds. The purpose of comparing the sum-product tracking algorithm and mean field tracking algorithm with these two algorithms is to show that the behavioral-based algorithm can significantly improve the tracking accuracy compared to simple tracking algorithms.
The Performance of Algorithms
We choose some network to evaluate our algorithms, that is sum-product and mean field tracking algorithms. First we choose a large size network containing 4,000 nodes which covers almost all the nodes. We randomly select a peer in the 4,000-node network and assume that the selected peer is the observed peer. Table 4 .2 illustrates the top-twenty lists (i.e., N t = 20)
under various tracking algorithms assuming that peer 38 is observed. The tracking rate and hitting rate of the three tracking algorithms are shown in Figure 4 .3. For the sum-product and mean field tracking algorithm, we choose the scaling factor β to be 0.3.
We observe that the sum-product tracking algorithm and mean field tracking algorithm significantly outperform the random selection and size-based algorithms. The tracking rate under the sum-product algorithm is 0.0758, and the mean field is 0.0728, which is close to the true value 0.0985; while the tracking rate of the random selection is 0.0019 and the size-based to N ode start+999 . After removing all the isolated nodes in these 1,000 nodes group, we finally obtain the subnet to do experiment. We use startID size β to denote the experiment parameters that one specific subnet of tentative size size starting from startID under scaling factor β. We give the results of tracking rate and hitting rate in Table 4 .3 and 4.4.
The Impact of Scaling Factor β
In the experiments above, we fixed the scaling factor β = 0.3 for the large network and β = 0.5 for middle networks. We observed that β plays an important role in the sum-product algorithm and mean field algorithm. We therefore varied the values of β from 10 −299 to 1.3 for the large network. Figure 4 .5 and 4.6 show the tracking rate and hitting rate under different We can see that the sum-product algorithm has the best performance when β is between 0.05 and 0.4.
We can see if the scaling factor β is not properly chosen, the performance of both the sum-product algorithm and mean field algorithm would be deteriorated. We comment that when β is close to zero, the network consists of isolated nodes. The sum-product algorithm performs similarly to the random selection algorithm. On the other hand, when β is too large (i.e., the link strength is too strong),
for all peer i. In this case, the sum-product algorithm again ranks the peers randomly, and the performance of the sum-product algorithm is close to that of the random selection as well. 
Different File Sets
To further evaluate the performance of the sum-product and mean field tracking algorithm, we varied the file set. In the previous experiment, files that have been transferred for more than once during the 81-day period are all selected. Next we first restrict the file set to be those files that were transferred for at least three times. We again constructed the corresponding graph based on the restricted data set. We repeated the experiments 4, 000 times (a different observed peer was selected at each time) for the 4,000-node network, and computed the average tracking and hitting rates. The tracking rate and hitting rate under the sum-product, mean field algorithms with β = 0.3, size-based, and random algorithms are shown in Figure 4 .7.
Again, significant performance gain of the sum-product tracking algorithm can be observed.
We then repeated the experiment for the cases: (i) files that are transferred for at least four times; and (ii) files that are transferred for at least five times. Similar observations can be seen in Figure 4 .8 and 4.9. 
CHAPTER 5. DISCUSSIONS AND CONCLUSIONS
In this thesis, we proposed using the Ising model to help search in P2P networks. We used the sum-product tracking algorithm and mean field tracking algorithm to get the conditional probability of one peer having a specific file given other observed peer. To quantitatively compare the performance, we used two evaluation metrics in experiment, tracking rate and hitting rate. Besides that we also use two simple algorithms as bench marks to do the experiment. We found that both sum-product algorithm and mean field algorithm perform significantly better than two other simple algorithms.
It can be seen that scaling factor β plays an important role in the performance of our
Ising model based approach. When the β is not properly set, both the tracking rate and hitting rate of sum-product and mean field are deteriorated. In the original Ising model in statistical physics, this parameter represents the temperature. At the critical temperature the "spontaneous magnetization" would happen, this phenomenon is successfully explained by
Ising model. The problem of how to find the optimal value for this parameter is left for future work.
In the experiments to evaluate the performance of the model and tracking algorithms, we first construct network from real data set, then we set one user as observed and use the set of all the files that user has as the sample space. The result for every unobserved node after sampling provides a trustful result of every node's probability of having the same file with that observed node. We use random selection and size based algorithms as two benchmark algorithms. And tracking rate and hitting rate are used to give the evaluation of performance.
It is natural to consider the case of multiple nodes being observed in experiment. Although it is not difficult to compute the probability of each node using both sum-product and mean field algorithms from our model, the reliable empirical probability which is used for verification is not easy to obtain. The reason is that the intersection of observed nodes' file set usually contains very few files, which makes the empirical probability after sampling unreliable.
Both mean field and sum-product algorithm can be classified as variational method which aim to approximate marginal probability. Mean field algorithm passes message of random variable's mean value, while sum-product algorithm passes a vector of information with each element corresponding to belief in one possible state of variable. From the result of tracking rate and hitting rate in our experiment, we can see sum-product algorithm outperform mean field algorithm slightly.
Besides mean field and sum-product algorithms, other methods like tree reweighted sumproduct (TRW) could also give an approximation of marginal probability. The drawback of TRW is that it needs global information of the whole network (the topology) to determine the weight of spanning tree. Also different choice of spanning trees' weight lead to different approximation result.
