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STOCHASTIC NONLINEAR FOKKER-PLANCK EQUATIONS
MICHELE COGHI AND BENJAMIN GESS
Abstract. The existence and uniqueness of measure-valued solutions to stochastic non-
linear, non-local Fokker-Planck equations is proven. This type of stochastic PDE is shown
to arise in the mean field limit of weakly interacting diffusions with common noise. The
uniqueness of solutions is obtained without any higher moment assumption on the solu-
tion by means of a duality argument to a backward stochastic PDE.
1. Introduction
We consider the following stochastic nonlinear, non-local Fokker-Planck equation1 on
[0, T ]× Rd,
(1.1)
{
∂tµ = ∂
2
i,j(a
ij(t, x, µ)µ)− ∂i(bi(t, x, µ)µ) − ∂i(σik(t, x, µ)µ)dW kt ,
µ|t=0 = µ0,
where (Ω,F , (Ft)t∈[0,T ],P) is a filtered probability space,Wt is a d1-dimensional (Ft)t∈[0,T ]-
Brownian motion for some d1 ∈ N, a = (aij) : [0, T ] × Rd ×M(Rd) → Rd×d is a function
from the space of measures on Rd to the space of symmetric and non-negative definite
matrices, σ = (σik) : [0, T ] × Rd ×M(Rd) → Rd×d1 takes values in the space of d × d1
matrices and b = (bi) : [0, T ] × Rd ×M(Rd) → Rd. We emphasize that the coefficients
aij, bi, σik depend non-locally and possibly nonlinearly on the solution µ.
Since stochastic PDE of the type (1.1) describe the evolution of conditional distributions of
solutions to McKean-Vlasov SDE with common noise (see below) it is natural to consider
solutions (µt)t∈[0,T ] to (1.1) taking values in the space of finite non-negative measures on
R
d. The main result of this paper is to establish the well-posedness of measure-valued
solutions to (1.1).
Theorem (see Theorem 5.4 and 5.3 below). Let µ0 ∈ M(Rd) be a non-negative measure.
If the coefficients a, b, σ are regular enough, then there exists a unique solution µ ∈ L1ωCtM
to equation (1.1) in the sense of Definition 5.2, below.
Previously, the uniqueness of solutions to (1.1) was known only in the class of solutions
to (1.1) admitting a square-integrable density with respect to the Lebesgue measure (e.g.
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1with Einstein summation convention, and ∂i being the partial derivative with respect to the space
variable xi.
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Kurtz, Xiong [25]). This is in contrast to the deterministic case, where the uniqueness of
measure-valued solutions has recently been shown based on duality arguments by Manita,
Romanov, Shaposhnikov in [33, 34]. Following this approach, the existence of regular
enough solutions to the dual equation, a parabolic PDE backwards in time, implies the
uniqueness of solutions to (1.1) with σ ≡ 0. This line of argument becomes more challeng-
ing in the case of stochastic PDE since the dual equation becomes a backward stochastic
PDE (BSPDE) and, therefore, has not previously been put to use in the case of stochastic
PDE, such as (1.1). This is the purpose of the present work. In particular, the method
employed here can be seen as a proof of principle of using duality arguments to derive the
uniqueness of solutions for stochastic PDE.
Motivation and model. The stochastic PDE (1.1) is linked to stochastic scalar conser-
vation laws (SSCL) of the form
(1.2)
{
du+ div(σ(x, u)u ◦ dW ) = 0 in Rd × (0, T ),
u = u0 on R
d × {0}.
Indeed, rewriting equation (1.2) in Itoˆ form (cf. Appendix A below), yields
(1.3) ∂tu+ ∂i(σ
i,k(x, u)u)dW kt + ∂i(b
i(x, u)u) =
1
2
∂2i,j(σ
i,k(x, u)σk,j(x, u)u),
which is of the same type as equation (1.1). In particular, we notice that both first order
and second order correction terms appear, and that they are both nonlocal in the variable
u. For the exact definition of b, we refer to (A.3) below.
Stochastic scalar conservation laws and thus stochastic PDE of the type (1.1) arise in
several applications. Examples are provided by the theory of mean field systems (see
Sznitman [39] for an overview) and mean field games with common noise introduced by
Lasry and Lions [27–29], with an extensive treatment given by Carmona, Delarue in [8,9].
Consider the empirical law LNt :=
1
N
∑N
j=1 δXjt
of the solution (X1, . . . ,XN ) : [0, T ]×Ω →
R
dN of the weakly interacting particle system
(1.4) dXit = σ(X
i
t ,
1
N
N∑
j=1
δ
X
j
t
) ◦ dW, Xit |t=0 = Xi0, for i = 1, · · · , N,
with initial conditions (Xi0)i≥1 independent and identically distributed. The random mea-
sure LN converges, as N → ∞, to a random measure u which evolves according to (1.2)
(cf. Section 3.1 below).
The above mentioned convergence of (random) empirical measures is closely linked to the
phenomenon of propagation of chaos and to McKean-Vlasov SDE (cf. e.g. [12,35,36,38]).
More precisely, in the limit N → ∞, solutions to (1.4) converge to the solution to the
McKean-Vlasov SDE
(1.5) dXt = σ(Xt,L(Xt | W)) ◦ dW, Xt|t=0 = X10 ,
where L(X | W) is the conditional law of X with respect to W , as explained in detail in
(2.3) below. Given a solution X to (1.5) its conditional law L(X | W) then satisfies (1.2).
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Noticeably, all of the particles in (1.4) are subject to the same common noise. For this
reason, no averaging effect with respect to this noise is observed and it thus survives in
the limit N →∞, leading to a stochastic PDE.
Literature. Stochastic scalar conservation laws have been the object of several studies.
In the case that σ(x, u) = σ(u(x)), that is, coefficients σ depending on u in a local and spa-
tially homogeneous way, this class of stochastic PDE was introduced by Lions, Perthame,
Souganidis in [30]. For linear, spatially inhomogeneous coefficients, the well-posedness of
entropy solutions was shown by Friz, Gess in [17]. The case of local, nonlinear coeffi-
cients was later generalized to spatially inhomogeneous coefficients by Lions, Perthame,
Souganidis in [31], Gess, Souganidis in [20] and to include second order operators by Gess,
Souganidis in [21] and Fehrman, Gess in [16]. Qualitative properties of solutions, such as
regularity and finite speed of propagation has been considered by Gassiat, Gess in [18]
and Gassiat, Gess, Lions, Souganidis in [19].
In a recent article [2], Barbu and Ro¨ckner treat McKean-Vlasov SDE when the dependence
on the law is local, proving, roughly speaking, that if there is a solution to the scalar
conservation law (1.2), then there also is a solution to the McKean-Vlasov equation (1.5).
The existence and uniqueness of solutions to deterministic non-linear Fokker-Planck equa-
tions of the form (1.1) with σ ≡ 0 has been recently studied by several authors in
[5–7,33,34].
As mentioned above, to the best of our knowledge, the uniqueness of solutions to non-local
stochastic PDE of the type (1.1) is known only in the class of solutions µ such that for each
t > 0, u(t) is absolutely continuous with respect to Lebesgue measure and has a density
in L2(Rd) (cf. Kurtz, Xiong [25, p. 115]). Under more restrictive conditions, either on the
class of solutions or on the coefficients of (1.1), the well-posedness of solutions to SPDE
of the type (1.1) had been previously considered by Dawson, Vaillancourt in [13], where
the uniqueness of solutions has been obtained by several methods, e.g. by constructing a
dual process, by coupling arguments and by the Krylov-Rozovskii ”variational” approach
to SPDE.
Motivated from fluid dynamics in vorticity form, also signed measure-valued solutions to
SPDE of the type (1.1) have been considered in the literature. We refer to Re´millard,
Vaillancourt [37], Kotelenez [23], Kotelenez, Seadler [24], Amirdjanova, Xiong [1] and the
references therein. Again, uniqueness of solutions was obtained only under more restrictive
assumptions.
Outline of the proof. The proof of uniqueness of solution to (1.1) put forward in the
present work relies on the well-posedness for the Lagrangian characteristics
(1.6)
{
dXt = b(Xt, µt)dt+ σ(Xt, µt)dWt + α(Xt, µt)dBt, µt := L(Xt | W)
Xt|t=0 = X0,
whereW and B are independent Brownian motions, X0 is an independent random variable
on some filtered probability space (Ω,F , (Ft)t≥0,P) and α := [2a− σTσ] 12 .
The proof of uniqueness of solutions to (1.1) proceeds by freezing the coefficients of equa-
tion (1.1) and proving the uniqueness of solutions to the resulting linear equation
∂tµ¯ = ∂
2
i,j(a¯
ij(t, x)µ¯)− ∂i(b¯i(t, x)µ¯)− ∂i(σ¯ik(t, x)µ¯)dW kt .(1.7)
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At this point, in contrary to the previous work [25], the uniqueness of measure-valued
solutions to (1.7) has to be shown, while [25] was restricted to solutions allowing square-
integrable densities. Here the above mentioned duality argument comes into play, on which
we comment in more detail below. The uniqueness of solutions to (1.7) then implies that
each solution µ to (1.1) is given as the conditional law L(X | W) of a solution to (1.6).
Therefore, uniqueness to (1.6) implies the uniqueness for (1.1).
In order to prove the uniqueness of solutions to (1.7), we employ a duality argument,
which leads to the backward stochastic PDE
(1.8) ∂tf = −ai,j∂2i,jf − bi∂if − σi,k∂ivk + vkdW k, fT = ϕ,
where the terminal condition is a sufficiently smooth random test function. We emphasize
that in the case of stochastic scalar conservation laws (1.2), and equivalently (1.3) in Itoˆ
form, we have
ai,j(u) =
1
2
σi,k(u)σk,j(u),
which implies that (1.8) is degenerate. For background on degenerate backward stochastic
PDE we refer to [15,22,40,41]. In order to invoke the duality argument for measure-valued
solutions, we require classical solutions to (1.8) which can be obtained based on [15] by
Du, Tang, Zhang, and Sobolev embedding. It then follows (cf. Lemma 4.7 below) that
(1.9) E〈µt, ϕ〉 = E〈µt, ft〉 = E〈µ0, f0〉,
which implies the uniqueness of measure-valued solutions to (1.7). We also refer to Zhou
[41] and Diehl, Friz, Stannat [14] for results on the duality of stochastic PDE and backward
stochastic PDE.
Structure of the paper. In Section 2 we will set the notation. In Section 3 we analyze
the Lagrangian dynamics. Section 4 is devoted to the proof of well-posedness of linear
SPDEs using Holmgren principle. In Section 5 we prove well-posedness for the non-local
SPDE (1.1).
2. Notations and assumptions
We fix two numbers d, d1 ∈ N. We will use the following notational conventions for the
indices: i, j ∈ {1, . . . , d} and k ∈ {1, . . . , d1}.
For any multi-index α = (α1, . . . , αd), we set
Dα =
(
∂
∂x1
)α1 ( ∂
∂x2
)α2
· · ·
(
∂
∂xd
)αd
and |α| = α1 + · · · + αd.
Let C∞c and C
n be the set of infinitely differentiable differentiable real-valued functions of
compact support defined on Rd and the set of n times continuously differentiable functions
on Rd such that
‖ϕ‖Cn :=
∑
|α|≤n
sup
x∈Rd
|Dαϕ| < +∞.
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Let Lip1 be the space of Lipschitz continuous functions in C
0, such that
‖ϕ‖C0 , sup
x 6=y∈Rd
|ϕ(x)− ϕ(y)|
|x− y| ≤ 1.
For a function f ∈ C([0, T ];Rd) we call ‖f‖∞ its supremum norm.
For p > 1 and an integer m ≥ 0, we let Wm,p = Wm,p(Rd;R) be the Sobolev space of
real-valued functions on Rd with finite norm
‖f‖Wm,p :=

∑
|α|≤n
∫
Rd
|Dαf(x)|pdx


1
p
<∞.
In the same way, denote byWm,p(Rd1) =Wm,p(Rd;Rd1) the Sobolev space of d1-dimensional
vector-valued functions on Rd, equipped with the norm
‖v‖Wm,p :=
(
d1∑
k=1
‖vk‖pWm,p
) 1
p
<∞.
We call M±(Rd) the space of finite signed measures on Rd. On this space we define the
total variation norm
‖µ‖TV = sup
‖ϕ‖
C0
≤1
〈µ,ϕ〉.
For r > 0, we define M±≤r := {µ ∈ M±(Rd) | ‖µ‖TV ≤ r}.
We call M(Rd) ⊂ M±(Rd) (resp. P(Rd)) the space of finite positive (resp. probability)
measures on Rd.
For r > 0, we call Mr(Rd) the space of measures in M(Rd) with total variation equal to
r, namely
Mr(Rd) =
{
µ ∈ M(Rd) | ‖µ‖TV = r
}
.
It is worth mentioning that M1(Rd) = P(Rd). We endow Mr(Rd) with the Kantorovic-
Rubinstein norm
‖µ‖ := sup
ϕ∈Lip1
(∫
Rd
ϕdµ
)
, ∀ν ∈ Mr(Rd)
and let ρ be the induced metric. On Mr we consider the Borel σ-algebra induced by ρ.
From [4, Theorem 8.3.2], we have that the metric ρ metrizes the weak convergence of
measures. Moreover, the space (M(Rd), ρ) is complete and separable, see [4, Theorem
8.9.4].
On a filtered probability space (Ω,F , (Ft)t≥0,P), let W be a d1-dimensional Brownian
motion. Let (Wst )t≥s be the completion of the filtration generated by the increments of
W starting from s, namely the completion of
Wst := σ(Wr −Ws : s ≤ r ≤ t), ∀s ≤ t ∈ [0,∞).
To simplify the notation, we omit the dependence from the starting time when it is zero,
i.e. Wt := W0t . Moreover, we set W := ∨t≥0Wt. It follows from the independence of the
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increments of the Brownian motion, that W = Wt ∨ (∨T≥tWtT ), for all t ∈ [0, T ]. Here
with F ∨ G we indicate the σ-algebra generated by the union of the two σ-algebras.
Definition 2.1. We say that the filtration (Ft)t≥0 is compatible with the Brownian motion
W , if W is (Ft)t≥0-adapted and if there exists a complete filtration (Gt)t≥0, such that, for
every t ≥ 0, Gt is independent from Wt and
(2.1) Ft =Wt ∨ Gt.
Remark 2.2. Given an (Ft)t≥0-adapted stochastic process X : [0, T ]× Ω→ Rd, we have
(2.2) E [Xt | W] = E [Xt | Wt] , P− a.s.
This is a consequence of Lemma B.1.
Moreover, we call L(X | W) the family (L(Xt | W))t≥0 ⊂ P(Rd), such that for every
t ∈ [0, T ] and ϕ ∈ C0, we have
(2.3) 〈L(Xt | W), ϕ〉 := E [ϕ(Xt) | W] = E [ϕ(Xt) | Wt] , P− a.s.
Remark 2.3. In the following we always assume that the filtration (Ft)t≥0 is compatible
with the Brownian motion W in the sense of Definition 2.1. The leading example is Ft
being the sigma algebra Wt ∨Bt ∨H, where (Bt)t≥0 is the completion of the filtration of a
Brownian motion B, independent from W , and H is the σ-algebra generated by the initial
condition. Equality (2.2) is still true in this case.
Moreover, we will always assume that the space (Ω,F0,R) is atomless. This implies that,
given a metric space E and a probability µ ∈ P(E), we can always construct a random
variable X : Ω→ E, with X = µ. See [3, Proposition 9.1.11]
Denote by L1ω,tMr the space of (Wt)t≥0-adapted, (B(R+) × F)-measurable processes µ :
[0, T ]× Ω→Mr(Rd) such that
E
[∫ T
0
‖µt‖dt
]
< +∞.
Remark 2.4. The space L1ω,tMr is complete. Indeed: Given a Cauchy sequence (µn)n∈N ⊂
L1ω,tMr there is a subsequence (µnk)k∈N which is almost surely a Cauchy sequence in
(Mr, ‖ · ‖). SinceMr is complete, there exists a null set N ⊂ Ω, such that, for all ω ∈ N c,
there exists µ(ω) ∈ Mr such that ‖µnk(ω)−µ(ω)‖ → 0 as k →∞. Adaptedness and joint
measurability of µ follows from the respective properties of µnk . Since the norm ‖ · ‖ is
bounded, dominated convergence concludes the argument.
Denote by L1ωCtMr the space of (Wt)t≥0-adapted continuous processes µ : [0, T ] × Ω →
Mr(Rd) such that there exists ν ∈ Mr that satisfies
E
[
sup
t∈[0,T ]
‖µt‖
]
< +∞.
Notice that L1ωCtMr ⊂ L1ω,tMr.
For p ≥ 1, denote by Lpt,F the space of p-integrable, (Ft)t≥0-adapted stochastic processes
on Rd. We denote by CtL
1
ω := C([0, T ];L
1(Ω,Rd)).
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3. McKean-Vlasov stochastic differential equation
In this section we discuss the well-posedness of a McKean-Vlasov SDE. Let a, b and σ
be measurable functions as in the introduction. Throughout this section the following
assumptions are in force.
Assumptions 3.1. There is an r > 0 such that
(i) (Uniform Lipschitz continuity) There exists a constant K > 0 such that
‖a(t, x, µ) − a(t, x′, µ′)‖+ ‖σ(t, x, µ) − σ(t, x′, µ′)‖+ |b(t, x, µ) − b(t, x′, µ′)|
≤ K (|x− x′|+ ρ(µ, µ′)) ,
for all µ, µ′ ∈ Mr(Rd), t ∈ [0, T ] and x, x′ ∈ Rd.
(ii) (Uniform boundedness) There exists a constant K > 0 such that
‖a(t, x, µ)‖ + ‖σ(t, x, µ)‖ + |b(t, x, µ)| ≤ K,
for all µ ∈ Mr(Rd), t ∈ [0, T ] and x ∈ Rd.
(iii) (Parabolicity) For each (t, x, µ) ∈ [0, T ]× Rd ×Mr(Rd),
[2aij(t, x, µ)− σikσjk(t, x, µ)]ξiξj ≥ 0, ∀ξ ∈ Rd.
From now on assume that Assumption 3.1 is satisfied. Let (Ω,F , (Ft)t≥0,P) be a fil-
tered probability space and W a d1-dimensional Brownian motion on this space, which is
compatible with (Ft)t≥0 in the sense of Definition 2.1. Let B be a d-dimensional (Ft)t≥0-
adapted Brownian motion independent of W . Moreover, assume that X0 : Ω → Rd is an
F0-measurable random variable. Notice that X0 is independent of W and B.
We set
(3.1) α(t, x, µ) :=
[
2a(t, x, µ) − σT (t, x, µ)σ(t, x, µ)] 12 ∀t ∈ [0, T ], x ∈ Rd, µ ∈M(Rd).
It follows from Assumption 3.1 (iii) that α(t, x, µ) is well defined as a symmetric matrix.
Moreover, α is Lipschitz continuous and bounded in its variables µ and x, namely, there
exists a constant K > 0, possibly different than before, such that for all t ∈ [0, T ],
x, x′ ∈ Rd and µ, µ′ ∈ Mr(Rd),
‖α(t, x, µ) − α(t, x′, µ′)‖ ≤ K (|x− x′|+ ρ(µ, µ′)) .
We consider the McKean-Vlasov SDE
(3.2)


dXt = b(t,Xt, µt)dt+ σ(t,Xt, µt)dWt + α(t,Xt, µt)dBt,
Xt|t=0 = X0,
µt := rL(Xt | W).
Definition 3.2. Let X0 : Ω → Rd, be F0-measurable, r > 0 and define µ0 := rL(X0).
We say that a stochastic process (X,µ) : [0, T ] × Ω → Rd × Mr is a solution to the
McKean-Vlasov equation (3.2) with initial condition X0, if
i. X is (Ft)t∈[0,T ]-adapted and time-continuous.
ii. µ ∈ L1ω,tMr and for all t ∈ [0, T ],
µt = rL(Xt | W), P− a.s.
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iii. The following integral equation is satisfied, namely, ∀t ∈ [0, T ],
Xt = X0 +
∫ t
0
b(s,Xs, µs)ds+
∫ t
0
σ(s,Xs, µs)dWs +
∫ t
0
α(s,Xs, µs)dBs, P− a.s.
We obtain the following well-posedness result for equation (3.2).
Theorem 3.3. Fix r > 0 and assume Assumption 3.1. Let X0 : Ω → Rd, be F0-
measurable. Then, there exists a unique solution (X,µ) to equation (3.2) in the sense
of Definition 3.2. In addition, the solution satisfies µ ∈ L1ωCtMr.
Proof. This well-posedness result is a direct consequence of [25, Theorem 2.3]. However,
we provide an alternate proof here avoiding the infinite interacting particle system used
in [25], but rather studying equation (3.2) directly. To prove the existence of a solution
we start with a stochastic process µ ∈ L1ω,tMr and we freeze the coefficients in (3.2), to
obtain the following equation
(3.3)
{
dXµt = b(t,X
µ
t , µt)dt+ σ(t,X
µ
t , µt)dWt + α(t,X
µ
t , µt)dBt
Xµ0 = X0.
The coefficients b(t, x, µt), σ(t, x, µt), α(t, x, µt) are progressively measurable, Lipschitz con-
tinuous and bounded. Hence, there exists a unique time-continuous (Ft)t≥0-adapted solu-
tion (Xµt )t∈[0,T ] to equation (3.3), see [32, Theorem 3.1.1].
We define the following operator
(3.4)
Φ : L1ω,tMr → L1ω,tMr
µ 7→ rL(Xµ | W)
and we will prove that its iterates Φk for k large enough are contractions with respect to
the metric
d(µ, ν) := E
[∫ T
0
ρ(µt, νt)dt
]
, ∀µ, ν ∈ L1ω,tMr.
Let s, t ∈ [0, T ], p ∈ [1,∞), and µ ∈ L1ω,tMr, we have
Eρ(Φ(µ)t,Φ(µ)s)
p ≤ rE|Xµt −Xµs |p.
Standard estimates on the solutions of SDEs and Kolmogorov’s continuity theorem imply
that the process Φ(µ) has a modification which is time continuous with respect to the
weak topology, which is induced by ρ. Hence, Φ(µ) ∈ L1ωCtMr ⊂ L1ω,tMr.
We proceed by proving that Φ is a contraction on (L1ω,tMr, d). By the definition of the
Kantorovich-Rubinstein metric and using the conditional Jensen inequality, we have for
each t ∈ [0, T ],
E
∫ t
0
ρ(Φ(µ)s,Φ(ν)s)ds =E
[∫ t
0
sup
ϕ∈Lip1
E [rϕ(Xµs )− rϕ(Xνs ) | W] ds
]
≤r
∫ t
0
E|Xµs −Xνs |ds, ∀µ, ν ∈ L1ω,tMr.
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Using standard estimates for the solutions of SDEs, Lemma B.2, the Burkholder-Davis-
Gundy inequality, Assumption 3.1 (i) and Gronwall’s Lemma, we have
E|Xµt −Xνt | ≤ eCt
∫ t
0
Eρ(µs, νs)ds.
Hence,
E
∫ t
0
ρ(Φ(µ)s,Φ(ν)s)ds ≤ reCT
∫ t
0
∫ s
0
Eρ(Φ(µ)r,Φ(ν)r)drds,
where the constant C > 0 depends only on r and K as given in Assumption 3.1. Iterating
the operator Φ k-times, yields the following inequality
E
∫ T
0
ρ(Φk(µ)t,Φ
k(ν)t)dt ≤r
∫ T
0
E|XΦk−1(µ)t −XΦ
k−1(ν)
t |dt
≤rkekCT
∫ T
0
· · ·
∫ tk−1
0
Eρ(µtk , νtk)dtk · · · dt1
≤ r
kekCT
(k − 1)!
∫ T
0
Eρ(µt, νt)dt.
If k is large enough, the coefficient rkekCT /(k − 1)! is less then one. Hence, Φk is a
contraction on L1ω,tMr and thus has a unique fixed point. This fixed point is also the
unique fixed point of Φ, see [11, Prop 2.3]. Since solutions to (3.2) are precisely the fixed
points of Φ, this yields the existence and uniqueness of solutions to the McKean-Vlasov
equation (3.2). 
Remark 3.4. We note that, under more restrictive assumptions on the coefficients, the
conditional law µ = L(X | W) of a solution X to (3.2) does not depend on X0 but only
on µ0 := L(X0). This follows from the results proved later in Section 5. Indeed, assuming
Assumption 5.1 with m > d2+2, Theorem 5.3 implies that µ is a solution to equation (1.1)
in the sense of Definition 5.2. Thanks to Theorem 5.4, this solution is unique, given the
initial law µ0. This implies that µ only depends on X0 via its law µ0 = L(X0).
3.1. Remarks on the associated interacting particle system. Let (Ω,F , (Ft)t≥0,P)
be a filtered probability space. Let W be an (Ft)t≥0-compatible Brownian motion and
(Xi0)i≥0 be a sequence of independent and identically distributed (IID) random variables in
L2(Ω,F0;Rd) with law µ0. Moreover, consider a sequence of independent (Ft)t≥0-adapted
Brownian motions (Bit)t≥0, which are jointly independent of W and (X
i
0)i≥0.
Consider the following system of interacting particles on Rd, ∀t ∈ [0, T ], i = 1, . . . , N ,{
dXi,Nt = b(t,X
i,N
t , L
N
t )dt+ σ(t,X
i,N
t , L
N
t )dWt + α(t,X
i,N
t , L
N
t )dB
i
t
Xi,N0 = X
i
0,
where LNt :=
1
N
∑N
i=1 δXi,Nt
is the empirical measure of the system.
In this section, we work under the following additional assumption.
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Assumptions 3.5. There is a constant K > 0 such that, for any IID sequence of random
variables (Xi)i≥0 on R
d, with law µ, the following holds, for every x ∈ Rd,
E
∣∣σ(x,LN )− σ(x, µ)∣∣2 + E ∣∣b(x,LN )− b(x, µ)∣∣2 + E ∣∣α(x,LN )− α(x, µ)∣∣2 ≤ K2
N
,
where LN := 1
N
∑N
i=1 δXi .
It is proved in [26, Theorem 2.3] that each particle Xi,Nt converges to a solution X
i
t of
equation (3.2) with initial condition Xi0 and driving noise W and B
i, in the sense, that,
for each i ≥ 0 and T > 0,
E
[
sup
t∈[0,T ]
|Xi,Nt −Xit |2
]
≤ C(T )
N
.
Moreover, from [26, Corollary 2.4], the empirical measure LNt converges, as N → ∞, to
the conditional law µt = L(X1t | W), that is, for each ϕ ∈ Lip1, t ∈ [0, T ],
(3.5) E|〈LNt , ϕ〉 − 〈µt, ϕ〉| ≤
C(t)√
N
.
Notice that here X1 is not special, we could define µt = L(Xit | W), for any i ≥ 0, and
have the same result. Moreover, we will see in Section 4 that µ is the solution to equation
(1.1) as given by Theorem 5.3 below.
A result of propagation of chaos, similar to the one stated in [39] can be obtained. In this
case, however, the propagation of chaos is conditional to the common noise W .
Lemma 3.6. The interacting particles (Xi,N )i=1,...,N are µ chaotic, conditional to W , in
the sense that, for k ∈ N, and ϕ1, . . . , ϕk ∈ ϕ ∈ Lip1, we have
lim
N→∞
E
∣∣∣∣∣E
[
ϕ1(X1,Nt ) · . . . · ϕk(Xk,Nt ) | W
]
−
k∏
i=1
〈µt, ϕi〉
∣∣∣∣∣ = 0, ∀t ∈ [0, T ].
Proof. Without loss of generality, assume k = 2. First notice that, for i 6= j, ∀t ∈ [0, T ],
Xit is independent of X
1
t , conditionally to W, which implies,
〈µt, ϕ1〉〈µt, ϕ2〉 = E
[
ϕ1(Xit)ϕ
2(Xjt ) | W
]
P− a.s.,
where we used that, for every i ≥ 1, µt = L(Xit | W). Moreover, the particles are
exchangeable, even when conditioned to W, ∀i 6= j,∀t ∈ [0, T ],
L((Xi,Nt ,Xj,Nt ) | W) = L((X1,Nt ,X2,Nt ) | W), L((Xi,Nt ,Xit ) | W) = L((X1,Nt ,X1t )).
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We observe, ∀t ∈ [0, T ], P-a.s.,
E
[
ϕ1(X1,Nt )ϕ
2(X2,Nt ) | W
]
− 〈µt, ϕ1〉〈µt, ϕ2〉
= E

 1
N(N − 1)
N∑
i 6=j=1
[
ϕ1(Xi,Nt )
(
ϕ2(Xj,Nt )− ϕ2(Xjt )
)]
| W

(3.6)
+ E

 1
N(N − 1)
N∑
i 6=j=1
[
ϕ2(Xit)
(
ϕ1(Xj,Nt )− ϕ1(Xjt )
)]
| W

 .
We take the absolute value and expectation and show that both terms on the right hand
side converge to zero as N → ∞. We only consider the first term on the right hand side
of (3.6), since the treatment of the remaining one proceed analogously.
E
∣∣∣∣∣∣E

 1
N(N − 1)
N∑
i 6=j=1
[
ϕ1(Xi,Nt )
(
ϕ2(Xj,Nt )− ϕ2(Xjt )
)]
| W


∣∣∣∣∣∣
≤E
∣∣∣∣∣∣
1
N(N − 1)
N∑
i=1
ϕ1(Xi,Nt )
∑
j 6=i
(
ϕ2(Xj,Nt )− ϕ2(Xjt )
)∣∣∣∣∣∣
≤‖ϕ1‖C0E
∣∣∣∣∣∣
1
(N − 1)
∑
j 6=1
(
ϕ2(Xj,Nt )− ϕ2(Xjt )
)∣∣∣∣∣∣
≤‖ϕ1‖C0
N
N − 1E
∣∣∣∣∣∣
1
N
N∑
j=1
ϕ2(Xi,Nt )− 〈µt, ϕ2〉
∣∣∣∣∣∣+ ‖ϕ1‖C0
1
N − 1E|ϕ
2(X1,Nt )|.
This last quantity goes to zero because of (3.5). 
4. Linear stochastic pde
Let (Ω,F , (Ft)t≥0,P) be a filtered probability space, compatible with a d1-dimensional
Brownian motion W in the sense of Definition 2.1.
In this section we study the well-posedness of solutions to the linear version of (1.1), that
is, the SPDE,
(4.1)
{
∂tµ = ∂
2
i,j(a
ijµ)− ∂i(biµ)− ∂i(σikµ)dW kt ,
µ|t=0 = µ0 ∈ Mr(Rd),
where a(t, x, ω), σ(t, x, ω) and b(t, x, ω) satisfy the following assumptions
Assumptions 4.1. Let m ∈ N ∪ {0}.
(i) The function a(t, x, ω) := (ai,j(t, x, ω)) : R+ × Rd × Ω → Sd is measurable and
(Wt)t≥0-adapted. Moreover, there exists a positive constant Km such that for all
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(t, ω) ∈ R+ × Ω, a(t, ·, ω) ∈ Cm(Rd;Sd) (the set of m-times bounded differentiable
functions on the space of real symmetric d× d matrices) and
sup
t,ω
‖a(t, ·, ω)‖Cm ≤ Km.
(ii) The function b(t, x, ω) := (bi(t, x, ω)) : R+ × Rd × Ω → Rd is measurable and
(Wt)t≥0-adapted. Moreover, there exists a positive constant Km such that for all
(t, ω) ∈ R+ ×Ω, b(t, ·, ω) ∈ Cm(Rd;Rd) and
sup
t,ω
‖b(t, ·, ω)‖Cm ≤ Km.
(iii) The function σ(t, x, ω) := (σi,k(t, x, ω)) : R+ ×Rd × Ω→ Rd×d1 is measurable and
(Wt)t≥0-adapted. Moreover, there exists a positive constant Km such that for all
(t, ω) ∈ R+ ×Ω, σ(t, ·, ω) ∈ Cm(Rd;Rd×d1) and
sup
t,ω
‖σ(t, ·, ω)‖Cm ≤ Km.
(iv) (Uniform Lipschitz continuity) There exists a constant K > 0 such that, for t ∈
[0, T ], x, x′ ∈ Rd and ω ∈ Ω,
‖a(t, x, ω)− a(t, x′, ω)‖+ ‖σ(t, x, ω) − σ(t, x′, ω)‖+ |b(t, x, ω) − b(t, x′, ω)| ≤ K|x− x′|.
(v) (Parabolicity) For each (t, x, ω) ∈ [0, T ]× Rd × Ω,
[2aij(t, x, ω)− σikσjk(t, x, ω)]ξiξj ≥ 0, ∀ξ ∈ Rd.
Remark 4.2. Assumption 4.1 (iv) is implied by Assumptions (i)-(iii), if m ≥ 1.
In the following we fix r > 0 and we assume that Assumption 4.1 is satisfied with m = 0.
Definition 4.3. We say that µ ∈ L1ω,tMr is a solution to equation (4.1) with initial
condition µ0 ∈ Mr(Rd), if for every ϕ ∈ C2(Rd) and t ∈ [0, T ] there exists a set of full
measure Ω′ ⊂ Ω on which the following integral equation is satisfied,
(4.2) 〈µt, ϕ〉 = 〈µ0, ϕ〉 +
∫ t
0
〈µs, ai,j∂2i,jϕ〉ds +
∫ t
0
〈µs, bi∂iϕ〉ds +
∫ t
0
〈µs, σi,k∂iϕ〉dW ks .
Remark 4.4. We note that that all the terms in the right-hand side of (4.2) are well-defined,
because the coefficients a, b, σ are (Wt)t≥0-adapted and bounded and each (B(R+) × F)-
measurable, (Wt)t≥0-adapted process has a predictable dt⊗ P-version [10, Theorem 3.8].
We next consider the existence of solutions to the linear equation (4.1). Consider the
linear version of system (3.2), that is
(4.3)
{
dXt = b(t,Xt)dt+ σ(t,Xt)dWt + α(t,Xt)dBt
Xt|t=0 = X0,
where the coefficients are fixed, (Ft)t≥0-adapted stochastic processes satisfying Assump-
tions 4.1 with m = 0. X0 : Ω→ Rd is an F0-measurable random variable. As we noted in
the proof of Theorem 3.3, there exists a unique time-continuous (Ft)t≥0-adapted solution
(Xt)t∈[0,T ] to equation (3.3), see [32, Theorem 3.1.1]. Using this solution, the following
lemma can be proved in the same way as Theorem 5.3, below.
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Lemma 4.5. Let X0 : Ω → Rd be an F0-measurable random variable, r > 0 and define
µ0 := rL(X0). Assume Assumption 4.1 with m = 0. Then, there exists a solution µ ∈
L1ωCtMr to equation (4.1) in the sense of Definition 4.3. This solution is given as µ =
(µt)t∈[0,T ] := (rL(Xt | W))t∈[0,T ] for every t ∈ [0, T ], where Xt is the unique strong solution
to equation (4.3).
To prove the uniqueness of solutions to the linear equation (4.1), we introduce the dual
BSPDE. We fix t ∈ [0, T ] and we take a test function ϕ which is Ft × B(Rd)-measurable
with ϕ ∈ L∞(Ω,Ft, C∞c (Rd)). Consider the following BSPDE
(4.4)
{
∂tf = −ai,j∂2i,jf − bi∂if − σi,k∂ivk + vkdW k
ft = ϕ,
on Rd × [0, t].
Definition 4.6. Let t ∈ [0, T ], m ≥ 1 and ϕ ∈ L∞(Ω,Wt, C∞c (Rd)). A process (f, v) :
[0, t] × Ω → W 2,m ×W 1,m is a solution to equation (4.4) with terminal condition ϕ, if it
is progressively measurable and if there is a set Ω′ ⊆ Ω of full measure such that
f(s, x) = ϕ(x) +
∫ t
s
(
ai,j∂2i,jf + b
i∂if + σ
i,k∂iv
k
)
(r, x)dr −
∫ t
s
vk(r, x)dW kr
for all ω ∈ Ω′, s ∈ [0, t] and x ∈ Rd.
Let m be an integer such that 2(m− 2) > d. If the coefficients b, σ, a satisfy Assumptions
4.1, it follows from [15, Theorem 2.1, Corollary 2.2] that there exists a pair of random
fields (f, v) such that,
(4.5) f ∈ L2ωC0tWm,2x and σ · ∇f + v ∈ L2ω,tWm,2x ,
which is jointly continuous in (t, x) and is a strong solution to equation (4.4) in the sense
of Definition 4.6.
By the assumptions on m and by the Sobolev embedding theorem it follows that
(4.6) f, σ · ∇f + v ∈ L2ωC0t C2x(R2), which implies that v ∈ L2ω,tC1x(Rd).
We can now show the duality between equations (4.1) and (4.4).
Lemma 4.7. Fix t ∈ [0, T ], let m be an integer such that 2(m − 2) > d and let b, σ, a be
(Wt)t∈[0,T ]-adapted processes satisfying Assumptions 4.1.
Let µ : [0, T ]×Ω→M±≤2r be an (Wt)t∈[0,T ]-adapted process, such that for every ϕ ∈ C2(Rd)
and t ∈ [0, T ] there exists a set of full measure Ω′ ⊂ Ω on which µ satisfies the integral
equation (4.2).
If f is a solution to equation (4.4) in the sense of Definition 4.6 with terminal condition
ft = ϕ ∈ L∞(Ω,Wt, C∞c (Rd)), then
E〈µt, ϕ〉 = E〈µ0, f0〉.
Proof. Let ηǫ be a standard mollifier, i.e., ηǫ(x) :=
1
ǫd
η(x
ǫ
), with
η ∈ C∞c (Rd), η ≥ 0,
∫
Rd
η(x)dx = 1.
14 MICHELE COGHI AND BENJAMIN GESS
For each x ∈ Rd, we define ηǫx(y) := ηǫ(x − y). The function µǫ := µ ∗ ηǫ satisfies:
∀x ∈ Rd,∀ǫ > 0, there exists a set of full measure Ωx,ǫ, such that
µǫt(x) =µ
ǫ
0(x)−
∫ t
0
〈µs, σi,ks ∂xiηǫx〉dW ks +
∫ t
0
〈µs, ai,js ∂2xi,xjηǫx − bis∂xiηǫx〉ds, ∀ω ∈ Ωx,ǫ.
Using Itoˆ’s formula we can compute the product µǫt(x)ft(x) and obtain the following
equality on a set of full measure Ωx,ǫ, possibly different from the previous one,
µǫt(x)ft(x) =µ
ǫ
0(x)f0(x)−
∫ t
0
〈µs, σi,ks ∂xiηǫx〉fs(x)dW ks +
∫ t
0
µǫs(x)v
k
s (x)dW
k
s(4.7)
+
∫ t
0
〈µs, ai,js ∂2xi,xjηǫx − bis∂xiηǫx〉fs(x)ds(4.8)
−
∫ t
0
µǫs(x)
[
ai,js ∂
2
xi,xj
fs + b
i
s∂xifs
]
(x)ds(4.9)
−
∫ t
0
〈µs, σi,k∂xiηǫx〉vks (x)ds −
∫ t
0
µǫs(x)[σ
i,k∂xiv
k
s ](x)ds.(4.10)
For every x, we can take the expectation of both sides of (4.7) - (4.10) and obtain an
equality on all of Rd. We notice that the Itoˆ integrals in (4.7) are martingales because
their arguments are in L2ω,t, which is a consequence of (4.6). It follows that both martingale
terms vanish in expectation.
Next, we integrate over Rd, use Fubini’s theorem to interchange Lebesgue integration and
expectation, and take the limit ǫ→ 0. It remains to identify the limit as ǫ→ 0 of each of
the resulting terms:
E〈µǫt , ft〉 − E〈µt, ft〉 = E
[∫∫
Rd×Rd
ηǫ(x− y)ft(x)dµt(y)dx−
∫
Rd
ft(x)dµt(x)
]
= E
∫
Rd
[(ηǫ ∗ ft)(x)− ft(x)]dµt(x).
From the regularity of f and v, namely (4.6), it follows that the integration of ft(x)
with respect to µ(dx) is well defined. The joint time-space continuity of f together with
the maximum principle for the solution of the backward equation (4.4), which is proved
in [15, Corollary 2.3], imply that there exists a constant C > 0, such that, for all t ∈ [0, T ],
x ∈ Rd and for almost all ω ∈ Ω,
|ft(x, ω)| ≤ C.
Hence, we can apply dominated convergence to conclude
E
∫
Rd
[(ηǫ ∗ ft)(x)− ft(x)]dµt(x)→ 0, as ǫ→ 0.
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The same argument can be applied at time t = 0. We next study the convergence of
(4.10).
−E
∫ t
0
〈〈µs, σi,k∂xiηǫ· 〉, vks 〉ds − E
∫ t
0
〈µǫs, σi,k∂xivks 〉ds
=E
∫ t
0
∫
Rd
σi,k(∂iv
k
s ∗ ηǫ)(x)µs(dx)ds − E
∫ t
0
∫
Rd
[(σi,k∂iv
k
s ) ∗ ηǫ](x)µs(dx)ds.(4.11)
Both the first and the second integrand converge, as ǫ→ 0 to σi,ks (x)∂ivks (x) because of the
properties of the mollifier ηǫ. We aim to take the limit under the integration to conclude
that the right-hand side of (4.11) converges to zero in the limit ǫ ↓ 0. Notice that
σi,k(∂iv
k
s ∗ ηǫ)(x), [(σi,k∂ivks ) ∗ ηǫ](x) ≤ Km‖vs‖C1 , P− a.s.,
which is integrable with respect to the measure µs(dx)dsP(dω) since v ∈ L2ω,tC1x. Hence,
we can apply the dominated convergence theorem in (4.11) to conclude.
The same reasoning can be applied to show that (4.8), (4.9) converge to
±
∫ t
0
〈µs, ai,js ∂2i,jfs + bis∂ifs〉ds,
and thus cancel in the limit ǫ ↓ 0. 
Theorem 4.8. Let m be an integer such that 2(m − 2) > d. If the coefficients b, σ, a
are (Ft)t∈[0,T ]-adapted processes satisfying Assumptions 4.1, then, equation (4.1) admits
at most one solution in the sense of Definition 4.3.
Proof. We use the weak formulation (4.2) and a duality arguments to prove that the
solution to equation (4.1) is unique if equation (4.4) admits a classical solution. Let
µ1, µ2 ∈ L1ω,tMr be two solutions to (4.1) in the sense of Definition 4.3 and define µ :=
µ1 − µ2 : [0, T ] × Ω→M±≤2r. Let t ∈ [0, T ], ϕ ∈ C∞c (Rd), and define ϕ˜ := sign〈µt, ϕ〉ϕ ∈
L∞(Ω,Wt, C∞c (Rd)).
By linearity, µ satisfies the integral formulation (4.2). Hence, it follows from Lemma 4.7,
applied to equation (4.4) with terminal condition ϕ˜, that
E|〈µt, ϕ〉| = E[〈µt, ϕ˜〉] = E[〈µ0, f0〉] = 0,
where the last equality is satisfied when the initial conditions, µ10 and µ
2
0, are the same.
Hence, we have that 〈µt, ϕ〉 = 0 on a set of full measure. Since the function t 7→ 〈µt, ϕ〉 is
continuous, we can easily see that the set of full measure only depends on ϕ, that is,
∀ϕ ∈ C∞c (Rd,R+), ∃Ωϕ ⊂ Ω, ∀t ∈ [0, T ], 〈µt, ϕ〉 = 0.
Let R ∈ N, we call BR ⊂ Rd, the ball of radius R. We have that the space C∞c (BR,R+)
is separable. Hence,
∀R ∈ N, ∃ΩR ⊂ Ω, ∀ϕ ∈ C∞c (BR,R+), ∀t ∈ [0, T ], 〈µt, ϕ〉 = 0.
We conclude the proof by noticing that on the set of full measure ∩R∈NΩR, 〈µt, ϕ〉 = 0,
∀ϕ ∈ C∞c (Rd,R+), ∀t ∈ [0, T ]. 
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5. Non-local Fokker-Planck equations
In this section we study the existence and uniqueness of solutions to equation (1.1). After
giving the definition of a solution, we prove the existence via the McKean-Vlasov SDE
(3.2). The uniqueness follows from the uniqueness of solutions to the linear equation and
well-posedness of the McKean-Vlasov SDE.
We will use the following assumptions.
Assumptions 5.1. Let m ∈ N ∪ {0}, assume
(i) The function a(t, x, µ) := (ai(t, x, µ)) : R+ × Rd ×M(Rd) → Sd is measurable.
Moreover, there exists a positive constant Km such that for all (t, µ) ∈ R+×M(Rd),
a(t, ·, µ) ∈ Cm(Rd;Sd) and
sup
t,µ
‖a(t, ·, µ)‖Cm ≤ Km.
(ii) The function b(t, x, µ) := (bi(t, x, µ)) : R+ × Rd ×M(Rd) → Rd is measurable.
Moreover, there exists a positive constant Km such that for all (t, µ) ∈ R+×M(Rd),
b(t, ·, µ) ∈ Cm(Rd;Rd×d1) and
sup
t,µ
‖b(t, ·, µ)‖Cm ≤ Km.
(iii) The function σ(t, x, µ) := (σi,k(t, x, µ)) : R+×Rd×M(Rd)→ Rd×d1 is measurable.
Moreover, there exists a positive constant Km such that for all (t, µ) ∈ R+×M(Rd),
σ(t, ·, µ) ∈ Cm(Rd;Rd×d1) and
sup
t,µ
‖σ(t, ·, µ)‖Cm ≤ Km.
(iv) (Uniform Lipschitz continuity) There exists a constant K > 0 such that, for each
t ∈ [0, T ] and (x, µ′), (x, µ′) ∈ Rd ×Mr(Rd),
‖a(t, x, µ) − a(t, x′, µ′)‖+ ‖σ(t, x, µ) − σ(t, x′, µ′)‖+ |b(t, x, µ) − b(t, x′, µ′)|
≤ K (|x− x′|+ ρ(µ, µ′)) ,
for all µ, µ′ ∈ Mr(Rd), t ∈ [0, T ] and x, x′ ∈ Rd.
(v) (Parabolicity) For each (t, x, µ) ∈ [0, T ]× Rd ×Mr(Rd),
[2aij(t, x, µ)− σikσjk(t, x, µ)]ξiξj ≥ 0, ∀ξ ∈ Rd.
Let (Ω,F , (Ft)t≥0,P) be a filtered atomless probability space, compatible with a d1-
dimensional Brownian motion W in the sense of Definition 2.1.
Assume Assumption 5.1 with any m = 0.
Definition 5.2. We say that µ ∈ L1ω,tMr is a solution to equation (1.1) with initial
condition µ0 ∈ Mr(Rd), if for every ϕ ∈ C2(Rd) and t ∈ [0, T ], there exists a set of full
measure Ω′ ⊂ Ω on which the following integral equation is satisfied,
〈µt, ϕ〉 =〈µ0, ϕ〉+
∫ t
0
〈µs, ai,j(s, µs)∂2i,jϕ〉ds +
∫ t
0
〈µs, bi(s, µs)∂iϕ〉ds
+
∫ t
0
〈µs, σi,k(s, µs)∂iϕ〉dW ks .(5.1)
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Under Assumption 5.1 all the integrals in the previous definition are well defined. More-
over, 〈µs, σi,k(t, µs)∂iϕ〉 is (Wt)t≥0-adapted and (B(R+)×F)-measurable which is enough
for the Itoˆ integral to be defined (see Remark 4.4).
Theorem 5.3. Let r > 0 and µ0 ∈ Mr(Rd). If Assumptions 5.1 are in force with m = 0
and if (X,µ) is a solution to equation (3.2) in the sense of Definition 3.2 with any initial
condition X0 : Ω→ Rd such that µ0 = rL(X0), then µ = rL(X | W) ∈ L1ωCtMr ⊂ L1ω,tMr
is a solution to equation (1.1) in the sense of Definition 5.2, with initial condition µ0.
Proof. Since the probability space (Ω,F0,P) is atomless, there exists an F0-measurable
random variable X0 : Ω→ Rd such that µ0 = rL(X0). Assumption 5.1 imply Assumption
3.1, we can apply Theorem 3.3 to get a solution (Xt, µt) to equation (3.2) with initial
conditionX0. Using Itoˆ’s formula, we check that µt solves equation (1.1) in a distributional
sense. We have
ϕ(Xt) =ϕ(X0) +
∫ t
0
bi(s,Xs, µs)∂iϕ(Xs)ds
+
∫ t
0
1
2
[
αi,lαl,j + σi,kσk,j
]
(s,Xs, µs)∂
2
i,jϕ(Xs)ds
+
∫ t
0
σi,k(s,Xs, µs)∂iϕ(Xs)dW
k
s
+
∫ t
0
αi,j(s,Xs, µs)∂iϕ(Xs)dB
j
s , P− a.s.
By multiplying by r and taking the conditional expectation with respect to W , we obtain
equation (5.1). This follows from the definition of α and Lemma B.2.
It follows from the definition of µt as solution of the McKean-Vlasov SDE and Theorem
3.3 that µ ∈ L1ωCtMr. 
We are ready to state the uniqueness result in the nonlinear case.
Theorem 5.4. Let r > 0 and µ0 ∈ Mr(Rd). Let Assumptions 5.1 be satisfied with
m >
d
2
+ 2.
Then, the solution µ of equation (1.1) in the sense of Definition 5.2 is unique and it is
given by µ = (µt)t∈[0,T ] := (rL(Xt | W))t∈[0,T ], where Xt is a solution to equation (3.2)
with initial condition X0 : Ω→ Rd) such that µ0 = rL(X0).
Proof. Let µ ∈ L1ω,tMr be a solution to equation (1.1), and set a¯(t, x) := a(t, x, µt),
σ¯(t, x) := σ(t, x, µt) and b¯(t, x) := b(t, x, µt). We have that a¯, σ¯ and b¯ are B(R+) ×
B(Rd)×F-measurable and (Ft)t∈[0,T ]-adapted processes. It follows from Assumption 5.1
that Assumption 4.1 is satisfied by a¯, b¯, σ¯.
Let X0 : Ω → Rd be an F0-measurable random variable such that µ0 = rL(X0). Let
X : [0, T ]×Ω → Rd be a time-continuous, (Ft)t≥0-adapted solution to equation (4.3) with
coefficients given by (b¯, σ¯, [2a¯ + (σ¯)T σ¯]
1
2 ) and initial condition X0.
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Clearly, µ is also a solution to the linear equation (4.1) with coefficients (b¯, σ¯, a¯). Since
(b¯, σ¯, a¯) satisfy Assumption 4.1, Theorem 4.8 implies the uniqueness of solutions for the
linear equation (4.1) in L1ω,tMr, which implies that µ corresponds to the solution given
by Lemma 4.5, that is, µ = rL(X | W) ∈ L1ωCtMr.
This implies that the couple (X,µ) is a solution to the equation (3.2) in the sense of
Definition 3.2.
Hence, the solutions of equation (1.1) are characterized as solutions of the McKean-Vlasov
equation (3.2), in the sense that, µ ∈ L1ω,tMr is a solution to (1.1) in the sense of Definition
5.2, if and only if there exists an (Ft)t≥0-adapted stochastic process (Xt)t∈[0,T ], such that
µt = rL(Xt | W) and the pair (X,µ) is a solution to the McKean-Vlasov equation (3.2)
in the sense of Definition 3.2.
The uniqueness of solutions to (1.1) now follows from the uniqueness of solutions to the
McKean-Vlasov SDE proven in Theorem 3.3.

Appendix A. From Stochastic Scalar Conservation Laws to non-linear
stochastic Fokker-Planck equations
There is a rigorous way to rely the SSCL (1.2) to the Fokker-Planck equation (1.1) using the
concept of the Lions derivative in the space P2(Rd) :=
{
µ ∈ P(Rd) | 〈µ, | · |2〉 < +∞} of
probability measures with finite second moment, endowed with the 2-Wasserstein distance.
The results in this section are taken from [8,9]. Let (Ω,F , (Ft)t≥0,P) be an atomless filtered
probability space, compatible with a d1-dimensional Brownian motion W . We study the
following non-local scalar conservation law
(A.1) dµt + div(µtσ(x, µt) ◦ dWt) = 0,
in the following sense
Definition A.1. We say that a stochastic process µ : [0, T ]×Ω→ P2(Rd) is a solution to
equation (A.1) with initial condition µ0 ∈ P2(Rd), if for every ϕ ∈ C2(Rd) the following
conditions are satisfied:
i. The process (〈µt, σi,k(µt)∂iϕ〉)t∈[0,T ] is an (Wt)t≥0-adapted semimartingale;
ii. For Lebesgue-a.e. t ∈ [0, T ] there exists a set of full measure Ω′ ⊂ Ω on which the
following integral equation is satisfied
(A.2) 〈µt, ϕ〉 = 〈µ0, ϕ〉+
∫ t
0
〈µs, σi,k(µs)∂iϕ〉 ◦ dW ks .
Assumptions A.2. Let m ∈ N and assume
(i) (Lions-differentiability) The function σ(x, µ) := (σi,k(x, µ)) : Rd×P(Rd)→ Rd×d1
is measurable and satisfies Assumptions [9, (Joint Chain Rule Common Noise),
p.279]. In particular, σ is twice Lions differentiable in the µ direction with first
derivative ∂µσ : R
d × Rd × P(Rd)→ Rd×d×d1 .
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(ii) There exists a positive constant Km such that for all µ ∈ P2(Rd), σ(·, µ) ∈
Cm+1(Rd;Rd×d1), ∂µσ(·, ·, µ) ∈ Cm(Rd × Rd;Rd×d×d1) and
sup
µ
‖σ(·, µ)‖Cm+1 , sup
µ
‖∂µσ(·, µ)‖Cm ≤ Km.
(iii) (Uniform Lipschitz continuity) There exists a constant K > 0 such that, for all
(x, µ′), (x, µ′) ∈ Rd ×Mr(Rd),
‖σ(x, µ)− σ(x′, µ′)‖ ≤ K (|x− x′|+ ρ(µ, µ′)) ,
Proposition A.3. Let µ0 ∈ P2(Rd) and assume that σ satisfies Assumption A.2 for some
m > d2 + 2 and σ is independent of the time variable. Then, there exists a P2(Rd)-valued
solution µ to equation (A.1) in the sense of Definition A.1.
Moreover, µ is the solution to equation (1.1) with initial condition µ0 and coefficients b
and α given by
(A.3) b(x, µ) = (b(x, µ)i) :=
1
2
σjk(t, x, µ)∂jσ
ik(x, µ) +
1
2
Gi(x, µ),
(A.4) a(x, µ) = (aij(x, µ)) :=
1
2
σik(x, µ)σjk(x, µ),
with Gi(x, µ) := 〈µ, σjk(·, µ)(∂µσ(x, µ)(·))ijk〉.
Remark A.4. Under Assumption A.2, with m ≥ 1, and thanks to [8, Remark 5.27] the
functions b, σ, a satisfy Assumption 5.1, with the same m.
Proof. Given a random variable X0 ∈ L2(Ω,F0;Rd) with µ0 = L(X0) consider the follow-
ing McKean-Vlasov SDE
(A.5)


dXt = b(Xt, µt)dt+ σ(Xt, µt)dWt,
Xt|t=0 = X0,
µt := L(Xt | W).
The function σ : Rd × P(Rd) → Rd×d1 is given. The coefficient b : Rd × P(Rd) → Rd is
constructed from σ by (A.3). Since (b, σ, a), with a given by (A.4), satisfy Assumption
5.1, equation (A.5) is a special case of equation (3.2), with α := (2a− σTσ) 12 = 0.
If (X,µt := L(Xt | W)) is the solution to the McKean-Vlasov equation (A.5), given
by Theorem 3.3 with initial condition X0 ∈ L2(Ω,F0;Rd), then it is easy to verify that
Xt ∈ L2(Ω,Ft;Rd). Hence, µt(ω) ∈ P2(Rd), for t ∈ [0, T ] and a.e.-ω.
Given a test function ϕ ∈ C2(Rd) and ν ∈ P2(Rd), define
(A.6) u(ν) = (uk(ν))k=1,...,d1 := 〈ν, σ(·, ν)i,k∂iϕ(·)〉.
It follows from Assumption A.2 that u satisfies Assumption [9, (Simple C2 Regularity),
p.268] and we can apply [9, equation (4.28)]. We have
(A.7) uk(µt) = u
k(µ0) +
∫ t
0
〈µs, σjl(·, µs)(∂µu(µs)(·))jk〉dW ls + rk(t), P− a.s.
where r(t) is a process of bounded variation.
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It is shown in [8, equation (5.37)] that
(∂µu(ν)(·))jk =∂jσik(·, ν)∂iϕ(·) + σik(·, ν)∂2i,jϕ(·)
+
∫
Rd
(∂µσ(x, ν)(·))ijk∂iϕ(·)dν(x), ∀ν ∈ P2(Rd).(A.8)
Due to Theorem 5.4, µ solves equation (1.1), in the sense of Definition 5.2. Rewriting the
weak formulation yields, ∀[0, T ],
〈µt, ϕ〉 =〈µ0, ϕ〉+
∫ t
0
〈µs, ai,j(µs)∂2i,jϕ〉ds +
∫ t
0
〈µs, bi(µs)∂iϕ〉ds
+
∫ t
0
〈µs, σi,k(µs)∂iϕ〉dW ks , P− a.s.
We rewrite the Itoˆ integral in terms of a Stratonovich integral. Computing the quadratic
covariation between u(µ) and W (u is defined in (A.6)), it follows from (A.7) and (A.8)
that the correction term is
1
2
[u(µ),W ]t = −
1
2
〈µt, σik(µt)σjk(µt)∂ijϕ〉− 1
2
〈µt, σjk(µt)∂jσik(µt)∂iϕ〉− 1
2
〈µt, Gi(µt)∂iϕ〉.
By the definition of b and a and cancellations we obtain that µ satisfies (A.2). 
Appendix B. Remarks on conditional expectation
Let (Ω,A,P) be a fixed probability space.
Lemma B.1. If F ,G,H ⊂ A are three independent σ-algebras, and X is a random variable
measurable with respect to F ∨ G, then
E [X | F ∨ H] = E [X | F ] , P− a.s.
Proof. The σ-algebra F ∨ G is generated by the sets of the form F ∩H, with F ∈ F and
H ∈ H. Hence, the following computation concludes the proof
E [E [X | F ] 1F∩H ] = E [E [X1F | F ] 1H ] = E [X1F ]E [1H ] = E [X1F1H ] .

Lemma B.2. Let (Ω,F , (Ft)t≥0,P) be a filtered probability space compatible with a Brow-
nian motion W and let B be another (Ft)t≥0-adapted Brownian motion, which is inde-
pendent from W . Let (Yt)t≥0 be an (Ft)t≥0-adapted bounded stochastic process. Then,
∀t ∈ [0, T ], P− a.s.,
E
[∫ t
0
YsdBs|Wt
]
= 0,
E
[∫ t
0
YsdWs|Wt
]
=
∫ t
0
E [Ys|Ws] dWs.
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Proof. We start with the first equality. Let πn = {tni : i = 1, . . . , n} be a sequence of
partitions of [0, t] with mesh size going to zero as n→ 0, such that
(B.1) lim
n→∞
E
∣∣∣∣∣∣
∑
[tni ,t
n
i+1]∈π
n
Yti
(
Bti+1 −Bti
)− ∫ t
0
YsdBs
∣∣∣∣∣∣→ 0.
As a straightforward consequence of Jensen’s inequality, one has that convergence in L1
implies convergence in L1 of the conditional expectations. We can conclude the proof with
the following observation
E

 ∑
[ti,ti+1]∈πn
Yti
(
Bti+1 −Bti
) | Wt

 = ∑
[ti,ti+1]∈πn
E
[
Bti+1 −Bti
]
E [Yti | Wt] = 0, P−a.s.
Here we used the following property of the conditional expectation: if B is independent
of σ(Y,W), then E[BY | W] = E[B]E[Y | W].
The second part of the lemma can be proved in a similar way, taking into account the
additional observation that, for every 0 ≤ s ≤ t ≤ T ,
E [Ys | Wt] = E [Ys | Ws] , P− a.s.
This follows from Lemma B.1. 
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