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There is an emerging class of applications that require long-term tracking and mon-
itoring of mobile entities for characterising their contexts and behaviours using data
from wireless sensors. Examples include monitoring animals in their natural habitat
over the annual cycle; tracking shipping containers and their handling during tran-
sit; and monitoring air quality using sensors attached to bicycles used in public shar-
ing schemes. All applications within this class require the acquisition of sensor data
tagged with spatio-temporal information and uploaded wirelessly. Currently there is
no solution targeting the entire class of applications, only point solutions focused on
specific scenarios. This thesis presents a complete solution (firmware and hardware)
for applications within this class that consists of attaching mobile sensor nodes to the
entities for tracking and monitoring their behaviour, and deploying an infrastructure
of base-stations for collecting the data wirelessly. The proposed solution is more en-
ergy efficient compared to the existing solutions that target specific scenarios, offering
a longer deployment lifetime with a reduced size and weight of the devices. This is
achieved mainly by using the VB-TDMA low-power data upload protocol proposed in
this thesis. The mobile sensor nodes, consisting of the GPS and radio modules among
others, and the base-stations are powered by batteries, and the optimisation of their
energy usage is of primary concern. The presence of the GPS module, in particular
its acquisition of accurate time, is used by the VB-TDMA protocol to synchronise the
communication between nodes at no additional energy costs, resulting in an energy-
efficient data upload protocol for sparse networks of mobile nodes, that can poten-
tially be out of range of base-stations for extended periods of time. The VB-TDMA
and an asynchronous data upload protocol were implemented on the custom-designed
Prospeckz-5-based wireless sensor nodes. The protocols’ performances were simu-
lated in the SpeckSim simulator and validated in real-world deployments of tracking
and monitoring thirty-two Retuerta wild horses in the Doñana National Park in Spain,
and a herd of domesticated horses in Edinburgh. The chosen test scenario of long-term
wildlife tracking and monitoring is representative for the targeted class of applications.
The VB-TDMA protocol showed a significantly lower power consumption than other
comparable MAC protocols, effectively doubling the battery lifetime. The main con-
tributions of the thesis are the development of the VB-TDMA data upload protocol
and its performance evaluation, along with the development of simulation models for
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Wireless Sensor Networks (WSNs) have made substantial progress recently thanks to
the availability of platforms which combine sensors, a low-power processor, and a
radio, running wireless protocols for transmitting the data from the sensors to base-
stations which bridge to the rest of the internet. WSNs can be used to gather environ-
mental data in a distributed manner at a level of spatial and temporal resolution that
was hitherto not possible. Examples of such data include ambient light, temperature,
pressure, sound, pollutants in the atmosphere, or dynamic characteristics of mobile en-
tities such as location and movement, which can be used for analysing individual and
group behaviour.
Currently, WSNs have a wide range of applications in manufacturing, healthcare,
security, military, environmental monitoring (both outdoors and built environments)
and mobile-entity tracking [1, 2, 3, 4, 5]. Considering examples of some of these ap-
plications gives insight into the vast range of possibilities that sensor networks offer.
Examples of military uses include monitoring friendly forces, equipment and ammu-
nition; battlefield surveillance; reconnaissance of opposing forces and terrain; battle
damage assessment; nuclear, biological and chemical attack detection and reconnais-
sance [2, 4, 6]. In healthcare the applications range from patient monitoring and drug
administration in hospitals to diagnostics determination. A specific example would
be the use of sensor nodes to measure the respiratory rate and activity levels, such as
the RESpeck [7] that are used as wireless respiratory patches on the body, enabling
doctors to continuously monitor patients remotely. A wide variety of scenarios are
considered for built environments, many related to the concept of "Smart Buildings",
which consists of allowing people and the environment to be part of a network of de-
vices which combines sensing, processing and wireless networking capabilities. These
1
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networks provide detailed monitoring of conditions inside a building in a cost-effective
manner. Some examples of scenarios from this class are local adaptation to presence,
emergency management, electric device monitoring, CO2 monitoring, building fabric
monitoring, resource tracking, and garden watering [8]. Different applications may
be combined in one scenario, such as environmental monitoring and animal tracking
applications. These are combined to determine the effect of the environment on the
animals, and vice versa. Monitoring the environment has practical applications, such
as forest fire detection, bio-complexity mapping of the environment, pollution study,
flood detection or agricultural applications [2, 9]. The high-resolution data of the activ-
ity and location of animals obtained by tracking and behaviour monitoring applications
enables biologists to understand key concepts of animal ethology such as resource use,
home range, animal dispersal, and population dynamics [10]. Other applications in-
clude full 3D motion capture in real-time using a combination of accelerometers, gyros
and magnetometers, and an algorithm which calculates the orientation in 3D space on
the devices in a distributed fashion [11, 12, 13]. Traditionally, motion capture uses
video cameras, but this extends the range of applications by including scenarios such
as motion capture in the outdoors without any infrastructure.
This thesis focuses on one particular class of applications: the long-term tracking
and monitoring of mobile entities in the outdoors. This class has witnessed signifi-
cant growth, as advances in the hardware in terms of size reductions and performance
improvements have made many scenarios feasible that were previously impossible.
We will examine the challenges faced by this class of applications, propose a solu-
tion, analyse the performance of this solution, and compare it to a selection of existing
alternatives in the context of a representative scenario.
1.1 The Class of Problems - Long-term tracking and
monitoring of mobile entities in the outdoors
In this thesis, we have identified a class of problems, which requires the generation of
spatio-temporal data for providing contextual information on the behaviour of mobile
entities in the outdoors. This class includes practical, real-world applications, and the
main challenges for most of these applications are the following:
• The fact that the applications can involve tracking of living mobile entities such
as humans and animals, places strict restrictions on the size and weight of any
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devices that can be attached to them (henceforth referred to as mobile nodes),
which directly limit their battery capacity. Also, deployment in the outdoors
suggests designing ruggedised, weather-resistant nodes that can cope with harsh
environments. Satisfying these characteristics in the design of the mobile nodes
(durable packaging, weather-resistant, waterproof, shockproof / vibration pro-
tection) makes them bulkier, which further reduces the space and weight avail-
able for the batteries. These limitations need to be addressed by optimising the
battery usage.
• Tracking in the outdoors normally entails tracking entities in large geographical
spaces, usually ranging from tens of kilometres [14, 15, 16, 17, 18] to thousands
of kilometres [19, 20, 21, 22]. A practical solution needs to provide good posi-
tional accuracy specific to each application, usually ranging from tens of metres
to one-two metres, without requiring a huge infrastructure setup (e.g. solutions
using RFID tags and detectors, or using video cameras, to cover areas of hun-
dreds of squared kilometres). Reducing the infrastructure requires passing more
functionality to the devices attached to the mobile entities. The implication here
consists of including GPS modules in the mobile nodes.
• A long-term deployment implies continuous tracking and monitoring over pe-
riods of several months or years, which requires the solution to have a reliable
and robust design, with the ability to recover from any state, and allow access
to the data through the course of the deployment. This implies implementing an
efficient method for the mobile nodes to wirelessly upload the data.
It can be observed that the main challenges of the applications within this class add
limitations to the battery capacity of the nodes, while requiring multiple functions such
as sensing using GPS, processing and wireless communications, that are demanding in
terms of energy consumption. The most important objective of such a system is to
extend the battery lifetime, because once deployed, it can be either too expensive or
impossible to access the entities to replace the batteries.
Currently there is no solution targeting the entire class of problems, only point
solutions focused on specific applications. Even though deployments have addressed
certain scenarios in this class, the shortfall of the majority of the these solutions relate
to the limited lifetime of the battery-operated mobile nodes. Examples are presented
in Section 2.2 which discusses the related work.
The different techniques that have been adopted to tackle specific applications in
this class are described in Section 2.2. The approach proposed in this thesis attaches
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nodes with sensing and wireless communication capabilities to the mobile entities.
The sensing capabilities are provided by low-power sensors such as accelerometers
and magnetometers for monitoring aspects of activity (for living entities) or handling
(for objects), and a GPS module for determining the location. The wireless commu-
nication capabilities are used for uploading the collected data to an infrastructure of
base-stations (data collection nodes), which are placed at strategic locations so as to
maximize their contact with the mobile nodes.
Figure 1.1 is illustrating the concept of a deployment of wireless sensor nodes
attached to mobile entities and an infrastructure of base-stations for collecting the data.
The mobile nodes only upload data when in range of a base-station. The number of
deployed base-stations should be chosen taking into account the size of the area that
requires covering and the coverage level required by the application (better coverage
can lead to shorter network response times).
Figure 1.1: An example of mobile nodes and two base-stations with their radio coverage
highlighted.
The novelty of our approach is in the VB-TDMA data upload protocol (for details
please refer to Section 3.1.2), which uses the time provided by the GPS, obtained with
no extra energy cost, to synchronise a network of battery-operated, radio-enabled de-
vices. The protocol uses this synchronisation to implement a TDMA scheme designed
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to satisfy the node communication needs of the applications within the target class.
This TDMA scheme is only used for the exchange of packets containing sensor data.
This enables the protocol to significantly improve the battery lifetime of the devices by
eliminating the major energy wastage sources of wireless data upload processes: col-
lisions, overhearing, control packet overhead and idle listening. Since the VB-TDMA
eliminates the synchronisation overhead completely, then at least theoretically, no ex-
isting MAC protocol can be as, or more energy efficient, as they would have some
overhead for synchronising the communication. Also, the synchronisation overhead
would be high in the case of most applications in this class, as they form sparse net-
works of mobile nodes with low data rates, and the mobile nodes are out of reach of
the base-stations for extended periods of time. This thesis demonstrates that the VB-
TDMA is significantly more power efficient than other low-power MAC protocols and
can potentially double the deployment lifetime. The performance of the proposed ap-
proach was demonstrated and validated both in real deployments and in simulations,
using a representative scenario for this class of applications.
The class of tracking and monitoring applications considered in this thesis includes
a growing number of different scenarios. For example, consider the millions of ship-
ping containers moving around the world. The life cycle of a container’s journey be-
gins when it is loaded with goods and sealed until arrival at the destination warehouse.
The container is transported to a port, loaded onto a container ship for the destination
port, and unloaded onto a truck trailer or a train for the journey to the final destina-
tion. Throughout this journey the containers are tracked and the sensors monitor the
handling during the transportation, loading and unloading processes. This data can be
uploaded wirelessly to base-stations located on the container ships, ports and ware-
houses which in turn upload the data to a centralised database.
Another such example is a self-service, bicycle-sharing scheme for short journeys
in major cities, using bicycles equipped with sensors to measure air quality. The sen-
sors measure pollutants such as particulate counts PM10, PM2.5 and PM1.0 values, and
noxious gases such as NO2, O3, and CO, together with temperature and relative hu-
midity, and all the values are tagged with spatiotemporal information. The bicycles
are used to crowd-source sensor data during their journey and the data is uploaded to a
central server via base-stations located at the bicycle-stations or at waypoints.
Another example is the long-term tracking and monitoring of horses in the wild,
where the deployed system has to operate without any external interference during its
lifetime. This scenario was chosen as the main test scenario in this thesis, and its chal-
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lenging requirements are described in Section 2.1.1. The principal goal is to maintain
a challenging GPS sampling rate of once every approximately twenty minutes over a
period long enough to include seasonal variations and to upload this data wirelessly,
while respecting the restrictions on the size and weight of the mobile devices. The best
off-the-shelf solution for animal tracking with GPS collars is provided by Vectronic
Aerospace [23] and was launched in 2014. The company offers two products, the Ver-
tex Survey Globalstar [24] and the Vertex Survey Iridium [25]. The Vertex Survey
Globalstar collar, according to its datasheet, has a lifetime of 2.9 years when sampling
the GPS twice per day, or 3.7 years when sampling once per day. This performance is
inadequate for a scenario such as the tracking and monitoring of the wild horses de-
scribed in Section 2.1.1 (which requires 72 GPS locations per day), and the weight of
the sensor node without the strap is 340g (double the weight of the nodes proposed in
this thesis). The second product, the Vertex Survey Iridium, comes with three different
sizes of batteries for the mobile node, weighing 260g, 385g and 520g without the strap.
The datasheet expresses the nodes’ lifetime as the average number of GPS positions
collected, but the stated performance is achieved in a controlled environment (in terms
of ambient temperature and other parameters) which is unlikely to be encountered in
real outdoor deployments. For the three battery sizes, the node can collect 4500, 11300
and 23900 GPS locations over its lifetime. With our solution, using the VB-TDMA
data upload protocol, we have recorded a comparable performance (23890 GPS loca-
tions) to the 520g Iridium collar, while reducing the node weight to 165g, which is
more than three times lighter.
1.2 Contributions
The thesis proposes a systemic approach to providing a solution for long-term tracking
of mobile entities in the outdoors, which considers the technical choices in the hard-
ware design and communication protocols for uploading the data. The solution was
demonstrated and tested both in simulations as well as in real-world deployments. The
technological challenges for such deployments are driven by the high performance ex-
pected of the devices for acquiring high-resolution data, the size restrictions, and the
deployment lifetime expectancies. These challenges have to be addressed at both lev-
els: the hardware design of the nodes, and the design of the protocols for transferring
efficiently the sensor data from the mobile nodes to the base-stations. As the custom-
designed Prospeckz-5 hardware platform (presented in Section 2.1.3) benefits from
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state-of-the-art low-power components, the main challenge addressed in the thesis was
to design energy-efficient communication protocols for uploading the data wirelessly
from the mobile devices to the base-stations.
The key contributions of this thesis are:
• The development of the VB-TDMA, an energy efficient data upload protocol
designed specifically for the targeted class of applications. The protocol was
designed to be easily tuned to satisfy the specific requirements of applications
within the target class, by configuring its different parameters (details in Sec-
tion 6.2). In addition to prioritising the minimisation of the energy consumption,
its design also took in consideration features such as flexibility and scalabil-
ity in order to accommodate network changes, including network growth (see
Section 3.1.2.1). The experiments presented in this thesis show the superior per-
formance, in terms of energy efficiency, of the VB-TDMA protocol compared to
other low-power MAC protocols, leading to twice as long deployment lifetimes.
The low-power nature of the protocol combined with the Prospeckz-5 low-power
hardware offers similar results in terms of the number of GPS locations sensed
per node lifetime to the state-of-the art animal tracking collars [25], but with
three times lighter mobile nodes.
• The development of simulation models for performance analysis of wireless sen-
sor networks, including battery lifetimes. The hardware models reflect the per-
formance and behaviour of the hardware components of the Prospeckz-5-based
nodes (MCU, radio, accelerometer, magnetometer, GPS, battery). The data-
mirror mobility model uses real movement data to offer more realistic network
performance predictions compared to trace-based mobility models, in certain
scenarios (e.g. the movement of the wild horses).
• The validation of protocols and simulation models in two real-world deploy-
ments of a representative scenario for the target class of applications, along with
the presentation of the experiences and lessons learned from these deployments:
– One deployment took place in a nature reserve in Spain, marking thirty-two
wild horses, and having eight base-stations.
– The other, in the paddock of the School of Veterinary Studies of the Uni-
versity of Edinburgh, marking eight domesticated horses and having one
base-station.
• The performance analysis of the VB-TDMA protocol, including sensitivity tests
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for parameter selection, scalability tests, evaluating the impact of enabling the
multihop / store-and-forward functionality, and comparisons for twelve-month
simulated deployments of the VB-TDMA against other protocols deemed most
suitable for this class of applications.
• Insights into a real-world problem on the group behaviour of wild horses using
mobile wireless sensors.
1.3 Publications
The work presented in the thesis has been the basis for the following publications by
the author:
I. E. Radoi, J. Mann, and D. K. Arvind "The VB-TDMA for Long-term Tracking
and Monitoring of Mobile Entities in the Outdoors". To be submitted to ACM
Transactions on Sensor Networks (TOSN).
The paper presents the validation of the simulation models used in the perfor-
mance analysis of the VB-TDMA, along with the protocol’s scalability study
and comparison to other candidate low-power MACs with a store-and-forward
capability added.
I. E. Radoi, J. Mann, and D. K. Arvind "Performance Evaluation of the VB-TDMA
Protocol for Long-term Tracking and Monitoring of Mobile Entities in the Out-
doors". In Proceedings of the 11th ACM International Symposium on QoS and
Security for Wireless and Mobile Networks (Q2SWinet), ACM, 2015.
The paper [26] presents the performance evaluation of the VB-TDMA proto-
col in simulations, along with comparisons to other low-power MAC protocols
deemed suitable for the targeted class of applications.
I. E. Radoi, J. Mann, and D. K. Arvind "Tracking and Monitoring Horses in the Wild
Using Wireless Sensor Networks". In Proceedings of the 11th International Con-
ference on Wireless and Mobile Computing, Networking and Communications
(WiMob), IEEE, 2015.
The paper [27] introduces the VB-TDMA protocol, and presents two real-world
deployments. It describes the experiences from these deployments and presents
results on the network performance and animal behaviour.
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J. Mann, I. E. Radoi, and D. K. Arvind "Prospeckz-5 - A Wireless Sensor Platform
for Tracking and Monitoring of Wild Horses". In Proceedings of the 17th EU-
ROMICRO Conference on Digital System Design (DSD), IEEE, 2014.
The paper [28] presents the custom-designed Prospeckz-5 sensor platform for
tracking and monitoring wild horses, and the designs of the mobile node and the
base-station, which together form the wireless data upload process.
D. A. Crisan, I. E. Radoi and D. K. Arvind "CoAP-Mediated Hybrid Simulation and
Visualisation Environment for Specknets". In Proceedings of the ACM SIGSIM
Conference on Principles of Advanced Discrete Simulation (PADS), ACM, 2013.
The paper [29] presents the SpeckSim behavioural simulator, which was ex-
tended to support CoAP-enabled hybrid simulations and 3D visualisations. Speck-
Sim is the simulator of choice for this thesis, and the paper describes its archi-
tecture and models: hardware and device models, battery model, microcontroller
and clock models, radio model, protocol models, application behavioural mod-
els, communication models, movement models and environments.
1.4 Previous Work
The Prospeckz-5 hardware platform presented in this thesis was designed by Janek
Mann, and the TinyOS port for the EFM32 Gecko microcontroller (used on a dif-
ferent hardware platform aimed at motion sensing applications), along with an initial
TinyOS implementation of time synchronisation based on GPS time pulses was pro-
vided by Anton Shafarenko, both researchers at the Centre of Speckled Computing,
the University of Edinburgh. The implementation of the asynchronous protocol pre-
sented in this thesis on the Prospeckz-5 was performed by Janek Mann. The SpeckSim
simulator developed by Ryan McNally was extended and enhanced with new models
in this thesis.
1.5 Structure
A summary of the rest of the six chapters in this thesis is presented below.
Chapter 2 presents the test scenarios, the custom-designed hardware platform at the
core of all nodes, and the SpeckSim behavioural simulator for wireless sensor
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networks. It also presents the current state of the art in terms of tracking mobile
entities, highlighting the existing challenges for this class of applications.
Chapter 3 introduces the proposed data upload protocol for the targeted class of ap-
plications, the VB-TDMA, along with the evaluation environment developed for
validating and characterising the complete solution, consisting of the implemen-
tation of the hardware platform simulation models and the mobility model in the
SpeckSim simulator.
Chapter 4 presents the application of our proposed solution for a representative sce-
nario for the target class of applications, the tracking and monitoring wild horses.
It describes the node designs and the pre-deployment tests, presents a long-term
deployment on thirty-two wild horses in a nature reserve in Spain that uses an
asynchronous protocol for the data collection process, and a smaller deployment
on eight domesticated horses belonging to a university’s teaching herd that uses
the VB-TDMA protocol. For both deployments, an analysis of the sensor data is
provided, giving insights into the individual and group behaviour of the horses.
Chapter 5 validates the simulation models and the data upload protocols’ implemen-
tation in the simulator against data from the deployments, and uses these models
to predict the network performance. It presents a performance evaluation of the
VB-TDMA protocol, including comparisons to a selection of existing low-power
MACs in the context of the targeted class of applications.
Chapter 6 summarises the presented work and discusses the contributions of the the-
sis. It offers suggestions for future work and improvements for enhancing the
performance of networks running the VB-TDMA.
Chapter 2
Background and Related Work
Tagging sensor data with spatio-temporal information enables a wide range of appli-
cations. Challenges arise when it is required to do this over extended periods of time
using wireless-enabled battery-powered devices constrained in size and weight, and
without having the option to change batteries during the system’s lifetime. Existing
solutions for specific scenarios from the chosen class of applications, long-term track-
ing and monitoring of mobile entities in the outdoors, face limitations due to the two
main energy consuming processes: the spatio-temporal tagging of the sensor data and
its wireless upload. This chapter introduces the chosen test scenarios, the custom-
designed hardware platform at the core of all nodes, and the SpeckSim behavioural
simulator for estimating the performance of wireless sensor networks. It also places
the work in this thesis in the context of the current state of the art technology in terms
of tracking mobile entities (with a focus on animal tracking and monitoring) and the
existing complementary MAC protocols, hardware simulation models and mobility
models.
2.1 Background
This section introduces two representative scenarios for the class of applications of
long-term tracking and monitoring of mobile entities in the outdoors, the hardware
platform used in the mobile and base-station nodes built for tracking wild horses, and
the SpeckSim simulator for wireless sensor networks.
11
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2.1.1 Main Test Scenario - Tracking and Monitoring Wild Horses
The main real-world application considered in this thesis is the long-term deployment
of sensor platforms for tracking and monitoring horses in the wild. In this case, long-
term represents a period longer than six months, ideally twelve months, aiming to
include the effects of seasonal variations. The requirements include collecting GPS
positions and light intensity approximately every twenty minutes along with the activ-
ity and head orientation over that interval, and uploading this information wirelessly to
a network of static and mobile base-stations. These requirements are demanding, con-
sidering the size and weight restrictions (few hundred grams including the batteries)
for mobile sensor nodes.
The Retuerta wild horses that were monitored are one of the oldest horse breeds in
Europe. The breed does not relate to any of the other breeds studied so far and is ge-
netically distant from them. It may be the ancestor of the remaining horse breeds in the
Iberian Peninsula. Its name refers to the habitat where the horses live in summer. The
retuerta is the contact area between the marshlands and the dunes in Doñana National
Park, which does not dry in the summer. From an original stock of only five indi-
vidual rescued by Doñana Biological Station thirty years ago, 150 individuals (with
a minimum of 3/4 purity) survive today within the limits of Doñana National Park.
Therefore, monitoring these horses to understand their behaviour is important for the
future management of the herd.
For this particular deployment, the locations for the static base-stations were cho-
sen by the nature reserve custodians to be close to the paths normally taken by the
horses. Fortunately, Doñana benefits from towers scattered in the reserve, which rep-
resent ideal locations for the base-stations as they provide power, ethernet connections
to a local private network, and an elevated position for mounting the antennas. In order
to avoid packet collisions and to provide redundancy, adjacent base-stations operate on
different channels (one of four), as illustrated in the left-hand side of Figure 2.1.
2.1.2 Cyclists Gathering Air Quality Data
In this scenario air quality data is sourced from cyclists riding bicycles equipped with
air quality sensors. As an example, we considered students equipping their bicycles
with sensors for collecting air quality data (particulate levels, NO2, O3, temperature
and relative humidity). The data collected is uploaded wirelessly to base-stations
which are distributed in locations around the university campus. This scenario was
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Figure 2.1: Base-stations deployed in Doñana (left); base-stations in SpeckSim (right).
simulated in the SpeckSim simulator (as shown in Figure 2.2), with ten mobile nodes
representing the student bicycles, and three base-stations for data collection, located
at the halls of residence. The mobile nodes follow a circuit starting at the halls of
residence and visiting waypoints representing lecture theatres, a coffee shop, and the
university gym, over a typical 24-hour period. The bicycles exchange data at any of
these locations or in the streets when within range. Since the pollution levels are time-
sensitive, the freshness of the data is important for applications that aim to display
air quality information close to real time. An example would be an application that
chooses a route to a given destination based on the best air quality. It directly benefits
from having as fresh air quality data as possible by crowd sourcing this information
from cyclists.
2.1.3 Prospeckz-5 hardware platform
The Prospeckz-5 hardware platform [28] (Figure 2.3) was designed to fit in the lid of a
hard and ruggedised off-the-self enclosure [30]. The board has the following hardware
characteristics:
• 128KB RAM, 1MB ROM
• EFM32 Microcontroller, Cortex-M3 (Run Mode 200µA, Deep Sleep 1.1µA)
• NRF24L01+ radio, operating at 2.4GHz, chosen for its high data rate of 2Mbps
allowing for short on-air times, minimizing energy consumption per bit (Tx
11.3mA, Rx 13.5mA @ 2Mbps air data rate)
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Figure 2.2: Base-stations and visited locations on the map (left), and in SpeckSim
(right).
• RFX2401C radio amplifier, providing 24dBi end-to-end gain (Tx 17mA, Rx
10mA)
• External interfaces: I2C, SPI, GPIO, Analog
• 8MB flash chip
• Solar battery charging circuit
• Dual battery interface
• FTDI compatible header for RS232
• Sensors
– GPS - Fastrax UC430 (Active 47mA, Tracking 37mA, Hybernate 20µA)
– Accelerometer - Freescale MMA8451Q (6µA - 165µA)
– Magnetometer - Freescale MAG3110 (ODR 10Hz 137.5µA)
– Light - Maxim Integrated MAX44007 (0.65µA)
The board offers the possibility of attaching external sensors to it, and, in order
to obtain better radio range for the communication between nodes, it was designed
to have a radio amplifier and an external antenna connector. A block diagram of the
platform is presented in Figure 2.4.
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Figure 2.3: The Prospeckz-5 hardware platform (54x48 mm).
2.1.4 The SpeckSim Simulator
The chosen simulation environment is SpeckSim [29], a discrete-event behavioural
simulator for modelling computation in networks of sensor nodes. It was developed
for algorithmic-level simulations of network behaviour, for different hardware and pro-
tocol configurations of static and mobile sensor devices with computational and net-
working capabilities.
The hardware platform used in the actual deployment on wild horses was modelled
in SpeckSim and validated using real data (see Section 5.1.1).
SpeckSim is written in Java and includes models of devices, networks and deploy-
ment environments described at different levels of abstraction, ranging from algorithms
to faithful representation of standards-based protocols. The simulator was originally
developed as a behavioural level network simulator for use as a tool in development
and analysis of distributed algorithms for localisation and routing in wireless sensor
networks [31, 32]. Further development has incorporated lower layer communication
protocols, radio channel models and modelling of hardware for analysis of power con-
sumption and resource usage.
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Figure 2.4: Prospeckz-5 block diagram.
2.1.4.1 Architecture
The core of the SpeckSim simulator is the event queue. Any model-related compu-
tations are initiated by an event and the global simulation time progresses as events
are popped from the queue. All the activities of the simulated devices are therefore
asynchronous.
The architecture of the SpeckSim simulator, as shown in Figure 2.5, has four main
components:
• Simulation Core: The Simulation Core contains the core functionality of the
simulator and the three top-level categories of simulation models: Devices (Specks),
Environments and Movement models.
• Simulation State: The Simulation State is a snapshot of the state of the Simu-
lation Core at specific instants, containing the current state of the models being
used in the simulation. The state of the simulation is extracted to produce visu-
alisations and statistics of an executing simulation within the GUI.
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Figure 2.5: SpeckSim architecture.
• Statistics and Data Processing: The simulator includes a number of statistical
and data analysis modules to extract the results of interest from a simulation.
These modules execute analysis algorithms on the state of the simulation ei-
ther as the simulation is running or after completion. The simulator provides
analysis of device power consumption and battery lifetimes, MAC and routing
protocol performances (delivery ratio, latency and throughput), communication
channel performances (collisions, packet loss and contention levels). Higher
level and application specific behaviours can also be analysed by extending ex-
isting classes.
• Graphical User Interface (GUI): The SpeckSim user interface is automati-
cally generated from annotations made to the Java simulation models and allows
users to configure any variable parameter of a simulation model as specified in
the implementation. An OpenGL 3D visualisation of the simulation is also pro-
vided. Renderer classes provide visualisations; existing renderers include those
displaying devices, terrain, communication links and device’s positional estima-
tions. Additional visualisations may be added to display interesting aspects of
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the simulation state such as 3D visualisation of the scenario, log viewers and
configuration panes showing menus for configuration of the simulation models.
2.1.4.2 Simulation Models
Hardware and Device Modelling. Devices are the top layer of simulated entities
and essentially model wireless sensor devices. The simulator may be extended to
model the behaviour of other types of devices, such as application servers, mechan-
ical and actuation devices. Each device object contains an instance of models of the
hardware, software and communication protocols required by the simulated physical
device. There is no operating system for devices within the simulator; high level ap-
plication specific operation is termed as Behaviour and may be implemented directly
within the class describing a device type or within Behaviour classes. The principle
function of hardware component models is to enable simulation of the energy usage of
battery-operated sensor devices.
Battery Model. Battery models simulate the effect of drawing current from a bat-
tery over periods of time. The simulator includes models for several types of batteries
and a cell that can be configured for any desired capacity and voltage.
Micro-controller and Clock Models. The simulator includes models for a micro-
controller and clock system. The MCU model provides current consumption figures
for typical MCU states such as sleep, power down and active and is used in current
consumption analysis. The clock model simulates the real-time clock aspects of a
typical micro-controller and allows for the effects of clock frequency drift to be simu-
lated. The clock also provides a real-time scheduling interface for simulated software
components to use in scheduling events.
Radio Model. Radio models provide the devices with access to wireless communi-
cation channels and also simulate the radio device hardware. There are several models
in the simulator:
• CC2420 - A model of the Texas Instruments CC2420 2.4 GHz radio transceiver
• CC1000 - A model of the Texas Instruments CC2420 sub-1 GHz radio transceiver
• Selectable Transmission Shell Radio - A simple radio model that enables sim-
ulation of range- and shape-controlled transmissions. Using this model, users
can specify the range and 3D shape of a transmission made by the radio (devices
lying within the shell may receive transmissions). This can be configured with
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many different shells modelling different antenna designs and orientations. The
simulator is extensible and additional radio models can be included in the future.
• A model for the Nordic NRF24L01+ was added to this selection. The radio’s
model along with the other hardware simulation models resembling the Prospeckz-
5 components are presented in Section 3.2.1.
Protocol Models. Devices may use a communication stack made up of different
protocol models. Protocol models are stacked to pass transmissions and receptions
from application level behaviour to a radio via routing and MAC protocols and vice
versa.
Application Behavioural Models. A device may have many top-level behaviours
allowing for simulation of multi-purpose devices. A device’s behaviour has access to
all the components of the device such as protocols and radios for communications,
the device clock for real-time scheduling and the battery model for power-aware be-
haviour.
Communication Models. Communication Models simulate the properties of wire-
less and wired communication channels. The model used in a simulation is dependant
on the hardware models configured in the simulated devices. For example, the trans-
missions of a wireless device configured with a transmission shell-based radio will be
passed via the simulation mode for calculating interference and reception of such ra-
dio models whereas the communications of a device configured with a model of a real
radio such as a CC2420 or CC1000 will be handled via the communications model of
free space path loss and transmission power based contention.
Movement Models. Movement models specify the position and orientation of de-
vices within the simulation environment. The simulation environment uses a floating
point, three-dimensional position system. Movement models are required to provide
3D positions, and if required velocity vectors for each simulated device. Multiple
movement models may be used within a single simulation to allow different devices
to use different models. However, all movement models share some common configu-
ration functionalities such as: 2D/3D modes, fixed and randomised orientations, max-
imum device velocity control and interaction with Environment models such as those
modelling ground terrain and buildings to position devices according to the topology
of the ground or a building within the simulation environment.
Environments. Environment models are used to simulate any global parameters
within a simulation; the variety of models and parameters are diverse and include:
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• World: provides configuration of the simulation world such as the scaling factor
applied to the simulators floating-point positional reference frame.
• Failure: controls the failure rate of devices within the simulation, allowing for
specific, randomised or position based failure of individuals of groups of devices.
• Radio Impediments: allows impediments and interference sources to radio trans-
missions to be positioned within the simulation environment.
• Terrain: a model of the terrain of the environment that can take height map data
from image or standard csv formats.
• Building: models buildings that are specified by inputting architectural drawings
showing wall positions. The walls are added as radio impediments and can be
used in a specific communication model for indoor environments.
• Environmental conditions: Conditions such as Water Level, Humidity, Temper-
ature and Gravity are modelled in individual environments. These models can
be configured to simulate the effects of changes to such conditions.
2.2 Related work
Tracking and monitoring applications using sensor devices have been studied for sev-
eral decades. The recent tracking methods differ significantly between outdoor and
indoor applications [33, 34], due to the availability of GPS technology which is now
widely used for outdoor tracking.
Indoor tracking applications use techniques such as Pedestrian Dead Reckoning
(PDR), Activity Recognition, Particle Filter and WiFi Fingerprinting. There are also
hybrid localisation solutions that combine PDR with WiFi fingerprinting, such as Un-
Loc and HiMLoc [35, 36, 37]. The inertial sensors (accelerometer and gyroscope) used
by the indoor tracking solutions can also be used for activity recognition [38].
Recent outdoor tracking applications use GPS for getting good positional accuracy
(within few metres), but before GPS receivers became both low-cost and available
for mote-scale devices, other tracking methods were used. In this regard, Amundson
and Koutsoukos [39], present tracking methods for WSNs that are based on sending
and processing different signals. These methods can use: radio signal propagation,
ultrasound or audible wave propagation, infrared signal attenuation, radio frequency
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propagation, or light beacons. Radio Frequency Identification (RFID) transmitters and
fixed detection nodes was one of the most commonly used tracking method. An ex-
ample of a successful deployment using this method is presented by Dyo et al. [40]
consisting in tagging badgers with RFID transmitters in order to analyse their social
co-location patterns over a period of one year.
Non-GPS solutions were used for many tracking scenarios, such as tracking busses
[41], packages, or perishable goods (e.g. meat) [42, 43, 44]. Even though GPS is
the most commonly used technology in new bus tracking installations, other methods
exist, such as Signpost and Odometer (SO) and Radio Navigation. SO was at one
time the dominant vehicle location technology. It uses radio beacons mounted on top
of utility poles, and when a bus passes a signpost, its position is relayed back to the
control center. The system has several drawbacks, such as being costly to install and
requiring a high degree of maintenance. Radio Navigation was used even as a com-
mercial service for locating vehicles (e.g. Teletrac in Los Angeles, USA). It uses low
frequency waves to provide coverage, and it determines the location based on the re-
ception of transmissions and the associated timing. Several methods for tracking and
monitoring perishable goods were considered, such as a time-temperature indicator
system for tracking the thermal exposure history of temperature sensitive perishable
products [43], tracking the production history of food products to enable the verifica-
tion of product origination and to trace back the source of pathogens [44], and a RFID
based data capture system that can help solve the problems associated with the logistics
of short shelf life products [42].
Since the class of applications considered in this thesis requires tracking and mon-
itoring in the outdoors, and due to the availability of compact, low-power and low-cost
GPS receivers, the focus throughout the thesis is on solutions that use GPS for locating
mobile entities.
The rest of this section presents the current state of the literature for animal track-
ing deployments using sensor devices, MAC protocols for WSNs, WSNs hardware
simulation models and mobility models.
2.2.1 Animal / Wildlife tracking
A variety of deployments for tracking and monitoring different types of animals on
the ground [45, 19, 16, 17, 18, 15, 20, 21, 22, 46, 47, 48], in the air [21], under-
ground [40, 14, 49] and underwater [50], have been relevant in informing strategy for
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the chosen test scenario in this thesis. The research in animal tracking and behaviour
monitoring applications falls into two broad categories: non-GPS animal tracking and
animal tracking based on GPS. As the main test scenario in this thesis is the long-
term tracking and monitoring of an endangered species of wild horses, our focus on
the related work lies more on the solutions for terrestrial deployments for monitoring
animals, especially the tracking solutions that use GPS for determining the locations.
2.2.1.1 Non-GPS Animal Tracking
Chen Liu et al. [22] present a solution for tracking monkeys in the wildlife reserve of
Qiling Mountain, China. Their locations are determined by analysing the sounds that
the monkeys make along with using video surveillance, and further applying pattern
recognition on the audio-visual data. Markham et al. [14] suggest using magneto-
inductive localisation for underground tracking of burrowing animals (badgers). Col-
lars are attached to the badgers, containing nodes with sensors that measure magnetic
field strengths. The recorded data is stored locally until the animal surfaces, at which
point it is uploaded using a 2.4GHz radio. Using this method, besides localising the
animals, the structure of the underground tunnels can also be determined and mapped.
Osechas et al. [49] describe a WSN deployment for tracking the movement of rats
attached with Mica2dot nodes, along with a sensor suite of a microphone and an ac-
celerometer. Rats usually live in underground burrows, an environment where radio
communication is extremely limited, thus having base-station nodes placed on the sur-
face, at the entrances to the burrows. The network is designed to run a multi-hop
routing algorithm on top of a MAC protocol, which enables data exchange when rats
meet in the burrows. Thus, when a mobile node comes in contact with a base-station,
it can upload its data along with the data gathered from other mobile nodes. Johnson
and Tyack [50] present DTAG, a device designed to monitor the behaviour of whales
in the context of their dive cycle. This consists of sensors for measuring in a syn-
chronised manner the sound and the orientation of the whales. Araki et al. (United
States patent [45]), present a solution for animal-herd monitoring using WSNs. Their
method only tracks the location of the entire herd, and not the individual members,
and is more suitable for use in domestic herds. Dyo et al. [40] present a study of a
wildlife monitoring network deployment meant to analyse the social co-location pat-
terns of badgers over a period of one year. This was achieved by using collars with
RFID transmitters and fixed detection nodes placed at key locations throughout the
woods. The deployment was expanded to also use fixed sensor nodes to monitor en-
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vironmental conditions such as temperature and humidity, in order to determine their
effect on species migration and movement patterns. Also, a gateway with 3G connec-
tivity using solar power was placed in a convenient location so that it can be easily
accessed and maintained. The network collects three types of data: RFID reading for
badger tracking, environmental data (temperature and humidity) at regular intervals,
and network health data (battery levels, memory usage and sensor errors). While the
data collected by the detection nodes and the environmental monitoring nodes is com-
pressed and stored locally, the network health data is routed towards the 3G gateway,
along with other low-volume data that is considered to be critical. Even though the de-
scribed deployment lasted for one year, the proposed solution’s main limitation, as in
the case of any RFID-based solution, is the confinement to a small/narrow surveillance
area that needs to be filled with static RFID receivers. If the surveillance area would
be wide and the RFID transmitters would not get in range of the RFID receivers, then
no tracking information would be collected.
Several research projects have attempted the development of similar technologies
and methods for wildlife tracking [51, 52, 53, 54, 14, 55, 56] including reverse-GPS
technologies [57, 58] which estimate the animals’ locations from the time of arrival
(TOA) of a radio signal emitted by the tags worn by these animals. Reverse-GPS
methods have the advantage of being low-cost and having less intrusive tags (making
the surveillance of smaller animals possible), but are still limited in terms of the size
of the geographic area that can be covered (e.g. tens of kilometres). Similar to these
methods are systems based on the automated angle of arrival (AOA) [53, 59]. However,
these also have disadvantages: the accuracy degrades linearly with the distance from
the receivers; and the tags are more costly due to multiple antennas and the afferent
circuitry for handling the signals. Weiser et al. [57] characterize and validate the
accuracy of reverse-GPS wildlife tracking systems, and propose a new system called
ATLAS. This system is an improvement on a similar previous system [58] and, also on
automated AOA systems, due to the addition of two main features: the extensive use
of beacon transmitters at known locations, and providing a method for quantifying the
uncertainty in each arrival-time measurement from the signal-to-noise ration.
2.2.1.2 Animal Tracking Solutions Based on GPS
For the past three decades, ecological studies have been using terrestrial radio track-
ing methods [60, 16]. This has changed with the advent of GPS technology which
revolutionized wildlife tracking [10, 61]. GPS receivers are able to provide accurate
Chapter 2. Background and Related Work 24
location coordinates (with errors of few metres) at low power consumption and their
size can be scaled down to a few millimetres (e.g. Fastrax IT430 GPS receiver: 9.6 x
9.6 x 1.85mm with a 500µA power consumption [62]). Therefore, GPS technology for
wildlife tracking became a feasible option for obtaining accurate position coordinates
over an extended period of time, opening new perspectives for wildlife study.
The research presented in [63] is aimed at testing the behaviour and performance
of GPS receivers for wildlife monitoring applications. A considerable amount of pre-
vious research has concentrated on measuring the performance of GPS collars for
animal tracking in terms of location accuracy, by placing them on a free-ranging
moose [16, 17] and on five white-tailed deer [18]. In a 2003 publication [19], An-
derson and Lindzey describe a six-to-eight months deployment of collars containing
GPS receivers, which were attached to eleven cougars. The deployment was performed
in a 2,120km2 forest in the USA and had the purpose of studying predation rates and
identifying the prey-selection patterns. Each collar was programmed to get six GPS
positions per day (mostly during evening and night time). There was no network in-
frastructure, all the data was stored locally on the nodes. The data was collected from
the nodes upon death of the animals or recapture. The study reported no sign of injuries
caused by the collars to the animals. By having no radio communication, and by ac-
quiring a low number of GPS position fixes, the deployment lifetime was six-to-eight
months. This method of only storing the data locally on the nodes does not offer the
possibility of accessing any of it without recapturing the animals. Since the capturing
of wild animals cannot be done excessively, this leads to accessing the data only at
the end of the deployment. Thus, this method is not appropriate for applications that
require close to real-time access to the data.
The ZebraNet system [20] consisted of a thirty-node WSN deployment for localis-
ing zebras in their natural habitat across an area of 4002 kilometres for one year. This
was one of the early examples of using sensor nodes to track animals. The nodes were
attached to the animals using collars, and established peer-to-peer connections to route
information to mobile collection points (base-stations). This way, researchers can drive
by and collect data from many animals, even though they only encounter few. The de-
sign of the application consisted in sampling and logging GPS positions every three
minutes, and logging temperature, weather information, environmental data and body
movements, every hour. In order to maintain this data collection rate over one year,
each node weighed 1151 grams, the bulk of which was the battery and the solar array
charger. The node design heavily relied on the solar cell array, as the battery would
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only last for a maximum of five days without being recharged. Besides a GPS module,
1MB of Flash and a CPU, the node was equipped with two radios: one for short-range
(up to 100m) and another for long-range (up to 8km) communication. In contrast, the
solution proposed in this thesis is focused on energy efficiency, having significantly
smaller and lighter nodes (165 grams, 7 times lighter), which can be used in long-
term deployments while powered only by primary cells without requiring recharging.
This is achieved both by using newer low-power hardware components (due to the ad-
vancement of the sensor technology in the eleven-year gap between the two hardware
designs) and lower-power data upload protocols. The paper also presented a protocol
evaluation in simulation, based on storage constraints, bandwidth constraints and en-
ergy trade-offs. Two protocols were proposed. A flooding protocol, used to move the
data to base-stations by flooding it to all discovered neighbours. This enables base-
stations to collect data from nodes that have not been in radio range, but it can also
lead to high demands for bandwidth, memory and energy. The second protocol is a
history-based one, aiming to address the issues with the flooding protocol. Instead
of flooding the data to all neighbours, it selects which nodes to send data to, based
on prior communication patterns. The protocols were tested in simulation, using the
ZNetSim simulator. For reducing power consumption, a very rough synchronisation
method is used, having the radio communication scheduled for 30 minutes intervals
that occur every two hours.
Anthony et al. [21] present a highly scalable solution for a five-to-seven year de-
ployment for tracking migratory birds (Whooping Cranes), tagged with sensor nodes
in the form of a backpack weighing less than 120 grams. The solution relies on a
hybrid architecture that uses cellular networks for long-range communication and ad-
hoc networks for short-range (in breeding and nesting grounds). The main difference
between this scenario and the one consisting of tracking and monitoring wild horses
presented in this thesis, is the requirement of the rate of GPS position samples (two
per day as opposed to approximately forty-eight per day). Other differences consist of
gathering other sensor data during the deployment besides the location information for
monitoring the behaviour of the animals, in the case of the horse deployment.
We require the animals to be monitored in the wild for a period long enough to ac-
count for seasonal variation, this being over six months, but ideally aiming for twelve
months. During this period we wish to record their positions (along with other sensor
data) once approximately every twenty minutes, and the collected sensor information
needs to be communicated to the nearest base-station. This poses a greater challenge
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compared to the applications described previously. Since all animal tracking deploy-
ments have the main goal to determine the animals’ locations, which represents the
most energy consuming information to acquire compared to other sensor data, a good
metric to consider is the number of GPS positions sampled during the entire length
of the deployment. For example, the deployment for tracking migratory birds [21] is
estimated to have a lifetime of five-to-seven years, but they only acquire two GPS po-
sitions per day. This adds up to 3650 (five years) or to 5110 (seven years) samples,
which is about 5.5 times less than our goal for the chosen scenario, which ideally re-
quires 23890 GPS position samples (one sample approximately every 20-22 minutes
over twelve months).
Most of the solutions presented for wildlife tracking / monitoring or node localisa-
tion applications using WSNs rely on frequent exchanges of radio beacons or control
packets to establish links between nodes with the purpose of uploading the collected
data [45, 40, 20, 49]. This has significant implications on the power consumption. For
many WSNs applications, the option of replacing the battery once the nodes are de-
ployed does not exist. Thus, conserving the energy is very important, and the best way
to do it is to have the nodes sleeping as much as possible. However, the challenge is to
wake them up at the same time, so as to exchange information.
The size and weight of the devices and the number of GPS positions over the en-
tire deployment length are two relevant metrics for evaluating some of these deploy-
ments. The weight of the mobile sensor nodes is important for two reasons. Firstly,
for wildlife tracking and monitoring applications, the devices that get attached to the
animals should not influence the animals’ natural behaviour, this imposing strict re-
strictions on the size and weight of the devices relative to the animals’ sizes. Secondly,
the size and weight of the node can be related to the efficiency of the algorithms run-
ning on the node. If a device can be heavy that means more battery power can be
provided in the casing, thus compensating for the use of power-inefficient algorithms.
It is relevant to consider the number of GPS positions sampled during the entire length
of the deployment as a relevant metric, as the GPS module is usually the most power
hungry component on platforms designed for tracking applications.
The solutions presented in papers [20] and [21] have an advantage over the solution
proposed in this thesis, the long-range communication for the data upload. However,
this advantage comes with considerable increase in power consumption, which leads
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Table 2.2: Strengths and Weaknesses of Previous Animal Deployments
Paper Weaknesses Strengths
[19] Cougars
Heavy: about one kg; No access to data during the deployment; Only six GPS




The solution does not scale with the size of the animals’ habitat; The frequency of
the position samples is not controlled; The position accuracy depends on the no. of
detection nodes deployed
Deployment length: one year
[20] Zebras
Very heavy: 1.151kg; Too dependent on the solar panel: lasts for only five days
without solar charge
Deployment length: one year; Two radios, one for
long range (8km); Nodes form a multi-hop network
[21] Birds
Only two GPS position samples per day (representing an average of 4380 of GPS
positions samples during the deployment, which is more than three times less than
the requirement for the scenario proposed in this thesis)
Deployment length: five-seven years; Uses GSM:
data upload can always be possible if there is cellular
network coverage; Good positional accuracy:
10-25m; Scalable solution
[15] Sheep
Determines group position, not individual positions; The algorithms presented
have low synchronisation accuracy
-
[22] Monkeys The solution proposed might be suitable only for monkeys; High infrastructure cost
Good deployment length: about one year; No devices
attached to animals
[14] Badgers Short deployment length: three months; The solution is not scalable
It is one of the few solution for monitoring animals
underground
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2.2.1.3 Hardware platforms used for animal tracking
This section presents some of the widely used, multi-purpose, hardware platforms tar-
geted at WSNs applications. Benny Lo et al. present in [64] a wireless sensor platform
for pervasive healthcare monitoring called BSN node, which uses the Texas Instrument
MSP430 16-bit RISC processor (60KB+256B Flash memory, 2KB RAM), a wireless
module with a 250kbps throughput and 50m range, and a 512KB serial flash memory.
The chosen microcontroller requires 1.3mA during intensive computations and only
0.01mA in active mode. (In contrast, the EFM32GG990 used by our platform has a
sleep mode with RTC with 32.768 kHz oscillator, Power-on Reset, Brown-out Detec-
tor, RAM and CPU retention using just 1.1µA, and 200µA/MHz @ 3V Run Mode).
The platform is square-shaped with the length of 26mm and it can be integrated to use
various sensors. It runs TinyOS and it can interoperate with other sensor platforms
such as Telos and MicaZ. One of the earliest platforms, the Mica wireless platform
[65] uses the 8-bit ATMega103L/ATMega128 microcontroller, which runs at 4MHz. It
also uses a coprocessor, the Atmel AT90LS2343 microcontroller, to wirelessly repro-
gram the board and a 4Mb flash chip for persistent storage. The size of the board is
3.17x5.71cm, it uses inexpensive AA batteries and it runs the TinyOS operating sys-
tem. The chosen radio module can support communication rates of 115kb and it can
provide a range of approximately 60m. As the Mica platform is more useful for devel-
opment, but less adequate for deployments, the Telos platform [66] was developed. It
uses the MS430 microcontroller, the Chipcon CC2420 2.4GHz radio chip with a com-
munication rate of 250kbps and an internal 2.4GHz Planar Inverted Folded Antenna.
Both platforms Mica and Telos, were used to further develop wireless sensor nodes for
various applications (e.g. the ActiS node presented by Milenkovic et al. in [67]). T.
Choudhury et al. [68] present MSP (Mobile Sensing Platform), a platform used as part
of an automatic activity recognition system that uses on-body sensor nodes. MSP was
designed as a multimodal sensor board, allowing simultaneous data capturing from up
to seven sensors. It uses the ATMega128 microcontroller; it has a miniSD card slot,
Bluetooth radio, and a Li-Polymer battery of up to 1800mAh. As part of the activ-
ity recognition system, the MSP board is attached to an iMote, a 32-bit ARM7-based
wireless node from Intel.
None of the platforms mentioned were designed with the power consumption fea-
tures required for extended periods of deployment. It was therefore necessary to cus-
tom design the Prospeckz-5 specifically for this project.
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2.2.2 MAC protocols
This thesis considers two protocols for the transfer of data from the mobile platforms to
the base-stations. The first protocol is an ad-hoc asynchronous data transfer protocol
with acknowledgement and redundancy presented in Section 3.1.1. This protocol is
simple and deemed appropriate in a deployment scenario which requires low data rates
and where the base-stations are mains-powered, and therefore can be kept on at all
times. The second one is a synchronous protocol developed specifically for this class
of applications involving tracking using GPS, called the Virtual-Beacon TDMA (VB-
TDMA) protocol (presented in Section 3.1.2).
The proposed VB-TDMA algorithm is potentially more power efficient than exist-
ing MAC protocols for applications involving tracking mobile entities using GPS. It
optimises the radio usage to the extent of using it solely for exchanging data packets,
without any communications overhead. This is possible by using the GPS time data to
generate an internal virtual beacon for precise synchronisation (order of milliseconds).
This can be used by all the nodes to synchronise without being in range of any other
node, and minimises the time during which the radio is turned on. Also, obtaining the
time information from the GPS module does not imply any extra cost in terms of bat-
tery consumption, as this information is acquired along with the position coordinates
which are essential requirements for the targeted class of applications.
In order to extend the battery lifetime for both the stationary and mobile nodes in
the network, it is necessary to keep the components on the hardware platform in sleep
mode for as long as possible, and wake them up simultaneously. Due to clock drift,
it is not always possible to accurately synchronise the nodes based on their internal
clocks during a long-term deployment. Also, in the case of a mobile ad-hoc network
in which the nodes are not all in range of each other, the overhead of synchronisation
is high, which is counter to the stated objective of keeping the power consumption as
low as possible.
The VB-TDMA algorithm is different from other centralised and decentralised
MAC protocols. Time Division Multiple Access (TDMA) protocols are part of the
centralised category, where time is divided into slots to allow multiple node commu-
nications without causing collisions. For power-constrained devices, such as wireless
sensor networks, the nodes are kept in sleep mode for as long as possible, and are
awake only for the time when they are assigned a communication slot. Since accurate
time synchronisation is required, traditional TDMA protocols have a base-station re-
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sponsible for the coordination, which consumes more power than the other nodes in
the network. This is not desirable in many WSN applications, where the nodes have
limited energy. Also, in scenarios where nodes can be out of range of the beacon-
generating node for extended periods of time, the communication overhead becomes
high. Based on the level of uncertainty of the time synchronisation, the listening win-
dow has to be increased, which means that the power overhead increases significantly.
An alternative to increasing the window size is having the desynchronized nodes con-
vert to a non-synchronized method. The VB-TDMA eliminates the need for the base-
stations to coordinate the synchronisation of all the nodes, and any exchange of control
packets.
Decentralised MAC protocols also do not require a coordinating node in the net-
work, eliminating the problem of unequal power consumption for the nodes. Accord-
ing to [69], this category can be divided into scheduled (e.g. S-MAC [70], T-MAC [71],
LMAC [72]) and random-access protocols (e.g. B-MAC [73]). The scheduled ones
use time slots similar to TDMA protocols. Their disadvantages lie in having larger
time slots, having each node take on extra functionality by keeping a schedule of
its time slots, and having the nodes periodically transmitting their schedule informa-
tion to the other nodes in the network. These disadvantages translate to significant
power consumption overhead for long-term deployments of scattered nodes. The low-
power random-access protocols, such as B-MAC, SpeckMAC-B, SpeckMAC-D [69],
WiseMAC [74] and X-MAC [75], intended for use in WSNs, do not use any schedule
or synchronisation. However, they use in-channel sampling. They periodically listen
for channel activity, turning on the receiver if activity is sensed, and turning it off either
after receiving a packet or after a timeout.
There are many proposed TDMA protocols that use the global time of the GPS
for synchronisation, the majority being specifically designed for vehicular networks
[76, 77, 78, 79, 80, 81, 82, 83]. Conserving energy does not represent a priority for
these protocols, as their main focus lies in reducing the communication delays. De-
pending on their targeted application scenarios, MACs for vehicular networks may
have different goals: STDMA [76] focuses on maritime collision avoidance, VeSO-
MAC [77] focuses on improved data throughput, MCTRP [78] aims for decreasing
emergency message latency and increasing the network throughput, CBM-MAC [79]
strives for guaranteing safety message delivery with non-critical data support, and DM-
MAC [80] seeks to provide collision-free and delay bounded safety message delivery
with adaptable data throughput.
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Ideally, TDMA-based MAC protocols aim to build a global schedule offering exact
send and receive times for every node, thus completely avoiding the problems of over-
hearing and idle listening. In real-world scenarios, clock drifts and frequently changing
external conditions render plain TDMA costly, as maintaining an accurate schedule is
a complex and energy consuming task. Thus, in the case of TDMA protocols, aiming
to minimise the energy consumption translates into attempting to reduce idle listening
and overhearing [84].
The early MAC protocols were designed wtih energy efficiency as the main con-
cern. However, more recent research (2007-2011) has moved towards providing mul-
titask support and efficient delivery of bursty traffic, thus prioritising the throughput
and delay metrics over power consumption. Huang et. al. [85] present the evolution
of the design of MAC protocols for WSNs from 2002 to 2011. They do not only offer
a classification of different MAC protocols, but present them in the way they natu-
rally evolved from the problems that needed to be solved, changing their focus from
power consumption to throughput and delay. Several multi-channel MAC protocols
were proposed such as Y-MAC [86], MC-LMAC [87], MuChMAC [88]; however, the
majority of them are less energy efficient than single-channel MACs under light traffic
conditions. Incel et. al. [87] present MC-LMAC, a protocol that primarily focuses on
maximizing the throughput by using parallel transmissions on multiple channels, thus
avoiding interferences and contention. The sender nodes are allocated time slots which
are assigned to specific channels. Kim et. al. [86] present Y-MAC, a multi-channel pro-
tocol that aims to achieve both high performance and low energy consumption under
diverse traffic conditions. However, the Y-MAC performs better in terms of these two
metrics under high traffic conditions. Crankshaft [89] is a single-channel MAC proto-
col for dense wireless sensor networks that aims to achieve high delivery ratios while
having low power consumption. Crankshaft is designed for dense WSNs and its en-
ergy consumption overhead comes from employing node synchronisation and channel
polling techniques. Tang et. al. [90] present PW-MAC, a protocol based on asyn-
chronous duty cycling that aims to reduce the power consumption by having sender
nodes predicting the receivers’ wakeup times. PW-MAC uses an on-demand predic-
tion error correction mechanism and a prediction-based retransmission mechanism for
addressing time challenges and maintaining energy efficiency while collisions occur.
Since the class of applications tackled by this thesis has energy consumption as the
primary concern, the comparison focus of the VB-TDMA protocol is against the other
MAC protocols that are most suited for this class of applications, the ones that also
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have as a primary aim to minimise energy consumption.
2.2.3 Hardware simulation models
This section presents an overview of previous work related to hardware simulation
models for wireless sensor networks.
Shnayder et al. [91] present PowerTOSSIM, an extension to the TOSSIM sim-
ulator, which supports large WSNs simulations and provides accurate per-node esti-
mates of power consumption. It estimates the number of CPU cycles executed by each
node, without requiring instruction-level simulation. The hardware energy consump-
tion model is based on the Mica2 platform, a newer generation of the MICA Mote [65].
The authors validate the accuracy of the power consumption estimates against fifteen
TinyOS applications, obtaining an arguably low percentage of 0.45% to 13% of the
true power consumption of nodes running an identical program.
Mallanda et al. [92] present results obtained with OMNeT++, a WSNs simula-
tor based on the discrete event simulation framework. They validate the simulator
by comparing its results to the ns-2 simulator [93] and state that the performance of
OMNeT++ is superior to that of the ns-2 in terms of execution speed, memory usage,
and ease of modifying the network. The simulator is described as coming with basic
models for simulating a battery, CPU and radio.
Other existing implementations of basic battery and radio modules are presented
in [94], [95]. Park et al. [96] present features added to the ns-2 simulator, that enable
the nodes in the simulations to have a more detailed power model corresponding to the
underlying energy-producing and energy-consuming hardware components. It consists
of a battery model that provides energy to consumer models such as the Radio, CPU
and sensors. Three types of battery models that resemble real battery behaviour are
proposed, and can be used to study how different battery behaviours can affect the
energy efficiency of applications: a linear model, a discharge rate dependent model
and a relaxation model.
We have similarly modelled a hardware platform in a simulator for wireless sensor
networks. The differences include the use of a significantly more recent design, that
of the Prospeckz-5 (designed in 2013 compared to platforms such as Mica2 designed
in 2004), which makes use of newer-generation components offering better energy ef-
ficiency. The simulations presented in this thesis were performed in the SpeckSim
simulator introduced in Section 2.1.4. The simulator was extended with models of the
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new Prospeckz-5 hardware platform, which was validated using data from a deploy-
ment, as presented in Section 5.1. The models for the hardware platform’s components
are described in Section 3.2.1, and their main aim is to accurately estimate the energy
usage of the battery operated devices that use the Prospeckz-5.
2.2.4 Mobility models
This section presents an overview of previous work related to mobility models for ad
hoc and cellular networks.
ZebraNet [20] represents a thirty-node deployment with the purpose of tracking
zebras in Kenya. The experimental results presented in the paper are gathered from
simulation. Three possible scenarios were considered: an ideal scenario, a storage-
constrained scenario and a bandwidth-constrained scenario, for three proposed proto-
cols, looking at two metrics: upload success rate and energy consumption. A sim-
ulation environment to resemble ZebraNet and a mobility model for zebras based on
observational studies were built in the ZNetSim simulator. Predictions of zebras’ meet-
ings are made based on the mobility model, which itself is based on estimations (ran-
dom direction, estimated speeds) and assumptions (how many times per day the zebras
go to a water point and to which one). In comparison, the data-mirror mobility model
proposed in this thesis in Section 5.1.2 is using only real data with a twenty-minute
resolution and less than ten-metre accuracy.
Mobility models for ad hoc wireless sensor networks can be broadly classified as
purely synthetic, domain-driven and data-driven. Other classifications in literature are
mostly categorizing them as synthetic and trace-based.
The importance of mobility models for the performance evaluation of network pro-
tocols is argued throughout literature [97, 98, 99, 100, 101, 102, 103]. Many publica-
tions survey mobility models for ad hoc and cellular networks, arguing the benefits of
both synthetic and trace-based models. Synthetic mobility models are important due to
the level of difficulty of modelling new network environments by trace-based models
if traces have not yet been created [99]. However, simulation results of synthetic mo-
bility models, which are based on randomly generated movement that create synthetic
traces, often do not match realistic scenarios. Trace-based mobility models, which are
based on traces captured from the real world, are more realistic and provide higher
accuracy movement patterns.
Aschenbruck et al. [97] highlight that the accuracy of a mobility model matters if
Chapter 2. Background and Related Work 35
it makes a difference in its impact on the results in the performance evaluation with
the model. If there is no impact on the performance evaluation results, then there is
little use of a more detailed model. [97] summarizes the research conducted in the area
of mobility modelling, concentrating on trace-based and synthetic mobility models,
and [97, 98] discuss the process of collecting traces from real scenarios. Tuduce and
Gross [98] propose a structured framework for extracting mobility characteristics from
a WLAN trace and determining a set of parameters that can then be used to generate
mobility scenarios for simulations. Cross validation was used to validate the model
distributions, and the model was compared using the IMPORTANT framework [104]
against two other models: Random Waypoint [105] and Reference Point Group Model
[100].
Camp et al. [99] classify mobility models based on a second criterion: entity and
group mobility models. The paper discusses several synthetic entity mobility models
such as: Random Walk, Random Waypoint, Random Direction, Gauss-Markov and
City Section mobility models; and several group mobility models as well, such as:
Exponential Correlated Random Mobility Model, Column Mobility Model, Nomadic,
Pursue and Reference Group Mobility Model. Hong et al. [100], present a survey of
mobility models for both cellular and multi-hop networks, focusing on the Random
Walk mobility model. They also propose a new group mobility model (the Reference
Point Group Mobility model) and investigate its impact on specific network protocols.
Hsu et al. [102], propose a framework for evaluating the performance of ad hoc net-
works called Weighted Way Point mobility model. This proposed model offers more
realistic performance evaluation than the Random Waypoint model, as its nodes dis-
play uneven (clustering), time-varying spatial distribution. [101] proposes an enhanced
random mobility model, which correlates the new values for speeds and directions to
previous ones, and uses an acceleration to achieve its new-targeted speed.
This thesis proposes the data-mirror mobility model (presented in Section 5.1.2),
which uses a slice of real movement data that should preferably be as representative
as possible for the entity’s movement patterns. The more representative the slice, the
higher the accuracy offered by this model. It essentially uses the same paths from the
provided slice of movement data by making the mobile nodes go back and forth on
them. This data-driven mobility model provides higher accuracy in predicting the net-
work behaviour when compared to trace-driven ones for the movement of wild horses,
as shown in Section 5.1.2.
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2.3 Summary
This chapter has presented the application scenarios implemented in this thesis, the
custom-designed hardware platform and the chosen simulator for analysing the be-
haviour of sensor networks. It has given an overview of existing work and research in
the areas touched by this thesis, discussing their weaknesses and shortfalls, and how
these are addressed by the solutions proposed. The weaknesses and shortfalls of the
related work confirm the existence and challenging nature of the identified class of
applications of long-term tracking and monitoring of mobile entities in the outdoors.
Taking this into account, the next chapter presents the proposed data upload proto-
cols that overcome these challenges for this class of applications. It also introduces the
implementation details of simulation models developed to evaluate the performance of




Long-term deployments are challenging as they allow few iterations, if at all, for test-
ing, experimenting and incrementally improving the solutions. This motivates the need
for the development and use of simulation tools, for predicting the results of such de-
ployments. This chapter presents the core of our solution for the targeted class of
problems, the data upload Virtual Beacon TDMA protocol. It also presents the evalua-
tion environment developed for validating and characterizing this solution, consisting
of the implementation of the hardware platform simulation models and the mobility
model in the SpeckSim simulator. It addition to this, a basic asynchronous protocol is
proposed as a simple alternative in certain scenarios that benefit from mains-powered
base-stations. The chapter concludes with the results of a simulation of tracking and
monitoring horses in the wild, based exclusively on the parameters from the datasheets
of the hardware components, and therefore without the benefit of data input from de-
ployments.
3.1 Communication Protocols
Two communication protocols are presented: a synchronised Virtual-Beacon TDMA
algorithm for scenarios with power-constrained base-stations, and a basic asynchronous
data upload protocol with redundancy targeted only at scenarios with mains-powered
base-stations.
These are two distinct designs, both of which have been tested in the field on a
representative use case for the chosen class of applications, the long-term tracking and
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monitoring of horses in the wild. The asynchronous protocol was tested in a long-
term deployment on thirty-two wild horses, whereas the VB-TDMA was employed in
a small experimental deployment of eight domesticated horses. Both protocols were
evaluated and their performances compared in simulations.
The aims of the design of the communication protocols are to minimise the power
consumption so as to extend the battery life, and to promote simplicity leading to
robustness which is necessary for successful long-term deployments.
3.1.1 Asynchronous Data Upload Protocol with Redundancy
For the particular scenario of the horse tracking and monitoring deployment that took
place in Doñana National Park, Spain, the base-station nodes were placed on selected
towers within the nature reserve to gain better radio range and, importantly, for access
to power and network connectivity. The access to a power supply enabled the base-
stations to keep the radios switched on, listening for packets at all times. Batteries were
used as a backup solution providing redundancy in case of brief power drop-offs. It is
important that the ellipsoid radio ranges of any two base-stations do not intersect, to
avoid collisions of acknowledgement packets. Therefore, to allow deployment of the
base-stations at the fixed locations of the towers, adjacent base-stations used different
radio channels, operating on different frequencies.
The asynchronous data upload protocol was designed to accommodate this sce-
nario, along with other use-cases, such as mobile base-stations used by biologists as
they drive around, or attached to UGVs (Unmanned Ground Vehicle) or UAVs (Un-
manned Aerial Vehicle), for alternative forms of data collection.
The mobile nodes are programmed to upload data onto three different channels
every fifteen seconds. Even though when transmitting (TX mode) the radio and the
amplifier together draw 28.3mA, radio transmissions generally use very little power,
as the time required to send a packet is very short (less than 1ms). The data packet size
is 32 bytes. In contrast, when the radio is used to listen for packets (RX mode), it is
turned on for longer periods of time, during which it draws 13.5mA, and considering
the energy consumption of the radio amplifier, the total consumption is of 23.5mA.
Using this low-power protocol for this application, results in the GPS power consump-
tion dominating all other components, representing more than 95% of the total power
consumption. This suggests that the frequent number of radio transmissions, such as
one every fifteen seconds, does not have a significant impact on the overall power con-
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sumption of the system. However, it does increase the responsiveness of the network,
allowing us to better take advantage of the brief node meeting times in the data upload
process.
The nodes also have a fast upload channel, separate from the other three channels,
to accommodate mobile base-stations (using UAVs and UGVs) use-cases. On this
channel they upload data in short bursts of up to six packets (for each transmitted
packet an acknowledgement needs to be received before transmitting the next packet).
Using different channels offers redundancy in the data collection process, as on
each channel the complete set of data collected by the mobile nodes is uploaded. In
other words, if the data collected by one base-station is lost, that data may be found
at one of the other base-stations that are programmed to listen on a different channel.
In challenging deployments such as this one, out in a wildlife reserve, it is beneficial
to have redundancy for reducing the data loss, as the base-stations are liable to lose
power or network connectivity. The mobile nodes using this protocol are configured to
transmit packets in chronological order (from the oldest to the newest), and to resend
them until they receive an acknowledgement message.
3.1.1.1 Implementation
This basic asynchronous protocol was influenced by the need to conserve the battery
on the mobile nodes for long-term deployments (over six months, preferably twelve
months), given that the base-stations had access to power. The mobile sensor plat-
forms are designed to upload a complete set of data on four different channels: three
main channels and a fast upload channel where packets are uploaded in bursts of six.
This enables adjacent base-stations to be programmed to listen on different channels,
to avoid packet collisions. The range of the communication between a mobile node
and a base-station is around 1000m. In the interest of reducing power consumption, a
collisions avoiding algorithm was not implemented. Any packet collisions due to mul-
tiple mobile nodes sending packets simultaneously on the same channel to the same
base-station are extremely rare, given the low density of mobile nodes deployed. In
the case they do occur, the nodes back-off and resend.
Mobile Node. When a mobile node starts up, its radio is set to use the first of
four channels. It starts a recurring timer with a delay of twenty minutes which, when
triggered, wakes up the GPS module and waits for a position fix. After acquiring a fix,
the GPS module is kept on for some extra time (usually three seconds, but for every
fifth interval the extra time is nineteen seconds, to update the satellite information to
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improve the positional accuracy). When the GPS is kept on after getting a fix, its state
changes from "Acquisition" to "Tracking", the former having slightly lower power con-
sumption. When this process is completed, the GPS returns the position coordinates of
the node, along with a time stamp, the time it took to acquire the fix and the extra time
it was on after getting the fix. The same timer also delimits the activity and head ori-
entation intervals, these values being calculated based on accelerometer data sampled
throughout the twenty-minute intervals. However, in the case of simulations, it is only
intended to simulate the power consumption of the accelerometer,without generating
any sensor readings. A packet is composed of information provided by the GPS and
the rest of the sensors (in simulations, the rest of the sensors’ data is dummy data). The
Prospeckz-5 implementation places the packet in a queue and allocates it four flags, in-
dicating the channels on which it was uploaded. However, in simulation, the packet
is placed in four queues, each corresponding to one of the radio channels, making it
easier to study the queues’ dynamics. The node starts another recurring timer with
a delay of fifteen seconds, used for uploading data to base-stations. When this timer
triggers, if the queues assigned to the four channels contain packets, one packet out of
each queue is sent on its corresponding channel. A mobile node can have up to fifteen
retransmissions of a data packet if an acknowledgement message is not received, in
which case, after fifteen seconds it will retry uploading the same packet. Nodes always
try to upload the oldest packets from the queues, and these are not removed from the
queues until acknowledgements are received. The NRF24L01+ radio on the mobile
nodes uses its specific automatic acknowledgements option, which briefly switches the
radio to "Listen" mode after every packet transmission to receive a short and quick
acknowledgement message. This option is implemented in hardware to offer a quick,
low-power acknowledgement system.
Base-station node. At start-up, a base-station is assigned a channel to listen on
and sets its radio to "Listen" mode. The received data is either stored locally or for-
warded, depending on the application. In simulations, the base-stations filter duplicate
packets (which may occur due to loss of acknowledgement messages) by keeping a
"dictionary" with node identifiers as keys, and lists of at most fifty data packets as
values, each list corresponding to a mobile node. When a base-station receives a data
packet, it immediately triggers an acknowledgement message, then checks if the packet
is a duplicate. If not, the packet is stored (written to an output file) and added to the
corresponding duplicate filtering list.
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3.1.2 Virtual-Beacon TDMA
The VB-TDMA algorithm was designed to be a low-power communication protocol
for tracking applications and requires a hardware platform that contains a GPS mod-
ule. TDMA protocols guarantee a time slot for each sender in a network, by relying
on an accurate clock to synchronise communications between senders and receivers.
When tracking mobile entities in wide geographical areas (tens to hundreds of square
kilometres), their positions need to be marked with time stamps provided by a global
clock. A GPS module provides both the location information and a precise global time,
which can be used to synchronise the communication of the nodes in the network.
The synchronisation of the nodes based on the GPS time information works as
follows. The GPS module supports two protocols for communication: NMEA and
SiRF. The NMEA protocol does not provide access to any of the GPS’s power modes
and the GPS module in SiRF mode is not able to get 1PPS time messages. 1PPS
time messages carry the time associated with the current 1PPS pulse. Each message is
output within a few milliseconds of the 1PPS pulse and contains the time of the pulse
with microsecond accuracy. Since both these aspects are critical to the application,
it was necessary to use both protocols: SiRF was used to set the GPS module in the
Micro Power Mode, and NMEA to activate the ZDA messages, which enable the 1PPS
time messages.
The proposed TDMA algorithm uses two types of time slots: Discovery slots and
Upload slots. The Discovery slot has the purpose of determining if a certain mobile
node is within range of a base-station. A mobile node sends only one packet in this
slot, and if it receives an acknowledgement and if it has data to upload, it schedules
a larger slot, called an Upload slot. If not, it goes into sleep mode and wakes up for
the next Discovery slot. The base-station has the radio turned on in receive mode for
the period of all the Discovery slots. If during one of the slots it receives a packet,
it acknowledges that packet and schedules to turn on the radio for the corresponding
Upload slot. If a mobile node does not manage to upload all of its data in the first
Upload slot (and it does not go out-of-range of the base-station during the time of the
Upload slot), another Upload slot is scheduled. This process is illustrated in Figure
3.1.
The radio on the mobile node can be configured to have a number of retransmis-
sions of a packet in case it does not receive an acknowledgement. This number is
chosen to suit the communication environment where the deployment will take place,
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Figure 3.1: VB-TDMA algorithm.
and is also reflected in the size of the Discovery slots. For example, fifteen retransmis-
sions were timed to be slightly greater than eight milliseconds, therefore an appropriate
Discovery slot could be ten milliseconds.
The pseudo-code in Figure 3.2 presents only the core functionality of the VB-
TDMA protocol, avoiding the complexity of other features such as multichannel up-
load, dynamic allocation of upload slots or multihop functionality.
Multiple node discoveries can be scheduled during the time interval between data
collection occurrences, which in the case of the horse tracking scenario is approxi-
mately twenty minutes. Frequent node discoveries increase the responsiveness of the
network, which could make a difference in the data upload process for scenarios with
short node meeting times. Discovery phases do not have a huge impact on the over-
all power consumption, as the power consumption overhead of the radio transmitting a
packet is almost negligible compared to the GPS’s energy consumption when acquiring
a location. The VB-TDMA was also designed to offer the functionality of uploading
complete sets of data on multiple channels.
In simulations, the data collection process for the mobile nodes consists of sam-
pling the GPS sensor, which returns the position and time, along with sampling the
accelerometer and light sensors, which only discharge the battery accordingly.
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Figure 3.2: Pseudo-code of the core functionality of the VB-TDMA protocol.
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3.1.2.1 Extensibility and Scalability - Hardcoded Discovery, Dynamic Upload
In addition to prioritising energy efficiency, scalability in terms of network size, node
density and topology, is also important. The protocol should be flexible to accommo-
date various network changes that may occur, including network growth. Depending
on the application, nodes may die over time, new nodes may join the network later
on, and all of them are continuously moving and changing their locations. A suitable
protocol should handle such network changes in a capable manner. Many metrics are
considered important for MAC protocols, such as fairness, latency, bandwidth utili-
sation and throughput. These are usually the primary concerns in traditional wireless
voice and data networks, but they are secondary in wireless sensor networks, including
in our targeted class of applications.
When designing protocols, it is always a matter of prioritising certain metrics of
interest over the others. As one protocol cannot excel in every way, the solution comes
from identifying the satisfactory trade-off between the metrics used for quantifying the
protocol’s performance, in order to best suit the target scenario or class of applications.
The VB-TDMA exploits the presence of GPS modules in the nodes used in this
class of applications to eliminate the wastage of energy due to collisions, overhearing,
control packet overhead and idle listening. Based on the application scenario, it further
reduces the energy consumption by spacing out the Discovery phases, up to the point
when the amount of data uploaded would be affected. For the applications within our
target class, network latency is secondary to energy efficiency and the volume of data
uploaded. The latency is also highly dependent on the movement of the mobile nodes,
and maintaining its minimisation at a low priority does not affect the practicality of the
solution.
Further we discuss the features that offer the VB-TDMA some flexibility to changes
in the network size, and that make it scalable, enabling it to accommodate deploy-
ments of large networks (hundreds/thousands of mobile nodes). The simplest method
for adding new mobile nodes to an ongoing deployment is to account for their slots be-
forehand, when programming the base-stations. This way, the base-stations will listen
longer for packets during the Discovery phase to account for the extra slots. And each
extra slot of the Discovery phase will have assigned a corresponding inactive Upload
slot. Given the ten-millisecond Discovery slots, one extra second in the Discovery
phase is enough to add one hundred new mobile nodes. For low numbers of mobile
nodes, the power consumption impact of the Discovery phases on the base-stations
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due to the extra slots is reasonably low. However, the disadvantage is that it lengthens
the Upload phase, thus making the upload process slower, even though many of the
extra Upload slots are not used for most of the deployment, or may not be used at all.
The Upload process is most inefficient when having a large deployment (in terms of
the number of mobile nodes) and only a few mobile nodes in range of a base-station.
Figure 3.3 shows that the upload time increases linearly with the deployment size for
the extreme case of having only one mobile node (the one with the highest ID) with
a significant amount of data to upload (needing ten upload slots for uploading all its
data). The length of the Upload slot is considered to be 100ms in this example.
Figure 3.3: The upload duration when needing ten upload slots of the mobile node with
the highest ID in the deployment.
For example, consider a deployment of fifty nodes, and one of the mobile nodes,
MN50, needs ten upload slots for uploading all its data. It is in range with a base-
station that has no other mobile nodes around it. Even though an Upload slot is 100ms,
instead of taking one second for MN50 to upload all its data, due to all the inactive
Upload slots of the nodes within the deployment, MN50’s data upload will take fifty
seconds.
This problem makes the solution highly unscalable, and it was addressed by intro-
ducing dynamic allocation of the Upload slots. The size of the base-stations’ Discov-
ery phase is kept the same, set accordingly to the maximum deployment estimated size
expressed as the number of mobile nodes (e.g. 1 second = 100 mobile nodes for 10ms
Discovery slots). During the Discovery phase, a mobile node sends one packet and the
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base-station receiving this packet replies with an acknowledgement (ACK) containing
the number of the Upload slot allocated to this mobile node. The Upload slots are
allocated continuously, in numerical order (e.g. if MN1 uploads a packet to BSX it
gets Upload Slot 1, and if MN10 is the next mobile node that uploads a packet to this
base-station, it gets Upload Slot 2). During the Upload phase, a base-station’s ACK
carries the number of mobile nodes in range with that base-station, which represents
the total number of Upload slots for the current Upload phase. This enables the mobile
nodes to schedule their following Upload slots. They activate timers from the start of
the Discovery phase for counting the Upload slots. The process is outlined in Figure
3.4.
Figure 3.4: Dynamic upload process.
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3.1.2.2 Multihop (Store-and-Forward) Functionality
The multihop functionality of the VB-TDMA enables mobile nodes to exchange data
packets so those rarely or never in range of base-stations can upload their data via
other mobile nodes that come in contact with them, and pass within range of the base-
stations. Another two-phase (involving discovery and upload) timing scheme was cre-
ated for exchanging packets between the mobile nodes, which alternate as senders and
receivers depending on the time since their last contact with a base-station. In the
case of the wild horses tracking scenario, the nodes that do not come in contact with a
base-station for more than twenty-four hours become senders.
As opposed to the Discovery phases of the data upload process to base-stations,
where base-stations offer each mobile node a time slot for sending data, the mobile
node receivers offer a lower number of time slots than the number of mobile nodes in
the deployment. The selection of this number is specific to the scenario, depending
on the size of the deployment and spread of the nodes. For example, if this number is
set to ten, a mobile node can collect data from a maximum of ten others during a data
exchange following the Discovery phase. As sender nodes are aware of the time of
the Discovery phases of the receivers, they randomly choose a slot on which they send
one packet. If the packet gets acknowledged, both the sender and the receiver activate
the corresponding Upload time slot, in a manner similar to the process of uploading to
base-stations.
Flooding the network with redundant sets of data would have a negative impact on
the power consumption and memory usage of the nodes. Packets that have been pre-
viously uploaded to base-stations, even though not on all channels, are not considered
for upload to mobile nodes. Each node holds a HashSet with the sequence number
of every packet uploaded to mobile nodes, in order to not upload the same packet to
more than one other mobile node. The packets received by mobile nodes are stored
in a separate queue, referred to as queueMN. In the event that a mobile node fills its
memory, it will not accept packets from other mobile nodes, and always discards the
oldest packet from queueMN when it collects more data itself. Unless the memory is
full, packets are only discarded when uploaded to base-stations. When a node comes
in range, it first uploads all of its data on the base-station’s particular channel, and then
the data collected from other mobile nodes. In the case of the Doñana deployment, it
is highly unlikely that mobile nodes would run out of memory, as the flash chips on
the Prospeckz-5 are sufficient to store approximately ten complete sets of data over the
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course of one year.
3.2 Simulation Models
The SpeckSim simulator, introduced in Section 2.1.4, was selected for its extensibility
and collection of simulation models for radio communication that take into account
key aspects such as frequency and phase modulation, noise and path loss.
As hardware characteristics of platforms needed to be captured in the simulation,
separate layers were implemented from the ground up. "Devices" are the top layer
of simulated entities and essentially model wireless sensor nodes. Each device object
contains an instance of models of the hardware, software and communication protocols
required by the simulated physical platforms. The main purpose of hardware compo-
nent models is to simulate the energy usage of battery-operated sensor devices.
3.2.1 Hardware Platform Modules for Estimating Power Consump-
tion
3.2.1.1 Microcontroller
The simulator includes models for a microcontroller (MCU) and clock system. The
"MCU" model was designed to capture the current consumption of the main states
of the Energy Micro EFM32 Giant Gecko microcontroller [106], and to be used by
SpeckSim’s power analysis module. The clock models aspects of the real-time clock
in any microcontroller, enabling clock frequency drifts to be simulated. The clock
also provides a real-time scheduling interface for simulated software components to
schedule events.
3.2.1.2 Radio
The "Radio" models the Nordic NRF24L01+ radio chip along with the RFaxis RFX2401C
radio amplifier in terms of power consumption and behaviour. Besides implementing
the device’s states in terms of current consumption, the radio model within SpeckSim
is designed to also match characteristics such as: bitrate, receiver sensitivity, trans-
mission power levels, use of different channels, and the behaviour of the quick and
low-power auto-acknowledgements implemented in hardware, which are characteris-
tic to the NRF24L01+. When a transmission is initiated, an event is posted in the
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simulator’s queue that takes into account the transmission power level, bitrate, cur-
rent consumption, the message size and interferences. The duration of the event is
calculated based on the size of the message and the radio’s bitrate. In SpeckSim the
signal strength degrades with distance (and other environment obstacles such as bar-
riers). Once a transmission is initiated, a Java map structure is created containing the
received signal strength (dBm) for all the nodes in the simulation. This map consists
of the transmitter node identifier, the receiver node identifier and the received signal
strength. A node does not consider a transmission initiated by itself. However, all other
nodes acknowledge detecting a transmission if its received signal strength is above the
radio’s receiver sensitivity. The received signal power is calculated based on dimin-
ishing the transmitter power level due to path loss which is dependant on the distance
between the nodes. In addition to degrading the signal strength with distance, interfer-
ences are taken into account when calculating the signal-to-noise ratio. Interferences
may occur when multiple nodes are transmitting simultaneously. In the case of de-
tected transmissions, if the signal-to-noise ratio is not higher than a set threshold, the
receivers ignore the transmissions, and the packet is considered lost. If the signal-to-
noise ratio is sufficient for the radio to pick up a packet, other factors that can affect the
packet’s successful reception are then taken into account, such as probabilistic noise
and packet loss (calculated according to the modulations schemes FSK and PSK). The
signal-to-noise ratio threshold for reception is calculated based on the packet size and
a configurable probability in the case of each modulation (FSK and PSK).
3.2.1.3 Sensor and GPS
The "Sensor" model was designed to reflect the power consumption of the Freescale
MMA8451Q accelerometer and the Maxim Integrated MAX44007 light sensor. This
model does not aim to simulate the actual sensor data for either of the sensors, as this
is not of interest in the simulated experiments. The "GPS" model was designed to
resemble the performance of the FGPMMOPA6H external GPS module. The perfor-
mance of the simulation model in terms of the time it takes to acquire position fixes is
modelled to reflect the performance of the real module in the environment of the de-
ployment on wild horses. This is achieved by using a Gaussian distribution to generate
random numbers. Its mean is the average time to get a fix of the real GPS modules
from approximately 80000 data samples. The standard deviation was chosen to match
the range of the times from the data collected in the actual deployment. The energy
consumption for the different states of the GPS module was taken from its datasheet.
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The model also permits injecting into SpeckSim the real time-to-fix data gathered in
the deployment. The GPS position error was not modelled, as it is outside the scope of
the simulated experiments.
3.2.1.4 Battery
Lithium Thionyl Chloride batteries combine excellent energy density with extended
operational temperature range and minimal self-discharge, making them an excellent
choice for equipment in long-term deployment scenarios. The "Battery" model was
designed to resemble the discharge characteristics and current capacity of the Lithium
Thionyl Chloride primary cells used on the mobile nodes, as stated in the manufac-
turer’s technical specification. It was estimated that two such batteries (2x2500mAh)
would allow operation of the platform on the mobile nodes for approximately one year.
3.2.2 The Mobility Model
Mobility models capture the movement of the mobile entities over time. The position
and orientation of both static and mobile nodes at time instants are specified within the
simulation environment, with the provision to set specific paths for the mobile nodes.
A path consists of location points within the simulation area, and mobile nodes can
move from one location point to the next at different speeds. The implementation
of the model allows the injection of real data gathered from the deployment into the
simulation in order to faithfully reconstruct the movement of the mobile entities. This
permits accurate replication of the actual movement behaviour of the horses from the
deployment, by mapping the nature reserve area into the simulation and matching the
movement speeds of the horses between locations. This is achieved by converting the
actual GPS coordinates to those within the simulation, and calculating average speeds
for the simulated nodes based on the distances between successive GPS positions for
consecutive time stamps.
A trace-based mobility model was implemented in the simulator, which generates
new locations and speed values for nodes in a pseudo-random fashion. The new lo-
cations are based on the current location of the node and a newly generated distance.
The new distance is generated randomly using a Gaussian distribution, with the mean
the value of the average distance travelled by the horses in the actual deployment (us-
ing approximately 140,000 samples), and the standard deviation reflecting the spread
of distances derived from the real data. This distance is used as the radius for a pro-
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jected circle with the centre in the current location of the node. The next location is
chosen randomly from the points on the circumference of this circle, while satisfying
the condition of not exceeding the boundary of the area that confines the nodes. The
speed of the node is generated in a similar fashion, also using a Gaussian distribution,
with the mean being the average speed calculated from the data gathered from the real
deployment, and the standard deviation matching the spread of the real speeds.
3.2.3 Import of Real Data
This section describes the process used for replicating the deployment of sensor nodes
on the wild horses in the Doñana National Park, Spain, within the SpeckSim simulator.
The imported data is of two types:
• Constants calculated from a dataset of approximately 140,000 packets collected
from the initial few months of the deployment, such as:
– Average distance travelled by the horses in approximately twenty minutes:
0.099km
– Average speed of the horses: 0.29km/h
– Average time to fix for the GPS modules: 25.23s
– The area where the horses are located:
∗ North (maximum Latitude): 37.20561
∗ South (minimum Latitude): 36.92878
∗ East (minimum Longitude): -7.561832
∗ West (maximum Longitude): -6.353243
• Input files for each node, containing real data:
– Input files for the GPS module containing the time to acquire the positions.
A file with data corresponding to nodes from the real deployment is gener-
ated for each simulated node.
– Input files for the Movement model, that contain a node’s next destination
and its speed to that destination. Nodes’ paths are determined by the next-
destination values, which are obtained through the conversion of the GPS
locations to locations within the simulator. The speed assigned to each
next-destination value is also generated from the real data. It is calculated
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using the distance between two GPS consecutive locations and the time it
took a horse to travel from one to the other.
The area delimited by the horses movements was determined using the GPS loca-
tions with the highest and lowest values for the Latitude and Longitude of all locations
gathered. These values are represented by numbers one to four in Figure 3.5. The
quadrilateral defined by numbers five to eight represents the area where the horses
were located. By eliminating six outliers (the locations in blue, including numbers
one to four), the size of the area occupied by the horses is reduced 6.42 times. This
smaller area is highlighted in green by numbers thirteen to sixteen in Figure 3.5, and
its approximate dimensions are 10.57km by 10.44km (about 110km2).
Figure 3.5: Area encompassing the range of the movements of the horses.
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3.2.3.1 Calculating the distance between two GPS locations
The distances between two GPS locations were calculated using haversine formula
[107], which calculates the great circle distance between two points on the Earth (spec-
ified in decimal degrees). The haversine formula is a special case of a more general
formula in spherical trigonometry, the law of haversines, relating the sides and angles
of spherical triangles. The harversine formula was chosen because it uses "Spheri-
cal Trigonometry" instead of a "Law of Cosines" based approach which is based on
two-dimensional trigonometry, therefore it offers a nice balance of accuracy over com-
plexity.
This method of calculating the distance between two GPS locations was used in
calculating the speed of the horses between locations and in the conversion process of
the GPS coordinates into 2D coordinates within the simulator.
3.2.3.2 Conversion of GPS coordinates into coordinates on a 2D plane / grid
Due to the ellipsoid shape and the curvature of the Earth, converting GPS coordinates
into coordinates within a plane is not as straightforward as scaling the up or down an
area in a 2D plane. When importing the GPS positions into the simulator, it is criti-
cal to maintain the same distance proportions between the locations. Due to the way
distance is calculated between two locations in a plane, converting a GPS coordinate
into a 2D one is not an appropriate approach. Therefore, instead of converting the
GPS coordinates, the import of locations into SpeckSim was achieved by converting
the distances between these locations.
A reference point was selected, in the bottom-left corner of the aforementioned
green square representing the area confining the horses’ movements. This reference
point is represented in Figure 3.6 by point A. When a new point N needs to have its
GPS coordinates converted, the distance between the GPS coordinates of A and of the
projections of N on the OX and OY axes are calculated using the haversine formula
which takes into account the ellipsoid shape of the Earth. These distances are obtained
in kilometres and are converted to the distance-measuring unit used in SpeckSim by
being divided by eleven. The offsets of the reference point (0.02 for both the OX
and OY axes) are added to the newly obtained distances, in order to obtain the (x, y)
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• LonA = GPS longitude of point A
• LatA = GPS latitude of point A
• XA = SpeckSim coordinate of point A on the OX axis
• YA = SpeckSim coordinate of point A on the OY axis
• LonN = GPS longitude of point N
• LatN = GPS latitude of point N
Figure 3.6: Projecting the area containing the horses (the smaller, green square) into
the SpeckSim simulation area (the larger blue square).
Figure 3.7 shows as an example the eight main GPS locations that define the area
where the horses are located and their matching import in SpeckSim.
3.2.3.3 Setting the radio range
The radio range between a mobile node and a base-station node in the deployment in
Doñana is approximately 1000m. This was scaled to a range of 0.09, to match the
proportions of the simulation area. The signal propagation model used in SpeckSim
degrades the signal strength of a transmission by taking into account a path loss vari-
able, which takes into account the distance that the transmission travels. In order to
obtain the desired radio communication range, the radio’s transmission power level
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Figure 3.7: Import of GPS locations into SpeckSim.
and the receiver sensitivity need to be set according to the following relationship:
TransmissionPowerLevel −PathLoss(distance)> ReceiverSensitivity
3.2.4 Initial Simulation Results
This section presents the results of a twelve-month simulation of the scenario of track-
ing wild horses in the Doñana National Park. The aim of this initial simulation was to
estimate the power consumption of the nodes, and thus the deployment lifetime, before
the actual deployment was set in motion. At the time of this simulation, no real data
was available to input into the simulation models. The models of the hardware com-
ponents were only based on the figures presented in their datasheets. Considering the
availability of mains power for base-stations in the Doñana reserve, the asynchronous
protocol was chosen for the deployment. The scenario of tracking and monitoring wild
horses was built in the simulator by mapping the area that would confine the horses and
by having the mobile nodes moving randomly in this area, at random speeds that can
peak up to a horse’s galloping speed (40-48km/h or 25-30mph), and that average to a
horse’s average four-beat walk (6.4km/h or 4.0mph) [108].
When taking the values related to the power consumption of the hardware compo-
nents from their datasheets and using them for the corresponding simulation models,
if these values were expressed as ranges, the higher ones were selected. The reason-
ing behind this was to obtain the results for a more pessimistic case, but even so, the
results looked promising. The mobile nodes lasted over ten months, which is a satis-
fying deployment length as it covers seasonal variation. A large amount of data was
uploaded to base-stations: 85.5% of all the unique packets that would have been col-
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Table 3.1: Tracking and Monitoring Horses in the Wild - Simulation
Metric Performnace
Deployment length
Mobile nodes lasted for 310
days or 10.18 months
Average network latency 2 days, 23:27:01
Total number of unique packets collected 184822 (85.5%)




lected during the nodes’ lifetimes. Also, the data collection redundancy levels were
very high, obtaining a 4-way redundancy of 97.29%. These results were encouraging
for taking forward the deployment in reality. The data collection process (amount of
data collected, latency, redundancy levels) in such a deployment is highly dependent
on the movement patterns of the mobile nodes, thus the results showed in Table 3.1
may not be representative for the horses’ real movements in the wild. Nevertheless,
the results concerning the mobile nodes’ power consumption remain representative, as
the horses’ movements have little effect on this metric.
3.3 Summary
This chapter introduced the VB-TDMA data upload protocol proposed for the long-
term tracking and monitoring of mobile entities in the outdoors, describing its func-
tionality and aspects of its implementation. It presented another protocol, a simple
asynchronous one, appropriate only in scenarios with mains-powered base-stations. It
further described the environment developed for evaluating the VB-TDMA protocol,
consisting of the simulation models corresponding to the hardware components of the
Prospeckz-5 platform, along with the node mobility model, and the methods for im-
porting data from real deployments into the SpeckSim simulator. The results of the
initial simulation of tracking and monitoring horses, revealed that the asynchronous
data upload protocol shows promise of a satisfactory deployment lifetime of over ten
months.
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The next chapter presents a complete solution (inclusive of hardware) for the long-
term tracking and monitoring of mobile entities in reality, for the specific scenario
where the mobile entities are wild horses.
Chapter 4
Real-World Deployments
Successful deployment of large scale systems over extended periods of time of sev-
eral months requires meticulous design and testing which should take into account the
environment and local conditions. The focus in real deployments usually lies on the
practicality and robustness of the solution. This chapter presents our proposed method
for tracking and monitoring wild horses, a representative scenario for the targeted class
of applications. The first part of the chapter describes the design of both the mobile
and the base-station nodes, their performance in pre-deployment tests, and how this af-
fected the final design. The second part presents a long-term deployment on thirty-two
wild horses in a nature reserve using the asynchronous protocol for data collection.
The third part looks at a smaller deployment on eight domesticated horses, using the
VB-TDMA protocol. In the case of both deployments, an analysis of the sensor data
is provided, giving valuable insights into both the individual and the group behaviour
of the horses.
4.1 Node Designs and Preliminary Tests
Key issues to be considered in the design of nodes for this class of applications in-
clude customising features to the particular mobile entities being tracked, ensuring that
all aspects of potential environmental challenges are considered (particularly seasonal
extremities inherent in outdoor tracking), and ensuring adequate and reliable power
sources for the duration of the deployment. This section will explore the options avail-
able and the challenges faced in the design of the mobile nodes that were attached to
the horses. It will also describe the design of the base-station nodes and present results
from pre-deployment tests.
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4.1.1 Mobile / On-body Sensor Nodes
Custom hardware [28] was developed to overcome the challenges related to placing
on-body sensor nodes on a rare breed of endangered horses, the Retuerta, in their
natural habitat. The Prospeckz-5 platform used in the deployments described in this
thesis was designed by Janek Mann at the Centre for Speckled Computing, University
of Edinburgh.
As mentioned, the conflicting demands of a long battery life (more than six months),
housed in a modestly-sized enclosure (footprint smaller than a ten cm square) and light-
weight (less than six hundred grams), have influenced a number of design considera-
tions for the body-worn sensor. The size and weight of the battery (which constituted
almost 90% of the interior of the enclosure) was dictated by the welfare of the animals
as authorised by the biologists of Doñana.
The sensor node had to be powered mainly off a primary cell, as there were no
options for externally recharging the batteries or changing them during the period of
study. A dual battery interface enabled operations to be supported by both a Lithium
Thionyl Chloride primary cell and Lithium Polymer rechargeable battery. Lithium
Thionyl Chloride batteries combine excellent energy density with extended operational
temperature range and minimal self-discharge, making them a suitable choice for long-
term deployment scenarios. The Lithium Polymer battery can be charged by a solar
cell using an efficient energy-harvesting circuit. However, the drawback for this type
of battery is that it has a limited range of operating temperatures and capacity. The
reasoning was that should the voltage from the lithium polymer battery drop below its
operating range, the current will be sourced from the primary cell instead, which was
sized to allow operation of the platform for approximately twelve months. However,
as will be explained later in this thesis, the Lithium Polymer battery was not used in
the final design of the nodes.
The sensor node is based on the custom-designed Prospeckz-5 presented in Section
2.1.3, the latest offering in a platform series first launched in 2004 [5], which combines
sensing, processing and wireless networking capabilities. The Prospeckz circuit was
potted using hot melt electronic adhesive to reinforce all the wire joints to withstand
any shock, and it was stress tested using drop tests from a height of five metres onto a
carpeted stone floor.
The chosen enclosure for the on-body nodes is a hard plastic and polycarbonate
case with a clear cover - the PN-1320-CMB sourced from the Bud Industries [30].
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It provides waterproofing up to IP68 specification level and is rated as a NEMA 4X,
12, 13, i.e., it is weather-resistant with protection against dust, it is watertight and
submersible, and it is corrosion resistant. The enclosure was potted with re-enterable
silicone compound that provides both vibration protection and waterproofing in accor-
dance with IP68 specifications. The transparent lid of the enclosure was potted with
an optically clear silicon encapsulation compound for better fixing the radio patch an-
tenna, while not interfering with the GPS antenna and allowing light to pass through.
This enabled the use of the light sensor, the possibility of using a solar cell, and was
useful in the initial phases of deployments when the LEDs on the Prospeckz-5 were
used for testing the functionality of the nodes.
A fully sealed, enclosed device is better able to cope with the harsh environment,
but at a price of compromising the radio performance by relying on a PCB or chip
antenna. A u.FL antenna connector offers flexibility in the antenna choices. An
enclosure-mounted antenna was used to optimise the radio performance of the nodes.
The same PCB was used in the base-stations and mobile data collection systems with
larger external antennas, with the performance optimised for each application. Such
an approach achieved the required robustness in a cost-effective manner.
The strap, as shown in an early concept design in Figure 4.1, is required to last
at least twelve months on the wild horses, as the current animal welfare regulations
adopted by the Doñana reserve do not allow capturing these horses more than once a
year. The straps are made out of Biothane, a durable weather-proof material. They
incorporate the node enclosure and position it against the flat part of the horses’ necks,
near the top, for optimal GPS reception. Metal pellet weights are included at the bot-
tom, double-stitched into pockets within the belt, to keep the strap the correct way
up. The length of the strap is a minimum of 70-80cm, and it is adjustable by 10cm,










Figure 4.1: Strap design (created by Alison Sangster).
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The Prospeckz-5 board is connected to two Lithium Thionyl Chloride batteries
(3.6V, 2500mAh) and an enclosure-mounted antenna. The initial design also included
a Li-Polymer battery (3.7V, 600mAh) and a solar cell (30x30mm), but due to space
constraints inside the enclosure, these were replaced by a second GPS module, the
FGPMMOPA6H [109]. The fully assembled on-body node weighs 165 grams without
the strap, and approximately 530 grams with the strap.
4.1.2 Base-station Nodes
The base-station node has a larger NEMA 4X rated enclosure containing the Prospeckz-
5 board, three Lithium Thionyl Chloride batteries (each 3.6V, 2500mAh), and an ex-
ternal antenna lead. The base-station nodes were initially designed to be mounted on
two-metre aluminium poles, mounted into a metal fixing bracket, and secured into the
ground by four 60cm-long metal ground anchors. The external antenna, Wifi-Link
WLO-2450-08 (8dBi omni), would have been mounted on the top of the aluminium
pole to obtain a good radio range for the base-stations. However, due to the existence
of towers throughout the Doñana nature reserve which provide 12V power and Ether-
net connections, the base-stations were mounted on top of these towers, and consisted
of a Prospecks-5 board connected through a serial interface to a Raspberry Pi board
and a 12V to 5V DC/DC converter.
Figure 4.2 shows the collars with a mobile base-station on the left-hand side and a
static base-station mounted on one of the towers in the Doñana National Park on the
right-hand side. Figure 4.3 shows the components of the static base-stations and the
enclosures.
4.1.3 Pre-deployment experiments and tests
The Prospeckz-5 platform was subjected to extensive testing over a period of more
than four months.
4.1.3.1 GPS and the Sensors
The GPS module, along with the other in-built sensors on the Prospeckz-5 platform,
were tested individually to assure their correct functionality. There is a trade-off be-
tween the positional accuracy and the time for which the GPS module is on, which
directly translates to power consumption. We managed to significantly improve the
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Figure 4.2: An arrangement of mobile nodes ready for deployment with a base-station
and antenna (left). Base-station on top of a tower in Doñana National Park (right).
Figure 4.3: Base-station components: power supply, Raspberry Pi and Prospeckz-5
(left). Base-station boxes and omnidirectional antenna (right).
accuracy by keeping the GPS module awake three seconds longer after obtaining a fix,
and nineteen seconds longer after every five twenty-minute intervals. This allows it
to gather more information about the satellites, by updating the ephemeris data (used
to calculate the position of each satellite in orbit) and the almanac (information about
the time and status of the entire satellite constellation), and provide a more accurate
position at the end of the extra time (see Table 4.1 and Figure 4.4). The accuracy is
expressed in terms of Circular Error Probability (CEP). CEP50 is defined as the radius
of a circle centred on the true value that contains 50% of the actual GPS measurements.
Thus, a receiver with a one-metre CEP accuracy will be within one metre of the true
measurement 50% of the time. It can be observed in Table 4.1 that the CEP improve-
ment lowered CEP50 to 9.56 metres and CEP98 to 58.14 metres. Figure 4.4 illustrates
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Table 4.1: Comparison of GPS Accuracy Measurements
CEP
Accuracy
Initial Accuracy Improved Accuracy
CEP50 13.38 9.56
CEP90 83.45 58.14
this graphically, showing the GPS locations of the collars deployed statically in a small
area in the Doñana Park. The right-hand side of this figure shows the locations of the
collars with the improved accuracy, which did not generate obvious outliers such as
the ones displayed on the left-hand side.
Figure 4.4: Location accuracy improvement: initial accuracy (left), improved accuracy
(right).
4.1.3.2 Solar Cells and Battery Charging Circuit
When the use of solar cells was being considered, three sizes were tested: small
(12x40mm), medium (30x30mm) and large (50x60mm). The experiments were per-
formed at different times of the day using a 10kΩ and a 1kΩ load resistor. Table 4.2
shows that during peak sun exposure the cell operates at close to its open circuit voltage
with the 10kΩ resistor, and therefore does not realise its optimal power. In contrast,
with a 1kΩ load, a higher power output is produced. Taking these results into consid-
eration and the fit of the solar cells in the lid of the enclosure, the medium-sized one
(30mmx30mm) was deemed most appropriate. The battery charging circuit was tested
in direct sunlight to produce an 8-10mA charging current, and 1mA charging current
in the shade.
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Table 4.2: Solar Cells Measurements
Midday/Afternoon (Sunny) 15:00 - 15:30, July 1st 2013, Villamartin, Spain
Solar Cell With 10kΩ With 1kΩ
Large 6.20 - 6.30V 3.84 - 3.97mW 5.50V 30.25mW
Medium 3.21 - 3.27V 1.03 - 1.07mW 3.05V 9.3mW
Small 2.36 - 2.37V 557 - 562µW 0.83V 688.9µW
Evening (Sunset) 21:05 - 21:20, July 1st 2013, Villamartin, Spain
Solar Cell With 10kΩ With 1kΩ
Large 5.50 - 5.95V 3.02 - 3.54mW 0.82V 672.4µW
Medium 2.60 - 3.04V 676 - 924µW 0.39V 152.1µW
Small 1.40 - 1.83V 196 - 335µW 0.13V 16.9µW
Table 4.3: Enclosure-Mounted Antennas Tests





UpTowardsScope, West Down -35.00 -34.00
UpTowardsScope, East Down -35.50 -39.50
DownTowardsScope, West Down -37.50 -44.50
DownTowardsScope, East Down -35.00 -40.50
4.1.3.3 Enclosure Mounted Antenna
Nine antennas were considered and the "Prestta" (ethertronics.com) was chosen based
on its size (44x7.7x0.85mm), shape and bench test performance. Table 4.3 summarises
the bench tests performed for the first two options for the enclosure-mounted antennas.
The tests were conducted with the antennas mounted on the inside of the lid of the
enclosure, as is the case during deployment. A radio test application was developed
for the Prospeckz-5 platform emitting a constant carrier from the antenna port. The
strength of the field from the antenna was measured using an HP spectrum analyser
in bench conditions. Two possible placements of the antenna next to the PCB were
evaluated, as the ground plane of the PCB in proximity with the antenna impacts its
performance.
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4.1.3.4 Antenna Radio Range
Two external antennas, Wifi-Link WLO-2450-08 (8dBi omni) and WLO-2450-12 (12dBi
omni), were considered for the base-stations, and were tested when mounted at a height
of two metres above ground. The WLO-2450-08 demonstrated better performance
with a communication range of around 500m, which was likely due to the narrow hor-
izontal radiation pattern of the higher gain antenna. The following two cases were
tested: the on-body node as a transmitter, and the base-station node acknowledging
the received packets, and the other way around. The Packet Reception Rate (PRR)
was measured for different node distances, calculated based on the GPS location of the
mobile on-body node with respect to the location of the fixed base-station. Tests were
also conducted using multiple on-body nodes communicating to the same base-station.
The WLO-2450-08 was further tested against a unidirectional antenna in the Doñana
Park, in the environment of the deployment. The tests were conducted on a flat sur-
face that included dense tree-coverage, with the base-station antenna maintained at a
height of two metres. The results show that in the case of the omnidirectional antenna
the maximum range was approximately 558m and for the unidirectional one it was ap-
proximately 655m. The area where the antenna range tests were performed can be seen
in Figure 4.5. When the base-stations with the WLO-2450-08 omnidirectional antenna
were mounted on the towers, the communication range increased to approximately one
kilometre.
4.1.4 Node Design Tradeoffs and Experiences
As stated previously, the Prospeckz-5 design was driven by several external constraints,
primarily the requirement for an enclosure small enough to suitable for attachment to
the horses and the need for a long-term battery lifetime (ideally over twelve months).
The enclosure was one of the first considerations during the design of the Prospeckz-5.
Due to the relatively small number of devices which were going to be manufactured, it
was decided that it was not practical to develop a custom enclosure for the project, thus
a number of off-the-shelf enclosures were considered. The casing had to be watertight,
shock-proof, lightweight, and with mounting features to allow attachment to a strap
around the horses’ necks. A transparent window was desired for the casing to enable
the use of a solar cell inside. A number of cases were considered, and the PN-13XX
range from Bud Industries was chosen for its NEMA-4X rating and the transparent
polycarbonate top lid. The PN-1320-CMB, in particular, was the smallest that could
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Figure 4.5: Antenna range tests in the Doñana National Park.
accommodate the chosen batteries. The available space inside this enclosure defined
the shape of the custom-designed PCB for the Prospeckz-5.
A number of battery topologies were considered, including rechargeable ones using
solar power. It was deemed too risky to be dependent on solar power or rechargeable
batteries, as solar power can be disrupted by mud coating the window to the solar cell,
and rechargeable batteries have limited performance in extreme temperature conditions
as can be encountered in the environment the Prospeckz was going to be placed in. It
was decided to use a pair of AA Lithium Thionyl Chloride batteries [110] as primary
cells, as these possess the highest commonly available energy density (approximately
160mAh/g) as well as being rated for extended temperature ranges (minimum -55◦C,
maximum 85◦C). They are particularly well suited to handle the long-term low average
current needs of the Prospeckz-5.
The design criteria for the microcontroller (MCU) at the heart of the Prospeckz-5
were ultra-low power operation together with a reasonable amount of RAM to allow
for large buffers to minimize access to the serial flash memory, which is relatively
energy-intensive during each access due to the need for erasing parts of the flash. The
EFM32GG990 was chosen due to the high performance of the Cortex-M3 core [111],
which minimises the active time of the processor (during which it consumes consider-
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able current - 200µA in the Run Mode state EM0) and the very low current consumed
during idle times (1.2µA in Deep Sleep Mode state EM2). Another trade-off was the
size of the MCU package in relation to the amount of RAM available, and the chosen
MCU is one of the smallest with a large amount of RAM (1024KB).
A GPS module with an integrated antenna was desired to avoid the need for feeding
wires outside the enclosure (potentially affecting the water-proofing), and to have min-
imal footprint, leaving space for the rest of the circuitry on the small PCB. The UC430
module chosen provided both of these features, and claimed support for ultra-low-
power modes that should have allowed the module to operate at a very low average
power (most of its time would have been spent in a Hibernate state where the mod-
ule achieves 125µA typical average current drain). Unfortunately it turned out that
this module, due to both the mounting on a horse as well as the limited ground plane
available on the space-constrained PCB, did not operate with sufficient antenna perfor-
mance to take advantage of this energy-saving feature. Therefore, the deployment in
the wild used a different module, the FGPMMOPA6H, with a larger ceramic antenna,
which was mounted on top of the Prospeckz-5 PCB. This module does not have the
ultra-low-power mode, but offered a considerably superior antenna performance along
with a lower current consumption when active.
Based on our Research Centre’s experience with ultra-low-power radio operation,
a 2.4GHz transceiver (NRF24L01+) was chosen with the option of using a relatively
high signal rate of 2Mbps. In most designs it is customary to choose a transceiver
with much lower signal rate but with a higher receiver sensitivity, which would enable
a signal to be picked up under bad propagation conditions. However, in the case of
Prospeckz-5, its design favoured an extremely low power per bit transmitted, making
it cheaper in terms of the power consumption to send a packet, thus allowing sending
"probe" packets more frequently in return for better network responsiveness. This
radio was augmented with an RFX2401C amplifier IC, which combines both a PA
(power amplifier) for amplifying the transmitted signals as well as a LNA (low noise
amplifier) for amplifying the received signals before processing by the radio receiver.
The combination of the NRF24L01+ with the RFX2401C can offer an end-to-end gain
of up to 24dBi.
An internally-mounted antenna was chosen for the 2.4GHz radio, to keep the cas-
ing as water-tight as possible. An internal antenna connector was preferable to a PCB-
antenna or other PCB-mounted antenna to retain flexibility in the choice of antennas,
for testing and choosing one based on the performance inside the enclosure. There-
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fore, a selection of antennas suitable for mounting inside the enclosure was evaluated
(Section 4.1.3.3).
The power supply of the Prospeckz-5 had to be optimised both for extracting the
maximum amount of energy out of the batteries as well as minimising the idle cur-
rent drain. The batteries supply a voltage between 3-4.2V while the components on
the system themselves operate at 1.8-2.2V. Using a purely linear voltage regulation
strategy (using LDOs for example), nearly half the energy in the batteries would have
been wasted. Typical switching DC-DC regulators, which can regulate the voltage
much more efficiently, have relatively large idle currents. The Prospeckz-5 compo-
nents are carefully chosen to offer an overall idle current in the order of 10s of µA,
while typical switching regulators can have idle currents in the 100s of µA. We chose
the LTC3103 switching regulator, which has an idle current of only 1.8µA due to its
burst mode of operation. As a result, the power from this regulator is relatively noisy,
thus additional low-noise LDO regulators are used for the GPS module and the flash
to ensure good performance. For the solar charging feature (which was not used in
the deployments described in this thesis) the ability to operate from a very low solar
flux, maximum power point tracking to extract the optimal energy from the cell, as
well as battery charging features were desired. The initial design of the Prospeckz-5
chose the LTC3105, which promises these features but did not operate to our satisfac-
tion in our application. The BQ25504 solar charging IC from TI, which fulfilled these
requirements, was chosen for the final design.
4.2 Long-term wildlife deployment
The Retuerta, one of the oldest horse breeds in Europe, roams wild in the Doñana
National Park, Andalusia, Spain. Thirty-two of these horses were marked with wire-
less sensors to gather spatio-temporal data. This section describes the tracking and
monitoring of these wild horses wearing collars with sensors that operate in a harsh
and challenging environment. Analysis of the data has revealed rare insights into the
horses’ social behaviour, such as group dynamics (group sizes and memberships), dis-
persal and home ranges which are of interest to both animal ethologists and practition-
ers managing the ecology of their wild habitats. As discussed, a number of choices had
to be made to address technical challenges such as the design of the sensor platform,
wireless data collection and battery lifetime issues for an extended deployment. The
experiences point to the virtue of simplicity in the design of wireless sensor networks
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to support core functionalities for achieving good average case performances.
4.2.1 Scenario
4.2.1.1 Justification
The high-resolution data of the location and activity of animals can be used for move-
ment ecology analyses and conservation studies that lead to gaining better understand-
ing of environmental and biological factors that relate to animals’ movement patterns
and behaviour.
Animal tracking can expose the effects of the monitored animals over the vege-
tation, and the other way around, how the animals move in relation to the quality of
vegetation, and it can also reveal information about group relations. There is also inter-
est in monitoring and analysing direct contacts between individuals. Since infectious
diseases represent a threat for the biodiversity conservation and they spread through di-
rect contact between individuals, such a study can provide valuable information about
the way these diseases spread. "Nearly 75% of emerging infectious diseases had their
origin as zoonoses (infectious diseases that can be transmitted between species). Vec-
tors such as mosquitoes can transmit some zoonoses, but many other require direct
contact or proximity of individuals for its transmission. This is the case of avian flu,
tuberculosis, Newcastle disease or measles. Although the pathogens may remain vi-
able in the environment for a limited amount of time, direct contact of individuals
greatly facilitates the transmission." [112]
4.2.1.2 Motivation (the technological challenge)
The capturing of any group of wild animals is rife with complications in terms of
logistical problems and welfare considerations. Having data stored locally on a device
attached to an animal, and recapturing it as required in order to retrieve the data, is not
a feasible option. The most practical solution is for animals to wear devices capable
of uploading the data wirelessly to allocated collection points. These collection points
can be strategically placed to cover large areas of land while focussing on places most
frequented by animals, such as water bodies, or areas where the animals forage.
However, wireless communication and gathering GPS location information both
entail high power consumption for mobile devices. As such, there is a clear trade-
off between the potential runtime of any deployment and the physical dimensions of
the devices that are attached to the animals. To account for seasonal variations, these
Chapter 4. Real-World Deployments 71
deployments ideally need to run for extended periods of time. This poses significant
technological challenges: in terms of hardware, it has to be robust, compact, resistant
to a wide range of extreme weather conditions, and at the same time to offer good
performance with low energy consumption; and in terms of algorithms, the design
needs to be robust and power efficient, having the ability to recover from any state and
maximising the potential of the hardware.
4.2.1.3 Scenario description
The aim of this scenario is to track and monitor the behaviour of thirty-two wild horses,
over a period that is long enough to capture the seasonal variation. Gathering infor-
mation on the location of the horses and monitoring their activity and head orientation
is done using a GPS module and an accelerometer. Biologists require a tracking (lo-
cation) granularity of once every 20-30 minutes, for the duration of the deployment.
The data collected by the mobile nodes attached to the horses is wirelessly uploaded
to base-stations deployed throughout the nature reserve and then forwarded to a cen-
tral device with network connectivity which uploads it to a server. However, due to
the availability of towers throughout the reserve that provide both power and network
connectivity, the base-stations are already connected to a private local network via
Ethernet. Thus, the data can be accessed remotely straight from the base-stations’ SD
cards, by setting up a VPN tunnel to this network.
4.2.2 Results
This section presents the outcome of the deployment in the Doñana National Park
on thirty-two wild horses, using the asynchronous data upload protocol described in
Section 3.1.1.
4.2.2.1 Deployment Aspects
The location information of the horses can be analysed to detect absence of movement
over prolonged periods of time, which can indicate that a horse might be injured, sick
or dead. The absence of movement can also be flagged by looking at the maximum
activity levels of the horses, calculated using the accelerometer data. Also, signs of
illness can be deduced from the head angle of the horses (head-down percentage over
time). One of the marked horses was found dead after approximately seven months
in the deployment. When it was found, its body was almost fully decomposed. The
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Figure 4.6: An arrangement of mobile nodes with a base-station and antenna ready for
deployment (left). Wild horses being marked with sensors (right).
biologists determined that its death was related to giving birth. Although we had a
script ready for detecting such cases (the absence of movement and activity), the horse
unfortunately died out of reach of any base-station. Thus the script did not have ac-
cess to the data showing the horse’s inactivity until after it was found and the collar
retrieved. Running the script on the data revealed that the horse died only approxi-
mately three weeks before its remains were found. The biologists argued that the high
decomposition rate is typical in the Doñana Park due to its richness in bacteria and
insects.
With the current geographic distribution of the base-station nodes (see left-hand
side of Figure 4.8), it took on average six days for a packet to be uploaded to one of the
base-stations. This is not surprising given the unpredictable and general slow nature of
the movement of horses, and also considering that the deployment of the base-stations
was staggered over weeks after the horses were marked with the mobile nodes. The
mobile node has an eight-month buffer for outgoing radio packets. The data is also
written to the flash memory as a backup, to be accessed upon recovery of the nodes
at the end of the deployment. The flash has the capacity of storing multiple years of
data gathered by a mobile node, and the data stored on the flash is not lost when the
batteries run out.
The horses were recaptured after approximately eleven-twelve months and the col-
lars were removed. The SD cards from all of the base-stations were collected, except
one (that of base-station B2 from the left-hand side of Figure 4.8), and it was arranged
for all the collars to be placed near this base-station to upload the remaining data.
There were two unexpected setbacks in this deployment that could have been
avoided with better planning. Our experiences highlight the need for close on-site
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monitoring and more rigorous testing prior to deployment.
Given the geographical constraints between our research centre in Scotland and the
park in Spain, there was a two-hop communication system in place. At the end of the
deployment, when the collars were removed from the horses, there was miscommuni-
cation regarding to which base-station these would upload the remaining packets, and
they were left within range of the wrong base-station (which had no SD card). Al-
though we realised that no additional packets were being received, it was assumed that
this was due to the loss of power on the mobile nodes sooner than we predicted. Once
we identified that they were at the wrong base-station, the collars were shipped back
to our research centre in Scotland. Unfortunately, the additional power consumption
implicit in the shipping process (with GPS in Acquisition state for approximately 9.6
minutes every twenty minutes) lead to the collars’ being fully discharged by the time
we received them, and were unable to upload packets over the radio.
As previously discussed, as part of the planning process it had been decided to
incorporate flash chips into the design, which would provide a fallback in the event
of radio failure or unforeseen power losses. However, the second setback faced in
the deployment was that we were unable to recover the remaining data packets from
the flash chips. Although some testing was carried out prior to using them in the
deployment, with hindsight the testing phase on this particular component should have
been more rigorous, to ensure that they would be robust enough to operate reliably.
In spite of these setbacks, we were able to gather a significant amount of data on the
horses’ movements via the wireless upload for a period of approximately nine months,
which gave us a good range of seasonal variations. The full potential of the battery
life on the devices was not exploited in this particular deployment. However, based
on the base-stations’ timestamps, the lifetime for the mobile nodes was slightly over
ten months, with the final data packets collected a few weeks before the actual upload
date.
Due to the three-way redundancy, packets are duplicated on different channels. A
visual representation can be seen in the top part of Figure 4.7. The low redundancy
percentages are explained by the unequal volume of packets received by each base-
station, with most packets being received by base-station B2 on one channel.
The bottom part of Figure 4.7 shows that the base-stations that received the most
packets are B1, B2 and B6, suggesting that these base-stations are positioned in lo-
cations frequently visited by the horses. The map presented on the left-hand side of
Figure 4.8 shows the locations of the base-stations and their assigned channels, and
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Figure 4.7: Network redundancy (top) and base-station locations choices (bottom).
highlights the area determined by the three base-stations with higher upload traffic,
which is assumed to be more frequented by the horses in comparison to the other base-
stations’ locations. This fact is validated in the right-hand side of Figure 4.8, with green
and red colours indicating low and high concentrations of GPS locations, respectively.
The hourly upload pattern of a base-station can peak to 1500 packets per hour, and
the information of a base-station’s hourly upload pattern can be used to:
• Validate the GPS positions gathered by the mobile nodes, should the timestamp
within the packet be close enough to the upload time. This implies that the GPS
position should be within radio range of the base-station’s position.
• Determine a rough position estimate of a node in case it did not manage to get a
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Figure 4.8: Base-station locations (left); heatmap of the horses’ GPS locations (right).
GPS fix, and the GPS timed-out for the corresponding twenty-minute time slot.
4.2.2.2 Horse Behaviour
The information that can be extracted from the sensor data is valuable to biologists and
ecologists, and validates our solution’s ability to monitor the behaviour of the animals.
The intention behind the data analysis results presented in this section is to offer an
overview of the type of information that can be deduced from the sensor data about
the marked horses. The analysis of sensor data also explores the extent to which an
asynchronous protocol can be used to infer group behaviour of horses over an extended
period of time.
We have chosen to present results from the first two months of the deployment in
parallel with the results from the entire deployment. There were two reasons to also
look at the first two months. Firstly, Figure 4.9 shows that the first two months have
the highest peak in the data collection, and a richer set of data can provide better group
behaviour results. Secondly, the idea behind the wireless uploading of the data is to
offer access to it during the deployment, so that the horses’ status can be checked when
needed. Analysing an initial slice of data shows what information was available to the
people monitoring the animals after the first two months.
The data for each horse, gathered every twenty minutes, includes the following in-
formation collected during the previous interval: the maximum activity based on an
algorithm proposed by Mann et al. [113], the percentage of time when the head was
down, and the GPS location with its corresponding time stamp. The algorithm used
for calculating the activity levels was calibrated against energy expenditure in humans.
This calibration has not yet been performed for horses, thus the algorithm is used as
a general indicator of activity. It works by determining an estimate of energy con-
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Figure 4.9: Amount of data collected per month (left-hand side axis) and the number of
active mobile nodes per month (right-hand side axis).
sumption from calculating the maximum differences between successive accelerome-
ter measurements. This removes the effect of gravity and is correlated to the energy
expended when effectuating a movement of the core mass of the body. For determin-
ing the head orientation, the angle of the collar with respect to gravity is calculated for
determining whether the horse’s head is up or down in relation to the ground. Thresh-
olds for two of the axes of the accelerometer were determined by iterative refinement
based on observations made on domestic horses carrying the collars. The thresholds
were chosen to be tolerant of the collar’s orientation, to account for its slipping on the
horse’s neck.
Figure 4.10 shows the average activity levels for all horses over the diurnal cycle.
The pattern validates the known behaviour that horses rest and sleep during the night
and are more active during the day. There is a visible resemblance between the activity
data over two months and over nine months, confirmed by a strong positive Pearson’s
r [114] correlation of 0.98. This type of correlation is used throughout the thesis. This
shows that the activity of the horses from the initial two months is representative for
the entire deployment duration of nine months.
Figure 4.11 shows the hourly pattern of the percentage of time the horses have their
heads down over the same periods: two months and nine months. The two-month slice
of data seems to be slightly less representative for the head down percentage compared
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Figure 4.10: Hourly average activity pattern for all the horses over two months (top) and
over nine months (bottom).
to the activity, but it is still strongly correlated to the nine-month set of data, with
a positive correlation of 0.83. The head being down can be the result of the horse
feeding or resting lying down. Horses are able to sleep standing up thanks to specially
adapted legs with "stay apparatus" which enables them to relax their muscles and sleep
without collapsing, but they need to spend between few minutes to several hours every
day lying down [115]. This graph does not disambiguate between the horse grazing
and sleeping when the head is mainly down.
The series of graphs in Figures 4.13 and 4.17 illustrate the group behaviour and
group dynamics of the horses under study. A horse is considered to belong to a group
if it is within 100 metres of any other horse during an hourly interval. Figure 4.12
guided the choice of the distance of 100m based on the sensitivity analysis. The figure
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Figure 4.11: Hourly average percentage of head-down time for all the horses over two
months (top) and over nine months (bottom).
shows that from D100 to D150 there are almost no changes in the groups’ structure
(D100 tracks D150 almost perfectly) in the case of both the two-month and nine-month
datasets. The 100-metre distance was further validated by checking the composition
of the groups that persisted over time, and it was determined that these were mostly
composed of one male and several females, confirming the observed "harem" group
behaviour of horses in the wild [116, 117]. Figure 4.13 shows the percentage of time
that a horse belongs to any group. The majority of the horses belonged to a group at
least 80% of the time, which is in keeping with their natural herd instinct as they are
social animals, rarely solitary by nature [116].
Figure 4.14 shows the number of instances of group sizes which formed during the
period under study. In the top part of this figure it is shown that groups of certain sizes
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Figure 4.12: Distance sensitivity analysis: two-month set of data (top), nine-month set
of data (bottom).
were more common than others: for example, instances of groups of seven horses were
the second most popular after groups of two horses. The distribution of the group sizes
changes from the two-month dataset to the nine-month dataset. Although there may be
changes in the horses’ groupings after the initial two months, the differences shown in
Figure 4.14 are also due to the lower density of data over the nine months compared to
the one over two months (as highlighted by Figure 4.9). A lower data density naturally
leads to an increase in the number of instances of smaller groups, which is precisely
what is happening in this case as can be observed in Figure 4.14.
Figure 4.15 shows a snapshot of the horses in the different groups and their lo-
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Figure 4.13: The percentage of time during the two-month (top) and nine-month (bot-
tom) periods when a horse is part of a group.
cations on a map at the beginning of the deployment. Group 1 was the most stable
grouping over the duration of the first two months, and is composed of one male (H7)
and several females. We will follow Group 1 in more detail in Figures 4.16 and 4.17
to study the dynamic behaviour of this particular group. Figure 4.16 illustrates the
size of Group 1 at hourly intervals and its variation over time, with eight horses being
present in this group for a majority of the time. Figure 4.17 follows all the horses
which had contact with Group 1 over the initial two-month period and shows some
interesting dynamics. A core of seven horses - H7, H21, H39, H30, H35, H26 and
H46 - remained together for the longest duration, with others dipping in and out. H48,
for instance, started being part of this group, but detached after three weeks without
re-joining for more than a few hours at a time (see Figure 4.18). The gaps in the graphs
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Figure 4.14: Instances of group sizes over the two-month period (top) and over the
nine-month period (bottom).
for the core horses (Figures 4.16 and 4.17) indicate the period when one or more of
the core horses left the group, even though other horses might have joined the group
to increase its numbers. The graph also reveals that horse H7 was the dominant male
when other male horses tried to join this group (H5, H10, H18, H19, H22, H29), as
they only joined for very short periods of time before probably being chased away.
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Figure 4.15: A snapshot of the groups with their locations in the first hour on 19 Septem-
ber 2013 (Note: each horse can have up to three locations in each hour).


















84Figure 4.18: Group dynamics over nine months around the core horses - H7 and H35.
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The Doñana National Park has a Mediterranean climate, with hot and dry summers,
and cool and wet winters. Individual horses’ movements over the nine months, from
September to May, were considered. The movement patterns of horses belonging to
different groups, as well as of the ones belonging to the same group, were observed,
ensuring that the selection of results presented are representative. Figure 4.19 shows
the monthly locations of horse H35 over nine months (September to May) and the
locations in the first few days of June. It also shows the average temperature, the
number of days with precipitation and the distance travelled by the horse in each of
these months. There are significant correlations ranging from 0.54 to 0.76 between
the distance travelled, the size of the area covered by the horses movements, and the
average temperature and the number of days with precipitation.
Based on Figure 4.19, November seems to be the month when the transition from
the dry season to the wet one is taking place in Doñana, assuming that floodings are
the reason behind the observed limitations in the horse’s movement. Some parts of the
Doñana Park get completely covered by water, but even in the areas that do not, the
movement of the animals may still be restricted. Figure 4.20 highlights the differences
between the wet and dry seasons using both pictures and landsat images, along with
adding the locations of horse H35 on the left-hand side. It can be observed that the
horse is not situated in the area that gets covered by water during the wet season, and
we are left to assume that its movements are constrained by less major floodings than










Figure 4.19: Seasonal variation: The locations of horse H35 over nine months from September to May and the first few days of month June









87Figure 4.20: The locations of horse H35 in the months of October (b0) and December (a0). General (a1, b1) and local (a2, b2) views of Doñana
marshland during wet and dry seasons. Landsat images elaborated by LAST-EBD (CSIC) (photos by C. Finlayson).
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This project has been an exemplar for data-driven approaches to conservation by
understanding animal behaviour with a level of spatial and temporal resolution than
hitherto possible for a deployment over nine months. The insights obtained on the
horses’ behaviour could only have been possible thanks to a wireless sensor networks-
based solution. Other current methods using satellite-based remote sensing and visual
observations do not offer the same level of discrimination and efficiency. Our approach
can have a considerable impact in animal behavioural sciences by extending to other
species and environments where visual observation methods are currently used.
4.3 Short-term deployment with power-constrained base-
stations
The VB-TDMA protocol was developed to extend the lifetime of the battery-powered
base-stations in the absence of mains power supply in the deployment area. The testing
of the protocol was conducted over a seventeen-day period with one base-station and
eight mobile nodes attached to domesticated horses, part of a teaching herd at the
School of Veterinary Studies, University of Edinburgh. This deployment had the role
of testing the VB-TDMA algorithm under realistic conditions.
Our stated goal for this scenario was to obtain GPS data once every approximately
20-22 minutes in the wild, which translates to 23,890 samples over a twelve-month
period for each mobile node. As the testing was intended primarily to exercise the
VB-TDMA protocol, the data gathering was accelerated to once every minute over
a seventeen-day period. The sensor node was able to record around 24,000 sets of
sensor readings on a mobile node during the battery lifetime, which is more than the
stated goal over the proposed twelve-month duration of deployment. The deployed
VB-TDMA protocol implementation had mobile nodes attempting one discovery per
sampling time slot, followed by possible upload slots, and data was uploaded on only
one channel (one base-station was deployed).
There is an important caveat when projecting the performance over twelve months,
based on the limited study. For a twenty-minute interval the ephemeris data (used to
calculate the position of each satellite in orbit) and the almanac (information about the
time and status of the entire satellite constellation) of the GPS modules will not be as
fresh as in the case of one-minute intervals. Thus, the time taken to acquire a fix and
to update the satellite information will be longer.
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For a one-minute slot at an accuracy of less than two metres, the UC430 GPS mod-
ule took about fifteen seconds on average to acquire and improve a position fix, at a
cost of approximately twice the power consumption of the FGPMMOPA6H GPS mod-
ule. The latter was active, on average, for 25.5 seconds every twenty minutes, having a
lower, albeit acceptable accuracy of less than ten metres. Therefore, the overall power
consumption of the UC430 aiming for a high accuracy fix every minute, is higher than
the power consumption of the FGPMMOPA6H at a lower accuracy with a position fix
every twenty minutes. We can therefore project that the lifetime of the deployment
of nodes equipped with the FGPMMOPA6H GPS module, sampling roughly every
twenty minutes, and aiming for an accuracy of less than ten metres, should be greater
than one year.
Figure 4.21: Activity and light over time.
Figures 4.21 and 4.22 display the light and activity measurements collected by the
mobile node. Figure 4.21 considers a six-day slice of the deployment for better data
visualisation. The light data is presented in blue in a logarithmic scale, whereas the
activity levels of the horse are presented in black in a linear scale. The diurnal cycles
can be easily identified in the graph. In both figures it can be observed that there are
increased levels of activity during periods of light, which has been confirmed in the
Doñana wildlife deployment in Figure 4.10. Also, there is a positive correlation of
0.63 between the hourly average activity levels and the light intensity over the entire
duration of the deployment, which can be visualised in Figure 4.22. One can exploit
the periods of inactivity to lower the frequency of certain sensor samplings in the effort
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Figure 4.22: Hourly average of activity level (linear scale on the right-hand side) and
light intensity (logarithmic scale on the left-hand side).
to extend the battery lifetime.
Figure 4.23: Heatmaps of the hourly snapshot of a horse’s location aggregated over 17
days.
Figures 4.23 and 4.24 give an interpretation of the horses’ activity and behaviour
during the diurnal cycle based on the GPS location data. It is interesting to observe
that during the night times the horses avoid the open field and prefer locations that
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Figure 4.24: Typical day hour: 9am (left), and night hour: 4am (right).
are sheltered by trees along the periphery of their confinement area. This behaviour is
noticeable in Figure 4.23 in the hourly snapshots of a horse’s locations aggregated over
the seventeen-day deployment period, as well as in Figure 4.24 which shows on the
left-hand side the positions of one horse gathered over seventeen days between 09:00
to 09:59, and on the right-hand side between 04:00 to 04:59. It was also observed
that the horses move less during night times. During a typical night hour, a horse
was located inside tighter circles with an average radius of 23m, whereas during the
day-time the average radius was 70m.
4.4 Summary
The requirements of the scientific study of animal behaviour, the welfare of the rare
breed of horses, and the harsh environmental conditions, make the scenario of long-
term tracking and monitoring of wild horses highly challenging. This chapter demon-
strated the complete solution on this representative scenario. The network behaviour
data collected from the deployments plays an important role in relation to the simu-
lation models, as it provides the basis for their validation and it is used to enhance
their accuracy in reflecting the reality. The sensor data analysis offers insights into the
horses’ individual and group behaviour, thus demonstrating the behaviour monitoring
capabilities of the proposed solution. The discussion of the trade-offs and the final
design choices, justified based on evidence from the experimental studies, may prove
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valuable to someone designing a similar solution.
The next chapter makes use of the data collected from these deployments to val-
idate simulation models corresponding to the hardware platform and communication
algorithms. Furthermore, real data is injected into simulations to offer more realis-
tic predictions of the network behaviour using the VB-TDMA protocol for long-term
deployments, and comparing it to other low-power MACs.
Chapter 5
Model Validation and Performance
Analysis in Simulations
The use of computer simulations is an established method for estimating the perfor-
mance of networked systems. The system can be modelled at different levels of ab-
straction ranging from behavioural-level architectural models through to cycle-accurate
models of hardware components. The development and evaluation of protocols and
algorithms for networked systems can benefit significantly from a simulation environ-
ment for experimentation. Once the behaviour of the new protocols is validated, sim-
ulations offer the opportunity to evaluate and compare them with other solutions in a
controlled environment. The insights, results and data from the deployments presented
in the previous chapter are used to augment simulation models aimed at analysing the
performance of our proposed solution. The simulation results presented in this chapter
can be divided into three parts. The first part describes the validation of the hard-
ware simulation models against results from the deployment in Doñana. The second
part looks at the validation of the VB-TDMA protocol’s implementation in simulation.
The third part provides a performance evaluation of the VB-TDMA protocol, includ-
ing comparisons to a selection of existing low-power MACs. The access to real data
from the deployment, on the movement of the horses and the time taken by the GPS
to acquire position fixes, has enhanced the models for simulating network behaviour
more realistically and estimating the power consumption of the nodes. Complete sets
of data from ten horses over a period of forty-four days were selected to feed into the
simulation models (mobility and GPS). The representative movement behaviour over
the forty-four days was used to make predictions over an extended period of twelve
months using the data-mirror mobility model introduced in this chapter. The network
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behaviour provided by the data-mirror mobility model was validated against real move-
ment data over a six-month period, to account for seasonal variations.
5.1 Hardware Models Validation
5.1.1 Hardware Models Validation Scenario
The validation of the simulation models is essential to give confidence in their ability
to reflect the real world. The period was chosen to be feasible as a test pre-deployment.
The hardware models (introduced in Section 3.2.1) are validated for a representative
scenario for the targeted class of applications by comparing the simulated network
behaviour to the one obtained during deployment. Any discrepancies in the network
behaviour results in the validation process need to be justified by determining the rea-
sons for the differences. For example, the main cause of discrepancies in network
behaviour for the first forty-four days of the Doñana deployment can be explained by
the unreliability of the power supplies for the base-stations, which caused down-time
periods that could not be simulated as these episodes were not logged.
The hardware simulation models were validated using the data collected over the
initial forty-four days of the Doñana deployment. The reasons for choosing this pe-
riod were both practical and technical. The period is short enough to be feasible as a
test pre-deployment for collecting movement information, and large enough to capture
representative movement behaviour over a period of twelve months and to facilitate the
experiments presented in Section 5.1.2. Also, the majority of the collars were upload-
ing data during this period (see Figure 4.9), and the effects of base-station down-times
were minimal at the beginning of the deployment.
The simulations were supplemented with inputs from the real-world deployment:
the GPS coordinates and the speeds of travel between consecutive locations were im-
ported into the mobility model, and the times to acquire position fixes were used by
the GPS model. The mobility data offers accurate network behaviour in terms of the
base-stations’ data collection patterns and data upload latencies, while the time when
the GPS was turned on represents the main source of energy consumption. Further-
more, the delays due to the staggering of the commissioning of the base-stations over a
period of few weeks following marking the horses with mobile nodes, were accounted
for in the simulations.
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Figure 5.1: Converted locations in a plane - matplotlib (left); GPS locations on map -
Google Maps (right).
5.1.1.1 Conversion of GPS Locations to 2D Coordinates
The locations gathered in the deployments needed to be converted to corresponding po-
sitions within the simulation area in order to map the movement of the mobile nodes.
Replicating the deployments in as much detail as possible is important for the vali-
dation process. As described in Section 3.2.3.2, due to the ellipsoid shape and the
curvature of the Earth, the haversine formula [107] was used to convert the GPS co-
ordinates into coordinates within the SpeckSim simulator. Figure 5.1 illustrates the
fidelity of the conversion method that uses this formula for transforming the GPS co-
ordinates from the deployment to the planar surface used in the simulations. The visual
validation provided by this figure offers a satisfactory accuracy for the simulated sce-
nario. It should be noted that the data presented in this figure belongs to a larger dataset
than that of the ten horses over forty-four days used in the simulations.
5.1.1.2 Amount of Data Uploaded
The amount of data collected by the network consists of the number of unique packets
uploaded and the redundant ones. The emphasis is on the unique data, as the redun-
dancy only serves as a backup. Although the patterns of the spread of the uploaded
data over the base-stations look similar in Figure 5.2 (the same base-stations collected
packets in reality and simulation, with B2 collecting the most, followed by B1 and
B5), the simulations exhibit higher levels of redundancy than evidenced in the real
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Table 5.1: 44-Day Validation Scenario - Received Packets
Metric Reality Simulation
Total number of received packets (including duplicates) 31757 52584
Total number of unique received packets 30002 31072
Redundancy percentage 5.85% 69.23%
Figure 5.2: Number of uploaded packets and redundancy: real deployment (left), simu-
lation (right).
data. Approximately 65% more packets were collected in the simulation out of which
94.8% were duplicates. This is due to the downtimes of the base-stations in the real
deployment. It also explains why B2 received more packets in reality than in simula-
tions (see Figure 5.2). This is further explained and validated in Section 5.1.1.3. The
more meaningful result is that the difference between the number of unique packets
received in simulations and in reality is only 3.5%, as a result of the better operation
and reliability of B2 (due to having a more reliable power supply).
The skewing of the upload pattern towards base-station B2 reflects the reality of
the horses being in the vicinity of this base-station for a majority of the time.
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Figure 5.3: B2 upload pattern for an eleven-day segment: B5-on (left) and B5-down
(right).
5.1.1.3 Base-station Upload Pattern
We considered the impact of the presence and the absence of base-station B5 on the
hourly and daily packet upload patterns for B2. Figure 5.3 presents on the left-hand
side the daily pattern for a period of eleven days for both the real deployment and the
simulation. The correlation calculated for the hourly upload pattern is 0.57, and for the
daily upload pattern is 0.84. These correlation figures give confidence in the ability of
the platform simulation models to replicate the trends in the network behaviour based
on real mobility data.
An explanation for B2’s lower number of packets collected in simulations is that in
reality B5 probably had downtimes when the horses were within its range, accounting
for B5’s lower number of collected packets compared to the simulations. B5 was first
deployed during the period presented in Figure 5.3, which was also reflected in the
simulation. Since B5 and B2 are on the same channel, the packets collected by one
will not be collected by the other.
In order to test the impact of B5’s downtimes during this period, another simulation
was run without activating B5. The effect of this on B2’s upload pattern is presented
on the right-hand side in Figure 5.3. B2 received more packets in the last three days
presented in the graph and the correlation figure for the daily upload pattern improved
to 0.91. The remaining discrepancies in the data upload pattern may be explained by
B2’s downtimes. If a base-station does not acknowledge the packets sent by the mobile
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nodes, the queue for that channel will grow and when the base-station is next active it
will receive more packets, including the ones gathered during its downtime period.
5.1.2 The Data-Mirror Mobility Model
Mobility models characterise the movement of mobile entities, and how their locations
and speeds change over time. They are used to simulate and evaluate the performance
of mobile wireless systems, and the algorithms and protocols at their basis.
We propose the data-mirror model, which is an instance of a data-driven model.
The virtue of this data-driven model is that it is effective yet simple for the case in
point: a sliver of real movement data (containing the locations that a node has to pass
through and the speeds at which it moves between any two locations) is concatenated
to its mirror image (representing the inverted path); this process is repeated recursively
for the length of deployment. Thus, for a twelve-month simulation, the mobile nodes
are going back and forth on the routes determined by a slice of forty-four days of
real movement data. Whether this will generalize to other scenarios is unproven but
does not detract from the results presented. The intuition underlying this model is that
having a structure reflecting the reality of horses’ movements is better than relying on
heuristics used in trace-driven models.
We also developed a trace-based mobility model (refer to Section 3.2.2 for de-
tails) for comparison. Trace-based mobility models exploit measurements to generate
synthetic traces based on probabilities derived from real data. In this case, the dis-
tances and speeds of the nodes are generated so that their average matches the average
distance travelled by a horse and the average speed at which the horse travels during
twenty-minute intervals calculated from the real data. The selected standard deviations
match the spread of the speeds and of the distances from the real data. We demonstrate
that compared to this trace-based mobility model, the simulated network behaviour us-
ing the data-mirror mobility model better emulates the simulation results in the context
of network behaviour. This is done by comparing the results from these two movement
models to a reference case. Furthermore, the data-mirror mobility model’s ability to
predict network behaviour in the face of seasonal variations was validated over six
months.
The reference case is similar to the validation scenario from Section 5.1.1, but
with the base-stations running from the beginning of the deployment and without any
downtime periods. The movement of the mobile nodes in simulations replicates the
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exact movement of the horses in the nature reserve over a forty-four-day period (which
is one eighth of a full one-year deployment period). The data-mirror model was tested
for three different scenarios: one-half, one-quarter and one-eighth slices of the 44 days
movement data. The simulations for these three scenarios were compared against the
reference case using the real movement data over the forty-four days.
Another eight simulations were performed using the trace-based mobility model
based on random direction. Each simulation uses a different seed for the random
method. These simulations are also compared to the reference case with the results


























Average correlation of the packet upload distribution
over the base stations | Standard Deviation
- 0.95 | 0.02 0.72 | 0.33 0.62 | 0.41 0.32 | 0.16
2
Correlation of the average packet upload distribution
over the base-stations
- 0.99 0.98 0.96 0.3
3
Average percentage of battery left | Standard Devia-
tion
89.1 89.02 | 0.07 88.95 | 0.17 88.97 | 0.15 88.7 | 0.14
4
Average total number of uploaded packets | Standard
Deviation
95009 93500 | 5496 85009 | 25680 81078 | 24319 19813 | 11100
5
Average total number of unique packets uploaded |
Standard Deviation
31231 31674 | 6 31666 | 23 31560 | 131 11633 | 3989







7 days 12:17:17 |
2 days 15:32:39
7
Average redundancy percentage 2-level | Standard
Deviation
1.83 0.43 | 0.3 1.89 | 1.2 3.48 | 4.7 19.38 | 12.6
8
Average redundancy percentage 3-level | Standard
Deviation
72.89 65.52 | 21.5 60.83 | 34.2 62 | 38.2 17.71 | 13.8
9
Average redundancy percentage 4-level | Standard
Deviation
18.86 21.23 | 20.2 14.94 | 18.9 9.8 | 16.1 0.96 | 2.2
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In the case of all nine metrics for evaluating the network behaviour, the data-mirror
mobility model better tracks the reference case compared to the trace-based model.
The fidelity of the model drops as the time slices become smaller, as would be ex-
pected, but even with the smallest slice chosen (one-eighth), the performance is better
than the trace-based model. However, as the time-slices get narrower they are less rep-
resentative of the movement patterns, and will also fail to capture seasonal variations
over a year.
For testing the impact of the data-mirror mobility model on the network behaviour
while accounting for seasonal variations over six months, the following validation sce-
nario is considered. Two six-month deployments of six mobile nodes are simulated,
one using actual movement data captured from the real deployment, and another mir-
roring the initial 44-day slice of this data for obtaining a six-month movement model.
The results are presented in Table 5.3 and Figure 5.4. The patterns for the distribu-
tion of the packet collection over the base-stations are similar. This is confirmed by the
high correlation of 0.88. The differences for the average battery levels at the end of the
deployment, the total number of packets and number of unique packets collected are
very small, as can be seen in Table 5.3. The distribution of the redundancy levels also
shows a strong correlation of 0.99, and the average network latency differs by only 6%.
These comparisons with the real movement data over the six-month period validate
the data-mirror mobility model as a proxy for analysing the network performance of
the mobile ad hoc network in simulations.
5.1.3 Twelve-month Prediction
Twelve months is usually the preferred length for wildlife tracking and monitoring
deployments, as it is long enough to include all seasonal variations. Moreover, the
duration also matches the permitted frequency for capturing the Retuerta horses in
order to collect blood samples and give them their annual vaccines.
The results presented in this section are based on predictions over twelve months
for three scenarios: an ideal scenario in which all the base-stations are activated from
the start of the deployment without any downtimes; a best-case scenario where the
nodes are always within range of a base-station; and a worst-case scenario where the
nodes never get to empty any of their queues. All these simulations have the nodes
running the asynchronous data upload protocol.
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5.1.3.1 Scenario with Ideal Conditions
By combining the hardware platform simulation models validated in Section 5.1.1 and
the data-mirror mobility model presented in Section 5.1.2, this scenario aims to pre-
dict the network behaviour for a deployment length of twelve months under ideal con-
ditions (having all base-stations running from the beginning of the deployment and
without having any downtime periods). Figure 5.5 shows a high packet collection re-
dundancy, with an average network latency of 2.5 hours. At the end of the deployment,
all mobile nodes were still running and their average battery level was down to 8.24%,
indicating that the nodes had battery to run for an extra 32 days and 18 hours.
The average lengths of the packet queues (each queue corresponding to one of the
radio channels) of all the nodes during the deployment are: Q1:339, Q2:1121, Q3:18,
Q4:9500. Figure 5.6 shows that Q4 is the largest for all the nodes and Q3 the smallest.
This implies that out of all the chosen locations for base-stations, the locations for the
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Figure 5.4: Six-month data collection spread over the base-stations: real mobility data
(top) and mirrored mobility data (bottom).
base-stations on channel 3 are the best and the one for the base-station on channel 4 is
not ideal for the movement pattern extracted from the 44-day sample.
For five out of ten mobile nodes, Q4 was never empty, meaning that the nodes
were trying to upload a packet every fifteen seconds during the entire deployment,
maximizing the power consumption of the radio for this channel. Q4 corresponds to
the fast upload channel, which uses bursts of six packets. However, these bursts are
dependent on acknowledgements, thus if a packet within a burst is not acknowledged,
the burst will stop. Therefore, the power consumption on this channel, when mobile
nodes are not in range of base-stations, is not greater than on the other channels due to
these implementation differences.
Figure 5.7 presents the total number of transmitted packets for each node over
the length of the deployment. Figures 5.8 and 5.9 show the queues lengths for node
1 (highest number of transmitted packets) and node 6 (lowest number of transmitted
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Figure 5.5: Network redundancy - twelve-month deployment.
Figure 5.6: Average lengths of the queues over twelve months.
packets) during the simulation. The large difference in the number of transmitted pack-
ets (42.45% more packets transmitted by node 1) is due to the fact that node 1’s queues
are rarely empty while node 6’s queues Q1 and Q3 are empty for extended periods of
time. When the queues are empty, it means that the node uploaded all packets from
these queues and has nothing to transmit on the corresponding channels until new data
is gathered. This is clearly the effect of the differences in the movement of the mobile
nodes in the simulations.
This simulation benefited from the availability of data collected from the deploy-
ment on wild horses, such as the GPS power consumption in terms of the time it actu-
ally took to acquire position fixes, and the horses’ precise movement behaviour. Table
5.4 compares these results to the ones presented in Section 3.2.4 of Chapter 3, belong-
ing to the same simulation scenario but without having real data input.
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Figure 5.7: Total number of transmitted packets by each node.
In the case of the simulations with no real data input, since it was difficult to predict
(prior to testing) the performance of the GPS (in terms of Time-To-Fix) in the nature
reserve where the nodes were to be deployed, it was assumed that it will have a typical
Warm start every approximately twenty minutes when acquiring its position. This was
clearly not the case. The real Time-To-Fix would have been somewhere between a
Hot start (typically one second) and a Warm start (typically thirty-three seconds), as
the GPS’s satellite data would be only twenty minutes old. But in the absence of
any accurate information regarding the Time-To-Fix in the Doñana reserve, the value
of the warm start was chosen, so as to exclude the possibility of overestimating the
deployment lifetime.
As can be seen in Table 5.4, the input of real data can make a big difference in
the network behaviour results. Firstly, the deployment lifetime (which in this case is
represented by the lifetime of the mobile nodes) is affected by the GPS’s power con-
sumption. The lifetime of the mobile nodes being longer by 87 days (28%), is the
effect of introducing the Time-To-Fix data from the GPSs used in the actual deploy-
ment, which offered a realistic simulation of the main energy consuming component.
Secondly, the data collection process is mainly affected by the mobile nodes’ move-
ments, but also by the lifetime of the deployment. The latency dropping from almost
three days to 2.5 hours, is the effect of introducing the actual movement of the horses
in the wild as opposed to having random movement. On the other hand, the number
of unique packets uploaded increasing by 26%, is a result of both the movement of the
mobile nodes but also the deployment lasting for the full twelve months.
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Figure 5.8: Node 1’s queues: all queues (top), queues 1,2 and 3 (bottom).
Table 5.4: Comparison of Simulations With and Without Real Data Input
Metric No Data Input Real Data Input
Deployment length 10.18 months 12 months
Mobile nodes maximum lifetime 310 days
397 days (32 extra days -
8.24% battery left)
Average network latency 2 days, 23:27:01 02:30:56
Total number of unique packets col-
lected
184822 (85.5%) 233844 (88.98%)
Total number of packets collected 732764 835636
Redundancy 2-way 99.85% 99.87%
Redundancy 3-way 99.21% 91.83%
Redundancy 4-way 97.29% 26.25%
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Figure 5.9: Node 6’s queues: all queues (top), queues 1 and 3 (bottom).
5.1.3.2 Best- and Worst-Case Scenarios
These scenarios were simulated to better understand how the number of radio trans-
missions affects the power consumption, and the results are summarised in Table 5.5.
The main factor that influences the number of radio transmissions in this case is the
movement of the mobile nodes.








Worst case 84,095,856 0 6.83%
Worst case in theory 84,096,000 0 -
Best case 1,051,200 1,051,200 12.57%
Best case in theory 1,051,200 1,051,200 -
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The worst-case scenario for the battery consumption of the mobile nodes is when
there is no break in uploading a packet every fifteen seconds on each of the channels.
This scenario can occur if a mobile node is never in reach of a base-station, or even
if it is, it never uploads all the packets it has stored from any of the queues. This is
simulated by keeping all base-stations turned off during the deployment. The average
battery level for the mobile nodes at the end of this deployment is 6.83%, and the total
number of packets transmitted by all nodes in the network is 84,095,856, as shown in
Table 5.5. This is slightly lower than the theoretical number, which does not take into
account the nodes’ backoff time at the beginning of the deployment and the time spent
before getting the first GPS position.
The best-case scenario is when all the nodes are within range of a base-station when
they are uploading a packet and no collisions occur. In order to simulate this scenario,
all the mobile nodes were made static and positioned in the ranges of four base-stations,
programmed one on each channel. The average battery level for the mobile nodes at
the end of this deployment is 12.57%, and the total number of transmitted packets is
1,051,200, which matches the theoretical number.
The worst- and best-case scenarios show that the differences in power consumption
influenced by the number of radio transmissions can make a difference of twenty days
(5.5%) to the length of the deployment. This result is specific to the asynchronous data
upload protocol, which requires mains-powered base-stations. This protocol showed
a good performance for this scenario considering its simplicity, the amount of data
uploaded, the average latency and the deployment lifetime.
5.2 VB-TDMA Experimental Validation
Validating protocols implemented in simulation environments is necessary to ensure
that their behaviour and performance reflect the reality in the proposed deployment.
The implementation of the VB-TDMA protocol in the SpeckSim simulator was vali-
dated against a real test deployment of eight mobile nodes having an accelerated sensor
sampling rate. The test deployment was performed on the teaching herd of domestic
horses at the School of Veterinary Studies in the University of Edinburgh.
The validation compared the lifetime of a mobile node from the real deployment
to the lifetime of a simulated node, having the same protocol configuration and using
the corresponding hardware models. Considering that the hardware models of the
Prospeckz-5 platform were validated in terms of network behaviour against results
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from the Doñana wildlife deployment in Sections 5.1.1 and 5.1.2, by counting the
number of GPS positions gathered in the node’s lifetime (until the battery is depleted),
we are now validating the VB-TDMA’s implementation in the SpeckSim simulator.
The number of GPS positions gathered is a relevant metric as the GPS module is the
major contributor towards the power consumption, accounting for more than 90%.
The validation scenario consists of sampling the GPS module along with the other
sensors (accelerometer, magnetometer and light sensor) once per minute, when the
clock strikes the zero second. The data is uploaded every minute starting with the
thirtieth second. The algorithm, besides having accelerated sampling and uploading
rates and using only one channel (one base-station was deployed), it works as presented
in Section 3.1.2, having 10ms Discovery slots and 100ms Upload slots.
A mobile node gathered 23,981 packets (GPS locations) in the real world before
it ran out of battery, with the corresponding figure in simulation being 23,972. The
validation test is considered successful, as the difference between the two experiments
is extremely low: 0.03%.
5.3 VB-TDMA Simulation Results
The results presented in this section are from twelve-month simulated deployments
consisting of ten horses and eight base-stations while using different MAC protocols.
The simulations aim to replicate the conditions of the wildlife deployment performed in
the Doñana National Park, Spain. For each simulated scenario, the mobile nodes sam-
ple the GPS module, along with the sensor module (which represents the accelerom-
eter and the light sensor) every twenty minutes, and initiate discovery phases every
five minutes (with the exception of the Asynchronous protocol which uploads a packet
every fifteen seconds). Data collected from the actual deployment from ten horses
over a period of forty-four days was fed into the mobility model and the GPS model
used in the simulations. This replicates the movement of the horses (using the Data-
Mirror mobility model) and the time it takes the GPS to acquire a position fix for
every location sensed, in order to accurately estimate the wireless network behaviour
and the power consumption based on real data. With the exception of the deployment
running the asynchronous protocol, which had base-stations with mains power having
the radio in listening mode continuously, the other deployments used battery-powered
base-stations, running on three Lithium Thionyl Chloride batteries (3x2500mAh).
The metrics in the evaluation of the communication protocols were chosen for their
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relevance and importance to the considered class of applications. Table 5.6 presents
the metrics in order of their importance, starting with the most important one: energy
efficiency. As the mobile nodes deployed have limited power supply (batteries), the
power consumption determines the lifetime of the deployment, and one of the most
stringent requirements is having the deployments last for extended periods of time, in
order to capture the effect of seasonal variations. Ideally they would last for a minimum
of twelve months.
Even though mobile nodes also store the collected data in their flash memory for
retrieval upon collection, it is important for the applications to provide access to the
data during the deployment. This led to the need of wirelessly uploading the data
to base-stations, justifying the selection of the next metric in terms of importance,
the volume of data uploaded, measured as the number of unique packets uploaded to
base-stations during the time of the deployment. The total number of packets that are
created by ten mobile nodes in twelve months is 262,790, and is used to calculate the
percentage of the uploaded data.
The third metric is latency, considered as the time between a packet’s creation and
its first upload to a base-station. The proposed class of applications is not too sensitive
to this metric, as the latency is not an issue if it is within acceptable limits, which are
specific to each application.
The last metric is network redundancy. The network redundancy is for backup
purposes, and having low level of redundancy does not necessarily mean that the num-
ber of unique packets collected is low. The redundancy is inferred by the four-channel
structure chosen in the example scenario of tracking and monitoring horses in the wild.
This is not a direct property of any one communication protocol, however it does re-
flect the communication protocol’s ability to upload higher volumes of packets. For
other scenarios belonging to this class of applications, having this type of redundancy
may not be appropriate.
5.3.1 Comparison of VB-TDMA to Asynchronous
This section compares the performance of the VB-TDMA protocol against the basic
asynchronous protocol presented in Section 3.1.1. In the case of the deployments
presented in this section, for both protocols, the nodes are programmed to have up to
fifteen retransmissions per packet, in case an acknowledgement is not received for it.
After having fifteen unsuccessful retransmissions the nodes go to sleep and wake up
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Table 5.6: The Metrics Chosen for Evaluation
No Metric Description
1 Energy efficiency -
2
Volume of data up-
loaded wirelessly
Total number of unique packets uploaded
3 Latency
Refers to the time between the creation of a packet by a
mobile node and its first upload to one of the base-stations
4 Redundancy
Considers the number of packets recevied 2, 3 and 4 times,
due to the use of the four different radio channels
for the next upload slot to try to upload the same packet (packets are never discarded).
The time between adjacent discoveries for the VB-TDMA is five minutes and the time
between uploads for the asynchronous protocol is fifteen seconds. The results are
presented in Table 5.7.
The purpose of this comparison is to show that when using mains-powered base-
stations, even a basic design of a data upload protocol can perform well.
5.3.2 VB-TDMA Sensitivity Analysis
The sensitivity analysis helps setting the protocol’s parameters for maximising its per-
formance for the chosen test scenario. The two parameters at the core of the VB-
TDMA protocol are the time between adjacent Discovery phases and the number of
retransmissions in case a packet is not acknowledged. The results for varying each of
the parameters while keeping the other one constant are presented in Tables 5.8 and
5.9. Based on these results, the best trade-off between power consumption and perfor-















Table 5.7: Comparison of VB-TDMA to Asynchronous: Twelve-Month Deployment Results
No Metric VB-TDMA Asynchronous
1 Average percentage of battery left
Mobile nodes: 10.62% - 43days
and 9 hours left
Mobile nodes: 8.24% - 32days
and 18 hours left
2 Total number of uploaded packets 933995 835636
3
Total number of unique packets (Percentage of the received
packets out of the number of expected packets)
262790 (100%) 233844 (88.98%)
4 Average network latency (hh:mm:ss) 02:28:27 02:30:56
5 Packet distribution over BSs
6 Redundancy percentage 2-level 99.89% 99.87%
7 Redundancy percentage 3-level 91.91% 91.83%















Table 5.8: VB-TDMA Sensitivity - Time Between Discoveries (Number of Retransmissions = 15)
No Time Between Discoveries 1 min 5 min 10 min 25 min 75 min 125 min















2 Total number of uploaded packets 934002 933995 933989 928180 922487 922370
3
Total number of unique packets
(Percentage of the received pack-
ets out of the number of expected
packets)








02:24:01 02:28:27 02:34:26 02:41:54 03:12:19 03:44:17
5 Redundancy percentage 2-level 99.900% 99.899% 99.899% 99.877% 99.877% 99.883%
6 Redundancy percentage 3-level 91.913% 91.912% 91.911% 91.836% 91.809% 91.818%















Table 5.9: VB-TDMA Sensitivity - Number of Retransmissions (Time Between Discoveries = 5 minutes)
No Number of Retransmissions 1 5 10 15









2 Total number of uploaded packets 922370 933995 933995 933995
3
Total number of unique packets (Percentage of the re-
ceived packets out of the number of expected packets)
262734
(99.97%)
262790 (100%) 262790 (100%) 262790 (100%)
4 Average network latency (hh:mm:ss) 03:44:17 02:28:27 02:28:27 02:28:27
5 Redundancy percentage 2-level 99.883% 99.899% 99.899% 99.899%
6 Redundancy percentage 3-level 91.818% 91.912% 91.912% 91.912%
7 Redundancy percentage 4-level 59.363% 63.602% 63.602% 63.602%
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5.3.3 Comparison of VB-TDMA to Other MACs
As presented in Section 2.2.2, most of the recent MAC protocols have changed their
emphasis from energy efficiency to other metrics, such as throughput and delay [89,
86, 87, 88]. Since the class of applications targeted in this thesis consists of long-
term deployments of sparse (low node density) sensor networks with a low level of
traffic, existing protocols which are not tailored for this type of applications perform
poorly. This can be seen in Table 5.10 and Figure 5.10. The MAC protocols chosen for
comparison were selected from those that would have the best chances to perform well
for this type of applications, thus belonging to the category of MACs that have energy
efficiency as their primary concern. However, since the proposed VB-TDMA protocol
is specifically designed for this class of applications, it significantly outperforms the
rest.
The chosen protocols for comparison are S-MAC [70] a WSNs MAC protocol
aiming to reduce energy consumption and supporting self-configuration, SpeckMAC-
D [69] a low-power distributed, unsynchronised, random-access MAC protocol for
mobile ad-hoc WSNs, and XMAC [75] a WSNs MAC protocol that performs low
power listening by employing a shortened preamble approach. The well-known B-
MAC [73] was not selected as it has been proven both theoretically and experimentally
that it is outperformed by SpeckMAC-D in terms of energy efficiency [69]. Dozer
[118], a low-power protocol designed for periodic data collection combining the MAC
and routing layers, was also not selected. The protocol builds a tree-based network
structure, routing packets towards the root, which makes it unsuitable for highly mobile
networks.
CarrierSenseMac is not considered an energy efficient MAC, but it was selected to
highlight a worst-case scenario of having the radio turned on continuously.
The MACs selected for comparison are representative of the class of low-power
MACs, covering both the scheduled (SMAC - employs time slots in a fashion similar
to TDMA) and random-access (XMAC and SpeckMAC-D) categories. Their config-
urations, while aiming for maximising the deployment lifetime, consider the trade-off
between the nodes’ lifetime and the amount of data uploaded.
The results show that after twelve months the mobile nodes running the VB-TDMA
protocol had more than 10% of their battery remaining, which would enable them
to run for another 43 days. In comparison, all the other MAC protocols completely
discharged the mobile nodes’ batteries before the end of the deployment. Also, the
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number of packets (unique or including duplicates) collected by base-stations with the
VB-TDMA is significantly higher than for the rest of the protocols. Although XMAC
collected the next highest number of packets, it still represents less than 50% of the
number of unique packets collected by VB-TDMA.
















Table 5.10: Comparison of VB-TDMA to Other MACs: Twelve-Month Deployment Results










































Total number of unique
packets (Percentage of the
received packets out of
the number of expected
packets)
















63.60% 4.66% 0.01% 2.00% 0%
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5.3.4 VB-TDMA Scalability
The protocol’s scalability reflects the capability of the solution to handle a growing
number of mobile nodes. This section focuses on the network’s behaviour and perfor-
mance when increasing the number of mobile nodes in the deployment. The protocol
has a clear limitation, as the base-stations’ power consumption strictly depends on the
number of mobile nodes in the network. The experiments also looked at the network
latency, the number of packets uploaded and the memory usage of the base-stations.
Figure 5.11: Nodes’ power consumption (left); Base-station maximum memory usage
(right).
While the number of mobile nodes in the deployment does not significantly affect
their own power consumption, the base-stations’ power consumption increases linearly
with the number of mobile nodes. This can be viewed in the left-hand side of Figure
5.11, which shows a clear decrease of the base-stations’ battery lifetime with the in-
crease of the number of mobile nodes in the deployment. The results presented in
this figure are for base-stations powered by three Lithium Thionyl Chloride batteries
(3x2500mAh). The base-stations do not use solar cells by default, as the intention is
to keep the solution self-contained, eliminating dependencies on external factors that
may limit its applicability in certain scenarios (e.g., deployments in areas with low or
no light, deployments in dusty areas, or scenarios where it is unlikely that the trans-
parent lid of the enclosure will remain clean during the deployment). The use of solar
cells would also require using rechargeable Lithium Polymer batteries, which bring
other limitations, such as not being suitable to operate in extreme temperature condi-
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Figure 5.12: Average number of uploaded packets per mobile node (left); Total number
of uploaded packets (right).
tions.
The right-hand side of Figure 5.11 shows that the initial design of the base-stations
relying on storing data only on the Prospeckz’s built-in 8MB flash memory would be
adequate for twelve-month deployments of up to ten mobile nodes. For larger deploy-
ments where base-stations require more storage space, the simplest solutions are either
using external storage options such as SD cards, or further uploading the collected data
to a collection point with higher storage capabilities. The deployment on wild horses in
Spain had the base-stations store the data on SD cards without any power consumption
concerns, as they were mains powered. The graph does not show a completely linear
increase of the base-stations’ maximum memory usage, as the results represent the
amount of data actually collected by the base-stations in simulations. The reason for
this is the VB-TDMA’s differences in its TDMA schemes when the number of mobile
nodes increases. In the case of the 750 and 1000 node deployments, the base-stations
collected less data than would be expected because the mobile nodes ran out of battery
before the end of the twelve-month deployments.
Figure 5.12 shows that even though more packets are collected by the base-stations
when having more mobile nodes in the deployment (right-hand side), the average num-
ber of packets collected from one mobile node decreases (left-hand side). This justifies
the less abrupt increase in the number of collected packets from 750 to 1000 mobile
nodes that can be noticed on the right-hand side of this figure. This behaviour is due to
the base-stations’ battery lifetime being shorter than twelve months (284 days) in the
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case of the deployment with one thousand mobile nodes.
The latency variation is dependent on more factors than the number of mobile
nodes, such as the chosen scenario, the movement model and the deployment lifetime.
The left-hand side of Figure 5.13 shows that in our case the latency slightly increased
when the number of mobile nodes in the deployment increased beyond five hundred.
As for the redundancy levels presented in the right-hand side of this figure, they do
not show significant changes with the variation of the number of mobile nodes. The
levels dropped slightly in the case of the 1000-mobile-node deployment due to the
base-stations batteries depleting before the deployment reached twelve months.
Figure 5.13: Latency (left); Redundancy (right).
The results presented in this section show that the protocol’s ability to scale in
terms of the number of mobile nodes in the deployment is highly dependent on the
base-stations’ resources: firstly the amount of power available, and secondly their stor-
age capabilities. Using the current deployment infrastructure, the protocol is able to
scale to up to seven hundred nodes. Another limiting factor for its scalability is the
time between discoveries. For example, if it is desired to maintain the five-minute in-
terval between Discovery phases, this limits the Discovery and Upload phases to five
minutes, which in turn limit the deployment size. If we assume that only 10% of the
mobile nodes are in range with one base-station at a time, and that it would be satis-
factory to have only one Upload slot per node after each Discovery phase, this limits
the deployment size to 15,000 mobile nodes.
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5.3.5 The Multihop (Store-and-Forward) Functionality
Enabling communication and data exchange between mobile nodes can lead to lower-
ing the latency in the data upload process and increasing the amount of data collected.
Depending on the application scenario, the benefits of this feature may outweigh its
power consumption implications. This section presents the results of the VB-TDMA
algorithm with the multihop functionality enabled. The multihop functionality (de-
scribed in more detail in Section 3.1.2.2) enables the exchange of data packets among
mobile nodes. It aims to solve the data uploading problem of mobile nodes that do
not come in contact with a base-station for extended periods of time, but during these
periods come in contact with other mobile nodes that visit the base-stations more fre-
quently. At the core of the multihop functionality is a threshold for the time of the last
upload to a base-station, which determines whether a mobile node uploads data pack-
ets to other mobile nodes. Selecting an appropriate threshold is scenario-dependent.
Mobile nodes do not upload the same data packet to more than one mobile node, and
they do not upload data collected from mobile nodes to other mobile nodes. This limits
the mobile node network to carrying only one copy of a mobile node’s data packets.
When a mobile node comes within range of a base-station, it uploads all its data on
that channel, followed by the data collected from other mobile nodes.
In the case of the scenario of tracking wild horses, the multihop feature with the
sending/receiving threshold set to twenty-four hours and the time between mobile-
node discoveries set to five minutes, lead to a 27% decrease in the latency. This result
comes at a fairly insignificant price of a 1.81% increase in the mobile nodes’ power
consumption, while the number of unique packets collected by the network remains
unchanged (see Table 5.11). In the case of the "cyclists" application presented in
Section 2.1.2, which crowd sources air quality data from cyclists who use bicycles
equipped with air quality sensors, enabling the multihop feature had a greater effect
on the packet collection latency. In this scenario the daily movements of ten student
cyclists at the University of Edinburgh were simulated, with data being uploaded to
three base-stations. For this application, the multihop feature lowered the data packet
latency by more than 50% with only a small increase in the power consumption (see
Table 5.12). Even though the effects of the multihop functionality to reduce the net-
work latency are significant, with only a slight increase in the mobile nodes’ power
consumption, this feature could have an even greater impact on the network perfor-
mance (in terms of the network’s latency and amount of data collected) in scenarios
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where some of the mobile nodes are rarely or never in range of a base-station.
We used the platform and data-mirror mobility models to compare the network per-
formance of the VB-TDMA Multihop to the network performance obtained with the
MAC protocols selected in Section 5.3.3, but having the store-and-forward multihop
functionality added. An alternative approach would have been to compare the perfor-
mance of the VB-TDMA Multihop protocol to that of a routing protocol running over
the other MACs. However, this would have been inappropriate for the long-term track-
ing and monitoring of horses in the wild and similar scenarios, as a routing protocol
would have offered a lower performance in the data upload process. When using a
routing protocol, to upload data from a mobile node out of reach of a base-station, a
path of mobile nodes to a base-station must exist and be maintained during the upload.
This is unlikely due to the limited communication ranges between mobile nodes in re-
lation to the large size of the area inhabited by the horses, and the fact that they travel
predominantly in groups (as shown in Figure 4.13 in the previous chapter).
The comparison results from Table 5.13 show that only the mobile nodes running
the VB-TDMA lasted for the entire twelve-month duration of the deployment, with
36.5 days worth of battery life to spare. This is a reason why the network running
the VB-TDMA collected more packets compared to the other protocols. The next
best performance was that of the nodes running XMAC, which lasted for 204 days,
but uploaded to the base-stations less than 50% of the data that would have been col-
lected over twelve months. At the end of the deployment, the base-stations running
SpeckMac-D and XMAC were left with approximately 17% more battery than the
ones running the VB-TDMA. Although this has no impact on the simulated deploy-
ment, it may prove to be meaningful if this percentage persists when scaling up the















Table 5.11: VB-TDMA Multihop: Twelve-Month Wildlife Deployment
No Metric VB-TDMA VB-TDMA Multihop






Total number of unique packets (Percentage of the received
packets out of the number of expected packets)
262790 (100%) 262790 (100%)
3 Average network latency (hh:mm:ss) 02:28:27
01:47:15 (27.75%
smaller)
4 Redundancy percentage 2-level 99.89% 99.89%
5 Redundancy percentage 3-level 91.91% 91.63%
6 Redundancy percentage 4-level 63.60% 2.62%
Table 5.12: VB-TDMA Multihop: 24-Hour Student Cyclists Deployment
No Metric VB-TDMA VB-TDMA Multihop





2 Total number of uploaded packets 14036 14036















Table 5.13: Comparison of VB-TDMA to Other MACs (Multihop Enabled): Twelve-Month Deployment Results






























Total number of unique
packets (Percentage of the
received packets out of
the number of expected
packets in 12 months)




01:47:15 02:20:10 16:03:28 12:02:01 02:06:23
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The lower latency of the VB-TDMA Multihop compared to the other MACs, could
be explained by the fact that the VB-TDMA is collision free, as each node has its own
time slot for sending data, and the synchronisation process of the nodes does not im-
pose any additional load on the radio communication channels. However, since for this
scenario the latency is mainly affected by the movement of the mobile entities, and the
VB-TDMA mobile nodes lasted significantly longer than the nodes running the other
MACs (between 161 to 292 days), it should also be considered that the movement of
the mobile nodes in the final third of the deployment may have generated a lower la-
tency.
5.4 Summary
This chapter described the validation of the mobility and hardware models imple-
mented in the SpeckSim simulator, which were used to analyse the performance of
the VB-TDMA protocol, and to compare it to a selection of low-power MACs in the
context of tracking and monitoring mobile entities in the outdoors. As the VB-TDMA
was specifically designed for this class of applications, it performed significantly bet-
ter, offering an almost twice as long deployment lifetime and collecting more than
double the number of unique packets than the MAC protocol with the next best perfor-
mance. The scalability study of the protocol revealed three principal limiting factors:
the battery capacity available to the base-stations, the data storage capabilities of the
base-stations, and the time interval between Discovery phases. The results are promis-
ing, showing that with the current infrastructure setup, the protocol can scale up to
seven hundred nodes.
The next chapter reaffirms the thesis statement, discusses the issues, and reaches a
final judgement. This is followed by suggestions of future work and improvements that
could further lengthen the deployment lifetime and generally improve the performance
of a network running the VB-TDMA protocol.
Chapter 6
Conclusions and Future Work
6.1 Summary and Conclusions
For the past two decades, considerable advances in embedded hardware technology,
from microcontrollers to sensors, have led to significant reduction in sizes and energy
consumption, and increases in performances in terms of computational power, sam-
pling rates and throughput. Embedded sensing platforms have shrunk to the size of
coins, while still providing considerable computational power (e.g., 32-bit processors
at up to 48MHz [106]), along with wireless and sensing capabilities. This enabled
the development of new applications in domains such as wearable computing and the
Internet of Things.
In the case of applications involving mobile sensing, tagging the sensor data only
with temporal information is not adequate; these types of applications and scenarios
require more contextual information, such as the locations of the sensor readings. Ap-
plications of long-term tracking and monitoring of mobile entities in the outdoors come
with considerable challenges, requiring a high degree of functionality over extended
periods of time, and all on a highly constrained energy budget.
Solutions which target the entire class of applications do not seem to exist, only
ones targeted at specific scenarios part of this class. The most widely used approach,
and the one adopted in this thesis, is to attach GPS- and wireless-enabled devices to
the mobile entities that require tracking. Although the literature presents several other
options, many in the context of wildlife tracking, e.g., infrastructure of sound activated
video cameras [22], RFID tags [19], satellite imaging [119, 120], the proposed ap-
proach offers superior performance in terms of the combination of infrastructure setup,
positional accuracy, cost, deployment lifetime, and the ability to monitor handling of
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objects or behaviour of animate beings.
The main challenges are in the long-term operation of devices limited in size and
weight, constantly using power-hungry components such as the GPS and radio. The
processes of locating the nodes and wirelessly uploading the data are by far the most
power-hungry ones (e.g., together they represent over 98% of the overall power con-
sumption in the case of the horse tracking application), making the rest of the system’s
functionalities almost insignificant in terms of their energy consumption. Since ap-
plications within this class require accurate locations at a certain frequency, reducing
the sampling rate of the GPS, or avoiding it all together is not an option. Therefore
the approach has been to minimise the other major source of energy consumption, the
wireless data upload.
The proposed solution for this class of applications is centred on the novel Vir-
tual Beacon TDMA data upload protocol, which minimises the power consumption
for wirelessly accessing the data on the mobile nodes. It achieves this by eliminat-
ing the major sources of energy wastage characteristic of MAC-layer communication
protocols such as collisions, overhearing, control packet overhead and idle listening.
This is possible by exploiting the GPS’s ability to provide accurate time, which for
this class of applications comes at no extra energy cost. The GPS time is used to ob-
tain a millisecond-accurate synchronisation of the nodes, free of any communication
overhead. The communication is facilitated by a TDMA scheme that uses both stati-
cally and dynamically allocated time slots for collision-free communication between
the nodes. The protocol is paired with a new low-power hardware platform that ben-
efits from the latest generation components, together offering a high performance (in
terms of the amount of data uploaded) to energy consumption ratio.
The solution was validated and tested in both simulations and real deployments
for the specific scenario of long-term tracking and monitoring wild horses, which is
representative of the targeted class of applications. Performing a deployment on the
Retuerta, a rare breed of Spanish wild horses, was a unique opportunity. The endan-
gered status of these horses and the challenges of long-term wildlife tracking motivated
the use of a WSN-based solution. The requirements in terms of the deployment life-
time, the frequency and accuracy of GPS locations and the restrictions on the size and
weight of the mobile devices, made existing mobile WSNs wildlife tracking systems
unsuitable for this scenario. According to the performance evaluation results, the pro-
posed solution outperforms existing off-the-shelf animal tracking systems in terms of
deployment lifetime. The mobile nodes built with the Prospeckz-5 platform are sev-
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eral times smaller and lighter than the existing state-of-the-art solutions, without com-
promising on deployment lifetime or the frequency and accuracy of GPS positions.
This is possible by eliminating the energy consumption overhead of synchronising the
communication of the nodes for uploading the sensor data. Although favourable cir-
cumstances such as having mains-powered base-stations may allow the use of basic
asynchronous upload methods that can offer good performance in the data collection
process, these would not be viable solutions for scenarios using battery-powered base-
stations. Overcoming this challenge motivated the design of the VB-TDMA.
The VB-TDMA protocol was successfully implemented and tested, and performed
significantly better in terms of the battery lifetime than a selection of low-power MAC
protocols considered possible alternatives for this scenario. The low population densi-
ties and the irregular movement patterns of the horses make most of the existing MAC
protocols inefficient in terms of energy conservation. The superior performance of the
VB-TDMA protocol was validated in accurate simulations, using validated simula-
tion models against actual deployments, and inputs of real data on movement patterns
gathered from the deployment. With configurations aiming for a balanced trade-off be-
tween energy conservation and amount of uploaded data, and with the same hardware
resources, the VB-TDMA offers twice the deployment lifetime with more than double
the amount of data uploaded. The protocol also offers good scalability potential (of up
to 500-700 mobile nodes, using the current node configurations and infrastructure) for
scenarios in this class of applications.
The two real deployments demonstrated the solution’s ability to track and monitor
the behaviour of animals, allowing continuous access to this data wirelessly. We have
presented unique insights into the individual and group behaviour of Retuerta horses,
ranging from information on daily activity levels to group behaviour such as time spent
in groups, how group memberships change and evolve over time, and the correlation
of the horses’ movements to seasonal changes in their environment in relation to pre-
cipitation and temperature.
6.2 Discussion
Although this solution is presented as a generic one for the entire class of applications
of long-term tracking and monitoring of mobile entities in the outdoors, it requires
certain configurations to meet the specific requirements of different scenarios.
Data Upload Protocol. The design of the application running on the nodes is built
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around the wireless communication process. The proposed VB-TDMA protocol comes
with several options that require careful consideration when tuning it for particular
scenarios, such as:
• Setting the time between the Discovery phases, based on the desired responsive-
ness of the network.
• Setting the maximum number of retransmissions of a packet, based on the level
of noise, interferences or obstacles found in the 2.4 GHz spectrum in the area of
the deployment.
• Setting the size of the Discovery slots, which would be related to the number of
retransmissions of a packet and the number of different channels used. For ex-
ample, in the case of an interference-free environment, where one or maybe two
retransmissions would be considered, along with the use of only one channel, the
Discovery slots could be chosen somewhere in the vicinity of two milliseconds.
• Setting the size of the Upload slots. The following need to be taken into consid-
eration when choosing an Upload slot size.
– The radio transfer rate (in the case of the horse tracking scenario its maxi-
mum transfer rate of 2Mbps was used).
– The size of the network, the expected mobile node densities around base-
stations.
– The volume of sensor data generated that is required to be uploaded
– The behaviour of the mobile nodes, such as the estimated time when they
are out of range of the base-stations, and the length of the contacts between
mobile nodes and base-stations.
– Fairness (e.g., when multiple nodes are in range of a base-station for a short
period of time, it is considered fair that each of them would upload part of
their data, rather than only one of them using up the entire time to upload
its data).
– Each Upload slot implies approximately 2ms of idle listening for the base-
stations. For every upload slot the base-stations are programmed to start
listening time for packets approximately one millisecond before and to con-
tinue listening one millisecond after each mobile nodes’ slot. Also, during
an upload slot if the base-station does not receive packets for X millisec-
onds (with X chosen based on the number of retransmissions of a packet), it
is considered that the mobile node has either finished the upload or went out
of range, thus, the base-station terminates the upload phase for that mobile
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node. Programming the protocol to use a large number of shorter Upload
slots increases the power consumption on the base-stations’ side due to the
idle listening before and after each slot. On the other hand, having very
large Upload slots may affect the fairness of the data upload process (e.g.,
some nodes may upload a high volume of data while others may not get
the chance to upload any before they are out of range of the base-station).
The expected mobile node densities around base-stations, the volume of
data to be uploaded, and the fairness option in the data upload process, are
indirectly proportional to the size of the Upload slot; whereas the average
time mobile nodes are in range of base-stations, and the desire to reduce
the idle listening times for the base-stations generated by each Upload slot,
are directly proportional to the Upload slot size.
• Choosing the number of different channels to use. The use of multiple com-
munication channels eliminates the problem of packet collisions when multiple
base-stations are covering the same deployment area. It is also a good way of
providing redundancy in the packet collection process if desired.
• Enable/disable the multihop functionality. When enabled, the send/listen thresh-
old has to be set, based on the expectations regarding the amount of time that the
mobile nodes would be out of reach of the base-stations.
All of these parameters provide flexibility to the VB-TDMA protocol, customising
it to meet the different requirements of applications within this class.
Sensor Data Collection. The sensor data collection process includes the algo-
rithms used for processing sensor data on the nodes. In the case of sensors such as
accelerometers or magnetometers, sampling rates of the order of 10Hz are required to
extract useful information from the data. In the case of long-term deployments, it is
unlikely that the raw data from these sensors would fit on the limited flash memory of
the mobile nodes. Also, it would be impractical in terms of power consumption and
data rate to upload all the raw data over the radio. These reasons justify processing
the data locally on the nodes, and the values obtained reflect the resulting behaviour
of the sensor data during the selected period. For example, the mobile nodes used in
the Doñana deployment sampled the accelerometer continuously, while storing only
two values for every twenty-minute interval: the head orientation and the maximum
activity of the horses. Other applications may require different information to be ex-
tracted from the accelerometer data, or the use of other sensors. The online sensor data
processing is usually customised for the needs of each application.
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The Hardware Platform. The Prospeckz-5 board has proven itself during the
deployment, but would benefit from replacing two components: the FastraxUC430
GPS module and the Flash chip. Its small footprint and its extensibility (allowing the
attachment of external sensors), make it versatile, suitable for most applications, and
although its design dates to late 2012, it is still currently at the pinnacle of low-power
hardware platforms for wireless sensor networks.
The platform is highly transferable to other applications within our class. In many
applications, with the exception of the ones that specifically require different node
designs, the current proposed design of the mobile nodes and base-stations used for
tracking the horses, are highly recommended. For example, the same mobile nodes
(without the strap) were successfully used in another application for monitoring the
water properties in a lake in the Doñana Park. This required the attachment of two new
sensors to the Prospeckz-5 platform for measuring the acidity and dissolved oxygen
levels. The sensor data was uploaded to mobile base-stations carried by UAVs flying
over the lake.
Data Analysis. Handling large sets of data in a timely manner requires efficient
ways for processing them. The majority of the Bash and Python scripts developed for
interpreting the movement data from the real deployments and the simulations pre-
sented in this thesis, can be easily adapted to other applications within the targeted
class. However, some of the scripts that make use of algorithms such as the ones de-
signed for determining the groups of mobile nodes or detecting the lack of movement,
may only be appropriate for similar applications in animal tracking.
Simulation Models. With minimal parameter configurations, the simulation mod-
els can be used to simulate any other scenario belonging to the targeted class of appli-
cations. The radio and GPS models were customised to match the behaviour of these
components in the Doñana environment. These can be changed easily to reflect their
behaviour in other environments if data is available, or to revert to using the parame-
ters in the datasheets. The highly modular code structure, makes it simple to add new
models of hardware components or to change existing ones, for keeping up with future
design changes of the Prospeckz-5 platform. Furthermore, any specific movement of
the mobile nodes can be achieved in simulations by importing the appropriate move-
ment input files. Movement patterns can also be generated by choosing the average
distance to be travelled and the average speed, along with the standard deviations of
both parameters, to offer a spread of distances and speeds while controlling the values
that these aim to average to.
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When designing such a system it is always a good idea to keep in mind the main
metric of focus, and consider it in the design of each component. For this class of
applications, this metric was energy consumption. Optimizing the energy consumption
was considered throughout all the design stages of the solution including both hardware
and firmware.
In the case of tracking and monitoring wild horses, the hardware platform was new,
custom-designed, making use of the latest low-power components (microcontroller, ra-
dio, sensors including GPS). As stated, the application running on this platform elimi-
nated the majority of the power wastage processes that usually come with the wireless
upload of data: collisions, overhearing, and control packet overhead, and idle listening
was minimised. Besides optimising the wireless communication, the energy consump-
tion was further reduced through other methods such as adjusting the GPS "ON" times
for achieving the desired trade-off between energy consumption and positional accu-
racy, and avoiding reading data from the flash by using the RAM for the data upload
process when possible.
Our experiences made it clear that successful deployments of large scale systems
over extended periods of time (e.g., twelve months) require meticulous preparation,
testing and forward planning which should take into account the environment and local
conditions of the deployment site as much as possible. Detailed knowledge and a
thorough analysis of the applications scenarios is also highly valuable, as these may
lead to identifying potential optimisations.
6.3 Future Work
As demonstrated throughout this thesis, the proposed solution addresses the challenges
faced by this class of applications. However, features can be added to maximise the en-
ergy efficiency, thereby further extending the potential deployment lifetime, and there
is scope to add new functionalities. Some possible improvements are discussed below:
Base-stations in range: If the application does not require the use of mobile base-
stations, and relies only on a network of fixed static base-stations, the number
of radio transmissions can be easily reduced by having the mobile nodes use
their latest GPS location for checking if it is likely to be in range of one of the
base-stations. This requires the mobile nodes to be aware of the fixed locations
of the base-stations, which can be hardcoded before deployment. If some of
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these locations are to change over the duration of the deployment, a mechanism
to communicate the changes can be implemented. However, if frequent location
changes are to be expected, having this feature may prove to lower the network’s
performance in terms of energy consumption, amount of data uploaded and la-
tency.
Wireless reprogramming: Enabling mobile nodes to be reprogrammed wirelessly
would also be a solution for the previously mentioned issue of changing the loca-
tions of the static base-stations, but more importantly, it can enable customising
and adjusting the data collection process of an ongoing deployment. In the case
of wildlife monitoring, it can enable ecologists to tailor the data collection to
their current research. The difficulties and restrictions of recapturing wild ani-
mals, and the current communication and lifetime capabilities exhibited during
deployments, motivate the benefits of this functionality. However, there are still
challenges to be met with this functionality due to the limited communication
range and the faulty nature of the devices in harsh environments.
Spacing out GPS locations: Depending on the application, it may be possible to re-
duce the GPS sampling frequency, while still providing the required number of
locations for the mobile entities, by predicting one location between every two
GPS ones. In the case of terrestrial animal tracking applications, since the ac-
celerometer data can be used for indoor people tracking [35, 121, 122], it is
worth researching to what extent the accelerometer and magnetometer can be
used to track animals’ movements. Even though a lower positional accuracy is
expected compared to the GPS, if it is within the acceptable limits of the applica-
tion, it can be used to space out in time the GPS sampling, and thereby increase
the deployment lifetime. The method proposed (Figure 6.1) requires performing
another real deployment in order to obtain a significant body of data for train-
ing and testing a machine learning algorithm. The data needed would be the
following:
– The resultant direction (vector magnitude) calculated from the magnetome-
ter data over the past sampling interval.
– Some cumulative indication of activity (e.g., average activity or number of
steps) over the past sampling interval.
– The previous GPS location at time t1.
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– The succeeding GPS location at time t3.
Figure 6.1: Spacing out GPS locations in time.
Starting from the latest / most recent GPS location (Lt1), the magnetometer data
gives the general direction of the mobile node’s movement, and the accelerom-
eter data is used to estimate the distance travelled by the animal. By training a
linear regression machine learning algorithm on a large set of this data, it is pos-
sible to predict the current location (PLt2) of the mobile node based on the above
information. Considering the GPS location Lt3 and assuming that the error in the
predicted location accuracy grows linearly with time, some backtracking error
adjustation can be performed to improve the accuracy of the location predicted
at time t2.
The VB-TDMA protocol developed as a solution for uploading data for the emerg-
ing class of problems in tracking and monitoring mobile entities has been demonstrated
to fulfil the energy efficiency requirements. This protocol in combination with the
Prospeckz-5 nodes offers a systemic solution for this class of applications.
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