The problem of generating a train schedule for a single-track railway system is addressed in this paper. A three stage scheduling is proposed to reduce the total train tardiness. We derived an appropriate job-shop scheduling algorithm called DR-algorithm. In the first stage, by determining appropriate weights of the dispatching rules, a pre-schedule is constructed. In the second stage, on the basis of the pre-schedule, the departure times of the trains are modified to reduce the number of conflicts in using railway sections by different trains. In the third stage, a train speed control helps the scheduler to change the trains' speeds in order to reduce the train tardiness and to reach other objectives. The factual train schedule is based on the modified train speeds and on the modified departure times of the trains. The experimental running of the DR-algorithm on the benchmark instances showed this algorithm can solve train scheduling problems in a close to optimal way. In particular, the total train tardiness was reduced about 20% due to controlling train speeds and the departure times of the trains.
Introduction
Railway traffic has been essentially increased in the last decades (see Lusby et al., 2011 for a survey). The usage of the railroad systems grows for the passenger and freight transportation. Safety and low cost of the railway transportation attract people to use trains more, which causes railway authorities to make a maximal usage of the existing railways. The train speeds and the number of trains moving on a railway system are increasing. As a consequence, a delay of a train arises from time to time. A train delay creates a lot of problems for the railway company including dissatisfaction of passengers about the quality of services and a financial damage associated with excessive train delays. The railway companies are forced to pay penalties to passengers for their delays. To make the usage of a railway system more affective, several approaches for solving the train scheduling problems have been proposed in the last decade. Zhou and Zhong (2007) introduced a resource-constrained project scheduling used for a single-track timetabling problem. Railway segments and stations were considered as limited resources. Such a problem is solved by a branch and bound (B&B) algorithm that segment and station capacity constraints were used as a lower bound. The authors considered a lower bound for a less train delay. An upper bound was constructed via a beam search heuristic. A B&B algorithm was also used for a mixed integer non-linear mathematical programming reported by Kraay et al. (1991) with presenting the computational results for a 102 mile stretch of track interlinking 13 sidings with 22 trains in common. A train pacing problem has been considered, where a speed profile for each train has to be determined. Jovanovic and Harker (1991) proposed mixed integer programming, which is similar to a flow-shop scheduling problem. Two types of the variables were used in the proposed algorithm. The binary variables were used for ordering pairs of trains. The other variables were the continuous variables used for selecting the departure times of the trains. The proposed algorithm could solve the problem with 24 railway segments and with 100 trains. Szpigel (1973) was the first who identified the similarities between a job-shop scheduling problem and a train scheduling problem in the case of a single-track railway. The former was solved by Szpigel (1973) using a B&B algorithm, the initial linear programming excluding order constraints. Branching was required if the current solution contains trains which were in a conflict (i.e., when trains turn out to be on the same railroad section at the same time). The objective was to minimize the weighted sum of the train transit times. The computational results for 5 single-track sections and 10 trains have been reported.
The same problem was considered by Carey and Lockwood (1995) via binary mixed integer programming similarly to that considered by Jovanovic and Harker (1991) . Temporal constraints were identical to those used by Szpigel (1973) . The objective was to minimize the deviation from the ideal arrival times and the ideal departure times for all the trains to be scheduled. Mladenovic and Cangalovic (2007) used job-shop scheduling problem as a way to solve the train scheduling problem where a route was interpreted as follows. The route is a sequence of facilities the train must cross from the originating station to the destination. Assuming that the train trips are jobs to be scheduled, which require the elements of infrastructure as restricted resources, it was made by the mapping of the initial problem into a special case of a job-shop scheduling problem. In order to solve the job-shop scheduling problem, a constraint programming approach has been developed. A support to fast finding a good schedule was offered by an original separation and a bound-and-search heuristic. To improve the time performance, a surrogate objective function was used which had a smaller domain than the actual objective function.
There are variety of algorithms to schedule jobs in a job-shop scheduling problem like the shifting bottleneck algorithm (Adams et al., 1998 ) that tries to find the most bottleneck machine in each irritation. Operations on that specific machine are scheduled as a single machine problem. The procedure is continued for all remaining machines in M or it is stoped when there is no machine with lateness for operations. A tabu search algorithm is a local search one used for job-shop scheduling; Glover (1989) . A tabu search algorithm adopts a local search approach with a 'memory' implemented as a 'tabu-list' of moves which have been made in the recent history of the search, and which are forbidden (tabu) for a certain number of iterations which follow. Simulated annealing is a local search meta-heuristic for the optimization problems. Simulated annealing tries to escape local optima by hillclimbing techniques. At each step, the simulated annealing algorithm changes the current solution by a random solution and used for scheduling by Van Laarhoven (1992) . Shafia et al. (2010) tried to reduce the tardiness of operations (equivalent to trains latecy) by developing a robust job-shop scheduler, which has the capability of handling the perturbation that exists among almost all input parameters. The aim of developed algorithm was, by small alteration in the input parameters reduces the latency. A simulated annealing algorithm has been proposed to find near optimal solutions in a reasonable time. Ghoseiri et al. (2004) developed a multi-objective optimization model for the train scheduling problem. They considered both single and multiple track railway systems. Their objective is defined as lowering the fuel consumption cost and minimizing total passenger time. First, they solved the problem by a Pareto algorithm, then they tried to use a multi-objective optimization to tune the results. There are some other reports about multi-objective optimization like Naderi-Beni et al. (2012) that tries to reduce two objectives of weighted mean tardiness and makespan. This model can be suitable to distinguish between passenger trains that tardiness is the main critaria in scheduling and fright trains that the makespan is most important factor. Dorfman and Medanic (2004) used a discrete-event model to schedule the traffic on a railway network. They claimed that it was an efficient technique with respect to the time needed to travel criteria. Burdett and Kozan (2010) made a relationship between flexible job-shop (with parallel machines) and train scheduling. They used a disjunctive graph to model the train scheduling problem. Pacciarelli and Pranzo (2001) used an extension of the disjunctive graph model. A tabu search algorithm was used to solve multi-track railway scheduling problem. A greedy heuristic was proposed by Cai and Goh (1994) for the train scheduling in a single-track railway. There is a limitation in their algorithm because they assumed that all trains moved in the same direction must have the same speed and terminating siding.
Problem setting
The problem of a timetable generation has to be solved at a tactical level of the railway planning process; Lusby et al. (2011) . In a job-shop approach to train scheduling, trains and railroad sections are synonymous with jobs and machines, respectively. So, in the following setting of the optimization problem, job-shop terms are given in parenthesis after railway terms (or vice versa). Let a set of railroad sections (machines) ,
and a set of trains (jobs)
be given before scheduling. For each train
, it is given an ordered set (a route) of the railroad sections (machines), which have to be visited by train i  . To be more precise, a sequence of the job operations on the corresponding machines is given as follows:
). , ,
Hereafter, an operation 
for all trains (jobs) J i   . According to the three-field notations used for machine-scheduling problems (see Graham et al., 1979) , the above scheduling problem is denoted as . Different jobs (trains) may need the same machine (railroad section) at the same time and so they must wait until the machine (railroad section) be free, therefore the completion (arrival) time i C of jobs (trains) may be different from (larger than) the minimal expected completion time and criterion max C of minimizing the makespan
Note that criterion (2) is mainly used for the passenger transportation, while criteria (3) and (4) are more important for the freight transportation. For a railway company, all three problems
are useful to be solved at a tactical level of the railway planning; see Lusby et al. (2011) . We remind that a regular criterion means to minimize a real-valued function ) , , , ( 
can be started earlier without increasing the starting time of another operation or altering the operation sequence processed on any machine from set M . For a regular criterion, at least one optimal schedule is semi-active (see Graham et al., 1979; or Tanaev, et al., 1994) . Priority dispatching rules have been studied in the literature for several decades since they are widely used for different scheduling problems like the job-shop scheduling problem arising in the real world (see Haupt, 1989; Muth & Thompson, 1963; Panwalkar & Iskander, 1977; Tanaev et al., 1994) . However, the conclusion of many years of research is that no priority dispatching rule performs better than the other ones tested for a rather wide class of scheduling problems. So, several researchers developed tools to discover effective priority dispatching rules automatically (see Abdolzadeh & Rashidi, 2010; Dorndorf & Pesch, 1995; Gabel & Riedmiller, 2007; Geiger et al., 2006; Li & Shi, 1994) .
In this paper, we develop a weighted mixed priority dispatching rule scheduler (we call it DRalgorithm) for solving the classical job-shop scheduling problems
. The rest of the paper is organized as follows. We use a mixed graph to model the job-shop scheduling problem (Section 3). A three-stage strategy is proposed to reduce the total job tardiness (the total train delay time). In the first stage, the jobs (trains) are pre-scheduled using the DR-algorithm (Sections 4 and 5). In the next stage, the tardiness of each job (train) is measured. The algorithm tries to modify the departure time of the trains (the due date of the job completion) due to information obtained at the pre-scheduling stage in order to decrease the total train (job) tardiness (Subsection 6.1). In the third stage, a process controlling policy is used to improve the quality of scheduling and to make the final train schedule (Subsection 6.2). An illustrative example is given in Subsection 6.3. Computational results are discussed in Section 7. In Section 8, concluding remarks and perspectives are given. In what follows, we use the survey (Lusby et al., 2011) and the monographs (Tanaev et al., 1994; Thulasiraman & Swamy, 1992) for terminology on train timetabling, scheduling theory and graph theory, respectively.
A mixed graph model for the job-shop scheduling problem
We use a mixed graph ) , , ( = E A Q G to model the scheduling problems
under consideration. Mixed graph G allows us to present a problem data and to describe algorithms for solving the job-shop problem (Tanaev et al., 1994) . In such a mixed graph ) , ,
 is a union of two dummy operations ( o and * ) and the set of all operations to be processed on machines M . The dummy operation o determines the starting time 0 = t of a schedule to be constructed. The dummy operation * determines the completion time of the last operation in a schedule. The positive weight ij p (the operation processing time) is prescribed to the vertex (to the operation)
. Arc set A of the mixed graph G defines the precedence constraints implied by the ordered sets i Q ,
. Arc set A defines also the preceding of the dummy operation o to the first operation 
). Thus, each schedule existing for the problem
A mixed graph approach for solving the problem
is based on the following claims; Tanaev et al. (1994) . 
that has a minimal value of the objective function (2) among those in all the circuit-free directed graphs ) (G G h   . To find an answer to this question is NP-hard problem. The
with the minimal value of the corresponding objective function (2) (or the objective function (3) or (4), respectively) is called optimal directed graph for the problem
).
Evaluating of the dispatching rules
To evaluate the efficiency of the different dispatching rules, an optimal scheduler (like a B&B algorithm) for the problem
, is used to solve instances with the restricted sizes m n  in order to obtain an exact solution (or an approximate solution) to the problem
in a resonable CPUtime. The information about orientations of the conflict edges is stored in Table 1 It should be noted that there are a lot of priority dispatching rules which are used in a variety of heuristic algorithms for scheduling jobs J J i  in the job-shop; see Haupt (1989) , Muth and Thompson (1963) , Panwalkar and Iskander (1977) among others.
DR-algorithm
To solve the train scheduling problem, we need an algorithm that schedule operations Q sequentially, e.g., operation 
Train tardiness reduction via controllable scheduling
A three stage scheduling algorithm was used to reduce the total job tardiness (or delay time of the trains). In the first stage, the trains J are pre-scheduled by the DR-algorithm. In the second stage, the tardiness of each train is measured and the algorithm tries to modify the departure time of the trains to decrease the total tardiness on the basis of information obtained at the pre-scheduling stage. In the third stage, the special module is used to improve the quality of the preliminary schedule and to construct the final schedule (see Fig 1) .
Fig. 1. Three stage scheduling

Modifying the departure times of the trains
The idea behind modifying a train departure time is that due to changing the departure time t d of the train J t   by departure time t d belonging to the permitted interval,
, one can reduce the number of conflicts between trains tending to use the same railroad section at the same time. In this stage of train scheduling, the tardiness j T (see Eq. (2) ) must be assigned by the user. In our computational experiments, the value  was equal to 10%  of ve A .
Train speed control
In the third stage, DR-algorithm reschedules the trains J on the railroad sections M . This procedure allows the scheduler to increase the speed of trains with a feasible %  in order to reduce the train tardiness (if any). Of course, there is a limitation on such a speed increase depending on the train types, railway, environmental situation, etc.
Example
The following example allow us to demonstrate the main idea of the proposed scheduling algorithm. We assume that three trains J = } , , { 
Computational results
DR-algorithm was coded in Borland Delphi. For evaluating the efficiency of the developed algorithm, we compared it with the results of the six heuristic dispatching rules, which were also coded in Borland Delphi. These heuristic algorithms are based on the following priority dispatching rules: Shortest Release Time rule (Algorithm SReT), Shortest Start Time rule (Algorithm SStT), Longest Delay rule (Algorithm LDelay), Shortest Completion Time rule (Algorithm SCT), Earliest Due Date rule (Algorithm DueDate), and Smallest Number of Remaining Jobs rule (Algorithm SNJR). The DRalgorithm was compared with these six heuristic algorithms for the makespan criterion max C (Table 2) , for the total tardiness criterion i T  (Table 3) , and for the total completion time criterion i C  (Table 4) .
In the experiments, we used 20 benchmark job-shop instances introduced by Lawrence (1984) (i.e. instances la01 -la20) to evaluate the seven developed heuristic algorithms. The minimal possible makespans for the instances la01 -la20 are known from Internet and they are given in the last column of Table 2. In column 1 of Tables 2 -4 , the names of the benchmark instances are given, in column 2 the sizes m n  of the problems, in columns 3 -7 the objective values obtained by the corresponding heuristic algorithms.
Table 2
A comparison of DR-algorithm and heuristic scheduling rules for the makespan criterion makespan ( max C criterion) than six heuristic algorithms based on the pure dispatching rules. DRalgorithm obtained the smaller makespans for all solved instance la01 -la20 with only two exceptions (instances la01 and la04). Optimal makespan values were obtained by DR-algorithm for seven treated instances. For the total tardiness objective ( i T  criterion) the DR-algorithm has superiority comparing to other six heuristic algorithms. The DR-algorithm was eleven times in the first place among ather algorithms tested (see Table 3 ). In Table 4 , the DR-algorithm is compared with six heuristic algorithms for minimizing the maximal job completion time (criterion i C  ). The DR-algorithm is the best one for solving thirteen benchmark instances. For all three objective functions, which are considered in train scheduling, the developed DR-algorithm was better than six heuristic algorithms tested. In order to evaluate the DR-algorithm on reducing the total completion time, makespan and total tardiness objective in our three stage strategy, the different job-shop problems (with sizes from 3 3 to 10 10 ) have been generated. The times ij p to pass a railroad section M ij  ) (  by train J i   are randomly generated in the segment [30, 50] . The maximal possible reduction of the train speed was restricted by 10% of the original time ij p (i.e., the maximal possible reduction is equal at most to 5 time units).
Fig. 6.
The total tardiness of the trains after each of three stages. Fig. 6 presents the total tardiness of the trains obtained after the first stage, the second stage, and third stage 3 of the DR-algorithm. By an overview given in Fig 6, it is observable that the total tardiness in average has been reduced about 20% . In Table 5 , the total completion time and makespan objective function for DR-algorithm are presented after each scheduling step (columns 2 -4 for criterion i C  and columns 5 -7 for criterion max C ).
Column 8 in Table 5 presents the number of modified operations ) (ij ij o  , i.e., the number of railroad sections were a train speed was increased. Column 9 presents the total volume of changes of the processing times ij p due to increasing the speeds of some trains. 
