Research on the Data Mining Technique Based on Generalized Small-Samples by 游文杰
学校编码：10384                                  分类号      密级          
学号：X2005223035                                            UDC       
 
硕  士  学  位  论  文 
                                           
基于广义小样本的数据挖掘方法研究 






         王永忠 高工 
专  业 名 称：控 制 工 程 
论文提交日期：2009 年 5月 
论文答辩时间：2009 年 5月 
学位授予日期：2009 年  月 
  
答辩委员会主席：           
评    阅    人：           






















另外，该学位论文为（                            ）
课题（组）的研究成果，获得（               ）课题（组）































（     ）1.经厦门大学保密委员会审查核定的保密学位论文，于   
年  月  日解密，解密后适用上述授权。 







                             声明人（签名）： 




















































 第五章尝试 PLS和 SVM对广义小样本数据的信息融合。针对肿瘤亚型微阵列
数据分类问题，实现基于 PLS与 SVM的二分类与多分类问题的应用，所得数量少


















 Data Mining included Artificial Intelligence, Pattern Recognition, Machine 
Learning, Statistics and other fields, different realms researched it using different 
techniques and methods. Data integration between theories and technologies in different 
areas was a researching method of data mining. New studying direction in data mining 
was Small Samples mining, which aimed at high-dimensional and small-sample data. 
How structured the mining algorithms and how enhanced the efficiency of algorithms 
were the core problems. 
The article studies on the theory of data mining the basis of previous result, defined 
Generalized Small-Sample, from the viewpoint of statistical methods and statistical 
learning, it researched the theories on PLS algorithm SVC and SVR in Generalized 
Small-Sample. First, the article discussed methods in the classical statistics, it pointed 
out the fault of algorithm on small-samples, and statistical inference and optimization in 
small-samples was proposed. Furthermore, the article expounded mathematical 
principle of PLS regression and its mining approach in small-samples, and three 
indicators of IEG, DEG and VIP were defined in order to constructed a novel feature 
selection algorithm based on PLS; finally the statistical learning theory was introduced, 
some SVM algorithms were come true and achieved thorough mining in Generalized 
Small-Sample. 
 At the end of article, it attempted the information fusion of PLS and SVM on 
small-samples. Using the instance of cancer subtype microarray data classification, it 
achieved the two-category and multi-classification application on PLS and SVM, and 
simulated the regression problem based on PLS and SVM.  And it realized the mining 
in small-sample. 
 Chapter I it introduced statistical methods and data mining and its relation, The 
concept of Generalized Small-Sample was proposed and the data mining of it was 
studied, at the same time it presented chiefly work on this paper. 
 Chapter II it reviewed the methods of classical statistics and related theories of the 
data mining, and it pointed out the fault of algorithms on Small-Samples, and the 
statistical inference in Small-Samples was optimized. 
 Chapter III it studied the mathematic model and algorithms of PLS regression 
based on data mining in Small-Sample and the corresponding implement steps. 
 Chapter IV it introduced statistical learning theory, and some SVM algorithms and 
implementation were discussed. The data mining in Small-Samples was realized. 
 Chapter V it attempted the information fusion of Small-Samples based on PLS and 
SVM. Using the instance of cancer subtype microarray data classification, it achieved 
the two-category and multi-classification application on PLS and SVM, and simulated 
the regression problem based on PLS and SVM. 
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