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transition point. In the former segment, progress through the cycle depends on nutrient availability, while in the latter it proceeds at a constant rate regardless of environmental conditions. We will also extend the model to incorporate nutrient storage by the cells; progress through the nutrient-dependent segment then becomes a function of the cellular, rather than environmental, nutrient levels.
We will show that including the cell cycle dramatically increases the dynamic possibilities. In a constant environment, cell numbers may oscillate. These oscillations introduce a biological frequency that can interact with environmental fluctuations to generate complex dynamics. When exposed to a simple periodic nutrient supply, cell numbers display aperiodic dynamics with variability at many frequencies. These conclusions are not changed when intracellular nutrient storage is included in the model.
Our results provide a link between resource control of cell cycle progression and the time delays postulated to explain oscillatory transients in chemostat experiments (Caperon 1969 , Williams 1971 , Cunningham and Maas 1978 , Cunningham and Nisbet 1980 . For the fact is that phytoplankton populations do fluctuate, on many time scales, even in controlled laboratory chemostats (Harris 1980) . Some of the these oscillations are transients, while others may be persistent (Droop 1966) .
Although cell cycle modelling is an active field of research (Arino and Kimmel 1993) , it has developed with an emphasis on cellular as opposed to ecological phenomena. As phytoplankton ecology focuses increasingly on the small scales of individual cells, both in the laboratory and in the field (Harris 1980 , Chisholm et al. 1986), the question of whether these small scales influence the dynamics at higher levels becomes more important. Our results suggest that the influences may be important.
THE CELL CYCLE WITHOUT NUTRIENT STORAGE
The setting for the model is the method of continuous culture known as the chemostat. This allows comparisons of the model dynamics to experimental results in the literature, and to the well-known behavior of unstructured chemostat models that group all cells into a single variable (Monod 1942 , Droop 1974 , Lange and Oyarzun 1992 , Smith and Waltman 1994 .
The chemostat provides a simple, yet controllable idealization of an aquatic system with an inflow and an outflow of nutrients; it forms the basis for many marine food web models (Dugdale 1967 
Equations
Equations for the dynamics of cell populations have been formulated in both discrete and continuous time. Discrete models divide the cell cycle into discrete stages such as the four conventional stages G1-S-G2-M (Fig. 1) , or the two parts of the cycle separated by a transition point (Smith and Martin 1973, Heath and Spencer 1985) . Here, we choose the continuous representation. A variable, denoted by p, measures the extent of cell development or position along the cell cycle (Rubinow 1968 , Hoppenstead 1986 ). The rate of change of p with time, the maturation velocity v = dpl dt, describes cell progression through the cycle.
A density function N(p, t) describes the distribution of cells along the cell cycle. Total cell numbers NtO,(t) are obtained by integrating this distribution over p, Ntot(t) = f N(p, t) dp.
The dynamics of N(p, t) are given by:
at ap (an extension, due to Sinko and Streifer [1967] ) and applied by Rubinow [1968] to unicellular organisms, of the McKendrick-Von Foerster equation for agestructured populations), where m denotes the mortality rate. The variable p is normalized so that cells are born with p = 0 and the average cell divides at p = 1. To incorporate the transition point hypothesis, we divide the cell cycle into resource-dependent and resourceindependent -segments separated by a transition point p, (Fig. 2) . At p = po, a cell enters the resource-dependent segment. Thus, in the subinterval Loo, pj, the maturation velocity is proportional to nutrient uptake, dp 
The loss rate m (Eq. 2) has been replaced by the dilution rate D and the division rate B(p). The model is completed by describing cell division with a boundary condition for the flux of newborn cells at p = 0 N(O, t)vc = 2 f B(p)N(p, t) dp
where each cell divides into two daughter cells. The division rate B(p) is calculated from the probability density +a(p) for cell maturity at division (i.e., 4(p)dp is the proportion of cells dividing between maturity p and p + dp). The division rate is given by B (p) dp 49) where Vm is the maximum uptake rate and Si is the inflowing nutrient concentration. Differences in uptake among cells are considered negligible, so total uptake is computed by multiplying cell uptake by total cell numbers (see Discussion for treatment of this assumption).
To reduce the number of parameters and focus on the qualitative dynamics of the system, the model was rewritten in terms of the nondimensional variables, 
Dynamics with constant nutrient input
We consider first a constant nutrient supply, and focus on qualitative changes in dynamics determined by d and si.
At low nutrient input (si = 1), cell numbers converge to an equilibrium (Fig. 3) , and the population reaches a stable maturity distribution (Fig. 4) . As si increases, oscillatory transients of increasing amplitude appear (si = 2 and si = 3, Fig. 3 ). For si = 5, these oscillations persist and converge to a limit cycle (Fig. 3 and 5A) . predator-prey cycles in which the whole predator population oscillates in synchrony without changes in population structure.
As the length of the nutrient-dependent segment increases, the amplitude of the generation cycles decreases. We found that, above a critical value of PC, generation cycles no longer occur. Cycles can be restored by increasing the inflowing nutrient concentration si or by decreasing the dilution rate d. When progression through the whole cycle is nutrient dependent, persistent oscillations do not occur and the population always converges to a steady state. Thus, generation cycles require some differentiation in nutrient dependence within the life cycle.
Dynamics with variable nutrient input
Generation cycles can interact with environmental fluctuations to generate complex dynamics. To investigate this possibility, we consider a variable nutrient supply, This model exhibits both periodic and aperiodic responses to periodic nutrient supply; we will emphasize the latter since it implies that the population is capable of a more complex response than simply tracking the environmental forcing. frequency of the generation cycles) is X = 2.5. The behavior of cell numbers after transients have died out is quasiperiodic, as can be seen by plotting one of the variables, for instance the nutrient concentration s(T), vs. itself at lagged intervals of time (Fig. 9) . If the dynamics were periodic, the trajectory would come back on itself. Instead, it moves on the surface of a torus and never repeats itself. Quasiperiodic behavior has two or more fundamental frequencies, and its power spectrum displays peaks at harmonics of these fundamental frequencies and at sums and differences of these harmonics. Fig. 10 shows the power spectrum of the solution for total cell numbers. The arrows indicate the two dominant frequencies. In this particular example, one of these frequencies coincides with that of the forcing, the other one with that of the generation cycles, although this is not always the case. As the frequency of the forcing approaches that of the generation cycles, one of the two dominant frequencies can differ from both.
The above results describe asymptotic behavior. Transient dynamics, which may be relevant to both chemostat experiments and natural systems, take a long time to die out. They share, however, many of the properties of the long-term dynamics (Fig. 8A) . They include the dominant frequencies of the long-term dynamics and do not simply track the environmental forc- ing. As a result, the cross-correlation between population numbers and nutrient forcing is low for any time lag (Fig. I11) . Observations of such a system would suggest only a weak link between phytoplankton and nutrient input.
For some forcing frequencies, the response of the model is periodic. An example is shown in Fig. 12 . Although cell numbers oscillate at the environmental frequency, they display multiple peaks within a cycle which are not present in the forcing. Thus, the power spectrum of cell numbers has peaks at both the environmental frequency and its harmonics.
THE CELL CYCLE MODEL WITH NUTRIENT STORAGE
The classical chemostat model of Monod (1942) and the structured version described in the previous section both assume that cell development depends on nutrient uptake, and that uptake depends on availability. Phytoplankton cells, however, can store nutrients internally. This decouples cell physiology from ambient nutrient levels, particularly in variable environments (Harris 1980 inflowing nutrient concentration si increases, the steady state is replaced by persistent oscillations of increasing amplitude.
These oscillations are also generation cycles, resulting from the interaction between resource dynamics and the population distribution along the cell cycle (Fig. 16 ). To examine a generation cycle in detail, note that, because the dilution rate is low, cell numbers are high and ambient nutrient levels are low. Uptake per cell is also low and cells cannot build a high cell quota as they proceed through the cycle. A generation cycle starts with the rapid increase in total cell numbers resulting from a pulse in cell division (T = 6, upper panel). Having recently divided, cells enter the segment [Po, pj with low cell quotas (Fig. 16C) Because the model exhibits long transients, the time for the buildup of large-amplitude generation cycles may be long (see Fig. 14 for d = 0.1, and Fig. 15 ). The amplitude of the short-term fluctuations depends on initial conditions. One type of perturbation used to study transients in the chemostat consists of turning the flow off and then on some time later (Williams 1971 ). In the model, this so-called square-wave perturbation produces initial oscillations of large amplitude, because without any flow through the chemostat, the population rapidly increases and consumes the resource. Starvation follows and synchronizes the cells in the nutrient-dependent segment of the cycle. When flow resumes, this synchronization is reinforced by the mechanism described in the previous paragraph. Simulations show that the model is capable of quasiperiodic dynamics, with variability at frequencies other than that of the forcing (see Fig. 18 for X = 1 and d = 0.1). The initial condition for this simulation was chosen as the end-point of the square-wave perturbation experiment in Fig. 17A . Thus, the population at T = 0 is partially synchronized, oscillating at the frequency of the generation cycles. Total cell numbers exhibit two dominant frequencies. Only one of these equals the frequency of the forcing (compare Fig. 18A and B). Another example is given in Fig. 19 for d = 0.2 with initial conditions set by the end-point of the simulation in Fig. 17B . Notice that for these parameter values and a constant nutrient input, the system converges to small-amplitude oscillations. For a periodic input, cell numbers are aperiodic (Fig. 19B) . This irregular behavior is also apparent in transient dynamics (Fig. 19A) . Reconstructing the attractor by plotting one of the variables against itself at lagged intervals of time shows that the trajectory moves on the surface of a torus (Fig. 20) . The power spectrum displays variability at frequencies other than that of the forcing (Fig. 21) , and the cross-correlation between population patterns and nutrient forcing is low at any time lag (Fig. 22) .
OTHER EXTENSIONS
We considered several extensions of the model to investigate the robustness of its qualitative behavior. Restricting resource uptake to part of the cycle did not modify the main results. Nor did reducing the variance of the division probability distribution +~(p), or changing it to a beta distribution.
Periodic but nonsinusoidal nutrient variation also produces aperiodic population responses. We forced the models with periodic triangular pulses, with the base and height of the pulses chosen to match the mean nutrient supply of the sinusoidal forcing. The forcing frequencies leading to quasiperiodic responses did not necessarily coincide for the two types of forcing. When they did, however, the population spectra exhibited the same dominant frequencies.
DISCUSSION
The demographic structure of a phytoplankton population makes transient and permanent oscillations in cell numbers possible, even in a constant environment. These generation cycles are driven by the interplay of population structure and resource availability. Under a periodic nutrient supply, cell numbers can exhibit aperiodic behavior with variability at temporal scales different from that of the forcing. This complex response occurs because the generation cycles introduce a temporal scale, intrinsic to the population, that interacts with the environmental forcing frequency. Chemostat models without population structure do not oscillate (Cunningham and Nisbet 1980 , Lange and Oyarzun 1992 , Smith and Waltman 1994 . Both the Monod and the Droop models exhibit only the simplest response (oscillation at the forcing frequency) to a periodic supply of nutrients (Pascual 1994 , Smith 1996 . Thus, there is no transfer of variability to other temporal scales, and the population tracks the environmental forcing. It is worth noting that chemostat models were originally derived from steady-state observations, and were developed for total biomass, although they have been used extensively for cell numbers.
The conclusion that population structure affects the time scales of population response could be tested experimentally in a periodically forced chemostat. Transients in our models are long, but they already exhibit the main qualitative features of the asymptotic dynam- The evidence for persistent cycles in chemostats derives mostly from comments about failed experiments (Droop 1966 , Pickett 1975 ). For example, The chemostat was generally very unstable. The degree of instability is indicated by the fact that Table  I reports measurements for 146 out of 538 days of operation. Much of the unreported time was spent in periods of oscillation of more than 50% in cell density. The stability might have been increased by reducing So at the expense of reduced cell density. (Pickett 1975) The steady-state was normally reached within 10 days of altering the dilution rate, provided the alteration was less than about 20%. Greater alterations tended to set up oscillations, particularly at the lower dilution rates. At rates below 0.2 vol. per day, these oscillations, which might be of rather large amplitude and of long period, tended to persist and a true steady-state was difficult to achieve. (Droop 1966) Note that the conditions leading to these persistent cycles (high nutrient supply and low dilution rates) are exactly those predicted by our models to lead to cycles. Additional examples may exist in unpublished data on failed chemostat experiments. Whether a particular result is viewed as a "failure" may depend on the availability of a theoretical framework within which the result makes sense.
Our models could be improved in several ways. The representation of nutrient uptake could be improved by describing the cell by size as well as maturity, and including a coupling of development and growth. Such models exist for other eucaryotic cells (Tyson 1985) , but in phytopIankton the relationship between size and the transition point remains unclear ). Uptake rates that vary with cell quota might also influence the propensity for generation cycles. While some studies support the constant maximum uptake rate we have used here (Burmaster and Chisholm 1979, Grover 1991b), others indicate that maximum uptake rates decrease with cell quota (Gotham and Rhee 1981, Van Donk et al. 1989 ). This might interfere with generation cycles, by allowing the cells to build higher cell quotas and to move further through the cell cycle as resource levels decline.
A model based on cell size might have a different feedback between resource level and resource uptake, which might affect the generation cycles. In our models, a pulse in division causes a pulse in uptake. The consequent decrease in resource levels slows development, triggering or reinforcing a cycle in cell numbers. This requires that an increase in cell numbers lead to a decrease in the resource. Whether this would occur in a size-structured model depends on the nutrient uptake function. If uptake is proportional to biomass and continuous during the cell cycle, a pulse in division would not change uptake because it would not change total biomass. This would eliminate cycles from the model without nutrient storage. But if uptake were restricted to a segment of the cycle (as shown by Brzezinski [1992] for a diatom), or were proportional to cell surface area rather than biomass (as would be expected for diffusion [Reynolds 1994 Our results show that the cell cycle of microorgan-isms can play a similar role. The demographic concepts familiar from studies of large plants and animals may have important consequences for microorganisms, and studies of microorganisms may provide insight into the dynamics of larger organisms. Although our results show that population structure can have profound consequences for the phytoplankton dynamics, we are not suggesting that structured models are essential for all phytoplankton modelling, any more than they are essential for all studies of other plants and animals. Under certain conditions, the modes of oscillation associated with population structure will not be excited, and the population can successfully be described in terms of total numbers. The most familiar such case, of course, is the exponential growth at the stable age distribution of an age-classified population.
There has been considerable interest in the applicability of unstructured models to phytoplankton in nonequilibrium nutrient environments. There is evidence that unstructured models can sometimes successfully describe phytoplankton dynamics in nonequilibrium nutrient environments. Sommer (1989) found that such models can describe the nutritional status of individual species and entire assemblages in the field. Grover (199la, b), in a series of periodically pulsed chemostat experiments with two chlorophytes, Scenedesmus quadricauda var. longispina and Chlorella sp., showed that the Droop equations can describe much of the observed dynamics of population numbers and cell quotas, as well as the outcome and rate of competitive exclusion. It is worth noting, however, that his model could not be fitted directly to the population data because of time lags in the response to the nutrient pulses (Grover 1991b The trick, of course, is knowing when to expect that unstructured models will work, and when they will not. Our results suggest that the effects of population structure are most important under experimental conditions of high nutrient input and low dilution rate, or in natural situations that mimic these conditions. They are most important when the nutrient-dependent segment of the cell cycle is short relative to the duration of the whole cycle. 
