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ABSTRACT
Instead of allowing carbon dioxide (CO2) generated from the burning of hydrocarbons to
escape into the atmosphere, CO2 can be captured and stored. For the long term mitigation
of the increasing amount of CO2 emissions, its sequestration in geological formations is
promising. As a measure, its short and long term monitoring is equally important for en-
vironmental and health safety issues. The seismic method is proposed as a non-invasive
monitoring technique for geological sequestration of CO2. Based on the positive results
obtained from reservoir monitoring during enhanced oil recovery with CO2 floods, geosci-
entists plan to inject CO2 in layered basalt. CO2 mineralizes rapidly while it is exposed
to mafic rocks. Due to CO2 injection, the physical properties of the reservoirs, such as the
elastic moduli and the density change. These changes have effects on the seismic veloci-
ties. Although basalt seems to have advantages as a reservoir from the CO2 storage point
of view, it poses some considerable challenges in terms of seismic monitoring. Strong mul-
tiple scattering from the layering of the basalt and high scattering attenuation complicate
surface seismic imaging.
To investigate the possibilities and limitations of time-lapse seismic monitoring of CO2
injection in a basalt reservoir, a number of numerical simulations are performed. The Spec-
tral Element Method (SEM) and its modeling package SEM2DPACK is used for synthetic
data generation. A base case (unperturbed) model is generated and the seismic velocity is
perturbed in the reservoir to generate post-CO2 injection models. Among surface seismic,
traditional Vertical Seismic Profiling (VSP), and downhole VSP methods used for monitor-
ing purpose, results obtained from the downhole VSP method show significant differences
between the pre- and post-injection seismic sections.
Coda Wave Interferometry (CWI) theory is used to quantify velocity changes observed
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in base case and perturbed models. For a simple homogeneous model, CWI theory is highly
applicable to detect small-scale time-lapse changes. For a heterogeneous reservoir, where
the velocity perturbation is a function of space, CWI alone is not enough to quantify the
time-lapse changes. Due to wave interference effects, the wave propagation paths yield
complicated relations between the travel time and material velocities. In the Columbia
River Basalt (CRB) Group of rocks, the proposed reservoir is bound by thick basalt layers
and thus has a high contrast in acoustic impedance between the sedimentary interlayerings
and the bounding basalt layers. For a source receiver pair both inside the reservoir (with low
acoustic impedance) bound by layered basalt (with high acoustic impedance), the waves get
trapped in between the layers for some early time. In this early time, the time-lapse travel
time change has a linear relation with the velocity change, according to the CWI theory.
But when the waves that leaked outside and traveled in the unperturbed area re-enter the
reservoir, the relation is no longer linear. Also for the receivers outside the reservoir, the
relation between the travel time difference and the velocity change is more complicated. In
such cases, this relation is governed by a mathematical function (a sensitivity kernel) which
depends on many factors such as the region of perturbation, the amount of time the wave
spent in the perturbed region, source-receiver location, geology, intensity of the waves,
energy reaching the receivers, and the path the wave has travelled. These factors make the
derivation of the analytical solution of this kernel a complex task. However, the qualitative
shape of this kernel is obtained.
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Chapter 1
INTRODUCTION
Carbon dioxide (CO2) occupies a very small fraction (about 0.03%) of the earth’s atmo-
sphere. Its increasing amount in the atmosphere has triggered serious concerns. Higher
amount of this gas is toxic and creates health and environmental hazards. CO2 is a green-
house gas and its escalating level in the atmosphere helps to trap the Earth’s heat and plays
a major role in global warming, which has emerged as a major concern to many in recent
years. As a consequence of global warming, it is possible that in the years to come, the
continental ice sheets will melt down, glaciers in the European Alps will vanish and the
highest mountains of world, the Himalayas will turn to rocky terrains. This will result in
an increase of sea level and subsequently many low lying countries and islands in the globe
will completely submerge into the sea. Meanwhile, the countries at higher altitudes will
face severe problems related to eco-diversity and groundwater. After the Earth Summit
held in Rio de Janeiro in 1992 and the ratification of the Kyoto protocols in 1997, different
governmental and non-governmental organizations have been working for the reduction of
CO2 emissions (Brosse et al., 2005). It is imperative to take some concrete steps to re-
duce the amount of CO2 from Earth’s atmosphere and prevent CO2 from entering into the
atmosphere.
Due to human activities such as industrialization, urbanization, burning of fossil fu-
els, population growth, excessive use of chlorofluorocarbon, and rapid development, the
amount of CO2 in the atmosphere has been increased dramatically. Anthropogenic emis-
sion alone has risen the atmospheric concentration of CO2 from about 280 ppm (pre-
industrial time) to 380 ppm today and if not alleviated, it will rise to 1100 ppm by the
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year 2100 (White et al., 2003). To address this problem, the amount of CO2 that is being
released into the atmosphere has to be abated. Capturing CO2 before it escapes in the at-
mosphere, and storing it properly in a variety of geological settings and materials can be
an effective way of addressing this issue. Monitoring of sequestered CO2 in subsurface is
also important issue that can not be ignored.
1.1 CO2 Sequestration
Carbon sequestration is a process of storing CO2 to reduce the amount of greenhouse gas
from entering the atmosphere. Thus capturing, transporting to the proper sites, injecting,
storing, and monitoring the effects of storage in different variety of geological setting and
materials all belong to the process of CO2 sequestration.
There are different types of CO2 sequestration. Some of them are as follows:
a) Geological and mineralogical sequestration
b) Sequestration in vegetation and savannas
c) Oceanic sequestration
d) Carbon storage in soil and agriculture
e) Reuse of CO2 to make other materials
Among the above mentioned types, geological sequestration may be more promising,
effective and practical for the long term mitigation of increasing level of anthropogenic
CO2 in the Earth’s atmosphere.
1.1.1 Geological Sequestration of CO2 and Its Relevance
Geological sequestration is a process in which CO2 is first captured, separated from other
contaminants such as oxides of nitrogen and sulfurs, transported to a storage site, injected
into a suitable setting of the subsurface, and monitored to see its effect. This entire process
is also called carbon capture and storage (CCS). Once CO2 is injected in different kinds of
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geological settings deep inside the earth, it gets trapped, and may form carbonate minerals
(in mafic rocks) in suitable temperature-pressure conditions. The idea of geological seques-
tration first came in the late 70s from Enhanced Oil Recovery (EOR) projects where CO2
is injected in depleted oil and gas reservoirs to recover the remaining oil and gas. Then
several EOR projects were launched in different parts of the world, not to address prob-
lems related to global warming, but to boost the oil and gas production. Later on, scientists
started thinking of sequestration projects, where CO2 is injected into geological formations
without oil or gas production. Now, there are several large scale EOR projects going on
such as at Weyburn Midale in Canada and In Salah in Algeria, as well as large scale CCS
projects such as at Sleipner in Norway and at Gorgon in Australia.
Depleted oil and gas fields, deep saline aquifers and coal beds have already proved to be
suitable settings for geological sequestration of CO2 (Zoback et al., 2006). Currently, there
are many studies going on to see the possibilities of a safer and more effective sequestration
in deep seated mafic rocks and layered volcanic rocks. According to recent studies of the
Big Sky Carbon Partnership Project (BSCSP), if proved to be a suitable option, layered
basalt reservoir throughout the world itself can store 10,000 years of world anthropogenic
CO2 emissions (Department of Energy, 2008) and (McGrail et al., 2003).
As a test site for pilot project, a layered basalt reservoir in the Columbia River Valley,
Washington is chosen. The availability of geological, hydrological and geophysical data,
suitable chemical and mineralogical compositions of basalt, presence of water in the in-
terlayerings, presence of considerable porosity and permeability, and suitable depth of the
reservoir with thick cap rock are promising factors at this site. Assuming interflow thick-
ness of 10 m (for 10 different sedimentary layering) with an average porosity of 15%, and
average hydrostatic pressure of 100 atm (∼ 10 MPa), the CO2 storage potential of CBR
Group is about 100 gigaton (McGrail et al., 2003). The proposed reservoir is a sedimen-
tary inter-layering in between thick basalt flows. This layer is composed of sand, silt, and
rock fragments mainly derived from basalt and the layer is at about 1000 m depth.
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1.1.2 Monitoring of CO2 Sequestration
Storing the vast amount of CO2 for a long time may be further complicated by coupled
chemical and physical processes. It is necessary to make sure that injected CO2 will not
leak (return) to the atmosphere and will not produce negative impacts regarding financial,
health, safety, and environmental risks (Pawar, 2007). Heterogeneity of the subsurface,
variations in temperature and pressure conditions, and the change in geochemical and ge-
omechanical properties of the reservoirs will determine the fate of CO2 movement and
possible leakage in space with time. Different scales of modeling, ranging from micro- to
mega-scale for monitoring of sequestrated CO2 are required (Diana et al., 2007). For exam-
ple, satellite images can be used for large scale monitoring to see surface deformations and
material displacements in a regional setting and geophysical and geochemical monitoring
techniques can be used for micro-scale monitoring such as movement of CO2, change in
mineralogical compositions, micro-seismicity, micro-fracturing, and change in saturation.
For the purpose of geophysical monitoring, seismic methods can be used as they are
capable of detecting small-scale physical changes caused by CO2 injection in the reservoirs.
Time-lapse seismic imaging is a potential tool to see physical changes in the reservoirs. The
comparison of time-lapse pre- and post-injection seismic images may help to understand
the distribution and effects of the injected CO2.
1.2 Modeling Method
The purpose of this research is to evaluate the possibility of geophysical monitoring of
geological sequestration via small-scale physical changes due to CO2 injection. For this,
numerical models are prepared that resemble properties of a layered basalt reservoir of a
stratigraphic section of Columbia River Valley, Washington at Northwest United States. We
determined a set of physical parameters required for numerical models and then run dif-
ferent numerical simulations to get seismic sections for the pre-injection reservoirs. CO2
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injection causes changes in the chemical and physical properties of the reservoir. Incorpo-
rating the physical changes in the models, a set of new simulations are run and these two
seismic sections obtained from different simulations are compared to evaluate the possi-
bilities of using seismic methods for monitoring any changes in the reservoirs due to CO2
injection. This process is called time-lapse seismic monitoring.
For numerical simulations, Spectral Element Method (SEM), an advanced version of
the finite element method, is used. Given the stratigraphy of reservoir, density values of
the individual layers, P- and S-wave velocity of the materials in those layers, and a global
attenuation coefficient of the materials, these values are assigned to the individual layers
for the modeling purpose. SEM contains simulators named as SEM2DPACK for two di-
mensional models. Due to linear features and homogeneity of the Columbia River Basalt,
SEM2DPACK is chosen. This simulator consists of two major steps. Firstly, it generates a
defined mesh and secondly runs the actual numerical simulations for each element based on
the wave propagation theory of 2-D elastic wave equations. In general, this method takes
into account heterogeneity in Earth models, 2-D variations of elastic wave, velocity, density
and the layer thickness (Komatitsch et al., 2005). Freedom to choose the source-receiver
locations at any grid element regardless of boundary conditions is a major advantage of this
method.
1.2.1 Modeling Parameters
The parameters for the numerical modeling are obtained from a variety of sources but
many of them, such as density of the rocks in different depth, P- and S-wave velocities,
attenuation factor of basalt and thickness of individual layers come from a report published
by Pacific Northwest National Laboratory (PNNL) (Rohay & Reidel, 2005). This technical
report is an excellent source of information for seismic cone penetrometer velocities of the
layers, downhole velocities, suspension logging measurements, spectral analysis of shear
waves, and the layer thickness on the site, rock densities, velocity models, porosity, and
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permeability values. Other publications such as (McGrail et al., 2003), (McGrail et al.,
2006), (Reidel et al., 2002), (Pujol et al., 1989) provided additional subsurface parameter
information. How the elastic parameters change after CO2 injection in a layered basalt is
unknown, but discussed in this thesis.
1.3 Summary of the Thesis
This thesis consists of six chapters. Chapter 1 is a brief introduction of CO2 sequestration
and related processes. This chapter also gives a brief introduction to the methods used
for seismic monitoring of CO2 sequestration. Chapter 2 deals with background of CO2 se-
questration and detailed geological, geophysical, and geographical features of the proposed
injection site as well as previous work done in the area. Chapter 3 describes the reservoir
properties and rock physics regarding CO2 sequestration and its possible geochemical, ge-
omechanical and geophysical impacts on the reservoir properties. Chapter 4 is about the
details of the modeling method, modeling approaches and modeling geometry. Chapter 5
contains a short introduction to Coda Wave Interferometry (CWI), and details of the acqui-
sition geometry used in our numerical seismic experiments. This chapter also analyzes and
discusses the results obtained from numerical simulations and data processing. Finally, the
conclusion and recommendations for future work are presented in chapter 6.
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Chapter 2
BACKGROUND AND PREVIOUS WORK
2.1 Introduction
Carbon dioxide is injected into the ground around the world either in the form of enhanced
oil recovery (EOR) or pure carbon capture and storage projects (CCS). Although EOR
projects do not help much to address the problem related to increasing CO2 emissions,
they provide firm ground for research on CCS projects. Geological sequestration of CO2
is promising because of the prospects of long-term mitigation. Though saline aquifers,
depleted oil and gas reservoirs and coal beds have already been proved suitable for CO2
sequestration, research to understand the feasibility of CO2 sequestration in mafic rocks
such as basalt and ophiolitic suites are underway. Their chemical compositions, possible
reactivity with CO2, and suitable regional settings (depth, temperature and pressure con-
ditions) have attracted many scientists to research the suitability of these mafic rocks as
a feasible reservoir for CO2 sequestration. Amid different projects going on throughout
the world, this research is conducted to see the possibilities of geophysical monitoring of
CO2 sequestration in a layered basalt reservoir. We chose Columbia River Basalt for our
study and generate different numerical models. A variety of geophysical models for char-
acterizing basaltic rocks has already been prepared and studied by pioneering geoscientists
such as (Kumar et al., 2004), (Cherrett, 2002), (Battig & Hearn, 2001). These works are
very helpful to get some insight regarding numerical modeling of CO2 sequestration and
its geophysical monitoring using seismic methods in the CRB group of rocks as well.
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Project Country Scale Daily Total Lithology Type
amount (ton) storage
Sleipner Norway commercial 3000 20 Mt sandstone CCS
Weyburn Canada commercial 3-5000 20 Mt carbonate EOR
In Salah Algeria commercial 3-4000 17 Mt sandstone EOR
Frio USA pilot 177 1600 t sandstone CCS
Snøhvit Norway commercial 2000 — sandstone EOR
Gorgon Australia commercial 10000 — sandstone CCS
Yubari Japan demo 10 200 t coal CCS
Table 2.1: Major geological sites of CO2 sequestration (CCS and EOR) around the world
and their capacities (Bert et al., 2005).
2.2 CO2 Sequestration Background
Carbon dioxide can be captured from the sources such as oil refineries and coal burning
power plants before it escapes to the atmosphere. Among many other types of sequestra-
tions, geological sequestration is one. The geological sequestration (in the form of EOR
project) of CO2 was first conducted in the early 1970s in West Texas, United States in
a depleted gas reservoir (Solomon, 2007). Since then many projects have been launched
throughout the world for for enhanced oil recovery with CO2 floods. Based on the report
of (Bert et al., 2005), some major CO2 projects around the world are listed in table 2.1.
Studies regarding CO2 sequestration and its effects in basaltic rock do not exist in the
field until today, but many laboratory tests show this is a promising technique for long term
mitigation of CO2 emission. Mafic rocks such as basalt primarily consist of silicates of
Ca, Mg, Fe, and Al which can easily react with CO2 to form chemically stable carbon-
ate compounds. Injected CO2 is trapped in the basaltic reservoir in two major processes:
1) physical trapping- where CO2 is trapped by structural features- and 2) geochemical
trapping- where CO2 reacts with rocks and water to form stable carbonate minerals (Matter
et al., 2007). The plagioclase mineral group is a major constituent of basaltic rocks. These
minerals change into stable carbonate compounds in a series of exothermic mineralization
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reactions as shown in equations 2.1 through 2.4 (McGrail et al., 2006):
CO2 (g) ⇀↽ CO2(aq) (2.1)
CO2(aq)+H2O ⇀↽ HCO−3 +H
+ (2.2)
Nax (Ca,Mg,Fe)y Si3AlO8 +(x+2y+3)H
+ +4H2O→
xNa+ + y(Ca,Mg,Fe)2+ +3H4SiO4(aq)+Al3+ (2.3)
(Ca,Mg,Fe)2+ +HCO−3 ⇀↽ (Ca,Mg,Fe)CO3 +H
+ (2.4)
For the monitoring purposes of CO2 sequestration, time-lapse seismic methods have been
used for a long time especially in EOR projects. This method is suitable to determine the
movement of injected CO2 inside the reservoir. Time-lapse seismic imaging techniques
have been able to show significant differences in terms of acoustic velocities and ampli-
tude (Roberts et al., 1992). The complex geometry of the layered basalt creates multiple
scattering and high scattering attenuation of waves leading to considerable challenges for
traditional seismic methods to monitor the effects of CO2 sequestration in layered basalt
reservoirs (Kumar et al., 2004), (Jarchow et al., 1994), and (Pujol & Smithson, 1991).
2.3 Geology of the Proposed Injection Area
For this study, a layered basalt flow in the Northwest United States is chosen. This basalt
is called Columbia River Basalt (CRB) Group. The location of the area is shown in fig-
ure 2.1. CRB comprises of alternating sedimentary layers in between thick basalt flows.
These sedimentary layers can serve as reservoirs whereas the top and bottom basalt layers
work as caps or seals. The details of the geology of the CRB Group on the proposed in-
jection site are found in (McGrail et al., 2006) and (Rohay & Reidel, 2005). According
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Figure 2.1: Location map of proposed injection site of Columbia River Basalt at Richland,
Washington (Swanson & Wright, 1981).
to (Rohay & Reidel, 2005), the CRB Group typically consists of a permeable flow top, a
relatively dense impermeable flow interior, and a variable flow bottom, namely intra-flow
structures (figure 2.2). The intermittent zone between two flow layers is called the interflow
zone. These interflow zones comparatively have more pores, joints and vesicles during the
crystallization process of magma due to differential cooling rates, thermal contraction, and
degassing.
Based on (McGrail et al., 2006), the bulk chemical composition for the CRB Group
is listed in table 2.2, which is obtained from the Grande Ronde Basalt samples using X-
ray diffraction. Plagioclase and pyroxenes are the major crystalline components in these
basalts. Minor amounts of quartz and olivine were also identified. The composition of
the CRB Group provides a high possibility of carbonate mineralization as shown in equa-
tions 2.1 through equation 2.4.
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Figure 2.2: Major internal features of a Columbia River Basalt Group lava flow (McGrail
et al., 2006). Thickness of the basalt flow varies from ∼10 m to ∼90 m.
Component Weight(%)
Na2O 2.79
MgO 5.16
Al2O3 15.0
SiO2 51.1
P2O5 0.46
K2O 0.44
CaO 8.84
TiO2 2.11
MnO 0.17
FeO 13.3
Table 2.2: Average chemical composition of Columbia River Basalt Group (McGrail et al.,
2006).
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2.3.1 Stratigraphic Features
Stratigraphically, the CRB Group is made up of four major formations; Imnaha Basalt,
Grand Ronde Basalt, Wanapum Basalt, and Saddle Mountains Basalt, from oldest to youngest
in age around the Hanford waste treatment plant site (Rohay & Reidel, 2005). The Grande
Ronde Basalt is about 230 m thick with seven different successive layers varying in thick-
ness. The Wanapum Basalt succession has a thickness of about 300 m that overlies on the
Grande Ronde Basalt. This formation consists of 12 different successive layers with very
small variation but can be distinguished in density and sonic logs as shown in a technical
report by Birdwell (Birdwell, 1979). The top of the Saddle Mountains Basalt is comprised
of seven distinct members and has total thickness of about 220 m. This formation was
formed over a significantly longer time than the overlying Ringold Formation. The whole
CRB Group is deposited below the Ringold and Hanford Formations stratigraphically. The
details of the stratigraphic succession is shown in figure 2.3.
All the sediment layers interbedded with CRB Group are called the Ellensburg For-
mation, which basically is comprised of well consolidated sediments of sand, silt, clay,
and minor volcanic ashes (Rohay & Reidel, 2005). There are seven members in the Ellens-
burg Formation, namely from oldest to youngest GR-5 (Grande Ronde 5),Vantage Interbed,
Quincy Interbed, the Mabton Interbed, the Cold Creek Interbed, the Selah Interbed, and the
Rattlesnake Ridge Interbed. Among these Interbed, GR-5 (Grande Ronde 5) is the target
layer for CO2 sequestration which is bound by thick basalt flow successions on its top and
bottom.
2.3.2 Aerial Extension and the Volumetric Measures
The term flood basalt is used for widely spread basalt deposits with a volume of more
than 5-10 km3. The CRB Group is widely distributed in the Northwest United States,
specifically in Western Idaho, Northeast Oregon, and Southwest Washington. The whole
basalt flows in this region is termed as the Columbia Plateau. It comprises more than
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Figure 2.3: Generalized stratigraphic succession at Hanford site with CRB Group (Rohay
& Reidel, 2005). Vertical scale not linear.
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three hundred big and small-scale floods. According to the recent studies, the CRB Group
is spread in the area of approximately 200,000 km2 and has a volume of approximately
234,000 km3 (Camp & Ross, 2004) and (McGrail et al., 2003). Assuming a 15% porosity
(McGrail et al., 2006), these rocks can potentially store 100 Giga ton of CO2.
2.4 Previous Work
A lot of research has been done in the CRB Group by many geoscientists. The Hanford
nuclear waste treatment site at Hanford, Washington is one of the major areas of interest for
CO2 sequestration. The proximity of the Yellowstone mantle plume is another cause that
attracts geoscientists to study the CRB Group of rock. In these days, more and more people
are interested to see the possibilities of geological sequestration in the CRB Group of rocks.
The major leading research groups to work on the CRB Group are Birdwell Division, Ge-
omatrix Consultants Inc., Geovision Geophysical Services, Northland Geophysical PLLC,
DOE, Pacific Northwest National Laboratory, BSCSP, and Center for Advanced Energy
Studies (CAES).
Research on geological sequestration of CO2 has innumerably spread throughout the
world these days. Most are related to sequestration in depleted oil and gas fields, coalbeds
and deep saline aquifer. Studies on the possibilities of CO2 sequestration in mafic rocks as
basalt and olivine are also increasing.
Birdwell did sonic logs in the CRB group in six different wells near Hanford waste
treatment site, which gives detailed P-wave velocities and densities of the individual layers
(Birdwell, 1979). Extensive probabilistic seismic hazard analysis of the site was carried
out in 1996 and 2003 by Geomatrix Consultants Inc. (Rohay & Reidel, 2005) which can
be used for thickness determination of the individual layers. Suspension logging was done
by Geovision Geophysical Services in 2004 (Geovision, 2004). In 2004, Northland Geo-
physical PLLC performed a downhole seismic velocity survey in the Hanford site. The
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shear-wave profiling for the spectral analysis at the Hanford site was taken (Stokoe et al.,
2005). BSCSP is working in this area to find the possibility of sequestrating CO2 in the
interlayerings of the CRB Group of rocks. Different field and laboratory research is be-
ing conducted. The research regarding CO2 sequestration in basalt is not only limited to
the CRB Group but also in other mafic rocks. An experimental evaluation of in situ CO2-
water-rock reactions during CO2 injection in basaltic rocks was conducted using single
well pull-push test (Matter et al., 2007), which gives a very good measure of CO2 mineral-
ization during injection. Injected CO2 was dissolved and carbonic acid was formed within
hours with significant change in pH values of the fluid. They used Palisade dolerite sill
(Newark Basin) for their laboratory studies, which has very similar chemical composition
in comparison to that of the CRB group.
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Chapter 3
RESERVOIR CHARACTERIZATION USING ROCK
PHYSICS
3.1 Introduction
For numerical modeling of a reservoir, the physical behavior of reservoir materials is im-
portant aspect to understand. The physical and chemical properties of the material, their
response to external forces, internal strains and in-situ stresses are some of the important
factors that determine how the reservoir materials will behave when external forces are ap-
plied. CO2 injection in the reservoir brings changes in physical and chemical properties of
rocks. Pore fluid properties such as density, elastic moduli, viscosity, pressure, and tem-
perature influence the saturated rock properties significantly (Batzle & Wang, 1992). Once
CO2 is injected, water from the reservoir is displaced. This in turn changes the rock density.
Due to injection, saturation and fluid pressure in the reservoir change. Fluid substitution in
a reservoir can change the elastic properties of materials, as well as the porosity, and min-
eralogical compositions. These changes in the elastic behavior of the rocks are observed in
the form of changes in the velocity of propagating seismic waves (Xue & Ohsumi, 2004).
3.2 Rock and Fluid Dependent Reservoir Properties
Rock physics helps to characterize the reservoir in terms of seismic properties. Different
theories and approaches of rock physics have been helpful for characterizing reservoirs.
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Reservoirs are typically characterized by parameters such as temperature (T), pressure (P),
and composition (X) of reservoir materials. As CO2 is injected, these properties will change
because of CO2’s interaction with other fluids (e.g. water, oil, gas) and rocks. To evaluate
the effects of CO2 injection in reservoirs, T-P-X relations must be properly understood
(Spycher et al., 2003).
3.2.1 Acoustic Properties of Fluid: Batzle and Wang Concept
Batzle and Wang studied the seismic properties of pore fluid specifically for oil and gas
(Batzle & Wang, 1992). For an ideal gas, the isothermal compressibility βT and the isother-
mal compressional wave velocity V 2T is given by:
βT =
−1
V
(
∂V
∂P
)
T
, (3.1)
V 2T =
1
βT ρ
, (3.2)
Where, V is molar volume, ρ is gas density, P is gas pressure, and T is temperature. The
adiabatic bulk modulus KS of a gas is given by (Batzle & Wang, 1992):
KS =
1
βS
=
γP(
1− PZ
∂Z
∂P
)
T
, (3.3)
where γ and Z are isothermal compressibility and compressibility factor of the gas, respec-
tively. βS is the adiabatic compressibility given by:
γβS = βT . (3.4)
The above relations hold only for ideal gases. For mixtures, the phase changes are different
than those for ideal gases, defined by the pseudocritical temperature (Tpc) and the pseudo-
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critical pressure (Ppc). These pseudocritical points can be related to the specific gravity of
gas G by following equations (Thomas et al., 1970):
Ppr = P
/
Ppc =
P/
(4.892−0.4048G), (3.5)
Tpr = Ta
/
Tpc =
Ta
/
(94.72+170.75G), (3.6)
where, Ta is absolute temperature (in K), Ppr is pseudoreduced pressure, and Tpr is pseu-
doreduced temperature, and the unit for pressure is in MPa. Equations 3.1 through 3.6 are
further used to determine physical properties of CO2 by a program such as FLAG.
3.2.2 Carbon Dioxide (CO2)
CO2 is a gaseous compound at room temperature and pressure. With changing temperature
and pressure conditions, CO2 changes from a gas to a liquid, a solid, or to a supercritical
fluid (figure 3.1). When the temperature and pressure in the reservoir change, the physical
and chemical properties of CO2 such as density, viscosity, compressibility, solubility, and
elastic moduli also change. These variations in turn determine reactivity and movement of
the injected CO2 plume in the reservoir. The compressibility factor of pure CO2 is given
by:
Z =
PV
RT
, (3.7)
where R = universal gas constant. The solubility of CO2 in water is a function of reser-
voir temperature, pressure, water salinity and existing degree of CO2 saturation. For other
fluids, CO2 solubility can also depend on its viscosity, density, solubility, and chemical
potential. The mutual solubility of gaseous CO2 with water can be calculated as follows
(Spycher & Pruess, 2004):
XCO2 =
ΦCO2(1−YH2O)Ptot
55.508θ ′xK
0
CO2
exp
(
(P−P0)VCO2
RT
)
(3.8)
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Figure 3.1: CO2 phase diagram (modified after (Condren, 2003))
YH2O =
K0H2OαH2O
ΦH2OPtot
exp
(
(P−P0)V H2O
RT
)
, (3.9)
where, XCO2 is CO2 mole fraction in the aqueous phase and YH2O is water mole fraction
in CO2 rich phase. K0 is thermodynamic equilibrium constant, V is average partial molar
volume, Φ is fugacity coefficient, θ ′x is activity coefficient for aqueous CO2 and αH2O is the
activity coefficient of water.
In gaseous state, CO2 can be treated as an ideal gas to some extent. But the exact
behavior of CO2 in changing temperature and pressure condition is not easily predictable.
So a slight modification of the Batzle & Wang concept can help to model the acoustic
properties of CO2 (Xu, 2006). The pressure volume temperature behavior of any gas is
used to compute its acoustic properties. The specific gravity of CO2 is used to determined
the critical temperature and pressure of CO2 for any of the given phases. These temperature
and pressure determinations will help to understand acoustic properties of CO2 by using
the Batzle and Wang equations 3.2, 3.3, and 3.4.
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Figure 3.2: CO2 solubility in water as a function of pressure at 323.15 K (reproduced after
(Duan & Sun, 2003))
Duan and Sun modeled the solubility of CO2 in pure water and brine for varying ranges
of temperature and pressure (Duan & Sun, 2003). Figure 3.2 shows the solubility of CO2 at
323.15 K (50◦C) for a range of pressures, in pure water. At this temperature, CO2 behaves
as a supercritical fluid.
The density of supercritical CO2 varies from 100 to 1100 kg/m3 when temperature
and pressure varies from 31◦C to 400◦C and 3.7 MPa to 300 MPa, respectively (Kaszuba
et al., 2006). The density of supercritical CO2 increases with pressure and decreases with
temperature. Supercritical CO2 behaves as a gas in term of compressibility and solubility,
but its density is as high as of the other fluids with comparatively lower viscosity. This
strange behavior makes CO2 capable to dissolve other compounds in it and in the meantime
it is also soluble in other compounds. Gas like properties such as low viscosity help CO2
to diffuse faster even in low permeable rocks.
3.3 CO2 Sequestration in Basalt and Its Effects
The pressure volume temperature conditions in the reservoir change during the CO2 se-
questration process. The variable density, viscosity, and solubility of fluids in a closed
system will interact with each other without violating the principle of mass balance. Dis-
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Figure 3.3: Distribution of pore pressure, effective stress, and total stress in the reservoir
before CO2 injection. At reservoir depth the pre-injection effective stress is 15 MPa.
placement and dissolution of the original fluids (short-term effects), and possible carbonate
mineralization within and around the reservoir (long-term effects) are expected in a CO2
sequestration process in basalt as explained by (Kaszuba et al., 2006), (McGrail et al.,
2006), (McGrail et al., 2003), and (Matter et al., 2007). The interaction of CO2 with other
fluids and rocks could be both physical and/or chemical. The types of interaction will de-
pend on the geological setting and the reservoir material. In-situ pressure, temperature, and
chemical composition of the reservoir and the amount, rate, and time of injected CO2 are
basic factors that determine the fate of sequestration.
At the proposed injection site, temperature is 42oC at approximately 1000 m depth
(McGrail et al., 2006). The water table is at 80 m depth from the surface. The effective in-
situ stress in the reservoir is calculated to be 15 MPa before the CO2 injection. Figure 3.3
shows a stress distribution model for varying depth. At these conditions, CO2 behaves as a
supercritical fluid. For the given temperature of 42◦C (315.15 K), and the effective stress
of 15 MPa, the density of supercritical CO2 is estimated to be 740 kg/m3 (from FLAG, see
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Figure 3.4: Density of supercritical CO2 as a function of pressure at 42◦C temperature.
figure 3.4).
Once supercritical CO2 is injected in the reservoir, it will produce changes in geochem-
ical parameters and geomechanical behaviors of the reservoir. Three major changes in the
elastic properties of the reservoir materials are expected due to:
1) change in effective stress (e.g. (Capello & Batzle, 1997), (Hofmann et al., 2005),
(Duffaut & Landrø, 2007)),
2) fluid substitution, and
3) mineralization (e.g. (Kaszuba et al., 2006), (McGrail et al., 2006), (McGrail et al.,
2003), (Matter et al., 2007)).
3.3.1 Change in Stress Due to CO2 Injection
Pressure distribution in the reservoir changes when CO2 is injected. With increasing amount
of CO2, the effective stress in the reservoir decreases due to increase in the pore pressure
(see figure 3.3). Many experiments have been carried out to analyze how changing pore
pressure affects the elastic properties of the rocks specifically in sandstone and carbonates
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such as (Domenico, 1977), (Zimmer et al., 2007), (Dillen et al., 1999), (MacBeth, 2004).
This increasing pore pressure will influence bulk and shear moduli, hence decreasing the
P- and S-wave velocity (Zimmer et al., 2007). However published research shows that the
shear modulus is less sensitive to pressure change than the bulk modulus. The change in
the shear modulus is highly affected by porosity of the material. For a sandstone sample
with ∼19% porosity and confining pressure >20 MPa, the shear modulus almost remains
constant (MacBeth, 2004). Domenico conducted an experiment on Ottawa sand and stud-
ied the effects in P- and S-wave velocities, for a small change in differential pressure due
to gas-brine substitution (Domenico, 1977). He found that the change in S-wave velocity
due to fluid substitution is much smaller than the change in P-wave velocity. (Duffaut &
Landrø, 2007) studied the change in Vp/Vs ratio due to the differential stress and found
that with saturation Vp increases but Vs decreases. The change in P-wave velocity is much
higher than that of S-wave velocity due to differential stress. (Hofmann et al., 2005) also
studied the effects of changing pore pressure. The change in shear modulus is negligible
whereas bulk modulus significantly increases for an effective pore pressure coefficient of
∼1. (Evans et al., 2008) conducted lab experiments to see the effect of pore pressure, pore
geometry and the amount of dissolved CO2 in water using ultrasonic frequencies. They
used glass beads instead of sand grains to have consistent pore geometry. For low frequen-
cies (below 100 KHz), the experiment show that there is little change in amplitude and
frequency for when CO2 is dissolved and the pressure varies from 20 to 200 PSI (0.13 MPa
to 1.3 MPa). The velocity change due to varying pore pressure is even smaller. Based on
these studies, frequency of about 60 Hz (used for this research), and the change in velocity
as a function of changing pore pressure will be negligible in according to their laboratory
experiments.
However, to date there are no field studies carried out that show the effects of CO2
injection in the stress condition for a layered basalt reservoir. The studies done in other
rocks can help for a possible estimates about the changing stress conditions in the layered
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basalt reservoir due to CO2 injection but only to some extent. Due to these uncertainties
and because of the anticipated change of stress distribution on hard rock due to injection
is small, the effect of changing stress level is not considered a major factor for changing
elastic properties (specifically the shear wave properties) in this research.
3.3.2 Fluid Substitution
Fluid substitution can be viewed as a short-term or immediate effect of CO2 sequestra-
tion. In the fluid substitution phase, injected CO2 will dissolve in the existing fluid. For
a reservoir with initial water saturation, the dissolution is given by factors as explained in
equations 3.8 and 3.9. The amount of dissolution varies for different reservoir settings.
For example, at the Sleipner CO2 injection site, the dissolution in brine water is calculated
to be about 18% (Solomon, 2007). At the Weyburn oil and gas field, Canada, where the
CO2 injection is done for EOR, a considerable amount is dissolved in oil in such a way
that the EOR of the Weyburn Midale field was increased by 23% (Brown, 2002). After the
dissolution phase, due to higher amounts of injected CO2 and increases in pressure, initial
pore fluids are displaced. This substitution of one pore fluid by another can be interpreted
from seismic attributes such as velocity and elastic moduli using Gassmann’s equation.
Gassmann’s equation will be used at the proposed injection site of the CRB Group where
the reservoir is at about 1000 m depth. The following fluid substitution modeling assumes
that the initial water present in the reservoir will be completely replaced by supercritical
CO2.
Gassmann’s Relation
Gassmann’s equation has been proved effective in sandstone reservoir and is a basic process
for reservoir fluid substitution problems. Scientists such as (Mavko et al., 1998), (Mavko
et al., 1993), (Avseth et al., 2005), (Minkoff et al., 2004), (Xue & Ohsumi, 2004), (Brown,
2002), among others, have used Gassmann’s relation to model different aspects of fluid
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substitution in a reservoir. Gassmann proposed a relation to predict the change in the bulk
modulus due to pore fluid substitution (Gassmann, 1951):
Ksat
Kmin−Ksat
=
Kdry
Kmin−Kdry
+
K f luid
φ
(
Kmin−K f luid
) , (3.10)
where, Kdry and Ksat are dry and saturated rock bulk modulus, respectively. Kmin and K f luid
are mineral bulk modulus and pore-fluid bulk modulus, respectively, and φ is porosity.
Gassmann’s equation 3.10 can be re-written in more explicit form to estimate saturated
bulk modulus (Ksat) from dry bulk modulus (Kdry) as:
Ksat = Kdry +
(
1− KdryKmin
)2
φ
K f luid
+ 1−φKmin −
Kdry
K2min
(3.11)
For a multi-mineralic rock, Kmin is mineral bulk modulus that composes the given rock.
Gassmann’s relation also assumes that the shear modulus remains unchanged with fluid
substitution and is given by (Gassmann, 1951):
µsat = µdry. (3.12)
For the Gassmann’s relation to hold properly, there are certain assumptions, independent
of pore geometry:
a.) fluid pore pressure is in equilibrium (low frequency seismic waves determined by
time for fluid to diffuse in and out of cracks and pores)
b.) isotropic rocks
c.) all minerals have same bulk and shear moduli
d.) the rock is fully saturated
e.) system is closed
f.) pore fluid does not chemically influence the solid rock frame.
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Gassmann’s Fluids Substitution Model
Gassmann’s equation models the rock bulk modulus when fluid substitution occurs in the
reservoir. Let, V (1)P , V
(1)
S and ρ
(1) be P-wave velocity, S-wave velocity, and initial bulk
density, respectively. Then, bulk modulus and shear modulus are given by:
K(1) = ρ(1)
((
V (1)P
)2
− 4
3
(
V (1)S
)2)
, (3.13)
µ
(1) = ρ(1)
(
V (1)S
)2
. (3.14)
If the fluid (1) is replaced by a new fluid (2) with velocities and bulk density of V (2)P , V
(2)
S
and ρ(2) respectively, then the fluid substitution can be modeled using Gassmann’s equation
( 3.10), and is given by:
K(2)sat
Kmin−K
(2)
sat
−
K(2)f luid
φ
(
Kmin−K
(2)
f luid
) = K(1)sat
Kmin−K
(1)
sat
−
K(1)f luid
φ
(
Kmin−K
(1)
f luid
) . (3.15)
The shear modulus remains unchanged during fluid substitution as given by (Avseth et al.,
2005):
µ
(2)
sat = µ
(1)
sat . (3.16)
One can argue about the validity of equations 3.12 and 3.16 because the changing pore
pressure due to CO2 injection can affect the value of bulk and shear modulus. However
there are two reasons why changing reservoir pressure might not have significant influence
in shear moduli. Regarding the stiffness of grains, basalt is more comparable to carbonate
rocks. From the study of carbonate rocks, for the given pressure difference in the reser-
voir, the change in the P-wave velocity as a function of differential pressure is negligible
(Scotellaro & Mavko, 2008) in comparison to velocity change produced by fluid substi-
tution (see figure 3.5). Also, as discussed in section 3.3.1, for given values of porosity,
confining stress, and effective stress, the change in shear modulus value will not have a
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Figure 3.5: P-wave velocity change in carbonate rocks as a function of differential pres-
sure. Dashed and solid lines are for saturated and dry carbonate rock sample respectively
(Scotellaro & Mavko, 2008).
significant effect on P- and S-wave velocity.
After fluid substitution, the new rock density due to fluid mixture is given by:
ρ
(2) = ρ(1) +φ
(
ρ
(2)
f luid −ρ
(1)
f luid
)
. (3.17)
From the rock moduli and density estimated from equations 3.13, 3.15, 3.16, and 3.17,
V (2)P , V
(2)
S can be determined as:
V (2)P =
√(
K(2)sat +
4
3
µ
(2)
sat
)/
ρ(2), (3.18)
and
V (2)S =
√
µ
(2)
sat
/
ρ(2). (3.19)
These series of equations ( 3.13 through 3.19) are used to solve fluid substitution problems
where fluid (1) is displaced by fluid (2), which is in turn used to determine the change in
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Figure 3.6: Qualitative diagram showing the effect of water substitution by supercritical
CO2 and its effect on P-wave velocity and bulk modulus.
seismic velocities.
Due to CO2 injection, there is a small change in the density but the rock bulk modulus
decreases significantly, decreasing the P-wave velocity in the reservoir (Xue & Ohsumi,
2004). The proposed injection site is fully saturated with water. A low frequency source
(60 Hz) is used to acquire the seismic data. Gassmann’s fluid substitution concept can be
used to relate changes seen in seismic images from the numerical simulations. However,
supercritical CO2 has a high compressibility that will largely affect the bulk and shear mod-
ulus of the whole system, increasing uncertainty in the reservoir behaviors and making the
substitution problem harder for proper time-lapse quantification. One example of why it
is difficult to see the exact effect of supercritical CO2 substitution with water in terms of
the bulk modulus is shown in figure 3.6. Due to the high compressibility of injected super-
critical CO2, the P-wave velocity will drop rapidly for low CO2 saturation. As time passes
the difference in velocity is small regardless to the amount of CO2 saturation. Therefore
estimating CO2 saturation from P-wave velocity changes will be challenging.
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3.3.3 Relating the Change in Bulk Modulus with Velocity Change
The initial P-wave velocity of the reservoir material is 4260 m/s with density of 2300 kg/m3.
The initial rock bulk modulus is 24.07 GPa (Rohay & Reidel, 2005). Assuming the initial
water will be completely substituted by CO2, the change in the bulk modulus and density
are calculated (for detail see appendix A). For the given set of parameters, the bulk modulus
will decrease by 48.7% and the density will decrease by 1.7%. This implies that the P-wave
velocity will decrease by 17%, and the S-wave velocity will increase by 0.85%. In this
calculation, we ignored the change in shear modulus after CO2 injection, due to varying
pore pressure (as explained in section 3.3.1). Also for this calculation, the mineralization
process and its effects in the bulk and shear moduli are ignored. But this may not always be
the case. The mineralization process may have an entirely different effect that can not be
determined at the moment due to the lack of knowledge and field experiments. Therefore
to be on the safer side, a more conservative number for P-wave velocity change of only 5%
is considered in this research. The density and S-wave velocity changes are assumed to be
small (< 1%).
3.3.4 Mineralization Phase
Mineralization is a process of new mineral formation due to changing pressure-temperature-
chemical composition of the reservoir. As a long-term effect of injecting a large amount of
supercritical CO2, the material properties change and new chemical reactions are expected
to occur. The process of mineral formation is highly affected by the initial chemical com-
position of the reservoir rocks and the initial fluids present in the pore space. Reservoir
porosity and permeability are important factors because they influence the spreading and
movement of injected supercritical CO2.
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Mineralization in the Columbia River Basalt Group
Although CO2 has been injected in geological formations such as deep saline reservoirs,
depleted oil and gas fields and coal beds, sequestering CO2 in mafic rocks like layered
basalt is comparatively new. Until now, no large scale field experiments have been con-
ducted, but laboratory research have shown that chemical compositions of basalt and other
mafic rocks are suitable for mineralization processes for the long term fixation of CO2.
Different lab research in CRB Group and other basalt rocks have been conducted (McGrail
et al., 2006), (McGrail et al., 2003), and (Matter et al., 2007). Change in pH values and
chemical potentials in the CO2-water mixture are immediate effects after injection which
gradually change with the amount of injected CO2, determining the kinematic rates of the
possible reactions. Chemical reactions precipitate CO2 in the form of carbonate minerals of
calcium, magnesium, iron and aluminum. These chemical reactions between the injected
CO2 and basalt rock are (also see equations 2.1 through 2.4):
CO2 (g) ⇀↽ CO2(aq) (3.20)
CO2(aq)+H2O ⇀↽ HCO−3 +H
+ (3.21)
Nax (Ca,Mg,Fe)y Si3AlO8 +(x+2y+3)H
+ +4H2O→ (3.22)
xNa+ + y(Ca,Mg,Fe)2+ +3H4SiO4(aq)+Al3+
(Ca,Mg,Fe)2+ +HCO−3 ⇀↽ (Ca,Mg,Fe)CO3 +H
+ (3.23)
Based on lab experiments (McGrail et al., 2006), the calcite mineralization occurs in 32
weeks in the water saturated CRB Group of rocks. The basalt exposed to CO2 after one
year, convert calcite to ankerite (Ca(Fe,Mg)CO3)2. The reaction rate is basically con-
trolled by two things:
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a.) solution concentration of cations as Ca2+, Mg2+, Fe3+, etc. and their release rate
from basalt and
b.) concentration of dissolved CO2 in the pore fluids.
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Figure 3.7: Conceptual diagram showing the effect of CO2 injection on seismic velocities
due to fluid substitution and mineralization.
The process of mineralization and its effect in term of seismic attributes is not known
yet. Using the basic concept of physics of material and possible stiffness that could be pro-
duced by mineralization effect, one can predict P-wave velocity may increase after miner-
alization. With the mineralization process, the shear modulus also increases. The decrease
in density is smaller in comparison to change in shear modulus. This indicates the S-wave
velocity will go up. Figure 3.7 illustrates a theoretical situation where P- and S-wave ve-
locity change with injection time. In the fluid substitution phase, P-wave velocity will
significantly decrease whereas S-wave velocity increases by a small amount as predicted
by Gassmann’s relation. However, with mineralization taking place, both P- and S-wave
velocity will eventually increase.
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3.4 Movement of CO2 Plume
When CO2 is injected into the reservoir from a well, it will move in space with time. The
movement is controlled by a variety of parameters such as physical properties of injected
CO2, rate and amount of injected CO2, fluid pressure in the reservoir, change in saturation,
reservoir and background rock properties, porosity and permeability of the reservoir ma-
terials, stress and strain distribution in the reservoir, and displacements of material. One
important issue of CO2 sequestration is to understand how the injected CO2 is reacting and
spreading in the reservoir. To study these effects, reservoir simulation models are used.
The details of the reservoir simulator used and the results obtained are discussed in the
later sections of this chapter.
3.4.1 Fluid Flow and Darcy’s Law
Fluid flow through porous geological materials is characterized by Darcy’s law. The flow
can be laminar steady state with constant pressure gradient and constant saturation or un-
steady flow with varying pressure gradient and fluid saturation (Tiab & Donaldson, 1996).
The volumetric flow rate Q for a laminar flow is given by:
Q =−kA(P1−P2)
ηL
, (3.24)
where, k is permeability of porous rock, A is area of cross section from where fluid flow, P
is pressure, η is viscosity of fluid, L is length of flow.
To model the flow more accurately, radial flow for a compressible fluid is given by:
Q =−2πrhk
η
∂P
∂ r
. (3.25)
In general, fluid flow through porous media in an unsteady state is given by diffusivity
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equation,
∂ 2P
∂ r2
+
1
r
∂P
∂ r
=
φηct
k
∂P
∂ t
, (3.26)
Here, r is the radius of area where the fluid flows, h is height, and φηctk is the inverse of dif-
fusivity constant. The reservoir simulator uses this equations to predict the geomechanical
behaviors of the reservoir due to CO2 injection.
3.4.2 Geomechanical Behaviors
Another important feature of a reservoir is the geomechanical behavior. Geomechanical
models help to study the displacement and deformations of materials and the changes in
stress and strain. Pore volume for infinitesimal displacement can be expressed as (Dean
et al., 2006):
Vp = V 0b
[
ϕ0 +αεkk +
1
M
(P−P0)
]
, (3.27)
where, V 0b is initial bulk volume, P is fluid pressure,
1
M , α and ϕ0 are Biot’s parameters
(Biot, 1956) and εkk is bulk volumetric strain. The fluid pressure and rock deformation can
be related with help of linear poroelastic constitutive equation as:
σi j = σ0i j +λεkkδi j +2µεi j−α(P−P0)δi j, (3.28)
where σi j is deformation (summation convention applies) and µ , α , and λ are the elastic
coefficient constants, and δi j is Kronecker delta function. These elastic constants in turn can
be used for determining the elastic moduli and seismic velocities of the reservoir materials.
Reservoir Simulator
The reservoir simulator uses an iteratively coupled prototype code (provided by the re-
search group at Shell Oil Company) between the fluid flow module and Geomechanical
module. This iteratively coupled code uses, three-phase fluid substitution equations based
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on linear poroelasticity theory of the black oil formulation ((Minkoff et al., 2004), (Alpak,
2008), (Gai, 2004)). Even though there are only two fluid phases, a three-phase model is
used because supercritical CO2 behaves both as gas and liquid. The simulator models fluid
pressure distributions, stress and strain behaviors, saturation, and nodal displacements and
deformations based on equations 3.24 through 3.28 as well as Gassmann’s fluid substitu-
tion equation. As a first step, the fluid mechanics part of the code determines the pressure
and saturation changes due to CO2 injection. These parameters go to geomechanical mod-
ules to determine strain, stress, displacements, and elastic constants changes due to the
injection. The reservoir simulator used has the following basic assumptions:
a.) approximated PVT relation
b.) iteratively coupled
c.) CO2 dissolution and solubility is ignored
d.) slightly compressible CO2 properties
The reservoir is initially assumed to be fully saturated with water and the boundary
conditions used for the simulation are:
a.) no flow boundaries (no fluid can escape from the reservoir model)
b.) zero vertical displacement boundaries.
For the geomechanical modeling of CO2 sequestration, a 3-D model is used with an
area of 9 km by 9 km. The depth of the reservoir is 1000 m and has a thickness of 41
m. The reservoir rock is made up of sediments (derived from parent basalt rocks) and the
background rock is compact layered basalt. The reservoir rock density is 2300 kg/m3 with
a background density of 2700 kg/m3. Young’s modulus for reservoir and background rocks
is 33.5 GPa and 70.1 GPa respectively. The bulk modulus for reservoir and background
rocks is 24.07 GPa and 54.4 GPa, respectively. Porosity is 15% for the reservoir with 5%
for the background rock. Horizontal and vertical permeability for reservoir is 100 mD and
5 mD, respectively, and the background permeability is negligible. Supercritical CO2 is
injected from a vertical well at the center of the reservoir with a well diameter of 20 cm
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Figure 3.8: Fluid pressure change (in PSI) after CO2 injection; left: 5 years and right: 10
years.
and well perforation of 21 m. The simulation is run for 50 years with the constant injection
rate of 680 ton/day (∼5000 bbl/day). The results obtained from the simulations show the
changing fluid pressure due to CO2 injection in 5, 10, 20 and 50 years (refer to figures 3.8
and 3.9).
The fluid pressure increases with time as expected. Fluid pressure values change be-
tween 400 PSI (∼3 MPa) to 1600 PSI (∼11 MPa) after 5 years, and up to 5000 PSI (∼34
MPa) after 50 years of constant injection in the reservoir. These values can be related to
change in saturation of CO2 as well. The increase in the fluid pressure due to injection
indicates the decrease in the P-wave velocity of the reservoir. For better accuracy, some of
the assumptions made in the reservoir simulation models, regarding to the compressibility
of CO2, and PVT relation have to be reworked for future simulations.
Also, note that these simulations are more qualitative because of the many assumptions
made about the CO2 sequestration. The change in the no flow boundary condition (chang-
ing it from no-flow to fluid flow, which is more realistic in the earth) can make a significant
difference in the results (e.g. change in pore pressure).
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Figure 3.9: Fluid pressure change (in PSI) after CO2 injection; left: 20 years and right: 50
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3.5 Summary
Rock physics is a tool that helps to predict the reservoir behavior due to fluid changes.
The Batzle and Wang equations can be used for determining the acoustic properties of the
fluid in the reservoir. Physical and chemical changes occur when CO2 is injected in the
reservoir. Physical phenomena such as substitution of fluids and possible changes in the
physical properties of materials like modulus and compressibility can be predicted using
Gassmann’s relation. Chemical changes such as mineralization, dissolution of rocks and
change in pH values are also major effects of CO2 sequestration. Geomechanical modeling
and fluid flow modeling help to predict the spreading of the CO2 plume. All of these
processes affect the physical parameters of the reservoir which are directly and indirectly
related to the seismic attributes of reservoir materials.
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Chapter 4
MODELING METHODOLOGY
4.1 Introduction
According to the early pioneer of spectral element method, (Patera, 1984), “A spectral
element method is an elegant formulation of the finite element method with a high degree
piecewise polynomial basis.” Patera introduced this method in the mid 80’s. Later, different
groups worked on this method to generate various codes. We use the code produced by
the Seismological Laboratory at California Institute of Technology, which is continuously
being modified (Ampuero, 2008), (Komatitsch et al., 2002), (Komatitsch et al., 2005),
(Chaljub et al., 2007). The code used for this research is called SEM2DPACK (version
2.2.8) for modeling of seismic wave propagation in two dimensions. SEM2DPACK first
generates a stable mesh using interface parameter values as set in an interface file (see
appendix B) and then runs the spectral element code to simulate propagation of 2-D elastic
wave equations for each element. This code has the flexibility to calculate the output value
either in form of displacement, velocity, acceleration, or pressure.
4.2 The Spectral Element Method (SEM)
In the SEM, partial differential equations are discretized to get approximated solutions to
the wave equations. The Lagrange Interpolation methods and Gauss-Lobatto nodal point
formulations (Moaveni, 2008) are the basic features of spectral element methods. Seismic
waves propagate through each element according to the theory of wave propagation. This
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method takes into account the heterogeneity in Earth models, such as three dimensional
variations of elastic wave velocity, density, and the layer thickness for modeling reservoirs
(Komatitsch et al., 2002). SEM is more accurate than its finite difference counter part,
with geometric flexibility of finite elements design and suitable for mixed boundary condi-
tions(Ampuero, 2008). For a model with simple geological features, coarser grids can be
used to see the effect of propagating waves. A. more complex geological model requires
finer grids. However, finer griding can be time consuming and unstable. So, some approxi-
mations are made to generate such geological models with suitable mesh size. The quality
of the mesh depends upon the spatial sampling interval regarding the shortest wavelength
(Ampuero, 2008).
4.3 Modeling Method
For numerical simulation of 2-D seismic waves, we use a set of software tools known
as SEM2DPACK (version 2.2.8). This is an explicit element solver for the 2-D elastic
wave equation. For the simulation, it follows a series of processes which are as follows
(Ampuero, 2007):
1.) Mesh generation on an initial mesh, made basically on 4 or 9 nodes.
2.) Verification of the mesh quality, where the code looks for convergence, numerical
stability, and an acceptable amount of geometrical deformation and displacements.
3.) Once mesh quality is verified, the spectral element code is executed for the numer-
ical solution to the wave equation. This produces output files in binary data format and
postscript visualization files.
4.) These output files are used for post-processing and visualization of the shape, pat-
tern, and behavior of the elastic waves.
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4.3.1 Software Tools: SEM2DPACK (Version 2.2.8)
The SEM2DPACK code is written in FORTRAN language with features of FORTRAN 90
and FORTRAN 95. For more accuracy, the element faces have to coincide with interfaces
between different materials. This software uses a Cartesian coordinate system in (x, z)
plane where x is horizontal distance and z is a vertical direction with positive pointing
upward. It uses an Eulerian reference frame.
SEM2DPACK solves the following constitutive equation of motion to obtain the rela-
tive displacements, uk(x,z, t)
ρ
∂ 2uk
∂ t2
=
∂σi j
∂x j
+ fi, (4.1)
where, ρ(x,z) is material density, uk(x,z, t) is displacement related to initial configuration,
σi j(x,z, t) is the stress related to initial configuration and fi(x,z, t) is external body force or
source term.
The initial condition for solution of equation 4.1 are uk = 0 and
∂uk
∂ t = 0 with absorbing
boundary conditions as default, which can be converted to either absorbing or reflecting.
The symmetrical infinitesimal strain tensor εi j is given by:
εi j =
1
2
(
∂ui
∂x j
+
∂u j
∂xi
)
. (4.2)
For linear, elastic, and isotropic materials, the strain and stress relation is given from
Hooke’s law
σi j = λεkkδi j +2µεi j, (4.3)
where λ and µ are Lame’s first and second parameters, respectively. P- and S-wave velocity
is given by (λ +2µ)/ρ and
√
µ/ρ respectively.
For verification of the stability of the propagating waves Courant-Friedrichs-Lewy (CFL)
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stability number is calculated (Ampuero, 2008), which is given by:
CFL = Cp(∆t/∆x), (4.4)
where, ∆t is the time step, Cp is the P-wave velocity and ∆x is the local grid spacing. This
number must be less then 0.55 for second order time schemes.
4.3.2 Modeling Parameters
Information regarding the model geometry is defined in the interfaces file. The number
of interfaces is always one more than the number of model layers i.e. for N layers there
are N+1 interfaces. The first interface is the bottom of the model geometry. Each points
are defined by (x,z) coordinates. The number of points on each interface depends upon
the geometry of the model. Complex geological models have more points in each inter-
face whereas for a simple horizontally layered model, only two points are used to set an
interface. Once the number of interfaces and points are defined, then for every layer, the
numbers of spectral elements are allocated for vertical extent. An example of the details of
an interface file used for the numerical simulations is shown in appendix B.
The second input, the parameter file, is called the Par file (see appendix C). This file
contains all model related parameters, such as material properties, geometries and loca-
tions of source and receivers, boundary information. This file calls the interfaces file and
then generates the mesh. It defines the geometry of the geological model specifically for
the horizontal direction and also defines the number of spectral elements with grid size.
Then the boundary conditions, time steps for sampling, source-receiver geometry, attenu-
ation factors, and types and time steps for the output files are defined in sequence. Then,
it sets the velocity and density parameters for either elastic or acoustic models, as well as
for isotropic or anisotropic materials. Finally the spectral elements are assigned for indi-
vidual layers for all meshed elements. An example of the details of a Par file used for the
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numerical simulation is shown in appendix C.
After a Par file is created, XMESHFEM2D is executed for mesh generation. This step
reads the values from the interfaces file to determine the spectral elements for each of the
layers. Then the source-receiver geometry is read from the Par file to determine all related
aspects of source as wavelet type, frequency, moment tensors, source type, and locations.
Using the density and velocity information, the code calculates other elastic parameters
such as bulk modulus, Young’s modulus, and Poisson’s ratio for all elements in each region.
Finally, the code determines locations for each receivers in the (x,z) plane.
Next, SPECFEM2D determines the control sequences for spectral elements, dominant
frequency, initial conditions, anisotropy, attenuation, and temporal sampling spaces. Once
the source type and position is determined, it calculates all of the required 2-D elastic
properties of the materials in each of the regions. Then it again calculates the receiver
positions for more accuracy in each of the stations and converts the global coordinates into
local. After that, it verifies simulation parameters and the stability factor for the wave. Once
the stability value is in the acceptable region (< 0.55) as described by equation 4.4, the code
generates the numerical solutions to the 2-D elastic wave equations for each of the time
steps which is further visualized in other softwares such as MATLAB, SU, GNUPLOTS,
etc.
4.3.3 Modeling Geometry
The length of the model is 9000 m with 450 spectral elements and the model depth is 1060
m with 53 elements. Each element is square with a size of 20 m by 20 m. The size of
the elements is determined according to the stability factor as described by equation 4.4.
All together there are 23,850 elements. Top and bottom boundaries of the model are set
as reflecting, whereas the sides are absorbing such that there are no side reflections in
the seismic sections. An explosive source is used to create elastic waves with dominant
central frequency of 60 Hz. The duration of each time steps for sampling is 2x10 −4 s.
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Forty receivers are used in the model with spacing of 20 m. All layers are horizontal
where vertical P-waves propagate throughout the model. In this 1-D scenario, there is no
conversion of P- into S-waves. The details of the modeling geometry are shown in the
figures of chapter 5.
4.3.4 Methodology Description
For visualizing the effect of CO2 sequestration in a layered basalt reservoir, interfaces file
and Par file are created based on existing literature such as (Rohay & Reidel, 2005), (Reidel
et al., 2002), (Jarchow et al., 1994), and (Pujol et al., 1989). Layered basalt is well known
for high attenuation and multiple scattering. (Pujol & Smithson, 1991) studied the seismic
wave attenuation properties of CRB Group of rocks in the field and they found Q = 40 for
P-wave velocity (with peak frequency of about 31 Hz and P-wave velocity of about 5000
m/s). For P-waves, Q = 40 is used. To calculate the S-wave attenuation factor, a formula
given by (Knopoff, 1971) is used which states:
QP ≈ 2.25×QS. (4.5)
Using equation 4.5, QS is estimated to be 18. To make these models more realistic, at-
tenuation effects are considered in the code and the attenuation factor is applied to all
elements globally. The scenarios with and without attenuation are tested for all the numer-
ical models. The comparison between corresponding pre-and post-injected non-attenuated
and attenuated section are done separately to evaluate the differences.
For numerical modeling purposes, we simulated surface seismic, traditional VSP, and
downhole VSP to determine the suitability of the methods with and without consideration
of the attenuation effects. In the downhole VSP method, the source is in the borehole. From
the simulation results, downhole VSP showed greater sensitivity to the changes than from
the other two. As a gradual model make up concept homogeneous model is analyzed first
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and then a three-layered model and finally a seventeen-layered model, that represents the
geological features of the proposed injection site, are analyzed. The details of the modeling
parameters and modeling methodologies are presented in chapter 5.
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Chapter 5
RESULT ANALYSIS AND INTERPRETATION
5.1 Introduction
The time-lapse seismic method is used to see if the seismic techniques are capable of de-
tecting small-scale physical changes due to CO2 injection in a layered basalt reservoir. Base
line models for different scenarios are generated. Though CO2 reacts with basalt to form
carbonate minerals, it is not known how mineralization will affect the elastic properties of
the reservoir. So far there are no field experiments done in this aspect. But the amount
of velocity perturbation due to CO2 injection is estimated using Gassmann’s fluid substitu-
tion model (refer to appendix A). Although Gassmann’s equation estimates 17% decrease
in the P-wave velocity of the reservoir, we made a 5% decrease in all the post-injection
models. This is because Gassmann’s relation assumes complete substitution of one fluid
by another, but the substitution is only partial in the field. Three acquisition geometries
have been tested in three different kinds of model and the results are analyzed. We tested
the roboustness of our analyses in the presence of uncorrelated noise. The detailed anal-
ysis of the travel time delay due to velocity perturbation can be explained by Coda Wave
Interferometry (CWI) theory. The details of CWI theory are explained in appendix D.
5.2 Quantifying Changes Using CWI
One important feature of CWI is the relation between change in velocity and change in
travel time of the wave. The ratio of change in velocity (∆v) to unperturbed velocity v is
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denoted by ∆v/v, and is related in a linear fashion to the change in travel time. If the velocity
change is the same at every location in space (i.e. relative velocity change is constant), the
unperturbed travel time t is given by
t =
∫
P
1
v
ds, (5.1)
along the path P. And the perturbed travel time due to the velocity perturbation is given by:
t +∆t =
∫
P
1
v+∆v
ds =
∫
P
(
1
v
− ∆v
v2
)
ds. (5.2)
Solving equations 5.1 and 5.2, we get following equations.
∫
P
1
v
ds+∆t =
∫
P
1
v
ds−
∫
P
(
∆v
v2
)
ds (5.3)
∆t =−
(
∆v
v
)∫
P
1
v
ds =−
(
∆v
v
)
t. (5.4)
Which can be re-written as
∆t
t
=−
(
∆v
v
)
(5.5)
This implies, for the given velocity change in a entire medium, the change in travel time is
equal but with the opposite sign. But in real life problems, spatial variation of the velocity
change may be present. The change in travel time for a medium with a localized change in
velocity is given by:
〈τ〉=
∫
V
K(r, t)∆v(r)dv, (5.6)
where, 〈τ〉 is change in travel time and K(r, t) is a sensitivity kernel and ∆v(r) is location
dependent velocity change (Pacheco & Snieder, 2006).
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5.3 Modeling Procedures
Due to layering, strong multiple scattering, and attenuation effects, seismic imaging in
layered basalt is difficult. A base case seismic section is generated namely “pre-injection
model.” Then assuming the changes produced due to CO2 injection in the reservoir (regard-
ing the change in velocities and density), a post-injection seismic section, “post-injection
model” is generated. The purpose is to see if significant differences can be observed in
these time-lapse seismic sections. For simplicity and to see proper effects of propagating
seismic waves, the geological model is simplified by creating a simple homogeneous model
first. Intrinsic attenuation of seismic waves is ignored. Then other layers are added chang-
ing the homogeneous model to a three layered model, and then seventeen layered model.
The seismic sections of these corresponding pre- and post-injection models are compared
to see the changes due to CO2 injection. Also attenuation and noise effects are considered.
5.4 Monitoring Geometry
Three different kind of seismic geometry are considered while simulating these models for
monitoring the changes produced due to CO2 sequestration. They are described below:
5.4.1 Surface Seismic
In surface seismic, both source and receivers are at the surface. In this simulation, A 60
Hz, single explosive source is used in the center of the model at (x,z)= (4500, 1060). Forty
receivers, inter-spaced by 225 m, are positioned at the surface. The location of first receiver
is at (x,z)= (0, 1060) and that of last receiver is (x,z)= (9000, 1060). Here, reference 0
m depth start from the left bottom corner of the model. The detailed geological model
of the proposed injection site is shown in figure 5.1. The figure also shows parameters,
specifically density, thickness, and P- and S-wave velocities of the individual layer. The
source and receiver locations are shown in the figure. The other parameters used for the
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Figure 5.1: Schematic geological model of the proposed injection site with some parame-
ters used in surface seismic method. Units of density, velocity, and thickness are in g/cm3,
km/s, and m respectively.
simulation are listed in table 5.1.
With the given parameters, a pre-injection (base case) model is simulated. A snapshot
of the propagating vector wavefield at 1.5 s time is shown in figure 5.2, showing that most
of the energy is trapped in between the first few layers up to 1.5 s. A very small portion of
the energy will reach the targeted reservoir, which may even be trapped inside the reservoir.
Assuming the effects of CO2 sequestration in the reservoir layer (refer to figure 5.1), a
new set of parameters for simulation are determined. P-wave velocity is decreased by 5%
with a small (∼0.5%) change in S-wave velocity and density of the reservoir. The differ-
ence between the pre-and post-injection surface seismic sections are shown in figure 5.3.
For further analysis, the average velocity (vavg) for the entire model is calculated using
equation 5.7
vavg =
∑
N
i=1 vi∆ti
∑
N
i=1 ∆ti
, (5.7)
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Parameters for numerical simulation Values (units)
Length of model 9000 m
Thickness of model 1060 m
Size of each element 20 m by 20 m
Boundary conditions sides absorbing/top bottom reflecting
Number of time steps 7500
Duration of time steps 2.0x10−4 s
Depth of source from surface 0 m
Source type/dominant frequency elastic force/60 Hz
Wavelet type Ricker
Number of receivers 40
Receiver spacing 225 m
Horizontal position of first receiver -4500 m
Depth of first receiver 0 m
Table 5.1: Simulation parameters used for surface seismic.
Receivers Source
Reservoir
Figure 5.2: Snapshot of propagating vector wavefield from surface seismic at 1.5 s time
where most of the energy is trapped in the first few layers making surface seismic compli-
cated (Vertical scale exaggerated).
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Figure 5.3: Difference between pre- and post-injection surface seismic sections.
where,
∆ti = ∆zi
/
vi (5.8)
and zi is layer thickness, vi is interval velocity and N is number of layers (Yilmaz, 2001).
From equation 5.7, the average velocity is found to be approximately 3400 m/s. The
top of the reservoir is 992 m from the surface. The two way travel time for the first arrival
is calculated to be 0.58 s from velocity-time relation for the zero-offset source-receiver
pair. This indicates that the first arrival seen in figure 5.3, refers to the change in the
reservoir properties due to CO2 injection. The events seen after the first arrival are multiple
reflections from the reservoir. The events are more localized near the zero-offset. The
amplitude of the events is very small, in the range of 10−5 as shown in figure 5.4 when
compared to the amplitude of pre-injection trace on the same receiver. The amplitude of
the difference is only about 0.01% of the amplitude of pre-injection seismic section. This
indicates the results from the surface seismic is not convincing. In actual field tests, due
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Figure 5.4: Amplitude versus time analysis of first break in seismic section derived from
the difference between pre- and post-injection surface seismic at zero offset.
to different possible noise and non-repeatability issues, these small changes detected from
numerical simulations will be completely masked. Thus, using surface seismic for time-
lapse monitoring of CO2 sequestration in layered basalt does not seem suitable.
5.4.2 Vertical Seismic Profiling
In Vertical Seismic Profiling (VSP) method, the source is kept at the surface but the re-
ceivers are now secured at various depths in the borehole which record seismic signals
generated by the source at the surface (Hardage, 1983). So, in VSP both upgoing and
downgoing seismic events are recorded. In the VSP method, since the measurement is
made inside the Earth, noises from vehicles, electric cables, surface-waves, and some co-
herent noises will be significantly reduced. As described in (Balch & Lee, 1984), in the
VSP method one can observe the source pulse directly, watch it attenuate and distort as it
move down or up. This method also has an advantage of seeing the formation of different
types of reflections as primaries, multiples, and some converted waves.
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Figure 5.5: Schematic geological model of the proposed injection site with some parame-
ters used for VSP method. Units of density, velocity, and thickness are in g/cm3, km/s, and
m respectively.
In this case, the source is still on the same position as in surface seismic method but
the receivers are now moved into a borehole. The distance between each receiver is 20
m as shown in figure 5.5. The first receiver is at the location (x,z)= (4500, 790) and the
last one is at (x,z)= (4500, 10), with referenced 0 m depth at the left bottom corner of the
model. The details of the other parameters are listed in table 5.2. The snapshot for this
VSP method at 1.5 s time is shown in figure 5.6. In this source setting also as in the surface
seismic experiment, most of the energy is trapped in first few layers. Only a small portion
of wavefield is propagating to the reservoir level.
Numerical simulation for pre-injection (base line) condition is run for the VSP ge-
ometry. The seismic section generated from this simulation is shown in the left panel of
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Figure 5.6: Snapshot of propagating vector wavefield for VSP method at 1.5 s time where
most of the energy is trapped. Source frequency is 60 Hz (Vertical scale exaggerated).
Parameters for numerical simulation Values (units)
Length of model 9000 m
Thickness of model 1060 m
Size of each element 20 m by 20 m
Boundary conditions sides absorbing/ top bottom reflecting
Number of time steps 7500
Duration of time steps 2.0x10−4 s
Depth of source from surface 1010 m
Source type/ dominant frequency elastic force/ 60 Hz
Wavelet type Ricker
Number of receivers 40
Receiver spacing 20 m
Depth of first receiver from surface 270 m
Horizontal position of first receiver 4500 m
Table 5.2: Simulation parameters used for VSP method.
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Figure 5.7: VSP sections in a layered basalt reservoir. Left: pre-injection, right: post-
injection where P-wave velocity perturbation is 5%.
figure 5.7. Assuming CO2 sequestration in the reservoir layer only, the P-wave velocity
of the reservoir level is decreased by 5%. S-wave velocity and the density of the layer are
changed by a small amount. The seismic section for this simulation is shown in the right
panel of figure 5.7. With the naked eye it is hard to see the difference between these two
figures. But difference is plotted in figure 5.8.
Using equation 5.7, the average velocity is calculated to be 3400 m/s. Since receiver 39
lies just below the reservoir, one way travel time for this receiver is calculated to be 0.33
s. This corresponds to the first arrival signals in figure 5.8. The later events in figure 5.8
corresponds to the multiples generated by the layers in flood basalt.
Now a single receiver (receiver 39) is taken for further analysis. The pre- and post-
injection traces are plotted as shown in figure 5.9. The difference between pre- and post-
injection traces is very small (the percentage change in the amplitude is only about 1%)
and is hard to use for quantitative analysis. On other receivers, far from the perturbed layer,
these changes are even smaller. Quantifying this small change is not promising by using
traditional VSP method.
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Figure 5.8: Difference between pre-and post-injection seismic sections from VSP method.
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Figure 5.9: Analysis of pre- and post-injection trace at receiver 39 for VSP setting.
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5.4.3 Downhole VSP
The other method chosen for monitoring purpose is downhole VSP, where the source is
also lowered in the borehole with the receivers. This reduces the chances of distortion,
scattering, and attenuation of the waves in between the layers. The objective of choosing
this method is to illuminate the reservoir more effectively. The model geometry is set up
in such a way that the source is now at the reservoir level and receivers are in the borehole.
In such case, since the source itself is in the reservoir, the problem of energy trapping
in first few layers is solved and the wave senses the changes in the reservoir before and
after perturbation. Hence downhole VSP is more likely for monitoring purposes of CO2
sequestration in a layered basalt reservoir. This method is more promising to detect small-
scale physical changes in the reservoir. For the downhole VSP method, receiver location is
kept the same as in traditional VSP method.
Learning from the surface seismic and the traditional VSP methods, new models with
downhole source are simulated. A gradual model make up concept is used. For the starting
point, a simple homogeneous model is prepared. Then, other layers are added in such
a way that the model represents real geological features of the proposed injection site.
For simplicity, we run the simulation without attenuation first and later these models are
again simulated with attenuation. The P-wave velocity is perturbed by 5% for all post-
injection models. The details of these methods, their results, analyses and interpretation
are discussed in the following sections.
Homogeneous Model
As a starting point, a homogeneous model is created. The geometry of the model is shown
in figure 5.10 and the details of the parameters are listed in table 5.3. A numerical simu-
lation is run for pre-injection parameters and then for the post-injection model, where the
P-wave velocity of whole model is decreased by 5%. The S-wave velocity and density are
changed by less than 1%. A plot of the pre-injection and post-injection seismic section
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Figure 5.10: Schematic diagram of homogeneous model for downhole VSP setting. Units
of density, velocity, and thickness are in kg/m3, m/s, and m respectively.
is shown in figure 5.11. The difference between pre- and post-injection events due to P-
wave velocity perturbation are clearly visible. In the figure, it is clear that the travel time
difference increases with time.
For a detailed analysis, an individual receiver pair at 190 m depth from the pre- and
post-injection section is plotted in figure 5.12. It shows that there is a significant difference
in the travel time of waves due to velocity perturbation. The difference between the peaks
is clearly visible. Now, the difference of the corresponding events (peaks) in figure 5.12 are
manually picked. Figure 5.13 shows the plots of the hand picked values of ∆t versus time t
for the receiver. In this case for ∆v/v = -5%, ∆t/t is obtained to be 4.90 ±0.16%.
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Parameters for numerical simulation Values (units)
Length of model 9000 m
Thickness of model 1000 m
Size of each element 20 m by 20 m
Boundary conditions sides absorbing/ top bottom reflecting
Number of time steps 7500
Duration of time steps 2.0x10−4 s
Depth of source from surface 400 m
Source type/ dominant frequency elastic force/ 60 Hz
Wavelet type Ricker
Number of receivers 40
Receiver spacing 20 m
Depth of first receiver from surface 190 m
Horizontal position of first receiver 4500 m
Table 5.3: Simulation parameters used for homogeneous model with downhole VSP geom-
etry.
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Figure 5.11: Plot of pre- and post-injection seismic sections for homogeneous model. P-
wave velocity for post-injection model is perturbed by 5%. S-wave travel time change is
insignificant.
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Figure 5.12: Individual receiver analysis for pre- and post-injection difference for a homo-
geneous model, where the reservoir velocity is perturbed by 5%. Source-receiver distance
is 190 m.
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Figure 5.13: Change in travel time versus time for an individual receiver for a homogeneous
model with 5% perturbation in P-wave velocity.
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Figure 5.14: Schematic diagram of three layered model for downhole VSP setting. Units
of density and velocity are in g/cm3 and km/s respectively.
Parameters for numerical simulation Values (units)
Length of model 9000 m
Thickness of model 1060 m
Size of each element 20 m by 20 m
Boundary conditions sides absorbing/ top bottom reflecting
Number of time steps 7500
Duration of time steps 2.0x10−4 s
Depth of source from surface 1010 m
Source type/ dominant frequency elastic force/ 60 Hz
Wavelet type Ricker
Number of receivers 40
Receiver spacing 20 m
Depth of first receiver from surface 270 m
Horizontal position of first receiver 4500 m
Table 5.4: Simulation parameters used for three layered model with downhole VSP geom-
etry.
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Figure 5.15: Individual receiver analysis for pre- and post-injection difference on a three
layered model with a velocity perturbation of 5% where receiver is at the depth of 1000 m.
Left panel: at early time; right panel: at late time.
Three Layered Model
Next a thin reservoir is placed exactly at the depth of the proposed injection site in a ho-
mogeneous background medium. The geometry for this case is shown in figure 5.14, and
the parameters used are listed in table 5.4. Then the P- wave velocity of the reservoir layer
only is perturbed by 5%. The S-wave velocity and the density are changed by less than 1%.
While plotting pre- and post-injection sections, the travel time difference between them is
hard to observe. For further analysis, an individual receiver pair at 1000 m depth for pre-
and post-injection is analyzed.
Figure 5.15 shows the travel time difference between the pre- and post-injection re-
ceiver pair, where the differences between the travel time of corresponding peaks increase
with time. The differences of the corresponding events (peaks) in figure 5.15 are manually
picked. Figure 5.16 shows hand-picked values of ∆t versus t for this receiver. In this case
for ∆v/v = -5%, ∆t/t is estimated to be 0.68 ±0.19%. This shows the increase in travel
time differences as a function of time is an underestimate of the velocity change.
Seventeen Layered Model
For the final model, seventeen layers are used. The seventeen layered model represents the
major geological features of the proposed injection site. All parameters used in this model
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Figure 5.16: Change in travel time versus time for an individual receiver for a three layered
model with a 5% perturbation in P-wave velocity.
are determined using the existing literature on the proposed injection site, such as (Rohay
& Reidel, 2005), (Reidel et al., 2002), (Birdwell, 1979), (Geovision, 2004), (Stokoe et al.,
2005), (Pujol & Smithson, 1991). The details of the geological model, parameters used for
modeling, and the geometry of seismic method used are shown in figure 5.17 and table 5.5.
The source in this model is at a depth of 1010 m.
A pre-injection (base case) simulation is run which generates pre-injection seismic sec-
tion. Considering the effects of CO2 injection in the reservoir only (see figure 5.17), the
P-wave velocity of the reservoir is decreased by 5% and S-wave velocity and density of
the reservoir are changed by less than 1%. Then from the numerical simulation, a new
post-injection seismic section is generated.
Figure 5.18 shows the pre-and post-injection seismic sections, where the left panel rep-
resents the pre-injection condition of the reservoir and the right panel is the post-injection
case with a P-wave velocity perturbation by 5%.
It is hard to see the difference in between the right and left panel of figure 5.18 by the
naked eye. But there is a small difference between them as shown in figure 5.19. The figure
shows the change in travel time due to the reservoir velocity perturbation by 5%.
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Figure 5.17: Schematic diagram of full representation of geological model for downhole
VSP setting. Units of density, velocity, and thickness are in g/cm3, km/s, and m respec-
tively.
Parameters for numerical simulation Values (units)
Length of model 9000 m
Thickness of model 1060 m
Size of each element 20 m by 20 m
Boundary conditions sides absorbing/ top bottom reflecting
Number of time steps 7500
Duration of time steps 2.0x10−4 s
Depth of source from surface 1010 m
Source type/ dominant frequency elastic force/ 60 Hz
Wavelet type Ricker
Number of receivers 40
Receiver spacing 20 m
Depth of first receiver from surface 270 m
Horizontal position of first receiver 4500 m
Table 5.5: Simulation parameters used for seventeen layered model with downhole VSP
geometry.
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Figure 5.18: Downhole VSP sections for seventeen layered model which represents the ge-
ological features of proposed injection site; left: pre-injection, right: post-injection where
the P-wave velocity of the reservoir is perturbed by 5%.
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Figure 5.19: The difference in seismic section due to CO2 injection in the reservoir in all
layered model.
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Figure 5.20: Comparison of pre- and post-injection traces for 5% change in P-wave velocity
of the reservoir for receiver at 1000 m depth. Left: early times, right: late times. The
differences in travel time between the corresponding events increase as a function of time.
Since the difference is not clearly visible in the seismic sections, the receiver at 1000
m in the reservoir is analyzed. Figure 5.20 shows the travel time difference between corre-
sponding events increases as a function of time for the seventeen layered model also.
Early Times Analysis for a Receiver in the Reservoir
The apparent velocity change (∆t/t) is calculated for some early times only for a receiver
in the reservoir. For ∆v/v = -5%, the value of ∆t/t is obtained to be 4.42 ±0.25% for the
early time (t<0.25 s) where as for the whole time of simulation, the value of ∆t/t is only
0.50 ±0.40%. This is seen in figure 5.21.
Attenuated Cases
Now attenuation effect is considered for all the numerical simulations. The P-wave global
attenuation factor of 40 is used for the CRB Group of rocks (Pujol & Smithson, 1991).
S-wave attenuation is considered to be 18 using Knopoff’s formula of QP ≈ 2.25QS. A
simulation is run for the pre-injection cases. For post-injection model, P-wave velocity is
again decreased by 5% while the S-wave velocity and density are changed by less than 1%.
For detailed analysis for the results from the homogeneous model, an individual re-
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Figure 5.21: Travel time change analysis for the nearest receiver(in the reservoir) from the
source with a 5% velocity change for non-attenuated case. Red line shows the apparent
velocity change for early times which indicates waves trapping in the reservoir. Black line
is for whole time of simulation.
ceiver at 190 m depth for pre- and post-injection sections is analyzed. Figure 5.22 shows
that there is a significant difference in the travel time of waves due to velocity perturbation.
The difference between the peaks is linearly increasing with time. The difference of the
corresponding events (peaks) in figure 5.22 are manually picked. Figure 5.23 shows the
plots of the hand picked values of ∆t versus t. In this case for ∆v/v = -5%, ∆t/t is obtained
to be 4.8 ±0.05%.
For a three layered model with attenuation, a receiver at 270 m depth is analyzed.
Figure 5.24 shows the change in travel time between pre- and post-injection trace due to
the 5% velocity perturbation in the reservoir with attenuation effect. Figure 5.25 shows the
plots of the hand picked values of ∆t versus t for an individual receiver. In this case for
∆v/v = -5%, ∆t/t is obtained to be 0.41 ±0.13%.
Similarly, for a seventeen layered model also attenuation effect is considered and pre-
and post-injection simulations are run. Figure 5.26 is the plot of pre-injection (left panel)
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Figure 5.22: Individual receiver analysis for pre- and post-injection difference for a homo-
geneous model with attenuation where the reservoir velocity is perturbed by 5%. Receiver
depth is 190 m from the surface.
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Figure 5.23: Change in travel time versus time for an individual receiver for a homogeneous
model with a 5% perturbation in P-wave velocity for attenuating waves.
67
0.15 0.16 0.17 0.18 0.19
−1.5
−1
−0.5
0
0.5
1
1.5x 10
−3
Time(s)
A
m
pl
itu
de
 (
A
.u
.)
 
 
base case
5% perturbation
0.49 0.5 0.51 0.52 0.53 0.54
−0.06
−0.04
−0.02
0
0.02
0.04
0.06
0.08
Time(s)
A
m
pl
itu
de
(A
.u
.)
 
 
base case
5% perturbation
Figure 5.24: Comparison of pre- and post-injection trace due to a 5% velocity perturbation
in a three layered model with attenuation effect. Here the receiver depth is 270 m. Left:
early times, right: late times, where the differences in travel time increase with time.
0 0.2 0.4 0.6 0.8 1 1.2 1.4
0
1
2
3
4
5
6
7
8
9
x 10
−3
Time(s)
∆ 
t (
s)
 
 
time lag
linear fit
Figure 5.25: Change in travel time versus time for an individual receiver for a three layered
model with attenuation.
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Figure 5.26: Downhole VSP sections for seventeen layered model considering the attenua-
tion effect. Left: pre-injection, right: post-injection section with a P-wave velocity pertur-
bation of 5%.
and post-injection (right panel) seismic sections where the velocity perturbation is 5%. The
numerical difference between the right and left panel of figure 5.26 is shown in figure 5.27
although it is very small.
Since the difference is very small in these sections, the individual receiver pair at depth
of 1000 m is compared. Figure 5.28 shows the difference between the travel time due to
the 5% velocity perturbation increase as a function of time.
Early Times Analysis for Receiver in the Reservoir
In this case the attenuated waves are analyzed for the early times for a receiver at the
reservoir depth of 1000 m. For ∆v/v = -5%, the value of ∆t/t is obtained to be 4.50
±0.58% for the early time (0.25 s) whereas for the whole time of simulation, the value of
∆t/t is only 0.38 ±0.11%. The linear fits is shown in figure 5.29. In general, we conclude
that the anticipated average attenuation does not change our observed travel time change
by a significant amount.
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Figure 5.27: The difference in seismic section due to CO2 injection in seventeen layered
model with attenuation.
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Figure 5.28: Comparison of pre- and post-injection traces for a 5% change in velocity for
the representative geological model with attenuation. Left: early times, right: late times.
The receiver analyzed is the nearest to the source.
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Figure 5.29: Travel time change analysis for the nearest receiver (in the reservoir) from the
source with a 5% velocity change for attenuated case. Red line shows the apparent velocity
change for early times which indicates wave trapping in the reservoir. Black line is for
whole time of simulation.
5.5 Early Times CWI with Source and Receiver in the
Reservoir
For the receiver outside of the reservoir we observed that ∆t/t 6= −(∆v/v). therefore, the
receiver inside the reservoir is analyzed. The bounding layers above and below the reservoir
have high difference in the impedance. This means there is a high probability that the waves
will be trapped and bounce around in the changed portion of the model for a considerable
amount of time. In that case, the receiver in the reservoir records the wave that has mostly
traveled through the perturbed area, producing some significant amount of difference in the
travel time between the pre- and post-injection events. This trapped energy is illustrated in
figure 5.30. The early events recorded by receiver in the reservoir seem highly dominated
by such trapped waves.
Whereas, in the later time the waves that have leaked out re-enter the reservoir. Such
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Figure 5.30: Schematic diagram of some representative wavepaths for both source and
receiver in the reservoir.
waves see only a small portion of change as the wave spends most of the time in the un-
changed portion of the model while traveling from the source to the receiver. Thus at the
late times the events are dominated by the events such as event B and event C as shown in
figure 5.30. The travel time recorded by the receiver in the reservoir in such cases is the
mixed effects of the waves that follow the paths from the changed and the unchanged por-
tions of the model. In this case, the difference in travel time for the pre- and post-injection
are complicated.
Receiver 38 (nearest to the source) in the reservoir is taken for further analysis. The
traces are manually analyzed for higher accuracy. However due to the multiple scattering
from layered basalt, this process is not easy. A careful consideration is given while deter-
mining the corresponding peak positions. Since the model geometry is well known and the
P-wave velocity has been decreased by a significant amount, the recorded travel time for
an individual event for the post-injection model can never be faster than the pre-injection
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Figure 5.31: The cycle skipping issues due to wave interference and the unexpected events
in seismic traces.
corresponding event.
In figure 5.31, event B is unexpected where the post-injection events appear faster than
the pre-injection event. In such cases, these two peaks can not be the corresponding events.
The reason for such issues can be explained by event A in figure 5.31 where the pre-
injection trace does not have well defined maxima and minima. Such an issue is called
cycle skipping, produced by wave interference effects which have been considered while
picking the peaks manually. For an event in a pre-injection trace, a corresponding event in
the post-injection trace must always appear later if the P-wave velocity is decreased. This
concept has been utilized for the manual picking of the peaks. To see the possibility of the
waves being trapped in the reservoir, only early part (0.25 s out of 1.5 s) of the seismic
trace is analyzed. Numerical calculation shows that in 0.25 s, the waves can bounce up and
down inside the reservoir approximately 12 times .
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5.6 Qualitative Studies of K
After analyzing the individual receiver by manual picking method, an automated cross-
correlated time window is used for finding the maximum of the time lag (∆t) between the
pre- and post-injection trace in the defined window for all receivers. Each window used
for this method contains 850-1050 points depending on the wavelength and attenuation
factors. This is an important step in CWI technique (refer to appendix D). This window is
slid over the whole trace and this gives the maximum values of (∆t) for each window. Then
the median of change of ∆t/t for each receiver is calculated. These values are plotted and
the median change in travel time is calculated for all the models discussed above from the
downhole VSP method. The results are discussed below.
5.6.1 Non-attenuated Cases
Figure 5.32 shows the average change in travel time due to velocity perturbation for all
receivers for the homogeneous model without attenuation. In this case, the source is near
the 12th receiver. When ∆v/v of -5%, the median value of ∆t/t for all receivers is 4.98
±0.33%. The outliers on automated picking are the result of isolated cycle skipping, and
are artifacts of the processing.
For the three layered model without attenuation, the average travel time change (∆t/t)
for all receivers versus receivers are plotted as shown in figure 5.33. Here the source is near
the 38th receiver inside the reservoir. In this case, for ∆v/v of -5%, the median value of
∆t/t for all receivers is only 0.31 ±0.05%.
For the seventeen layered model without attenuation, the source is near the 38th receiver
inside the reservoir. The average change in ∆t/t is calculated for all 40 receivers. The result
is shown in figure 5.34. Where, for ∆v/v of -5%, the median value of ∆t/t for all receivers
is found to be 0.37 ±0.40%.
From the figures 5.33 and 5.34, the value of ∆t/t for the automated picking is higher
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Figure 5.32: Average travel time change of waves due to CO2 injection for a homogeneous
model for all receivers.
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Figure 5.33: Average travel time change of waves due to CO2 injection for a three layered
model with a 5% perturbation in P-wave velocity in the reservoir.
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Figure 5.34: Average travel time change of waves due to CO2 injection for a seventeen
layered model with a 5% perturbation in P-wave velocity in the reservoir.
near the source position and the value decreases far from the source. This indicates the
receiver near the source is more sensitive to changes than the receivers far from the source.
In the three layered model, the sensitivity decreases almost linearly away from the source
position as seen in figure 5.33. In the seventeen layered model, the value decreases away
from the source but is not linear (see figure 5.34) because of the complexity of the model
and the complicated wavepaths that the waves follow. The issues of cycle skipping and the
artifacts from the automated picking method also influence these results.
5.6.2 Attenuated Cases
As in the non-attenuated cases, the coefficient of cross-correlated time window is calculated
by the process of automated picking for the attenuated cases also. Figure 5.35 shows the
average change in travel time for a homogeneous model with attenuation. Here the source
is near the 12th receiver. When ∆v/v of -5%, the median value of ∆t/t for all receivers is
4.95 ±0.31%.
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Figure 5.35: Average travel time change for all receivers for a homogeneous model with
attenuation.
For the three layered attenuated model, the median value changes in the travel time for
all receivers is plotted as shown in figure 5.36. Here the source is near the 38th receiver
inside the reservoir. For velocity perturbation ∆v/v of 5%, the median value of ∆t/t for all
receivers is only 0.21 ±0.07%.
Figure 5.37 shows the mean value change in travel time for a 5% velocity perturbation
of the reservoir for the seventeen layered model with attenuation. Here, the source is near
38th receiver inside the reservoir and for ∆v/v of -5%, the median value of ∆t/t for all
receivers is found to be 0.13 ±0.09%.
For the homogeneous model where the change is not a function of space, but only of
time, ∆t/t = -(∆v/v). For negative 5% change in velocity, the median travel time change
for all the receivers are found to be approximately equal to 5%. But for three layered and
seventeen layered models, the relation ∆v/v 6=−∆t/t. (Snieder, 2006), in his paper has ex-
plained this problem as localization. In these models, only a small portion of the reservoir
is perturbed by a small fraction. For most of the time, the wave remains in unperturbed
areas and hence the change in travel time is smaller in comparison to change in velocity. In
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Figure 5.36: Average travel time change of waves due to CO2 injection for a three layered
model where attenuation is considered.
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Figure 5.37: Average travel time change of waves in all receivers due to CO2 injection for
seventeen layer model with attenuation.
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such cases, the relation between the time delay and change in velocity is governed by a sen-
sitivity kernel. So the relation can be written as ∆v/v = K(x,t) ∆t/t (refer to appendix D).
The value of K and its shape is dependent upon many factors such as, the area of pertur-
bation, the time that the wave spends in the perturbed area of the whole model, the model
geometry, the wavepath wave follows, source-receiver location, and geology. This ray path
dependency of this kernel makes its derivation a complex task. The qualitative shape of
these kernels can be visualized from figures 5.33, 5.34, 5.36 and 5.37. The kernel has the
highest sensitivity value near the source and decrese away from the source.
5.7 Noise Addition in Synthetic Data
As a final step some uncorrelated noise is added to the synthetic data to see if the results
obtained are robust in presence of noise. A time window is chosen which consists of the
first significant difference in travel time change between the pre- and post-injection traces.
The value of maximum amplitude in that specific window is determined (refer to figure
5.38).
This value is different for pre- and post-injection traces. A 5% value of the maximum
amplitude in the given window is taken and random noise is created for pre- and post-
injection traces differently. This noise is added to the synthetic data. The new data with
noise is shown in the left panel of figure 5.39.
To see the validity of CWI theory, corresponding peak events are manually picked for
the early time (< 0.25 s). When ∆v/v = -5%, the value of ∆t/t is obtained to be 4.10 ±
0.23%. This can be referred from right panel of figure 5.39. The result obtained confirms
that ∆t/t ∼ −(∆v/v) for the early times analysis of the receiver inside the reservoir even
for noisy data.
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Figure 5.38: Time window used for determination of maximum amplitude which in turn is
used for noise generation.
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Figure 5.39: Analysis of noisy data in early times. Left: data with noise, right: travel time
change picked from the left panel for early time of simulation.
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Velocity Non attenuated case Attenuated case
change Travel time Standard Travel time Standard
change(%) error(%) change(%) error(%)
Homogeneous
model -5% 4.98 ±0.33 4.95 ±0.31
Three layered
model -5% 0.31 ±0.05 0.21 ±0.07
Seventeen layered
model -5% 0.37 ±0.40 0.13 ±0.09
Early time analysis
for seventeen
layered model -5% 4.42 ±0.25 4.50 ±0.58
Noisy data
at early time -5% 4.10 ±0.23 N/A N/A
Table 5.6: Summary of the results from downhole VSP methods.
5.8 Analysis of the Results from Downhole VSP Method
For a homogeneous model, where the change is not a function of space, the difference
in travel time observed is equivalent to velocity perturbation. For the cases where the
velocity change is localized in space, the relation between the travel time and the change
in velocity is complicated. This is because the layer perturbed is only a small portion of
the model. Among the 23850 elements used for simulation, only 900 of them (∼3.77%)
has been perturbed. The time wave spend in the changed portion is only a small amount
compared to total time of simulation. Assuming the average velocity of 3550 m/s for the
whole model (using equation 5.7), in 1.5 s (total time of numerical simulation), the wave
can scan the model approximately 5 times. Thus in 5 times, a wave can spend only 0.011 s
in the reservoir. Since, both the time spent by wave and the perturbation region are small,
the change of ∆v/v is no longer equivalent to ∆t/t. The details of the results obtained from
the numerical simulations are listed in table 5.6.
81
5.9 Summary
For time-lapse seismic monitoring of CO2 sequestration in a layered basalt reservoir, dif-
ferent source-receiver geometries are tested numerically. The surface seismic is ineffective
for monitoring the changes in a layered basalt reservoir because the energy can not pen-
etrate significantly to the reservoir level. Traditional VSP is another method tested. But
the issue of waves trapping in the first few layers remains the same for this method. By
lowering the source to the reservoir depth, the issue related to wave trapping in the first few
layers is solved. From a simple homogeneous model to the complicated geological models,
we see the possibilities of using downhole VSP methods to detect the small-scale velocity
change in the reservoir caused by CO2 injection. For the entire change in the medium, the
change in travel time is equal to change in the velocity. For complex geological model with
localized change, the relation between the travel time change and the velocity change is
complicated however the travel time change at early times are directly proportional to the
velocity changes in the reservoir.
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Chapter 6
CONCLUSION AND RECOMMENDATION
6.1 Conclusions
The objective of this thesis was to see if seismic methods are a suitable tool to monitor
CO2 injection in a layered basalt reservoir. The geological features of the Columbia Basalt
Group are chosen as a potential storage site. Although, layered basalts are good reser-
voirs from the CO2 storage point of view, to monitor the changes produced due to CO2
sequestration is not easy using traditional seismic methods. For numerical simulations of
the propagating waves through the layered basalt, the spectral element method is used. The
idea is to compare the time-lapse seismic sections before and after sequestration of CO2.
For this, a base case model is generated. Geochemical, geomechanical, and/or geophysical
changes are anticipated due to CO2 injection. These changes in turn change material prop-
erties such as elastic moduli, rock compressibility, and density which are related to seismic
velocity. So, to simulate the post-injection situations, the seismic velocity of the reservoir
is perturbed and a new post-injection model is generated. The comparison of the base
case and post-injection model helps to identify the changes in seismic sections. Different
source-receiver geometries are used for different simulations. The comparison of these cor-
responding results helped to identifythe most promising and better monitoring techniques
among the seismic methods. The main conclusion of this work can be summarized in the
following points:
• Although surface seismic is simple and easy to implement for monitoring purposes,
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it is difficult to use in a layered basalt geology. Due to the high contrast of impedance
in the first few layers, only a small portion of the energy reach the reservoir and hence
there is almost no change seen in between the base case and post-injection surface
seismic section. This problem remains the same for the traditional VSP methods with
a source at the surface. The small difference seen from the numerical simulation are
likely to be masked in the real field survey due to noise in the real data.
• In a downhole VSP where, the source is at the reservoir, the waves travel from the
perturbed medium producing maximum changes in the travel time of recorded waves.
The differences are significant between the base case and post-injection model. The
testing is done for different scenarios ranging from a simple homogeneous model
to a seventeen layered model that represents the geological features of the proposed
injection site. This method shows promising results to detect the small-scale changes
in the reservoir due to CO2 sequestration.
• Coda Wave Interferometry (CWI) helps to quantify the changes produced in the
reservoir from injection and also help to calibrate it by using existing theory. For
a simple homogeneous medium, where the change in not a function of space, CWI is
a suitable tool. It helps to quantify approximate amount of changes produced in the
reservoir due to CO2 sequestration.
• In the multi-layered cases, where the change is localized, the relation between the
travel time change and the velocity change is complicated and is governed by a
weighing function. However, for the case like layered basalt reservoir, where there is
chance of wave trapping in between the layers, the travel time change is simply equal
to the velocity change . The tentative (qualitative) shape of the weighing function is
obtained by using the automated picking windows based on the cross-correlation
function of the pre- and post-injection traces.
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6.2 Recommendations
For the future research purposes and real field survey on the purposed injection site, we
would like to make following recommendations:
• Downhole VSP is suitable, promising, and economic method for time-lapse seismic
monitoring of the CO2 sequestration in the layered basalt of Columbia River Valley.
Cross-well monitoring techniques may be another option if economically feasible.
• The individual receiver analysis will be very helpful to detect the leakage. Due to the
lower density of CO2, it tends to move up. So the sedimentary interlayerings lying
above the reservoir can be monitored. The changes detected by a particular receiver
in this particular location will help to figure out if there is any leakage from the cap
rocks at the proposed injection site.
• A change in the code to use layer-wise attenuation instead of global attenuation val-
ues will be helpful to model the possible change in attenuation due to supercritical
CO2 injection in the reservoir for pre- and post-injection cases.
• Proper quantification of the weighing function in CWI is necessary to accurately
quantify the localized velocity changes. To use whole simulation time for quantifica-
tion purpose with CWI, it is necessary to find the analytical solution to this weighing
function.
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Appendix A
GASSMANN’S EQUATION, FLUID SUBSTITUTION,
AND CHANGE IN SEISMIC PROPERTIES
Gassmann’s equation is a powerful tool to determine changes in the seismic properties of
reservoir materials when fluid substitution takes place. Here, a simple theoretical calcula-
tion is carried out to determine the material properties changes due to CO2 injection in a
layered basalt reservoir by fluid substitution process. Using the values of rock density and
P- and S-wave velocities for the reservoir (Rohay & Reidel, 2005), further calculations are
carried out.
The P- and S-wave velocity of initially water saturated reservoir is 4260 m/s and 2400
m/s denoted as VP,sat,br and VS,sat,br respectively. Similarly, water saturated initial density of
the reservoir (ρsat,br) is 2300 kg/m3. Then to determine the value of shear modulus (µsat,br)
following equation is used.
VS,sat,br =
√
µsat,br
ρsat,br
. (A.1)
From equation A.1, the estimated µsat,br is 13.25 GPa. Similarly, with the estimated µsat,br
the saturated bulk modulus(Ksat,br) is 24.07 GPa by using following equation:
VP,sat,br =
√
Ksat,br + 43 µsat,br
ρsat,br
. (A.2)
Using the values of mineralogical composition of CRB Group of rocks as given in
table 2.2, the average mineral bulk modulus (Kmin) is 92.20 GPa. This estimate is obtained
from the Voigt average of the minerals (Kmin) composing the CRB Group of rocks and
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given by:
Kmin =
n
∑
i=1
wiKmin,i, (A.3)
where, wi = percentage weight of individual minerals, Kmin,i = bulk modulus of individual
minerals and i is number of minerals. Gassmann’s equation is used to determine the dry
bulk modulus (Kdry) of the reservoir before CO2 injection using the following equation:
Kdry =
Ksat,br
((
φKmin
K f l,br
)
+1−φ
)
−Kmin
φKmin
K f l,br
+ Ksat,brKmin −1−φ
, (A.4)
where, reservoir porosity φ = 15% and the bulk modulus of water (K f l,br) = 2.7 GPa. The
estimated Kdry is 12.17 GPa.
When CO2 is injected in the reservoir, the bulk modulus of the reservoir changes. Again
using Gassmann’s equation of the following form, the CO2 saturated bulk modulus of the
materials is calculated to be 12.32 GPa.
Ksat,CO2 = Kdry +
(
1− KdryKmin
)2
φ
KCO2
+ 1−φKmin −
Kdry
K2min
, (A.5)
where, bulk modulus of CO2 is 0.035 GPa. Because CO2 is highly compressible, the
overall rock compressibility (C=1/K) does not significantly change from a dry to fully CO2
saturated rock.
This indicates that for the given set of parameters, the bulk modulus of the reservoir
after CO2 injection decrease by 48.7% if the initial water in the reservoir is completely
replaced by CO2.
Similarly, the density change in the reservoir can also be calculated. The estimated
density of mineral grains of the pre-injection reservoir is 2530 kg/m3 by following equation:
ρsat,br = (1−φ)ρmin +φρbr, (A.6)
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where, ρbr = 1000 kg/m3. Using ρbr, the CO2 saturated density of the rock ρsat,CO2 is
calculated to be 2260 kg/m3 by following equation:
ρsat,CO2 = (1−φ)ρmin +φρCO2, (A.7)
where, density of CO2 is 740 kg/m3.
Hence, the density of the materials due to CO2 injection goes down by 1.7%. Using
these newly obtained value of CO2 saturated density of 2260 kg/m3 and the bulk modulus
of 12.59 GPa, the post-injection P- and S-wave velocity of the reservoir is found to be 3640
m/s and 2420 m/s respectively using equations A.1 and A.2. The P-wave velocity of the
reservoir decreased by 17% and and S-wave velocity increased by 0.85%.
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Appendix B
INTERFACE FILE FOR A SIMPLE HORIZONTAL
MODEL WITH SEVENTEEN LAYERS
#
# number of interfaces
#
18
#
# for each interface below, we give the number of points and then x,y for each point
#
#
# interface number 1 (bottom of the mesh)
#
2
0 0
9000 0
#
# interface number 2
#
2
0 20
9000 20
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#
# interface number 3
#
2
0 60
9000 60
#
# interface number 4
#
2
0 220
9000 220
#
# interface number 5
#
2
0 240
9000 240
#
# interface number 6
#
2
0 500
9000 500
#
# interface number 7
#
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2
0 520
9000 520
#
# interface number 8
#
2
0 580
9000 580
#
# interface number 9
#
2
0 620
9000 620
#
# interface number 10
#
2
0 700
9000 700
#
# interface number 11
#
2
0 720
9000 720
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#
# interface number 12
#
2
0 760
9000 760
#
# interface number 13
#
2
0 780
9000 780
#
# interface number 14
#
2
0 820
9000 820
#
# interface number 15
#
2
0 860
9000 860
#
# interface number 16
#
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2
0 880
9000 880
#
# interface number 17
#
2
0 980
9000 980
#
# interface number 18
#
2
0 1060
9000 1060
#
# for each layer, we give the number of spectral elements in the vertical direction
#
#
# layer number 1 (bottom layer)
#
1
#
# layer number 2
#
2
#
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# layer number 3
#
8
#
# layer number 4
#
1
#
# layer number 5
#
13
#
# layer number 6
#
1
#
# layer number 7
#
3
#
# layer number 8
#
2
#
# layer number 9
#
4
100
#
# layer number 10
#
1
#
# layer number 11
#
2
#
# layer number 12
#
1
#
# layer number 13
#
2
#
# layer number 14
#
2
#
# layer number 15
#
1
#
# layer number 16
#
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5
#
# layer number 17 (top layer)
#
4
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Appendix C
PARAMETER FILE FOR A SIMPLE HORIZONTAL
MODEL WITH SEVENTEEN LAYERS
# title of job, and file that contains interface data
title = plane wave reflection modeling
interfacesfile = Coba real geology interfaces file
# data concerning mesh, when generated using third-party app (more info in
README)
read external mesh = .false.
mesh file = ./DATA/Mesh canyon/canyon mesh file # file containing the mesh
nodes coords file = ./DATA/Mesh canyon/canyon nodes coord file # file containing
the nodes coordinates
materials file = ./DATA/Mesh canyon/canyon materials file # file containing the mate-
rial number for each element
free surface file = ./DATA/Mesh canyon/canyon free surface file # file containing the
free surface
absorbing surface file = ./DATA/Mesh canyon/canyon absorbing surface file # file con-
taining the absorbing surface
# parameters concerning partitioning
nproc = 1 # number of processes
portioning method = 1 # ascending order = 1, Metis = 2, Scotch = 3
partitioning strategy = 01110 #bstrat=masc=g,low=g,rat=1.0,type=h,vert=4 #01110 #
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options concerning partitioning strategy
# geometry of the model (origin lower-left corner = 0,0) and mesh description
xmin = 0.d0 # abscissa of left side of the model
xmax = 9000.d0 # abscissa of right side of the model
nx = 450 # number of elements along X
ngnod = 4 # number of control nodes per element (4 or 9)
initialfield = .false. # use a plane wave as source or not
add Bielak conditions = .false. # add Bielak conditions or not if initial plane wave
assign external model = .false. # define external earth model or not
TURN ANISOTROPY ON = .false. # turn anisotropy on or off for solid medium
TURN ATTENUATION ON = .true. # turn attenuation on or off for solid medium
# absorbing boundaries parameters
absorbing conditions = .true. # absorbing boundary active or not
absorbbottom = .false.
absorbright = .true.
absorbtop = .false.
absorbleft = .true.
# time step parameters
nt = 7500 # total number of time steps deltat = 2.0e-4 # duration of a time step
# source parameters
source surf = .false. # source inside the medium or at the surface
xs = 4500. # source location x in meters
zs = 50. # source location z in meters
source type = 1 # elastic force or acoustic pressure = 1 or moment tensor = 2
time function type = 1 # Ricker = 1, first derivative = 2, Gaussian = 3, Dirac = 4,
Heaviside = 5
f0 = 60.0 # dominant source frequency (Hz) if not Dirac or Heaviside
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angleforce = 0.0 # angle of the source (for a force only)
Mxx = 1.0 # Mxx component (for a moment tensor source only)
Mzz = 1.0 # Mzz component (for a moment tensor source only)
Mxz = 0.0 # Mxz component (for a moment tensor source only)
factor = 1.d10 # amplification factor
# constants for attenuation
N SLS = 2.0 # number of standard linear solids for attenuation
Qp attenuation = 40.0 # quality factor P for attenuation
Qs attenuation = 18.0 # quality factor S for attenuation
f0 attenuation = 60.0 # (Hz) relevant only if source is a Dirac or a Heaviside, else it is
f0
# receiver line parameters for seismograms
seismotype = 1 # record 1=displ 2=veloc 3=accel 4=pressure
generate STATIONS = .true. # creates a STATION file in ./DATA
nreceiverlines = 1 # number of receiver lines
anglerec = 0.d0 # angle to rotate components at receivers
# first receiver line
nrec = 40 # number of receivers
xdeb = 4500. # first receiver x in meters
zdeb = 790. # first receiver z in meters
xfin = 4500. # last receiver x in meters (ignored if onlyone receiver)
zfin = 10. # last receiver z in meters (ignored if onlyone receiver)
enreg surf = .false. # receivers inside the medium or at the surface
# display parameters
NTSTEP BETWEEN OUTPUT INFO = 500 # display frequency in time steps
output postscript snapshot = .true. # output Postscript snapshot of the results
output color image = .true. # output color image of the results
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imagetype = 1 # display 1=displ 2=veloc 3=accel 4=pressure
cutsnaps = 1. # minimum amplitude in % for snapshots
meshvect = .true. # display mesh on vector plots or not
modelvect = .false. # display velocity model on vector plots
boundvect = .true. # display boundary conditions on plots
interpol = .true. # interpolation of the display or not
pointsdisp = 6 # points for interpolation of display (set to 1 for lower-left corner only)
subsamp = 1 # subsampling of color snapshots
sizemax arrows = 1.d0 # maximum size of arrows on vector plots in cm
gnuplot = .false. # generate a GNUPLOT file for the grid
outputgrid = .false. # save the grid in a text file or not
# velocity and density models
nbmodels = 17 # nb of different models
# define models as (model number,1,rho,vp,vs,0,0) or (model number,2,rho,c11,c13,c33,c44)
# set vs to zero to make a given model acoustic
# the mesh can contain both acoustic and elastic models simultaneously
17 1 1800.d0 1200.d0 740.d0 0 0
16 1 2100.d0 1700.d0 1130.d0 0 0
15 1 2800.d0 4800.d0 2750.d0 0 0
14 1 2100.d0 2400.d0 1280.d0 0 0
13 1 2800.d0 5090.d0 2800.d0 0 0
12 1 2300.d0 2400.d0 1280.d0 0 0
11 1 2700.d0 5420.d0 3070.d0 0 0
10 1 2300.d0 3780.d0 2130.d0 0 0
9 1 2700.d0 5620.d0 3200.d0 0 0
8 1 2700.d0 5790.d0 3290.d0 0 0
7 1 2100.d0 4500.d0 2430.d0 0 0
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6 1 2700.d0 5700.d0 3290.d0 0 0
5 1 2700.d0 5000.d0 3180.d0 0 0
4 1 2200.d0 4110.d0 2190.d0 0 0
3 1 2700.d0 5680.d0 3170.d0 0 0
2 1 2300.d0 4260.d0 2400.d0 0 0
1 1 2700.d0 5540.d0 3100.d0 0 0
# define the different regions of the model in the (nx,nz) spectral element mesh
nbregions = 17 # nb of regions and model number for each
1 450 1 1 1
1 450 2 3 2
1 450 4 11 3
1 450 12 12 4
1 450 13 25 5
1 450 26 26 6
1 450 27 29 7
1 450 30 31 8
1 450 32 35 9
1 450 36 36 10
1 450 37 38 11
1 450 39 39 12
1 450 40 41 13
1 450 42 43 14
1 450 44 44 15
1 450 45 49 16
1 450 50 53 17
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Appendix D
CODA WAVE INTERFEROMETRY (CWI) THEORY
The term coda refers to the word “tail” in Italian language and it is also known as some
concluding remarks (especially in music). CWI is a technique that can be used for monitor-
ing small-scale physical changes produced in the reservoir using elastic or acoustic waves
(Snieder, 2004). In seismic data, the tail of the seismogram are called coda. The details of
CWI techniques and its applications in different aspects has been discussed by many such
as (Grêt, 2004), (Grêt et al., 2005), (Grêt et al., 2006), (Niu et al., 2003), (Snieder et al.,
2002), (Snieder, 2006), (Pacheco & Snieder, 2005), and (Pacheco & Snieder, 2006). CWI
techniques have been used for different purposes such as earthquake studies, volcano mon-
itoring and to detect time-lapse changes in the reservoirs due to different physical activities
such as oil and gas production and/or fluids injection.
Aki was the pioneer geophysicist to develop and analyze coda waves by implementing
the decaying waves for monitoring time-lapse changes in the Earth(Snieder, 2006). If seis-
mic waves propagate through a multiply scattering medium, the waves sample the same
region more than one time (Snieder, 2006) producing the seismic coda (tail of the seismic
traces) which can be used to monitor temporal changes in the medium. We applied the
CWI theory to detect small-scale physical changes produced in the reservoir due to CO2
injection.
Let us assume a pre-injection reservoir where wavefield at a certain location is given by
upre(t), P be the possible paths and let us assume, all possible scattering paths are denoted
by SP(t). Now, upre(t) is given by the sum of the propagating waves through all the possible
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paths by (Snieder, 2006):
upre(t) = ∑
P
SP(t). (D.1)
When the velocity of the reservoir or a small portion of the reservoir is perturbed by some
amount, there will be a change in the arrival time of waves. If τP denotes the shift in travel
time due to velocity perturbation, then the post-injection wave field is given by:
upost(t) = ∑
P
SP(t− τP). (D.2)
Now changes in the wavefield du(t,tw)new (ts) between upre(t) and upost(t), due to injection
can be characterized by a time windowed cross-correlation function as
du(t,tw)new (ts) =
∫ t+tw
t−tw
upre(t ′)upost(t ′+ ts)dt ′, (D.3)
where, t is center of time window of length 2tw, ts is the time lag for the correlation and t ′
is dummy variable of integration.
Now inserting equations D.1 and D.2 in equation D.3, the double sum ∑
PP′
appears.
These double sums are of two types: diagonal terms (where P = P′) and cross-terms (where
P 6= P′) and the double sum can be written as
∑
PP′
(...) = ∑
P=P′
(....)+ ∑
P6=P′
(....) (D.4)
Equation D.4 can be explicitly written as;
du(t,tw)new (ts) = ∑P=P′
∫ t+tw
t−tw
SP(t ′)SP(t ′+ts−τP)dt ′+∑P6=P′
∫ t+tw
t−tw
SP(t ′)SP′(t ′+ts−τP′)dt ′.
(D.5)
The cross-terms in such conditions are incoherent and average out to zero (Pacheco &
Snieder, 2005). So the second term in equation D.5 can simply be ignored. For quantifying
purpose, one can easily estimate the time-windowed cross-correlation coefficient R(t,tw)(ts)
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as
R(t,tw)(ts) =
∫ t+tw
t−tw upre(t
′)upost(t ′+ ts)dt ′√∫ t+tw
t−tw u
2
pre(t ′)dt ′
∫ t+tw
t−tw u
2
post(t ′)dt ′
. (D.6)
To measure the travel time perturbation due to injection, normalized probability density
function and the expectation value of the normalized probability density function are used
which are given by equations D.7 and D.8.
∫
∞
−∞
P(τ) = 1, (D.7)
〈 f (t)〉 ≡
∫
∞
−∞
P(τ) f (τ)dτ, (D.8)
Where τ is travel time and P(τ) stands for probability density function. For a small travel
time perturbation in the post-injection case, a second order Taylor expansion of C(t) is
given by:
C(t) = 1− 1
2
C̈(t = 0)t2, (D.9)
where C̈ denotes the second time derivative. For a small change in travel time, the correla-
tion coefficient R(t,tw)(ts) from equation D.6 is equal to C(t) (Snieder, 2006). Also the pre-
and post-injection wavefield are equal as shown in equation D.10.
upre(t) = upost(t) = u(t). (D.10)
These relations lead to
C(t) =
∫ t+tw
t−tw u(t
′)u(t ′+ t)dt ′∫ t+tw
t−tw u
2(t ′)dt ′
. (D.11)
Now, this equation is differentiated twice. The value for t is set as zero and the resulting
expression is integrated which gives us equation D.12
C̈(0) = ω̄2 =
∫ t+tw
t−tw u̇
2(t ′)dt ′∫ t+tw
t−tw u
2(t ′)dt ′
C(t) = 1− 1
2
ω̄
2t2, (D.12)
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Figure D.1: An example of perfect coda generated in homogeneous medium with 5% per-
turbation; left: coda at early time, right: coda at later time.
where ω̄ is dominant frequency of the propagating wavefield.
For ts = tmax = 〈τ〉, where ts is much smaller than the dominant period T of the wave,
the coefficient of cross-correlation is given by equation D.13
R(t,tw)(ts) = 1−
1
2
ω̄
2 〈(τP− ts)〉2 (t, tw). (D.13)
In this equation the average of all waves arriving in the time window of (t−tw, t +tw), with a
weighted factor, is equal to the intensity of the propagating waves as explained in (Pacheco
& Snieder, 2005) and (Snieder, 2006). So taking the average and a weighted factor related
to wave intensity, the average travel time change for individual waves is given by:
〈τ〉(t, tw) =
∑
P
wP(t, tw)τP(t, tw)
∑
P
wP(t, tw)
, (D.14)
where wP(t, tw) is weighted factor for different paths P.
An example of perfect seismic coda is shown in figure D.1, where the values of ∆t are
increasing for the later time. Here the travel time difference between unperturbed and per-
turbed waves is increasing with time in such a way that ∆t4 > ∆t3 > ∆t2 > ∆t1 (figure D.1).
