Providing performance guarantee is one of the most important issues in a heterogeneous network for a large number of concurrent sessions. A common question in the network control and resource scheduling is how to provide end-toend delay bounds and offer service guarantees in a relatively distributed manner. In this paper, we will narrow down the question and address specifically on the MRBS multiple access [25] . It supports each user a flexible ratematched time sharing with efficient resource scheduling. A generalized system modeling and analytical framework is developed based on the techniques of network calculus [13] . The result extends from single-node scheduling to multiple layered scenarios with deterministic performance guarantees. Potential applications are discussed at last.
I. INTRODUCTION
No matter what kind of scheme is used, there is always a high demand on efficient resource allocation for a communication system. Quality of service (QoS) guarantees associated with network elements such as traffic shaper, flow control and scheduling processor have been discussed in earlier works such as [1] [2] [3] [4] [5] [6] [7] . Investigations of queuing networks on their burstiness constraints, scheduling algorithm, and trade-offs between bandwidth provisioning and delay are conducted. Concepts of delay calculus and traffic characterization built on leaky bucket [2] constrained sessions, arrival curve and service curve are initialized in [3, 4] . The ideal model of generalized processor sharing [5, 6] has been introduced in single node and multiple node scenarios respectively. Fair rate-based service was addressed.
Meanwhile, generalized scheduling policy for performance guarantees has raised many discussions such as [8] [9] [10] [11] [12] . For example, based on per node traffic shaping, end-to-end network QoS provisioning has been addressed in [8, 9] . Delay and backlog of flow control were studied. Discussions on scheduling algorithms and corresponding scalability for high speed packet switching in large scale networks can be found in [10, 11] . Generally speaking, the end-to-end delay in these mixed traffic networks is usually to be bounded over conservatively [12] . This could consequently limit the utility of obtained results to guide for an efficient resource allocation and traffic scheduling.
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In [13] , network calculus has been introduced for deterministic analysis of queuing system or flow control in communication networks. It provides an insight on how to have the system modeling and analytical investigation. The filtering theories of min-plus and max-plus algebra [14, 15] are established to measure the worst-case delay and backlog in packet flows with reservation mechanism. In addition, fluid models of queuing networks are considered in [ 16, 17] . The result can be referred as stochastic performance guarantees. Some recent discussions on the wired and wireless QoS can also be found in [18] [19] [20] [21] [22] [23] .
Here, we will narrow down the question and address specifically on the resource allocation and access control based on the most regular sequence [24] . Bandwidth allocation for multi-rate operations can be provided in a relatively distributed and contention-resolved approach based on limited information exchange. In the following studies, we will have a generalization of the previous work [25] in both single node and multiple node scenarios. A systematic modeling is established for analytical performance investigation. The result has potential applications in various communication systems such as wireless mesh network [21] .
II. NETWORK MODEL
Deterministic performance guarantee refers to the availability of QoS bounds in a traffic flow or queuing system [17] , which may refer to a wide range of quantities such as transmission bandwidth, queue length, packet delay and transmit jitter. For a service assurance, application source may specify their traffic characteristics and make a request to the network control. In response to the requirement, the network provides a corresponding QoS guarantee based on the requested quantities by allocating or reserving an amount of the network resource accordingly. This refers to a QoS contract. As long as the source follows its traffic specification, the network should meet the agreed service generally.
Here, we focus on the studies of worst case delay bounds and service guarantees for each transmission request in mixed traffics. In a typical way, packet delay in a network can be separated as queuing delay and propagation delay. We are concentrated on the queuing delay involved in traffic scheduling and resource sharing [23] . It is assumed that the system is in a stable state under admission control such that the sum of requested service rates on a link is less than or equal to the available bandwidth. The scope here is limited to a quasi-stationary model in which requested rates are fixed within the control window. However, the result can serve as a basis and be extended for dynamic and adaptive models in a future work. [17] . The multiple node scenarios will be discussed afterward.
A. MRBS Traffic Regulator
Recall the definition [24, 25] (2) where n is the discrete time index starting from 0 and all the packets have afixed size.
B. Rate Matched Flow Control
As shown in [25] , resource sharing among users in a common channel can be accommodated by the scheduling with MRBS. Given a requested rate Ri, the permission of transmission or channel access for user is addressed by the '1 's of MRBS with respect to the normalized rate, pi = Ri/R, where R is the total bandwidth. Multi-rate services can be matched exactly. Since scheduling conflicts may occur among users if MRBS is applied to each individual independently without any synchronization, a generalized contention resolution is helpful for efficient transmissions. A conflict-free result is achievable by the proposed slot scheduling algorithm MRBS-SSA [25] , which is a ratematched flow control based on the service requirement and transmission urgency. The rules can be summarized as:
1. A user with buffered data has the highest priority so as to avoid excessive delay and buffer overflow. 2. For users with the same priority according to the first rule, the one with earlier arrival has a higher priority. -So l°T0c
User Buffer Figure 3 : For an MRBS multiplexer, given inputs ofMRBS, the merged output is always an MRBS as well.
3. If previous rules fail to resolve the priority, a user requesting a higher rate has a higher priority. 4 . Users with the same rate are assigned different predefined priorities to resolve an ambiguity.
By MRBS-SSA, with positive rational pi, the resultant transmission ordering of any user i is always deterministic and periodic. This offers a relatively distributed multiple access control in the sense that any user can individually generate the equivalent scheduling result as long as the information of requested rates pi is given. The result can be encapsulated as an MRBS multiplexer described below.
C. MRBS Multiplexer
An ideal multiplexer (MUX) is a network element which combines inputs into an aggregate signal to be transported over a transmission link and its output is equivalent to the sum of the inputs. To be precise, assume there are M inputs and each is denoted by Ai (n), there exists an integer N > 0 such that the output, denoted by A(n), is expressible as
where i 1,2,..., M, and n starts from 0. In convention, this multiplexer is a non-blocking switching device with a large enough buffering for each arrival process. An MRBS multiplexer is an ideal multiplexer with multiplexing rules according to the MRBS-SSA. The model is shown in Fig. 3 
Next, we can measure the delay jitter, which is defined as the difference of the maximum delay to the minimum one [26] . The bound on jitter is given below. As shown in [24] , among all arrival sequences of a given rate, the MRBS is the optimal one which yields the smallest mean delay and all the moments in a queuing or scheduling system due to the most regular inter-arrival time. Here, a simulation study is conducted to investigate the packet delay due to different arrival processes or access patterns. The duration that a packet buffered from its arrival until departure in the scheduling system denoted by Fig. 3 is measured. This corresponds to the delay of modified transmission sequence or resultant packet streaming due to the access control or traffic scheduling in reference to the original one. We look at the mean and variance. In simulation, the number of input streams varies from 2 to 10. In each case, pi is drawn from a uniform distribution (0,1) and the generated pi is then normalized to have the sum equal to 1. In this scenario, the scheduler works continuously for incoming traffics. Moreover, the transmission slot allocation has the same pattern for all arrival processes in simulation. This eliminates the impact on the comparison due to different service allocation pattern. Results for each case are obtained by 300 runs. The average is taken.
Packet delays from MRBS arrivals, Poisson arrivals, and Poisson arrivals with MRBS traffic shaping are compared. MRBS arrivals are generated by (1) . Poisson arrivals of the same set of pi are generated as well. As shown in Fig. 4 , packets from MRBS arrivals have experienced a smaller average delay as compared to those from Poisson processes. The difference is particularly large when the number of users is relatively small, since in such scenarios the overall arrivals from Poisson processes tend to be much more bursty than those from the MRBS when the aggregate sum is kept as one in simulation.
Moreover, the average delay from Poisson arrivals with MRBS traffic shaping is shown in Fig. 4 as well. It indicates the average delay of packets from Poisson arrivals when an MRBS traffic regulator is inserted between the arrival process and scheduler. As a result, inputs to the scheduler will be regulated in the middle first. The plot corresponds to the end-to-end delay. Due to the additional traffic regulation and consequent buffering, it is reasonable that packets of Poisson arrivals with MRBS-shaping will suffer a larger average delay than those from the Poisson arrivals. However, the traffic shaping can result in a smaller delay variance as compared to the original one. Fig. 5 shows the result.
It should be pointed out that the impact of delay variance on stream QoS is often more significant than that of the delay mean, especially in a high-speed network since the service is usually quite sensitive to transit time variance. Since the MRBS process keeps in the most regular interarrival time, it yields a much more smooth traffic pattern, especially when compared to those bursty ones. As shown in Fig. 5 , it has a much smaller delay variance as compared to that of the Poisson arrivals. On the other hand, by the results from Poisson arrivals with and without MRBS traffic shaping, it is shown that the one with MRBS-shaping suf- fers from a smaller delay variance as compared to that without MRBS-shaping in a trade-off of a larger delay mean.
E. MRBS Demultiplexer
An ideal demultiplexer (DEMUX) is a network element which separates multiplexed signals from a transmission link and diverts them to proper end paths. An output control is necessary for traffic routing. To be precise, let Bi (n) be the split streams of input A(n), where i = 1, 2, m, M S B(n) = A(n).
(8)
An MRBS demultiplexer is an ideal demultiplexer and provided that input A(n) -MRBS(pM), the split output streams are also MRBS traffics such that Bi(n) MRBS(pi) (9) where pi is the proportion of output i among A(n) and Z Pi = PM-A specific output control is necessary for the above demultiplexing objectives as shown in Fig. 6 .
If the task is to simply split a source of identical packets of an amount corresponding to PM into a number of separated streams in MRBS patterns corresponding to pi respectively without a requirement of any specific address or path mapping, one can find that such a packet demultiplexing is in fact similar to an MRBS traffic shaping with respect to pi. A simple first-in first-out (FIFO) typed scheduling can serve the purpose. As long as PM = ,i=1 Pi and the input and output links are on the corresponding speeds, there is no buffering requirement. It has no scheduling delay.
More specifically, we are interested in the packet demultiplexing of a merged source resulted from the MRBS multiplexer model as shown by Fig. 3 back to knowledge of MRBS-SSA, the routing address of a packet in A(n) is in fact known. As a result, the re-distribution of packets to each individual output i with respect to pi is explicit in aid of MRBS-SSA. However, such an address mapping only directs packets to the correct output ends. In general, the resultant streams are not in MRBS patterns.
To achieve output Bi (n) -MRBS(pi), a transformation or traffic shaping of the routed result is necessary. With the information ofpi and MRBS definition, a processing on separated streams by the help of MRBS traffic regulator can obtain the result. Obviously, this may lead to a scheduling delay when comparing the input A(n), which is the merged process MRBS(pM), with the desired outputs Bi(n). The delay experienced is equivalent to the packet-to-packet time difference between the desired MRBS output and the original pattern in merged source A(n).
F Delay Performance ofMRBS Demultiplexer
The delay performance is addressed in the following. 
IV. MRBS SCHEDULING IN MULTIPLE NODE SCENARIOS
Extensions from single node MRBS scheduling to multiple node scenarios need to be addressed. Network operating under fixed routing strategy is considered [4] . In the previous section, isolated network elements of MRBS access and scheduling are defined and prepared for a generalized system modeling. In the following, discussions on the concatenation of network elements are given. The analysis offers an investigation on the deterministic bounds of packet delay with respect to the bandwidth allocation in a general communication system which may have multiple inputs, multiple outputs and various traffic schedulers.
A. Concatenation of Multiplexers
The concatenation of two MRBS multiplexers is shown in Fig. 7 . Both the multiplexers MUXi and MUX2 offer the scheduling service based on the MRBS-SSA. By Theorem 1, for inputs of Ai(n) -MRBS(pi), the merged output Bj(n) from MUXI is also an MRBS traffic. That is, Bj (n) -MRBS(pj). In the serial concatenation, Bj (n) is driven as one of the inputs of MUX2. As long as the inputs to MUX2 are MRBS traffics, it is clear that the output C(n) of the concatenation of two MRBS multiplexers is still an MRBS traffic. Each multiplexing requires only local information. By induction, we have the following conclusion.
Proposition 6 A concatenation of MRBS multiplexers
forms an MRBS multiplexer with aggregate rate equal to the sum ofinput rates. In Fig. 7 , along the concatenation of multiplexers, packets from arrivals Ai(n) will be multiplexed twice. Let DMux1(pi) and DMux2(pj) be the corresponding packet delays due to the first and second multiplexers respectively. It is interesting to see what is the resultant packet delay in such a concatenation. If the two multiplexers are isolated, by (6), we have the individual packet delay bounds of 0 < DMUX1(Pi) < lp/pi] (12) and K < DMux2(PK) < I/Pi] (13) respectively. In such a composition, since packets in stream Ai(n) will first experience a delay due to MUXI and then experience a delay due to MUX2, the delay sum which is denoted by DMu1±+Mux2 can be expressed as O < DMUXl+Mux2 < [1/pil + l/Pjl- (14) Let DMUX(i) be the packet delay due to MRBS multiplexer i, where i = 1, 2, .. ., M, respectively. Denote the packet delay due to the concatenation of these MRBS multiplexers by DZM MUX(i). Since there is not early transmission, the delay in such a series of MRBS multiplexers is equal to the sum of delays in each MRBS multiplexer. Consequently, we can have the following generalization. (15) where Fl/pil is the worst-case delay bound in each individual MRBS multiplexer respectively. Now, we will demonstrate in the following network example and illustrate how the previous ideas can be employed to have performance analysis in the MRBS scheduling. Fig. 8 MRBS(pi + P6).
In the above system, a rate-matched service control is maintained. Let us have a look at the delay bounds. By (6), the packet delays of A1 and A2 due to MUXI are bounded by Fl/pu and F1/P21 respectively. The packet delay of A3 stream in the demultiplexing due to Demuxl can be measured by (10) . For packets of output A5, the delay due to Demuxl is bounded by Fl/pu. Look at MUX2, similarly, the scheduling delay on A5 due to MUX2 is bounded by Fl/pu. Therefore, the end-to-end delay of A1 in the network is bounded by 3 x Fl/pil. On the other hand, the delay experienced by A6 is bounded by F1/P61.
The discussed example gives a demonstration on the idea of performance analysis in the MRBS scheduling with multiple network elements. Delay bounds are determined.
V. APPLICATIONS AND DISCUSSIONS
In the previous sections, we have developed an analytical framework of the most regular scheduling in a systematic way. The performance and guarantees of flexible rate MRBS service are investigated. We have first studied the scheduling in terms of isolated network elements and then extended the result to an exploration of joint or composite modules. The MRBS scheduling can be applied to wireless access systems [25] and a wide variety of communication networks. Some examples are discussed below.
A. Wireless Mesh Networks
The idea of MRBS resource scheduling can be applied to a general class of multiple layered wireless networks with the nice property that the merging or splitting of most regular sequences still follows an MRBS pattern. This feature is adoptable and particularly useful in systems with a multiple layered transmission scheduling architecture [20] [21] [22] . For example, a three-tier hierarchical wireless sensor network is considered in [20] with intermediate relays as forwarding nodes to distant access points. Compared to a flat sensor network, a small number of higher-layer network elements with better computing and communication capabilities could greatly improve the overall system performance in the throughput, reliability and life time.
An application model is depicted in Fig. 9 . In the twotier wireless mesh network, users in each cluster are connected to a nearby wireless access node [22] . It is assumed that channel interference between users in different clusters is negligible. However, multiple access control in a shared channel is necessary. The intermediate nodes are connected with neighboring ones by wireless links as well. Suppose there is a network service of video conferencing between users A, B. C. D. E and F. In a particular streaming, A, B, C, D and E will send required data to F. For example, channels C1 and C2 are deployed as indicated in Fig. 9 Figure 10 : A two-layered hierarchical structure.
