Abstract. The analysis of perforated steel members is a 3D problem in nature, there still exist many difficulties for the traditional analytical expressions to be used in the perforated steel member design. The proliferation of industrial "Big-Data" has created many new opportunities for those working in science, engineering and business. Computational intelligence technology from industrial big data can provide a more effective help for decision-making of enterprises' innovative design. This paper describes work that aims to use neural network technology to establish an intelligent design model for prediction of the ultimate load of thin-walled steel perforated sections. Compared with those of the traditional analytical model, the intelligent design model for the solving the hard problem of complex steel perforated sections is very promising.
Introduction
Thin-walled steel are widely used in many fields of civil engineering, storage racks, bridges, car bodies, railway coaches, transmission towers and various types of equipment [1] . Unlike traditionally civil and commercial buildings, despite their light weight, storage racks are able to carry very high loads and can also raise considerable height; on the other hand, the columns used in storage racks are usually thin walled steel sections contain arrays of perforations along the length, enabling beams to be clipped by connectors at variable heights and the bracings to be bolted to form the frames (Fig. 1) . The ultimate strength and elastic stiffness of structural member can vary with perforation shape, size, position and orientation [2] . There are several investigations on this type of perforated members:(i) Davies and Leach [3] compared finite elements and generalized beam theory to analysis the influence of perforations on the performance of cold-formed steel sections; (ii) With the finite strip method, Casafont [4] presented a formulation for the reduced thickness to calculate the performance of perforations sections; (iii) By means of geometric and material non-linear finite element analysis Eccher presented different calculation procedures from design procedures of non-perforated members [5] and derived a matrix formulation generally agreement with the results obtained with commercial finite element [6] . These models are not only very appealing but also give thorough insight into the mechanism of rack columns properties. Unfortunately, since FSM and GBT are essentially 2D theories but the analysis of perforated members is a 3D problem, they cannot be applied to perforated members [7, 8] . Therefore, to copy with the inherent complexity of structural mechanics on thin-walled steel perforated sections, some assumptions have to be introduced into these models. This could lead to relatively low prediction accuracy of mathematical models. The finite element method can also be applied, but the computational cost is significantly higher. So these investigations have not resulted in generally accepted analytical design method and adopted by the main design specifications of rack structures [9, 10] so far. The increasing security demands from the storage racks make clear the need to explore novel ways of prediction on design load of thin-walled steel perforated sections furthermore.
The proliferation of industrial "Big-Data" has created many new opportunities for those working in science, engineering and business. The field of computational intelligence (CI) and data mining (DM) from industrial database (KDD) has emerged as a new discipline in engineering and computer science [11, 12] . The CI and DM focus on analysis and mining of the potential pattern of things and can realize forecasting of problems and future. Of course, it can also provide a more effective help for decision-making of enterprises' innovative design. The Computational intelligence approaches usually include some metaheuristic optimization algorithms such as the Genetic Algorithm and Particle Swarm optimization, artificial neural network (ANN), Support Vector Machines, Bayesian models, and so on. Among them, artificial neural network algorithms have a fundamental role in predictive modelling, as they can be utilized to create the component which learns from existing engineering data in order to be able to make predictions on new engineering data [13] . The tool should also embody and benefit from the latest research done to understand cold-formed steel behavior and failure modes. The main focus of this study is to propose an alternative novel approach in this field using ANNs to overcome many of the difficulties associated with the design load of thin-walled steel perforated sections. Results have been compared with those of the traditional finite element method. The relative experiments and research method are presented in detail.
Intelligent Design Model Architecture
During the last few years, the use of ANNs has grown in popularity because neural networks represent a novel and modern approach that can provide solutions in problems for which conventional mathematics, algorithms and methodologies are unable to find a satisfactory and acceptable solution. The artificial neural network is very suitable for those problems which are usually very complex and some of the mechanisms involved have not been fully understood by the researchers dealing with them. Considering some salient features of ANN, there was proposed ANN-based intelligent design model (IDM) on thin-walled steel perforated sections (shown as Fig. 2) . The model architecture mainly consists of three modules, i.e. user interface, reasoning machine, and data acquisition. Among them, the data acquisition can collect and transform the data from the columns experiments/ numerical simulation into engineering database; the user interface can provide friendly interactive operation with the model, including data cleaning, model training, parameter optimization, and so on. The reasoning machines are a ANN-based ultimate load simulator in nature, which are used to train the predictive models, and then make some real-world design decision in term of the different perforated sections inputs. Compared with the existing methods [3~6], there are some advantages for the IDM system: i. Rich experimental data employed to provide the practicable solutions for design decision.
ii. Capability of updating system knowledge through continually self-learning.
iii. Robust reasoning mechanism oriented to optimize section parameters according to computer simulation. iv. Effectively avoiding rule collision as well as trouble from explicit knowledge acquirement. v. Data easily maintained and reused due to database independent on reasoning machine.
Stub Column Tests and Data Collection
The stub column test can be used to synthetically evaluate the effective area accounting for perforations, cold forming processes, local and distortional buckling and their natural interactions. So, in accordance to AnnexA.2.1.2 (Alternative1) of EN15512 [10] , the stub column tests were performed in order to observe the influence of perforations and the effects of local buckling on the ultimate strength of these members. The length of specimens was taken to respect the EN15512 requirements, i.e. :( 1) it shall include at least five pitches of the perforations, at the midway between two sets of perforations. The base and cap plates shall be bolted or welded to each end of the stub upright; (2) the length of specimen shall be three times the greatest flat width of the section (ignoring intermediate stiffeners). The end-devices, at both ends, consist of pressure pads 30 mm thick with an indentation of 5mm and a ball bearing of 40mm diameter. Details of the testing set-up and supporting system are presented in Fig. 3 .
Dimensions range of specimens is relatively wide: web (45~120mm), flange (50~145 mm), and thickness (1.8~2.5mm). Two sections have intermediate and edge stiffener, five section has only intermediate stiffener and two sections have none. In order to build an ANN-based predictive model on thin-walled steel perforated sections, a total of ninety different data from stub columns compression experiments were collected from the shanghai Jingxing Logistic Equipment Engineering co., Ltd.
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Neural Network Training
The internal detailed architecture of ANN is shown in Fig. 4 . In intelligent model there were 9 input neurons such as perforated sections parameters and 1 output neuron, ultimate load, all listed in Table  1 . All the data are normalized, and it is pre-processed to be converted in the range (−1, 1) before being fed into ANN. The feed-forward neural network architecture is fully connected, that is, each neuron in the hidden layer is connected to all the neurons in the previous and next layer. Each neuron constitutes a learning unit. The neural network was trained for a different combination of hidden layer neurons and nine were found to be most suitable for this specific data set. The training function, "trainlm", had been transferred from the Matlab ANN toolbox [14] to realize the training of these models. The transformation function of hidden neuron was "tansig" and "purelin" was the output layer function, which were also obtained from the ANN toolbox of the Matlab software. The learning rate η was set from 0.01 to 0.07, which can speed up the convergence of training function on the condition of accepted training precision (Fig .5) . Figure 5 . The iterative process of predictive model.
Model Validation
Within the total of 90 data sets from stub columns tests, the first 70 data sets are used for network training, and the rest 20 data sets are sent to the intelligent model to verify the accuracy of model generalization. Network training is terminated based on the accepted prediction accuracy of these models such as for the corresponding deviation not more than 5% between the expected values and the real values. The finite element analysis software ANSYS 14 was used to simulate the rest 20 stub tests. The results are shown in Table 2 , where "Measure", "Predict" and "FEM" refer to the measured values, the predicted values and finite element numerical values, respectively. Statistical parameters such as the correlation coefficient R between the expected and real value, and mean absolute error % are used to judge the predictive power of the ANN models. It is evident that the accuracy of the predictive models is relatively high in all (R>95%), while ANN model in the mean absolute error and the ratio of the cases with more than 5% error is lower than FEM model. So the ANN models can be more suitable to assist the security estimation during the steel member design. 
Conclusion
Due to computational accuracy and complexity, the analytical expressions for the ultimate load of thin-walled steel perforated sections are not used for steel member design until now. In this paper, an attempt has been made to develop the ANN based intelligent design model to predict the ultimate load from the stub column tests database. It is shown that, if trained with the data sets from tests database, the intelligent design model can update the design knowledge through continually self-learning, which can help the engineer to make the best design decision. Although the results of our work seem to be very preliminary, it has been observed that the intelligent system for the solving the hard problem of complex steel perforated sections is promising. In fact, besides ANN, the more industrial Big-Data techniques, e.g. rough sets, tree network, and deep learning, can be used in later investigations on steel structural engineering in spite that their applications have been quite limited up to now. Part of the reason may be the absence of user-friendly or specific design software. With advancement of industrial Big-Data and computational collective intelligence, it will be convinced that much of the designer's subject intuition in structural engineering can finally be replaced by more excellent intelligent design systems.
