In 2014, Chen and Singer solved the summability problem of bivariate rational functions. Later an algorithmic proof was presented by Hou and the author. In this paper, the algorithm will be simplified and adapted to the q-case.
Introduction
Symbolic summation is a classical topic in combinatorics and mathematical physics. One of the central problems in symbolic summation is to decide whether a given sum can be expressed in a closed form, which was fully answered by Gosper's algorithm [10] for indefinite summations of hypergeometric terms. Based on Gosper's algorithm, Zeilberger [17, 18] designed a new algorithm to find recurrence relations for single sums of hypergeometric terms, which is known as Zeilberger's algorithm or the method of creative telescoping. Gosper's and Zeilberger's algorithms occupy a central position in the study of mechanical proofs of combinatorial identities. The crucial step of both algorithms is to decide whether a given term T (n) can be written as the difference of another term. If such a term exists, T (n) is said to be summable. Deciding whether a given term is summable or not is the so-called summability problem.
For univariate functions, the summability problem has been solved rather successfully. For example, Abramov [1, 2] solved the summability problem for rational functions. Gosper's algorithm [10] settles the summability problem for hypergeometric terms and was later generalized to the D-finite case by Abramov and van Hoeij [3] and to the difference-field setting by Karr [13, 14] .
Passing from the univariate case to the multivariate case, the summability problem becomes much more complicated. Significant progress has been made by Apagodu and Zeilberger [4] , Koutschan [15] , Schneider [16] and Chen et al. [9] . However, they did not provide a complete answer to the summability problem of bivariate functions. The first necessary and sufficient condition for the summability of bivariate functions was presented by Chen and Singer [8] for the rational case, and later extended to the remaining mixed cases by Chen in [5] . Based on the theoretical criterion given in [8] , Hou and the author [11] presented a new criterion and an algorithm for deciding the summability of bivariate rational functions. The bivariate summability criteria and their mixed analogues are crucial for solving the existence problems of telescopers for rational functions in three variables [6, 7] .
In this paper, the algorithm for detecting the summability of bivariate rational functions will be adapted to the q-case. To a large extent, the q-case is analogous to the ordinary case. The main idea in both situations is to decompose a given function according to different orbits by partial fraction decompositions. However, in order to obtain concise criteria on the q-summability, we have to modify the definition of orbits and thus the whole discussion process and results. We also provide a much easier proof of the main theorem which provides a criterion on the q-summability of rational fractions. Besides, we show that when a bivariate rational function f is (τ x , τ y )-summable, then there always exist g, h in reduced forms such that f = τ x g − g + τ y h − h, where τ x and τ y denote q-shift operators in x and y, respectively.
For the sake of readability, we recall some notations and definitions which will be used frequently. Throughout the paper we let K be a field of characteristic zero, K(x, y) be the field of rational functions in x, y over K and q ∈ K\{0} not a root of unity. Choosing the pure lexicographic order x ≺ y, a polynomial in K[x, y] is called monic if its leading coefficient is one. For a nonzero polynomial p ∈ K[x, y], its degree with respect to the variable v ∈ {x, y} is denoted by deg v (p). We will follow the convention that deg v (0) = −∞.
We define q-shift operators τ x and τ y on K(x, y) as It should be noticed that, the definitions of H-orbit here and the ordinary case as in [11] are different. The reason that we introduce a power of q is to simplify the q-summability problem by decomposing a given rational function according to different orbits by partial fraction decomposition. Due to this difference, the process for checking the q-summability of a rational function is different from that of the summability problem.
In this section, we will present an algorithm to determine whether two polynomials are q-shift equivalent, which is also called the q-shift equivalence testing problem. In fact, this problem can be solved more generally.
Let K[x 1 , . . . , x n ] be the ring of polynomials in x 1 , . . . , x n over K and q-shift operators τ x i , i = 1, 2, . . . , n be defined similarly as (1.1).
. , x n ], the q-dispersion set of f and g is defined as
From the above definition, we know qDisp(f, g) = ∅ if and only if f and g are not q-shift equivalent. Next we will show that q-dispersion set of any two polynomials is computable, which solves the q-shift equivalence testing problem. Theorem 2.2. Given any two polynomials f, g ∈ K[x 1 , ..., x n ], we can determine qDisp(f,g).
Proof. Let T (f ), T (g) be the set of all nonzero monic monomials appearing in f and g, respectively. Since q-shift operators do not change the term structure, it is easy to see
For any x m ∈ T , comparing the coefficients both sides leads to
which is impossible when b m /a m is not a power of q as q is not a root of unity. Thus we can assume b m /a m = q m for some m ∈ Z, then Equation (2.1) leads to ℓ + m 1 ℓ 1 + · · · + m n ℓ n + m = 0, It is easy to see T (f ) = T (g) = {x, y, 1}. Suppose f = q ℓ τ ℓ 1 x τ ℓ2 y g. Then comparing the coefficients on both sides lead to ℓ + ℓ 1 = 0, ℓ + ℓ 2 = 0 and ℓ + 1 = 0. Solving this linear system over Z, we get ℓ = −1 and ℓ 1 = ℓ 2 = 1. Hence qDisp(f, g) = {(−1, 1, 1)} and f = q −1 τ x τ y (g).
The following example shows qDisp(f, g) can also be infinite. 
Criteria on q-summability
This section is devoted to determining whether a given bivariate rational function is qsummable. Since we can reduce the q-summablity problem of bivariate rational functions to that of univariate ones, we first demonstrate how to determine whether a given rational function f is τ y -summable using the q-polynomial residue.
Univariate case
By Theorem 2.2 and partial fraction decomposition w.r.t y, any f ∈ K(x, y) can be uniquely decomposed into
,
, and d i = y are monic irreducible polynomials in distinct τ y -orbits.
For any n ∈ Z \ {0}, as q n = 1, we get
with deg y (p 2 ) < s, we know both yp 1 and p 2 y s are τ y -summable in K(x, y). Then the fact that τ y preserves the q-shift equivalence shows f is τ y -summable if and only if both µ and m i=1 n i j=1
are τ y -summable. Apparently µ is τ y -summable only when µ = 0. Thus we only need to consider the q-summabiliy of
ℓ=0 τ −ℓ y a i,j,ℓ is called the q-polynomial residueof f at the τ y -orbit of d i of multiplicity j, denoted by qres y (f, d i , j).
Note that each summand in Equation (3.3) is of the form a/τ ℓ y d j , which can be transformed by the following Remark.
This transformation will be used frequently in this paper.
The following lemma shows if a rational function in K(x, y) is τ y -summable, then we can always rewrite it as the q-difference of a rational function in some specific form.
Proof. Since f is τ y -summable, there exists h ∈ K(x, y) such that f = τ y h − h. Decomposing h according to partial fraction decomposition w.r.t y. Then collecting all fractions whose denominator is of the form d j with d ∼ τy d i into g. Thus we can rewrite h as h = g + h 1 , where g, h 1 ∈ K(x, y) and g is of the form
.
Considering the denominator of the both sides of the above equation, the choice of g together with the fact that τ x preserves the q-shift equivalence and multiplicities lead to
Next we will prove that all q-shifts in the denominator of g are in fact nonnegative. Fix
y d j i appears in the denominator of g but not τ y g or f , which is impossible since f = τ y g −g. The arbitrariness of i, j shows g is of the form (3.5).
We now ready to present a criterion on the q-summability of univariate rational functions via q-polynomial residues. Proof. For the necessity, if f is τ y -summable. Then there exists g ∈ K(x, y) such that
Considering the q-polynomial residues of both sides of the above equation, we get
where g i,j,ℓ is given according to Remark 3.2 and g = m i=1 n i j=1 k i,j ℓ=0 g i,j,ℓ . This completes the proof.
It should be noticed that, Identity (3.6) also shows any rational function
Univariate qSummability. Given a rational function f ∈ K(x, y), decide whether f is τ y -summable. If so, compute a g ∈ K(x, y) such that f = τ y (g) − g.
1. Rewrite f into the form (3.1) , that is
2. If µ = 0 or k i,j ℓ=0 τ −ℓ y a i,j,ℓ = 0 for some 1 ≤ i ≤ m, 1 ≤ j ≤ n i , then return "Not τ y -summable".
3. By Identity (3.2), obtain a g such that yp 1 (y) + p 2 (y) y s = τ y (g) − g.
ℓ=0 g i,j,ℓ , and then return g.
Bivariate case
The goal of this subsection is to decide whether a given rational function f ∈ K(x, y) is (τ x , τ y )-summable.
Viewing f ∈ K(x, y) as a rational function of y over K(x), we have the partial fraction decomposition
Since p 1 , p 2 ∈ K(x)[y] with deg y (p 2 ) < s, we know both yp 1 and p 2 /y s are τ y -summable. Notice that for any a/τ m x τ n y d j with m, n ∈ Z, j ∈ N, a ∈ K(x)[y] and d ∈ K(x, y), applying the transformation (3.4) with respect to x and subsequently with respect to y yields
for some g, h ∈ K(x, y). Repeating the above transformation, we will get the following decomposition. 
Lemma 3.5 shows the (τ x , τ y )-summability problem of f is equivalent to that of r, and thus is equivalent to determine the q-summability of each summand of r, as will be proved by the following lemma. 
Proof. The sufficiency follows from the linearity of τ x and τ y . It suffices to prove the necessity. Suppose r is (τ x , τ y )-summable. Then it is easy to see both µ and m i=1 n i j=1
such that B i (resp. D i ) contains exactly all irreducible factors in the denominator of g (resp. h) which are τ x , τ y -equivalent to d i , while the denominators of g 1 (resp. h 1 ) contains no such factors. As τ x , τ y preserve the τ x , τ y -equivalence, we have
and thus r i is (τ x , τ y )-summable for any 1 ≤ i ≤ m.
By the observation that τ x and τ y preserve the multiplicities of irreducible polynomials, we know r i is (τ x , τ y )-summable if and only if a i,j /d j i is (τ x , τ y )-summable for each j, which concludes the proof. Remark 3.7. From the above proof, one can see if r is (τ x , τ y )-summable, we can always find g, h so that r = τ x g−g+τ y h−h and denominators of g, h contain only irreducible polynomials which are τ x , τ y -equivalent to the d i . Such g, h will be refered to as g, h in reduced form.
Since the q-summability problem of µ ∈ K(x) has been solved in the previous subsection, by Lemma (3.6), we only need to determine the q-summability of fraction a/d j .
(2) for the smallest positive integer t satisfying (3.9), we have Proof. For the sufficiency, since conditions (3.9) and (3.10) hold, let g =
where h is given according to Remark 3.2.
For the necessity, suppose a/d j is (τ x , τ y )-summable. Remark 3.7 shows we can always find g, h in reduced forms such that
(3.12)
Thus we can assume g =
. By transformation (3.4), we can rewrite g as
Note that at least one of c i is nonzero, otherwise (3.12) and Theorem 3.4 lead to a = qres y (a/d j , d, j) = qres y (τ x g − g, d, j) = 0, which contradicts the fact that a is nonzero.
We claim that there exists nonzero integer t such that τ t x d is τ y -equivalent to d. We prove this claim by contradiction. Suppose τ t x d is not τ y -equivalent to d for any nonzero integer t. If c i = 0 for some i ≥ 0, let I = max{i|c i = 0}. Then by assumption, τ I+1+i
if and only if i = 0. Computing the q-polynomial residues of both sides of (3.12) at the τ y -orbit of τ I+1 x d of multiplicity j, we obtain
which is impossible as c I = 0. If c i = 0 for some i < 0, let i 0 = min{c i = 0}. Similarly, by computing the q-polynomial residue of both sides of (3.12) at the τ y -orbit of τ i 0 x d of multiplicity j, we obtain
which is also a contradiction. This completes the proof of the claim.
Suppose t is the smallest positive integer satisfying τ t x d = q v τ ℓ y d. By (3.13) and Remark 3.2, we can rewrite g as
14)
where g 2 ∈ K(x, y) and p i ∈ K(x)[y].
Substituting (3.14) into (3.12) and compute the q-polynomial residue of both sides of (3.12) at the τ y -orbit of τ i x d for i = 0, . . . , t − 1, we derive
Letting p = p 0 = · · · = p t−1 leads to a = q −vj τ t x τ −ℓ y p − p, which completes the proof. It is easy to check that the above proof can be adapted to prove Theorem 3.3 in [11] , where a much more complicated proof was presented.
Solving the q-difference equation
After all the discussions, we know the q-summability problem of a given rational function can be reduced to that of simple fractions a(x,y)
b
To determine whether a(x,y) b(x)d j (x,y) is (τ x , τ y )-summable, according to Theorem 3.8, firstly we need to settle the q-shift equivalence testing problem, which has been solved in section 2. If condition (3.9) is not satisfied, then a(x,y) b(x)d j (x,y) is not (τ x , τ y )-summable. Next we always assume condition (3.9) holds, and m is the smallest positive integer such that τ m x (d) = q v τ n y (d) for some n, v ∈ Z. Then condition (3.10) shows we need to solve the following q-difference Equation (3.11) leads to a bd j = τ x g − g + τ y h − h. In this section, we present an algorithm on solving equation (4.1). Noting that deg y (p) < λ, we may assume
Comparing the coefficients of like powers of y on both sides of (4.1), we obtain a system of q-difference equations on p i (x). Next, we will provide an algorithm for finding a universal denominator for the system. 3)
The following theorem shows that a universal denominator of p can be deduced from an m-fold q-Gosper representation of b(x)/b(xq m ). Proof. Rewrite (4.1) as
is a monic polynomial and gcd(u(x), g(x, y)) = 1. Substituting (4.5) into Equation (4.4) and noticing that Notice that deg y (p) = deg y (p) < λ andp is a Laurent polynomial in x. In order to solve (4.10) forp(x, y), it suffices to find bounds on the highest and lowest degrees ofp w.r.t. x. Then we can make an ansatz with respect to the coefficients of x, y and obtain a system of linear equations, which can be solved by the classical Gaussian elimination and many other algorithms.
According to the m-fold q-Gosper representation (4.6), we can write
where ℓ, ℓ ′ , ℓ i , ℓ ′ i ∈ Z are the highest and lowest degrees of those polynomials. Note that b ℓ 1 = a ℓ 1 q m(ℓ 0 +ℓ 2 ) and b ℓ ′ 1 = a ℓ ′ 1 q m(ℓ ′ 0 +ℓ ′ 2 ) by comparing coefficients of Equation (4.6). 
Proof. Taking (4.10) as an equation in x over K[y], firstly we try to find an upper bound on deg x (p). Suppose the leading coefficient of the right hand of (4.10) is not canceled, then we arrive at ℓ = ℓ 2 + ℓ 3 − ℓ 1 . (4.11)
Otherwise we have q −vj a ℓ 1 p ℓ (yq −n )q mℓ − b ℓ 1 q −mℓ 1 p ℓ (y) = 0. Since b ℓ 1 = a ℓ 1 q m(ℓ 0 +ℓ 2 ) , we obtain p ℓ (yq −n ) = q m(ℓ 0 −ℓ 1 +ℓ 2 −ℓ)+vj p ℓ (y). If n = 0, we derive that
Otherwise (4.12) implies that p ℓ (y) = ǫy k , for some ǫ ∈ K and 0 ≤ k ≤ λ − 1. Substituting p ℓ (y) = ǫy k into (4.12), we get
Since n ∈ Z \ {0} and 0 ≤ k ≤ λ − 1, Equation (4.14) together with (4.11) and (4.13) lead to
Considering the coefficient of the lowest degree of the right hand of (4.10), similar discussions conclude the proof. With everything in place, we are now ready to give an algorithm for deciding the qsummability.
Bivariate qSummability. Given a rational function f ∈ K(x, y), decide whether f is q-summable. If so, compute g, h ∈ K(x, y) such that If µ is not τ x -summable, then return"Not (τ x , τ y )-summable."
Otherwise, update g to be g+Univariate qSummability(µ).
3. For i = 1, . . . , m do If there do not exist integers k i , ℓ i , v i with t i = 0 such that τ t i x d i = q v i τ ℓ i y d i , then return "Not (τ x , τ y )-summable."
Otherwise let m i be the smallest positive integer such that τ m i x d i = q v i τ n i y d i and λ i = deg y (d i ).
For j = 1, . . . , n i do Applying algorithm Solving q-Difference Equation to (a i,j , m i , n i , v i , j, λ i ).
If no solution found, then return "Not (τ x , τ y )-summable."
Otherwise, let p=Solving q-Difference Equation(a i,j , m i , n i , v i , j, λ i ). Next we will illustrate how to use our criteria to determine the q-summability. where n > 1 is an integer. Note that x n q n + y n q −n = τ x τ −1 y (x n + y n ). Applying Remark 3.2 repeatedly, we obtain f = τ x (g 0 ) − g 0 + τ y (h 0 ) − h 0 + x + y x(x n + y n ) + 1 (x + y)(x + 1) ,
where g 0 = −h 0 and h 0 = −yq −1
x(x n +y n q −n ) .
Thus the q-summability of f is equivalent to that of r = x+y x(x n +y n ) + 1 (x+y)(x+1) . As x n + y n and x + y are not q-shift equivalent, Lemma 3.6 shows r is q-summable if and only if x+y
x(x n +y n ) and 1 (x+y)(x+1) are both q-summable. For x+y x(x n +y n ) , it is easy to check that τ x (x n + y n ) = q n τ −1 y (x n +y n ) and p n = q n 1−q n ·( y x +1) is a solution of x+y x = q −n τ x τ y p−p. Then identitity (4.2) leads to
x + y x(x n + y n )
= τ x p n x n + y n − p n x n + y n + τ y τ x p n x n q n + y n − τ x p n x n q n + y n .
Since τ x (x+y) = qτ −1 y (x+y), we know from Theorem 3.8 that has a solution in K(x). However Theorem 4.1 together with the fact that (x + 1)/(xq + 1) admits an m-fold Gosper representation (x + 1, xq + 1, 1) imply that p(x) satisfying Equation (4.15) must be a Laurent polynomial in x, which is impossible since x+ 1 and x are not q-shift equivalent. Thus r hence f is not (τ x , τ y )-summable.
