We introduce the method of compressive dynamic mode decomposition (cDMD) for robustly performing real-time foreground/background separation in high-definition video. The DMD method provides a regression technique for least-square fitting of video snapshots to a linear dynamical system. The method integrates two of the leading data analysis methods in use today: Fourier transforms and Principal Components. DMD modes with temporal Fourier frequencies near the origin (zero-modes) are interpreted as background (low-rank) portions of the given video frames, and the terms with Fourier frequencies bounded away from the origin are their foreground (sparse) counterparts. When combined with compression techniques, the resulting cDMD can process full HD video feeds in real-time on CPU computing platforms while still maintaining competitive video decomposition quality, quantified by F-measure, Recall and Precision. On a GPU architecture, the method is significantly faster than real-time, allowing for further video processing to improve the separation quality and/or enacting further computer vision processes such as object recognition.
Introduction
One of the most fundamental computer vision objectives is to detect moving objects in a given video stream. This is especially critical for surveillance and/or target tracking applications where accurate and real-time analysis must be accomplished. At the most basic level, dynamic pixels/objects in successive video frames are considered foreground objects whereas static pixels/objects are considered part of the background. Thus the foreground can be found in a video by removing the background, a challenging task that has been of long-standing interest in the computer vision community. This task is also known as foreground-background separation and/or background modeling. One of the great challenges in this field is to perform the separation task with HD quality video streams in real-time, something that is at the edge of performance limits for state-of-the-art algorithms. We integrate two recent innovations, the dynamic mode decomposition (DMD) [1] and compressive DMD (cDMD) [2] in order to achieve the goal of video analysis in real-time for HD quality streams. The methods take advantage of dynamical systems theory and recent developments in compressive sensing and sparsity. The results are compared against several leading methods, showing remarkable performance gains in computation time.
Algorithms for performing foreground/background separation face a number of performance challenges. Competitive methods often need to be flexible enough to accommodate changes in a scene due to, for instance, illumination changes that can occur throughout the day, or location changes where the application is being implemented. Indeed, the list of deleterious effects incurred in video processing are significant and include camera jitter, camera automatic adjustments, illumination changes, dynamic backgrounds, shadows, multiple moving foreground objects, etc. To be more precise, it is extremely rare that the camera is fixed, the background is static, only a single foreground object is present, and the illumination is constant and adequate. As such, there is no single method currently available that is capable of handling all the challenges in real videos without suffering performance failures.
Given the importance of this task for video analysis, a variety of mathematical methods and algorithms have been developed over the past decade and a half in order to perform background/foreground separation. Some of the earliest techniques developed statistical, machine learning methods for the separation process [3, 4, 5, 6] , including a method based upon principal component analysis (PCA) [7] . More recent innovations have centered around low-rank and sparse matrix decompositions, or robust principal component analysis (RPCA) [8, 9, 10, 11, 12, 13] , a theoretical viewpoint we will build upon with the DMD methodology. Indeed, the DMD algorithm can be shown to provide an effective way to perform an RPCA [14, 15] . So although the literature on background subtraction is immense, our focus is on these later RPCAlike techniques. However, we point the reader to several recent reviews [16, 17, 18, 19, 20] and a textbook [21] which highlight many of the methods developed and their performance metrics. Further, we direct the interested reader to the Background Subtraction website [22] which provides a comprehensive list of methods and algorithms and their relative performance on canonical data sets.
Related work
One common viewpoint of this computational task that relates closely with our method, is as a matrix separation problem into low-rank (background) and sparse (foreground) components [17, 21] . This viewpoint has been advocated, for instance, by Candès et al. in the framework of robust principal component analysis (RPCA) [11] , and it has been extended to recent subspace tracking algorithms for foreground/background separation algorithms [20, 23, 24] . Thus, given a collection of data from a video stream, the RPCA method will seek out the sparse structures (foreground objects) within the data, while simultaneously fitting the remaining entries to a low-rank basis (static background). As long as the given data is truly of this nature, in that it lies on a low-dimensional subspace and has sparse components, then the RPCA algorithm has been proven by Candès et al. [11] to perfectly separate the given data X according to the mathematical framework that enables PCP is given by [11] min
where · * and · 1 are the nuclear and ℓ 1 norms respectively, and λ > 0 is an arbitrary balance parameter that is typically chosen to be λ = 1/ max(n, m); here X is an n × m matrix. This RPCA technique, which has its computational costs dominated by the convex optimization procedure, was shown to be highly-competitive in comparison to the state-ofthe-art computer vision procedure developed by De La Torre and Black [12] which is based upon principal component analysis [7] .
The PCP concept (2) is mathematically sound and has been successful for video processing. Its biggest challenge is computational speed and efficiency, especially given the iterative nature of the optimization required. Indeed, modern efforts around PCP have focused primarily on algorithms that overcome the computational complexity of the original algorithm. For a thorough discussion of such methods, see the recent review of Bouwmans and Zahzah [20] . This review article highlights the state-of-the-art in performing RPCA separation using the PCP framework. It also gives a comprehensive review of performance on video processing tasks, from accuracy to speed. Additionally, it compares the PCP-based methods against one of the leading mixture of Gaussians background models [3, 19] .
Contribution
In this manuscript, we advocate a similar matrix decomposition approach, but by using the method of dynamic mode decomposition (DMD) [25, 26, 27, 28] instead of RPCA [11] . This method, which essentially implements a Fourier decomposition of the video frames in time, distinguishes the stationary background from the dynamic foreground by differentiating between the near-zero modes and the remaining modes bounded away from the origin, respectively. Originally introduced in the fluid mechanics community, DMD has emerged as a powerful tool for analyzing the dynamics of nonlinear systems [25, 26, 27, 28] . In the context of fluids, DMD has gained popularity since it provides, in an equation-free manner, information about the dynamics of flow even if the underlying dynamics are nonlinear. It is equation-free in the sense that a typical application requires collection of a time series of experimental (or simulated) velocity field data, from which DMD modes and eigenvalues are computed. The modes are spatial fields that often identify coherent structures in the flow. The corresponding eigenvalues define growth/decay rates and oscillation frequencies for each mode. More precisely, the DMD provides a regression to the least-square fit linear dynamical system modeling the data snapshots collected [28] . Taken together, the DMD modes and eigenvalues describe the dynamics observed in the time series in terms of growth, decay, and oscillatory components; i.e. it decomposes data into Fourier modes in time [29] .
In the application of video surveillance, the video frames can be thought of as snapshots of some underlying complex/nonlinear dynamics. The DMD yields oscillatory time components of the video frames that have contextual implications. Namely, those modes that have eigenvalues near the origin represent dynamics that are unchanging, or changing slowly, and can be interpreted as stationary background pixels, or low-rank components of the data matrix. In contrast, those modes bounded away from the origin are changing on O(1) timescales or faster, and represent the foreground motion in the video, or the sparse components of the data matrix. Thus, by simply applying the dynamical systems interpretation of DMD to video frames, an approximate RPCA technique can be enacted at a fixed cost of a singularvalue decomposition and a linear equation solve. Unlike the convex optimization procedure of Candès et al. [11] , which can be guaranteed to exactly produce a low-rank and sparse separation under certain assumptions, no such guarantees are currently given for the DMD procedure. Regardless, in comparison with the RPCA [11] and computer vision [12] [31, 32] , when both modern computers and a deep theoretical understanding of dynamical systems theory was available. In short, Koopman theory is a dynamical systems tool that provides complete information about a nonlinear dynamical system via an associated infinite-dimensional linear operator. Specifically, it provides a theoretical characterization that is readily interpretable in terms of standard methods of dynamical systems.
DMD is a special case of Koopman theory where the so-called Koopman observables are just the state space itself [33] . Specifically, Schmid [25] proposed the DMD architecture for modeling complex flows. The connection with Koopman theory was only made theoretically rigorous by the subsequent work of Rowley et al. [26] . The connection between the works of Mezić, Schmid and Rowley and their co-workers between 2004-2010 laid the foundations for DMD as a transformative mathematical architecture. Indeed, in the last few years alone, DMD has seen tremendous development in both theory and application. In theory, DMD has seen innovations around sparsity [34] and compressive architectures [35, 2, 36] , multi-resolution analysis [37] , control theory [38] , robust principal components analysis (RPCA) [14, 15] , and de-noising algorithms [39, 40] . In addition to continued progress in fluid dynamics, DMD has been applied to new domains, including neuroscience [41] , epidemiology [42] , robotics [43] , and the current application of video processing and computer vision [1, 44, 14, 15] .
In what follows, we use the most recent formal definition of the DMD method [27] :
Definition: Dynamic Mode Decomposition (Tu et al. 2014 [27] ): Suppose we have two sets of data
where each column x k of X is an initial condition and each column x ′ k of X ′ is the corresponding output after some prescribed evolution time ∆t with there being m initial conditions considered. The DMD modes are eigenvectors of
where † denotes the Moore-Penrose pseudoinverse.
The definition of DMD thus yields the matrix A, which is a finite dimensional approximation of the Koopman operator for a linear observable.
At its core, the DMD is a regression algorithm. Specifically, it produces a regression to the best-fit linear dynamical system for the data X. The DMD procedure thus constructs the proxy, approximate linear evolution
The eigenvalues λ j and eigenvectors φ j of A characterize the system dynamics. This induces an associated continuous-time dynamical system given by
with A = exp(Ã∆t). For an initial conditionx(0) =x 0 , the solution of Eq. (6) is given bỹ
where ω j = log(λ j )/∆t are the continuous-time eigenvalues. The ultimate goal in the DMD algorithm is to optimally construct the matrix A so that the true and approximate solutions remain optimally close in a least-square sense:
Of course, the optimality of the approximation holds only over the sampling window where A is constructed, but the approximate solution can be used to not only make future state predictions, but also to decompose the dynamics into various time-scales since the ω j are prescribed. Moreover, the DMD typically makes use of low-rank structure so that the total number of modes, k ≪ n, allows for dimensionality reduction of the complex system or video stream.
In practice, when the state dimension n is large, the matrix A may be intractable to analyze directly. Instead, DMD circumvents the eigendecomposition of A by considering a rankreduced representation in terms of a PCA-projected matrixÃ. The DMD algorithm proceeds as follows [27] :
where * denotes the conjugate transpose, U ∈ C n×k , Σ ∈ C k×k and V ∈ C m−1×k . Here k is the rank of the reduced SVD approximation to X. The left singular vectors U are essentially PCA modes.
The SVD reduction in (9) could also be exploited at this stage in the algorithm to perform a low-rank truncation of the data. Specifically, if low-dimensional structure is present in the data, the singular values of Σ will decrease sharply to zero with perhaps only a limited number of dominant modes. A principled way to truncate noisy data would be to use the recent hard-thresholding algorithm of Gavish and Donoho [46] .
2. Next, computeÃ, the k × k projection of the full matrix A onto POD modes:
3. Compute the eigendecomposition ofÃ:
where columns of W are eigenvectors and Λ is a diagonal matrix containing the corresponding eigenvalues λ j . Recall that the continuous-time eigenvalues are given by ω j = log(λ j )/∆t.
4. Finally, we may reconstruct eigendecomposition of A from W and Λ. In particular, the eigenvalues of A are given by Λ and the eigenvectors of A (DMD modes) are given by columns of Φ:
Note that Eq. (12) from [27] differs from the formula Φ = UW from [25] , although these will tend to converge if X and X ′ have the same column spaces.
Application to Video
The DMD algorithm applies to generic, time-dependent data. Our interest in this work is to connect it to computer vision and video processing applications [1, 44, 14, 15] . For video, the data collection process involves two parameters: n = number of pixels saved per time snapshot, m + 1 = number of video frames (snapshots) taken.
The video snapshots are arranged into two n × m matrices X and X ′ defined in the DMD algorithm.
A video sequence offers an appropriate application for DMD because the frames of the video are, by nature, equally spaced in time, and the pixel data, collected in every snapshot, can readily be vectorized. Given m + 1 frames of the video stream, the n × 1 vectors x 1 , x 2 , . . . , x m+1 can be extracted, which contain the pixel data of each frame; there being n pixels in total per frame. The DMD method can attempt to reconstruct any given frame, or even possibly future frames, by calculating x DMD (t) at the corresponding time t via the DMD algorithm. The validity of the reconstruction depends on how well the specific video sequence meets the assumptions and criteria of the DMD method.
In order to reconstruct the entire video, consider the 1×m+1 time vector t = [t 1 t 2 . . . t m+1 ], which contains the times at which the frames were collected. If t j = j − 1 ∀j, then time becomes equivalent to the frame count, where the first frame is labelled as 0 and the last frame is labelled as m. The video sequence X and X ′ are reconstructed with the DMD approximation (7) . Notice that the DMD mode φ k is a n × 1 vector which is used to construct an n × m video at each point of the time vector t using (7). By the construction of the DMD methodology: x 1 = Φb, which means that Φb renders the first frame of the video with a dimensionality reduction chosen through the parameter k.
It becomes apparent that any portion of the first video frame that does not change in time, or changes very slowly in time, must have an associated eigenvalue (ω j ) that is located near the origin in complex space: ω j ≈ 0. This fact becomes the key principle that makes possible the ability of the DMD method to separate background (approximate low-rank) information from foreground (approximate sparse) information.
Assume that the background mode ω p ≈ 0. The DMD expansion then yields
Foreground Video (13) Assuming that X ∈ R n×m , then a proper DMD reconstruction should also produce X DMD ∈ R n×m . However, each term of the DMD reconstruction is complex: b j φ j exp (ω j t) ∈ C n×m ∀j, though they sum to a real-valued matrix. This poses a problem when separating the DMD terms into approximate low-rank and sparse reconstructions because real-valued outputs are desired and knowing how to handle the complex elements can make a significant difference in the accuracy of the results.
We can interpret these DMD results as follows: stationary background objects translate into highly correlated pixel regions from one frame to the next, which suggests a low-rank structure within the video data. Thus the DMD algorithm can be thought of as an RPCA method [14, 15] . Specifically, DMD provides a matrix decomposition of the form X = L + S, where the low-rank matrix L will render the video of just the background (L is the first term in (13) , and the sparse matrix S will render the complementary video of the moving foreground objects (S is the second term in (13) . Because the foreground objects exhibit a spatial coherency throughout the video, the RPCA method is no longer guaranteed a high probability of success; however, in practice, RPCA achieves an acceptable separation almost every time. The advantage of the DMD method and its sparse/low-rank separation is the computational efficiency of achieving (13) , especially when compared to the optimization methods of RPCA.
Compressed Sensing
The DMD architecture has already been demonstrated to be effective and fast in separating foreground and background objects in video [1, 44, 14, 15] . DMD has also been shown to be effective when using a compression architecture [2] . Our goal is to combine these two methods to provide a transformationally fast algorithm for video processing and computer vision applications. Indeed, compression algorithms are at the core of modern video, image and audio processing software such as MPEG, JPEG and MP3.
In our mathematical infrastructure of cDMD, we consider the theory of compressed sensing as developed from 2006 onwards [47, 48, 49, 50, 51, 52] . It demonstrates that instead of measuring the high-dimensional signal, or pixel space representation of a single frame x, we can measure instead a low-dimensional subsample y and approximate/reconstruct the full state space x with this significantly smaller measurement. Specifically, compressive sensing assumes the data being measured is compressible in some basis, which is certainly the case for video. Thus the video can be represented in a small number of elements of that basis, i.e. we only need to solve for the few non-zero coefficients in the transform basis. For instance, consider the measurements y ∈ R p , with k < p ≪ n:
as shown in Fig. 1 . The measurement matrix C is often denoted by Φ in the compressed sensing literature. However, Φ is already used to represent DMD modes.
If x is sparse in Ψ, then we may solve the underdetermined system of equations
for s and then reconstruct x. Since there are infinitely many solutions to this system of equations, we seek the sparsest solutionŝ. However, it is well known from the compressive sensing literature that solving for the sparsest solution formally involves an ℓ 0 optimization that is NP-hard and computationally intractable. The success of compressive sensing is that it ultimately engineered a solution around this issue by showing that one can instead, under certain conditions on the measurement matrix C, trade the infeasible ℓ 0 optimization for a convex ℓ 1 -minimization [50, 47] :
Thus the ℓ 1 -norm acts as a proxy for sparsity promoting solutions ofŝ.
To guarantee that the compressive sensing architecture will almost certainly work in a probabilistic sense, the measurement matrix C and sparse basis Ψ must be incoherent, meaning that the rows of C are uncorrelated with the columns of Ψ. Incoherence is quantified by the function µ(C, Ψ):
where c j is the j-th row of C and ψ i is the i-th column of Ψ.
For incoherent measurements, the matrix CΨ satisfies a restricted isometry property (RIP), so it acts like an isometry map on sparse vectors s,
where δ k is the restricted isometry constant [53] . This constant δ k is the smallest number that satisfies Eq. (16) for all k-sparse vectors s. For small δ k , the map CΨ acts as a near isometry on k-sparse vectors s, so that distances and angles are preserved between sparse vectors. It is difficult to compute δ k directly, and we generally prefer a statistical description of the bounds on δ k since C will be randomly generated. Typically, increasing the number of measurements will decrease the restricted isometry constant δ k , thus making CΨ closer to an isometry on sparse vectors. On the order of k log(n/k) measurements must be acquired for a δ k that enables exact reconstruction of the k nonzero elements of the n-length vector s for noiseless data [54, 48, 51 ]. An in-depth discussion of incoherence and the RIP can be found in [51, 53] . The restricted isometry property of CΨ will facilitate compressed dynamic mode decomposition for data with low-rank structure.
Given that we are considering video images, it is easy to suggest the use of generic basis functions such as Fourier or wavelets in order to represent the sparse signal s. Indeed, wavelets are already the standard for image compression architectures such as JPEG-2000. As for the Fourier transform basis, it is particularly attractive for many engineering purposes since single-pixel measurements are clearly incoherent given that it excites broadband frequency content. If an image is k-sparse in the Fourier domain, we may then reconstruct the full image from O(k log(n/k)) single-pixel measurements at random spatial locations. In addition to Fourier and wavelet basis functions, compressive sensing has shown that Bernouli and Gaussian random measurement matrices C satisfy the RIP property with high probability for a generic basis Ψ [49] . There is also work describing incoherence with sparse matrices and generalizations to the RIP [55] . More optimally, one can pair the compressive sensing scheme with a data-driven POD/PCA basis, in which the data is optimally (in an ℓ 2 -sense) sparse [28, 56, 57, 58, 59] . The use of a POD/PCA basis results in a more computationally efficient signal reconstruction from even fewer measurements.
More generally, there have been a significant number of innovations around sparsity and sparse representation using ℓ 1 minimization and/or greedy algorithms [60, 61, 62, 63] that iteratively determine sparse solutions to the underdetermined system in Eq. (14) . The compression ideology is also critical for producing efficient algorithms associated with compressed SVD and PCA computations based on the Johnson-Lindenstrauss (JL) lemma [64, 65, 66, 63] . The JL lemma is closely related to the RIP, and it states when it is possible to embed a set of high-dimensional vectors in a low-dimensional space while preserving the spectral properties.
Compressed DMD (cDMD)
Compressed DMD provides a computationally efficient framework to compute the dynamic mode decomposition on massively under-sampled or compressed data [2] . The method was originally devised to reconstruct high-dimensional, full-resolution DMD modes from sparse, spatially under-resolved measurements by leveraging compressed sensing. However, it was quickly realized that if full-state measurements are available, many of the computationally expensive steps in DMD may be computed on a compressed representation of the data, providing dramatic computational savings. The first approach, where DMD is computed on sparse measurements without access to full data, is referred to as compressed sensing DMD (csDMD). The second approach, where DMD is accelerated using a combination of calculations on compressed data and full data, is referred to as compressed DMD (cDMD); this is depicted schematically in Fig. 2 . For the applications explored in this work, we use the compressed DMD, since full image data is available and reducing algorithm run-time is critical for real-time performance.
Algorithm
For both compressed DMD (cDMD) and compressed sensing DMD (csDMD), we consider compressed measurements y that are related to the full image x by:
Again, the matrix C ∈ R p×n compresses or sub-samples the data in x. These compressed measurements are stacked as the columns of data matrices as in Eq. (3):
There is a fundamental assumption that each of the columns of X and X ′ are sparse in some transform basis Ψ, so that X = ΨS and X ′ = ΨS ′ . Thus, for sufficiently many incoherent measurements, the compressed matrices Y and Y ′ have similar correlation structures to their high-dimensional counterparts, as in the compressed sensing discussion above. This is discussed in more detail in [2] .
The compressed DMD algorithm proceeds similarly to full-state DMD at nearly every step until the computation of the DMD modes. Compressed DMD approximates the eigenvalues and eigenvectors of the linear map A Y defined as:
where the pseudo-inverse Y † is computed using the SVD:
Note that the subscript Y is included to explicitly denote computations and data obtained from the compressed data Y. As in the standard DMD algorithm, we typically do not compute the large matrix A Y , but instead compute the low-dimensional model projected onto POD/PCA modes:
The eigendecomposition ofÃ Y yields
and the compressed DMD modes are given by
To obtain full-state DMD modes, we may either apply compressed sensing to each mode in Φ Y , which would be compressed sensing DMD, or we may apply the linear transformations obtained using Y and Y ′ to the full-state data X ′ :
Note that the compressed DMD modes in Eq. (24) make use of the full data X ′ as well as the linear transformations obtained using the compressed data Y and Y ′ . The expensive SVD on X is bypassed, and it is instead performed on Y. Depending on the compression ratio, this may provide significant computational savings.
The compressed DMD computation is described in Algorithm 1, and more theoretical and numerical details about the compressed DMD architecture are provided in 3. However, it is important to note that many fewer measurements may be used in compressed DMD than in compressed sensing DMD. In a variety of examples, as few as O(10) − O(100) measurements were sufficient to yield excellent compressed DMD eigenvalues and modes. There are a few conditions on the data and compression that must be met for compressed DMD to work, but in practice these are less stringent than the requirements for compressed sensing. In addition, examples indicate that fewer compressed measurements are required to resolve low-frequency DMD modes, such as the zero-frequency background mode.
Algorithm 1 Compressed DMD (cDMD)
Input: D ∈ R n×m , target rank k and sensors p. Require: m ≥ n, integer k, p ≥ 1 and k ≪ n 1: procedure cDMD(D, k)
2:
X, X ′ ← D ⊲ Left/right snapshot sequence.
3:
C ← rand(p, m) ⊲ Draw p × m sensing matrix.
4:
Y, Y ′ ← C * D ⊲ Compress input matrix.
5:
U, s, V ← svd(Y, k) ⊲ Truncated SVD.
6:
⊲ Least squares fit.
8:
W, l ← eig(Ã) ⊲ Eigenvalue decomposition.
9:
F ← X ′ * V * S * W ⊲ Compute full-state modes Φ X .
10:
b ← lstsq(F, x 1 ) ⊲ Compute amplitudes.
11:
V ← vander(l) ⊲ Vandermonde matrix.
12:
return F ∈ C n×k , b ∈ C k , V ∈ C k×n 13: end procedure
Measurement matrices
A basic sensing matrix C can be constructed by drawing p × n independent random samples from a Gaussian, Uniform or a sub Gaussian, e.g., Bernoulli distribution. It can be shown that these measurement matrices have optimal theoretical properties, however for practical large-scale applications they are often not feasible. This is because generating a large number of random numbers can be expensive and computing (18) using unstructured dense matrices has a time complexity of O(pnm). From a computational perspective it is favorable to build a structured random sensing matrix which is memory efficient and enables the execution of fast matrix-matrix multiplications. For instance, Woolfe et al. [67] showed that the costs can be reduced to O(log(p)nm) using a subsampled random Fourier transform (SRFT) sensing matrix C = RFD (25) were R ∈ C p×n draws p random rows (without replacement) from the identity matrix I ∈ C n×n . F ∈ C n×n is the unnormalized discrete Fourier transform with the following entries F(j, k) = exp(−2πi(j − 1)(k − 1)/m) and D ∈ C n×n is a diagonal matrix with independent random diagonal elements uniformly distributed on the complex unit circle. While the SRFT sensing matrix comes with nice theoretical properties, the improvement from O(k) to O(log(k)) is not necessarily significant if the effective rank is small as in video applications. Surveillance videos are known for having a rapidly decaying spectrum, hence the required number k of dominant singular values is small. In practice it is often sufficient to construct even simpler sensing matrices to achieve similar performance. An interesting approach making the matrix-matrix multiplication (18) redundant is to use just single-pixel measurements
In a practical implementation this allows one to construct the compressed matrix Y by just choosing p random rows without replacement from X. Hence, only p random numbers have to be generated and no memory is required for storing a sensing matrix C. A different approach is the method of sparse random projections [68] . The idea is to construct a sensing matrix C with identical independent distributed entries as follows 
where the parameter s controls the sparsity. While Achlioptas [68] has proposed the values s = 1, 2, Li et al. [69] showed that also very sparse (aggressive) sampling rates like s = n/log(n) achieve accurate results. Hence, using a modern sparse matrix package allows a rapid execution of (18) .
If available, domain specific knowledge can also be utilized to construct the measurement matrix. This allows for more flexibility and makes the approach using compressed sensing interesting and feasible for many domain specific applications.
GPU Accelerated Implementation
While most current desktop computers allow multithreading and also multiprocessing, using a graphics processing unit (GPU) enables massive parallel processing. The paradigm of parallel computing becomes more important with increasingly large amounts of data and stagnating CPU clock speeds. The architecture of a modern CPU and GPU is illustrated in Figure 3 . The key difference between these architectures is that the CPU consists of few arithmetic logic units (ALU) and is highly optimized for low-latency access to cached data sets, while the GPU is optimized for data-parallel, throughput computations. This is achieved by the large number of small arithmetic logic units (ALU).
Traditionally this architecture was designed for the real-time creation of high-definition 2D/3D graphics. However, NVIDIA's programming model for parallel computing CUDA opens up the GPU as a general parallel computing device [70] . Using high-performance linear algebra libraries, e.g. CULA [71] , can help to accelerate comparable CPU implementations substantially. Take for instance the matrix multiplication of two n × n square matrices, illustrated in Figure 4 . The computation involves the evaluation of n 2 dot products. 1 The data parallelism Figure 4 : Illustration of the data parallelism in matrix-matrix multiplications.
therein is that each dot-product can be computed independently. With enough ALUs the computational time can be substantially accelerated. This parallelism applies readily to the generation of random numbers and many other linear algebra routines.
Relatively few GPU accelerated background subtraction methods have been proposed so far, for example [72, 73, 74] . The authors achieve considerable speed-ups compared to the corresponding CPU implementations; however, the proposed methods barely exceed 25 frames per second for high definition videos. This is mainly due to the fact that many statistical methods do not fully benefit from the GPU architecture. An advantage of methods based on linear algebra, and hence compressed DMD, is that every operation can benefit from parallel computing. An analysis of Algorithm 1 reveals that generating random numbers in line 3 and the dot products in lines 4, 7, and 9 are particularly suitable for parallel processing. Even when computing the deterministic SVD, the eigenvalue decomposition and the least-square solver benefit from the GPU architecture and are substantially faster than the MKL (Intel Math Kernel Library) accelerated routines.
Results
In this section we evaluate the computational performance and the suitability of compressed DMD for object detection. To evaluate the detection performance, a foreground mask X is computed by thresholding the difference between the true frame and the reconstructed background. A standard method is to use the Euclidean distance, leading to the following binary classification problem
where x jt and b jt denote the j-th pixel of the t-th true and background frame. Pixels belonging to foreground objects are set to 1 and 0 otherwise. Access to the true foreground mask allows the computation of several statistical measures. For instance, common evaluation measures in the background subtraction literature [21] are recall, precision and the F-measure. While recall measures the ability to correctly detect pixels belonging to moving objects, precision tational tricks, and do not actually compute nmeasures how many predicted foreground pixels are actually correct, i.e., false alarm rate. The F-measure combines both measures by their harmonic mean. For all computations in the following a standard gaming notebook (Intel Core i7-5500U 2.4GHz, 8GB DDR3 L memory and NVIDIA GeForce GTX 950M) is used.
Computational performance
First, we compare the computational time and accuracy of compressed DMD using different measurement matrices with randomized DMD [44] and a standard DMD [14] implementation. Therefore, a snapshot sequence with 200 frames is decomposed using k = 15 modes. The background is then reconstructed using the first 7 slow varying modes. Algorithm runtime with and detection performance against the number of measurements p. Compressed DMD using very sparse or single pixel measurement matrices are about 4-6 times faster than a Gaussian sensing matrix. While single pixel measurements have a higher fps rate, the accuracy is slightly poorer.
three different sensing matrices improve the speed over standard DMD by a factor of about 3 to 5.5. However, for high-dimensional problems involving a large number of sensors, the compression step using a standard Gaussian sensing matrix becomes expensive. Hence, it might not be feasible to use dense random sensing matrices in some applications. Single pixel measurements (sPixel) or the method of very sparse sampling to construct a suitable measurement matrix are more computationally efficient. These techniques come with the cost of a slightly decreased accuracy. The right plot of Fig. 5 shows how the sampling strategies can influence the accuracy in terms of the F-measure. The best convergence rate is achieved using a Gaussian sensing matrix, followed by very sparse sampling. mode. Sparse and single pixel measurements discard more information than a Gaussian sensing matrix, which can cause a slight loss in accuracy. However, the computation is cheap and hence a large number of sensors can be computed without increasing the computational time significantly. While the use of sparse sensing matrices requires a sparse matrix package which provides algorithms for fast sparse matrix-matrix multiplications, the compression step using single pixel measurements can be implemented readily without the need of any further techniques. Also, using single pixel measurements is the most memory efficient approach. Further, it is important to note that randomized sensing matrices cause random fluctuations, but the variation is relatively small. Figure 8 shows the average fps rate for different video resolutions. Compressed DMD is capable of processing high definition (HD 720) videos in real-time using smart sensing matrices. For lower resolution videos the fps rate is far above 100. The difference between sPixel and sparse measurement matrices is relatively small. The computational performance of cDMD is achieved by avoiding the expensive computation of the singular value decomposition of the full-state data. The compression step can reduce the time complexity of DMD from O(knm) to O(kpm). However, if full-state DMD modes are required, i.e., the projection of the compressed modes from Φ Y back to Φ X , the involved matrix-matrix multiplication requires O(knm). With an increasing video resolution this becomes the computational bottleneck and accounts for the main computational costs. However this computation is also readily parallelizable and a GPU accelerated implementation can substantially improve the computational time. A GPU implementation (here using a Gaussian sensing matrix) can increase the fps rate for HD 1280 × 720 videos by a factor of about 3, as shown in Figure 8 . However, GPU computations require that the data fit into the GPU memory, which is limited to 8 or 16GB on modern GPUs. Hence, careful and economical data management might be necessary for processing videos beyond full HD quality. Another issue of GPUs is the rather limited bandwidth between CPU and GPU memory. This perceived overhead can be encountered for example using asynchronous memory operations. However, the data transfer should be minimized and good data management depending on the specific problem is necessary. Real-time (25 fps) sPixel cDMD Sparse cDMD Gaussian (GPU) cDMD 
Evaluation on Real Videos
We have evaluated the performance of compressed DMD for object detection using the BMC (Background Models Challenge) benchmark dataset [75] . Figure 9 illustrates the 9 real videos, posing many common challenges faced in outdoor video surveillance scenarios. Mainly, the following complex situations are encountered:
• Illumination changes: Gradual illumination changes caused by fog or sun.
• Low illumination: Bad light conditions, e.g., night videos.
• Bad weather: Introduced noise (small objects) by weather conditions, e.g., snow or rain.
• Dynamic backgrounds: Moving objects belonging to the background, e.g. waving trees or clouds.
• Sleeping foreground objects: Former foreground objects that becoming motionless and moving again at a later point in time.
For modeling the background with compressed DMD a low-rank decomposition with target rank k = 15 is computed. Moreover, a very sparse measurement matrix with p = 100 sensors is used. For the best computational performance we have re-constructed the static background using the zero mode only. Instead, a set of slow varying modes could also be used, allowing slightly better capture of dynamic elements in the background [44] . Some visual results are presented in Figure 9 , showing example frames across 5 videos. The foreground masks show promising results, but some of the raw masks contain small numbers of false positive pixels, however, as shown in the last row of Figure 9 the mask can simply be smoothed using a median filter. For computing the foreground mask an individual threshold value has been selected for each video. The evaluation results computed with the BMC wizard for all 9 videos are shown in Table 1 . For comparison we show also the evaluation results [76] of 3 other RPCA methods in addition. Overall cDMD achieves an average F value of about 0.67. This is slightly better then the performance of GoDec [77] and LSADM [78] , but it is lower then the F-measure achieved with the RSL method [12] . This indicates that dynamic mode decomposition is a competitive and very fast RPCA approximation. The results also reveal some of the strengths and limitations. Because cDMD is implemented here as a batch algorithm, detecting sleeping foreground objects as they occur in video 001 is difficult. Another weakness is the limited capability of dealing with dynamic and noisy backgrounds, e.g., snow, waving trees and moving clouds as occurring in the videos 001, 005, 008 and 009. On the other hand good results are achieved for the videos 002, 004 and 007, showing that DMD can deal with big moving objects and low illumination conditions. Simple post-processing techniques can further improve the results, in particular the false positive rate caused by dynamic backgrounds can substantially be reduced using a median filter or morphology transformations. Using an adaptive threshold and the integration of compressed DMD into a system allowing background maintenance can lead to further improvements and overcome some of the initial issues. 
Conclusion and Outlook
We have introduced compressive dynamic mode decomposition as a novel algorithm for foreground/background separation of video content. Although many techniques have been developed in the last decade and a half to accomplish this task, significant challenges remain for the computer vision community when real-time processing of high-definition video is required. Indeed, real-time HD video analysis remains one of the grand challenges of the field. Our cDMD method provides compelling evidence that it is a viable candidate for meeting this grand challenge, even on standard CPU computing platforms. On a GPU architecture, the method is well above the required real-time processing rate, thus allowing for a host of other algorithms to be applied to the foreground video that may be of critical use such as object identification and tracking.
The cDMD method also allows us to potentially reframe the real-time HD challenge. Specifically, it is not enough simply to execute the foreground/background subtraction in real-time. Rather, one would like to enact this process with substantial computational time to spare so that a host of other potential computer vision algorithms can be enacted to analyze the video. For instance, one may execute face detection algorithms, object detection subroutines, etc. Given the computational margin gained, one can also improve the quality of the foreground/background subtraction, as measured by the F-measure, with additional algorithms. Each additional algorithm has a prescribed computational overhead. Thus in order to keep a computer vision algorithm running in real time, the foreground/background separation portion must occur well below real-time processing. As such, cDMD is demonstrated here to be a viable candidate even under this more stringent processing time requirement.
Despite the significant computational savings, the cDMD remains competitive with other leading algorithms in the quality of the decomposition itself. Future work will aim to improve the overall quality of background/foreground separation as well as to integrate a number of innovative techniques. One technique that is particularly useful for object tracking is the multi-resolution DMD [37] . This algorithm has been shown to be a potential method for target tracking applications. Thus one can envision the integration of multi-resolution ideas with cDMD, i.e. a multi-resolution compressive DMD (mrcDMD) method, in order to separate the foreground video into different dynamic targets when necessary.
