The research of equation systems, linear under operations of minimum and maximum, gave rise to the study of trapezoidal matrices. In this paper we review the results linking these matrices and the bottleneck assignment problem.
Introduction
Let (B, < ) be a linearly ordered set. The set of all square matrices of order n over B will be denoted by a(n), the set of all permutations of length n by P, and id stands for the identical permutation.
For a given matrix A E a'(n) and x E P, denote the weight of the permutation n in A by w(A, TT) = min{ain(ijI 1 < i < n},
The bottleneck assignment problem (BAP) is to find a permutation rs E P,, such that w(A, a) = maxw(A, rz).
The currently best known algorithm for the BAP is the one presented in [8) with the running time complexity of 0(n2JG).
For more general cases of the assignment problem, where other operations are used for the computing of the permutation weight, several efficient algorithms are known, see e.g. [l, 21. In some practical applications however, it may also be interesting to decide, whether the assignment problem has a unique solution, or to find the second best permutation for the given matrix. Similar questions for the sum assignment problem were dealt with in [S, 6,111. where algorithms with complexity O(d) and 0(n4) were derived for testing the uniqueness of the solution and for finding the best nonoptimal permutation, respectively. Nevertheless, these algorithms assume, that the optimal solution of the corresponding assignment problem has been obtained earlier.
The trapezoidal matrices
In this section we review the results presented in [4] , in connection with the study of strongly regular matrices (for further reference on this topic see [3] Since the rearrangement of rows and columns of a matrix has no influence on the number of permutations with the same weight, two matrices are called equioalent, if one of them can be obtained from the other by row and/or column permutations only. Theorem 1. Let A E a(n). A sufficient condition for A to be equivalent to a trapezoidal matrix is that the BAP for A is uniquely solvable. If n < 2, then this condition is also necessary.
Moreover, in [4] the Trapezoidal algorithm was proposed for checking whether the given matrix is equivalent to a trapezoidal one. We shall recall the main ideas of this algorithm here, omitting the data manipulations used for achieving the computational complexity of O(n'log n).
Trapezoidal algorithm
1. Choose a row of A, say row i, such that (a) row i has a unique maximum entry, say aij; (b) aij is greater than the maximum of upperdiagonal entries defined so far; (c) the second greatest entry in row i is minimum of all the rows fulfilling (a) and (b). If such a row does not exist, A is not equivalent to a trapezoidal matrix, else set Ujj as the next entry on the main diagonal. 2. Delete row i and column j from A and repeat the same procedure for the remaining matrix.
This procedure, as Lemma 1 and Theorem 1 imply, can be used for solving the bottleneck assignment problem for matrices that produce a unique solution.
Theorem 2. The bottleneck assignment problem can be solved using not more than O(n' log n) operations for every matrix of order n equivalent to a trapezoidal matrix. In particular, this is true for all matrices with unique solution of the BAP.
Example. We illustrate the work of the trapezoidal algorithm for the matrix 1 9 3 2 3 .
At the beginning, each row of A has a unique maximum, the second row maxima are 3,7,4,6,5. Hence row 1 is chosen and its maximum, alz will be the first entry on the main diagonal, so we obtain Now we find the second maxima in the marked submatrix; they are 2,4,6,5. Thus row 2 is chosen and u24 is the next entry on the main diagonal. Continuing in this way, we eventually obtain the trapezoidal matrix -9 7 1 0 2 equivalent to A, with the BAP solution equal to min (9, 8, 5, 9, 7) = 5.
The second best permutation
A matrix may have several trapezoidal forms, for example
are two different trapezoidal forms of the same matrix. In what follows, a matrix will be said to be in a standard trapezoidalform (STF), if this form can be obtained by the Trapezoidal algorithm. The significance of the standard trapezoidal form is expressed by the following theorem.
Theorem 3. Let A E g(n) be in a STF. Then, denoting by rc the permutation with the best weight of all permutations from P, -{id), we have w(A, x) = min {A,, w(A, id)}.
Proof. If A = (aij) is in a STF, take the first row i, which renders A,,, i.e.
(3j > i)[aij = A, & (Vk < i)(Vm > k)a,, < A,].
Denote by Aii the submatrix of A, built up of the rows and columns with indices i,i+ l,..., n. We claim that in each row of Aii there are at least two entries not less than A,. To prove the claim, recall that the Trapezoidal algorithm chooses for the ith row the row which returns the minimum second greatest entry of all rows of Aii with unique maximum. Hence, if the jth row of Aii contains two maximum entries, then, since A is in a trapezoidal form, the main diagonal entry in row j is greater than A,, thus both the maxima are greater than A, too. If the maximum entry in thejth row is unique, then the second greatest entry is not less than A,,, according to the Trapezoidal algorithm. Thus in both cases, our claim is true.
Now, denote by c(k) the column index of an off-diagonal entry in the kth row, which is greater or equal to A, and consider the sequence i, c(i), c(c(i)) = c'(i), c(c(c(i))) = c3(i), . . . . Since we are choosing from n -i + 1 elements (column indices of
Aii), a repetition must occur at latest at the (n -i + 2)nd place, hence a cycle, say C, arises. Now we expand C to a permutation n E P, by setting n(k) = k for all k r$ C.
Due to the choice of C we have akn(k) B A, for each k E C and a,& > w(A, id) for all k .$ C. Moreover, the inequality akk 3 A,, for k > i is fulfilled since A is in a trapezoidal form. Therefore Hence, the Trapezoidal algorithm needs a trivial modification to accomplish the task of finding the second permutation for trapezoidal matrices too. It is sufficient, after achieving the upperdiagonal maximum, to store a position of the second maximum in each row of the reduced matrix. Then the construction of the second best permutation, according to the previous theorem, is only a matter of routine. Hence as an easy corollary we obtain the following theorem. realize, that the maximum of the overdiagonal entries, 4, is achieved in the third row, hence the encircled entries are interesting for obtaining the second best permutation. We see immediately, that (354) is a cycle, hence n = (1)(2)(354). Since A,, < min{a,,, az2} = 8, the solution of the BAP for this matrix is unique.
If we restrict ourselves to O-l matrices, then the BAP is simply the cardinality matching problem for the corresponding associated bipartite graph and the question of the unique solvability of BAP is modified to the discussion of the uniqueness of the maximum cardinality bipartite matching.
It was shown in [7] , that if the maximum cardinality matching is unique, then it is a perfect matching and the rows and columns of the corresponding adjacency matrix can be rearranged in such a way, that it will receive a "special" trapezoidal form, namely: aii = 1 for i = 1, . . . . n and aij = 0 for i < j. An algorithm for testing this property, linear in the number of nonzero entries (i.e. of edges in the bipartite graph, denoted by 1 El) was proposed there, compared to the general 0( 1 E 1. n1'2) algorithm (see e.g. [9] ).
