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I Introduction
The factor models of Fama and French(1993) and Carhart(1997) have been used extensively in finance research. For instance, they are used to evaluate fund performance, estimate the cost of equity capital, and in the calculation of abnormal returns in event studies.
A recent example of such an application is the study by Fama and French(2010) who use both models to evaluate U.S. mutual fund performance. However, studies by Chan, Dimmock and Lakonishok(2009) and Cremers, Petajisto and Zitzewitz(2012) highlight problems in using the Fama and French(1993) and Carhart(1997) models in fund performance. Cremers et al(2012) find that neither model can correctly assign zero performance to different passive indexes in U.S. stock returns. Cremers et al(2012) suggest modifications to the formation of the factors in the Fama and French(1993) and Carhart(1997) models to mitigate the non-zero performance of the passive indexes. They recommend value weighting the SMB and HML factors, limiting the market index to only include U.S. common stocks, and including separate factors for the relative performance of the mid-cap stocks and value/growth factors for small, mid-cap, and large stocks. Cremers et al(2012) also propose the use of index-based models as an alternative to the Fama and French(1993) and Carhart(1997) models. The index-based models are constructed from benchmark indexes provided by Standard and Poor's and Frank Russell. Cremers et al(2012) propose a four-index model and a seven-index model which include a separate index for mid-cap stocks and a separate value/growth index for large, small, and mid-cap stocks. The attraction of these indexes is that they are often used by practitioners to evaluate the performance of managed funds. Cremers et al(2012) find that the use of the modified Fama and French(1993) and Carhart(1997) models and the index-based models perform better than the traditional Fama and French(1993) and Carhart(1997) models in providing a lower tracking error volatility of U.S. mutual funds and in assigning zero performance for size/value portfolios of mutual funds. The index-based models perform better than the modified Fama and French(1993) and Carhart(1997) models. Gregory, Tharyan and Christidis(2013) find that modified versions of the Fama and French(1993) and Carhart(1997) models provide a marginal improvement in performance in asset pricing tests in U.K. stock returns but they do not consider the use of index-based models.
In our study, we examine whether the index-based models of Cremers et al(2012) are more effective in explaining cross-sectional U.K. stock returns than the Fama and French(1993) and Carhart(1997) models. The index models can be implemented as easily as forming the Fama and French(1993) and Carhart(1997) models. We restrict the focus of our study to linear factor models and do not consider characteristics-based models, which are considered by Chan et al(2009) . We use the two-pass cross-sectional regression method to evaluate the models, where the cross-sectional R 2 (Kandel and Stambaugh(1995) ) is used to judge the performance of the models. We compare the performance of the models in terms of equality of R 2 using the pairwise and multiple model comparison tests of Kan, Robotti and Shanken(2012) that allows for potential model misspecification 1 .
Alternative model comparison tests are available using the Hansen and Jagannathan(1997) distance measures (HJD) within the stochastic discount factor framework (e.g. Kan and Robotti(2009) , Chen and Ludvigson(2009) , Li, Xu and Zhang(2010) , and Gospodinov, Kan and Robotti(2013) ). Kan and Zhou(2004) point out that using the first HJD and R 2 to evaluate models can lead to a different ranking of models when the zero-beta rate is unrestricted. Kan and Zhou(2004) show that the first HJD focuses on how well the models explain the prices on the test assets and the R 2 focuses on how well the models explain the 1 Ludvigson(2012) advocates the use of empirical methods in asset pricing that allow for potential model misspecification and provide formal model comparison tests.
expected returns on the test assets 2 . argue that the R 2 metric is more relevant in evaluating models when considering applications of the model, which require estimates of expected returns such as cost of capital. We use the R 2 metric in our study as our main interest in conducting such tests is to consider whether the index-based models provide a more reliable model of expected returns than the Fama and French(1993) and Carhart(1997) models for use in practical applications that require estimates of expected returns.
We evaluate the performance of the models between July 1981 and December 2010.
Our set of test assets includes 16 size/book-to-market (BM) portfolios and 9 industry portfolios. As well as the two index-based models of Cremers et al(2012) , and the Fama and French(1993) and Carhart(1997) models, we include models based on the capital asset pricing model (CAPM), a five-factor arbitrage pricing theory (APT) using statistical factors based on Jones(2001) , and five-factor intertemporal CAPM (ICAPM) similar to Petkova(2006) (see also ). We consider conditional versions of the CAPM and Fama and French(1993) models using the scaling approach of Cochrane(1996) but do not consider conditional versions of the other multifactor models due to concerns of the danger of the models performing well due to overfitting (Dittmar(2002) ) 3 . We use both Ordinary Least Squares (OLS) and Generalized Least Squares (GLS) estimation.
2 A similar argument can be made between the use of the first or second HJD to evaluate models as it depends upon what application of the models is being considered (see Gospodinov et al(2012) , Wang and Zhang(2012) ). 3 Overfitting arises whenever a model performs well simply due to a larger number of factors in the model. In this situation it can be difficult to find significant factor risk premiums or significant factor prices of covariance risk due to the increased noise from the larger number of factors.
There are four main findings in our paper. First, we find that the seven-index model of Cremers et al(2012) has the best performance among the set of competing models we consider in terms of the highest OLS and GLS R 2 . Second, we find that the seven-index model does have a significant higher GLS R 2 (but not OLS R 2 ) than the Fama and French(1993) and Carhart(1997) models. However in the multiple model comparison tests, for the French(1993), Carhart(1997) , seven-index, and conditional Fama and
French(1993) models we cannot reject the null hypothesis that these models perform at least as well as the other models in terms of OLS or GLS R 2 . Third, we find that the four-index model of Cremers et al(2012) performs poorly and provides a significant lower OLS and GLS R 2 than the Fama and French(1993) , Carhart(1997) , seven-index, and conditional Fama and French(1993) models. We also find that the APT and ICAPM models have mixed performance. Fourth, we find some evidence against all the models we consider as even the best performing models have high intercepts and very few significant factor risk premiums or prices of covariance risk. Our results suggest that although the seven-index model does a reasonable job in explaining U.K. stock returns, there is little benefit in using the model as an alternative to the Carhart(1997) model in practical applications that require the estimation of expected returns.
Our study has two main contributions. First, we complement the recent study of Cremers et al(2012) by examining the performance of the index-based models in a different market. The focus of our study differs from Cremers et al(2012) as we focus on asset pricing tests using the R 2 metric and also conduct formal model comparison tests. Second, we extend the prior literature of U.K. evidence that examines the performance of linear factor models.
A partial list includes Antoniou, Garrett and Priestley(1998), Fletcher(2001) , Al-Horani, Pope and Stark(2003) , Fletcher and Kihanda(2005) , Gao and Huang(2008) , Michou(2009), Florackis, Gregoriou, and Kostakis(2011) , Kassimatis(2011), Hwang, Gao and Owen(2012) , Gregory et al(2013 ), and Fletcher(2010 , 2013 among others 4 . We extend this literature by comparing the performance of the index-based models of Cremers et al(2012) relative to the Fama and French(1993) and Carhart(1997) models and conducting formal model comparison tests using the R 2 metric.
The closest study to ours is Gregory et al(2013) and Fletcher(2013) . Fletcher(2013) examines the performance of the index-based models relative to the Fama and French(1993) and Carhart(1997) models using the second HJD measure. The focus of Fletcher (2013) is on evaluating whether the models are good benchmark models in fund performance applications where the use of second HJD is more appropriate (Wang and Zhang(2012) ). Fletcher(2013) finds that the index-based models do not outperform the Carhart(1997) model in that setting.
We provide a different perspective on the relative performance of the models by using the R 2 metric. Our study differs from Gregory et al(2013) as we consider the use of index-based models rather than the modified versions of the Fama and French(1993) and Carhart(1997) models We also conduct formal model comparison tests.
The paper is organized as follows. Section II describes the research methods used in the study. Section III reports the data. Section IV presents the empirical results. The final section concludes.
II Research Method
Linear factor models, such as the CAPM, predict that there is an exact linear relation between expected returns of the N assets and the corresponding betas relative to the K factors. This relation is given by:
4 There is also a large literature that examines the performance of consumption-based models in U.K. stock returns such as Hyde and Sherif(2005), Fletcher(2007) , Gao and Huang(2008) , and Jagannathan, Marakani, Takehara, and Wang(2012) among others. We do not pursue consumption-based models here since it would require us to use quarterly return data.
where E(r i ) is the expected return on asset i, 0 is the zero-beta return, ik is the beta of asset i with respect to factor k (k=1,….,K), k is the factor risk premium of factor k, and K is the number of factors in the model.
An alternative representation of equation (1) is to use the linear relation between the expected returns and the covariances between the asset returns and corresponding factors ). This relation is given by:
where 0 is the zero-beta return, cov ik is the covariance between the returns of asset i and factor k, and k is the price of covariance risk on factor k. Kan et al point out that the factor risk premiums and factor prices of covariance risk are linked by the following relation:
where 1 as a (K,1) vector of the factor prices of covariance risk, 1 as a (K,1) vector of factor risk premiums, and V f is the (K,K) covariance matrix of the K factors.
The relation in equation (γ) shows that if k = 0 for a given factor, then that does not imply that k = 0 or vice-versa, unless V f is a diagonal matrix. point out that when K>1, the interpretation of factor risk premiums can be complicated when the factors are correlated with one another since the betas on a factor depend upon the other factors in the model. Focusing on the factor risk premiums addresses the question as to whether or not the factor is priced but it does not necessarily tell us whether the factor is useful in explaining cross-sectional returns given the other factors in the model 5 . note that if we want to address whether a factor helps explain the cross-sectional expected returns, given the 5 See Jagannathan and Wang(1998), Cochrane(2005) and Kan and Robotti(2011) In this study, we will use both equations (1) and (2) and evaluate the different factor models using the two-pass cross-sectional regression approach pioneered by Black, Jensen and Scholes(1972) and Fama and MacBeth(1973) 6 . We focus our discussion on estimating equation (1) to conserve space and draw on the presentation of methods in .
In the first stage, we estimate the betas of the N assets relative to the K factors from the timeseries regressions of the N asset returns on a constant and the K factors using T time-series observations on the asset returns and K factors. Define X as a (N,K+1) matrix which equals
(1 N ,), where 1 N is a (N,1) vector of ones and  is a (N,K) matrix of betas with respect to the K factors.
In the second stage, we estimate the parameters in equation (1) to minimize the weighted sum of squared pricing errors given by: . The vector is estimated by:
This estimate is identical to Fama and MacBeth(1973) , when betas are fixed in the sample period, who run cross-sectional regressions for each t (t=1,..,T) of the N asset returns on X to get t and estimate by the time-series average of t . We use both OLS and GLS estimation in our study.
A useful diagnostic test of the model is the cross-sectional R 2 (Kandel and Stambaugh(1995) , , Lewellen et al(2010) ), The R 2 is calculated as:
where Q = e'We, e is a (N,1) vector of N pricing errors, and Q 0 = e 0 'We 0 where e 0 = [I N -
The e 0 vector captures the deviations of the average returns of the N assets from their cross-sectional average. The R 2 lies between 0 and 1 and is linked to the weighted sum of squared pricing errors (Q), where as Q increases, the R 2 falls (Kan et al) . If the model is well specified, the R 2 =1 8 . The pricing errors and R 2 are the same whether equations (1) or (2) are used. The OLS R 2 evaluates the linear factor models on how well they explain the cross-sectional average returns of the N assets. Kandel and Stambaugh(1995) and Lewellen et al(2010) show that the GLS R 2 of a linear factor model is linked to how close the factor portfolios (mimicking portfolios) are to the mean-variance 7 Most studies use  -1 as the GLS weighting matrix. Kan and Zhou(2004) show that the factor risk premiums and pricing errors are the same whether using  -1 or V N -1 as the weighting matrix (see also Lewellen, Nagel and Shanken(2010) ).
8 (Lewellen et al(2010) ).
We evaluate and compare the performance of the linear factor models using the testing framework developed in 9 . derive the asymptotic distribution of and , under general distributional assumptions, which allows for the models to be potentially misspecified and controls for the estimation error of beta (Shanken(1992) ).
We use the distribution theory to examine whether there are significant factor risk premiums ( k ≠0) and significant factor prices of covariance risk ( k ≠0). also derive the asymptotic distribution of the OLS and GLS R 2 . The distribution theory gives a test of whether the model is correctly specified or not (R 2 =1), a test of whether the model has no explanatory power in cross-sectional expected returns (R 2 =0), and also the standard error of the R 2 when the model is misspecified but has some explanatory power in cross-sectional expected returns (0<R 2 <1). We use the distribution theory of the OLS and GLS R 2 as a specification test of each factor model.
We also use the Q c test of as an additional model specification test.
The Q c test of is based on the model pricing errors and is given by e'V(e) + e where V(e) is the (N,N) covariance matrix of the model pricing errors. The + term denotes the pseudo-inverse. If the model is well specified, then Q c =0. point out that the null hypothesis of Q c =0 can be tested either using an asymptotic 2 test or an approximate F test. develop pairwise model comparison tests using the OLS and GLS R 2 .
The null hypothesis is that the two models have an equal OLS or GLS R 2 . The test statistic is given by:
9 A fuller discussion of the results in and the model comparison tests used in our study is available on request.
where R 2 1 and R 2 2 are the OLS or GLS R 2 for models 1 and 2. The pairwise model comparison tests are complicated as the relevant test depends upon whether the models are nested to one another or not and whether the models are well specified or not. We use the model comparison tests of to examine whether there are significant differences in the OLS or GLS R 2 for every pair of factor models. For the nested models case, we use the weighted 2 test in Proposition A.5 of and for the non-nested models case, we use the normal test on Proposition A.9 of 10 .
We also use the multiple model comparison test developed by Kan et al to examine whether a benchmark model has the highest R 2 among all models. For non-nested models, this test is based on the multivariate inequality test of Wolak(1987 Wolak( ,1989 ) (Likelihood Ratio(LR) test). For nested models, show that multiple nested model comparison tests can be adapted from the pairwise nested model comparison tests. We use the model comparison tests 11 to examine if the index-based models of Cremers et al(2012) outperform the Fama and French(1993) and Carhart(1997) models. If the index-based models outperform the Fama and French(1993) and Carhart(1997) models, we expect to find significant higher OLS and GLS R 2 for the index-based models. All of the test statistics in this study are corrected for heteroskedasticity using the method of White(1980) as in . 10 Kan et al(2012) also propose a sequential approach to test for the equality of R 2 between two non-nested factor models, which we also consider in our study.
III Data
11 See the related model comparison tests in Robotti(2009), Li et al(2010) , and within the Hansen and Jagannathan(1997) distance measure framework.
All of the data for this study is collected from the London Share Price Database (LSPD) unless otherwise specified.
A) Test Portfolios
We evaluate the performance of the linear factor models in U.K. stock returns using the monthly returns of 16 portfolios of U.K. stocks sorted by size and BM ratio and 9
industry portfolio returns between July 1981 and December 2010. We include the 9 industry portfolios in the set of test assets following the recommendation of Lewellen et al(2010) . Lewellen et al(2010) suggest expanding the set of test assets to break the tight covariance structure in the use of 25 size/BM portfolios in asset pricing tests in U.S. stock returns to improve the power of the tests to discriminate between alternative models. The size/BM and industry portfolio returns are value weighted monthly buy and hold returns. Fuller details of the construction of the size/BM portfolios and industry portfolios is included in the Appendix. Table 1 Table 1 here Panels A and B of Table 1 show that there is a strong value effect in the average returns of the size/BM portfolios. The High portfolio has a higher average return than the Low portfolio across the four size categories. The value effect is strongest in the smallest firms, which is similar to the pattern in Fama and French(2012) . The High portfolio for the two smallest categories has a smaller volatility than the Low portfolio. There is less of a size effect in the average returns of the size/BM portfolios. The Small portfolio has a higher average return and lower volatility for the High category but the opposite is true for the other 3 BM categories. The average returns in the size/BM portfolios range between 0.758% (2/2) and 1.526% (Big/High).
The summary statistics in panel C of Table 1 show that the range in average returns between the industry portfolios is less than the size/BM portfolios. The average returns range between 0.900% (Services) and 1.379% (Resources). The cyclical consumer goods industry has the highest volatility across the industry portfolios of 6.875%.
B) Linear Factor Models
In this study, we focus on domestic linear factor models. We provide full details of the construction of the factors in the Appendix. We do not consider the important issue of whether global versions of the models do a better job in explaining cross-sectional U.K. stock returns compared to domestic factor models 12 . We also do not consider a number of recent alternative factor models that have been used in U.K. stock returns. Florackis et al(2011) develop a price-impact factor to take account of liquidity and augments this new factor to the CAPM, Fama and French(1993) and Carhart(1997) models. They find that the use of the augmented factor models can help explain the momentum effect but not the size effect in U.K. stock returns. We do not consider this model since the trading volume data is not available at the start of our sample period and only becomes available for a large number of securities in 1991. We also do not consider the two-factor model of Kassimatis(2011) .
Kassimatis(2011) develops a third-degree stochastic dominance (TSD) factor which captures
12 See Lewis(2011) for a recent review of global asset pricing. Studies by Griffin(2002) , Fama and French(2012) , and Hou, Karolyi and Kho (2011) provide evidence of the performance of domestic or regional factor models compared to global factor models in international stock returns.
the investor preferences of risk aversion for losses and risk seeking for gains and augments the TSD factor to the CAPM. Kassimatis(2011) finds that the two factor model helps explain the momentum effect in U.K. stock returns 13 . We use the following factor models in our empirical analysis:
This model is a single-factor model that uses the excess returns of the U.K. stock market index (Market) as the proxy for aggregate wealth.
Fama and French(1993) (FF)
The FF model is a three-factor model. The factors are the excess return on the market index and two zero-cost portfolios that capture the size (SMB) and value/growth (HML) effects in stock returns.
Carhart(1997)
The Carhart model is a four-factor model. The factors are the three factors in the FF model and a zero-cost portfolio that captures the momentum effect (WML) in stock returns.
Four-index model (4-index)
This model is a four-factor model and is motivated by the four-index model in Cremers et al(2012) . Cremers et al(2012) recommend the use of index-based models to capture the size and value/growth effects in stock returns. The factors include the excess returns on the largest 100 stocks (Large), the difference in returns between small stocks and large stocks (S-L), the difference in returns between high BM stocks and low BM stocks across all companies (AHML), and WML.
5. Seven-index model (7-index) 13 An alternative model which we do not consider here is a industry based factor model along the lines of Chou, Ho and Ko(2012) .
This model is a seven-factor model and is motivated by the seven-index model in Cremers et al(2012) . The factors include the excess returns on the largest 100 stocks, the difference in returns between small stocks and mid-cap stocks (S-M), the difference in returns between mid-cap stocks and large stocks (M-L), the difference in returns between high BM stocks and low BM stocks across large companies (LHML), the difference in returns between high BM stocks and low BM stocks across mid-cap companies (MHML), the difference in returns between high BM stocks and low BM stocks across small companies (SHML), and WML.
APT
This model is a five-factor version of the APT (Ross(1976) ) using statistical factors.
We construct the five factors using the heteroskedastic factor analysis (HFA) of
Jones (2001) 14 which allows for missing return data. Jones(2001) builds on the asymptotic principal components approach of identifying APT factors of Connor and Korajczyk(1986) . Connor and Korajczyk(1986) assume that the average idiosyncratic variance is constant over time. Jones(2001) generalizes this assumption and allows for the average residual variance to change over time (residual heteroskedasticity) when extracting the APT factors. We estimate the five factors across the whole sample period.
ICAPM
We use a five-factor model of the ICAPM based on Campbell(1996) following a similar approach to Petkova(2006) . Campbell(1996) 
Conditional CAPM (Cond CAPM)
The conditional version of the CAPM follows the approach of Cochrane(1996) and Lettau and Ludvigson(2001) . We assume the constant and slope coefficient in the stochastic discount formulation of the CAPM are a linear function of the lag term spread as the lagged information variable. The lag term spread has been found to be an important predictor in stock returns 15 . This specification of the conditional CAPM results in three variables, which are the lag term spread, the excess market returns, and the excess market returns multiplied by the lag term spread (scaled excess market returns).
Conditional Fama and French(1993) (Cond FF)
The conditional version of the Fama and French(1993) model follows the same approach as above for the Cond CAPM. The variables included in the model include lag term spread, the excess factor returns, and the scaled factor excess returns (factor excess returns multiplied by the lag term spread). We demean the lag term spread when using in the Cond CAPM and Cond FF models. Table 2 reports summary statistics of the monthly excess returns (%) of the factors in the Carhart, 4-index, and 7-index models. The table reports the mean and standard deviation of the factor excess returns. To examine the predictive ability of the lag term spread, the table also reports the slope coefficient (t-statistic in parentheses), and the R 2 from the predictive regression of the factor excess returns in the FF model on a constant and the lag term spread.
15 See Lettau and Ludvigson(2010) for a review of the evidence of time-series predictability in stock returns. Table 2 here Table 2 shows that a number of factors in the factor models have significant positive average excess returns. The WML factor has the highest average excess returns across all the factors at 0.923%, which is more than two standard errors from zero, confirming the strong momentum effect in U.K. stock returns. The average excess returns on the value/growth factors are all significantly positive at the 5% level except for the LHML factor (which is significant at the 10% level), which highlights the value effect in U.K. stock returns. The value effect is stronger in smaller firms compared to larger firms as confirmed by the pattern in the average excess returns of the SHML, MHML, and LHML factors. The average excess returns of the Market and Large factors are both significantly positive at the 10% level. All of the average excess returns in the size factors are close to zero and none are more than two standard errors from zero.
Table 2 also shows that the lag term spread only has significant predictive ability for the SMB factor among the three FF factors. There is a significant positive relation between the lag term spread and the future monthly excess returns on the SMB factor. The degree of predictability in the SMB factor excess returns using the lag term spread is small as the R 2 is only 1.55%. There is an insignificant relation between the lag term spread and the future monthly excess returns of the market index and the HML factor.
IV Empirical Results
We begin our empirical analysis by estimating the cross-sectional regression between average returns and factor betas (covariances) for each model using OLS and GLS. Table 3 reports the tests of model specification using the OLS R 2 (panel A) and the GLS R 2 (panel B).
The R 2 and SE(R 2 ) columns are the cross-sectional R 2 and the standard error of the R 2 when 0<R 2 <1. The p(R 2 =1) and p(R 2 =0) columns are the p values of the null hypothesis that the model is correctly specified (R 2 =1) and that the model has no explanatory power of crosssectional average returns (R 2 =0). Table 3 here Table 3 shows that there is a wide spread in the OLS and GLS R 2 across the factor models. In panel A, the OLS R 2 ranges between 0.006 (CAPM) and 0.838 (7-index) and in panel B, the GLS R 2 ranges between 0.028 (CAPM) and 0.596 (7-index). The GLS R 2 is lower for most models than the corresponding OLS R 2 , which is similar to Lewellen et al(2010) who argue that the use of the GLS R 2 is a more rigorous test for a factor model to perform well in. The FF and Carhart models have a higher OLS and GLS R 2 than the 4-index model but lower than the 7-index model. The Cond CAPM and Cond FF models have a marginal increase in both the OLS and GLS R 2 relative to the unconditional versions of their models. The ICAPM model has poor performance using the OLS R 2 but better performance using the GLS R 2 . The four best performing models by OLS and GLS R 2 are the 7-index, Cond FF, Carhart, and FF models. The standard errors of the R 2 in Table 3 highlight the large sampling variation in the estimated R 2 using either OLS or GLS. Table 3 shows that the null hypothesis that the R 2 =1 can be rejected at the 10% significance level for the CAPM, 4-index, ICAPM, and Cond CAPM models using the OLS R 2 and for all models except the 7-index and ICAPM models using the GLS R 2 . The only model for which we cannot reject the null hypothesis of the R 2 =1 is for the 7-index model using either OLS or GLS. Turning to the results of the test of the null hypothesis that R 2 =0, we are unable to reject the null hypothesis at the 10% significance level for the CAPM, 4-index, APT, ICAPM, Cond CAPM, and Cond FF models using the OLS R 2 and for the CAPM, 4-index, ICAPM, Cond CAPM, and Cond FF models using the GLS R 2 . These results suggest that for the CAPM, 4-index, and Cond CAPM models, these models are not only misspecified using the OLS and GLS R 2 but also have no explanatory power to capture the cross-sectional spread in average returns or the risk/return opportunities of the size/BM and industry portfolios. For the FF, Carhart, and 7-index models, we can reject the null hypothesis that the R 2 =0 at the 10% level using either the OLS or GLS R 2 , which suggests that these models do have some explanatory power to capture cross-sectional stock returns and the risk/return opportunities in the size/BM and industry portfolios. Table 3 shows that the 7-index model is the only model that is well specified using either the OLS or GLS R 2 . However a concern for the 7-index model and the Cond FF model (which has the second highest OLS and GLS R 2 ) is that they have the largest number of parameters and so could perform well due to overfitting the data. We next examine whether there are significant differences in OLS and GLS R 2 between every pair of factor models using the model comparison tests of . We also use the multiple model comparison tests to examine for each model as the benchmark model to examine whether the given benchmark model has the highest R 2 across a set of models. and Cond CAPM models is the p value for the multiple nested model comparison tests. Table 4 here Panels A and B of Table 4 show that there are a number of significant rejections of the null hypothesis of equal OLS and GLS R 2 between pairs of factor models. The 4-index, 7-index, and APT models provide a significant higher OLS R 2 than the CAPM model. The FF, Carhart, and 7-index models provide a significant higher GLS R 2 than the CAPM model.
The conditional version of the CAPM does little to improve the performance of the CAPM as the Cond CAPM has a significant lower OLS R 2 than all the other models except the CAPM and ICAPM. Only the 7-index model has a significant higher GLS R 2 than the Cond CAPM model. The FF, Carhart, 7-index, and Cond FF models provide a significant higher OLS and GLS R 2 than the 4-index model. The 7-index model significantly outperforms the FF and Carhart models using the GLS R 2 . The ICAPM model has poor performance relative to a number of models using the OLS R 2 as has a significant lower R 2 than the FF, Carhart, 7-index, APT, and Cond FF models. However there are no models with a significant higher GLS R 2 than the ICAPM 16 .
Panel C of Table 4 shows that we can reject the null hypothesis that the CAPM, 4-index, and Cond CAPM models have the highest OLS or GLS R 2 across the competing models in the set of non-nested models. We are unable to reject the null hypothesis in the nested model comparison tests for the CAPM but can for Cond CAPM model using the OLS R 2 . The ICAPM model is rejected as having the highest OLS R 2 among the competing models and the APT model is rejected using the GLS R 2 . For the four best performing models in Table 3 , 7-index, Cond FF, Carhart, and FF, we cannot reject the null hypothesis that these models have the highest OLS or GLS R 2 across the set of models.
16 Using the sequential approach of leads to fewer rejections of the null hypothesis of equal OLS R 2 and GLS R 2 between models.
The results of Tables 3 and 4 Tables 3 and 4 , which depends upon the metric used. The APT model performs well using the OLS R 2 and the ICAPM performs better using the GLS R 2 . However the APT (ICAPM) are dominated by other models using the multiple model comparison tests with the GLS (OLS) R 2 .
The poor performance of the ICAPM with OLS R 2 differs from who find that the ICAPM performs well compared to other models in U.S. stock returns. use a different set of models than the models we consider. Our results of the relative performance of the index-based models compared to the FF and Carhart models differs from Cremers et al(2012) . However the focus of our study differs from Cremers et al(2012) . We focus on asset pricing tests and conduct formal model comparison tests, whereas Cremers et al(2012) focus on fund performance applications. It might well be that the index-based models perform better than the FF and Carhart models in fund performance applications using U.K. managed funds.
The results in Tables 3 and 4 suggest that the 7-index, Cond FF, Carhart, and FF models are the best performing models in explaining cross-sectional stock returns or 17 We also examine the impact of using 16 size/momentum portfolios in place of the 16 size/BM portfolios. We find no significant differences in the OLS or GLS R 2 between the factor models due to the high sampling error in the model comparison tests.
capturing the risk/return opportunities in the size/BM and industry portfolios. We next examine the performance of these four models in more detail. Tables 5 and 6 report the performance of the models using OLS (Table 5) and GLS ( pricing error (e i ). The p(Q c =0) cell is the p value of the null hypothesis that Q c =0 using the approximate F test of . Table 5 here Table 6 here Tables 5 and 6 show that there is a large positive zero-beta rate using either OLS and GLS for each model. The magnitude of the zero-beta return is considerably higher than the mean return on the one-month Treasury Bill which equals 0.609% over the sample period. Lewellen et al(2010) argue that it is important to take account of the size of the crosssectional coefficients when evaluating linear factor models. The annualized difference between the zero-beta rates in Tables 5 and 6 and the risk-free rate all exceed 3.98%, which is too large to be due to the differences in borrowing and lending rates. This result suggests that none of the models can explain the level of expected returns (Lewellen et al(2010) ). Tables 5 and 6 show that there is only one significant factor risk premium in each of the four models, which is the same whether we use OLS or GLS. There is a significant positive factor risk premium on the HML factor in the FF and Carhart models and a 18 The factor prices of covariance risk are available on request.
significant positive factor risk premium on the SHML factor in the 7-index model. The HML factor has a significant premium in the Cond FF model but the interpretation of risk premiums is more complicated in conditional models (e.g. Lettau and Ludvigson(2001) , ). These factors also have a significant positive price of covariance risk using either OLS or GLS, which suggests that they make a significant contribution to the OLS and GLS R 2 in these models.
There is no significant factor risk premium or price of covariance risk on the WML factor in the Carhart and 7-index models of Tables 5 and 6 . This result might stem from the use of our set of test assets. The t-statistics in Tables 5 and 6 allow for potential model misspecification but it has little impact on the findings compared to using the standard tstatistics of Jagannathan and Wang(1998) . This result stems from the use of portfolio factors in the models as show that allowing for potential model misspecification has only a marginal impact when the factors are portfolio returns. The only model in Tables 5   and 6 where it is likely to have an impact is the Cond FF model given the use of the lag term spread. However the t-statistics on the lag term spread and the scaled factors are also low using t-statistics that assume the models are correctly specified.
There is little evidence against the factor models using the Q c test, except for the Cond FF model. The null hypothesis of Q c =0 can be rejected for the Cond FF model using both OLS and GLS. The RMSE is similar between the FF, Carhart, and Cond FF models. The 7-index model has the lowest RMSE and the narrowest range in pricing errors, which is similar to the R 2 tests. Although the 7-index model has the best pricing performance in terms of the pricing errors, the better performance appears to be marginal. Lewellen et al(2010) argue that when evaluating linear factor models, it is important to take account of the magnitude of the risk premiums 19 . Where a factor is a portfolio return, the risk premium should equal the time-series mean of the factor excess returns. Comparing the factor risk premiums in Tables 5 and 6 to the average factor excess returns in Table 2 shows that there are large differences for some of the factors. There is a large difference between the factor risk premiums of the WML factor and the average excess returns of the WML factor. There is a negative premium on the excess market returns factor in FF, Carhart,
and Cond FF models but the market index has positive average excess market returns. The negative market risk premium in Tables 5 and 6 is similar to . This result stems from the large zero-beta return and the lack of sufficient variation in the market betas across the portfolios.
We examine the impact of adding the returns of the one-month Treasury Bill and the returns of the factors and scaled factors in a given factor model to the set of test assets following the recommendation of Lewellen et al(2010) in unreported tests 20 . We only consider the use of GLS as the factor risk premiums will equal the average factor excess returns. Including the Treasury Bill return and the factor excess returns has a significant impact on the performance of the models. In contrast to Table 6 , all four models now have a number of factors with significant risk premiums and prices of covariance risk even after adjusting for model misspecification. We can now reject the null hypothesis that the GLS R 2 =1 for all four models at the 10% level. We can also reject the corresponding hypothesis that the GLS R 2 =0 for each model. There is an increase in the average mispricing and a wider range of pricing errors among the size/BM and industry portfolios for all four factor 19 See also Lewellen and Nagel(2006) for related concerns in tests of the conditional CAPM and Consumption CAPM. 20 Results are available on request.
models. The RMSE of each model is 0.168 (FF), 0.169 (Carhart) , 0.127 (7-index), and 0.182 (Cond FF). The poorer performance of the models when including the Treasury Bill and factors in the set of test assets is similar to Lewellen et al(2010) .
The results in Tables 5 and 6 and the robustness tests of Lewellen et al(2010) suggest that for even the best performing models, there is some evidence against all of the models.
The factor risk premiums are very different for some factors when we estimate the risk premiums to minimize the weighted sum of squared pricing errors as we do in the crosssectional approach compared to imposing the constraint that the factor premiums equal their mean excess returns. The downside of imposing this constraint on the factor risk premiums is to increase the mispricing in the original set of test assets.
V Conclusion
We examine whether index-based models similar to Cremers et al(2012) are more effective in explaining cross-sectional U.K. stock returns than the Fama and French(1993) and Carhart(1997) models. There are four main findings in our study. First, we find that the 7-index model has the best performance among the set of models we consider in terms of the highest OLS and GLS R 2 . The 7-index model is the only model where we are unable to reject the null hypothesis that the OLS or GLS R 2 =1.
Second, we find that the 7-index model does have a significant higher GLS R 2 than the FF and Carhart models but not OLS R 2 . However in the multiple model comparison tests, for the FF, Carhart, 7-index, and Cond FF models, we cannot reject the null hypothesis that these models perform as least as well as the other competing models in terms of OLS or GLS R 2 . This finding suggests that there is little to be gained to using the 7-index model compared to the FF and Carhart models.
Third, we find that the 4-index model performs poorly using the OLS and GLS R 2 .
The 4-index model has a significant lower OLS and GLS R 2 than the FF, Carhart, 7-index, and Cond FF models. Likewise the APT and ICAPM models have mixed performance and are rejected in the multiple model comparison tests using the OLS R 2 (ICAPM) and GLS R 2 (APT).
Fourth, there is some evidence against all of the models in our study. The best performing models in terms of the highest OLS and GLS R 2 do have very high intercepts and there is only one significant factor risk premium or price of covariance risk in each model.
When we add the Treasury Bill and the factors in a given factor model to the set of test assets for the best performing models, as recommended by Lewellen et al(2010) , the pricing performance of these model in the original set of test assets becomes poorer.
In terms of practical applications, our results would caution against the use of the CAPM, 4-index, APT, and ICAPM models in practical applications which require the use of expected return inputs in U.K. stock returns. The FF, Carhart, and 7-index models are the best models to use. There is little to be gained in using a conditional version of the FF model as we find no significant differences in either the OLS or GLS R 2 between the Cond FF and FF models. Our results would also suggest there is little benefit in using the 7-index model as an alternative to the Carhart model in practical applications that require the estimation of expected returns. This finding is similar to Fletcher(2013) who finds that there is little to be gained in using the index-based models instead of the Carhart model when evaluating the models with the second HJD metric. Our findings differ from Cremers et al(2012) , although the focus of our study is different from their study. It might well be that the index-based models would perform better in fund performance applications using U.K. managed funds.
Our study uses size/BM and industry portfolios to evaluate the performance of the models. An interesting extension to our study would be to evaluate the performance of the factor models in individual stock returns along the lines of Ang, Liu and Schwarz(2010) or Chordia, Goyal and Shanken(2012) . We also do not consider the role of stock characteristics and whether benchmarks based on stock characteristics give more reliable benchmark models of expected returns than linear factor models. We have only considered the use of one lagged information variable in our study of conditional factor models. A fuller examination of conditional factor models using a wide range of alternative lagged information variables is worthy of more investigation. There are a number of alternative factor models that we have not examined such as augmenting the FF and Carhart models with a liquidity factor (e.g.
Nguyen and Puri(2009), Florackis et al(2011) ), the two-factor model of Kassimatis(2011) , or the industry-based factor model of Chou et al(2012) . It would be of interest to conduct model comparison tests with these models. It would be of interest to compare the performance of the index-based models relative to non-linear asset pricing models such as the four-moment CAPM utilized by Dittmar(2002) . We leave an examination of these issues to future research.
Appendix

A) Formation of the Test Assets
Size/BM Portfolios
We form the 16 size/BM portfolios using the following approach similar to Fama and French(2012) . At the start of July each year between 1981 and 2010, all stocks on the LSPD are ranked independently by their market value at the end of June and their BM ratio at the end of the previous calendar year. We use the inverse of the price-to-book ratio, which we collect from Datastream, as the BM ratio. We exclude companies with zero market values, zero and negative BM ratios, and financials. We form four size groups based on breakpoints of 3%, 13%, and 25% of aggregate market capitalization. We form four BM groups based on quartile breakpoints from the BM ratios of the largest 90% of stocks by market value (Big stocks). We form 16 portfolios using the intersection of companies of the 4x4 sorts. We calculate the monthly buy and hold returns during the next 12 months for each portfolio. The initial weights in each portfolio are value weighted using the market value of the security at the end of June.
We make a number of corrections and exclusions to the portfolio returns which we follow across forming all the portfolios and factors. Where a security has missing return observations during the year, we assign a zero return to the missing values as in Liu and Strong(2008) . A security can have missing returns if it dies during the year or faces a temporary suspension. We correct for the delisting bias of Shumway(1997) by following the approach of Dimson, Nagel and Quigley(2003) . A -100% return is assigned to the death event date on LSPD where the LSPD code indicates that the death is valueless. We exclude investment trusts 21 , foreign companies and secondary shares.
Industry Portfolios
21 Investment trusts are equivalent to closed-end U.S. mutual funds.
We form 9 industry portfolios using the following approach. At the start of each year between 1981 and 2010, we allocate all stocks on LSPD to one of nine industry portfolios based on their industry classification in LSPD at the end of the previous year. We use the following industry sectors: resources, basic industries, general industrials, cyclical consumer goods, noncyclical consumer goods, retailers, leisure and media, services, and financials. We do not include a utilities sector due to insufficient return data and exclude the closed-end funds (investment trusts) sector. There have been a number of changes in the industry classifications in LSPD during our sample period and we use the same nine sectors throughout. We calculate the monthly buy and hold returns during the next year for each industry portfolio. The initial weights in each portfolio are value weighted using the market value of the security at the end of previous year. We exclude companies with zero market values and no industry classification.
B) Formation of Factor Models
1) Factors in the Carhart model
We construct the market index for the CAPM, FF, and Carhart models using a similar approach to Dimson and Marsh(2001) . At the start of each year between 1981 and 2010, we construct a value weighted portfolio of all stocks on LSPD by their market value at the start of the year. We calculate buy and hold monthly returns during the next year. We exclude companies with a zero market value. We use the excess returns of the market index using the return on the one-month U.K. Treasury Bill as the risk-free asset, which we collect from LSPD and Datastream.
We form the SMB and HML factors in the FF and Carhart models using a similar approach to Fama and French(2012) . At the start of July each year between 1981 and 2010, we rank all stocks on LSPD separately by their market value at the end of June and by their BM ratio at the end of the previous calendar year. We next form two size groups (Small and Big) using a breakpoint of 90% by aggregate market capitalization where the Small stocks are the companies with smallest 10% by market value and the Big stocks are the companies with the largest 90% by market value. We form three BM groups (Growth, Neutral, and Value) using break points of the 30 th and 70 th percentiles of the BM ratios of Big stocks. We then construct six portfolios of securities at the intersection of the size and BM groups (SG, SN, SV, BG, BN, BV). We calculate the monthly buy and hold return for the six portfolios during the next 12 months. The initial weights are set equal to the market value weights at the end of June. We exclude companies with a zero market value, zero or negative BM ratios, and financials. The SMB factor is the difference in the average return of the three small firm portfolios (SG, SN, SV) and the average return of the three large firm portfolios (BG, BN, BV). The HML factor is the average of HML S and HML B where HML S is the difference in portfolio returns of SV and SG and HML B is the difference in portfolio returns of BV and BG. The HML S and HML B zero-cost portfolios capture the value effect in Small stocks and Big stocks respectively.
We form the WML factor in the Carhart model using a similar approach to Fama and French(2012) . At the start of each month between July 1981 and December 2010, we rank all stocks on LSPD separately by their market value at the end of June and by their past cumulative buy and hold return during months -12 to -2. We form two size groups as for the 6 size/BM portfolios and three momentum groups (Losers, Neutral, and Winners) using break points of the 30 th and 70 th percentiles of the past cumulative returns of Big stocks. We then construct six portfolios of securities at the intersection of the size and momentum groups (SL, SN, SW, BL, BN, BW). We calculate the value weighted monthly return for the six portfolios using the market value weights at the end of the previous month. We exclude companies with a zero market value, and companies with less than 12 past return observations. The WML factor is the average of WML S and WML B where WML S is the difference in portfolio returns of SW and SL and WML B is the difference in portfolio returns of BW and BL. The WML S and WML B zero-cost portfolios capture the momentum effect in Small stocks and Big stocks respectively.
There are some differences in our approach to forming the factors in the Carhart model compared to Gregory et al(2013) 22 . Gregory et al(2013) use the Financial Times All Share (FTA) index as the market index, whereas we use the value weighted index of all stocks. Gregory et al(2013) only use stocks on the Main market, whereas we also include stocks on the smaller stock markets such as the Alternative Investment Market (AIM).
Gregory et al (2013) form two size groups using the median market value of the largest 350 stocks and form the three BM (momentum) groups using the 30% and 70% percentiles of the largest 350 stocks. They use the largest 350 stocks as argue that it captures the investment universe of U.K. institutional investors. We define large stocks as the largest 90% by market value which is a similar approach.
2) Factors in the 4-index and 7-index models
We form the index-based models using a similar approach to Cremers et al(2012) .
We form the factors from two BM index portfolios, three size index portfolios, and six size/BM index portfolios. We form the index portfolios as follows. At the start of July each year between 1981 and 2010, we rank all stocks on LSPD by their market value at the end of June. We exclude stocks with the smallest 1% 23 by market value when forming the index portfolios as the Russell indexes used by Cremers et al(2012) do not include the very smallest stocks.
22 Gregory et al(2013) also form an alternative set of factors using only the largest 350 stocks, which we do not pursue in this study.
23 Dimson and Marsh(2001) refer to these stocks as micro-cap stocks.
We form the two BM index portfolios across all stocks. We rank all companies by their BM ratio at the end of the previous calendar year and group the top 1/3 (by BM) into a All/High portfolio and the bottom 1/3 into a All/Low portfolio. We exclude companies with a zero or negative BM ratio, and financials. We form three size index portfolios across all stocks. The first index (Large) is the portfolio of the largest 100 stocks by market value. The second index (Mid) includes the companies which are ranked 101 to the largest 90% of companies by market value, which captures the mid-cap stocks. The third index (Small) includes smallest 9% of stocks by market value. Dimson and Marsh(2001) refer to these companies as low-cap stocks.
We form six size/BM index portfolios. For each size index, we rank all stocks in the index by their BM ratio at the end of the previous calendar year. We exclude companies with a zero or negative BM ratio, and financials. We group the top 1/3 of companies ( 
APT
We construct the APT models using the HFA of Jones(2001) . Jones extends the asymptotic principal components analysis of Korajczyk (1986, 1987) to allow for residual heteroskedasticity. We use the first five statistical factors from the HFA applied to the monthly stock return data of all companies on LSPD between July 1981 and December 2010. We exclude investment trusts, foreign companies, and secondary shares. We include companies with missing return data using the approach of Connor and Korajczyk(1987) .
ICAPM
We construct the ICAPM model using a similar approach to Petkova (2006) We estimate the innovations in the four state variables using a first-order VAR including the excess market returns and the state variables as in Petkova(2006) . All of the variables are demeaned in the VAR. We do not orthogonalize the innovations in the state variables as in . Our approach differs from their study in that they also include the SMB and HML factors in the VAR system. The table includes summary statistics of the monthly returns (%) of 16 size/BM portfolios and 9 industry portfolios between July 1981 and December 2010. Panels A and B report the mean and standard deviation of the size/BM portfolio returns. The size/BM portfolios are sorted by size in the rows (Small to Big) and BM in the column (Low to High). Panel C reports the mean and standard deviation of the 9 industry portfolio returns. The table reports summary statistics of the excess returns of the factors in the linear factor models between July 1981 and December 2010. The summary statistics include the mean and standard deviation of excess monthly returns (%). The final two columns report the slope coefficient (t-statistic in parentheses) and the R 2 from the predictive regression of the factor excess returns in the Fama and French(1993) model on a constant and the lagged term spread. The t-statistics are corrected for the effects of heteroskedasticity using the method of White(1980) . Market is the excess returns on the value weighted market index. SMB, HML, and WML are zero-cost portfolios of the size, value/growth, and momentum effects in U.K. stock returns. Large is the excess returns on a value weighted portfolio of the largest 100 companies. S-L, S-M and M-L are zero-cost portfolios of the difference in returns between small companies and large companies, small companies and mid-cap companies, and between mid-cap companies and large companies. AHML, LHML, MHML, and SHML are zero-cost portfolios of the value/growth effect in all companies, large companies, mid-cap companies, and small companies. . The test statistics are corrected for the effects of heteroskedasticity using the method of White(1980) . The table reports the model comparison tests of between different linear factor models using the 16 size/BM and 9 industry portfolio returns as the set of test assets between July 1981 and December 2010. The tests examine whether the OLS R 2 (panel A) and GLS R 2 (panel B) between two models are equal to each other. The table includes the difference in the estimated R 2 between every pair of models. Where the difference is negative (positive), the model in the row of the table has a lower (higher) R 2 than the model in the column of the table. Panel C reports the multiple non-nested model comparison tests using each of the factor models as the benchmark model. The panel reports the Likelihood Ratio (LR) test and corresponding p value of the null hypothesis that the benchmark model performs as well as other models in terms of the OLS R 2 and GLS R 2 . In parentheses below for the CAPM, FF, and Cond CAPM models are the p values of the nested model comparison tests. The test statistics are corrected for the effects of heteroskedasticity using the method of White(1980) . The table reports on the OLS estimation of the four best performing linear factor models between July 1981 and December 2010. The set of test assets is 16 size/BM and 9 industry portfolio returns. For each model, the first row reports the zero-beta return and factor risk premiums ( ) and the corresponding t-statistics in parentheses from the regression of average returns on a constant and the factor betas. The t-statistics allow for potential model misspecification and are based on . The second row provides summary statistics of the model pricing errors from the cross-sectional regression. The summary statistics include the Root Mean Squared Pricing Error (RMSE), the minimum (Min e i ) pricing error, maximum (Max e i ) pricing error. The p(Q c =0) is the p value of the null hypothesis that Q c =0 and is a test of model specification based on Kan et al. All of the test statistics are corrected for the effects of heteroskedasticity using the method of White(1980) . The table reports on the GLS estimation of the four best performing linear factor models between July 1981 and December 2010. The set of test assets is 16 size/BM and 9 industry portfolio returns. For each model, the first row reports the zero-beta return and factor risk premiums ( ) and the corresponding t-statistics in parentheses from the regression of average returns on a constant and the factor betas. The t-statistics allow for potential model misspecification and are based on . The second row provides summary statistics of the model pricing errors from the cross-sectional regression. The summary statistics include the Root Mean Squared Pricing Error (RMSE), the minimum (Min e i ) pricing error, maximum (Max e i ) pricing error. The p(Q c =0) is the p value of the null hypothesis that Q c =0 and is a test of model specification based on Kan et al. All of the test statistics are corrected for the effects of heteroskedasticity using the method of White(1980) .
