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Abstract: In this paper we define the analogue of Calabi–Yau geometry for generic D = 4,
N = 2 flux backgrounds in type II supergravity and M-theory. We show that solutions of the
Killing spinor equations are in one-to-one correspondence with integrable, globally defined
structures in E7(7)×R+ generalised geometry. Such “exceptional Calabi–Yau” geometries are
determined by two generalised objects that parametrise hyper- and vector-multiplet degrees
of freedom and generalise conventional complex, symplectic and hyper-Ka¨hler geometries.
The integrability conditions for both hyper- and vector-multiplet structures are given by the
vanishing of moment maps for the “generalised diffeomorphism group” of diffeomorphisms
combined with gauge transformations. We give a number of explicit examples and discuss
the structure of the moduli spaces of solutions. We then extend our construction to D = 5
and D = 6 flux backgrounds preserving eight supercharges, where similar structures appear,
and finally discuss the analogous structures in O(d, d)× R+ generalised geometry.
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1 Introduction
Supersymmetric backgrounds are a key ingredient in both string phenomenology and the
AdS/CFT correspondence. For backgrounds without flux, supersymmetry requires the in-
ternal manifold M to have special holonomy. The archetypal example is a six-dimensional
Calabi–Yau manifold [1], where the geometry is characterised by a holomorphic three-form Ω
and a symplectic two-form ω satisfying the integrability conditions dΩ = dω = 0. The integ-
rability of Ω implies the manifold is complex, and the tools of complex and algebraic geometry
can then be used to construct examples and calculate many important physical properties,
such as moduli spaces, particle spectra and couplings, as first discussed for example in [2–4].
A natural question is whether there is an analogous description of generic supersymmetric
flux compactifications preserving eight supercharges. In the context of type II reductions
to four dimensions, this defines the natural string-theory generalisation of the notion of a
Calabi–Yau manifold to backgrounds including both NS-NS and R-R flux.1 In this paper
we show that exceptional generalised geometry [11–14] gives precisely such a reformulation:
the supersymmetric background defines an integrable generalised structure, which we call an
“exceptional Calabi–Yau” (ECY) geometry. In fact, the tensors ω and Ω are replaced by a
1Note that there are general “no-go” theorems [5–10] that, in the absence of sources, exclude reductions on
a compact space to a Minkowski background when fluxes are present. Thus the backgrounds in this paper are
generically either non-compact or have boundaries corresponding to the excision of the sources.
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pair of generalised structures that interpolate between complex, symplectic and hyper-Ka¨hler
geometries. With respect to the N = 2 supersymmetry, one structure is naturally associated
to hypermultiplets and the other to vector multiplets, and the integrability conditions, defined
using generalised intrinsic torsion [15], have an elegant interpretation in terms of moment
maps.
A description in terms of integrable structures is important since it should provide new
approaches for tackling problems such as analysing the deformations and moduli spaces of
arbitrary flux backgrounds, as well as potentially constructing new examples. We also note
that it not only gives generalisations of the classical target-space theories of the topological
string A and B models to include R-R modes, but also defines a corresponding pair of theories
in M-theory.
The conventional notion of a G-structure has already provided a very useful way of
analysing flux backgrounds [8, 16, 17]. While the manifold M no longer has special holonomy,
the Killing spinor bilinears still define a set of tensors invariant under G ⊂ SO(d) ⊂ GL(d;R)
where d is the dimension of M . The fluxes then describe the lack of integrability of this G-
structure. Formally this is encoded in the intrinsic torsion, and only when this vanishes does
the background have special holonomy. For generic backgrounds, the structure is only locally
defined since there can be points where the stabiliser group of the Killing spinors changes. The
basic point of this paper, as in [15], is that there is actually a natural extended geometry in
which supersymmetry for a generic flux background again corresponds to integrable, globally
defined G-structures.
Focussing for the moment on N = 2, D = 4 backgrounds, in the case of NS-NS flux such
a reformulation has already appeared under the guise of generalised complex geometry [18–
21]. One considers a generalised tangent bundle E ≃ TM⊕T ∗M , admitting a natural O(d, d)
metric. For a large class of supersymmetric backgrounds with non-trivial two-form B-field and
dilaton φ, the holomorphic and symplectic forms generalise to a pair of O(6, 6) pure spinors
Φ± ∈ Γ(∧±T ∗M), each defining an SU(3, 3) ⊂ O(6, 6) structure. They satisfy compatibility
conditions, analogues of ω ∧ Ω = 0 and ω3 ∝ Ω ∧ Ω¯, that imply that together they define an
SU(3) × SU(3) structure. Furthermore, the N = 2 Killing spinor equations imply dΦ± = 0,
and one says the SU(3)× SU(3) structure is integrable [21]. Each such integrable Φ± defines
a generalised complex structure [18] and the integrable SU(3)×SU(3) structure is known as a
generalised Calabi–Yau metric structure [19]. This language has been useful for a whole range
of applications including addressing deformations [19, 22–24], topological strings [25–27], steps
towards classifying flux backgrounds [28–30] and the AdS/CFT correspondence [31–33].
To include R-R fluxes and also M-theory compactifications, we need to consider Ed(d)×R+
or exceptional generalised geometry [11, 12]. The generalised tangent space is further extended
to include the R-R gauge symmetries, such that it admits a natural action of Ed(d) × R+. It
gives a unified geometrical description of type II and M-theory restricted to a (d − 1)- or d-
dimensional manifold [13, 14], invariant under local transformations by the maximal compact
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subgroup Hd of Ed(d) ×R+. The bosonic symmetries combine in a generalised Lie derivative,
there is a generalised metric, invariant under Hd, that encodes all the bosonic degrees of
freedom, and, defining a generalised connection D that is the analogue of the Levi-Civita
connection, the full bosonic action is equal to the corresponding generalised Ricci scalar, and
the fermion equations of motion and supersymmetry variations can all be written in terms
of D. We note that there is a long history of considering exceptional groups in supergravity,
in many cases by positing the existence of extra coordinates, for example see [34–41] and
more recently [42–46]. Although in general defining such putative extensions of spacetime is
problematic [47–50], we note that all the constructions here are equally applicable as local
descriptions to any situation where a suitable spacetime can be defined.
The two generalised structures defining generic N = 2, D = 4 backgrounds are invariant
under Spin∗(12) and E6(2) subgroups of the E7(7) × R+ acting on the generalised tangent
space. We refer to them as H and V structures respectively, standing for“hyper-” and “vector-
multiplet”. If compatible, together they define an exceptional Calabi–Yau or ECY structure
that is invariant under SU(6).2 Such structures were first introduced in the context of type
II theories in [51]. Since the supersymmetry parameters transform under H7 = SU(8) in
the exceptional generalised geometry, the SU(6) structure appears as SU(6) is the stabiliser
group of a pair of Killing spinors. Some steps towards rephrasing supersymmetry in terms
of integrable generalised structures in the N = 1 case, where the structure is SU(7), were
taken in [12] in M-theory and in [51] in type II. The full set of N = 1 conditions, written
using a particular unique generalised connection, were given in [52], and this was extended to
N = 2 in [53]. The four-dimensional effective theories in both N = 1 and N = 2 have been
considered in [12, 51, 54].
As first noted in [51], the infinite-dimensional spaces of hypermultiplet and vector-multiplet
structures admit hyper-Ka¨hler and special Ka¨hler metrics respectively. Strikingly, we find that
the integrability conditions for each can be formulated as the vanishing of the corresponding
moment maps for the action of the generalised diffeomorphism group. The moduli spaces
of structures are then given by a hyper-Ka¨hler or symplectic quotient. For ECY structures
there is an additional integrability condition that involves both structures. That differen-
tial conditions appear as moment maps on infinite-dimensional spaces is a ubiquitous phe-
nomenon [55, 56]. Examples include the Atiyah–Bott description of flat gauge connections
on a Riemann surface [57], the Donaldson–Uhlenbeck–Yau equations [58–60], the Hitchin
equations [61], and even the equations for Ka¨hler–Einstein metrics [62, 63]. In our case we
see that there are also moment maps for geometries defining generalisations of complex and
symplectic structures that, in addition, use the full (generalised) diffeomorphism group.
For each structure, we show that the integrability conditions correspond to the existence
of a torsion-free G-compatible generalised connection. This follows the analysis of [15] where
2Strictly it is more natural to define ECY as an integrable SU(6) structure. For simplicity we are not always
careful in making this distinction.
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it was shown that there is a natural definition of intrinsic torsion for generalised G-structures,
and one can define generalised special holonomy as structures with G ⊂ Hd and vanishing gen-
eralised intrinsic torsion. The minimally supersymmetric backgrounds of type II supergravity
and M-theory in various dimensions are constrained to have generalised special holonomy in
both the Minkowski [15] and AdS [64] case. Here, we use the same notion of generalised
intrinsic torsion to prove that our integrability conditions are equivalent to the Killing spinor
equations.
Physically the appearance of moment maps is very natural. It is possible to reformulate
the full ten- or eleven-dimensional supergravity as a four-dimensionalN = 2 theory [51, 65, 66].
The Spin∗(12) structures then naturally parametrise an infinite-dimensional space of hyper-
multiplets, while the E6(2) structures encode an infinite-dimensional space of vector multiplets.
This is the origin of our names for the two types of structures. The N = 2 theory will be
gauged, and supersymmetry implies that the gauging defines a triplet of moment maps on
the hypermultiplets and a single moment map on the vector multiplets (see for example [67]).
This structure was already noted in [51], where it was pointed out that the gauged sym-
metry was simply the R-R gauge transformations. However for generic backgrounds, as we
show here, not only the R-R gauge transformations but actually the whole set of generalised
diffeomorphisms are gauged, including NS-NS gauge transformations and conventional diffeo-
morphisms. The integrability conditions can then be directly translated into the vanishing
of the gaugino, hyperino and gravitino variations, following a similar analysis for N = 1
backgrounds in [12, 51, 52, 68]. In making this translation we partly rephrase the stand-
ard conditions, as given in [69–71], showing that the gaugino variation generically implies a
vanishing of the vector-multiplet moment map.
This paper is rather long, primarily because of the inclusion of a number of examples
which we hope will clarify some of the more abstract constructions. However, it does fall into
two fairly distinct parts. The first, sections 2 to 5, discusses N = 2, D = 4 backgrounds in
type II and M-theory. The first three sections cover some examples of D = 4 supersymmetric
flux backgrounds, an introduction to generalised geometry and generalised structures, integ-
rability of the structures and finally some example calculations. More technical aspects, such
as the equivalence of integrability with torsion-free G-structures, the origin of the integrability
conditions from gauged supergravity and the moduli space of supersymmetric compactifica-
tions, are all in section 5.
Our formalism also applies to both type II and M-theory backgrounds inD = 5 andD = 6
preserving eight supercharges, and to O(d, d)×R+ generalised geometry. Discussion of these
cases, along with some simple examples, forms the second part of the paper, sections 6 to 7.
The hypermultiplet structure is always of the same form, but the second generalised structure
that is compatible with it is dependent on the case in hand. The O(d, d)×R+ case is of physical
interest because these structures capture those supersymmetric NS-NS backgrounds that do
not have a description in generalised complex geometry, most notably the NS5-brane solution.
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We note that AdS backgrounds can also be described in this formalism but, in the interest of
avoiding an even longer paper, we leave these for a companion work [72].
2 N = 2, D = 4 flux backgrounds
Our aim is to reformulate generic supersymmetric flux backgrounds with eight supercharges
as integrable structures within generalised geometry. We will focus first on the case of type
II and M-theory backgrounds giving N = 2 in four dimensions. In this section, we briefly
summarise the Killing spinor equations, along with the standard N = 2 examples of Calabi–
Yau and generalised Calabi–Yau metrics in type II theories, and discuss how the notion of
a Calabi–Yau structure extends when one includes fluxes. In appendix B, we give a number
of other backgrounds that will provide useful examples when we come to discuss generalised
structures.
2.1 Supersymmetric backgrounds in type II and M-theory
We consider type II and M-theory spacetimes of the form RD,1 ×M , with a warped product
metric
ds2 = e2∆ds2(RD−1,1) + ds2(M), (2.1)
where ∆ is a scalar function on M . Initially we will assume D = 4 and hence M is six-
dimensional for type II and seven-dimensional for M-theory. For the type II theories we use
the string frame metric so that the warp factors for type II and M-theory are related by
∆II = ∆M +
1
3φ, where φ is the dilaton. We allow generic fluxes compatible with the Lorentz
symmetry of R3,1. Thus for M-theory, of the eleven-dimensional four-form flux F we keep the
components
Fm1...m4 = Fm1...m4 , F˜m1...m7 = (⋆F)m1 ...m7 , (2.2)
where m = 1, . . . , 7 are indices on M , while for type II we use the democratic formalism [73]
and keep only the flux components that lie entirely on M .
In M-theory, the eleven-dimensional spinors ε can be decomposed into four- and seven-
dimensional spinors η± and ǫ respectively according to
ε = η+ ⊗ ǫ+ η− ⊗ ǫ∗, (2.3)
where ± denotes the chirality of η±. The internal spinor ǫ is complex, and can be thought of
as a pair of real Spin(7) spinors ǫ = Re ǫ+ i Im ǫ. The Killing spinor equations read [74–77]
∇mǫ+ 1288Fn1...n4(γmn1...n4 − 8δmn1γn2n3n4)ǫ− 112 16! F˜mn1...n6γn1...n6ǫ = 0,
γm∇mǫ+ (∂m∆)γmǫ− 196Fm1...m4γm1...m4ǫ− 14 17! F˜m1...m7γm1...m7ǫ = 0,
(2.4)
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where ∇ is the Levi-Civita connection for the metric on M and γm are the Cliff(7;R) gamma
matrices. These imply that F˜ vanishes for Minkowski backgrounds [74], since it can only be
supported by a cosmological constant.
There are similar expressions for the Killing spinor equations in type II (see for ex-
ample [21]). In this case, there are a pair of real ten-dimensional spinors {ε1, ε2} which
decompose under Spin(3, 1) × Spin(6) as
ε1 = η
+
1 ⊗ χ−1 + η−1 ⊗ χ+1 ,
ε2 = η
+
2 ⊗ χ±2 + η−2 ⊗ χ∓2 ,
(2.5)
where the ± superscripts denote chiralities, χ−i and η−i are the charge conjugates of χ+i and
η+i respectively, and the upper and lower signs in the second line refer to type IIA and
IIB respectively. The two internal spinors can be combined into a single, complex, eight-
component object
ǫ =
(
χ−1
χ±2
)
, (2.6)
which for type IIA is simply the lift to the d = 7 complex spinor of the M-theory reduction.
In both type II and M-theory, the gamma matrices generate an action of SU(8) on the
eight-component spinors ǫ. Using the SU(8) norm, given in type II by ǫ¯ǫ = χ¯+1 χ
+
1 + χ¯
+
2 χ
+
2 ,
supersymmetry implies ǫ¯ǫ = const. × e∆ [21, 74–77]. For N = 2 backgrounds we have two
independent solutions, ǫ1 and ǫ2, to the Killing spinor equations. With respect to the SU(8)
action, the solutions are thus invariant under an SU(6) subgroup. In E7(7) × R+ generalised
geometry this SU(8) action is a local symmetry [13, 14]. From this perspective, as stressed
in [15, 51], we can view the N = 2 background as defining a generalised SU(6) structure
N = 2 background {ǫ1, ǫ2} ⇐⇒ generalised SU(6) structure. (2.7)
Understanding how this SU(6) structure is defined and its integrability conditions, along with
the analogous structures in D = 5 and D = 6, will be the central goal of this paper.
2.2 Generalising the notion of a Calabi–Yau structure
The classic example of an N = 2 background is, of course, type II string theory with vanishing
fluxes, whereM is a Calabi–Yau threefold. Generic flux solutions of the N = 2 Killing spinor
equations can thus be thought of as string-theory generalisations of the conventional notion
of a Calabi–Yau manifold to backgrounds including both NS-NS and R-R fluxes.
Calabi–Yau manifolds admit a single covariantly constant spinor χ+ which is invariant
under the action of an SU(3) subgroup of Spin(6) ≃ SU(4). In this case, the two SU(8) Killing
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spinors of (2.6) are given by
ǫ1 =
(
χ+
0
)
, ǫ2 =
(
0
χ−
)
, (2.8)
One can build two differential forms as bilinears in χ: a symplectic form ω and a holomorphic
three-form Ω, satisfying the compatibility conditions
ω ∧Ω = 0, 13!ω ∧ ω ∧ ω = 18 iΩ ∧ Ω¯. (2.9)
The Killing spinor equations are equivalent to the integrability conditions
dω = 0, dΩ = 0, (2.10)
which together define an integrable or torsion-free SU(3) structure on M . The forms ω and
Ω are invariant under Sp(6;R) and SL(3;C) subgroups of GL(6;R) respectively. Thus the
different structure groups embed as
GL(6;R) ⊃ Sp(6;R) for ω
∪ ∪
SL(3;C) for Ω ⊃ SU(3) for {ω,Ω}
(2.11)
The simplest extension is to consider generic NS-NS backgrounds by including H = dB
flux and dilaton. These are beautifully described within generalised complex geometry [18–21].
The two SU(8) spinors are taken to have the form3
ǫ1 =
(
χ+1
0
)
, ǫ2 =
(
0
χ−2
)
. (2.12)
Each spinor χ+i is stabilised by a different SU(3) subgroup of Spin(6) ≃ SU(4). Generically the
common subgroup leaving both χ+i invariant is SU(2). However, since the norm between the
spinors can vary over M , there can be points where the spinors are parallel and the stabiliser
group enhances to SU(3). Backgrounds where this happens are called “type-changing” [18, 19].
The presence of two spinors χ+i means that the differential forms constructed from the spinor
bilinears are more intricate than in the Calabi–Yau case. The background can be characterised
by two polyforms [21]
Φ+ ∈ Γ(∧+T ∗M), Φ− ∈ Γ(∧−T ∗M), (2.13)
3As we will discuss in some detail, there are also pure NS-NS, N = 2 backgrounds where the Killing spinors
do not take the form (2.12), and hence are not described by generalised complex structures.
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where ∧+T ∗M and ∧−T ∗M are the bundles of even- and odd-degree forms respectively. They
satisfy a pair of consistency conditions (B.8) and the Killing spinor equations are equivalent
to the integrability conditions
dΦ+ = 0, dΦ− = 0, (2.14)
which define what is known as a generalised Calabi–Yau metric. A conventional Calabi–Yau
background is of course a special case, given by taking
Φ+ = e−φe−Be−iω, Φ− = ie−φe−BΩ, (2.15)
with B closed and φ constant. Thus we see that Φ+ generalises the symplectic structure and
Φ− generalises the complex structure.
These conditions define an integrable structure in O(6, 6)×R+ generalised geometry [18,
19, 21]. One considers the generalised tangent bundleE ≃ TM⊕T ∗M , which admits a natural
O(6, 6) metric η. The two polyforms Φ± can then be viewed as sections of the positive and
negative helicity Spin(6, 6) spinor bundles4 associated to E, each stabilised by a (different)
SU(3, 3) subgroup of Spin(6, 6). Therefore, each Φ± individually defines a generalised SU(3, 3)
structure. The compatibility conditions imply that their common stability group is SU(3)×
SU(3), so
O(6, 6) × R+ ⊃ SU(3, 3)+ for Φ+
∪ ∪
SU(3, 3)− for Φ
− ⊃ SU(3)× SU(3) for {Φ+,Φ−}
(2.16)
Note that the two SU(3) stabiliser groups are precisely the groups preserving χ+1 and χ
−
2
in (2.12). As we discuss in section 7, the integrability conditions dΦ± = 0 are equivalent to
the existence of a torsion-free generalised connection compatible with the relevant SU(3, 3)±
structure.
It is natural to ask how these structures and their integrability conditions are extended
when one considers completely generic backgrounds, for example including R-R fluxes for
which the type II Killing spinor equations take the form (2.5). These are the questions
we address in the next two sections. In identifying the relevant objects in the generalised
geometry, and how they connect to conventional notions of G-structures, it will be useful to
have a range of examples of N = 2 backgrounds. To this end, a number of simple cases, with
and without R-R fluxes and in both type II and M-theory, are summarised in appendix B,
along with more details of the Calabi–Yau and generalised Calabi–Yau metric cases.
4In making this identification there is an arbitrary scaling factor that can be viewed as promoting the
O(6, 6) action to an O(6, 6)× R+ action, corresponding to the dilaton degree of freedom [78, 79].
– 8 –
3 E7(7) structures
We will now show that a generic N = 2, D = 4 background defines a pair of generalised
structures in E7(7) × R+ generalised geometry. For type II backgrounds this pair was first
identified in [51]. We will turn to the integrability conditions in the next section.
The idea of a generalised G-structure is as follows. In conventional geometry, the generic
structure group of the tangent bundle TM of a d-dimensional manifold M is GL(d;R). The
existence of a G-structure implies that the structure group reduces to G ⊂ GL(d;R). It
can be defined by a set of tensors Ξ that are stabilised by the action of G, or alternatively
as a principle G-sub-bundle PG of the GL(d;R) frame bundle F . In generalised geometry,
one considers an extended tangent bundle E which admits the action of a group larger than
GL(d;R). For us the relevant generalised geometry will have an action of E7(7)×R+. One can
define frames for E and a corresponding principle E7(7) × R+-bundle, called the generalised
frame bundle F˜ . A generalised G-structure is then defined by a set of generalised tensors that
are invariant under the action of a subgroup G ⊂ E7(7) × R+. Equivalently, it is a principle
G-sub-bundle P˜G, of the generalised frame bundle F˜ .
The two generalised G-structures relevant to N = 2, D = 4 backgrounds are5,6
hypermultiplet structure, Jα G = Spin
∗(12),
vector-multiplet structure, K G = E6(2).
(3.1)
We will often refer to these as H and V structures respectively. As we will see, we can impose
two compatibility conditions between the structures such that their common stabiliser group
is Spin∗(12) ∩ E6(2) = SU(6), defining
ECY structure, {Jα,K} G = SU(6). (3.2)
We see that the generalisation of the embeddings (2.11) and (2.16) for Calabi–Yau and gen-
eralised Calabi–Yau metrics respectively is given by
E7(7) × R+ ⊃ Spin∗(12) for Jα
∪ ∪
E6(2) for K ⊃ SU(6) for {Jα,K}
(3.3)
The SU(6) group is the same one that stabilises the pair of SU(8) Killing spinors {ǫ1, ǫ2}.
These structures are generalisations of the symplectic and complex structures on Calabi–
Yau manifolds in type II compactifications. Focussing on type IIB, in table 1 we list the
(generalised) tangent bundles and structures that appear in conventional and generalised
5In [51] these were denoted Kα and λ = 2ReL respectively.
6Spin∗(12) is the double cover of SO∗(12), the latter corresponding to a particular real form of the complex
SO(12;C) Lie algebra [80].
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hyper vector
E Gframe G Ξ G Ξ
TM GL(6) Sp(6;R) ω SL(3;C) Ω
TM ⊕ T ∗M O(6, 6) × R+ SU(3, 3)+ Φ+ SU(3, 3)− Φ−
TM ⊕ T ∗M ⊕ ∧−T ∗M ⊕ . . . E7(7) × R+ Spin∗(12) Jα E6(2) K
Table 1. The (generalised) tangent bundles and G-structures in conventional, generalised complex
and exceptional generalised geometry for type IIB supergravity. We include the group Gframe that
acts on the (generalised) frame bundle, the reduced structure group G of the symplectic, complex,
generalised complex, vector- or hypermultiplet structure, and the invariant object Ξ that defines the
structure.
O(d, d)×R+ and E7(7)×R+ geometries. We see that the H structure generalises the symplectic
structure ω (or the pure spinor Φ+), while the V structure generalises the complex structure
Ω (or the pure spinor Φ−). For type IIA the situation is reversed, and the V and H structures
generalise ω and Ω respectively.
Recall that the moduli spaces of (integrable) symplectic and complex structures of Calabi–
Yau manifolds are associated withN = 2, D = 4 hypermultiplets and vector multiplets in type
II theories. The same thing happens here: the moduli space of integrable Spin∗(12) structures
defines fields in hypermultiplets and that of integrable E6(2) structures defines fields in vector
multiplets, hence the names. In fact, one can also consider the infinite-dimensional space of
all such structures, without imposing any integrability conditions, and these too can naturally
be associated with hypermultiplets and vector multiplets. As described in [51, 65, 66], one
can view this structure as arising from a rewriting of the full ten- or eleven-dimensional
theory, analogous to the construction in [34], but with only eight supercharges manifest. The
local SO(9, 1) Lorentz symmetry is broken and the degrees of freedom can be repackaged into
N = 2, D = 4 multiplets. However, since all modes are kept – there is no Kaluza–Klein
truncation – the hyper- and vector-multiplet spaces become infinite dimensional.
In the rest of this section we first review E7(7)×R+ generalised geometry. We then define
H and V structures, discuss the infinite-dimensional space of structures, and, in each case,
show how the various examples of N = 2, D = 4 backgrounds given in appendix B define Jα
and K.
3.1 Ed(d) × R
+ generalised geometry
Ed(d) × R+ or exceptional generalised geometry is the study of structures on a generalised
tangent bundle E, where E admits a unique action of the Ed(d) group [11, 12]. The corres-
ponding differential geometry was developed in [13, 14]. Here we summarise the key points,
relegating some of the details to appendix E.
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For M-theory on a manifold M of dimension d ≤ 7, the generalised tangent bundle is
E ≃ TM ⊕ ∧2T ∗M ⊕ ∧5T ∗M ⊕ (T ∗M ⊗ ∧7T ∗M). (3.4)
For a type II theory on a (d− 1)-dimensional manifold M , the generalised tangent bundle is
E ≃ TM ⊕ T ∗M ⊕ ∧±T ∗M ⊕ ∧5T ∗M ⊕ (T ∗M ⊗ ∧6T ∗M), (3.5)
where ± refers to even- or odd-degree forms for type IIA or IIB respectively. For type IIA,
this is just a dimensional reduction of the M-theory case. For type IIB, this can be rewritten
in a way that stresses the SL(2;R) symmetry as
E ≃ TM ⊕ (S ⊗ T ∗M)⊕∧3T ∗M ⊕ (S ⊗ ∧5T ∗M)⊕ (T ∗M ⊗ ∧6T ∗M), (3.6)
where S is an R2 bundle transforming as a doublet of SL(2;R). In all cases the generalised
tangent bundle is an Ed(d) × R+ vector bundle. For example, for d = 7 it transforms in the
561 representation, where the subscript denotes the R
+ weight. By definition, a scalar field
of weight p, transforming in the representation 1p, is a section of (detT
∗M)p/(9−d). (Since
supersymmetric backgrounds are orientable, we can assume detT ∗M is trivial.)
The generalised frame bundle F˜ is an Ed(d) × R+ principal bundle constructed from
frames for E. One defines generalised tensors as sections of the vector bundles associated
with different Ed(d) × R+ representations. Of particular interest is the adjoint bundle ad F˜ ,
corresponding to the adjoint representation of Ed(d) × R+. In M-theory we have
ad F˜ ≃ R⊕ (TM ⊗ T ∗M)⊕ ∧3T ∗M ⊕ ∧6T ∗M ⊕ ∧3TM ⊕∧6TM, (3.7)
while in type II
ad F˜ ≃ R⊕ [R⊕ ∧6TM ⊕ ∧6T ∗M]
⊕ [(TM ⊗ T ∗M)⊕ ∧2T ∗M ⊕ ∧2TM]⊕ [∧∓TM ⊕ ∧∓T ∗M] , (3.8)
where the upper and lower signs refer to type IIA and type IIB respectively. For IIB this can
also be written as
ad F˜ ≃ R⊕ (TM ⊗ T ∗M)⊕ (S ⊗ S∗)0 ⊕ (S ⊗ ∧2TM)⊕ (S ⊗ ∧2T ∗M)
⊕ ∧4TM ⊕ ∧4T ∗M ⊕ (S ⊗ ∧6TM)⊕ (S ⊗ ∧6T ∗M), (3.9)
where the subscript on (S ⊗ S∗)0 indicates that one takes the traceless part. For d = 7 these
bundles transform in the 10 + 1330 representation, where the singlet is the part generating
the R+ action.
The generalised tangent bundle is actually defined as an extension, so that there is a
non-trivial patching between the tensor components. In M-theory, on the overlap of two local
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patches Ui ∩ Uj of M , a generalised vector V ∈ Γ(E) is patched by
V(i) = e
dΛ(ij)+dΛ˜(ij)V(j), (3.10)
where Λ(ij) and Λ˜(ij) are locally two- and five-forms respectively, which can be identified as
sections of ad F˜ , so that edΛ(ij)+dΛ˜(ij) is the exponentiated adjoint action. The isomorph-
isms (3.4) and (3.7) depend on a pair of potentials A ∈ Γ(∧3T ∗M) and A˜ ∈ Γ(∧6T ∗M) via
the exponentiated adjoint action
V = eA+A˜V˜ , R = eA+A˜R˜ e−A−A˜, (3.11)
where V ∈ Γ(E) and R ∈ Γ(ad F˜ ), the “untwisted” objects V˜ and R˜ are sections of TM ⊕
∧2T ∗M ⊕ · · · and R⊕ (TM ⊗ T ∗M)⊕ · · · respectively, and A and A˜ are patched by
A(i) = A(j) + dΛ(ij), A˜(i) = A˜(j) + dΛ˜(ij) − 12dΛ(ij) ∧A(j). (3.12)
The corresponding gauge-invariant field strengths
F = dA, F˜ = dA˜− 12A ∧ F, (3.13)
are precisely the supergravity objects defined in (2.2). The type II theories are similarly
patched. For type IIB we have
V(i) = e
dΛi
(ij)
+dΛ˜(ij)V(j), (3.14)
where Λi(ij) and Λ˜(ij) are locally a pair of one-forms and a three-form respectively. The
relations between the twisted and untwisted objects are written as
V = eB
i+C V˜ , R = eB
i+CR˜ e−B
i−C , (3.15)
with the corresponding three- and five-form field strengths given by
F i = dBi, F = dC + 12ǫijB
i ∧ F j, (3.16)
where F 1 = H, F 2 = F3 and F are the usual supergravity field strengths. We discuss how to
include a non-zero axion-dilaton in appendix E.2, following [81].
The differential structure of the generalised tangent bundle is captured by a generalisation
of the Lie derivative that encodes the bosonic symmetries of supergravity, namely diffeomorph-
isms and form-field gauge transformations. Given a generalised vector field V ∈ Γ(E), one
can define the action of the generalised Lie derivative (or Dorfman derivative) LV on any gen-
eralised tensor. For example, its action on generalised vectors is given in (E.12) and (E.41),
and on sections of ad F˜ in (E.13) and (E.42). It endows E with the structure of a Leibniz
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algebroid [82]. It will play an essential role in defining the integrability conditions on the
generalised structures.
3.2 Hypermultiplet structures
The idea of an hypermultiplet structure (or H structure) was first introduced in [51] in the
context of type II theories. Formally we have:
Definition. An E7(7) hypermultiplet structure is a Spin
∗(12) ⊂ E7(7) ×R+ generalised struc-
ture,
or, in other words, a Spin∗(12) principle sub-bundle P˜Spin∗(12) of the generalised frame bundle
F˜ . More concretely, we can define the structure by choosing a set of invariant generalised
tensors. The relevant objects are a triplet of sections of a weighted adjoint bundle
Jα ∈ Γ(ad F˜ ⊗ (detT ∗M)1/2) α = 1, 2, 3, (3.17)
such that they transform in the 1331 representation of E7(7)×R+. We require them to define
a highest weight su2 subalgebra of e7(7), which is the necessary and sufficient condition for
them to be invariant under Spin∗(12). We can write the algebra as
[Jα, Jβ ] = 2κǫαβγJγ , (3.18)
where κ is a section of (detT ∗M)1/2 and the commutator is simply the commutator in the
adjoint representation of E7(7) × R+, defined in (E.7) and (E.36). The norms of the Jα,
calculated using the e7(7) Killing form given in (E.27) and (E.56), are then fixed to be
tr(JαJβ) = −κ2δαβ . (3.19)
As described in [51], decomposing under the SU(8) subgroup7 of E7(7), one can view the cor-
responding “untwisted” objects J˜α as being constructed from bilinears of the Killing spinors
ǫi of the form σ
ij
α ǫiǫ¯j , where σ
ij
α are the Pauli matrices.
A key point for us, first noted in [51], is that the infinite-dimensional space of H structures
admits a natural hyper-Ka¨hler metric. To define the space of structures, note that, at a
particular point x ∈ M , the structure Jα|x is invariant under Spin∗(12) so it can be viewed
as fixing a point in the homogeneous space
Jα|x ∈W = E7(7) × R+/Spin∗(12). (3.20)
7The actual subgroup is SU(8)/Z2 but throughout this paper, for simplicity, we will ignore discrete group
factors.
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One can then consider the fibre bundle of homogeneous spaces
W ZH
M
(3.21)
constructed by taking a quotient ZH = F˜ /G of the generalised frame bundle F˜ by the structure
group G = Spin∗(12). Choosing an H structure is equivalent to choosing a section of ZH.
Thus the infinite-dimensional space of all possible H structures is simply the space of smooth
sections,
space of hypermultiplet structures AH = Γ(ZH). (3.22)
Crucially, the fibresW of ZH are themselves pseudo-Riemannian hyper-Ka¨hler spaces. In fact
W is a hyper-Ka¨hler cone over a pseudo-Riemannian symmetric quaternionic-Ka¨hler space,
also known as a Wolf space,
W/H∗ = E7(7)/(Spin
∗(12) × SU(2)), (3.23)
where the action of the quaternions H∗ mods out by SU(2)×R+. The Riemannian symmetric
quaternionic-Ka¨hler spaces were first considered by Wolf in [83] and classified by Alekseevsky
in [84], while the pseudo-Riemannian case was analysed by Alekseevsky and Corte´s [85],
and (3.23) is indeed included in their list. Recall that one can always construct a hyper-
Ka¨hler cone, known as the Swann bundle, over any quaternionic-Ka¨hler space [86]. In this
case the cone directions are simply the SU(2) bundle together with the overall R+ scaling.
The hyper-Ka¨hler geometry on W , as first described in [87], is summarised in appendix C.
The hyper-Ka¨hler geometry on AH is inherited directly from the hyper-Ka¨hler geometry
of the W fibres of ZH. This is in much the same way that the infinite-dimensional space of
smooth Riemannian metrics on a compact d-dimensional manifold (which can be viewed as
the space of sections of a GL(d;R)/O(d) homogeneous fibre bundle) is itself a Riemannian
space [88–90]. The construction follows that on W . Concretely, consider a point σ ∈ AH,
corresponding to a choice of section σ(x) ∈ Γ(ZH). Equivalently, given a point σ ∈ AH we
have a triplet of sections Jα(x). Formally, one can think of Jα(x)[σ] as a triplet of functions
on AH taking values in the space of sections Γ(ad F˜ ⊗ (detT ∗M)1/2)
Jα : AH → Γ(ad F˜ ⊗ (detT ∗M)1/2). (3.24)
The tangent space TσAH at σ is spanned by vectors v ∈ TσAH that can be viewed as a small
deformation of the structure Jα(x). Formally, we can define the change vα(x) in Jα(x), given
by v acting on the section-valued functions Jα, that is vα = v(Jα) = ıvδJα, where δ is the
exterior derivative on AH. By definition, vα(x) is a section of ad F˜ ⊗ (detT ∗M)1/2. At each
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point σ it can always be written as
vα(x) = [R(x), Jα(x)], (3.25)
where R(x) is a section of the e7(7)⊕R adjoint bundle ad F˜ . Note that only elements that are
not in spin∗12 actually generate non-zero vα. Decomposing ad F˜ ≃ ad P˜Spin∗(12)⊕ ad P˜⊥Spin∗(12),
where P˜Spin∗(12) is the generalised G-structure defined by Jα, this means formally we can also
identify
TσAH ≃ Γ(ad P˜⊥Spin∗(12) ⊗ (detT ∗M)1/2). (3.26)
Given two tangent vectors v,w ∈ TσAH, we then define a triplet of symplectic forms at the
point σ ∈ AH, such that the symplectic products between v and w are given by
Ωα(v,w) = ǫαβγ
ˆ
M
tr(vβwγ). (3.27)
Recall that vα(x) and wα(x) are sections of ad F˜ ⊗ (detT ∗M)1/2. Thus tr(vβwγ) is a section
of detT ∗M and can indeed be integrated over M . These forms define the hyper-Ka¨hler
structure.
The geometry on AH is actually itself a hyper-Ka¨hler cone. There is a global SU(2)×R+
action that rotates and rescales the structures Jα. This means that one can define a hyper-
Ka¨hler potential [86], a real function χ which is simultaneously a Ka¨hler potential for each
of the three symplectic structures. On AH it is given by the functional
χ = 12
ˆ
M
κ2, (3.28)
where κ2 is the density that depends on the choice of structure σ(x) ∈ Γ(ZH) through (3.18).
In terms of the Killing spinors ǫi, the global SU(2) symmetry corresponds to the fact that, un-
der the decompositions (2.3) and (2.5), the ǫi are determined only up to global U(2) rotations
of the pair of four-dimensional spinors η+i . Thus the global SU(2) action on Jα is simply part
of the four-dimensional N = 2 R-symmetry. The global R+ rescaling corresponds to shifting
the warp factor ∆ in (2.1) by a constant, and then absorbing this in a constant conformal
rescaling of the flat metric ds2(R3,1). Modding out by these symmetries, we see that the
physical space of structures is actually an infinite-dimensional quaternionic-Ka¨hler space. As
we have mentioned, this structure on AH can be viewed, following [51, 65, 66], as a rewrit-
ing of the full ten- or eleven-dimensional supergravity theory as a four-dimensional N = 2
theory coupled to an infinite number of hypermultiplets, corresponding to the full tower of
Kaluza–Klein modes parametrising AH. Physically, the Swann bundle structure corresponds
to coupling hypermultiplets to superconformal gravity [91–93].
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3.3 Vector-multiplet structures
Vector-multiplet structures (or V structures) were also first introduced in [51] in the context
of type II theories. Formally we have:
Definition. An E7(7) vector-multiplet structure is an E6(2) ⊂ E7(7)×R+ generalised structure.
In other words, it is an E6(2) principle sub-bundle P˜E6(2) of the generalised frame bundle F˜ .
The corresponding invariant generalised tensor is a section of the generalised tangent
bundle
K ∈ Γ(E), (3.29)
which we recall transforms in the 561 representation of E7(7) × R+. This tensor is almost
generic, the only requirement is that it satisfies
q(K) > 0, (3.30)
where q is the quartic invariant of E7(7).
8 This ensures that the stabiliser group is E6(2) [94].
As will see below when we discuss the geometry of the space of V structures following [51], one
can use q(K) to construct a second invariant generalised vector Kˆ, and it is often convenient
to consider the complex object
X = K + iKˆ. (3.31)
Decomposing under the SU(8) subgroup of E7(7), one can view the corresponding “untwisted”
objects X˜ as being constructed from bilinears of the Killing spinors ǫi of the form ǫ
ijǫiǫ
T
j =
ǫ1ǫ
T
2 − ǫ2ǫT1 .
In this case, the infinite-dimensional space of V structures admits a natural rigid (or
affine) special Ka¨hler metric [51]. The structure K|x at a particular point x ∈ M fixes a
point in the homogeneous space
K|x ∈ P = E7(7) ×R+/E6(2). (3.32)
One can then consider the fibre bundle of homogeneous spaces
P ZV
M
(3.33)
constructed by taking a quotient ZV = F˜ /G of the generalised frame bundle F˜ by the structure
group G = E6(2). Choosing a V structure is equivalent to choosing a section of ZV. Thus the
8Recall that E7(7) can be defined as the group preserving a symplectic invariant s and a symmetric quartic
invariant q. Given the R+ weight of E, note that q(K) ∈ Γ((detT ∗M)2).
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infinite-dimensional space of all possible V structures is simply the space of smooth sections,
space of vector-multiplet structures AV = Γ(ZV). (3.34)
The space of K is an open subset of Γ(E), thus we can identify the space of V structures as
AV = {K ∈ Γ(E) : q(K) > 0}. (3.35)
Note that Γ(E) is a vector space, and hence we have a natural set of local flat coordinates on
AV, fixed by choosing a frame for E. The decomposition into conventional tensors as in (E.2)
and (E.31) is an example of such a choice.
The special Ka¨hler metric on AV is again inherited from the special Ka¨hler metric on
P , the homogeneous space fibres of ZV. (Special Ka¨hler geometry is reviewed in [95, 96]
and summarised in appendix D.) Recall that one can always define a complex cone over a
local special Ka¨hler manifold to give the corresponding rigid special Ka¨hler manifold. The
Riemannian symmetric spaces that admit local special Ka¨hler metrics were analysed in [97, 98]
and include the case E7(−25)/(E6×U(1)). Here we need a pseudo-Riemannian form based on
E7(7), so the relevant space is
P/C∗ = E7(7)/(E6(2) ×U(1)). (3.36)
Here the C∗ action is generated by the U(1) bundle together with the overall R+ scaling. The
rigid special Ka¨hler geometry on AV can be formulated in analogy to Hitchin’s construction
of the metric on the space of SL(3;C) structures [99] and SU(3, 3) structures [18]. The space
P is a “prehomogeneous vector space” [100], that is, it is an open orbit of E7(7) × R+ in the
real 561 representation. The open subset is defined by the condition q(K) > 0. Consider
a point K ∈ AV. The vectors in the tangent space TKAV at K can be viewed as a small
deformation of K, which are just sections of E, hence TKAV ≃ Γ(E). Given v,w ∈ TKAV,
the fibre-wise E7(7) symplectic invariant s then defines a symplectic form Ω on AV by
Ω(v,w) =
ˆ
M
s(v,w), (3.37)
where, since sections of E are weighted objects, s(v,w) is a section of detT ∗M and hence it
can be integrated over M . As reviewed in appendix D, special Ka¨hler geometry requires the
existence of a flat connection preserving Ω. Here, the vector-space structure of Γ(E) provides
natural flat coordinates on AV, and hence defines a flat connection with respect to which Ω
is by definition constant. We can then use the quartic invariant to define a function H that
determines the complex structure and hence the metric (D.4). We define the real Hitchin
functional
H =
ˆ
M
√
q(K), (3.38)
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where again the weight of K means that
√
q(K) ∈ Γ(detT ∗M). This defines a second
invariant tensor Kˆ ∈ Γ(E) ≃ TKAV as the corresponding Hamiltonian vector field
ıKˆΩ = −δH, (3.39)
where δ is the exterior derivative on AV, and hence an invariant complex generalised vector
X = K + iKˆ. The two real invariants correspond to the two singlets in the decomposition
56 = 1+ 1+ 27+ 27 under E6(2) ⊂ E7(7). The metric on AV is given by the Hessian
HMN = − δH
δKMδKN
, (3.40)
where M = 1, . . . , 56 denote the components of K. The definition of the metric is equivalent
to choosing a complex structure given by IMN = −δKˆM/δKN , and implies that −H is the
Ka¨hler potential for the special Ka¨hler metric on AV.9 In these expressions we are using
the flat coordinates on AV defined by the vector space structure on Γ(E). To see the more
conventional description of special Ka¨hler geometry in terms of a holomorphic prepotential
F , one needs to switch to a particular class of complex coordinates, as described in [96].
On any rigid special Ka¨hler geometry there is a global C∗ symmetry, such that the quo-
tient space is, by definition, a local special Ka¨hler geometry. On AV, the action of C∗ is
constant rescaling and phase-rotation of the invariant tensor X. The U(1) part is simply
the overall U(1) factor of the four-dimensional N = 2 R-symmetry, while, as for the hyper-
multiplet structure, the R+ action is a reparametrisation of the warp factor ∆.10 Modding
out by this symmetry, the physical space of structures AV/C∗ is an infinite-dimensional local
special Ka¨hler space. This is in line with the discussion of [51, 65, 66], where we view AV/C∗
as the space of vector-multiplet degrees of freedom, coming from rewriting the full ten- or
eleven-dimensional supergravity theory as a four-dimensional N = 2 theory. Physically, the
cone structure on AV corresponds to coupling the vector multiplets to superconformal grav-
ity [91–93].
3.4 Exceptional Calabi–Yau structures
In the previous sections, we defined two generalised structures that give the extension of
complex and symplectic geometry of Calabi–Yau manifolds for generic flux solutions, but
alone these are not enough to characterise a supersymmetric background. Recall that N = 2
backgrounds define a generalised SU(6) structure [15, 51], this SU(6) being the same group
that stabilises the N = 2 Killing spinors. Formally we define:
Definition. An E7(7) ECY structure is an SU(6) ⊂ E7(7) × R+ generalised structure,
9Note that our conventions for the E7(7) symplectic form mean that the metric here is
1
8
that in [51]. Also
our normalisation of the quartic invariant is fixed relative to the symplectic form by the relation (D.7).
10The second compatibility condition in (3.41) implies that R+ actions on Jα and X are correlated.
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or, in other words, an SU(6) principle sub-bundle P˜SU(6) of the generalised frame bundle
F˜ . Here ECY stands for “exceptional Calabi–Yau”. For type II backgrounds it is the flux
generalisation of a Calabi–Yau three-fold, while for M-theory it is the generalisation of the
product of a Calabi–Yau three-fold and S1. Strictly the ECY structure will refer to an
integrable SU(6) structure, but for simplicity we will often not make this distinction.
As in the simpler Calabi–Yau case, to ensure that the background is indeed N = 2 we
need to impose a compatibility condition between the H and V structures such that together
they define a generalised SU(6) structure. The common stabiliser group Spin∗(12) ∩ E6(2) of
the pair {Jα,K} is SU(6) if and only if Jα and K satisfy two compatibility conditions.
Definition. The two structures Jα and K are compatible if together they define an SU(6) ⊂
E7(7) × R+ generalised structure. The necessary and sufficient conditions are [51]
Jα ·K = 0,
tr(JαJβ) = −2
√
q(K) δαβ ,
(3.41)
where · is the adjoint action 133× 56→ 56, given in (E.6) and (E.35).
These constraints can be thought of as the generalisations of the conditions (2.9) between
symplectic and complex structures on a Calabi–Yau manifold. Note that they are equivalent
to
J+ ·X = J− ·X = 0, (3.42)
where J± = J1 ± iJ2, and the normalisation condition
1
2 is(X, X¯) = κ
2, (3.43)
respectively, where κ is the factor appearing in (3.18) and s(·, ·) is the E7(7) symplectic
invariant, given in (E.26) and (E.55).
3.5 Examples of E7(7) structures
We now show how the examples of N = 2 supersymmetric backgrounds described in ap-
pendix B each define an H and V structure. We hope this will give a sense of the variety of
geometries that can be described. In the same way that generic generalised complex struc-
tures can be thought of as interpolating between complex and symplectic structures, we will
see that H structures can interpolate between these and conventional hyper-Ka¨hler structures.
Similarly, V structures cover a wide range of possibilities, interpolating between complex, sym-
plectic and simple product structures. We will also check that the structures are compatible,
and so define an ECY or generalised SU(6) structure. Although we do not give the details,
the structures can be calculated explicitly as Killing spinor bilinears using the decomposition
of E7(7) under SU(8).
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Throughout this section we will use the “musical isomorphism” to raise indices with
the background metric g on M . For example, if ω is a two-form, ω♯ is the corresponding
bivector (ω♯)mn = gmpgnqωpq. Note that when the flux is non-trivial, since the compatibility
and normalisation conditions are E7(7) × R+ covariant, we can always check them using the
untwisted structures. For example, the compatibility condition in M-theory is
Jα ·K = (eA+A˜J˜αe−A−A˜) · (eA+A˜K˜) = eA+A˜(J˜α · K˜) = 0 ⇔ J˜α · K˜ = 0. (3.44)
For the following examples, one can check the su2 algebra (3.18) and normalisation (3.19)
of the Jα using (E.7) and (E.27) for M-theory, and (E.36) and (E.56) for type IIB. The
normalisation (3.43) of X (or K) can be checked using the symplectic invariant, given by
(E.26) for M-theory and (E.55) for type IIB. Finally, one can check compatibility of the
structures (3.42) using the adjoint action, given by (E.6) for M-theory and (E.35) for type
IIB.
3.5.1 Calabi–Yau manifolds in type IIB
Consider first type IIB on a Calabi–Yau manifold M . The H structure is defined by the sym-
plectic form ω on M . The decomposition of the adjoint bundle ad F˜ in this case follows (3.9).
The H structure is given by
J+ =
1
2κn
iω − 12 iκniω♯ + 112 iκniω ∧ ω ∧ ω + 112κniω♯ ∧ ω♯ ∧ ω♯,
J3 =
1
2κτˆ
i
j − 14κω ∧ ω + 14κω♯ ∧ ω♯,
(3.45)
where the SL(2;R) doublet ni = (−i, 1)i is a section of S, τˆ = −iσ2 is a section of (S ⊗ S∗)0,
where σ2 is the second Pauli matrix, and the density is simply κ
2 = vol6, where vol6 =
1
3!ω ∧ ω ∧ ω is the volume form on M . Note that J3 can be thought of as a combination of
two U(1) actions embedded in E7(7), the first generated by τˆ in sl2 and the second generated
by ω ∧ ω − ω♯ ∧ ω♯. Since ω♯ = ω−1, Jα is completely determined by ω alone.
Recall that in type IIB the generalised tangent bundle E has a decomposition into tensors,
given in (3.6). For a Calabi–Yau background, the V structure is defined by the holomorphic
three-form Ω simply as
X = Ω. (3.46)
We can also check the compatibility condition (3.42) given the form of Jα in (3.45). The
adjoint action (E.35) gives
J+ ·X ∝ −iniω♯yΩ + niΩ ∧ ω, J− ·X ∝ −in¯iω♯yΩ+ n¯iΩ ∧ ω. (3.47)
These vanish if and only if ω∧Ω = ω∧Ω¯ = 0, from which we recover the standard compatibility
condition (2.9) for an SU(3) structure.
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3.5.2 CY3 × S
1 in M-theory
For type IIA compactifications on Calabi–Yau three-folds, the complex structure should define
the H structure. If we add the M-theory circle to this case, we expect the holomorphic three-
form Ω and the complex structure I to appear in Jα – this is indeed the case. Using the
decomposition (3.7), we find
J+ =
1
2κΩ− 12κΩ♯,
J3 =
1
2κI − 116 iκΩ ∧ Ω¯− 116 iκΩ♯ ∧ Ω¯♯,
(3.48)
where the density is just the volume form κ2 = vol7 =
1
8 iΩ ∧ Ω¯ ∧ ζ.
The symplectic structure on the Calabi–Yau manifold determines the V structure. Using
the decomposition (3.4), we find
X = ζ♯ + iω − 12ζ ∧ ω ∧ ω − iζ ⊗ vol7 . (3.49)
Using the adjoint action (E.6) and the algebraic conditions ıζ♯Ω = 0, ıζ♯ω = 0 and ω ∧Ω = 0,
it is straightforward to show that the compatibility conditions (3.42) are satisfied.
3.5.3 Generalised Calabi–Yau metrics in type II
This is the case first considered in [51]. The H structure is determined by the SU(3, 3)±
structure pure spinors Φ− and Φ+ in type IIA and type IIB respectively. To see the embedding
it is natural to use the decomposition of E7(7) under SL(2;R) × O(6, 6). The adjoint bundle
was given in (3.8). The three sets of terms in brackets correspond to the decomposition
133 = (3,1) + (1,66) + (2,32∓), while the first term is just the singlet (1,1) generating the
R
+ action.
The H structure is given by11
J+ = u
iΦ∓,
J3 = κ(u
iu¯j + u¯
iuj)− 12κJ ∓,
(3.50)
where the upper/lower choice of sign in Φ∓ gives the type IIA/IIB embedding, and we have
defined
ui =
1
2
(
−iκ
κ−1
)i
∈ Γ((detT ∗M)1/2 ⊗ (R⊕ ∧6TM)), (3.51)
with
κ2 = 18 i〈Φ±, Φ¯±〉, (3.52)
where ui = ǫiju
j, so that uiu¯i = − i2 , and we are using the isomorphism ∧±TM ≃ ∧6TM ⊗
∧±T ∗M . The object J ±, transforming in the O(6, 6) adjoint representation (1,66), is the
11Note that with our conventions, the 32∓ component C∓ here is equal to
√
2 times the C∓ used in [51].
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generalised complex structure defined in (B.10). It is important to note that the NS-NS B-
field is included in the definition of the pure spinors so that the objects Jα are honest sections
of the twisted bundle ad F˜ .
Using the adjoint action and the e7(7) Killing form in section 3 of [51], one can check that
the triplet satisfies the su2 algebra (3.18) and is correctly normalised (3.19). The embedding
reduces to the previous examples in that, for type IIA, the pure spinor Φ− corresponding to
the complex structure embeds in Jα and, for type IIB, we find Jα contains the symplectic
structure. Note that upon taking a conventional symplectic structure, we expect this to
reduce to the type IIB case of section 3.5.1. It is important to note that the SL(2;R) factor in
each case is different: for type IIB it is S-duality, while for the generalised complex structure
it is the commutant of the O(6, 6) action. Taking this into account, it is straightforward to
show the two cases match after including a constant SU(2) rotation of the Jα.
The V structure is determined by the generalised complex structure as [51]
X = Φ±, (3.53)
where the upper/lower choice of sign in Φ± gives the type IIA/IIB embedding. Using the
symplectic invariant in section 3 of [51], rescaled by a factor of 1/4, one can check this satisfies
the normalisation condition (3.43). Notice that upon taking a conventional complex structure,
this does indeed reduce to the case of section 3.5.1.
For J+ in (3.50), the adjoint action in section 3 of [51] gives
J+ ·X ∝ ui〈Φ∓,ΓAΦ±〉, J− ·X ∝ u¯i〈Φ¯∓,ΓAΦ±〉. (3.54)
These vanish if 〈Φ±,ΓAΦ∓〉 = 〈Φ¯±,ΓAΦ∓〉 = 0. We recover the compatibility conditions
(B.8) for {Φ+,Φ−} to define an SU(3) × SU(3) structure.
3.5.4 D3-branes on HK× R2 in type IIB
In this case, the hyper-Ka¨hler geometry on M provides a natural candidate for realising the
su2 algebra. Using the structures defined in section B.4, we start by defining the untwisted
structure
J˜α = −12κIα − 12κωα ∧ ζ1 ∧ ζ2 + 12κω♯α ∧ ζ♯1 ∧ ζ♯2, (3.55)
where κ2 = e2∆ vol6 includes the warp factor. The actual structure is a section of the twisted
bundle ad F˜ , and includes the four-form potential C and two-form potentials Bi via the
adjoint action as in (3.15)
Jα = e
Bi+C J˜αe
−Bi−C . (3.56)
We see explicitly that H structures can also encode hyper-Ka¨hler geometries.
X essentially defines the structure of the R2 factor, since the hyper-Ka¨hler structure was
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already encoded in Jα. We first define the untwisted object
X˜ = n¯ie∆(ζ1 − iζ2) + in¯ie∆(ζ1 − iζ2) ∧ vol4, (3.57)
where ni = (−i, 1)i and 12ωα ∧ωβ = δαβ vol4. The presence of five- and three-form flux means
the actual structure is a section of the twisted bundle E
X = eB
i+CX˜. (3.58)
We can check the compatibility condition with Jα in (3.55). This can be done using the
twisted or untwisted forms, since the twisting is an E7(7) × R+ transformation. We find
J˜α · X˜ ∝ −n¯iIα · (ζ1 − iζ2)− in¯i(ω♯α ∧ ζ♯1 ∧ ζ♯2)y
(
(ζ1 − iζ2) ∧ vol4
)
− in¯iIα ·
(
(ζ1 − iζ2) ∧ vol4
)
.
(3.59)
This vanishes as Iα · ζi = Iα · vol4 = 0 and ζ♯i yωα = 0.
3.5.5 Wrapped M5-branes on HK× R3 in M-theory
The final example is that of wrapped M5-branes. As discussed in section B.5, the geometry
admits two different sets of Killing spinors depending on whether the M5-branes wrap R2 or
a Ka¨hler two-cycle in the hyper-Ka¨hler geometry. These lead to two different H structures.
Let us consider the Ka¨hler two-cycle case first. Using the structure defined in section B.5,
we can define the untwisted H structure as
J˜α = −12κrα + 12κω3 ∧ ζα − 12κω♯3 ∧ ζ♯α
− 14κǫαβγζβ ∧ ζγ ∧ vol4−14κǫαβγζ♯β ∧ ζ♯γ ∧ vol♯4,
(3.60)
where κ = e2∆ vol7 and the tensors
rα = ǫαβγζ
♯
β ⊗ ζγ ∈ Γ(TM ⊗ T ∗M), (3.61)
generate the SO(3) rotations on R3. The V structure is defined by the untwisted object
X˜ = e∆Ω+ ie∆Ω ∧ vol3, (3.62)
where Ω = ω2 + iω1.
For M5-branes wrapped on R2, the untwisted structures are
J˜α = −12κIα + k 12κωα ∧ ζ3 − k 12κω♯α ∧ ζ♯3, (3.63)
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where again κ2 = e2∆ vol7, and
X˜ = e∆(ζ♯1 + iζ
♯
2) + e
∆(ζ1 + iζ2) ∧ ζ3 − e∆(ζ1 + iζ2) ∧ vol4
− ie∆(ζ1 + iζ2)⊗ vol7 .
(3.64)
.
In both cases there is a non-trivial four-form flux, so that the actual twisted structures
depend on the three-form potential A and, as in (3.11), are given by
Jα = e
AJ˜αe
−A, X = eAX˜. (3.65)
It is easy to check that in both cases the algebra (3.18), normalisation and compatibility
conditions are all satisfied.
4 Integrability
Having given the algebraic definitions of hyper- and vector-multiplet structures, we now need
to find the differential conditions on them that imply the background is supersymmetric.
Formulations in terms of specific generalised connections have already appeared in [51, 53].
Here we would like to write conditions that use only the underlying differential geometry, in
the same way that dω = dΩ = 0 depends only on the exterior derivative. The key ingredient
will be the action of the group of generalised diffeomorphisms GDiff. Infinitesimally, this
action is generated by the generalised Lie derivative LV , and we will see that all the conditions
are encoded using this operator.
We will show that the hypermultiplet conditions arise as moment maps for the action of
GDiff on the space of structures AH. These maps were already partially identified in [51]. As
we prove in section 5, in the language of G-structures, they are equivalent to requiring that
the generalised Spin∗(12) structure is torsion-free. The vector-multiplet condition similarly
implies that the generalised E6(2) structure is torsion-free. Finally we consider integrability for
an ECY structure. Given integrable H and V structures, there is an additional requirement
for the generalised SU(6) structure, defined by the pair {Jα,K}, to be torsion-free. In other
words, the existence of compatible torsion-free Spin∗(12) and E6(2) structures is not sufficient
to imply that the SU(6) structure is torsion-free. While not inconsistent with the general G-
structure formalism, this is in contrast with the Calabi–Yau case, where the combination of
integrable and compatible symplectic and complex structures is enough to imply the manifold
is Calabi–Yau.
4.1 Integrability of the hypermultiplet structure
We now introduce moment maps for the action of generalised diffeomorphisms on the infinite-
dimensional space of H structures. An H structure is then integrable if the corresponding
moment maps vanish.
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We denote the group of generalised diffeomorphisms – diffeomorphisms and form-field
gauge transformations – by GDiff. Infinitesimally it is generated by the generalised Lie
derivative LV , where V is a generalised vector, that is, a section of E. Thus roughly we
can identify the Lie algebra gdiff with the space of sections Γ(E). Actually this is not quite
correct since there is a kernel in the map Γ(E)→ gdiff. For example, in M-theory, on a local
patch Ui of M , we see from (E.12) that the component τ ∈ Γ(T ∗Ui ⊗∧7T ∗Ui) in V does not
contribute to LV . Similarly, if the components ω ∈ Γ(∧2T ∗Ui) and σ ∈ Γ(∧5T ∗Ui) are closed
they do not contribute. In what follows, it is nonetheless convenient to parametrise elements
of gdiff by V ∈ Γ(E) remembering that this map is not an isomorphism.
Suppose that σ(x) ∈ AH is a particular choice of H structure parametrised by the triplet
Jα. The change in structure generated by gdiff is δJα = LV Jα, which can be viewed as an
element of the tangent space TσAH. Thus we have a map
ρ : gdiff→ Γ(TAH), (4.1)
such that, acting on the triplet of section-valued functions Jα defined in (3.24), the vector ρV
generates a change in Jα
ρV (Jα) = LV Jα. (4.2)
Given an arbitrary vector field w ∈ Γ(TAH), we have, from (3.27), that
ıρV Ωα(w) = Ωα(ρV , w) = ǫαβγ
ˆ
M
tr
(
(LV Jβ)wγ
)
. (4.3)
If π ∈ Γ(∧7T ∗M) is a top-form, so that it transforms in the 12 representation of E7(7) × R+,
then by definition ˆ
M
LV π =
ˆ
M
Lvπ = 0, (4.4)
where Lv is the conventional Lie derivative and v ∈ Γ(TM) is the vector component of the
generalised vector V ∈ Γ(E). Using the Leibniz property of LV , we then have
ıρV Ωα(w) =
1
2ǫαβγ
ˆ
M
tr
[
(LV Jβ)wγ − Jβ(LV wγ)
]
= −12ǫαβγ
ˆ
M
tr
[
wβ(LV Jγ) + Jβ(LV wγ)
]
= ıwδµα(V ),
(4.5)
where δ is the exterior derivative on AH, that is, a functional derivative such that by definition
ıwδJα = wα, and
µα(V ) := −12ǫαβγ
ˆ
M
tr
(
Jβ(LV Jγ)
)
, (4.6)
is a triplet of moment maps.
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With this result we can define what we mean by an integrable structure:
Definition. An integrable or torsion-free hypermultiplet structure Jα is one satisfying
µα(V ) = 0 for all V ∈ Γ(E), (4.7)
where µα(V ) is given by (4.6).
As we will show in section 5, these conditions are equivalent to Jα admitting a torsion-free,
compatible generalised connection. They are also the differential conditions on Jα implied by
the requirement that the background admits Killing spinors preserving N = 2 supersymmetry
in four dimensions.
4.2 Integrability of the vector-multiplet structure
The integrability condition for the vector-multiplet structure K also depends on the general-
ised Lie derivative, but in a very direct way. Recall that K ∈ Γ(E), thus we can consider the
generalised Lie derivative along K, namely LK .
Definition. An integrable or torsion-free vector-multiplet structure K is one satisfying
LKK = 0, (4.8)
or, in other words, K is invariant under the generalised diffeomorphism generated by itself.
As we will show in section 5, these conditions are equivalent to there being a torsion-free gener-
alised connection compatible with the generalised E6(2) structure defined by K. Furthermore,
it is easy to see that it implies LKKˆ = 0. In addition, using the results of appendix G, we
see that the generalised Lie derivative LXX, where X = K + iKˆ, is identically zero for any
vector-multiplet structure K. Hence the integrability condition (4.8) is equivalent to
LXX¯ = 0. (4.9)
Again, (4.8) is implied by the existence of N = 2 Killing spinors.
In section 5.3.2, we will show that (4.8) is actually equivalent to the vanishing of a moment
map for the action of GDiff on AV.
4.3 Integrability of the ECY structure
Finally, we can consider the integrability conditions for the ECY structure, defined by a
compatible pair {Jα,K}.
Definition. An integrable or torsion-free ECY structure {Jα,K} is one such that Jα and K
are separately integrable and in addition
LXJα = 0, (4.10)
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or, in other words, the Jα are also invariant under the generalised diffeomorphisms generated
by K and Kˆ.
As we will show in section 5, these conditions are equivalent to there being a torsion-free
generalised connection compatible with the generalised SU(6) structure, defined by {Jα,K}.
Using the results of [15], this implies that these conditions are equivalent to the existence of
N = 2 Killing spinors.
It is important to note that the pair of compatible and integrable H and V structures is
not enough to imply that the ECY structure is integrable. This is because there can be a
kernel in the torsion map, as can happen for conventional G-structures.12
4.4 Examples of integrable structures
We now return to our examples of supersymmetric N = 2 backgrounds and show in each
case that the relevant integrability conditions (4.7), (4.9) and (4.10) are satisfied. For the
examples of Calabi–Yau in type IIB and CY3×S1 in M-theory, we show that the conditions are
necessary and sufficient using a decomposition into SU(3) torsion classes. The torsion classes
are more complicated for the other examples, and so we show only that the supersymmetric
backgrounds give examples of integrable structures. Instead, the equivalence of integrability
and N = 2 supersymmetry is shown using generalised intrinsic torsion in section 5.
There are a number of convenient calculational tools we will use. First note that in the
(J+, J−, J3) basis, the moment map conditions are naturally written as the combinations
µ3 :=
i
2
ˆ
M
tr
(
J−(LV J+)
)
= 0, µ+ := −i
ˆ
M
tr
(
J3(LV J+)
)
= 0, (4.11)
and LXJα is equivalent to LXJ+ = LXJ− = 0. We also note that, from the form of the
generalised Lie derivative (E.11) and the adjoint projection (E.10) (and the corresponding
expressions (E.40) and (E.39) in type IIB), acting on any generalised tensor α
LV α = Lvα−R · α, (4.12)
where R ∈ Γ(ad F˜ ), R · α is the adjoint action, v is the vector component of V , Lv is the
conventional Lie derivative and
R =

dω + dσ for M-theorydλi + dρ+ dσi for type IIB , (4.13)
where we are using the standard decompositions of V given in (E.2) and (E.31). Using the
identity tr(A[B,C]) = tr(B[C,A]) and the algebra (3.18), this allows us to rewrite the moment
12See appendix C of [9] for an explicit example of a non-integrable product structure defined by the product
of two compatible, integrable complex structures.
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maps (4.6) as
µα(V ) = −12ǫαβγ
ˆ
M
tr
(
Jβ(LvJγ − [R, Jγ ])
)
= −12ǫαβγ
ˆ
M
tr(JβLvJγ)− 2
ˆ
M
κ tr(RJα).
(4.14)
The final tool is that, when the background has flux, it is often useful to write the
conditions using the untwisted structures J˜α and X˜. For this we need the twisted generalised
Lie derivative LˆV˜ .
13 This is just the induced action of LV on untwisted fields, and is given
in (E.21) for M-theory and (E.50) for type IIB. It has the same form as LV but includes
correction terms involving the fluxes due to the p-form potentials. This can be written as a
modified R in (4.14), given by
R˜ =

dω˜ − ıv˜F + dσ˜ − ıv˜F˜ + ω˜ ∧ F for M-theorydλ˜i − ıv˜F i + dρ˜− ıv˜F − ǫijλ˜i ∧ F j + dσ˜i + λ˜i ∧ F − ρ˜ ∧ F i for type IIB . (4.15)
The conditions for integrability on the untwisted structures are simply
µa(V˜ ) = −12ǫαβγ
ˆ
M
tr
(
J˜β(LˆV˜ J˜γ)
)
= 0 ∀V˜ , LˆX˜ ¯˜X = 0, LˆX˜ J˜α = 0. (4.16)
4.4.1 Calabi–Yau in type IIB
Consider first the hypermultiplet structure (3.45). Parametrising V˜ as in (E.31), we get
conditions for each component v˜, λ˜i, ρ˜ and σ˜i. From the second term in (4.14), taking each
of the form-field components in turn, we find the non-zero moment maps are
µ+(λ˜
i) ∝
ˆ
M
ǫiju
jκ2ω♯ydλ˜i ∝
ˆ
M
ǫiju
jω ∧ ω ∧ dλ˜i ∝
ˆ
M
ǫiju
jdω ∧ ω ∧ λ˜i = 0,
µ+(σ˜
i) ∝
ˆ
M
ǫiju
jκ2 vol♯6ydσ˜
i ∝
ˆ
M
ǫiju
jdσ˜i = 0,
(4.17)
where we use κ2 = vol6 so κ
2ω♯ ∝ ω ∧ ω, and for ρ˜
µ3(ρ˜) ∝
ˆ
M
κ2(ω♯ ∧ ω♯)ydρ˜ ∝
ˆ
M
ω ∧ dρ˜ ∝
ˆ
M
dω ∧ ρ˜ = 0, (4.18)
13The nomenclature here is confusing: the twisted generalised Lie derivative acts on untwisted fields.
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where we use κ2ω♯ ∧ ω♯ ∝ ω. From this we recover dω = 0. For the vector component v˜ the
only non-zero contribution is
µ3(v˜) ∝
ˆ
M
κω♯yLv˜(κω)− Lv˜(κω♯)yκω + κ vol♯6yLv˜(κ vol6)− Lv˜(κ vol♯6)yκ vol6
∝
ˆ
M
1
2ω ∧ ω ∧ Lv˜ω + Lv˜ vol6 = 0,
(4.19)
which can be seen to vanish using dω = 0, Lv˜ω = ıv˜dω + dıv˜ω and integrating by parts.
Turning to the conditions on X given by (3.46), from (E.41) only the τ component of the
Dorfman derivative is non-trivial
LXX¯ = jΩ¯ ∧ dΩ = 0. (4.20)
Notice that the integrability condition is considerable weaker than requiring an integrable
SL(3;C) structure – it only requires that the type-(3, 1) part of dΩ vanishes. In the intrinsic
torsion language of [101], only theW5 component is set to zero, so that the underlying almost
complex structure is unconstrained.
The pair {Jα,K} define an integrable generalised SU(6) structure if they are individually
integrable and also satisfy (4.10). From (E.42), we have
LXJ+ ∝ iuiω♯ydΩ− uiω ∧ dΩ = 0,
LXJ3 ∝ −12(ω♯ ∧ ω♯)ydΩ− j(ω♯ ∧ ω♯)yjdΩ + 121(ω♯ ∧ ω♯)ydΩ = 0,
(4.21)
which sets the remaining type-(2, 2) components of dΩ to zero. Taken together, we have
dω = dΩ = 0, as expected.
4.4.2 CY3 × S
1 in M-theory
Consider first the hypermultiplet structure (3.48). Parametrising V˜ as in (E.2), the form field
components ω˜ and σ˜ in the second term in (4.14) give the non-zero moment maps
µ+(ω˜) ∝
ˆ
M
κ2Ω♯ydω˜ ∝
ˆ
M
ζ ∧ Ω ∧ dω˜ ∝
ˆ
M
d(ζ ∧ Ω) ∧ ω˜ = 0,
µ3(σ˜) ∝
ˆ
M
κ2(Ω♯ ∧ Ω¯♯)ydσ˜ ∝
ˆ
M
ζ ∧ dσ˜ ∝
ˆ
M
dζ ∧ σ˜ = 0,
(4.22)
which give dζ = 0 and ζ ∧ dΩ = 0 as conditions, and where we have used κ2Ω♯ ∝ ζ ∧ Ω
and κ2Ω♯ ∧ Ω¯♯ ∝ ζ. In the intrinsic torsion language of [102], this fixes the components
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{W1,W2,W5} and {R,V1, T1,W0} to zero. The vector contribution is
µ3(v˜) ∝
ˆ
M
κΩ¯♯yLv˜(κΩ) + Lv˜(κΩ♯)yκΩ¯
∝
ˆ
M
ζ ∧ Ω¯ ∧ Lv˜Ω+ ζ ∧ Ω ∧ Lv˜Ω¯
∝
ˆ
M
ıv˜ζ dΩ ∧ Ω¯ = 0,
(4.23)
where we have used
´ Lv˜κ2 = 0 and the previous conditions to reach the final line. This fixes
the torsion class E to zero.
Turning to the conditions on X given by (3.49), upon using the algebraic relations we
find (4.9) simplifies to dω ∧ ω = 0, which requires the torsion classes {W4, E + E¯, V2, T2}
to vanish. Notice that this is weaker than requiring an integrable Sp(6;R) structure. One
can also explicitly check that (4.8) and (4.9) constrain the same torsion classes, and that
LXX = 0 vanishes identically.
Finally, we have the additional condition that ensures the ECY structure is integrable (4.10).
Upon imposing the previous conditions, this forces the remaining torsion classes to vanish.
Taken together, we find ζ, ω and Ω are closed, and that ζ♯ is a Killing vector
Lζ♯ω = 0, Lζ♯Ω = 0. (4.24)
4.4.3 Generalised Calabi–Yau metrics in type II
Throughout we will use the expressions given in appendix B of [51], generalised to describe
both type IIA and IIB. The generalised vector decomposes as V = v+Λ+ Λ˜+ τ +Λ± where
v is a vector, Λ a one-form, Λ˜ a five-form, τ is a one-form density and Λ± are sums of even
or odd forms. From the eB+B˜+C
±
action we conclude that in the splitting (4.14) we have
R = dΛ + (dΛ˜)1...6v
ivj + v
idΛ±, (4.25)
where vi = (1, 0), dΛ acts as a “B-transform”, and the upper sign refers to type IIA and the
lower to type IIB. Thus in the moment maps for Jα given in (3.50), we have the non-zero
contributions, using the trace formula given in section 3.1 of [51] and uivi = κ
−1,
µ+(Λ
±) ∝
ˆ
M
〈dΛ±,Φ∓〉 ∝
ˆ
M
〈Λ±,dΦ∓〉 = 0, (4.26)
and
µ3(Λ) ∝
ˆ
M
〈Φ∓,dΛ ∧ Φ∓〉 ∝
ˆ
M
〈dΦ∓,Λ ∧ Φ∓〉+ 〈Φ∓,Λ ∧ dΦ∓〉 = 0,
µ3(Λ˜) ∝
ˆ
M
dΛ˜ = 0,
(4.27)
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where in the first line we have used the expression (B.10) for J ±AB. From these we recover
dΦ∓ = 0. For the vector component we have
µ3(v) ∝
ˆ
M
ǫij〈u¯iΦ¯∓,Lv(uiΦ∓)〉 ∝
ˆ
M
〈Φ¯∓,LvΦ∓〉 = 0, (4.28)
where we have used the identity ǫij u¯
iLvuj = 0. Using LvΦ∓ = ıvdΦ∓+dıvΦ∓ and integration
by parts, we see that this indeed vanishes.
For the conditions involving X given by (3.53), using (4.14) we have
LXα ∝ (vidΦ±) · α = 0, (4.29)
where α is any generalised tensor, · is the relevant adjoint action and we have imposed
dΦ± = 0. Hence (4.9) and (4.10) are both satisfied.
4.4.4 D3-branes on HK× R2 in type IIB
We have a non-trivial five-form flux F in this case, so it is convenient to use the untwisted
structures and twisted generalised Lie derivative. Focussing on J˜α given in (3.55), from (4.14)
and (4.15), the only non-zero form-field contribution to the moment maps is
µα(ρ˜) ∝
ˆ
M
κ2(ω♯α ∧ ζ♯1 ∧ ζ♯2)ydρ˜ ∝
ˆ
M
e2∆ωα ∧ dρ˜ ∝
ˆ
M
d
(
e2∆ωα
) ∧ ρ˜ = 0. (4.30)
We recover d(e2∆ωα) = 0. The v˜ condition is considerably more complicated and involves the
five-form flux F through the term ıv˜F in (4.15). After some manipulation, using in particular
that ǫαβγ tr(IβLvIγ) = −ǫαβγ(ω♯βyLvωγ), one finds
µα(v˜) ∝
ˆ
M
e2∆ωα ∧ ıv˜F + 2e2∆ǫαβγd∆ ∧ ωβ ∧ ıv˜ωγ ∧ ζ1 ∧ ζ2. (4.31)
This vanishes for d∆ = −14 ⋆ F , or more precisely it fixes the components of d∆ that are
transverse to ζ1,2.
For X˜ given in (3.57) and using (4.15), acting on any untwisted generalised tensor α˜ we
have
LˆX˜ α˜ = −R˜ · α˜ = 0, (4.32)
since we have
R˜ = n¯id
(
e∆(ζ1 − iζ2)
)
+ in¯id
(
e∆(ζ1 − iζ2) ∧ vol4
)
+ n¯ie∆(ζ1 − iζ2) ∧ F = 0. (4.33)
We have used d(e∆ζi) = 0 and d(e
4∆ vol4) = 0 so that the last two terms simplify to
4i d∆ ∧ (ζ1 − iζ2) ∧ vol4 = (ζ1 − iζ2) ∧ F, (4.34)
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which vanishes for d∆ = −14 ⋆ F , or more precisely it fixes the components of d∆ that are in
the direction of ζ1,2. Hence the conditions (4.9) and (4.10) are both satisfied.
We also note that it is simple to extend our description to include imaginary self-dual
three-form flux, as first considered in [103–105] and analysed in detail in the case of hyper-
Ka¨hler manifolds times R2 in [106]. The metric, five-form flux and axion-dilaton are of the
same form as for our example, but the warp factor is no longer harmonic and there is a
non-zero three-form flux on M
F 1 + iF 2 = dγI(z) ∧ τI , (4.35)
where γI(z) are analytic functions of z = x+iy, and τI are harmonic anti-self-dual two-forms
on the hyper-Ka¨hler space. The moment maps are altered only in the ρ˜ component, thanks
to the −ǫijλ˜i ∧ F j contribution to R˜ in the presence of three-form flux, giving a term
ˆ
M
(λ˜1 ∧ ωα ∧ F 2 − λ˜2 ∧ ωα ∧ F 1), (4.36)
which vanishes as the wedge product of a self-dual two-form ωα with an anti-self-dual two-
form τI is zero. The LˆX˜ expression is also altered thanks to the same correction, giving an
extra term
ǫijn¯
i(ζ1 − iζ2) ∧ F j = −(ζ1 − iζ2) ∧ (F 1 − iF 2). (4.37)
But this also vanishes as F 1 + iF 2 = γ′I(z)dz ∧ τI , and dz = e−∆(ζ1 + iζ2). Hence we still
have LˆX˜ α˜ = 0 for any tensor α˜.
4.4.5 Wrapped M5-branes on HK× R3 in M-theory
In both cases we have a non-trivial four-form flux F , and so it is convenient to use untwisted
structures and the twisted generalised Lie derivative.
We first consider M5-branes wrapping a Ka¨hler two-cycle in the hyper-Ka¨hler. Using the
form of J˜α given in (3.60), together with (4.14) and (4.15), the contribution to the moment
maps from σ˜ is
µα(σ˜) ∝
ˆ
M
κ2ǫαβγ(vol
♯
4 ∧ζ♯β ∧ ζ♯γ)ydσ˜ ∝
ˆ
M
e2∆ζα ∧ dσ˜ ∝
ˆ
M
d(e2∆ζα) ∧ σ˜. (4.38)
We recover d(e2∆ζi) = 0 for i = 1, 2, 3. The terms in the moment maps due to ω˜ are
µα(ω˜) ∝
ˆ
M
1
2ǫαβγκ
2(vol♯4 ∧ζ♯β ∧ ζ♯γ)y(ω˜ ∧ F )− κ2(ω♯3 ∧ ζ♯α)ydω˜
∝
ˆ
M
e2∆ζα ∧ F ∧ ω˜ + 12ǫαβγd(e2∆ω3 ∧ ζβ ∧ ζγ) ∧ ω˜.
(4.39)
This vanishes upon using the expressions for the flux F = e−4∆ ⋆ d(e4∆ω3) and the exterior
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derivatives of the ζi. Again, the v˜ condition is more complicated and involves the four-form
flux F through the term ıv˜F in (4.15). After some manipulation, one finds
µα(v˜) ∝
ˆ
M
12d∆ ∧ vol4 ∧ζα ∧ (ζ1 ∧ ıv˜ζ1 + ζ2 ∧ ıv˜ζ2 + ζ3 ∧ ıv˜ζ3)
+ ǫαβγω3 ∧ ζβ ∧ ζγ ∧ ıv˜F
(4.40)
Again, this vanishes after imposing the conditions from (B.25).
Now consider the conditions that depend on X˜ . For X˜ given in (3.62), acting on any
untwisted generalised tensor α˜ we have
LX˜ α˜ = −R˜ · α˜, (4.41)
where R˜ is given by
R˜ = d(e∆Ω) + d(ie∆Ω ∧ vol3) + e∆Ω ∧ F. (4.42)
But R˜ itself vanishes as
d(e∆Ω) = 0,
d(ie∆Ω ∧ vol3) + e∆Ω ∧ F = 0,
(4.43)
where we have used the expressions for the flux F and the torsion conditions on ωα and ζi
from (B.25). Hence, both (4.9) and (4.10) are satisfied.
Next we consider M5-branes wrapping an R2 plane in R3. Using the form of J˜α given in
(3.63), together with (4.14) and (4.15), the non-zero form-field contribution to the moment
maps is
µα(ω˜) ∝
ˆ
M
κ2(ω♯α ∧ ζ♯3)ydω˜ ∝
ˆ
M
e2∆ωα ∧ ζ1 ∧ ζ2 ∧ dω˜ ∝
ˆ
M
d(e2∆ωα ∧ ζ1 ∧ ζ2) ∧ ω˜. (4.44)
This vanishes after using the expressions in (B.28). Again, the v˜ condition is more complicated
and involves the four-form flux F through the term ıv˜F in (4.15). After some manipulation,
one finds
µα(V ) =
ˆ
12ǫαβγe
2∆d∆ ∧ ωβ ∧ vol3 ∧ıv˜ωγ − 4e2∆ωα ∧ ζ1 ∧ ζ2 ∧ ıv˜F. (4.45)
This vanishes for ⋆F = e−4∆d(e4∆ζ1 ∧ ζ2), or more precisely it fixes the components of d∆
that are transverse to ζ1,2,3.
For X˜ given in (3.64), acting on any untwisted generalised tensor α˜ we have
LX˜ α˜ = Le∆(ζ♯1+iζ♯2)α˜− R˜ · α˜, (4.46)
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where R˜ is given by
R˜ = d
[
e∆(ζ1 + iζ2) ∧ ζ3
]− e∆(ζ♯1 + iζ♯2)yF − d[e∆(ζ1 + iζ2) ∧ vol4]
+ e∆(ζ1 + iζ2) ∧ ζ3 ∧ F.
(4.47)
But R˜ vanishes as
d(e∆ζ1 ∧ ζ3) = 0,
ζ♯1yF = 0,
d(e∆ζ1 ∧ vol4)− e∆ζ1 ∧ ζ3 ∧ F = 0,
(4.48)
with similar expressions for ζ2. The generalised Lie derivative along X˜ then reduces to the
Lie derivative along e∆(ζ♯1 + iζ
♯
2), and we note that ∆ does not depend on the coordinates x
or y, so that ζ♯1,2yd∆ = 0. It is then simple to check that the Lie derivative along e
∆(ζ♯1+ iζ
♯
2)
preserves both ¯˜X and Jα, and so both (4.9) and (4.10) are satisfied.
5 Generalised intrinsic torsion, supersymmetry and moduli spaces
In this section, we analyse the integrability conditions for the hyper- and vector-multiplet
structures using the notion of generalised intrinsic torsion, first introduced in generality in [15]
and for a specific heterotic extension of O(d, d)×R+ generalised geometry in [107]. This will
allow us to do two things: first to show that each condition is equivalent to the existence
of a torsion-free generalised connection compatible with the relevant structure, and second
to prove, using the results of [15], that the full set of conditions defining an integrable ECY
structure are equivalent to solving the N = 2 Killing spinor equations.
We then show that the integrability conditions have a simple interpretation in terms
of rewriting the full ten- or eleven-dimensional supergravity theory in terms of an N = 2,
D = 4 gauged supergravity coupled to an infinite number of hyper- and vector-multiplets, as
considered in [51, 65, 66]. Finally we discuss some general aspects of the moduli spaces of
structures.
5.1 Generalised intrinsic torsion and integrability
We start by recalling the definition of generalised intrinsic torsion given in [15]. Let P˜G ⊂ F˜
be a principal sub-bundle of the generalised frame bundle F˜ defining a generalised G-structure.
It is always possible to find a generalised connection Dˆ that is compatible with P˜G, however
in general it will not be torsion-free. Recall that the generalised torsion T of Dˆ is defined,
given any generalised tensor α and generalised vector V ∈ Γ(E), by [13]
T (V ) · α = LDˆV α− LV α, (5.1)
where the torsion is viewed as a map T : E → ad F˜ and T (V ) acts in the adjoint representation
on α. Here LDˆV is the generalised Lie derivative with the partial derivative replaced with the
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covariant derivative Dˆ, that is, acting on any generalised tensor α,
LDˆV α = (V · Dˆ)α− (Dˆ ×ad V ) · α. (5.2)
Let W ⊂ E∗⊗ad F˜ be the space of generalised torsions. For E7(7)×R+ generalised geometry,
we have [13]
W ≃ E∗ ⊕K, (5.3)
where the dual generalised tangent bundle E∗ transforms as 56−1 and K is the generalised
tensor bundle corresponding to the 912−1 representation. For other Ed(d) × R+ groups the
representations appearing in W are listed in [13].
By definition, any other generalised connection Dˆ′ compatible with P˜G can be written as
Dˆ′ = Dˆ +Σ, where
Σ = Dˆ − Dˆ′ ∈ Γ(KG), with KG = E∗ ⊗ ad P˜G. (5.4)
We then define a map τ : KG →W as the difference of the torsions of Dˆ and Dˆ′,
τ(Σ) = T − T ′ ∈ Γ(W ). (5.5)
In general, the map τ will not fill out the whole of W . Defining the image
WG = im τ ⊆W, (5.6)
we can then define the space of the generalised intrinsic torsion, in exact analogy to ordinary
geometry, as the part of W not spanned by WG, that is
WGint =W/WG. (5.7)
Given any G-compatible connection Dˆ, we say that the generalised intrinsic torsion TGint, of
the generalised G-structure P˜G, is the projection of the torsion T onto W
G
int. By definition
this is independent of the choice of Dˆ. It is the part of the torsion that cannot be changed
by varying our choice of compatible connection.
The intrinsic torsion TGint is the obstruction to finding a connection which is simultaneously
torsion-free and compatible with the generalised G-structure. Hence, if it vanishes we say that
P˜G is an integrable or torsion-free generalised G-structure.
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5.1.1 Intrinsic torsion for hypermultiplet structures
Let us calculate the intrinsic torsion for a Spin∗(12) structure. DecomposingW under SU(2)×
Spin∗(12) we have14
W = 56+ 912 = 2(2,12) + (1,32) + (3,32) + (1,352) + (2,220), (5.8)
while for the space of Spin∗(12) connections we have
KSpin∗(12) =
(
(2,12) + (1,32)
)× (1,66) = (2,12) + (2,220) + (1,32) + (1,352). (5.9)
This implies WSpin∗(12) ⊆ (2,12) + (1,32) + (1,352) + (2,220). Using the explicit form of
the map τ , we can show that this is actually an equality, hence
W
Spin∗(12)
int = (2,12) + (3,32). (5.10)
We will now show that the triplet of moment maps constrain the same representations.
Since Dˆ is compatible with the Spin∗(12) structure, by definition DˆJα = 0. Using (5.1)
and (5.2), and integrating by parts to move Dˆ from V to Jα, we have
µα(V ) ∝ ǫαβγ
ˆ
M
tr
(
Jβ
(
(V · Dˆ)Jγ − [(Dˆ ×ad V ), Jγ ]− [T (V ), Jγ ]
))
∝
ˆ
M
trκ
(
JαT (V )
)
+ trκ
(
Jα(Dˆ ×ad V )
)
∝
ˆ
M
trκ
(
Jα T
Spin∗(12)
int (V )
)
+
ˆ
M
1
2T
Spin∗(12)
int (Jα · V ) · κ2,
(5.11)
where the second term in the last line comes from the torsion of Dˆ when evaluating the total
derivative in the integration by parts. We have also used the fact that the expression is
independent of the choice of compatible connection Dˆ and so only depends on the intrinsic
torsion T
Spin∗(12)
int . We see that the moment maps vanish if and only if the (3,1) component of
T
Spin∗(12)
int (V ) vanish for all V . Recall that V transforms in the 56 = (2,12) + (1,32) repres-
entation. Given the decomposition (5.10), we see that the (3,1) component of T
Spin∗(12)
int (V )
vanishes if and only if both the (2,12) and (3,32) components of the intrinsic torsion van-
ish. Thus the vanishing of the moment maps is equivalent to the existence of a torsion-free
Spin∗(12) structure.
5.1.2 Intrinsic torsion for vector-multiplet structures
Repeating the analysis for vector-multiplet structures by decomposing under E6(2), we have
W = 56+ 912 = 1+ 2 · 27+ 78+ 351+ c.c., (5.12)
14Since calculating intrinsic torsion reduces to linear algebra at a point in the manifold, in what follows we
do not distinguish between vector bundles and their representations.
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while for the space of E6(2) connections we have
KE6(2) = (1+ 27+ c.c.)× 78 = 27+ 78+ 351+ 1728+ c.c. (5.13)
This implies WE6(2) ⊆ 27+78+351+c.c. Using the explicit form of the map τ , we can show
again that this is actually an equality, hence
W
E6(2)
int = 1+ 27+ c.c. (5.14)
We will now show that the LKK = 0 condition is equivalent to vanishing generalised
intrinsic torsion. Using (5.1), (5.2) and DˆK = 0, we have
LKK = L
Dˆ
KK − T (K) ·K = −T
E6(2)
int (K) ·K. (5.15)
Since K is a singlet under E6(2) and LKK is a generalised vector transforming in the 56 =
1+27+c.c. representation, this condition implies that the 1+27+c.c. components of T
E6(2)
int
vanish. However, these are precisely the components in the intrinsic torsion (5.14). Thus the
vanishing of LKK is equivalent to the existence of a torsion-free E6(2) structure.
5.1.3 Intrinsic torsion for ECY structures
It was shown in [15] that solutions of the N = 2 Killing spinor equations are in one-to-
one correspondence with torsion-free SU(6) structures. We now show that the full set of
integrability conditions on compatible pairs of structures {Jα,K} are equivalent to vanishing
SU(6) intrinsic torsion and hence to solutions of the N = 2 Killing spinor equations.
The analysis in [15] primarily considered minimally supersymmetric backgrounds. How-
ever, it was also noted that the same simple group theory analysis can be used for N = 2
backgrounds in E7(7) × R+ generalised geometry. Explicitly we have, decomposing under
SU(2)× SU(6),
W = 56+ 912 = (1,1) + 2(1,15) + (1,21) + (1,35) + (1,105)
+ 3(2,6) + (2,20) + (2,84) + (3,1) + (3,15) + c.c.
(5.16)
From the analysis in [15] we have
W
SU(6)
int = (2,1)× (S + J) + c.c.
= (1,1) + (3,1) + 2(2,6) + (1,15) + (3,15) + (2,20) + c.c.,
(5.17)
where S + J = 8+ 56 = (2,1) + 2(1,6) + (2,15) + (1,20) are the representations in which
the Killing spinor equations transform. Note that we can also decompose the hyper- and
– 37 –
W
SU(6)
int component
Integrability condition (1,1) (3,1) (2,6) (2,6)′ (1,15) (3,15) (2,20)
µα = 0 × × ×
LKK = 0 × × ×
LXJα = 0 × × × × ×
Table 2. The components of the generalised intrinsic torsion W
SU(6)
int appearing in each of the N = 2
supersymmetry conditions.
vector-multiplet intrinsic torsions as
W
Spin∗(12)
int = (2,6) + (3,1) + (3,15) + c.c.,
W
E6(2)
int = (1,1) + (2,6) + (1,15) + c.c.
(5.18)
Since the (2,20) is missing from these decompositions, it is immediately clear that having an
integrable hypermultiplet structure Jα and a compatible integrable vector-multiplet structure
K is not sufficient to imply we have an integrable SU(6) structure.
As we will now see, the missing components are set to zero by the extra conditions
LXJα = 0. As before, given an SU(6)-compatible generalised connection, from (5.1), (5.2)
and DˆK = DˆJα = 0 we have
LXJα = L
Dˆ
XJα − [T (X), Jα] = −[T SU(6)int (X), Jα]. (5.19)
Since X is a singlet under SU(6) and LXJα transforms in the 133 representation, we see
that LXJα indeed includes the missing (2,20) component. In appendix G, we calculate
which components of the intrinsic torsion appear in which of the three supersymmetry condi-
tions (5.11), (5.15) and (5.19). The results are summarised in table 2.
We see that collectively the three integrability conditions on {Jα,K} are equivalent to
solving the N = 2 Killing spinor equations. Since an SU(6)-compatible connection is a
special case of both a Spin∗(12)- and an E6(2)-compatible connection, this decomposition also
provides a direct proof that there are indeed no unexpected kernels in the τ map in these two
cases, and that µα = 0 and LKK are equivalent to the existence of a torsion-free Spin
∗(12)
and E6(2) generalised structure respectively.
We also see that certain components ofW
SU(6)
int appear in multiple conditions. The µα(V )
and LKK conditions are complementary. However the LXJα condition shares components
with each of the other conditions. The relation between (1,1) components comes from taking
LX of the second compatibility condition in (3.41) and using LXX = 0
tr(JαLXJβ + JβLXJα) = −12 is(X,LXX¯) δαβ , (5.20)
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while the relation between (2,6)′ components comes from taking LX of the first condition
in (3.41)
(LXJα) ·K + Jα · LXK = 0. (5.21)
The relation between the (3,1) and (3,15) components arises from evaluating the moment
maps on X
µα(X) = −12ǫαβγ
ˆ
M
tr
(
Jβ(LXJγ)
)
. (5.22)
Let us end this section by briefly noting how the conventional SU(3) intrinsic torsion,
which vanishes for type II Calabi–Yau backgrounds, embeds into the generalised case. The
combined SU(8) spinor (2.6) defines two different embeddings of Spin(6) ≃ SU(4)± ⊂ SU(8):
one for type IIA and one for type IIB, corresponding to the decompositions 8 = 4 + 4 and
8 = 4+ 4 respectively. There are hence two different embeddings of SU(3)± ⊂ SU(6), giving
the embeddings of the torsion classes defined in [101] for type IIA
W1 : 1C ⊂ (3,1), W2 : 8C ⊂ (3,15), W3 : 6 ⊂ (2,20),
W4 : 3 ⊂ (2,6)′, W5 : 3 ⊂ (2,6),
(5.23)
and for type IIB
W1 : 1C ⊂ (3,1), W2 : 8C ⊂ (2,20), W3 : 6 ⊂ (3,15),
W4 : 3 ⊂ (2,6), W5 : 3 ⊂ (2,6)′,
(5.24)
which in each case is consistent with the analysis of section 4.4.
5.2 Supersymmetry conditions from gauged supergravity
As we have already noted, there is a natural physical interpretation of the spaces of hyper-
multiplet and vector-multiplet structures. We can view them as arising from a rewriting of
the full ten- or eleven-dimensional theory as in [34] but with only eight supercharges mani-
fest [51, 65, 66]. The local SO(9, 1) Lorentz symmetry is broken and the degrees of freedom
can be repackaged into N = 2, D = 4 multiplets. However, since all modes are kept – there
is no Kaluza–Klein truncation – the vector- and hypermultiplet spaces AV and AH become
infinite dimensional. As previously argued for N = 1 backgrounds in O(6, 6) generalised
geometry in [68] and in E7(7) generalised geometry in [12, 51, 52], the integrability conditions
can be similarly interpreted in a four-dimensional language. The interactions of the four-
dimensional theory are encoded in the gauging of isometries on AH and AV, together with
the concomitant moment maps, as summarised in [67]. From the form (4.6) of the hyper-
Ka¨hler moment maps, we see that we are gauging generalised diffeomorphisms. The general
conditions, coming from the vanishing of the gaugino, hyperino and gravitino variations, for
the four-dimensional theory to admit a supersymmetric N = 2 Minkowski vacuum have been
analysed in [69, 70]. As we now show, these translate directly into the three integrability
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conditions for Jα and K.
Recall that the scalar components of the hypermultiplets describe a quaternionic-Ka¨hler
space. Let AH be the associated hyper-Ka¨hler cone. Similarly, the scalar components of
the vector multiplets describe a local special Ka¨hler space. Let AV be the associated rigid
special Ka¨hler cone. The gauging is a product of an action of a group GH on the quaternionic-
Ka¨hler space and of a group GV on the local special Ka¨hler space, that each preserve the
corresponding structures. These can always be lifted to an action on AH that preserves the
triplet of symplectic forms and commutes with the SU(2) action on the cone, and an action
on AV that preserves the Ka¨hler form and complex structure and commutes with the U(1)
action on the cone. Following [70], the conditions for a Minkowski vacuum in a generic gauged
N = 2 theory, lifted to AH and AV, can be written as
ΘλΛµα,λ = 0, X
ΛΘλΛk
u
λ = 0, X¯
ΛΘˆλˆΛkˆ
i
λˆ
= 0. (5.25)
Here λ parametrises the Lie algebra gH of GH while λˆ parametrises the Lie algebra gV of
GV, and kλ and kˆλˆ are the corresponding sets of vector fields generating the actions on
AH and AV (see also appendix D). The label u is a coordinate index on AH and i is a
holomorphic coordinate index on AV, so that kˆλˆ is actually the holomorphic part of the real
vector generating the action. The µα,λ are a triplet of moment maps µα : AH → g∗H. As
discussed in appendix D, the complex vector XΛ is a particular non-zero holomorphic vector
on AV, written in flat coordinates, that defines the special Ka¨hler geometry and also generates
the C∗ action on the cone. The indices Λ denote components in the natural flat coordinates
on AV. The matrices ΘλΛ and ΘˆλˆΛ are the corresponding embedding tensors [108, 109].
Let us now translate this formalism into the geometrical objects defined previously when
AH and AV are the infinite-dimensional spaces of hyper- and vector-multiplet structures. In
this case, the gauging is by generalised diffeomorphisms GH = GV = GDiff. Recall that we
parametrised the Lie algebra gdiff by sections V ∈ Γ(E) even though there was actually a
kernel in this map. Furthermore, from (3.35), we saw that generalised vectors defined flat
coordinates on AV. Thus we can identify the embedding tensors with the map
Θ = Θˆ : Γ(E)→ gdiff. (5.26)
The vectors kλ and kˆλˆ generate the action of GDiff on AH and AV, so we can view them as
maps
k : gdiff→ Γ(TAH), kˆ : gdiff→ Γ(TAV). (5.27)
Hence we can identify the composite maps k ◦Θ and kˆ ◦ Θˆ, acting on an arbitrary generalised
vector V , with
V ΣΘλΣkλ = LV Jα,
V ΣΘˆλˆΣkˆλˆ = LVX.
(5.28)
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From appendix D, note that kˆ ◦ Θˆ is just the set of generators XΛΞΣ acting on X. Thus, as
first noted in [107], in the infinite-dimensional gauging, we can identify a generic combination
of generators V ΛXΛΞΣ with the generalised Lie derivative LV . Similarly we have
V ΣΘλΣµα,λ = µα(V ). (5.29)
Finally, recall from the discussion in section 3.3 that our notation is consistent and the
holomorphic vector fieldXΛ is indeed the complexified vector-multiplet structureX = K+iKˆ.
Thus the three conditions (5.25) are precisely
µα(V ) = 0 for all V , LXJα = 0, LX¯X = 0. (5.30)
We see that the integrability conditions on the structures have a very simple interpretation
in terms of the gauged supergravity. This analysis is useful when looking for integrability
conditions in other situations, in particular the backgrounds in D = 5 and D = 6 with eight
supercharges which we discuss in later sections.
5.3 Moduli spaces
In this section, we will discuss some simple aspects of the moduli spaces of H, V and ECY
structures. In the Calabi–Yau case, these come from deformations of the complex and sym-
plectic structures. For example in type IIA, the H-structure moduli space describes the
complex moduli together with harmonic three-form potentials C, while the V-structure mod-
uli space describes the Ka¨hler moduli. The main point here is that the H and V moduli
spaces appear as hyper-Ka¨hler and symplectic quotients respectively, and so by construction
describe quaternionic and special Ka¨hler geometries as required by supersymmetry.
5.3.1 Moduli space of hypermultiplet structures
We have already seen that the differential conditions (4.7) that define integrable H structures
can be viewed as the vanishing of a triplet of moment maps for the action of the generalised
diffeomorphism group GDiff on the space AH. Acting on the moment maps with the vector
field ρW ∈ Γ(TAH), corresponding to an element of gdiff labelled by W , we have, using
integration by parts and Leibniz,
ıρW δµα(V ) = −12ǫαβγ
ˆ
M
tr
[
(LWJβ)(LV Jγ) + JβLV (LWJγ)
]
= −12ǫαβγ
ˆ
M
tr
(
Jβ(LLVWJγ)
)
= µα(LVW ),
(5.31)
where we have used (4.4) and the Leibniz property. However the Lie bracket on gdiff is
[LV , LW ] = LLVW = LJV,W K, (5.32)
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where JV,W K is the antisymmetric Courant bracket for E7(7) × R+ [12, 13]. Thus we see
that the moment maps (4.6) are equivariant. Since any two structures that are related by a
generalised diffeomorphism – a combination of diffeomorphism and gauge transformation —
are physically equivalent, the moduli space of integrable structures is naturally a hyper-Ka¨hler
quotient, defined as
MH = AH//GDiff = µ−11 (0) ∩ µ−12 (0) ∩ µ−13 (0)/GDiff . (5.33)
By construction MH is also hyper-Ka¨hler.
The space of structures AH is actually a hyper-Ka¨hler cone, and for the quotient space
to also be a hyper-Ka¨hler cone one needs to take the zero level set15 of the moment maps, as
we do, and ensure that the GDiff action commutes with the SU(2) action on the cone. We
can check that this is indeed that case. Under the SU(2) action we have δJα = ǫαβγθβJγ , or,
in other words, the action is generated by a triplet of vectors ξα ∈ Γ(TAH) such that
ξα(Jβ) = ǫαβγJγ . (5.34)
Acting on the section-valued functions Jα, we see the Lie bracket is given by
[
ρV , ξ
α
]
(Jβ) = LV (ǫαβγJγ)− ǫαβγLV Jγ = 0. (5.35)
Hence the action of GDiff does indeed commute with the SU(2) action. This means that
MH is also a hyper-Ka¨hler cone [86], and we identify the physical moduli space with the
base of the cone MH/H∗. By construction, as required by supersymmetry, this space is
quaternionic-Ka¨hler.
It is worth noting that the action of GDiff on µ−11 (0) ∩ µ−12 (0) ∩ µ−13 (0) is not generally
free. For example, in a type IIB Calabi–Yau background, the integrable structure Jα, given
in (3.45), is invariant under symplectomorphisms. Thus we expect that the moduli space
MH is not generically a manifold, but has a complicated structure as a union of hyper-Ka¨hler
spaces [110]. We could still try to calculate the dimension of MH in a neighbourhood by
considering the linear deformation away from a point σ ∈ AH corresponding to an integrable
structure Jα. The variation of the moment maps is just δµα, where δ is the exterior derivative
on AH, while the infinitesimal generalised diffeomorphisms are generated by LV . We can
identify gdiff with Γ(E) and TσAH with sections of a bundle ad P˜⊥Spin∗(12) as in (3.26). We
then have the exact sequence of maps
Γ(E) Γ
(
ad P˜⊥Spin∗(12)
)
Γ(E∗)⊗ R3.L•Jα δµα (5.36)
Again, this is complicated by the existence of fixed points. From our examples, it appears that
15More generally, one requires that the level set is invariant under the SU(2) action.
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generically the sequence is not elliptic, and hence the moduli space is not finite-dimensional.
5.3.2 Moduli space of vector-multiplet structures
For the vector-multiplet structures we need to understand the constraint LKK = 0 on the
space of structures AV and again mod out by generalised diffeomorphisms. It turns out that
the integrability condition can again be interpreted as the vanishing of a moment map as we
now describe. In fact, this reformulation is not specific to this infinite-dimensional set up, but
applies to any flat, supersymmetric vacuum of gauged N = 2, D = 4 supergravity, giving a
new interpretation of the conditions derived in [69, 70].
We have argued that from a gauged supergravity perspective the condition LKK arises
from a gauging of the generalised diffeomorphism group on AV. As discussed in appendix D,
there are a number of requirements of the action of the gauge group onAV for it to preserve the
special Ka¨hler structure. First it must leave the symplectic form invariant. Let ρV ∈ Γ(TAV)
be the vector field on AV generating the action of a generalised diffeomorphism parametrised
by V ∈ Γ(E). Recall that the structure K can be viewed as a coordinate on AV, as given
in (3.35), thus associating TKAV ≃ Γ(E) we have
ρV = LVK ∈ Γ(TAV). (5.37)
Given an arbitrary vector field W ∈ Γ(TAV) we have, from (3.37), that
ıρV Ω(W ) = Ω(ρV ,W ) =
ˆ
M
s(LVK,W ). (5.38)
Using (4.4) and the Leibniz property of LV we have
ıρV Ω(W ) =
1
2
ˆ
M
s(LVK,W )− s(K,LVW )
= −12
ˆ
M
s(W,LVK) + s(K,LVW )
= ıwδµ(V ),
(5.39)
where δ is the exterior derivative on AV and µ(V ) is a the moment map
µ(V ) := −12
ˆ
M
s(K,LVK). (5.40)
Thus the action of GDiff preserves the symplectic structure on AV.
Acting on the moment map by the vector field ρW , corresponding to an element of gdiff
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labelled by W , we have
ıρW δµ(V ) = −12
ˆ
M
s(LWK,LVK) + s(K,LV (LWK)
= −12
ˆ
M
s(K,LLVWK)
= µ(LVW ),
(5.41)
where we have used (4.4) and the Leibniz property. Thus from the Lie bracket (5.32) on gdiff
we see that the moment map (5.40) is equivariant. We also see, using (3.38) and (4.4), that
the Hitchin functional H is invariant under the action of ρV , since
LρVH = ρV (H) =
ˆ
M
(LVK)
M ∂
∂KM
√
q(K) =
ˆ
M
LV
√
q(K) = 0. (5.42)
In addition, ρV = LVK is clearly linear in K and so maps flat coordinates to flat coordinates.
This is enough to show that the GDiff action also preserves the complex structure. Finally
recall that the coordinate KM (x) can also be regarded as the components of a vector field
and that the C∗ action on AV is generated by X = K + iKˆ = K − iI ·K ∈ Γ(TAV), where I
is the complex structure on AV. As a vector field we have LρVK = [ρV ,K] = 0 and so, since
LρV I = 0, we have [ρV ,X] = 0 and hence the action of GDiff on AV commutes with the C∗
action. These means that this gauging satisfies all the conditions necessary to preserve the
special Ka¨hler structure.
We now show that the condition LKK = 0 is actually equivalent to the vanishing of the
moment map µ(V ) for all V . To do this we first note some identities using (E.12), (E.26)
and (4.4)
Ω(V,LV V ) =
1
4
ˆ
M
Lv(ıvτ) + 13d(ω3) + d(ıvω ∧ σ)− d(ıvσ ∧ ω) ≡ 0,
Ω(U,LVW )− Ω(W,LV U) =
ˆ
M
LV s(U,W ) ≡ 0.
(5.43)
Under the identification of V ΛXΛΞΣ with LV , these are just the representation constraint (D.13)
and the first constraint of (D.12). These imply
µ(V ) = −12Ω(K,LVK) = Ω(V,LKK) =
ˆ
M
s(V,LKK), (5.44)
and hence we have the alternative definition for the integrability of K:
Definition. An integrable or torsion-free E7(7) vector-multiplet structure K is one satisfying
µ(V ) = 0 for all V ∈ Γ(E), (5.45)
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where µ(V ) is given by (5.40).
This reformulation is actually generic for any gauged N = 2, D = 4 theory as we now show.
Using (D.9) and (D.11), we see that the third condition of (5.25) can be rewritten as
X¯ΛΘˆλˆΛkˆ
i
λˆ
(∂iX
Γ)ΩΣΓ = X¯
ΛXΛΞΣXΞ = 12XΛΞΣXΞX¯Σ = 2ΘˆλˆΛµλˆ, (5.46)
where we have used the identities (D.12), (D.13) and (D.14). We see that the condition
X¯ΛΘˆλˆΛkˆ
i
λˆ
= 0 is generically equivalent to the vanishing of the moment map µλˆ = 0.
This reformulation gives a simple realisation of the moduli space of vector-multiplet
structures. Since any two structures related by a generalised diffeomorphism are equivalent,
it is naturally given by the symplectic quotient
MV = AV/GDiff = µ−1(0)/GDiff . (5.47)
By construction MV is also special Ka¨hler. In fact it is a cone over a local special Ka¨hler
space, as required by supersymmetry. As usual for symplectic quotients of Ka¨hler spaces, we
can also view MV as a quotient by the complexified group MV = AV/GDiffC. As for the
case of hypermultiplet structures, generically GDiff does not act freely on µ−1(0) and hence
MV is not necessarily a manifold, but rather has a stratified structure [111].
5.3.3 Moduli space of ECY structures
Finally we consider the moduli space of ECY structures. We first define the space of compat-
ible ECY structures, though without the restriction on the norms. Formally, this is
A = {(Jα,K) ∈ AH ×AV : Jα ·K = 0}. (5.48)
The moduli space is then given by
M = {(Jα,K) ∈ A : µα = 0, µ = 0, LXJα = 0, κ2 = −2
√
q(K)}/GDiff . (5.49)
The reason for dropping the norm compatibility condition from the definition of A is that it
then has a fibred structure as we now discuss. One can imagine first choosing K and then Jα
subject to the condition Jα ·K = 0, or vice versa. At each point x ∈ M , we can then view
the coset E7(7)/SU(6) as a fibration in two different ways:
Spin∗(12)/SU(6) E7(7)/SU(6)
E7(7)/Spin
∗(12)
E6(2)/SU(6) E7(7)/SU(6)
E7(7)/E6(2)
(5.50)
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In both cases the fibres admit the appropriate geometry
P = R+ × Spin∗(12)/SU(6) P is a special Ka¨hler space,
W = R+ × E6(2)/SU(6) W/H∗ is a Wolf space.
(5.51)
Thus we can use exactly the same construction as in sections 3.2 and 3.3 to define the
corresponding infinite-dimensional spaces of structures as hyper-Ka¨hler and special Ka¨hler
manifolds. If we label these AJV for the space of V structures given a fixed H structure Jα,
and AKH for the space of H structures given a fixed V structure K, the space A then has two
different fibrations:
AJV A
AH
AKH A
AV
(5.52)
Even with this fibred structure on A, the structure of the moduli space M appears
to be very complicated. Nonetheless, N = 2 supergravity implies that it should become a
product of the hyper- and vector-multiplet moduli spaces. Let us now comment on how this
might translate into conditions on our structures. The product structure suggests that, at
least locally, the moduli space of hypermultiplet structures is independent of the choice of
vector-multiplet structure, and vice versa. One is tempted to conjecture that
M =MKH ×MJV, (5.53)
with MKH and MJV given by the quotients
MKH = AKH //GDiffK , MJV = AJV/GDiffJ , (5.54)
where GDiffK ⊂ GDiff is the subset of generalised diffeomorphisms preservingK and GDiffJ ⊂
GDiff is the subset preserving Jα. The point here is that AKH and AJV admit moment maps
for GDiffK and GDiffJ respectively, in complete analogy to section 4. For this to work the
spaces MKH and MJV must (locally) be independent of the choice of K and Jα respectively.
We end with a few further comments. First, using the results of [15], the integrability
conditions on K and Jα are equivalent to the Killing spinor equations, and we identically
satisfy the Bianchi identities by defining the structure in terms of the gauge potentials. We
then recall that for warped backgrounds of the form (2.1), the Killing spinor equations together
with the Bianchi identities imply the equations of motion [9, 15, 17, 112]. Consequently,
since the equations of motion on M are elliptic, the moduli space M must always be finite
dimensional.
The second point relates to the generalised metric G. Recall that this defines an SU(8) ⊂
E7(7) × R+ structure and encodes the bosonic fields of the supergravity theory, restricted
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to M , along with the warp factor ∆ [11, 13]. Since SU(6) ⊂ SU(8), the ECY structure
{Jα,K} determines the generalised metric G. Given a Lie subalgebra g we can decompose
e7(7) ⊕ R = g⊕ g⊥. Decomposing into SU(2)× SU(6) representations we find
spin∗12
⊥ = (1,1) + (2,6) + (2,6) + (2,20) + (3,1),
e6(2)
⊥ = 2(1,1) + (1,15) + (1,15) + (2,6) + (2,6),
su8
⊥ = (1,1) + (1,15) + (1,15) + (2,20),
su6
⊥ = 3(1,1) + (1,15) + (1,15) + (2,6) + (2,6) + (2,20) + (3,1).
(5.55)
Thus the deformations of {Jα,K} that do not change the generalised metric G are those
in the (1,1) + (2,6) + (2,6) + (3,1) representations. The first and last are the U(1) and
SU(2) symmetries acting on K and Jα respectively. It is easy to see that the moment maps
vanish only for constant rotations. The remaining (2,6) + (2,6) deformations correspond to
deforming the Killing spinors for a fixed background. If such solutions exist, they imply that
the background actually admits more supersymmetries than the N = 2 our formalism picks
out. We also note that these deformations appear in both the deformations of K and Jα,
and are related through the constraint Jα ·K = 0. Thus we conclude that if the background
is honestly N = 2, then, up to a global SU(2) × U(1) rotation, there is a unique structure
{Jα,K} for each generalised metric G and, infinitesimally, we can consider independent Jα
and K deformations. This gives some credence to the conjecture that the moduli space takes
the form (5.53).
Finally we note that the conditions LXX¯ = LXJα = 0 imply that
LXG = 0, (5.56)
and so K and Kˆ are generalised Killing vectors. This means there is a combination of dif-
feomorphism and gauge transformations under which all the supergravity fields are invariant.
Hence, locally, one can always choose a gauge in which LX = Lv, where v is the vector
component of X. If the metric g has no conventional Killing vectors, then v = 0 and the
integrability conditions involving X are equivalent to
LX(anything) = 0, (5.57)
independent of the choice of Jα, as we saw happen explicitly in a number of our examples.
In this case, an alternative approach to calculating M is to solve (5.57) and the moment
map conditions on Jα independently, impose the compatibility conditions, Jα · K = 0 and
κ2 = −2√q(K), and then quotient by GDiff.
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6 Ed(d) structures for D = 5, 6 supersymmetric flux backgrounds
In this section we consider generic D = 5, 6 type II and M-theory flux backgrounds preserving
eight supercharges. In complete analogy with the D = 4 case, they define a pair of integrable
generalised structures, though now in E6(6) for N = 1, D = 5 backgrounds and E5(5) ≃
Spin(5, 5) for N = (1, 0), D = 6 backgrounds. In both cases there is a H structure naturally
associated to hypermultiplet degrees of freedom. In D = 5 there is also a V structure, though
now the space of structures admits a very special real geometry rather than a special Ka¨hler
geometry, in line with the requirements of N = 1, D = 5 gauged supergravity. In D = 6 we
find the second structure is naturally associated to N = (1, 0) tensor multiplets.
Since much of the analysis follows mutatis mutandis the D = 4 case, we will be relatively
terse in summarising the constructions.
6.1 E6(6) hyper- and vector-multiplet structures
For compactifications to D = 5, the relevant generalised geometry [13, 14] has an action
of E6(6) × R+. The generalised tangent bundle transforms in the 27′1 representation and
decomposes under the relevant GL(d) group as (3.4) or (3.6), where the one-form density
terms are not present. The adjoint bundle transforms in the 10 + 780 representation and
decomposes as in (3.7) or (3.9), where the doublet of six-forms and six-vectors are not present
for type IIB. In both type II and M-theory, the spinors transform under the USp(8) subgroup
of E6(6) × R+. For N = 1 backgrounds in D = 5, the single Killing spinor is stabilised by a
USp(6) subgroup.
6.1.1 Structures and invariant tensors
The E6(6) generalised G-structures are defined as follows.
Definition. Let G be a subgroup of E6(6). We define
• a hypermultiplet structure is a generalised structure with G = SU∗(6)
• a vector-multiplet structure is a generalised structure with G = F4(4)
• an ECY structure is a generalised structure with G = USp(6)
As before, an H structure is defined by a triplet of sections Jα of a weighted adjoint bundle,
as in (3.17), such that they transform in the 783/2 representation of E6(6) ×R+ and define a
highest weight su2 subalgebra of e6(6). The algebra and norms of the Jα are the same as for
the D = 4 case, given in (3.18) and (3.19). A V structure is defined by a generalised vector16
K ∈ Γ(E), such that c(K,K,K) 6= 0, (6.1)
16There are two distinct E6(6) orbits preserving F4(4), distinguished by the sign of c(K,K,K) [94].
– 48 –
where c is the E6(6) cubic invariant given in (E.25) and (E.54). Compatibility between the
vector- and hypermultiplet structures implies that the common stabiliser group SU∗(6)∩F4(4)
of the pair {Jα,K} is USp(6). The necessary and sufficient conditions are
Jα ·K = 0,
tr(JαJβ) = −c(K,K,K) δαβ ,
(6.2)
where · is the adjoint action. Note that the second condition implies K is in the orbit where
c(K,K,K) > 0. They are equivalent to
J+ ·K = 0, c(K,K,K) = κ2, (6.3)
respectively, where κ is the factor appearing in (3.18). We again refer to this as an ECY
structure since in M-theory it is the flux generalisation of a compactification on a Calabi–Yau
three-fold.
As with the D = 4 case, the infinite-dimensional space of H structures AH is the space
of smooth sections of a bundle over M with fibre W = E6(6) × R+/SU∗(6). This fibre is a
hyper-Ka¨hler cone over a pseudo-Riemannian Wolf space [85]
W/H∗ = E6(6)/(SU
∗(6) × SU(2)). (6.4)
The hyper-Ka¨hler geometry on AH is again inherited directly from the hyper-Ka¨hler geometry
on W . The details follow exactly the D = 4 case in section 3.2 upon exchanging the relevant
groups.
The infinite-dimensional space of V structures
AV = {K ∈ Γ(E) : c(K,K,K) > 0} (6.5)
can also be viewed as the space of smooth sections of a bundle over M with fibre P = E6(6)×
R
+/F4(4). It admits a natural (rigid) very special real metric, which again is inherited from
the very special real metric on the homogeneous-space fibres.17 The Riemannian symmetric
spaces that admit (local) very special real metrics were analysed in [115] and include the
case E6(−26)/F4. Here we need a pseudo-Riemannian form based on E6(6), where the relevant
space is again a prehomogeneous vector space [100]
P/R+ = E6(6)/F4(4). (6.6)
The geometry on AV can be constructed as follows. Consider a point K ∈ AV. Given
17For reviews of very special real geometry see for example [113, 114].
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u, v, w ∈ TKAV ≃ Γ(E), the fibre-wise cubic invariant c defines a cubic form on AV by
C(u, v, w) =
ˆ
M
c(u, v, w), (6.7)
where, since sections of E are weighted objects, we have c(u, v, w) ∈ Γ(detT ∗M) and hence
it can be integrated over M . The metric on AV is then defined as the Hessian of C(K,K,K)
CMN =
δC
δKMδKN
. (6.8)
In these expressions we are using the flat coordinates on AV defined by the vector-space
structure of Γ(E). On any rigid very special real geometry there is a global R+ symmetry,
such that the quotient space is, by definition, a local very special real geometry. On AV,
the action of R+ is constant rescaling of the invariant tensor K. As for the hypermultiplet
structure, the R+ action is simply a physically irrelevant constant shift in the warp factor
∆. Modding out by the symmetry, the physical space of structures AV/R+ is an infinite-
dimensional local very special real space.
In analogy with the D = 4 discussion of [51, 65, 66], we can view AV/R+ and the
quaternionic-Ka¨hler base of AH as the infinite-dimensional spaces of vector- and hypermul-
tiplet degrees of freedom, coming from rewriting the full ten- or eleven-dimensional super-
gravity theory as a five-dimensional N = 1 theory.
6.1.2 Integrability
The integrability conditions for the E6(6) generalised G-structures again arise from gauging
the generalised diffeomorphism group, and are almost identical to those in D = 4 given
in (4.7), (4.8) and (4.10), namely
µα(V ) = 0 for all V ∈ Γ(E), (6.9)
LKK = 0, (6.10)
LKJα = 0. (6.11)
In each case they are equivalent to the structure admitting a torsion-free, compatible gener-
alised connection: if the first condition holds, Jα defines a torsion-free SU
∗(6) structure; if
the second condition holds, K defines a torsion-free F4(4) structure; if all three conditions
are satisfied, {Jα,K} define a torsion-free USp(6) structure. In the latter case, using the
results of [15], this implies that these conditions are equivalent to the existence of an N = 1
Killing spinor. Note that the pair of compatible and integrable H and V structures is again
not enough to imply that the ECY structure is integrable.
To see that these differential conditions constrain the generalised intrinsic torsion for the
different generalised structures, we start by noting that for E6(6) × R+ generalised geometry
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W
USp(6)
int component
Integrability condition (1,1) (3,1) (2,6) (2,6)′ (1,14) (3,14) (2,14′)
µα = 0 × × ×
LKK = 0 × × ×
LKJα = 0 × × × × ×
Table 3. The components of the generalised intrinsic torsionW
USp(6)
int appearing in each of the N = 1,
D = 5 supersymmetry conditions.
the space of generalised torsions is [13]
W = 27+ 351′. (6.12)
Repeating the analysis of section 5, we find, decomposing under SU(2) × SU∗(6),
W
SU∗(6)
int = (2,6) + (3,15), (6.13)
while decomposing under F4(4)
W
F4(4)
int = 1+ 26. (6.14)
The intrinsic torsion components of an ECY or USp(6) structure, decomposed under SU(2)×
USp(6), along with which integrability conditions they constrain, are summarised in table 3.
We note that it is equal to (2,1)× (S+J), where S+J = 8+48 is the USp(8) representation
in which the Killing spinor equations transform. From the results of [13], we see that, again,
the Killing spinor equations are equivalent to the differential conditions for an integrable
USp(6) structure.
As in the D = 4 case, the integrability conditions have a direct interpretation in terms
of D = 5 gauged supergravity. Following [70], the conditions for a Minkowski vacuum in a
generic gauged N = 1 theory can be written as18
ΘλIµα,λ = 0, h
ΛΘλΛk
u
λ = 0, h
ΛΘˆλˆΛkˆ
i
λˆ
= 0. (6.15)
The only difference compared with the D = 4 case is that the vector hΛ is now the coordinate
vector in the real special geometry on AV, written in flat coordinates, which here we identify
with K. The three conditions (6.15) then translate directly into the three integrability condi-
tions (6.9)–(6.11).
We can again consider the moduli spaces of structures. The integrability conditions for
the H structure are identical to those in D = 4, and again the moduli space is a hyper-Ka¨hler
18Note that the third condition comes from the term inW xAB proportional to ǫAB [116], which was assumed
to vanish in [70].
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quotient, exactly as discussed in section 5.3.1. The arguments leading to the identification
of the moduli space of V structures are also similar to those of D = 4, and so we simply
summarise the relevant observations and results.
As discussed in [117], rigid very special real geometry requires the existence of a flat
torsion-free connection ∇ˆ preserving a metric tensor Cmn that, with respect to the flat co-
ordinates, can be written as the Hessian of a cubic function C. For us, the vector-space
structure of Γ(E) defines natural flat coordinates on AV and the cubic function is given
by (6.7). The function is invariant under the action of generalised diffeomorphisms, and since
ρV = LVK is linear in K, it maps flat coordinates to flat coordinates. Thus GDiff preserves
the very special real structure. Furthermore, we observe that given an integrable structure
K such that LKK = 0, any other choice of structure related to K by the action of GDiff is
automatically integrable too. This means that integrability of the structure is well defined
under equivalence by GDiff, so that both the very special real structure and the integrability
condition descend to the quotient space. Thus the moduli space of integrable vector-multiplet
structures is
MV = {K ∈ AV : LKK = 0}/GDiff , (6.16)
which, as the R+ action generated by K commutes with GDiff, is a rigid very special real
space. As required by supersymmetry, it is a cone over a local very special real space. The
moduli space of ECY structures is again more complicated, though all the comments made
in the D = 4 case also apply here.
6.1.3 Example: Calabi–Yau manifold in M-theory
Just for orientation, we consider the simplest example of a generalised USp(6) structure,
namely M-theory on a six-dimensional Calabi–Yau manifold M . In fact, assuming M has
only an SU(3) structure, supersymmetry implies that the metric is Calabi–Yau and that the
warp factor ∆ and four-form flux F vanish [118, 119]. The goal here is to see how these
conditions arise from the integrability conditions on the H and V structures.
The untwisted H and V structures are encoded by Ω and ω respectively. We have
J˜+ = −12κΩ+ 12κΩ♯,
J˜3 =
1
2κI − 116 iκΩ ∧ Ω¯− 116 iκΩ♯ ∧ Ω¯♯,
(6.17)
where I is the almost complex structure (B.2) and the E6(6)-invariant volume is κ
2 = e3∆ vol6,
while
K˜ = −e∆ω. (6.18)
It is easy to check, using the expressions in appendix E, that Jα generate an su2 algebra and
that the structures satisfy the correct normalisation and compatibility conditions, given (2.9).
As previously, the actual structure will include the three-form potential A via the adjoint
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action: Jα = e
AJ˜αe
−A and K = eAK˜. In what follows it will be easiest to use the untwisted
forms with the twisted Dorfman derivative in the differential conditions.
The hypermultiplet structure is integrable if the triplet of moment maps vanish. We
start with µ3. The moment map is a sum of terms that depend on arbitrary v˜, ω˜ and σ˜.
Considering each component in turn we find
µ3(σ˜) ∝
ˆ
M
d(e3∆) ∧ σ˜, µ3(ω˜) ∝
ˆ
M
e3∆ω˜ ∧ F. (6.19)
implying d∆ = F = 0. Using the fact that ∆ is constant, the v˜ component of µ3 and the ω˜
component of µ+ simplify to
µ3(v˜) ∝
ˆ
M
e3∆
(
ıv˜Ω¯ ∧ dΩ− ıv˜Ω ∧ dΩ¯
)
, µ+(ω˜) ∝
ˆ
M
e3∆dΩ ∧ ω˜. (6.20)
The first requires the (3, 1)-component of dΩ to vanish or, in the language of [101], the W5
component of the SU(3) torsion is set to zero, while the second vanishes if and only if the (2, 2)-
component of dΩ vanishes, that is, W1 = W2 = 0. Finally the σ˜ component of µ+ vanishes
identically, while the v˜ term vanishes if F vanishes. Together, we see that the integrability of
the hypermultiplet structure requires a constant warp factor, a vanishing four-form flux and
that Ω is closed.
For the V structure we have
LˆK˜K˜ = −ω ∧ dω = 0, (6.21)
which requires the W4 component of the SU(3) torsion to vanish. Note that requiring K to
define a integrable F4(4) structure is considerably weaker than the condition for ω to define an
integrable symplectic structure. Finally, the LKJα = 0 condition required for an integrable
USp(6) structure is equivalent to
LˆKJ+ ∝ jΩ♯yjdω − 131Ω♯ydω − dω ∧ Ω = 0. (6.22)
One can show this vanishes if and only if dω vanishes, that is W1 =W3 =W4 = 0.
We have shown that for this restricted SU(3) ansatz, integrability of the generalised
USp(6) structure requires M to be Calabi–Yau, that is dω = dΩ = 0, with a constant warp
factor and a vanishing four-form flux.
6.2 E5(5) hyper- and tensor-multiplet structures
For compactifications to D = 6 the relevant generalised geometry [13, 14] has an action
of E5(5) × R+ ≃ Spin(5, 5) × R+. The generalised tangent bundle transforms in the 161
representation and decomposes under the relevant GL(d) group as (3.4) or (3.6), where the
doublet of five-forms are not present for type IIB and the one-form density terms are not
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present for type IIB or M-theory. The adjoint bundle transforms in the 10+450 representation
and decomposes as in (3.7) or (3.9), where the six-forms and six-vectors are not present for
type IIB or M-theory. In both type II and M-theory, spinors transform under a USp(4) ×
USp(4) ≃ Spin(5)× Spin(5) subgroup of E5(5)×R+. For N = (1, 0) backgrounds, the Killing
spinor is stabilised by an SU(2)×USp(4) subgroup.
6.2.1 Structures and invariant tensors
The E6(6) generalised G-structures are defined as follows.
Definition. Let G be a subgroup of E5(5). We define
• a hypermultiplet structure is a generalised structure with G = SU(2) × Spin(1, 5)
• a tensor-multiplet structure is a generalised structure with G = Spin(4, 5)
• an ECY structure is a generalised structure with G = SU(2) ×USp(4)
As before, the H structure is defined by a triplet of sections Jα of a weighted adjoint bundle,
as in (3.17), such that they transform in the 452 representation of E5(5) × R+ and define
a highest weight su2 subalgebra. The algebra and norms of the Jα are the same as for the
D = 4 case, given in (3.18) and (3.19).
The T or tensor-multiplet structure is new. It is defined by choosing a section of the
bundle N transforming in the 102 representation of E5(5) × R+. For M-theory on a five-
dimensional manifold M ,
N ≃ T ∗M ⊕ ∧4T ∗M, (6.23)
while for type IIB on a four-dimensional manifold M it is
N ≃ S ⊕ ∧2T ∗M ⊕ S ⊗ ∧4T ∗M. (6.24)
The invariant generalised tensor for a Spin(4, 5) structure is a section of N :
Q ∈ Γ(N), such that η(Q,Q) > 0 (6.25)
where η is the SO(5, 5) metric given in (E.24) and (E.53).
A pair of compatible structures define an SU(2) ×USp(4) structure and satisfy
Jα ·Q = 0,
tr(JαJβ) = −η(Q,Q) δαβ ,
(6.26)
where · is the adjoint action. They are equivalent to
J+ ·Q = 0, (6.27)
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and the normalisation condition
η(Q,Q) = κ2, (6.28)
respectively, where κ is the factor appearing in (3.18). We again still refer to this as an ECY
structure since it preserves eight supercharges and is that analogue of the corresponding
structures in D = 4 and D = 5. In this case, there is no example without flux that is a
Calabi–Yau space so the nomenclature is somewhat misleading, although the simplest flux
example discussed in section 6.2.3 does have an underlying Calabi–Yau two-fold.
As before, the infinite-dimensional space of H structures AH is the space of smooth
sections of a bundle over M with fibre W = E5(5) × R+/(SU(2)× Spin(1, 5)). This fibre is a
hyper-Ka¨hler cone over a pseudo-Riemannian Wolf space [85]19
W/H∗ = SO(5, 5)/(SO(4)× SO(1, 5)). (6.29)
The hyper-Ka¨hler geometry on AH is again inherited directly from the hyper-Ka¨hler geometry
of W . The details of this exactly follow the D = 4 case in section 3.2 upon exchanging the
relevant groups.
The infinite-dimensional space of T structures
AT = {Q ∈ Γ(N) : η(Q,Q) > 0} (6.30)
can also be viewed as the space of smooth sections of a homogeneous-space bundle ZT over
M with fibre P = E5(5)×R+/Spin(4, 5) ≃ SO(5, 5)×R+/SO(4, 5) ≃ R5,5. It admits a natural
flat metric, which again is inherited from the flat metric on the fibres P . In N = (1, 0) gauged
supergravity, the scalar fields in the tensor multiplets describe Riemannian geometries of the
form SO(n, 1)/SO(n), where the cone over this space is just flat Rn,1 [120]. Here our fibres P
are isomorphic to R5,5 with a flat pseudo-Riemannian metric, with the base of the cone given
by the hyperboloid
P/R+ = SO(5, 5)/SO(4, 5), (6.31)
where the R+ action is just the overall scaling. The flat metric is given by the quadratic form
on AT
Σ(v,w) =
ˆ
M
η(v,w), (6.32)
where v,w ∈ Γ(TQAT) ≃ Γ(N), and since sections of N are weighted objects, we have
η(v,w) ∈ Γ(detT ∗M) and hence it can be integrated over M . The flat metric on AT is
simply Σ. On AT, the action of R+ is constant rescaling of the invariant tensor Q. As
for the hypermultiplet structure, the R+ action is simply a reparametrisation of the warp
factor ∆. Modding out by the symmetry, the physical space of structures AT/R+ is an
19Recall E5(5) ≃ Spin(5, 5), Spin(4) ≃ SU(2) × SU(2) and USp(2) ≃ SU(2), and note we have not been
careful here to keep track of any discrete group factors.
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infinite-dimensional hyperbolic space.
As in the discussion of [51, 65, 66], we view AT/R+ and the quaternionic-Ka¨hler base of
AH as an infinite-dimensional spaces of tensor- and hypermultiplet degrees of freedom, coming
from rewriting the full ten- or eleven-dimensional supergravity theory as a six-dimensional
N = (1, 0) theory.
6.2.2 Integrability
The integrability conditions again arise from gauging the generalised diffeomorphism group
and, for the H structures, are identical to those in D = 4, 5 given in (4.7), namely
µα(V ) = 0 for all V ∈ Γ(E), (6.33)
which is equivalent to the structure admitting a torsion-free, compatible generalised connec-
tion.
The integrability condition for the T structure Q is new and does not require the general-
ised Lie derivative. Instead, it appears in much the same way as the integrability of the pure
spinors Φ± describing generalised complex structures in O(d, d) × R+ generalised geometry.
Recall that the usual derivative operator ∂ embeds in E∗ which transforms in the 16c−1 rep-
resentation of Spin(5, 5). We can use the 16c−1 × 102 → 161 action to form the projection
E∗ ⊗ N → E, given in (E.18) and (E.47). This means there is a natural action of d on Q
which results in a generalised vector, and furthermore, in this case, it is covariant. We then
have
Definition. An integrable or torsion-free tensor-multiplet structure Q is one satisfying
dQ = 0, (6.34)
or in other words Q is closed under the exterior derivative.
These conditions are equivalent to there being a torsion-free generalised connection compatible
with the generalised Spin(4, 5) structure defined by Q.
We can also consider the integrability conditions for the ECY generalised structure
defined by the compatible pair {Jα, Q}. We find
Definition. An integrable or torsion-free ECY structure {Jα, Q} is one such that Jα and Q
are separately integrable. There are no further conditions.
In contrast to the case of compatible V and H structures, the existence of a pair of compatible
and integrable H and T structures is enough to imply that the ECY structure is integrable.
These conditions are equivalent to there being a torsion-free generalised connection compatible
with the generalised SU(2) × USp(4) structure defined by {Jα, Q}. Using the results of [15],
this implies that the conditions are equivalent to the existence of an N = (1, 0) Killing spinor.
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W
SU(2)×USp(4)
int component
Integrability condition (1,2,4) (2,1,4) (2,1,4)′ (3,2,4)
µα = 0 × ×
dQ = 0 × ×
Table 4. The components of the generalised intrinsic torsion W
SU(2)×USp(4)
int appearing in each of the
N = (1, 0), D = 6 supersymmetry conditions.
To see that these differential conditions constrain the appropriate generalised intrinsic tor-
sion for the different generalised structures, we start by noting that for E5(5)×R+ generalised
geometry the space of generalised torsions is [13]
W = 16c + 144c. (6.35)
Repeating the analysis of section 5, we find, decomposing under SU(2) × SU(2) × Spin(1, 5)
where the first factor is the SU(2) generated by Jα,
W
SU(2)×Spin(1,5)
int = (2,1,4
c) + (3,2,4), (6.36)
while decomposing under Spin(4, 5)
W
Spin(4,5)
int = 16. (6.37)
The intrinsic torsion components of an ECY or SU(2)×USp(4) structure, decomposed under
SU(2) × SU(2) × USp(4), along with which integrability conditions they constrain, are sum-
marised in table 4. We note that the intrinsic torsion is equal to (2,1,1)× (S−+ J−), where
S−+J− = (1,4)+(5,4) are the USp(4)×USp(4) representations in which the Killing spinor
equations transform for N = (1, 0) supersymmetry [15]. Again, from the results of [13],
the Killing spinor equations are equivalent to the differential conditions for an integrable
SU(2)×USp(4) structure.
As in the D = 4 and D = 5 cases, the integrability conditions have a interpretation in
terms of D = 6 gauged supergravity as we now sketch. The gauging of D = 6 supergrav-
ity coupled to tensor-, vector- and hypermultiplets using the embedding tensor formalism is
discussed in the context of “magical supergravities” in [121]. The conditions for a supersym-
metric Minkowski background coming from the vanishing of the gaugino variations read20
ΘλΛµα,λ = 0, L
IθΛI = 0. (6.38)
20Note we use a different index notation from [121] to match the notation used in D = 4 and D = 5. Also,
the first term in (6.38) comes contracted with a matrix mΣΛ in the gaugino variation, but using the fact that
m2 ∝ (LILI)1 we see that this term can only vanish if the first term in (6.38) vanishes.
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The key difference compared with the D = 4 case is that the vector LI is now the coordinate
vector on the flat tensor-multiplet space AT. Note that the first condition was previously
discussed in [70]. In making the translation to the integrability conditions we note that LI
corresponds to Q, while the matrix θΛI is a map
θ : Γ(N)→ Γ(E), (6.39)
which we can identify with the action of the exterior derivative d discussed above, so that
LIθI = dQ. (6.40)
Hence the conditions (6.38) are precisely (6.33) and (6.34). Note that there are number
of conditions on θΛI , as well as on the intertwiner between Γ(N), Γ(E) and Γ(E
∗), related
to the tensor hierarchy and necessary for the supersymmetry algebra to close. It would be
interesting to see how these are satisfied by the exterior derivative d in the infinite-dimensional
case. The fact that the geometry on each fibre SO(5, 5) × R+/SO(4, 5) of the homogeneous-
space bundle ZT is a pseudo-Riemannian variant of that appearing in one of the magical
supergravity theories suggests that the structure will essentially be inherited fibre-wise.
The moduli spaces in this case are much the same as the previous examples we have
seen. The moduli space of H structures is again as discussed in section 5.3.1. The space of
T structures AT admits a flat geometry, defined by the metric Σ. Again, the vector-space
structure of Γ(N) defines natural flat coordinates on AT and hence a flat connection that,
by definition, preserves Σ. GDiff preserves the flat structure, and furthermore an integrable
structure Q remains integrable under the action of GDiff. Thus the moduli space of integrable
tensor-multiplet structures is
MT = {Q ∈ AT : dQ = 0}/GDiff , (6.41)
which is again flat. As required by supersymmetry, it is a cone over a hyperbolic space.
As for the previous cases, generically GDiff does not act freely on AT and hence MT is
not necessarily a manifold. The moduli space of ECY structures is again more complicated,
though all the comments made in the D = 4 case also apply here.
6.2.3 Example: NS5-branes on a hyper-Ka¨hler space in type IIB
The standard NS5-brane solution is a warped product of six-dimensional Minkowski space
with a flat four-dimensional transverse space and preserves sixteen supercharges [122]. Ex-
changing the flat transverse space for a four-dimensional hyper-Ka¨hler space breaks super-
symmetry further, leaving eight supercharges [123]. Thus, we expect it can be formulated as
an integrable SU(2) ×USp(4) structure within E5(5) × R+ generalised geometry. The metric
takes the standard form (2.1) with D = 6, and the four-dimensional space M admits an
SU(2) structure, with a triplet of two-forms ωα as in (B.16), and a canonical volume form
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2ωα ∧ ωβ = δαβ vol4. The solution also has non-trivial NS-NS three-form flux H and dilaton
φ, but the warp factor ∆ is zero. The solution is supersymmetric if the SU(2) structure and
three-form flux satisfy [9, 123]
d(e−2φωα) = 0, ⋆H = −e2φd(e−2φ). (6.42)
Recall that in type II theories there are two types of ten-dimensional spinors. The NS5-brane
solutions are an example of a pure NS-NS geometry preserving eight supercharges where the
preserved Killing spinors are all of one type: they have ∇+ special holonomy in the language
of [9]. As such they cannot be described by generalised complex structures [21]. For this
reason it is interesting to see how they do appear in the E5(5) × R+ generalised geometry.
(Note that we described the same solution wrapped on R2 in E7(7)×R+ generalised geometry
in terms of the wrapped M5-brane background of section B.5.) In the next section we will
also see how they can be embedded in O(4, 4) generalised geometry.
Embedding in type IIB, the H structure is determined by the ωα, such that the untwisted
objects are
J˜α = −12κIα + 12κuiωα + 12κviω♯α, (6.43)
where (Iα)
m
n = −(ωα)mn is the triplet of almost complex structures, ui = (−1, 0) and
vi = (0,−1), and κ2 = e−2φ vol4 is the E5(5)-invariant volume. The untwisted T structure
depends only on the volume form and dilaton through
Q˜ = ui + e−2φvi vol4, (6.44)
where u and v are the same as above. It is easy to check from the results of appendix E that
the Jα generate an su2 algebra, and that the normalisation and compatibility conditions are
satisfied. The NS-NS three-form flux H embeds in the first component of F i3 (see (3.16)).
Thus, as previously, the actual structures will include the NS-NS two-form potential via the
adjoint action: Jα = e
B1 J˜αe
−B1 and Q = eB
1
Q˜. In what follows it will be easiest to use the
untwisted forms with the twisted Dorfman derivative in the differential conditions.
For the moment maps the λ˜i terms give
µα(λ˜
i) ∝
ˆ
M4
e−2φωα ∧ dλ˜1, (6.45)
which vanishes for d(e−2φωα) = 0, completely fixing the intrinsic torsion of the underlying
SU(2) structure. Using this condition, the v˜ terms simplify to
µα(v˜) ∝
ˆ
M4
ǫαβγe
−2φdφ ∧ ωβ ∧ ıv˜ωγ − e−2φωα ∧ ıv˜H. (6.46)
This vanishes for ⋆H = −e2φd(e−2φ). In terms of the untwisted objects, the integrability of
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the T structure is given by
dF iQ˜ = 0, (6.47)
where the action of dF i on Q˜ ∈ Γ(N) is defined in (E.52). Using the explicit form of Q˜, we
have
dF iQ˜ = du
i + ǫiju
iF j (6.48)
The one-form term vanishes as ui has constant entries. The three-form term also vanishes as
the contraction of ui with F j picks out F 2 = F3, which is zero for the NS5-brane background.
Finally, note that we can embed the D5-brane solution in a similar way. The dilaton
now appears as a warp factor ∆, so the E5(5)-invariant volume is κ
2 = vol4. We also take
ui = (0, 1) and vi = (−1, 0), and drop the factor of e−2φ in Q˜. The moment maps then vanish
if
d(eφωα) = 0, F3 = −2 ⋆ d(e−φ). (6.49)
The first of these is the correct differential condition for the SU(2) structure. The second is the
correct three-form flux, coming from the dual of the seven-form flux due to the D5-brane [9].
The integrability of the T structure takes the same form as for the NS5-brane, but now the
contraction of ui with F j picks out F 1 = H, which is zero for the D5-brane background.
7 O(d, d) hyper- and vector-multiplet structures
Thus far we have focussed on vector- and hypermultiplet structures in the exceptional Ed(d)×
R
+ generalised geometries. However, as we now describe, they also appear in the O(d, d)×R+
generalised geometry of Hitchin and Gualtieri [18, 19], describing the NS-NS sector of type
II supergravity. The main point of physical interest is that it will give us an alternative
description of the NS5-brane backgrounds of [9, 122, 123].
Let us step back for a moment and recall that there are three basic classes of (generalised)
geometries based on the split real forms SL(d;R), O(d, d) and Ed(d) of the simply laced groups
as summarised in table 5. In each case, the (generalised) Lie derivative takes a standard
form [13, 124] as in (E.11), such that, given V ∈ Γ(E) and any generalised tensor α, we have
LV α = (V · ∂)α− (∂ ×ad V ) · α, (7.1)
where ×ad projects on the adjoint representation of Gframe. One can introduce generalised
connections and define torsion (see [13, 125–129] for O(d, d) and [124] for Ed(d)), where the
torsion tensor is a section of
W ≃ E∗ ⊕K, (7.2)
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Structure group Gframe Gen. tangent space E
Conventional geom. SL(d;R) × R+ TM
Hitchin generalised geom. O(d, d) × R+ TM ⊕ T ∗M
Exceptional generalised geom. Ed(d) × R+ TM ⊕ ∧2T ∗M ⊕ . . .
Table 5. The three basic classes of (generalised) geometries based on the split real forms of the simply
laced Lie groups.
with
K =


(TM ⊗ ∧2T ∗M)0 for SL(d;R)× R+,
∧3E for O(d, d) × R+,
144c,351′,912 for Ed(d) × R+ with d = 5, 6, 7,
(7.3)
and where the subscript on (TM ⊗ ∧2T ∗M)0 denotes the traceless sub-bundle. Note that
other generalised geometries are possible [82, 130], both as a result of choosing different
structure groups and depending on under which representation the generalised tangent space
transforms.
The basic point, stressed both in this paper and in [15], is that one can use the generalised
analogue of intrinsic torsion to define integrable generalised structures in each case. The
original generalised complex structures of [18, 19] are a case in point. Consider an SU(3, 3) ⊂
SO(6, 6) structure defined by a pure spinor Φ±. To see that the differential conditions dΦ± = 0
constrain the appropriate generalised intrinsic torsion, recall first that the generalised torsion
of a generalised connection DMV
N = ∂MV
N + ΩM
N
PV
P , where V ∈ Γ(E ⊗ detT ∗M), is
given by [124, 125, 127]
(T1)MNP = −3Ω[MNP ] ∈ Γ(∧3E),
(T2)M = −ΩPPM ∈ Γ(E),
(7.4)
where indices are raised and lowered using the O(d, d) metric. It is straightforward to show,
decomposing under SU(3, 3), that the intrinsic torsion is
W
SU(3,3)
int = 6+ 20+ c.c., (7.5)
and that these are precisely the representations that appear in dΦ±. It is worth stressing
that it is key that the R+ factor is included. Without it the E∗ ≃ E component of W is
missing [127] and the condition dΦ± = 0 is not equivalent to vanishing intrinsic torsion since
there is then no 6 representation in Wint.
In what follows, we will simply look at the list of Wolf spaces and prehomogeneous
vector spaces (PVS) that arise for split real forms of the simply laced groups, to see if any
other potentially interesting examples of integrable structures exist. We will exclude E8(8)
because the standard formalism of generalised geometry fails for this case [13, 131]; although
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other interesting approaches are possible [132–134] we will not consider them here. For the
hypermultiplet structures we will see that the list is very simple, while for the PVS cases it
is considerably richer.
7.1 Hypermultiplet structures and integrability
From the list given in [85], the only case based on simply laced groups that we have not yet
considered is the hyper-Ka¨hler cone W = SO(d, d) × R+/(SU(2) × SO(d − 4, d)), where the
corresponding Wolf space is
W/H∗ = SO(d, d)/(SO(4) × SO(d− 4, d)). (7.6)
Note that this case already arose for d = 5, as the E5(5) ≃ Spin(5, 5) hypermultiplet structure
discussed in section 6.1 and where the generalised tangent space transformed in the spinor
representation 16.21 Here, however, we are interested in the case of conventional O(d, d)×R+
generalised geometry, valid for any d, where the generalised tangent bundle transforms in the
vector 2d representation.
Recall that in conventional O(d, d) × R+ generalised geometry, the generalised tangent
bundle and adjoint bundle take the forms
E ≃ TM ⊕ T ∗M,
ad F˜ ≃ R⊕ (TM ⊗ T ∗M)⊕ ∧2TM ⊕∧2T ∗M, (7.7)
and one defines (detT ∗M)p to have weight p under the R+ action [79, 124]. We then define
Definition. An SO(d, d) hypermultiplet structure is an SU(2)× SO(d− 4, 4) ⊂ SO(d, d)×R+
generalised structure.
It can be defined as usual by choosing a triplet of sections Jα of a weighted adjoint bundle as
in (3.17) that give a highest weight su2 subalgebra of sod,d satisfying (3.18) and (3.19).
The integrability conditions again take the standard form (4.7), namely
µα(V ) = 0 for all V ∈ Γ(E), (7.8)
which is equivalent to the structure admitting a torsion-free, compatible generalised connec-
tion. It is straightforward to show, decomposing under SU(2) × SU(2) × SO(d − 4, d) where
the first factor is the SU(2) generated by Jα, that the generalised intrinsic torsion is
W
SU(2)×SO(d−4,d)
int = (2,2,1) + (3,1,2d− 4), (7.9)
21Note that such Spin(d, d) × R+ generalised geometries with d = 6, 7, 8 can also appear as subsectors of
exceptional generalised geometries [130].
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and that these are precisely the representations constrained by the moment map conditions.
Note that for d = 5 this intrinsic torsion is different from that in section 6.2 precisely because
the generalised tangent bundle transforms in a different representation.
7.2 Prehomogeneous vector spaces, vector-multiplet structures and integrability
In any reformulation of supergravity in terms of a lower-, D-dimensional gauged supergravity
theory, the infinite set of vector multiplets will correspond to sections of the generalised
tangent bundle since it is these elements that generate the symmetries. If the vector multiplets
in D dimensions contain scalars, then these define V structures given by sections of E.
We have already seen how these appear for Ed(d)×R+ generalised geometry. For SO(d, d)×
R
+ there is one remaining possibility noted in [135]. A generalised vector is generically
stabilised by SO(d− 1, d) and defines a point in the flat homogeneous space P = SO(d, d) ×
R
+/SO(d− 1, d) ≃ Rd,d, which is a cone over the hyperboloid
P/R+ = SO(d, d)/SO(d− 1, d). (7.10)
Thus we can define
Definition. An SO(d, d) vector-multiplet structure is an SO(d− 1, d) ⊂ SO(d, d)×R+ gener-
alised structure.
It is defined by a section of the weighted generalised tangent bundle
K ∈ Γ(E ⊗ (detT ∗M)1/2) such that η(K,K) > 0, (7.11)
where η is the O(d, d) metric so that η(K,K) ∈ Γ(detT ∗M). Note that for d = 5 the T
structure Q in E5(5) ≃ Spin(5, 5) generalised geometry, discussed in section 6.2, also defined
a Spin(4, 5) generalised structure. Again, the difference here is that the O(d, d) generalised
tangent bundle E is in the vector representation rather than the spinor representation, as
was the case for E5(5).
The integrability conditions essentially take the standard form (4.8), except that since
K is a weighted section we cannot take the generalised Lie derivative along K. We need to
rescale, so that the definition becomes
Definition. An integrable or torsion-free SO(d, d) vector-multiplet structure K is one satis-
fying
LK/ǫK = 0, (7.12)
where ǫ =
√
η(K,K) so that K/ǫ ∈ Γ(E).
It is then straightforward to show, decomposing under SO(d − 1, d), that the corresponding
generalised intrinsic torsion is just a singlet corresponding to η(K/ǫ, T2)
W
SO(d−1,d)
int = 1, (7.13)
– 63 –
and it is precisely this singlet that is constrained by condition (7.12).
We can also consider the case of compatible SO(d, d) hyper- and vector-multiplet struc-
tures, defining as before
Definition. The two structures Jα and K are compatible if together they define an SU(2)×
SO(d − 5, d) ⊂ SO(d, d) × R+ generalised structure. The necessary and sufficient conditions
are
Jα ·K = 0, tr(JαJβ) = −η(K,K)δαβ , (7.14)
where · is the adjoint action.
The intrinsic torsion, decomposing under SU(2)× SU(2)× SO(d− 5, d) where the first SU(2)
factor is generated by Jα, is given by
W
SU(2)×SO(d−5,d)
int = (2,1,1) + (3,1,2d− 5) + (1,1,1), (7.15)
and we see that the separate integrability of Jα and K is enough to ensure the integrability
of the {Jα,K} structure.
It is interesting to note that in all our examples, V structures (and the T structure of
section 6.1) were based on coset spaces that were prehomogeneous vector spaces (PVS), that is,
were open orbits over the relevant generalised geometry structure group acting on a particular
representation. This property will be true of any structure associated to a multiplet in D
dimensions that contains form-fields, such as vector- or tensor-multiplets, because the form-
field degrees of freedom form vector spaces under the action of the structure group Gframe. It
is interesting, therefore, following Hitchin [136], to look at the list of possible PVSs based on
the split real forms of the simply laced groups to see which cases have been covered.
A PVS can be one of two types [100]. Let R be the representation space on which a
group G′ acts. One then defines
type 1: G′ × SL(n;R) acting on R⊗ Rn gives an open dense orbit,
type 2: G′×GL(n;R) acting on R⊗Rn gives an open dense orbit (and (G′, R) is not
type 1).
For type 2 there is always a polynomial in R that is invariant under G′. To match the three
basic generalised geometries we need G′ ∈ {SL(d;R),SO(d, d),Ed(d)} and an R+ factor. This
implies (G′, R) is of type 2 with n = 1. (In fact, in the next section we will see that a case
with n = 2 can also be physically interesting.) The list of possibilities, ignoring those with
trivial stabiliser group G, is given in table 6. We note that other than case (a), which is
simply a conventional metric, all the other cases of structures have already been considered
in the literature. Note that the very special real geometry in case (b) encodes D = 5 vector
multiplets from M-theory on an SU(3)-structure manifold, the special Ka¨hler geometry in
case (c) encodes D = 4 vector multiplets for SU(3)-structure reductions of type II, and
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G′/G R geometry of G′ × R+/G
(a) GL(d;R)/SO(d;R) S2Rn
(b) GL(2n;R)/Sp(2n;R) ∧2R2n very special real (n = 3) [135]
(c) GL(6;R)/SL(3;C) ∧3R6 special Ka¨hler [99]
(d) GL(7;R)/G2 ∧3R6 [137]
(e) GL(8;R)/SU(3) ∧3R6 [135]
(f) SO(d, d)/SO(d− 1, d) R2d flat §6.1, §7.2,
(g) Spin(6, 6)/SU(3, 3) ∧±R6 special Ka¨hler [18], [19]
(h) Spin(7, 7)/G2 ×G2 ∧+R7 [78]
(i) E6(6)/F4(4) 27 very special real §6.1
(j) E7(7)/E6(2) 56 special Ka¨hler §3.3
Table 6. The PVSs that arise in SL(d;R), SO(d, d) and Ed(d) generalised geometry. The geometry of
G′×R+/G is listed whenever it corresponds to that of a vector or tensor multiplet. We also reference
the paper or section of this paper where the corresponding (generalised) structure is first discussed.
similarly the special Ka¨hler geometry in case (g) encodes D = 4 vector multiplets for SU(3, 3)
structures in type II.
It turns out that the integrability conditions for the corresponding (generalised) structures
follow a standard pattern. As we have already noted for the cases discussed here, the invariant
polynomial on the PVS can be used to define a Hitchin functional H, as first described
in [18, 78, 99, 136, 137]. If we denote the structure K ∈ Γ(N), where N is the generalised
tensor bundle corresponding to the representation R, then varying the functional one can
always define a second invariant structure
K ′ = δH ∈ Γ(detT ∗M ⊗N∗), (7.16)
where δ is the exterior derivative on the infinite-dimensional space of structures. (For example,
from (3.39), for E7(7)/E6(2) we note that K
′ is just −ıKˆΩ.) There are then two possibilities,
depending on whether N is the generalised tangent bundle E or not,
type A, N 6= E: dK = dK ′ = 0,
type B, N = E: LKK = 0.
(7.17)
Recall that type B are the vector-multiplet structures. Note that for all the examples where
N 6= E one can define an appropriate covariant generalised geometry notion of the action
of the exterior derivative taking sections of N to sections of some other generalised tensor
bundle, something which is not possible for generic generalised tensor bundles N . Note also
that in certain cases the dK ′ = 0 condition is implied by the dK condition. For example in
the symplectic structures of case (b), one has K = ω and K ′ = 1(n−1)!ω
n−1, so that dK = 0
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implies dK ′ = 0.
For completeness, let us note that PVS structures have also been considered in the
SO(d+1, d)×R+ generalised geometry [82] that describes NS-NS degrees of freedom coupled
to a single U(1) gauge field. These possibilities are listed in table 7. Hitchin [136] has also
considered the type 2, n = 2 case SO(5, 5)×GL(2;R)/G2(2) × SL(2;R) with R = ∧∗R5 ⊗R2.
G′/G R
(a)′ SO(d+ 1, d)/SO(d, d) R2d+1
(b)′ SO(4, 3)/G2(2) ∧∗R3 [138]
(c)′ Spin(5, 4)/Spin(4, 3) ∧∗R4
(d)′ Spin(6, 5)/SU(3, 2) ∧∗R5 [139]
Table 7. The PVSs that arise in SO(d+ 1, d) generalised geometry.
7.3 Examples
Physically, we are interested in those structures that actually describe supersymmetric back-
grounds in the NS-NS sector of type II supergravity. The presence of hypermultiplet structures
means we are interested in backgrounds preserving eight supercharges. These have been ana-
lysed in [9, 123]. The ones of interest all preserve type II Killing spinors of only one type:
they have ∇+ special holonomy in the language of [9]. As such they are not described by
generalised complex structures.
The simplest case is the D = 6, N = (1, 0) background of [123], corresponding to an NS5-
brane at a point in a hyper-Ka¨hler space, as described in section 6.2.3. In this case, the Killing
spinor is stabilised by an SU(2)×SO(4) ⊂ SO(4)×SO(4) ⊂ SO(4, 4) subgroup. However this
corresponds to an SO(4, 4) H structure Jα. To see this, we can reduce the E5(5) description
given in section 6.2.3 to the SO(4, 4) subgroup, generated by (r,B1, β2) in (E.35). As an
element of the SO(4, 4) adjoint representation, the E5(5) hypermultiplet structure reduces to
J˜α = −12κIα − 12κωα − 12κω♯α, (7.18)
with κ2 = e−2φ vol4. From the SO(4, 4) truncation of the E5(5) adjoint algebra (E.35) and
Killing form (E.56), it is easy to check the su2 algebra (3.18) and normalisation (3.19). In-
cluding the NS-NS two-form leads to the twisted object Jα = e
B J˜αe
−B and the integrability
conditions are just the standard vanishing moment maps. No other structures are needed
to define the supersymmetric background. This reduction to SO(4, 4) explains why in sec-
tion 6.2.3 all the differential conditions on the SU(2) structure ωα arose from the moment
maps, with the conditions on Q being satisfied identically.
For N = 1, D = 5 the metric has the form
ds2 = ds˜2(MSU(2)) + ζ
2, (7.19)
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where the metric ds˜2(MSU(2)) admits an SU(2) structure defined by a triplet of two-forms ωα
as above, and ζ is a one-form. The conditions for supersymmetry are given in [9]. The Killing
spinor is stabilised by an SU(2) × SO(5) ⊂ SO(5, 5) subgroup, which from the discussion
above we see corresponds to a pair of compatible structures {Jα,K}. The untwisted objects
then take the form
J˜α = −12κIα − 12κωα − 12κω♯α,
K˜ = κζ♯ + κζ,
(7.20)
with κ2 = e−2φ vol4, and twisted structures Jα = e
B J˜αe
−B and K = eBK˜. The integrability
conditions (7.8) and (7.12) are equivalent to the Killing spinor equations.
The N = 2, D = 4 case includes an interesting new twist. We need to extend the
SO(6, 6) × R+ generalised tangent space to include the six-form potential B˜, dual to B in
D = 4, and also the “dual graviton”. This means taking
E ≃ TM ⊕ T ∗M ⊕ ∧5T ∗M ⊕ (T ∗M ⊗ ∧6T ∗M), (7.21)
which is a truncation of the E7(7) type II generalised tangent bundle (3.5) to the NS-NS sector,
keeping (v, λ1, σ2, τ) in (E.31). The subgroup of E7(7) acting on E is then
Gframe = SL(2;R)× SO(6, 6) × R+, (7.22)
such that E transforms in the (2,12)1 representation. The generalised metric defines an
SO(2) × SO(6) × SO(6) structure, where the SL(2;R)/SO(2) coset encodes the NS-NS four-
dimensional axion-dilaton. The adjoint representation is generated by (r,B1, β2, a˜2, α˜1) in (E.33).
The E7(7) generalised geometry of M5-brane backgrounds was described in section 3 and
we can simply truncate the results there to SL(2;R) × SO(6, 6). The metric, truncated
from (B.20), takes the form
ds2 = ds˜2(MSU(2)) + ζ
2
1 + ζ
2
2 , (7.23)
with a pair of one-forms ζi. From (3.63) and (3.64), we find the hyper- and vector-multiplet
structures are
J˜α = −12κIα − 12κωα − 12κω♯α,
K˜ = ζ♯1 + ζ1 − ζ1 ∧ vol4+ζ2 ⊗ vol6,
(7.24)
with κ2 = e−2φ vol4, and twisted structures Jα = e
B J˜αe
−B and K = eBK˜. Note that in
deriving K˜ we take the real part of X˜ in (3.64). As in section 4, the integrability conditions
are simply
µα(V ) = 0 for all V ∈ Γ(E), LKK = 0, LKJα = 0. (7.25)
One can again show that these conditions are equivalent to those in [9].
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The vector-multiplet structure K is still associated to a PVS. However, from the form of
the structure group (7.22) we see that we are now interested in type 2 structures with n = 2.
The relevant stabiliser groups G ⊂ SL(2;R) × SO(6, 6) × R+ are now
hypermultiplet structure, Jα G = SL(2;R) × SU(2) × SO(2, 6),
vector-multiplet structure, K G = SO(2) × SO(4, 6).
(7.26)
with the common subgroup SO(2)×SU(2)×SO(6). Note also that the space of vector-multiplet
structures admits a special Ka¨hler metric.
8 Discussion
In this paper we have given a new geometrical interpretation of generic flux backgrounds in
type II supergravity and M-theory, preserving eight supercharges in D = 4, 5, 6 Minkowski
spacetime, as integrable G-structures in Ed(d) ×R+ generalised geometry. As in conventional
geometry, integrability was defined as the existence of a generalised torsion-free connection
that is compatible with the structure, or equivalently as the vanishing of the generalised
intrinsic torsion, defining what we called an “exceptional Calabi–Yau” (ECY) space.
We found the differential conditions on the structures implied by integrability, and showed
that they took a simple form in terms of the generalised Lie derivative or moment maps for
the action of the generalised diffeomorphism group. As with Calabi–Yau backgrounds, su-
persymmetric solutions are described as the intersection of two separate structures that can
be associated to hypermultiplet and vector-multiplet degrees of freedom in the corresponding
gauged supergravity. We saw how the simple examples of Calabi–Yau, generalised Calabi–Yau
and hyper-Ka¨hler structures appear in our formalism, as well as various other simple super-
symmetric flux backgrounds. We also discussed the corresponding structures in O(d, d)×R+
generalised geometry, which capture the geometry of NS5-brane backgrounds. Finally, using
the classification of prehomogeneous vector spaces we identified all the possible generalised
structures associated to vector and tensor multiplets.
There are many directions for future study. The extension to AdS backgrounds will be
considered in a companion paper [72]. The other obvious extension is to find the analogous
structures for backgrounds with different amounts of supersymmetry. In Ed(d)×R+ generalised
geometry the supersymmetry parameters transform under the maximal compact subgroupHd.
As conjectured in [15], supersymmetric backgrounds preserving N supersymmetries should be
given by integrable G-structures where G ⊂ Hd is the stabiliser group of the N Killing spinors.
Thus, for example, D = 4, N = 1 backgrounds define an SU(7) ⊂ SU(8) structure [12]. We
have seen here that the structures are naturally associated to multiplets in the D-dimensional
theory, and furthermore that the integrability conditions can be deduced from the standard
form of the D-dimensional gauged supergravity. This should provide a relatively simple
prescription for deriving the conditions for other examples.
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A very important question both for phenomenology and the AdS/CFT correspondence
is to identify the deformations of the structures. We discussed some general properties of the
moduli spaces, notably that they arise as hyper-Ka¨hler and symplectic quotients. However,
there are several open questions, in particular to understand how the moduli space of ECY
structures splits into a product of a hyper-Ka¨hler space and a special Ka¨hler space. On
general grounds, one expects that the deformation problem is described by some underlying
differential graded Lie algebra (DGLA) with cohomology classes capturing the first-order de-
formations and obstructions, as described for example in [140]. For example, for H structures
in IIA, this would be some generalisation of the Dolbeault complex. Such extensions appear
in generalised complex geometry [19, 141, 142], but this would go further to include R-R
degrees of freedom. In the generalised complex structure case, starting from a conventional
complex structure, it is known that the extra deformations can be associated with gerbe and
non-commutative deformations of the algebraic geometry [19, 25]. An open question is how
to understand the corresponding R-R deformations when they exist. In the AdS context,
solving the deformation problem gives a way of finding the exactly marginal deformations in
the dual field theory. We will take some steps in this direction in a forthcoming paper [143].
As we have seen, the integrability of both the H and V structures are captured by moment
maps. Typically this is closely allied to notions of stability (see for example [56]), which, if they
exist, would here define integrable complex or symplectic structures (and their generalisations)
under the action of some quaternionic version of the full generalised diffeomorphism group.
A natural question is also to understand the reduction of structures, as has been done for
generalised complex geometry [144]: how, given a generalised Killing symmetry, structures
with eight supercharges on M define structures on M˜ of one dimension lower. Physically this
would realise the r-map of [113].
Conventional generalised complex geometry is known to capture the A and B topolo-
gical string models on backgrounds with H-flux [25–27]. The geometries defined here should
encode some extension to M-theory or with the inclusion of R-R flux. It was previously pro-
posed [145, 146] that the relevant topological M-theory was related to Hitchin’s formulation
of G2 structures [137], which combines both the A and B model. Here we have a slightly dif-
ferent picture with two candidate structures in M-theory. Note that in principle either the H
structures or the V structures could be viewed as generalisations of the A and B models, with
mirror symmetry mapping H (or V) structures in IIA to H (or V) structures in IIB. However,
the integrability conditions on the V structure are considerably weaker – for example, for a
generalised complex structure they do not imply that dΦ± = 0. In this case it would appear
one would need to choose a fixed background Jα and also impose the LXJα condition. The
hypermultiplet structure integrability, on the other hand, does imply dΦ± = 0, and hence
these give the natural candidates for generalisations of the topological string models. It would
be particularly interesting to consider the quantisation of these models, as in [27] though now
with a hyper-Ka¨hler rather than symplectic space of structures.
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A Notation
Our notation follows [14]. Wedge products and contractions are given by
(v ∧ u)a1...ap+p′ := (p+ p
′)!
p!p′!
v[a1...uap+1...ap+p′ ],
(λ ∧ ρ)a1...aq+q′ :=
(q + q′)!
q!q′!
λ[a1...aqρaq+1...aq+q′ ],
(vyλ)a1 ...aq−p :=
1
p!
vb1...bpλb1...bpa1...aq−p if p ≤ q,
(vyλ)a1 ...ap−q :=
1
q!
va1...ap−qb1...bqλb1...bq if p ≥ q,
(jvyjλ)ab :=
1
(p− 1)!v
ac1...cp−1λbc1...cp−1 ,
(jλ ∧ ρ)a,a1...ad :=
d!
(q − 1)!(d + 1− q)!λa[a1...aq−1ρaq ...ad].
(A.1)
Given a basis {eˆa} for TM and a dual basis {ea} for T ∗M , there is a natural gld action on
tensors. For example, the action on a vector and a three-form is
(r · v)a = rabvb, (r · λ)abc = −rdaλdbc − rdbλadc − rdcλabd. (A.2)
When writing the components of generalised tensors, we sometimes use the notation that
(. . .)(p) and (. . .)
(q) denote p-form and q-vector components respectively. For a p-form ρ, we
denote by ρ♯ the p-vector obtained by raising the indices of ρ using the conventional metric
on the manifold.
We define the Hodge star as
⋆ ea1...ap =
1
q!
ǫ
a1...ap
b1...bq
eb1...bq . (A.3)
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With a Euclidean metric we have ǫ1...d = ǫ
1...d = 1, so that ⋆1 = vol and ⋆ vol = 1. With
a mostly plus Minkowski metric we have ǫ0...d−1 = −ǫ0...d−1 = 1, so that ⋆1 = vol and
⋆ vol = −1. In particular this choice implies
(λ♯yρ) vold = ρ ∧ ⋆λ. (A.4)
B Examples of N = 2, D = 4 backgrounds
In this appendix, we shall summarise a number of simple N = 2 backgrounds in both type II
and M-theory, with and without fluxes. We use these to provide concrete examples of E7(7)
structures in section 3.5 and to show how the usual supersymmetry conditions are recovered
from integrability conditions in section 4.4.
B.1 Calabi–Yau manifolds in type II and SU(3) structures
Calabi–Yau manifolds admit a single covariantly constant spinor χ+ defining an SU(3) ⊂
Spin(6) ≃ SU(4) structure. Equivalently it admits a symplectic form ω and a holomorphic
three-form Ω that are compatible. One can choose a frame {ea} for the metric on M where
these take the form
ω = e12 + e34 + e56, Ω = (e1 + ie2) ∧ (e3 + ie4) ∧ (e5 + ie6), (B.1)
where emn = em ∧ en. Raising an index on ω defines an almost complex structure I on the
six-dimensional space
Imn = −ωmn = 18 i(Ω¯mpqΩnpq − ΩmpqΩ¯npq), IqmΩqnp = iΩmnp. (B.2)
By construction, the forms satisfy the compatibility conditions (2.9). In the language of
G-structures, ω and Ω define Sp(6;R) and SL(3;C) structures respectively. The consistency
conditions (2.9) imply that the common subgroup is given by Sp(6;R) ∩ SL(3;C) = SU(3).
The fact that χ is covariantly constant is equivalent to the integrability conditions
dω = 0, dΩ = 0. (B.3)
B.2 CY3 × S
1 in M-theory
Let us also briefly note the form of the M-theory lift of the type IIA Calabi–Yau background.
The seven-dimensional internal space is a product M =MSU(3) × S1 with metric
ds2(M) = ds2(MSU(3)) + ζ
2, (B.4)
where ζ = dy, with y the coordinate on the M-theory circle, and ds2(MSU(3)) is the IIA
Calabi–Yau metric on MSU(3). The Killing spinors take the same form as (2.8) but are now
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viewed as complex Spin(7) spinors. They again determine an SU(3) structure, which can
equivalently be defined by the triplet of forms {ω,Ω, ζ}. If we raise an index to define the
vector ζ♯ = ∂y, we have the compatibility conditions
1
3!ω ∧ ω ∧ ω = 18 iΩ ∧ Ω¯, ω ∧Ω = 0, ıζ♯ω = 0, ıζ♯Ω = 0, (B.5)
and the integrability conditions
dω = 0, dΩ = 0, dζ = 0. (B.6)
Note that they imply ζ♯ is a Killing vector.
B.3 Generalised Calabi–Yau metrics in type II and pure spinors
Returning to type II, we now consider the case where all NS-NS fields are non-zero, that is,
we include non-trivial H = dB flux and dilaton, and the Killing spinors take the form (2.12).
The background can be characterised using O(d, d)×R+ generalised geometry as follows [21].
The generalised tangent bundle E ≃ TM ⊕T ∗M admits a natural O(d, d) metric η. The
background is defined by two complex polyforms, taking d = 6,
Φ± ∈ Γ(∧±T ∗M), (B.7)
which can then be viewed as sections of the positive and negative helicity Spin(6, 6) × R+
spinor bundles, where the R+ factor acts by a simple rescaling. The generalised spinors are
not generic but are “pure” meaning they are stabilised by an SU(3, 3) ⊂ Spin(6, 6) subgroup.
They also satisfy the consistency conditions
〈Φ+, Φ¯+〉 = 〈Φ−, Φ¯−〉, 〈Φ+, V · Φ−〉 = 〈Φ¯+, V · Φ−〉 = 0 ∀V, (B.8)
where, given V = ξ+λ ∈ Γ(TM⊕T ∗M), one defines the Clifford action V ·Φ± = V AΓAΦ± =
ıξΦ
± + λ ∧Φ±. In addition, 〈·, ·〉 is the Spin(6, 6)-invariant spinor bilinear, or Mukai pairing,
given by
〈Ψ,Σ〉 =
∑
p
(−)[(p+1)/2]Ψ(p) ∧ Σ(6−p), (B.9)
where Ψ(p) denotes the p-form component of Ψ and [p] is the integer part of p.
Each pure spinor defines an (almost) generalised complex structure J± ∈ Γ(ad F˜ ), where
ad F˜ ≃ Γ((TM ⊗T ∗M)⊕∧2T ∗M ⊕∧2TM) is the principle O(6, 6) frame bundle for E. The
generalised complex structures are given by
J±AB = i
〈Φ±,ΓABΦ¯±〉
〈Φ±, Φ¯±〉 , (B.10)
where ΓA are O(6, 6) gamma matrices with A = 1, . . . , 12, and indices are raised and lowered
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using the O(6, 6) metric. Note that acting on pure spinors it has the property
1
4J±ABΓABΦ± = 3iΦ±. (B.11)
The integrability conditions are
dΦ+ = 0, dΦ− = 0, (B.12)
which define what is known as a generalised Calabi–Yau metric [19]. These conditions imply
that each almost generalised complex structure is separately integrable. Each is also equival-
ent to the existence of a torsion-free generalised connection compatible with the SU(3, 3)±
structure defined by Φ±.
B.4 D3-branes on HK× R2 in type IIB
Let us now turn to three further flux examples. The first corresponds to D3-branes in type
IIB at a point in a space M =MSU(2)×R2, where MSU(2) is a four-dimensional hyper-Ka¨hler
space. This is in the class of the solutions first given in [103–105] and analysed in detail for
M = MSU(2) × R2 in [106]. We have a conformal factor ∆ and an R-R five-form flux F , and
in general also an imaginary self-dual three-form flux. The metric on M takes the form
ds2 = ds˜2(MSU(2)) + ζ
2
1 + ζ
2
2 , (B.13)
where ds˜2(MSU(2)) is an SU(2)-structure metric on MSU(2) and
ζ1 = e
−∆dx, ζ2 = e
−∆dy. (B.14)
The type IIB axion-dilaton τ = A+ ieφ is constant, and for convenience we take τ = i.
The two SU(8) Killing spinors take the form
ǫ1 =
(
χ+1
−iχ−1
)
, ǫ2 =
(
χ+2
−iχ−2
)
. (B.15)
The two spinors χ+i define a conventional SU(2) structure, which is simply the one defined
by the hyper-Ka¨hler geometry. It is determined by a triplet of symplectic forms ωα and the
pair of one-forms {ζ1, ζ2}. One can always choose a frame {ea} for the metric on M where
these take the form
ω1 = e
14 + e23, ω2 = e
13 − e24, ω3 = e12 + e34,
ζ1 = e
5, ζ2 = e
6.
(B.16)
The corresponding triplet of complex structures is given by (Iα)
m
n = −(ωα)mn, such that for
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Ω = ω2 + iω1, we have (I3)
p
mΩpn = iΩmn. The volume form on M is defined by
1
2ωα ∧ ωβ ∧ ζ1 ∧ ζ2 = δαβ vol6 . (B.17)
If we include only five-form flux, the integrability conditions for the structure are
d(e∆ζi) = 0, d(e
2∆ωα) = 0, d∆ = −14 ⋆ F, (B.18)
where F is the component of the five-form flux on M and ⋆ is the six-dimensional Hodge
duality operator, calculated using the metric (B.13). If one also includes a non-zero three-
form flux on M , it has to have the form [106]
H + iF3 = dγI(z) ∧ τI , (B.19)
where γI(z) are analytic functions of z = x+ iy and τI are harmonic anti-self-dual two-forms
on the hyper-Ka¨hler space. The functions γI(z) are constrained by a differential equation
arising from the Bianchi identity for F .
B.5 Wrapped M5-branes on HK× R3 in M-theory
For our final two examples, we consider the M-theory backgrounds corresponding to wrapped
M5-branes in a seven-dimensional geometry that is a product of a four-dimensional hyper-
Ka¨hler space with R3. There are two possibilities: the branes can either wrap a Ka¨hler
two-cycle in the four-dimensional hyper-Ka¨hler space or wrap an R2 plane in R3. In each
case, the spacetime is a product M =MSU(2) × R3 with the metric
ds2 = ds˜2(MSU(2)) + ζ
2
1 + ζ
2
2 + ζ
2
3 , (B.20)
where MSU(2) admits an SU(2) structure, ds˜
2(MSU(2)) is the metric determined by the struc-
ture, ζi are one-forms, and there is a non-trivial four-form flux F . Crucially, because of the
back-reaction of the wrapped brane, the SU(2) structure is not integrable, in other words the
metric is no longer hyper-Ka¨hler.
One can choose a frame {ea} for the metric on M such that the forms determining the
SU(2) structure are given by
ω1 = e
14 + e23, ω2 = e
13 − e24, ω3 = e12 + e34,
ζ1 = e
5, ζ2 = e
6, ζ3 = e
7.
(B.21)
The corresponding triplet of complex structures is given by (Iα)
m
n = −(ωα)mn, while the
volume form on M is defined by
1
2ωα ∧ ωβ ∧ ζ1 ∧ ζ2 ∧ ζ3 = δαβ vol7 . (B.22)
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The integrability conditions differ in the two cases. Consider first the case where the
M5-brane wraps a Ka¨hler cycle, calibrated by ω3, in the hyper-Ka¨hler manifold. The metric
takes the form [147, 148]
ds2 = ds˜2(MSU(2)) + e
−4∆
(
dx2 + dy2 + dz2
)
, (B.23)
so that
ζ1 = e
−2∆dx, ζ2 = e
−2∆dy, ζ3 = e
−2∆dz. (B.24)
The remaining conditions can then be written as
d(e∆ω1) = d(e
∆ω2) = 0, d(e
4∆ω3) = e
4∆ ⋆ F,
d(e4∆ω3 ∧ ζ1 ∧ ζ2 ∧ ζ3) = 0,
(B.25)
where ⋆ is the Hodge duality operator calculated using the metric (B.20). Note that the
integrability conditions preserve the SO(3) symmetry between the ζα but break the symmetry
between the ωα.
For an M5-brane wrapping R2, the metric takes the form
ds2 = e−4∆ds˜2HK(MSU(2)) + e
2∆
(
dx2 + dy2) + e−4∆dz2. (B.26)
where ds˜2HK(MSU(2)) is a hyper-Ka¨hler metric on MSU(2), and
ζ1 = e
∆dx, ζ2 = e
∆dy, ζ3 = e
−2∆dz. (B.27)
In addition
d(e4∆ω1) = d(e
4∆ω2) = d(e
4∆ω3) = 0,
d(e4∆ζ1 ∧ ζ2) = e4∆ ⋆ F, d(e4∆ζ3 ∧ vol4) = 0,
(B.28)
where 12ωα ∧ ωβ = δαβ vol4. Now the symmetry between the ζα is broken but that between
the ωα is preserved.
These examples are interesting because we have the same SU(2) structure in each case
but very different integrability conditions. A seven-dimensional SU(2) structure in M-theory
actually admits four independent globally defined spinors.22 In the two examples, different
pairs of spinors are picked out by the Killing spinor equations. When we turn to generalised
geometry, we will see that these different choices give two very different embeddings of the
SU(2) structure into the generalised structure. Note that, dimensionally reducing along ζ3,
these solutions also correspond to wrapped NS5-branes in type IIA. In the first case of branes
wrapped on a Ka¨hler cycle, the ten-dimensional Killing spinors actually take the form (2.12),
and so these geometries are included in the class of SU(3) × SU(3) NS-NS backgrounds
22This counting is reflected in the fact that compactifying M-theory on K3× T3 breaks half the supersym-
metry.
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described in section B.3. However, when the brane is wrapped on R2, the Killing spinors take
the form
ǫ1 =
(
χ+1
0
)
, ǫ2 =
(
χ−2
0
)
, (B.29)
and, although the background is purely NS-NS, we see that it is not described by an integrable
SU(3)× SU(3) structure, an exceptional case first noted in [21].
C Hyper-Ka¨hler geometry of Wolf spaces
A Wolf space is a symmetric quaternionic-Ka¨hler space W/H∗ = G′/(G × SU(2)) (as always
we are ignoring discrete factors). The Riemannian case was first studied by Wolf in [83]
and classified by Alekseevsky in [84], while the pseudo-Riemannian case, of relevance here,
was analysed by Alekseevsky and Corte´s in [85]. It is known that every quaternionic-Ka¨hler
manifold admits a bundle over it whose structure group is SU(2) [149]. More importantly,
there exists a tri-Sasaki structure on this bundle [150] and the cone over the SU(2) bundle
is hyper-Ka¨hler [86]. The geometry on this “Swann bundle” W for Wolf spaces has been
explicitly constructed in [87].
We can construct the tri-Sasaki and hyper-Ka¨hler structures as follows. The tri-Sasaki
space over the Wolf space is simply the symmetric space S = G′/G. As for any symmetric
space, given an element k ∈ G′ one can decompose the left-invariant one-form θ as
θ = k−1dk = π +A, (C.1)
where π ∈ g′⊖ g and A ∈ g. The one-forms π descend to one-forms on S, while A transforms
as a G-connection. Since S is the tri-Sasaki space over the Wolf space, G′ contains an
SU(2) factor that commutes with G. We can then define a triplet of maps ˆα : G → g′ as
parametrising the orbit
ˆα(k) = kˆ
(0)
α k
−1, (C.2)
where ˆ
(0)
α is some fixed set of su2 ⊂ g′ generators, stabilised by G. We normalise such that
ˆα satisfy the algebra
[ˆα, ˆβ] = 2ǫαβγ ˆγ . (C.3)
By definition ˆα(kg) = ˆα(k) for all g ∈ G. Thus ˆα descend to a triplet of g′-valued functions
on S = G′/G
ˆα : S → g′, (C.4)
where, by definition, there is a one-to-one correspondence between points in S and points on
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the orbit in g′. The exterior derivative of ˆα on S is
dˆα = (dk)k
−1ˆα + ˆαkdk
−1
= [ˆα, θ]
= [ˆα, π],
(C.5)
where we have used [ˆα, A] = 0 as the ˆα are stabilised by G.
The tri-Sasaki structure is defined by a triplet of one-forms whose derivatives give a triplet
of symplectic forms on the base of the SU(2) fibration. Following the discussion in [151], the
one-forms are given by
ηˆα = −12ǫαβγ tr(dˆβ · ˆγ)
= tr(π · ˆα),
(C.6)
which are clearly the left-invariant forms projected onto the su2 subalgebra.
Now consider the metric cone over the tri-Sasaki space W = G′ × R+/G, with cone
coordinate r. The one-forms on the cone are inherited from those on the base as [151]
ηα = r
2ηˆα. (C.7)
From the definition of ηˆα in terms of the ˆα, this can be viewed as taking the triplet of
functions jα : W → g′ on the cone to be
jα = rˆα. (C.8)
An exterior derivative gives the symplectic forms
ωα =
1
2dηα
= 12ǫαβγ tr(djβ ∧ djγ).
(C.9)
Note that the symplectic forms are manifestly closed. Given two vector fields v,w ∈ Γ(W ),
if we define the triplet of functions vα = ıvdjα, then
ωα(v,w) = ǫαβγ tr(vβwγ). (C.10)
Any change in the functions jα defining a point in W can be generated by the adjoint action
of av ∈ g′, so we can also view vector fields as vα = [av , jα]. We then have
ωα(v,w) = ǫαβγ tr ([av, jβ ][aw, jγ ])
= 2 tr([av , aw]jα).
(C.11)
This is the analogue of the Kirillov–Kostant–Souriau symplectic structure on coadjoint orbits,
as discussed in [87].
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D Special Ka¨hler geometry
There are a number of different ways to define rigid (or affine) special Ka¨hler geometry [95,
96, 152]. The most appropriate to our needs follows [96], stating that it is a 2n-dimensional
Ka¨hler manifold AV with a flat, torsion-free connection ∇ˆ satisfying
∇ˆmΩnp = 0, ∇ˆ[mIpn] = 0, (D.1)
where Ω is the Ka¨hler form and I is the complex structure. Note that ∇ˆ is not the Levi-Civita
connection, since these conditions do not imply ∇ˆ is metric compatible.
Locally, by the Poincare´ Lemma, the condition on I can be integrated. The usual for-
mulation is to note that, since ∇ˆ is torsion-free, one also has ∇ˆ[mδkn] = 0, thus locally there
exists a complex vector field X such that
∇ˆnXm = δmn − iImn. (D.2)
Writing the real and imaginary parts as
Xm = xm + ixˆm, (D.3)
so that ∇nxm = δmn and ∇nxˆm = −Imn, one notes that the metric is given by gmn =
ΩmpIpn = −Ωmp∇ˆnxˆp = −∇ˆn(Ωmpxˆp). But since gmn is symmetric, this means there exists
a local real function H such that the metric is given by the Hessian
gmn = −∇ˆm∇ˆnH, (D.4)
and Ωmnxˆ
n = ∇ˆmH = ∂mH. Note that in these conventions, following [96], H is equal to
minus the Ka¨hler potential.
The fact that ∇ˆ is torsion-free and flat means one can always introduce real coordin-
ates such that ∇ˆm = ∂/∂xm. This notation is consistent with (D.3) since the condition
∇nReXm = δmn means that in flat coordinates we can always locally identify ReXm with
the coordinate xm. It is conventional to use a different index notation xΣ to distinguish
flat coordinates (or equivalently Σ is the index for a flat frame). If one requires that the
symplectic structure takes a standard form in the flat coordinates, then the choice of xΣ is
determined up to affine symplectic transformations
x′Σ = PΣΞx
Ξ + cΣ, (D.5)
where P ∈ Sp(2n;R) and c is constant. Note that in flat coordinates gΣΞ = −∂Σ∂ΞH. Since
∇ˆ is not the Levi-Civita connection, one cannot introduce coordinates that are both flat and
complex. However, one can go halfway and define so-called “special coordinates” XI such
– 78 –
that
X = XΣ
∂
∂λΣ
= XI
∂
∂xI
− FI ∂
∂yI
, (D.6)
where xΣ = (xI , yI) are flat Darboux coordinates (that is ones where Ω = dx
I∧dyI), implying
that xI = ReXI and yI = −ReFI . Furthermore, the condition (D.2) implies that there is a
local holomorphic function F (XI), called the prepotential, such that FI = ∂F/∂X
I .
Again following [96], one can define a local (or projective) special Ka¨hler manifold in
terms of the complex cone over it, in analogy to the way a quaternionic-Ka¨hler manifold
defines a hyper-Ka¨hler cone. Suppose AV is a rigid special Ka¨hler manifold such that there
is a globally defined holomorphic complex vector field X satisfying (D.2) that generates a
C
∗ action that preserves the structure. Then the rigid Ka¨hler structure on Y descends to a
local special Ka¨hler structure on the quotient space AV/C∗.23 One can also show that, as a
function of any set of flat coordinates, H is homogeneous of degree two. Furthermore, the
Ka¨hler potential K on AV/C∗ is given by
e−K = H = 14 iΩ(X, X¯), (D.7)
where we use the homogeneity of H to derive the last equality.
In gauged N = 2 supergravity one identifies an action of a group GV on AV/C∗, which
can be lifted to an action on AV that commutes with the C∗ action. Supersymmetry requires
that the action of GV preserves the special Ka¨hler structure. If kˆλˆ ∈ Γ(TAV) is the vector field
corresponding to the action of an element of the Lie algebra λˆ ∈ gV, then one first requires
Lkˆ
λˆ
Ω = 0, Lkˆ
λˆ
I = 0, (D.8)
or, in other words, that kˆλˆ is a real holomorphic Killing vector. In addition, it must map
flat coordinates to flat coordinates by a symplectic rotation, equivalent to the condition, in
components, that it is linear in xΣ, that is
kˆΣ
λˆ
= pλˆ
Σ
Ξx
Ξ, (D.9)
where pλˆ ∈ spn(R). It is easy to see that the corresponding moment map is given by
µλˆ =
1
2pλˆΣΞx
ΣxΞ, (D.10)
where pλˆΣΞ = pλˆ
Λ
ΞΩΛΣ. The particular gauging of the N = 2 theory is encoded in an
embedding tensor ΘˆλˆΛ [108, 109]. This can be used to define a set of (constant) generators in
spn(R)
XΛΞΣ = ΘˆλˆΛpλˆΣΞ, (D.11)
23Strictly, the fermions provide an additional integral condition on the cohomology of the Ka¨hler form on
the quotient [95].
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so that, by definition, they must satisfy [108]
XΛ[ΞΣ] = 0, XΛ1ΓΣXΛ2ΞΓ − XΛ2ΓΣXΛ1ΞΓ = XΛ1Λ2ΓXΓΞΣ, (D.12)
where XΛΞΣ = XΛΞΓΩΓΣ. They also satisfy a “representation constraint”
X(ΛΞΣ) = 0. (D.13)
Finally, we note that contracting the moment map (D.10) with the embedding tensor gives
ΘˆλˆΛµλˆ =
1
2XΛΞΣxΞxΣ. Using the condition XΛΞΣXΞXΣ = 0 given in [109], which is a con-
sequence of kˆλˆ being holomorphic, we have
ΘˆλˆΛµλˆ =
1
4XΛΞΣXΞX¯Σ. (D.14)
E Ed(d) generalised geometry
E.1 Ed(d) for M-theory
We review from [14] a construction of Ed(d) × R+ using the GL(d) subgroup appropriate to
M-theory, including useful representations, tensor products and the generalised Lie derivative.
On a d-dimensional manifold M , the generalised tangent bundle is
E ≃ TM ⊕ ∧2T ∗M ⊕ ∧5T ∗M ⊕ (T ∗M ⊗ ∧7T ∗M). (E.1)
We write sections of this bundle as
V = v + ω + σ + τ, (E.2)
where v ∈ Γ(TM), ω ∈ Γ(∧2T ∗M), σ ∈ Γ(∧5T ∗M) and τ ∈ Γ(T ∗M ⊗∧7T ∗M). The adjoint
bundle is
ad F˜ ≃ R⊕ (TM ⊗ T ∗M)⊕ ∧3T ∗M ⊕ ∧6T ∗M ⊕ ∧3TM ⊕∧6TM. (E.3)
We write sections of the adjoint bundle as
R = l + r + a+ a˜+ α+ α˜, (E.4)
where l ∈ R, r ∈ Γ(EndTM), a ∈ Γ(∧3T ∗M) etc. We take {eˆa} to be a basis for TM with
a dual basis {ea} on T ∗M so there is a natural gld action on tensors. The ed(d) subalgebra
is generated by setting l = raa/(9 − d). This relation fixes the weight of generalised tensors
under the R+ factor, so that a scalar of weight k is a section of (detT ∗M)k/(9−d)
1k ∈ Γ
(
(detT ∗M)k/(9−d)
)
. (E.5)
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We define the adjoint action of R ∈ Γ(ad F˜ ) on V ∈ Γ(E) to be V ′ = R · V . The
components of V ′ are
v′ = lv + r · v + αyω − α˜yσ,
ω′ = lω + r · ω + vya+ αyσ + α˜yτ,
σ′ = lσ + r · σ + vya˜+ a ∧ ω + αyτ,
τ ′ = lτ + r · τ − ja˜ ∧ ω + ja ∧ σ.
(E.6)
We define the adjoint action of R on R′ to be R′′ = [R,R′]. The components of R′′ are
l′′ = 13 (αya
′ − α′ya) + 23(α˜′ya˜− α˜ya˜′),
r′′ = [r, r′] + jαyja′ − jα′yja− 131(αya′ − α′ya)
+ jα˜′yja˜− jα˜yja˜′ − 231(α˜′ya˜− α˜ya˜′),
a′′ = r · a′ − r′ · a+ α′ya˜− αya˜′,
a˜′′ = r · a˜′ − r′ · a˜− a ∧ a′,
α′′ = r · α′ − r′ · α+ α˜′ya− α˜ya′,
α˜′′ = r · α˜′ − r′ · α˜− α ∧ α′.
(E.7)
The dual of the generalised tangent bundle is E∗. We embed the usual derivative operator
in the one-form component of E∗ via the map T ∗M → E∗. In coordinate indices M , one
defines
∂M =

∂m for M = m,0 otherwise. (E.8)
We then define a projection to the adjoint as
×ad : E∗ ⊗ E → ad F˜ . (E.9)
Explicitly, as a section of ad F˜ we have
∂ ×ad V = ∂ ⊗ v + dω + dσ. (E.10)
The generalised Lie (or Dorfman) derivative is defined as
LVW = V
B∂BW
A − (∂ ×ad V )ABWB. (E.11)
This can be extended to act on tensors by using the adjoint action of ∂ ×ad V ∈ Γ(ad F˜ ) in
the second term. We will need explicit expressions for the Dorfman derivative of sections of
E and ad F˜ . The Dorfman derivative acting on a generalised vector is
LV V
′ = Lvv′ + (Lvω′ − ıv′dω) + (Lvσ′ − ıv′dσ − ω′ ∧ dω)
+ (Lvτ ′ − jσ′ ∧ dω − jω′ ∧ dσ).
(E.12)
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The Dorfman derivative acting on a section of the adjoint bundle is
LVR = (Lvr + jαyjdω − 131αydω − jα˜yjdσ + 231α˜ydσ) + (Lva+ r · dω − αydσ)
+ (Lva˜+ r · dσ + dω ∧ a) + (Lvα− α˜ydω) + (Lvα˜).
(E.13)
For E5(5), we also need the vector bundle transforming in the 102 representation of
Spin(5, 5) × R+. We define this bundle as
N ≃ T ∗M ⊕ ∧4T ∗M. (E.14)
We write sections of this bundle as
Q = m+ n, (E.15)
where m ∈ Γ(T ∗M) and n ∈ Γ(∧4T ∗M). We define the adjoint action of R ∈ Γ(ad F˜ ) on
Q ∈ Γ(N) to be Q′ = R ·Q, with components
m′ = 2lm+ r ·m− αyn,
n′ = 2ln+ r · n− a ∧m. (E.16)
Using 16c × 10→ 16, we define a projection to E as
×E : E∗ ⊗N → E. (E.17)
Explicitly, as a section of E, this allows us to define
dQ := ∂ ×E Q = dm+ dn. (E.18)
We define a patching of the bundle E such that on the overlaps of local patches Ui ∩ Uj
we have
V(i) = e
dΛ(ij)+dΛ˜(ij)V(j), (E.19)
where Λ(ij) and Λ˜(ij) are locally two- and five-forms respectively. This defines the gauge-
invariant field strengths as
F = dA, F˜ = dA˜− 12A ∧ F. (E.20)
The twisted Dorfman derivative LˆV˜ of an untwisted generalised tensor µ˜ is defined as
LˆV˜ µ˜ = e
−A−A˜LeA+A˜V˜ (e
A+A˜µ˜). (E.21)
The twisted Dorfman derivative LˆV˜ is given by the same expression as the usual Dorfman
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derivative with the substitutions
dω → dω˜ − ıv˜F, dσ → dσ˜ − ıv˜F˜ + ω˜ ∧ F. (E.22)
The projection ∂ ×E Q also simplifies in a similar fashion allowing us to define
dFQ := e
−A
(
∂ ×E (eAQ)
)
= dm+ dn− F ∧m. (E.23)
The quadratic invariant for E5(5) is
η(Q,Q) = −m ∧ n. (E.24)
The cubic invariant for E6(6) is
c(V, V, V ) = −(ıvω ∧ σ + 13!ω ∧ ω ∧ ω). (E.25)
The symplectic invariant for E7(7) is
s(V, V ′) = −14(ıvτ ′ − ıv′τ + σ ∧ ω′ − σ′ ∧ ω). (E.26)
The ed(d) Killing form is
tr(R,R′) = 12
(
1
9−d tr(r) tr(r
′) + tr(rr′) + αya′ + α′ya− α˜ya˜′ − α˜′ya˜
)
. (E.27)
The form of the Ed(d)-invariant volume κ
2 depends on the compactification ansatz. For
compactifications of the form
g11 = e
2∆g11−d + gd, (E.28)
the invariant volume is
κ2 = e(9−d)∆
√
gd. (E.29)
E.2 Ed+1(d+1) for type IIB
We provide details of the construction of Ed+1(d+1) × R+ using the GL(d) × SL(2) subgroup
appropriate to type IIB supergravity, including useful representations, tensor products and
the generalised Lie derivative.
On a d-dimensional manifold M , the generalised tangent bundle is
E ≃ TM ⊕ T ∗M ⊕ (T ∗M ⊕ ∧3T ∗M ⊕ ∧5T ∗M)⊕ ∧5T ∗M ⊕ (T ∗M ⊗ ∧6T ∗M)
≃ TM ⊕ (T ∗M ⊗ S)⊕ ∧3T ∗M ⊕ (∧5T ∗M ⊗ S)⊕ (T ∗M ⊗ ∧6T ∗M), (E.30)
where S transforms as a doublet of SL(2). We write sections of this bundle as
V = v + λi + ρ+ σi + τ, (E.31)
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where v ∈ Γ(TM), λi ∈ Γ(T ∗M ⊗ S), ρ ∈ Γ(∧3T ∗M), σ ∈ Γ(∧5T ∗M ⊗ S) and τ ∈ Γ(T ∗M ⊗
∧6T ∗M). The adjoint bundle is
ad F˜ = R⊕ (TM ⊗ T ∗M)⊕ (S ⊗ S∗)0 ⊕ (S ⊗ ∧2TM)⊕ (S ⊗ ∧2T ∗M)
⊕ ∧4TM ⊕ ∧4T ∗M ⊕ (S ⊗ ∧6TM)⊕ (S ⊗∧6T ∗M), (E.32)
where the subscript on (S ⊗ S∗)0 denotes the traceless part. We write sections of the adjoint
bundle as
R = l + r + a+ βi +Bi + γ + C + α˜i + a˜i, (E.33)
where l ∈ R, r ∈ Γ(EndTM), etc. We take {eˆa} to be a basis for TM with a dual basis {ea}
on T ∗M so there is a natural gld action on tensors.
The ed+1(d+1) subalgebra is generated by setting l = r
a
a/(8 − d). This fixes the weight
of generalised tensors under the R+ factor, so that a scalar of weight k is a section of
(detT ∗M)k/(8−d)
1k ∈ Γ
(
(detT ∗M)k/(8−d)
)
. (E.34)
We define the adjoint action of R ∈ Γ(ad F˜ ) on V ∈ Γ(E) to be V ′ = R · V . The
components of V ′ are
v′ = lv + r · v + γyρ+ ǫijβiyλj + ǫijα˜iyσj ,
λ′i = lλi + r · λi + aijλj − γyσi + vyBi + βiyρ− α˜iyτ,
ρ′ = lρ+ r · ρ+ vyC + ǫijβiyσj + ǫijλi ∧Bj + γyτ,
σ′i = lσi + r · σi + aijσj − C ∧ λi + ρ ∧Bi + βiyτ + vya˜i,
τ ′ = lτ + r · τ + ǫijjλi ∧ a˜j − jρ ∧ C − ǫijjσi ∧Bj.
(E.35)
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We define the adjoint action of R on R′ to be R′′ = [R,R′]. The components of R′′ are
l′ = 12(γyC
′ − γ′yC) + 14ǫkl(βkyB′l − β′kyBl) + 34ǫij(α˜iya˜′j − α˜′iya˜j),
r′′ = (r · r′ − r′ · r) + ǫij(jβiyjB′j − jβ′iyjBj)− 141ǫkl(βkyB′l − β′kyBl)
+ (jγyjC ′ − jγ′yjC)− 121(γyC ′ − γ′yC)
+ ǫij(jα˜
i
yja˜′j − jα˜′iyja˜j)− 34ǫij(α˜iya˜′j − α˜′iya˜j),
a′′ij = (a · a′ − a′ · a)ij + ǫjk(βiyB′k − β′iyBk)− 12δijǫkl(βkyB′l − β′kyBl)
+ ǫjk(α˜
i
ya˜′k − α˜′iya˜k)− 12δijǫkl(α˜kya˜′l − α˜′kya˜l),
β′′i = (r · β′i − r′ · βi) + (a · β′ − a′ · β)i − (γyB′i − γ′yBi)− (α˜iyC ′ − α˜′iyC),
B′′i = (r · B′i − r′ ·Bi) + (a ·B′ − a′ ·B)i + (βiyC ′ − β′iyC)− (γya˜′i − γ′ya˜i),
γ′′ = (r · γ′ − r′ · γ) + ǫijβi ∧ β′j + ǫij(α˜iyB′j − α˜′iyBj),
C ′′ = (r · C ′ − r′ · C)− ǫijBi ∧B′j + ǫij(βiya˜′j − β′iya˜j),
α˜′′i = (r · α˜′i − r′ · α˜i) + (a · α˜′ − a′ · α˜)i − (βi ∧ γ′ − β′i ∧ γ),
a˜′′i = (r · a˜′i − r′ · a˜i) + (a · a˜′ − a′ · a˜)i + (Bi ∧ C ′ −B′i ∧ C).
(E.36)
The dual of the generalised tangent bundle is E∗. We embed the usual derivative operator
in the one-form component of E∗ via the map T ∗M → E∗. In coordinate indices M , one
defines
∂M =

∂m for M = m,0 otherwise. (E.37)
We then define a projection to the adjoint as
×ad : E∗ ⊗ E → ad F˜ . (E.38)
Explicitly, as a section of ad F˜ we have
∂ ×ad V = ∂ ⊗ v + dλi + dρ+ dσi. (E.39)
The generalised Lie (or Dorfman) derivative is defined as
LVW = V
B∂BW
A − (∂ ×ad V )ABWB. (E.40)
This can be extended to act on tensors by using the adjoint action of ∂ ×ad V ∈ Γ(ad F˜ ) in
the second term. We will need explicit expressions for the Dorfman derivative of sections of
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E and ad F˜ . The Dorfman derivative acting on a generalised vector is
LV V
′ = Lvv′ + (Lvλ′i − ıv′dλi) + (Lvρ′ − ıv′dρ+ ǫijdλi ∧ λ′j)
+ (Lvσ′i − ıv′dσi + dρ ∧ λ′i − dλi ∧ ρ′)
+ (Lvτ ′ − ǫijjλ′i ∧ dσj + jρ′ ∧ dρ+ ǫijjσ′i ∧ dλj).
(E.41)
The Dorfman derivative acting on a section of the adjoint bundle is
LVR = (Lvl + 12γydρ+ 14ǫklβkydλl + 34ǫklα˜kydσl)
+ (Lvr + jγyjdρ − 121γydρ+ ǫijjβiyjdλj − 141ǫklβkydλl
+ ǫijjα˜
i
yjdσj − 341ǫklα˜kydσl)
+ (Lvaij + ǫjkβiydλk − 12δijǫklβkydλl + ǫjkα˜iydσk − 12δijǫklα˜kydσl)
+ (Lvβi − γydλi − α˜iydρ)
+ (LvBi + r · dλi + aijdλj + βiydρ− γydσi)
+ (Lvγ + ǫijα˜iydλj)
+ (LvC + r · dρ+ ǫijdλi ∧Bj + ǫijβiydσj) + (Lvα˜i)
+ (Lva˜i + r · dσi + aijdσj − dλi ∧ C +Bi ∧ dρ).
(E.42)
For E5(5), we also need the vector bundle transforming in the 102 representation of
Spin(5, 5) × R+. We define this bundle as
N ≃ S ⊕ ∧2T ∗M ⊕ S ⊗ ∧4T ∗M. (E.43)
We write sections of this bundle as
Q = mi + n+ pi, (E.44)
where mi ∈ Γ(S), n ∈ Γ(∧2T ∗M) and pi ∈ Γ(S ⊗ ∧4T ∗M). We define the adjoint action of
R ∈ Γ(ad F˜ ) on Q ∈ Γ(N) to be Q′ = R ·Q, with components
m′i = 2lmi + aijm
j + βiyn− γypi,
n′ = 2ln+ r · n+ ǫijβiypj + ǫijmiBj,
p′i = 2lpi + r · pi + aijpj +Bi ∧ n−miC.
(E.45)
Using 16c × 10→ 16, we define a projection to E as
×E : E∗ ⊗N → E. (E.46)
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Explicitly, as a section of E, this allows us to define
dQ := ∂ ×E Q = dmi + dn. (E.47)
We define a patching of the bundle such that on the overlaps of local patches Ui ∩Uj we
have
V(i) = e
dΛi
(ij)
+dΛ˜(ij)V(j), (E.48)
where Λi(ij) and Λ˜(ij) are locally one- and three-forms respectively. This defines the gauge-
invariant field strengths as
F i = dBi, F = dC − 12ǫijF i ∧Bj. (E.49)
We embed the NS-NS and R-R three-form fluxes as F 13 = H and F
2
3 = F3.
The twisted Dorfman derivative LˆV of an untwisted generalised tensor µ˜ is defined by
LˆV˜ µ˜ = e
−Bi−CL
eBi+C V˜
(eB
i+C µ˜). (E.50)
The twisted Dorfman derivative LˆV is given by the same expression as the usual Dorfman
derivative but with the substitutions
dλi → dλ˜i − ıv˜F i,
dρ→ dρ˜− ıv˜F − ǫijλ˜i ∧ F j ,
dσi → dσ˜i + λ˜i ∧ F − ρ˜ ∧ F i.
(E.51)
The projection ∂ ×E Q also simplifies in a similar fashion allowing us to define
dF iQ := e
−Bi
(
∂ ×E (eBiQ)
)
= dmi + dn+ ǫijm
iF j . (E.52)
The quadratic invariant for E5(5) is
η(Q,Q) = ǫijm
ipj − 12n ∧ n. (E.53)
The cubic invariant for E6(6) is
c(V, V, V ) = −12(ıvρ ∧ ρ+ ǫijρ ∧ λi ∧ λj − 2ǫijıvλiσj). (E.54)
The symplectic invariant for E7(7) is
s(V, V ′) = −14
(
(ıvτ
′ − ıv′τ) + ǫij(λi ∧ σ′j − λ′i ∧ σj)− ρ ∧ ρ′
)
. (E.55)
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The ed+1(d+1) Killing form is
tr(R,R′) = 12
(
1
8−d tr(r) tr(r
′) + tr(rr′) + tr(aa′) + γyC ′ + γ′yC + ǫij(β
i
yB′j + β′iyBj)
+ ǫij(α˜
i
ya˜′j + α˜′iya˜j)
)
.
(E.56)
The form of the Ed+1(d+1)-invariant volume κ
2 depends on the compactification ansatz.
For compactifications of the form
g10 = e
2∆g10−d + gd, (E.57)
the invariant volume includes a dilaton dependence and is given by
κ2 = e−2φe(8−d)∆
√
gd. (E.58)
We can include non-zero axion and dilaton in our formalism using the SL(2) frame given
in [81]. Let fˆ i
iˆ
be an SL(2) frame written in terms of a parametrisation of SL(2)/SO(2) as
fˆ i
iˆ
=
(
eφ/2 0
Aeφ/2 e−φ/2
)
. (E.59)
Comparing with the split frame of [81], we see we can write a generalised vector as
V = v + e−φ/2λi + e−φρ+ e−3φ/2σi, (E.60)
where λi = fˆ i
iˆ
λiˆ etc., and λiˆ contains no explicit axion-dilaton dependence. Using this we
can determine where the dilaton appears in the adjoint for Ed(d) and Q for E5(5)
R = l + r + aij + e
φ/2βi + e−φ/2Bi + eφγ + e−φC + e3φ/2α˜i + e−3φ/2a˜i,
Q = e−φ/2mi + e−φn+ e−3φ/2pi.
(E.61)
Looking back to J˜α and Q˜ for the NS5-brane solution in (6.43) and (6.44), we see they are
indeed of this form. The various powers of the dilaton correspond to the exponentiated action
of the adjoint element given by
l + r =
φ
4
(−1 + 1). (E.62)
F Moment maps and quotients
In this appendix, we briefly review the notion of moment maps, and symplectic and hyper-
Ka¨hler quotients, including the infinite-dimensional example of flat gauge connections on a
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Riemann surface due to Atiyah and Bott [57].
Consider a manifold Y with a symplectic form Ω that is closed, dΩ = 0. Suppose there
is an action of a Lie group G on Y that preserves the symplectic structure – that is G acts on
Y via symplectomorphisms. An element g in the Lie algebra g of G induces a vector field ρg
on Y . As the group G acts via symplectomorphisms, the Lie derivative of Ω with respect to
ρg vanishes. Together with dΩ = 0, this implies dıρgΩ = 0 and so ıρgΩ is closed. A moment
map for the action of the group G on the manifold Y is a map µ : Y × g → R such that, for
all g ∈ g,
dµ(g) = ıρgΩ. (F.1)
The moment map is defined up to an additive constant of integration. If g∗ is the dual of the
Lie algebra g, one can also view µ as a map from Y to g∗. If G is non-Abelian one can fix the
constant by requiring that the map is equivariant, that is, that µ commutes with the action
of G on Y . Still viewing µ as a map from Y to g∗, one can then form the symplectic quotient
Y/G = µ−1(0)/G. (F.2)
This quotient space inherits a symplectic structure from Y and is a manifold if G acts freely
on Y . (Generically the reduced space is not a manifold, but is a “stratified space”.)
On a hyper-Ka¨hler manifold Y , one can consider an action of G that preserves all three
symplectic forms Ωα. Instead of a single moment map, one can then consider a triplet of
maps µα : Y → g∗ satisfying
dµα(g) = ıρgΩα. (F.3)
Choosing them to be equivariant, one can then define the hyper-Ka¨hler quotient [153]
Y//G = µ−11 (0) ∩ µ−12 (0) ∩ µ−13 (0)/G. (F.4)
This space inherits a hyper-Ka¨hler structure from Y , and the quotient is a manifold if G acts
freely.
We can also consider the case where both the group and the symplectic space are infinite
dimensional. A well-known example is the work of Atiyah–Bott [57]. Let G be a compact
Lie group and P be a principal G-bundle over a compact Riemann surface Σ. The group of
gauge transformations G is the set of G-equivariant diffeomorphisms of P . Infinitesimally it
is generated by sections of the adjoint bundle adP , that is Lie(G) = Γ(adP ). Let Y be the
infinite-dimensional space of connections on P . The curvature of a connection A ∈ Y is
F = dA+ 12 [A,A]. (F.5)
One can associate the tangent space TAY at A ∈ Y with the space of adP -valued one-forms
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Ω1(Σ, adP ). Given two elements α, β ∈ TAY , one can define a symplectic product
Ω(α, β) =
ˆ
Σ
tr(α ∧ β), (F.6)
where tr is a gauge-invariant inner product on g, for example the Killing form if g is semi-
simple. To see that Ω is non-degenerate note that, given a metric on Σ, we have
Ω(α, ⋆α) =
ˆ
Σ
tr(α ∧ ⋆α) = ‖α‖2 ≥ 0, (F.7)
and so Ω(α, ⋆α) = 0 if and only if α = 0. Furthermore, any connection A can be written as
A = A(0) + α for some fixed connection A(0) and α ∈ Ω1(Σ, adP ) (in other words Y is an
affine space modelled on Ω1(Σ, adP )), meaning that in this parametrisation Ω is independent
of A and hence, in particular, Ω is a closed two-form on Y .
The moment map for the G-action on Y is µ = F . To see this note that, given an element
Λ of Lie(G) ≃ Γ(adP ), the induced vector field on Y is just the gauge transformation of A,
namely
ρΛ = dΛ+ [A,Λ]. (F.8)
Thus we have, for any α ∈ Γ(TY ),
ıρΛΩ(α) = Ω(ρΛ, α) =
ˆ
Σ
tr
[
(dΛ + [A,Λ]) ∧ α] = ˆ
Σ
tr
[
Λ ∧ (dα+ [A,α])]
= ıα
(
δ
ˆ
Σ
tr ΛF
)
,
(F.9)
where δ is the exterior derivative on Y , that is, in coordinates, the functional derivative
δ/δAm(x). Viewed as a map µ : Y → Lie(G)∗, we see that µ = F .
This map is equivariant, and so we may form the symplectic reduction by quotienting by
the space of gauge transformations G
Y/G = µ−1(0)/G. (F.10)
This is the moduli space of flat connections, that is A ∈ Y such that F = 0 modulo gauge
equivalence. The space of connections Y and the group of gauge transformations G are infinite
dimensional, but the moduli space is actually finite dimensional.
G Intrinsic torsion and SU(6) structures
Following [15], we first calculate the intrinsic torsion space W
SU(6)
int for generalised SU(6)
structures. Decomposing under SU(2) × SU(6) the space of generalised torsions decomposes
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as
W = 56+ 912 = (1,1) + 2(1,15) + (1,21) + (1,35) + (1,105)
+ 3(2,6) + (2,20) + (2,84) + (3,1) + (3,15) + c.c.
(G.1)
The space of SU(6) connections is given by
KSU(6) =
(
(1,1) + (2,6) + (1,15) + c.c.
)× (1,35)
= (1,15) + (1,21) + (1,35) + (1,105)
+ (1,384) + (2,6) + (2,84) + (2,120) + c.c.
(G.2)
Thus we have
W
SU(6)
int ⊇ (1,1) + (1,15) + 2(2,6) + (2,20) + (3,1) + (3,15) + c.c., (G.3)
where equality holds if there are no unexpected kernels in the map τ : KSU(6) → W . To see
that this is indeed the case, we need the explicit map. In SU(8) indices, sections of KSU(8)
are given by
Σˆ = (Σˆ γαβ δ,
¯ˆ
Σαβγδ, ) ∈ (28+ 28)× 63, (G.4)
where the elements are antisymmetric on α and β and traceless on contracting γ with δ. The
space W decomposes as
W = 56+ 912 = 28+ 36+ 420+ c.c., (G.5)
and the map τ is
τ(Σˆ)αβ = Σˆ
γ
αγ β ∈ 36+ 28,
τ(Σˆ)αβγ
δ = 3Σˆ0 δ[αβ γ] ∈ 420,
(G.6)
where the “0” superscript on Σˆ0 δ[αβ γ] means it is completely traceless. The 28 and 36 repres-
entations correspond to the symmetric and antisymmetric parts of τ(Σˆ)αβ . There are similar
expressions for the conjugate representations in terms of
¯ˆ
Σ.
Turning to SU(6) connections, let Σ be a section of KSU(6). We can split the spinor
indices α into a = 1, . . . , 6 and i = 7, 8 so that the non-zero components are
Σab
c
d ∈ (1,15)× (1,35),
Σai
c
d = −Σiacd ∈ (2,6)× (1,35),
Σij
c
d ∈ (1,35),
(G.7)
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and similarly for the conjugate Σ¯. We then find the non-zero components of τ(Σ) are
τ(Σ)ab = Σac
c
b ∈ (1,15) + (1,21),
τ(Σ)ib = Σic
c
b ∈ (2,6),
τ(Σ)abc
d = 3Σ0[ab
d
c] − 12Σ[a|e|ebδdc] ∈ (1,105) + (1,15),
τ(Σ)abi
c = 2Σ0i[a
c
b] − 115Σiee[aδcb] ∈ (2,84) + (2,6),
τ(Σ)aij
c = Σij
c
a ∈ (1,35),
τ(Σ)abi
j = 13Σ[a|c|
c
b]δ
j
i ∈ (1,15),
τ(Σ)aij
k = −13Σ[i|ccaδkj] ∈ (2,6),
(G.8)
and hence Wint is indeed given by an equality in (G.3). Note in addition that
τ(Σ)abi
i − 23τ(Σ)[ab] = 0, τ(Σ)aijj + 16τ(Σ)ia = 0. (G.9)
We now turn to showing which components of the intrinsic torsion enter each of the
integrability conditions on the pair {Jα,X}. For this it is useful to have an expression for
T (V ) for SU(6) connections. We first note that the compatible SU(6) connection Dˆ must also
be an SU(8) connection and hence can be written as
Dˆ = D + Σˆ, (G.10)
where Σˆ ∈ KSU(8) and D is a torsion-free SU(8) connection. (That such connections exist
is central to the formulation of supergravity in terms of generalised geometry: they are the
analogues of the Levi-Civita connection of conventional gravity [13, 14].) Since D is torsion-
free, the torsion of Dˆ is given by
T = τ(Σˆ). (G.11)
We can then calculate T (V ). Writing V = (V αβ, V¯αβ) for the decomposition 56 = 28+28 and
T (V ) = (T (V )0, T (V )
α
β, T (V )
αβγδ) for the decomposition of the adjoint 1+133 = 1+63+70,
we define the adjoint action on a generalised vector W as
[
T (V ) ·W ]αβ = T (V )0Wαβ + T (V )αγW γβ + T (V )βγWαγ + T (V )αβγδW¯γδ,[
T (V ) ·W ]
αβ
= T (V )0W¯αβ − T (V )γαW¯γβ − T (V )γβW¯γβ + T¯ (V )αβγδW γδ.
(G.12)
From the form of the generalised Lie derivative in SU(8) indices given in appendix D of [15],
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we find
T (V )0 =
1
32V
αβτ(Σˆ)αβ + c.c.,
T (V )αβ =
1
32V
γγ′
(
τ(Σˆ)γγ′β
α + 53τ(Σˆ)βγδ
α
γ′ +
1
3τ(Σˆ)γβδ
α
γ′ +
1
6τ(Σˆ)γγ′δ
α
β
)
+ c.c.,
T (V )αβγδ = −18V ǫǫ
′
(
τ¯(Σˆ)[αβγǫδ
δ]
ǫ′ − τ¯(Σˆ)[αβδγǫ δδ]ǫ′
)
− ⋆(c.c.),
(G.13)
where ⋆(c.c.) is the Hodge dual of the conjugate expression.
We also have expressions for the structures X and Jα in terms of the spinor indices. For
X the non-zero component is the singlet in the 28 = (1,1) + (2,6) + (1,15) representation
Xαβ = (T ij, T ia, T ab) ∝ (ǫij, 0, 0), (G.14)
while for Jα it is the triplet in the 63 = (1,1)+(3,1)+(2,6)+(2,6)+(1,35) representation
(Jα)
α
β =
(
(Jα)0δ
i
j , (Jα)
i
j, (Jα)
i
a, (Jα)
ia, (Jα)
a
b
) ∝ (0, (σα)ij , 0, 0, 0), (G.15)
where σα are the Pauli matrices. The first thing to notice is that, substituting into the
generalised Lie derivative in SU(8) indices given in appendix D of [15], we find
LXX ≡ 0 identically, (G.16)
simply from the form of the X given in (G.14).
For the moment maps, since κ2 has weight two, the condition (5.11) on the intrinsic
torsion can be written as
tr
(
JαT (V )
)
+ T (Jα · V )0
∝ 12V γγ
′
σα
j
i τγγ′j
i + 16V
γiσα
j
i(5τjγ + τγj) + V
γiσα
j
i(τγj − τjγ) + c.c.,
(G.17)
where we abbreviate τ(Σˆ)αβ and τ(Σˆ)αβγ
δ as ταβ and ταβγ
δ. This vanishes for all V if and
only if
σα
j
i τabj
i = 0 ∈ (3,15),
(τaij
j + 16τia)− 76τai = 0 ∈ (2,6),
τ(ij) = 0 ∈ (3,1).
(G.18)
Note, comparing with (G.9), that the (2,6) representation appearing in the second line is
indeed independent of the (2,6) component of the torsion generated by an SU(6) generalised
connection.
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The non-zero components of T (X) are
T (X)0 ∝ ǫijτij, T (X)ij ∝ −2ǫikτ(jk) − 12(ǫklτkl)δij ,
T (X)ia ∝ ǫklτakli − 13ǫik(5τak + τka), T (X)ab ∝ ǫklτbkla + 16(ǫklτkl)δab ,
T¯ (X)abij ∝ ǫikτ¯abjk − ǫjkτ¯abik + 23ǫij τ¯ [ab], T¯ (X)abci ∝ ǫik τ¯abck,
(G.19)
so the non-zero components of T (X) · X¯ are
(
T (X) · X¯)
ij
∝ 4τ[ij] ∈ (1,1),(
T (X) · X¯)
ia
∝ 2(τaijj + 16τia) + 53τai ∈ (2,6)′,(
T (X) · X¯)ab ∝ −2(τ¯abii − 23 τ¯ab) ∈ (1,15).
(G.20)
Note again that the linear combination of torsions in the second and third lines are independ-
ent of those appearing in an SU(6) generalised connection, and further that the combination
in the second line is different from the one in the second line of (G.18), and hence we denote
it (2,6)′. Similarly, the non-zero components of [T (X), Jα] are
[T (X), Jα]
i
j ∝ (ǫklτkl)σαij − 2ǫikτ(lk)σαlj + 2ǫlkτ(jk)σαil ∈ (1,1) + (3,1),
[T (X), Jα]
i
a ∝
(
2(τaij
j + 16τia) +
5
3τai
)
σα
i
jǫ
jk ∈ (2,6)′,
[T (X), Jα]
abci ∝ −ǫjkτ¯abckσαij ∈ (2,20),
[T (X), Jα]
abij ∝ 2τ¯abjkǫlkσαil ∈ (3,15).
(G.21)
Note that the combination of torsions appearing in the second line is the same as the com-
bination appearing in the second line of (G.20).
References
[1] P. Candelas, G. Horowitz, A. Strominger, and E. Witten, “Vacuum configurations for
superstrings”, Nucl. Phys. B258 (1985)46–74.
[2] A. Strominger, “Yukawa couplings in superstring compactification”,
Phys. Rev. Lett. 55 (1985)2547.
[3] A. Strominger and E. Witten, “New manifolds for superstring compactification”,
Commun. Math. Phys. 101 (1985)341.
[4] P. Candelas and X. de la Ossa, “Moduli space of Calabi–Yau manifolds”,
Nucl. Phys. B355 (1991)455–481.
[5] P. Candelas and D. Raine, “Spontaneous compactification and supersymmetry in d = 11
supergravity”, Nucl. Phys. B248 (1984)415.
[6] P. Candelas, “Compactification and supersymmetry of chiral N = 2, D = 10 supergravity”,
Nucl. Phys. B256 (1985)385.
– 94 –
[7] J. Maldacena and C. Nunez, “Supergravity description of field theories on curved manifolds
and a no go theorem”, Int. J. Mod. Phys. A 16 5, (2001), arXiv:hep-th/0007018.
[8] J. Gauntlett, D. Martelli, S. Pakis, and D. Waldram, “G-structures and wrapped NS5-branes”,
Commun. Math. Phys. 247 2, (2004), arXiv:hep-th/0205050.
[9] J. Gauntlett, D. Martelli, and D. Waldram, “Superstrings with intrinsic torsion”,
Phys. Rev. D 69 8, (2003), arXiv:hep-th/0302158.
[10] S. Ivanov and G. Papadopoulos, “A no-go theorem for string warped compactifications”,
Phys. Lett. B 497 (2001), arXiv:hep-th/0008232.
[11] C. Hull, “Generalised geometry for M-theory”, JHEP 07 (2007)079, arXiv:hep-th/0701203.
[12] P. Pacheco and D. Waldram, “M-theory, exceptional generalised geometry and
superpotentials”, JHEP 09 (2008)123, arXiv:0804.1362 [hep-th].
[13] A. Coimbra, C. Strickland-Constable, and D. Waldram, “Ed(d) × R+ generalised geometry,
connections and M theory”, JHEP 02 (2014)054, arXiv:1112.3989 [hep-th].
[14] A. Coimbra, C. Strickland-Constable, and D. Waldram, “Supergravity as generalised geometry
II: Ed(d) × R+ and M theory”, JHEP 03 (2014)019, arXiv:1212.1586 [hep-th].
[15] A. Coimbra, C. Strickland-Constable, and D. Waldram, “Supersymmetric backgrounds and
generalised special holonomy”, arXiv:1411.5721 [hep-th].
[16] J. Gauntlett, J. Gutowski, C. Hull, S. Pakis, and H. Reall, “All supersymmetric solutions of
minimal supergravity in five dimensions”, Class. Quantum Grav. 20 (2003)4587–4634,
arXiv:hep-th/0209114.
[17] J. Gauntlett and S. Pakis, “The geometry of D = 11 Killing spinors”, JHEP 04 (2003)039,
arXiv:hep-th/0212008.
[18] N. Hitchin, “Generalized Calabi–Yau manifolds”,
The Quarterly Journal of Mathematics 54 3, (2002), arXiv:math/0209099 [math.DG].
[19] M. Gualtieri, “Generalized complex geometry”, arXiv:math/0401221 [math.DG].
[20] M. Gran˜a, R. Minasian, M. Petrini, and A. Tomasiello, “Supersymmetric backgrounds from
generalized Calabi–Yau manifolds”, JHEP 08 (2004)046, arXiv:hep-th/0406137.
[21] M. Gran˜a, R. Minasian, M. Petrini, and A. Tomasiello, “Generalized structures of N = 1
vacua”, JHEP 11 (2005)020, arXiv:hep-th/0505212 [hep-th].
[22] A. Tomasiello, “Reformulating supersymmetry with a generalized dolbeault operator”,
JHEP 02 (2008)010, arXiv:0704.2613 [hep-th].
[23] G. Cavalcanti and M. Gualtieri, “Generalized complex geometry and T-duality”,
arXiv:1106.1747 [math.DG].
[24] L.-S. Tseng and S.-T. Yau, “Generalized cohomologies and supersymmetry”,
Commun. Math. Phys. 326 3, (2014), arXiv:1111.6968 [hep-th].
[25] A. Kapustin, “Topological strings on noncommutative manifolds”,
Int. J. Geom. Methods Mod. Phys. 01 02, (2004), arXiv:hep-th/0310057.
– 95 –
[26] A. Kapustin and Y. Li, “Topological sigma-models with H-flux and twisted generalized
complex manifolds”, Adv. Theor. Math. Phys. 11 2, (2007), arXiv:hep-th/0407249.
[27] V. Pestun and E. Witten, “The Hitchin functionals and the topological B-model at one loop”,
Lett. Math. Phys. 74 1, (2005), arXiv:hep-th/0503083.
[28] M. Gran˜a, R. Minasian, M. Petrini, and A. Tomasiello, “A scan for new N = 1 vacua on
twisted tori”, JHEP 05 (2007)031, arXiv:hep-th/0609124.
[29] D. Lu¨st and D. Tsimpis, “Classes of AdS4 type IIA/IIB compactifications with SU(3)×SU(3)
structure”, JHEP 04 (2009)111, arXiv:0901.4474 [hep-th].
[30] D. Andriot, “New supersymmetric flux vacua with intermediate SU(2) structure”,
JHEP 08 (2008)096, arXiv:0804.1769 [hep-th].
[31] R. Minasian, M. Petrini, and A. Zaffaroni, “Gravity duals to deformed SYM theories and
generalized complex geometry”, JHEP 12 (2006)055, arXiv:hep-th/0606257.
[32] A. Butti, D. Forcella, L. Martucci, R. Minasian, M. Petrini, and A. Zaffaroni, “On the
geometry and the moduli space of beta-deformed quiver gauge theories”, JHEP 07 (2008)053,
arXiv:0712.1215 [hep-th].
[33] M. Gabella, J. Gauntlett, E. Palti, J. Sparks, and D. Waldram, “AdS5 solutions of type IIB
supergravity and generalized complex geometry”, Commun. Math. Phys. 299 2, (2010),
arXiv:0906.4109 [hep-th].
[34] B. de Wit and H. Nicolai, “d = 11 supergravity with local SU(8) invariance”,
Nucl. Phys. B274 (1986)363.
[35] P. West, “Hidden superconformal symmetry in M theory”, JHEP 08 (2000)007,
arXiv:hep-th/0005270.
[36] P. West, “E11 and M theory”, Class. Quant. Grav. 18 (2001)4443–4460,
arXiv:hep-th/0104081.
[37] P. West, “E11, SL(32) and central charges”, Phys. Lett. B575 (2003)333–342,
arXiv:hep-th/0307098.
[38] K. Koepsell, H. Nicolai, and H. Samtleben, “An exceptional geometry for D = 11
supergravity?”, Class. Quant. Grav. 17 (2000)3689–3702, arXiv:hep-th/0006034.
[39] T. Damour, M. Henneaux, and H. Nicolai, “E10 and a ’small tension expansion’ of M theory”,
Phys. Rev. Lett. 89 (2002)221601, arXiv:hep-th/0207267.
[40] T. Damour, M. Henneaux, and H. Nicolai, “Cosmological billiards”,
Class. Quant. Grav. 20 (2003)R145–R200, arXiv:hep-th/0212256.
[41] C. Hillmann, “Generalized E(7(7)) coset dynamics and D = 11 supergravity”,
JHEP 03 (2009)135, arXiv:0901.1581 [hep-th].
[42] D. Berman and M. Perry, “Generalized geometry and M theory”, JHEP 06 (2011)074,
arXiv:1008.1763 [hep-th].
[43] D. Berman, H. Godazgar, and M. Perry, “SO(5,5) duality in M-theory and generalized
geometry”, Phys. Lett. B 700 (2011), arXiv:1103.5733 [hep-th].
– 96 –
[44] D. Berman, H. Godazgar, M. Perry, and P. West, “Duality invariant actions and generalised
geometry”, JHEP 02 (2012)108, arXiv:1111.0459 [hep-th].
[45] G. Aldazabal, M. Gran˜a, D. Marque´s, and J. A. Rosabal, “Extended geometry and gauged
maximal supergravity”, JHEP 06 (2013)046, arXiv:1302.5419 [hep-th].
[46] O. Hohm and H. Samtleben, “Exceptional form of D = 11 supergravity”,
Phys. Rev. Lett. 111 (2013)231601, arXiv:1308.1673 [hep-th].
[47] D. Berman, M. Cederwall, and M. Perry, “Global aspects of double geometry”,
JHEP 09 (2014)066, arXiv:1401.1311 [hep-th].
[48] M. Cederwall, “The geometry behind double geometry”, JHEP 09 (2014)070,
arXiv:1402.2513 [hep-th].
[49] C. Hull, “Finite gauge transformations and geometry in double field theory”,
JHEP 04 (2015)109, arXiv:1406.7794 [hep-th].
[50] K. Lee, C. Strickland-Constable, and D. Waldram, “New gaugings and non-geometry”,
arXiv:1506.03457 [hep-th].
[51] M. Gran˜a, J. Louis, A. Sim, and D. Waldram, “E7(7) formulation of N = 2 backgrounds”,
JHEP 07 (2009)104, arXiv:0904.2333 [hep-th].
[52] M. Gran˜a and F. Orsi, “N = 1 vacua in exceptional generalized geometry”,
JHEP 08 (2011)109, arXiv:1105.4855 [hep-th].
[53] M. Gran˜a and F. Orsi, “N = 2 vacua in generalized geometry”, JHEP 11 (2012)052,
arXiv:1207.3004 [hep-th].
[54] M. Grana and H. Triendl, “Generalized N = 1 and N = 2 structures in M-theory and type ii
orientifolds”, JHEP 03 (2013)145, arXiv:1211.3867 [hep-th].
[55] F. Kirwan, “Momentum maps and reduction in algebraic geometry”,
Differ. Geom. Appl. 9 1-2, (1998).
[56] R. Thomas, “Notes on GIT and symplectic reduction for bundles and varieties”,
arXiv:math/0512411 [math.DG].
[57] M. Atiyah and R. Bott, “The Yang–Mills equations over Riemann surfaces”,
Phil. Trans. R. Soc. A 308 1505, (1983).
[58] S. Donaldson, “Anti self-dual Yang–Mills connections over complex algebraic surfaces and
stable vector bundles”, Proc. Lond. Math. Soc. 50 1, (1985).
[59] K. Uhlenbeck and S.-T. Yau, “On the existence of Hermitian-Yang–Mills connections in stable
vector bundles”, Comm. Pure Appl. Math. 39 S1, (1986).
[60] K. Uhlenbeck and S.-T. Yau, “A note on our previous paper: On the existence of Hermitian
Yang–Mills connections in stable vector bundles”, Comm. Pure Appl. Math. 42 5, (1989).
[61] N. Hitchin, “The self-duality equations on a Riemann surface”,
Proc. Lond. Math. Soc. 55 (1987)59–131.
[62] A. Fujiki, “Moduli space of polarized algebraic manifolds and Ka¨hler metrics”, Sugaku
Expositions 5 2, (1992). Sugaku Expositions.
– 97 –
[63] S. Donaldson, Remarks on gauge theory, complex geometry and 4-manifold topology, vol. 5 of
World Sci. Ser. 20th Century Math., ch. 42, pp. 384–403. World Sci. Publ., River Edge, NJ,
1997.
[64] A. Coimbra and C. Strickland-Constable, “Generalised structures for N = 1 AdS
backgrounds”, arXiv:1504.02465 [hep-th].
[65] M. Gran˜a, J. Louis, and D. Waldram, “Hitchin functionals in N = 2 supergravity”,
JHEP 01 (2006)008, arXiv:hep-th/0505264.
[66] M. Gran˜a, J. Louis, and D. Waldram, “SU(3)×SU(3) compactification and mirror duals of
magnetic fluxes”, JHEP 04 (2007)101, arXiv:hep-th/0612237.
[67] L. Andrianopoli, M. Bertolini, A. Ceresole, R. D’Auria, S. Ferrara, P. Fre´, and T. Magri,
“N = 2 supergravity and N = 2 super Yang–Mills theory on general scalar manifolds:
symplectic covariance, gaugings and the momentum map”, J. Geom. Phys. 23 2, (1997),
arXiv:hep-th/9605032.
[68] P. Koerber and L. Martucci, “From ten to four and back again: How to generalize the
geometry”, JHEP 08 (2007)059, arXiv:0707.1038 [hep-th].
[69] K. Hristov, H. Looyestijn, and S. Vandoren, “Maximally supersymmetric solutions of D = 4
N = 2 gauged supergravity”, JHEP 11 (2009)115, arXiv:0909.1743 [hep-th].
[70] J. Louis, P. Smyth, and H. Triendl, “Supersymmetric vacua in N = 2 supergravity”,
JHEP 08 (2012)039, arXiv:1204.3893 [hep-th].
[71] S. de Alwis, J. Louis, L. McAllister, H. Triendl, and A. Westphal, “Moduli spaces in AdS4
supergravity”, JHEP 05 (2014)102, arXiv:1312.5659 [hep-th].
[72] A. Ashmore, M. Petrini, and D. Waldram, “The exceptional generalised geometry of
supersymmetric AdS flux backgrounds.” to appear.
[73] E. Bergshoeff, R. Kallosh, T. Ort´ın, D. Roest, and A. Van Proeyen, “New formulations of D =
10 supersymmetry and D8-O8 domain walls”, Class. Quantum Grav. 18 17, (2001),
arXiv:hep-th/0103233.
[74] P. Kaste, R. Minasian, and A. Tomasiello, “Supersymmetric M-theory compactifications with
fluxes on seven-manifolds and G-structures”, JHEP 07 (2003)004, arXiv:hep-th/0303127.
[75] K. Behrndt and C. Jeschek, “Fluxes in M-theory on seven-manifolds and G structures”,
JHEP 04 (2003)002, arXiv:hep-th/0302047.
[76] G. Dall’Agata and N. Prezas, “N = 1 geometries for M theory and type IIA strings with
fluxes”, Phys. Rev. D 69 6, (2004), arXiv:hep-th/0311146.
[77] A. Lukas and P. Saffin, “M-theory compactification, fluxes and AdS4”,
Phys. Rev. D 71 4, (2005), arXiv:hep-th/0403235.
[78] F. Witt, “Generalised G2-manifolds”, Commun. Math. Phys. 265 2, (2006),
arXiv:math/0411642 [math.DG].
[79] M. Gran˜a, R. Minasian, M. Petrini, and D. Waldram, “T-duality, generalized geometry and
non-geometric backgrounds”, JHEP 04 (2008)075, arXiv:0807.4527 [hep-th].
[80] R. Gilmore, Lie groups, physics, and geometry. Cambridge University Press, 2008.
– 98 –
[81] K. Lee, C. Strickland-Constable, and D. Waldram, “Spheres, generalised parallelisability and
consistent truncations”, arXiv:1401.3360 [hep-th].
[82] D. Baraglia, “Leibniz algebroids, twistings and exceptional generalized geometry”,
J. Geom. Phys. 62 (2012), arXiv:1101.0856 [math.DG].
[83] J. Wolf, “Complex homogeneous contact manifolds and quaternionic symmetric spaces”,
J. Appl. Math. Mech. 14 6, (1965).
[84] D. Alekseevsky, “Compact quaternion spaces”, Funct. Anal. Appl. 2 2, (1968).
[85] D. Alekseevsky and V. Corte´s, “Classification of pseudo-Riemannian symmetric spaces of
quaternionic Ka¨hler type”, Amer. Math. Soc. Transl. Ser. 2 213 2, (2005).
[86] A. Swann, “HyperKa¨hler and quaternionic Ka¨hler geometry”, Math. Ann. 289 1, (1991).
[87] P. Kobak and A. Swann, “The HyperKa¨hler geometry associated to Wolf spaces”,
B. Unione Mat. Ital. 4-B 3, (2001), arXiv:math/0001025 [math.DG].
[88] B. DeWitt, “Quantum theory of gravity I. The canonical theory”,
Phys. Rev. 160 (1967)1113–1148.
[89] D. Ebin, “On the space of Riemannian metrics”, Bull. Amer. Math. Soc. 74 5, (1968).
[90] O. Gil-Medrano and P. Michor, “The Riemannian manifold of all Riemannian metrics”,
Quart. J. Math. 42 (1991), arXiv:math/9201259 [math.DG].
[91] B. de Wit, B. Kleijn, and S. Vandoren, “Superconformal hypermultiplets”,
Nucl. Phys. B568 (2000)475–502, arXiv:hep-th/9909228.
[92] B. de Wit, M. Rocˇek, and S. Vandoren, “Hypermultiplets, hyper-Ka¨hler cones and
quaternion-Ka¨hler geometry”, JHEP 02 (2001)039, arXiv:hep-th/0101161.
[93] B. de Wit, M. Rocˇek, and S. Vandoren, “Gauging isometries on hyperka¨hler cones and
quaternion-Ka¨hler manifolds”, Phys. Lett. B 511 2-4, (2001), arXiv:hep-th/0104215.
[94] S. Ferrara and M. Gunaydin, “Orbits of exceptional groups, duality and BPS states in string
theory”, Int. J. Mod. Phys. A 13 (1998), arXiv:hep-th/9708025.
[95] B. Craps, F. Roose, W. Troost, and A. Van Proeyen, “What is special Ka¨hler geometry?”,
Nucl. Phys. B503 (1997)565–613, arXiv:hep-th/9703082.
[96] D. Freed, “Special Ka¨hler manifolds”, Commun. Math. Phys. 203 1, (1998),
arXiv:hep-th/9712042.
[97] S. Cecotti, S. Ferrara, and L. Girardello, “Geometry of type II superstrings and the moduli of
superconformal field theories”, Int. J. Mod. Phys. A4 (1989)2475.
[98] S. Cecotti, “Homogeneous Ka¨hler manifolds and T algebras in N = 2 supergravity and
superstrings”, Commun. Math. Phys. 124 (1989)23–55.
[99] N. Hitchin, “The geometry of three-forms in six dimensions”, J. Diff. Geom. 55 (2000)547–576.
[100] M. Sato and T. Kimura, “A classification of irreducible prehomogeneous vector spaces and
their relative invariants”, Nagoya Math. J. 65 (1977).
[101] S. Chiossi and S. Salamon, “The intrinsic torsion of SU(3) and G2 structures”, in Differential
geometry, Valencia 2001. World Sci. Publishing, 2002. arXiv:math/0202282 [math.DG].
– 99 –
[102] K. Behrndt, M. Cveticˇ, and T. Liu, “Classification of supersymmetric flux vacua in M-theory”,
Nucl. Phys. B749 (2006)25–68, arXiv:hep-th/0512032.
[103] M. Gran˜a and J. Polchinski, “Supersymmetric three-form flux perturbations on AdS5”,
Phys. Rev. D 63 2, (2001), arXiv:hep-th/0009211.
[104] S. Gubser, “Supersymmetry and F theory realization of the deformed conifold with three form
flux”, arXiv:hep-th/0010010.
[105] M. Gran˜a and J. Polchinski, “Gauge-gravity duals with a holomorphic dilaton”,
Phys. Rev. D 65 12, (2002), arXiv:hep-th/0106014.
[106] M. Bertolini, V. Campos, G. Ferretti, P. Fre´, P. Salomonson, and M. Trigiante,
“Supersymmetric 3-branes on smooth ALE manifolds with flux”,
Nucl. Phys. B617 1-3, (2001), arXiv:hep-th/0106186.
[107] A. Coimbra, R. Minasian, H. Triendl, and D. Waldram, “Generalised geometry for string
corrections”, JHEP 11 (2014)160, arXiv:1407.7542 [hep-th].
[108] B. de Wit, H. Samtleben, and M. Trigiante, “Magnetic charges in local field theory”,
JHEP 09 (2005)016, arXiv:hep-th/0507289.
[109] B. de Wit and M. Van Zalk, “Electric and magnetic charges in N = 2 conformal supergravity
theories”, JHEP 10 (2011)050, arXiv:1107.3305 [hep-th].
[110] A. Dancer and A. Swann, “The structure of quaternionic Ka¨hler quotients”, in Geometry and
Physics, vol. 184 of Lecture Notes in Pure and Appl. Math., pp. 313–320. Dekker, New York,
1997.
[111] R. Sjamaar and E. Lerman, “Stratified symplectic spaces and reduction”,
Ann. of Math. 134 2, (1991).
[112] P. Koerber and D. Tsimpis, “Supersymmetric sources, integrability and generalized-structure
compactifications”, JHEP 08 (2007)082, arXiv:0706.1244 [hep-th].
[113] B. de Wit and A. Van Proeyen, “Special geometry, cubic polynomials and homogeneous
quaternionic spaces”, Commun. Math. Phys. 149 2, (1991), arXiv:hep-th/9112027.
[114] B. de Wit and A. Van Proeyen, “Special geometry and symplectic transformations”,
Nucl. Phys. Proc. Suppl. 45BC (1996)196–206, arXiv:hep-th/9510186.
[115] M. Gu¨naydin, G. Sierra, and P. Townsend, “The geometry of N = 2 Maxwell-Einstein
supergravity and Jordan algebras”, Nucl. Phys. B242 1, (1984).
[116] E. Bergshoeff, S. Cucu, T. de Wit, J. Gheerardyn, S. Vandoren, and A. Van Proeyen, “N = 2
supergravity in five dimensions revisited”, Class. Quantum Grav. 23 23, (2006),
arXiv:hep-th/0403045.
[117] D. Alekseevsky and V. Corte´s, “Geometric construction of the r-map: from affine special real
to special Ka¨hler manifolds”, Commun. Math. Phys. 291 2, (2009),
arXiv:0811.1658 [math.DG].
[118] K. Behrndt and S. Gukov, “Domain walls and superpotentials from M theory on Calabi–Yau
three-folds”, Nucl. Phys. B580 1-2, (2000), arXiv:hep-th/0001082.
– 100 –
[119] J. Gauntlett, D. Martelli, J. Sparks, and D. Waldram, “Supersymmetric AdS5 solutions of
M-theory”, Class. Quantum Grav. 21 18, (2004), arXiv:hep-th/0402153.
[120] L. Romans, “Self-duality for interacting fields: covariant field equations for six-dimensional
chiral supergravities”, Nucl. Phys. B276 1, (1986).
[121] M. Gunaydin, H. Samtleben, and E. Sezgin, “On the magical supergravities in six dimensions”,
Nucl. Phys. B848 (2011), arXiv:1012.1818 [hep-th].
[122] C. Callan, J. Harvey, and A. Strominger, “Supersymmetric string solitons”, in String theory
and quantum gravity. World Sci. Publ., River Edge, NJ, 1992. arXiv:hep-th/9112030.
[123] A. Strominger, “Superstrings with torsion”, Nucl. Phys. B274 (1986)253.
[124] A. Coimbra, C. Strickland-Constable, and D. Waldram, “Supergravity as generalised geometry
I: Type II theories”, JHEP 11 (2011)091, arXiv:1107.1733 [hep-th].
[125] W. Siegel, “Manifest duality in low-energy superstrings”, arXiv:hep-th/9308133.
[126] O. Hohm and S. Kwak, “Frame-like geometry of double field theory”, J. Phys. A 44 8, (2011),
arXiv:1011.4101 [hep-th].
[127] M. Gualtieri, “Branes on Poisson varieties”, in The many facets of geometry, pp. 368–394.
Oxford Univ. Press, Oxford, 2010. arXiv:0710.2719 [math.DG].
[128] I. Jeon, K. Lee, and J.-H. Park, “Differential geometry with a projection: application to
double field theory”, JHEP 04 (2011)014, arXiv:1011.1324 [hep-th].
[129] I. Jeon, K. Lee, and J.-H. Park, “Stringy differential geometry, beyond Riemann”,
Phys. Rev. D 84 (2011), arXiv:1105.6294 [hep-th].
[130] C. Strickland-Constable, “Subsectors, Dynkin diagrams and new generalised geometries”,
arXiv:1310.4196 [hep-th].
[131] D. Berman, M. Cederwall, A. Kleinschmidt, and D. Thompson, “The gauge structure of
generalised diffeomorphisms”, JHEP 01 (2013)064, arXiv:1208.5884 [hep-th].
[132] O. Hohm and H. Samtleben, “Exceptional field theory III. E8(8)”, Phys. Rev. D 90 (2014),
arXiv:1406.3348 [hep-th].
[133] J. Rosabal, “On the exceptional generalised Lie derivative for d ≥ 7”,
arXiv:1410.8148 [hep-th].
[134] M. Cederwall and J. Rosabal, “E8 geometry”, JHEP 07 (2015)007,
arXiv:1504.04843 [hep-th].
[135] N. Hitchin, “Stable forms and special metrics”, arXiv:math/0107101 [math.DG].
[136] N. Hitchin, “Brackets, forms and invariant functionals”, arXiv:math/0508618 [math.DG].
[137] N. Hitchin, “The geometry of three-forms in six and seven dimensions”,
arXiv:math/0010054 [math.DG].
[138] R. Rubio, “Bn-generalized geometry and G
2
2-structures”, J. Geom. Phys. 73 (2013)150–156,
arXiv:1301.3330 [math.DG].
[139] R. Rubio, Generalized geometry of type Bn. PhD thesis, University of Oxford, 2014.
– 101 –
[140] M. Manetti, “Lectures on deformations of complex manifolds (deformations from differential
graded viewpoint)”, Rend. Mat. Appl. (7) 24 1, (2004)1–183.
[141] M. Gualtieri, “Generalized geometry and the Hodge decomposition”,
arXiv:math/0409093 [math.DG].
[142] G. Cavalcanti, “Formality in generalized Ka¨hler geometry”, Topol. Appl. 154 6, (2007),
arXiv:math/0603596 [math.DG].
[143] A. Ashmore, M. Gabella, M. Gran˜a, M. Petrini, and D. Waldram, “Exactly marginal
deformations from exceptional generalised geometry.” to appear.
[144] H. Bursztyn, G. Cavalcanti, and M. Gualtieri, “Reduction of Courant algebroids and
generalized complex structures”, Advances in Mathematics 211 2, (2006),
arXiv:math/0509640.
[145] R. Dijkgraaf, S. Gukov, A. Neitzke, and C. Vafa, “Topological M-theory as unification of form
theories of gravity”, Adv. Theor. Math. Phys. 9 (2005), arXiv:hep-th/0411073.
[146] N. Nekrasov, “A` la recherche de la M-the´orie perdue Z theory: chasing M / F theory”,
arXiv:hep-th/0412021.
[147] A. Fayyazuddin, T. Husain, and I. Pappa, “Geometry of wrapped M5-branes in Calabi–Yau
2-folds”, Phys. Rev. D 73 12, (2006), arXiv:hep-th/0509018.
[148] A. Fayyazuddin and D. Smith, “Localized intersections of M5-branes and four-dimensional
superconformal field theories”, JHEP 04 (1999)030, arXiv:hep-th/9902210.
[149] K. Sakamoto, “On the topology of quaternion Ka¨hler manifolds”,
Tohoku Math. J. (2) 26 3, (1974).
[150] M. Konishi, “On manifolds with Sasakian 3-structure over quaternion Kaehler manifolds”,
Kodai Math. Sem. Rep. 26 (1975).
[151] D. Grandini, “Quaternionic Ka¨hler reductions of Wolf spaces”,
Ann. Global Anal. Geom. 32 3, (2007), arXiv:math/0608365 [math.DG].
[152] N. Hitchin, “The moduli space of complex Lagrangian submanifolds”, Asian J. Math 3 (1999),
arXiv:math/9901069 [math.DG].
[153] N. Hitchin, A. Karlhede, U. Lindstro¨m, and M. Rocˇek, “Hyperka¨hler metrics and
supersymmetry”, Commun. Math. Phys. 108 (1987)535.
– 102 –
