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GRAPH COHOMOLOGY CLASSES IN THE BATALIN-VILKOVISKY
FORMALISM
ALASTAIR HAMILTON AND ANDREY LAZAREV
Abstract. We give a conceptual formulation of Kontsevich’s ‘dual construction’ producing
graph cohomology classes from a differential graded Frobenius algebra with an odd scalar
product. Our construction – whilst equivalent to the original one – is combinatorics-free and is
based on the Batalin-Vilkovisky formalism, from which its gauge-independence is immediate.
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1. Introduction
M. Kontsevich introduced graph complexes in the beginning of the nineties [15], [16] and
proposed two constructions producing graph homology and cohomology classes. The first con-
struction uses an A∞-algebra with an invariant scalar product (also known as a symplectic or
a cyclic A∞-algebra [12]) as the input and gives rise to a family of homology classes in the
ribbon graph complex. One can also generalise this construction to algebras over other cyclic
operads (such as cyclic L∞ or C∞-algebras) to produce classes in the appropriate versions of
the graph complex considered in, e.g. [7] and [10]. This so called ‘direct construction’ is by now
well-understood from the point of view of the homology of Lie algebras. Topological conformal
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field theories (TCFTs) provide an alternative conceptual explanation of the direct construction
and we refer the reader to [13] for a detailed discussion of these approaches.
The ‘dual construction’ starts from a contractible differential graded Frobenius algebra with
an odd scalar product and produces a family of cohomology classes in the ribbon graph complex.
It draws its motivation from the quantum Chern-Simons theory, cf. [1], [2], [3] and [16]; the
aforementioned contractible differential graded Frobenius algebra being analogous to the de
Rham algebra on a three-dimensional sphere.
In contrast with the direct construction, the dual one is not at all well-understood. It is
unclear, first of all, why it gives rise to a graph cocycle. It is then unclear why the class of
this cocycle is independent of the choices involved (gauge-independence). It turns out, in fact,
that one has to impose a rather stringent condition on the Frobenius algebra for it to give a
cocycle; otherwise the cocycle is obtained on a certain partial compactification of the moduli
space of ribbon graphs (or the corresponding compactification of the moduli space of Riemann
surfaces). This will be discussed in the joint work of the second author with J. Chuang, as well
as an interpretation of the dual construction as a kind of TCFT.
As mentioned above there are many versions of the graph complex of which the most impor-
tant ones are the ribbon graph complex, the Lie graph complex and the commutative (undec-
orated) graph complex. The latter is the simplest of all; it is of interest mainly because of its
relation to the invariants of homology spheres (and more generally smooth manifolds), cf. for
example [5].
In the present paper we give a conceptual and definitive formulation of the dual construction
from the point of view of homological algebra, analogous to our treatment of the direct con-
struction in [13]. We only treat the case of the commutative graph complex; more work needs
to be done to accommodate other flavours of graph cohomology. This is essentially because the
graphs under consideration do not have any loops, the standard source of difficulties in quantum
field theory.
Central to our approach is the Batalin-Vilkovisky (BV) formalism, devised by Russian physi-
cists Batalin and Vilkovisky [4] as a method of quantising gauge theories. More recently the
BV-formalism was applied to the problem of deformation quantisation, cf. [6]. A modern
formulation of the BV-formalism was given in the fundamental paper by A. Schwarz [21].
Our formulation utilises a theorem of Kontsevich, which expresses graph homology through
the homology of a certain infinite-dimensional Lie algebra g consisting of Hamiltonian vector
fields vanishing at the origin. Very roughly, for a given Hamiltonian h ∈ g and a contractible
differential graded commutative Frobenius algebra A, we construct a certain Hamiltonian ΨA
on an odd symplectic superspace; integrating this superfunction over an appropriate Lagrangian
subspace gives a Chevalley-Eilenberg 1-cochain on g. This construction then generalises to give
cochains in all dimensions.
It turns out that the constructed cochain is a cocycle; this is highly nontrivial and follows
from the Batalin-Vilkovisky yoga together with the fact that the vector field generated by
the Hamiltonian ΨA is divergence-free; this fact is in turn related to the absence of loops in
the commutative graph complex. Using physical language one can say that our model has no
quantum anomalies. In this connection we mention the paper of A. Schwarz [20] where similar
ideas were spelled out. Furthermore, the BV-formalism also implies the independence of the
obtained cohomology class on the choice of a gauge-condition, i.e. the choice of the Lagrangian
subspace.
The paper is organised as follows. In Section 2 we recall the basics of symplectic geometry
on a flat superspace and introduce the Lie algebras of Hamiltonian vector fields. This material
is fairly standard and is treated in detail in, e.g. [12]. Section 3 is a recollection of graph
homology and Kontsevich’s theorem relating it to the homology of a certain infinite-dimensional
Lie algebra. Here our exposition follows [11]. Section 4 treats the Wick rotation in the setting of
finite-dimensional superspaces. This material seems to be completely standard for physicists but
we have decided to include it in order to make the paper self-contained. Section 5 gives the basics
of the BV-geometry. There are many good papers where the BV-geometry is considered from
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various standpoints, besides Schwarz’s paper mentioned earlier; particularly [9], [14] and [17].
We don’t explicitly use the more general results of these papers. Instead we give a simple and
direct treatment of the BV-formalism for flat spaces which is sufficient for our purposes. Finally,
in Section 6 we give the BV-formulation of the dual construction and show its equivalence to
the original combinatorial version.
1.1. Notation and conventions. Throughout the paper we shall work with vector superspaces
over the real numbers. A vector superspaceW :=W0⊕W1 is a Z/2Z-graded vector space. Our
tendency will be to omit the adjective ‘super’ wherever possible. Given a vector (super)space
W , its parity reversion ΠW is defined by the formulae:
ΠW0 :=W1, ΠW1 :=W0.
The dual space of W will be denoted by W ∗. The (super)trace of a linear operator f :W →W
will be denoted by tr(f).
From the vector space W , we may form the tensor algebra T (W ) and we denote the Lie
algebra of derivations by Der[T (W )]. Likewise, we may form the tensor coalgebra T (W ) (with
the noncocommutative comultiplication) and we denote the Lie algebra of coderivations by
Coder[T (W )]. Our convention will be to refer to elements of Der[T (W )] as vector fields. We
have the following correspondence between multilinear maps and coderivations:
(1.1)
Coder[T (W )] ∼= Hom(T (W ),W ),
ξ 7→ p ◦ ξ;
where p : T (W )→W is the canonical projection. We denote the Lie subalgebra of Coder[T (W )]
consisting of coderivations which vanish on R by Coder+[T (W )]. Likewise, we denote the Lie
algebra consisting of vector fields which vanish at zero by Der+[T (W )].
The symmetric group on n letters will be denoted by Sn. We may similarly define the
Lie algebra of (co)derivations for the symmetric (co)algebra S(W ) :=
⊕∞
n=0[W
⊗n]Sn . The
correspondence defined by (1.1) continues to hold when we replace T (W ) with S(W ).
For any vector space W , we can define mutually inverse maps
i : S(W )→
∞⊕
n=0
[W⊗n]Sn , pi :
∞⊕
n=0
[W⊗n]Sn → S(W )
between Sn-coinvariants and Sn-invariants by the formulae
(1.2) in(x1 ⊗ . . .⊗ xn) :=
∑
σ∈Sn
σ · [x1 ⊗ . . .⊗ xn], pin(x1 ⊗ . . .⊗ xn) := 1
n!
x1 ⊗ . . . ⊗ xn.
The initial data for our constructions will be a differential graded Frobenius algebra. This
is a differential Z/2Z-graded associative algebra A with a nondegenerate scalar product 〈−,−〉
satisfying the following conditions:
〈ab, c〉 = 〈a, bc〉, for all a, b, c ∈ A;(1.3)
〈d(a), b〉 + (−1)a〈a, d(b)〉 = 0, for all a, b ∈ A.(1.4)
Let k be a positive integer. A partition c of {1, . . . , 2k} such that every x ∈ c is a set consisting
of precisely two elements will be called a chord diagram. The set of all such chord diagrams will
be denoted by C (k).
2. Exterior calculus on a superspace
In this section we recall the basic geometrical apparatus and terminology used to describe the
geometry of (flat) superspaces. The Lie algebras g2n|m of Hamiltonian vector fields are defined
and the definition of Chevalley-Eilenberg homology is recalled.
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2.1. Polynomial forms. We begin with the definition of polynomial valued differential forms.
Definition 2.1. Let W be a vector space, the module of polynomial 1-forms Ω1(W ) is defined
as the quotient of S(W ∗)⊗ S(W ∗) by the relations
x⊗ yz = (−1)|z|(|y|+|x|)zx⊗ y + xy ⊗ z,
for x, y, z ∈ S(W ∗).
This is a left S(W ∗)-module via the action
a · (x⊗ y) := ax⊗ y,
for a, x, y ∈ S(W ∗).
Let d : S(W ∗)→ Ω1(W ) be the map given by the formula,
d(x) := 1⊗ x.
The map d is a derivation of degree zero.
Proposition 2.2. Let W be a vector space, then the following vector spaces are isomorphic:
W ∗ ⊗ S(W ∗) ∼= Ω1(W )
x⊗ y 7→ dx · y

Definition 2.3. Let W be a vector space and let A := S(W ∗). The module of polynomial
forms Ω•(W ) is defined as
Ω•(W ) := SA
[
ΠΩ1(W )
]
= A⊕
∞⊕
i=1
(ΠΩ1(W )⊗
A
. . . ⊗
A
ΠΩ1(W )︸ ︷︷ ︸
i factors
)Si .
Since Ω1(W ) is a module over the commutative algebra A, Ω•(W ) has the structure of a
commutative algebra whose multiplication is the standard multiplication on the symmetric
algebra SA
[
ΠΩ1(W )
]
. The map d : S(W ∗) → Ω1(W ) lifts uniquely to a map d : Ω•(W ) →
Ω•(W ) which gives Ω•(W ) the structure of a differential graded commutative algebra.
Definition 2.4. Let W be a vector space and let η : S(W ∗)→ S(W ∗) be a vector field:
(1) We can define a vector field Lη : Ω
•(W ) → Ω•(W ), called the Lie derivative, by the
formulae:
Lη(x) := η(x),
Lη(dx) := (−1)ηd(η(x));
for any x ∈ S(W ∗).
(2) We can define a vector field iη : Ω
•(W ) → Ω•(W ), called the contraction operator, by
the formulae:
iη(x) := 0,
iη(dx) := η(x);
for any x ∈ S(W ∗).
These maps can be shown to satisfy the following identities:
Lemma 2.5. Let W be a vector space and let η, γ : S(W ∗)→ S(W ∗) be vector fields, then
(1) Lη = [iη, d].
(2) [Lη, iγ ] = i[η,γ].
(3) L[η,γ] = [Lη, Lγ ].
(4) [iη, iγ ] = 0.
(5) [Lη, d] = 0.
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2.2. Formal geometry. The geometry described in the last subsection admits a formal ana-
logue, where polynomials are replaced with formal power series. Since the vector spaces we
are working with are assumed to be finite-dimensional, this formal geometry is defined by sim-
ply taking an adic completion of the definitions given in subsection 2.1. We summarise the
differences as follows:
For a finite-dimensional vector space W the symmetric algebra S(W ∗) gets replaced with the
completed symmetric algebra
Ŝ(W ∗) :=
∞∏
i=0
Si(W ∗).
S(W ∗) is properly contained inside Ŝ(W ∗) as a subalgebra. A vector field on Ŝ(W ∗) is a
derivation
η : Ŝ(W ∗)→ Ŝ(W ∗)
which is continuous with respect to the adic topology. We denote the Lie algebra of all such
vector fields by Der[Ŝ(W ∗)]. SinceW is finite-dimensional, any vector field η : S(W ∗)→ S(W ∗)
extends uniquely to a vector field η̂ : Ŝ(W ∗)→ Ŝ(W ∗); hence Der[S(W ∗)] is properly contained
inside Der[Ŝ(W ∗)] as a Lie subalgebra.
There exists a formal version of the algebra of forms on W which is denoted by Ω̂•(W ). This
differential graded algebra is just the adic completion of Ω•(W ). The formal versions of the Lie
derivative and contraction operators introduced in Definition 2.4 are defined analogously.
The identity
[S(W )]∗ =
∞∏
i=0
[(W ∗)⊗i]Si
and the maps i and pi defined by equation (1.2) give rise to the following isomorphism of Lie
algebras:
(2.1)
Coder[S(W )] ∼= Der[Ŝ(W ∗)],
η 7→ η∨ := pi ◦ η∗ ◦ i;
which also holds when we replace Coder and Der by Coder+ and Der+ respectively.
2.3. Flat symplectic geometry. In this subsection we recall the basic definitions for sym-
plectic geometry on a flat superspace according to [15]. We begin by giving the definition
of a symplectic form. In this paper we will mostly be interested in constant 2-forms; these
are 2-forms ω ∈ Ω2(W ) which can be written in the form ω = ∑i dyidzi for some functions
yi, zi ∈W ∗. Note that any constant 2-form is closed; that is to say that dω = 0.
Definition 2.6. Let W be a vector space and ω ∈ Ω2(W ) be any constant 2-form. We say that
ω is a symplectic form if it is nondegenerate, that is to say that the following map is bijective;
(2.2)
Der[S(W ∗)] → Ω1(W ),
η 7→ iη(ω).
Definition 2.7. Let W be a vector space and let ω ∈ Ω2(W ) be a symplectic form. We say a
vector field η : S(W ∗)→ S(W ∗) is a symplectic vector field if Lη(ω) = 0.
Recall that a (skew)-symmetric bilinear form 〈−,−〉 on W is called nondegenerate if the map
W → W ∗
x 7→ [a 7→ 〈x, a〉]
is bijective. The following proposition provides an interpretation of constant 2-forms.
Proposition 2.8. Let W be a vector space. There exists a map
Υ : {ω ∈ Ω2(W ) : ω is constant} → (Λ2W )∗
defined by the formula
Υ(dxdy) := (−1)x[x⊗ y − (−1)xyy ⊗ x]
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which provides an isomorphism between constant 2-forms and skew-symmetric bilinear forms on
W . Furthermore, a constant 2-form ω ∈ Ω2(W ) is nondegenerate if and only if the corresponding
bilinear form 〈−,−〉 := Υ(ω) is nondegenerate.

The analogous definitions for symmetric bilinear forms are as follows.
Definition 2.9. Let W be a vector space. To any quadratic function σ ∈ S2(W ∗) there
corresponds a symmetric bilinear form
〈−,−〉 : W ⊗W → R
defined by the formula 〈−,−〉 := i2(σ). We say that σ is nondegenerate if and only if the
corresponding bilinear form 〈−,−〉 is nondegenerate.
Since any nondegenerate bilinear form on a vector space provides an identification of that
vector space with its dual, it gives rise to a nondegenerate bilinear form on the dual space which
is described as follows:
Definition 2.10. Let 〈−,−〉 be a nondegenerate (skew)-symmetric bilinear form on a vector
space W , then it gives rise to isomorphisms
Dl :W →W ∗ and Dr :W →W ∗
defined by the formulae
Dl(u) := [x 7→ 〈u, x〉] and Dr(u) := [x 7→ 〈x, u〉].
The inverse form, denoted by 〈−,−〉−1, is given by the following commutative diagram:
(2.3) R
W ⊗W
〈−,−〉
;;vvvvvvvvv Dl⊗Dr // W ∗ ⊗W ∗
〈−,−〉−1
ddJJJJJJJJJJ
A symplectic vector space is defined as a vector space W which comes equipped with a
symplectic form ω ∈ Ω2(W ). There is a canonical symplectic vector space V of dimension 2n|m
with an even symplectic form. There are canonical coordinates
(2.4) p1, . . . , pn; q1, . . . , qn︸ ︷︷ ︸
even
;x1, . . . , xm︸ ︷︷ ︸
odd
on V which form a basis for V ∗ and the symplectic form ω ∈ Ω2(V ) is given by
ω :=
n∑
i=1
dpidqi +
1
2
m∑
i=1
dxidxi.
Lemma 2.11. Let (W,ω) be a symplectic vector space, then the map
Φ : Der[S(W ∗)]→ Ω1(W )
given by the formula Φ(η) := iη(ω) induces a one-to-one correspondence between symplectic
vector fields and closed 1-forms:
Φ : {η ∈ Der[S(W ∗)] : Lη(ω) = 0}
∼=−→ {λ ∈ Ω1(W ) : dλ = 0}.

This means that to any function in Ω0(W ) := S(W ∗) we can associate a certain symplectic
vector field;
Ω0(W ) → {η ∈ Der[S(W ∗)] : Lη(ω) = 0},
a 7→ Φ−1(da).
We will typically denote the resulting vector field by the corresponding Greek letter, for instance
in this case we have α := Φ−1(da).
This allows us to define a Lie algebra as follows.
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Definition 2.12. Given a symplectic vector space (W,ω) with an even symplectic form we can
define a Lie algebra h[W ] whose underlying vector space is h[W ] := S(W ∗).
The Lie bracket on h[W ] is given by the formula;
(2.5) {a, b} := (−1)aLα(b), for any a, b ∈ h[W ].
We define a new Lie algebra g[W ] as the Lie subalgebra of h[W ] which has the underlying
vector space
g[W ] :=
∞⊕
i=2
Si(W ∗).
The Lie algebra g˜[W ] is defined to be the Lie subalgebra of g[W ] which has the underlying
vector space
g˜[W ] :=
∞⊕
i=3
Si(W ∗).
Remark 2.13. The anti-symmetry and Jacobi identity follow straightforwardly from the iden-
tities in Lemma 2.5, see [13] and also Lemma 5.6. Note that the case when W is a symplectic
vector space with an odd symplectic form admits an analogous treatment with appropriate
modifications to the signs and grading, however its description will be deferred to section 5 on
the BV-formalism.
The Lie algebras corresponding to the canonical 2n|m-dimensional symplectic vector space
V , cf. (2.4), are denoted as follows:
h2n|m := h[V ], g2n|m := g[V ], g˜2n|m := g˜[V ].
The quadratic part of g2n|m forms a Lie subalgebra of g2n|m which may be identified with the
Lie algebra osp2n|m of linear symplectic vector fields on V , hence g2n|m decomposes as
g2n|m = osp2n|m ⋉ g˜2n|m.
We denote the direct limits of these Lie algebras by
h := lim−→
n,m
h2n|m, g := lim−→
n,m
g2n|m, g˜ := lim−→
n,m
g˜2n|m and osp := lim−→
n,m
osp2n|m.
Proposition 2.14. Let (W,ω) be a symplectic vector space. The map from the Lie algebra
h[W ] to the Lie algebra of symplectic vector fields
h[W ] → {η ∈ Der[S(W ∗)] : Lη(ω) = 0}
a 7→ α := Φ−1(da)
is a surjective homomorphism of Lie algebras with kernel R.

Remark 2.15. We call the polynomial a ∈ h[W ] the Hamiltonian corresponding to the symplectic
vector field α. By the proposition, the polynomial a is uniquely determined modulo constant
functions.
2.4. Lie algebra homology. In this subsection we recall the definition of the Chevalley-
Eilenberg homology of a Lie algebra.
Definition 2.16. Let l be a Lie algebra: the underlying space of the Chevalley-Eilenberg
complex of l is the exterior algebra Λ(l) which is defined to be the quotient of T (l) by the ideal
generated by the relation
g ⊗ h = −(−1)|g||h|h⊗ g; g, h ∈ l.
The differential δ : Λm(l)→ Λm−1(l) is defined by the following formula:
(2.6) δ(g1 ∧ · · · ∧ gm) :=
∑
1≤i<j≤m
(−1)p(g)[gi, gj ] ∧ g1 ∧ · · · ∧ gˆi ∧ · · · ∧ gˆj ∧ · · · ∧ gm,
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for g1, . . . , gm ∈ l; where
p(g) := |gi|(|g1|+ . . .+ |gi−1|) + |gj |(|g1|+ . . .+ |gj−1|) + |gi||gj |+ i+ j − 1.
We will denote the Chevalley-Eilenberg complex of l by C•(l). The homology of the Lie algebra
l is defined to be the homology of this complex. Chevalley-Eilenberg cohomology is defined by
taking the R-linear dual of the above definition.
Remark 2.17. Let l be a Lie algebra; l acts on Λ(l) via the adjoint action. This action commutes
with the Chevalley-Eilenberg differential δ. As a consequence of this the space
C•(g˜2n|m)osp2n|m
of osp2n|m-coinvariants of the Chevalley-Eilenberg complex of g˜2n|m forms a complex when
equipped with the Chevalley-Eilenberg differential δ. This is called the relative Chevalley-
Eilenberg complex of g2n|m modulo osp2n|m (cf. [8]) and is denoted by C•(g2n|m, osp2n|m). The
homology of this complex is called the relative homology of g2n|m modulo osp2n|m. As before,
relative cohomology is defined by taking the R-linear dual of this definition. The stable limit of
the relative Chevalley-Eilenberg complexes is given by
C•(g, osp) = lim−→
n,m
C•(g2n|m, osp2n|m).
We denote the homology of this stable limit by H•(g, osp) and its cohomology by H
•(g, osp).
3. Graph homology
In this section we recall the definition of graph homology and formulate Kontsevich’s theorem
which expresses graph homology as the homology of an infinite-dimensional Lie algebra of
Hamiltonian vector fields.
3.1. Basic definitions. This subsection recalls the basic definition of the graph complex as
defined in the context of the commutative operad. Our description here will be somewhat
informal, in order to avoid overburdening the reader with the precise details. A more complete
description is contained in [11].
Definition 3.1. A graph Γ is a one-dimensional cell complex. From a combinatorial perspective
Γ consists of the following data:
(1) A finite set, also denoted by Γ, consisting of the half-edges of Γ.
(2) A partition V (Γ) of Γ. The elements of V (Γ) are called the vertices of Γ.
(3) A partition E(Γ) of Γ into sets having cardinality equal to two. The elements of E(Γ)
are called the edges of Γ.
(4) We require an additional piece of data on Γ, namely that of an orientation. This is
given by ordering the vertices of Γ and orienting the edges of Γ. We then mod out by
the action of even permutations on these structures, hence there are just two ways of
choosing an orientation on Γ.
We say that a vertex v ∈ V has valency n if v has cardinality n. The elements of v are called
the incident half-edges of v. In this paper we shall assume that all our graphs have vertices of
valency ≥ 3.
There is an obvious notion of isomorphism for graphs. Two graphs Γ and Γ′ are said to be
isomorphic if there is a bijection Γ→ Γ′ which preserves the structures described by items (2–4)
of Definition 3.1.
Given a graph Γ and an edge e of Γ, there is a way to contract the edge e to produce a new
graph which is denoted by Γ/e. From the topological viewpoint, this is just given by collapsing
the corresponding one-cell to a point. Providing that the edge that we contract is not a loop,
there is a way to make sense of the induced orientation on Γ/e.
These definitions allow us to define the following complex.
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Definition 3.2. There is a complex, denoted by G•, called the graph complex. The underlying
space of G• is the free vector space generated by isomorphism classes of graphs modulo the
relation
Γ† = −Γ,
where Γ† denotes the graph Γ with the opposite orientation.
The differential ∂ on G• is given by the formula:
∂(Γ) :=
∑
e∈E(Γ)
Γ/e
where Γ is any graph and the sum is taken over all edges of Γ. Graph homology is defined to
be the homology of this complex and is denoted by HG•. Graph cohomology, denoted by HG•,
is defined by taking the R-linear dual of the above definition.
3.2. Kontsevich’s theorem. In this subsection we formulate the super-analogue of Kontse-
vich’s theorem linking graph homology with the homology of the Lie algebra g2n|m. A more
detailed discussion of the theorem and its proof can be found in [11].
Definition 3.3. Let c := {i1, j1}, . . . , {ik, jk} be a chord diagram and assume that ir < jr for
all r. Let k1, . . . , kl be a sequence of positive integers such that k1 + . . .+ kl = 2k, then we can
define a graph Γ := Γk1,...,kl(c) with half-edges h1, . . . , h2k as follows:
(1) The vertices of Γ are
{h1, . . . , hk1}, {hk1+1, . . . , hk1+k2}, . . . , {hk1+...+kl−1+1, . . . , hk1+...+kl}.
(2) The edges of Γ are
(hi1 , hj1), . . . , (hik , hjk).
(3) The orientation on Γ is given by ordering the vertices as in (1) and orienting the edges
as in (2).
Definition 3.4. Let V be a vector space equipped with an even bilinear form 〈−,−〉 and let
c := {i1, j1}, . . . , {ik, jk}
be a chord diagram, for which we assume that ir < jr for all r. We define the map βc : V
⊗2k → R
by the formula
βc(x1 ⊗ . . . ⊗ x2k) := (−1)pc(x)〈xi1 , xj1〉〈xi2 , xj2〉 . . . 〈xik , xjk〉,
where the sign (−1)pc(x) is determined by the Koszul sign rule for the permutation of the factors
x1, . . . , x2k 7→ xi1 , xj1 , xi2 , xj2 , . . . , xik , xjk .
We can define a map I : C•(g2n|m, osp2n|m) → G• which formally resembles Wick’s formula
for integration with respect to a Gaussian measure in which certain contributions to the integral
are indexed by graphs:
Definition 3.5. Let
x := (x11 · · · x1k1)⊗ . . .⊗ (xl1 · · · xlkl)
represent a Chevalley-Eilenberg chain, where xij is a real-valued linear function on the canonical
2n|m-dimensional symplectic vector space V (cf. (2.4)) and k1 + . . . + kl = 2k. We equip the
vector space V ∗ with the inverse form defined by diagram (2.3) and define the map
I : C•(g2n|m, osp2n|m)→ G•
by the formula,
I(x) :=
∑
c∈C (k)
βc(x)Γk1,...,kl(c).
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The maps I : C•(g2n|m, osp2n|m)→ G• defined above give rise to a map
(3.1) I : C•(g, osp)→ G•
on the direct limit. Kontsevich’s theorem can now be formulated as follows:
Theorem 3.6. The map I : C•(g, osp)→ G• is an isomorphism of complexes.

4. Wick’s formula and the Wick rotation
We need to make sense of integrals of the form
(4.1)
∫
Rn
f(x)e−
1
2
〈x,x〉dx
where 〈−,−〉 is a nondegenerate symmetric bilinear form and f is a polynomial function on
R
n. If the form 〈−,−〉 on Rn is positive definite then this integral is convergent and could be
evaluated by means of Wick’s formula, which will be recalled below. Suppose now that 〈−,−〉
is not positive definite. A linear change of variables allows one to consider only the case when
the quadratic function 〈x, x〉 has the form∑ki=1 x2i −∑ni=k+1 x2i . We will introduce the function
g(t) as
g(t) :=
∫
Rn
f(x)e−
1
2
[
P
k
i=1
(xi)2+
P
n
i=k+1
(txi)2]dx.
Then g(t) is well-defined for nonzero real t and we can analytically continue g for arbitrary
nonzero t ∈ C; thus our integral (4.1) equals g(i). For example, ∫∞−∞ e 12x2dx will be equal to
−i√2pi.
Remark 4.1. The formal manipulation described above is known in physics as the Wick rota-
tion. It is easy to check that
∫
Rn
f(x)e−
1
2
〈x,x〉dx as defined above obeys the standard rules of
integration (i.e. the change of variables formula and integration by parts still hold) although
the integral itself exists only formally.
Now let W be a real vector space of dimension n|m with a nondegenerate even symmetric
bilinear form 〈−,−〉 and denote the corresponding quadratic Hamiltonian by σ := pi2(〈−,−〉).
Given a polynomial superfunction f ∈ S(W ∗), we will for the most part be interested in the
quantity
(4.2) 〈f〉0 :=
∫
W
f(x, ξ)e−σ(x,ξ)dxdξ∫
W
e−σ(x,ξ)dxdξ
which is sometimes called the vacuum expectation value of the observable f in the context of
quantum field theory. Since there are no convergence issues with integrals over odd spaces,
the Gaussian integrals appearing in (4.2) can be defined using the Wick rotation as above by
identifying the vector space W with Rn|m. Note that since the vacuum expectation value is a
ratio of two integrals, its definition does not depend upon the choice of linear coordinates for
W . For this reason we will hereafter omit the terms dx and dξ in the formula (4.2) for the
expectation value. There is a purely algebraic formula, called Wick’s formula, which allows one
to compute 〈f〉0; cf. for example Lecture 1 of [22]. It suffices to assume that f is a product of
linear functions:
Lemma 4.2. Let f = f1 · · · f2k be a monomial superfunction on W , where fi ∈W ∗; then
(4.3) 〈f〉0 =
∑
c∈C (k)
βc(f) =
∑
c∈C (k)
(−1)pc(f)〈fi1 , fj1〉−1 . . . 〈fik , fjk〉−1;
where the sum is taken over all partitions c := {i1, j1}, . . . , {ik, jk} of {1, . . . , 2k}, also known as
chord diagrams. The sign (−1)pc(f) is determined by the Koszul sign rule (cf. Definition 3.4).

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Remark 4.3. It follows that 〈f〉0 is always real and could in fact be defined over an arbitrary
field of characteristic zero.
We now provide the appropriate analogue of Stokes’ theorem.
Lemma 4.4. Let 〈−,−〉 be a nondegenerate even symmetric bilinear form on Rn and let q ∈
Ωn−1(Rn) be any polynomial (n− 1)-form, then∫
Rn
d
(
qe−σ
)
= 0.
Proof. It suffices to consider the case n = 1. We may assume that the function q(x) = xr is a
monomial in one variable. First let us suppose that our bilinear form is positive definite, then∫ ∞
−∞
∂x
[
xre−
1
2
x2
]
dx = (1− (−1)r) lim
a→∞
are−
1
2
a2 = 0.
The case when 〈−,−〉 is negative definite can be reduced to the first case by making use of the
Wick rotation. 
5. The geometry of the BV-formalism
In this section we describe the basic geometry underlying the BV-formalism. This description
is not new; it is taken from [21], but also appears in the work of several other authors, cf. [14]
and [17]. Indeed, our situation is considerably simpler, since we only work with spaces with
a flat geometry. The only significant difference is that our spaces are no longer compact and
that we use Gaussian measures defined from a nondegenerate bilinear form which may not be
positive definite.
Definition 5.1. A linear P -manifold is a symplectic vector space (W,ω) whose symplectic form
ω ∈ Ω2(W ) is odd.
Since the bilinear form on W corresponding to ω must be nondegenerate, it follows that any
linear P -manifold must have dimension n|n for some integer n.
An important fact which we will use is that for every positive integer n, there is a canonical
linear P -manifold U of dimension n|n to which any other n|n-dimensional linear P -manifold is
isomorphic. There are canonical coordinates
x1, . . . , xn︸ ︷︷ ︸
even
; ξ1, . . . , ξn︸ ︷︷ ︸
odd
on U which form a basis for U∗ and the symplectic form ω is given by
(5.1) ω :=
n∑
i=1
dxidξi.
5.1. Divergence. We now give the definition of (super)divergence which generalises the defi-
nition of (super)trace.
Definition 5.2. Let W be a finite-dimensional vector space, then we define a map
∇ : Der[S(W ∗)]→ S(W ∗)
as follows: let y1, . . . , yk be a homogeneous basis for W
∗ and η : S(W ∗)→ S(W ∗) be any vector
field, then
∇η :=
k∑
i=1
(−1)yi+yiη∂yi [η(yi)].
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Remark 5.3. The definition of ∇ is independent of the choice of linear coordinates as it is given
by the composition of the maps in the following diagram:
Der[S(W ∗)] = Hom(W ∗, S(W ∗)) = S(W ∗)⊗W τ→W ⊗ S(W ∗)→ S(W ∗),
where the last map is the action of W = W ∗∗ on S(W ∗) given by considering W as the space
of constant vector fields.
The divergence operator ∇ can easily be shown to satisfy the following identities:
Lemma 5.4. Let W be a finite-dimensional vector space; η, γ : S(W ∗) → S(W ∗) be vector
fields and f ∈ S(W ∗) be a function:
(1) ∇[η, γ] = η(∇γ)− (−1)ηγγ(∇η),
(2) ∇(f · η) = f · ∇η + (−1)fηη(f).

5.2. Anti-bracket. Recall from Lemma 2.11 that given a symplectic vector space (W,ω), there
corresponds to any polynomial function a ∈ S(W ∗), a symplectic vector field α := Φ−1(da). We
now use this fact to define the anti-bracket.
Definition 5.5. Let (W,ω) be a linear P -manifold. We define a bracket
{−,−} : S(W ∗)⊗ S(W ∗)→ S(W ∗)
of odd degree by the formula
{a, b} := Lα(b).
Lemma 5.6. The bracket {−,−} on h[W ] := S(W ∗) is an odd Poisson bracket, that is to say
that:
(1) The bracket [−,−] : Πh[W ]⊗Πh[W ]→ Πh[W ] given by the formula
Π ◦ [−,−] = {−,−} ◦ (Π⊗Π)
is a Lie bracket.
(2) For any a, b, c ∈ h[W ];
{a, bc} = {a, b}c + (−1)(a+1)bb{a, c}.
Proof. Firstly, the bracket {−,−} is symmetric and hence the bracket [−,−] is anti-symmetric;
this is a simple consequence of identities (1) and (4) of Lemma 2.5.
The Jacobi identity for [−,−] follows from the following identity:
d{a, b} = dLα(b) = (−1)a+1Lαd(b) = (−1)a+1Lαiβ(ω),
= (−1)a+1[Lα, iβ ](ω) = (−1)a+1i[α,β](ω).
(5.2)
Finally, the Leibniz identity follows from the identity
(5.3) d(bc) = (−1)c(b+1)cd(b) + (−1)bbd(c) = Φ((−1)c(b+1)cβ + (−1)bbγ).

Remark 5.7. As in section 2.3, we define g[W ] to be the Lie subalgebra of h[W ] consisting of
polynomials of order ≥ 2. The corresponding analogue of Proposition 2.14 holds for g[W ]; that
is to say that the map
[Φ−1dΠ] : Πg[W ]→ {η ∈ Der+[S(W ∗)] : Lη(ω) = 0}
is an isomorphism of Lie algebras.
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5.3. Odd Laplacian. Now we define the (odd) Laplacian.
Definition 5.8. Let (W,ω) be a linear P -manifold. We define the Laplacian
∆ : S(W ∗)→ S(W ∗)
by the formula
∆(a) :=
1
2
∇(α).
Lemma 5.9. The Laplacian ∆ : S(W ∗)→ S(W ∗) satisfies the following identities:
(1) For all a, b ∈ S(W ∗);
∆(ab) = ∆(a)b+ (−1)aa∆(b) + {a, b}.
(2) For all a, b ∈ S(W ∗);
∆{a, b}+ {∆a, b}+ (−1)a{a,∆b} = 0.
(3) Suppose that x1, . . . , xn; ξ1, . . . , ξn is a system of coordinates on W such that ω takes the
canonical form (5.1), then
(5.4) ∆ =
n∑
i=1
∂xi∂ξi .
Remark 5.10. Note that it follows immediately from (5.4) that ∆2 = 0.
Proof. Part (1) follows directly from Lemma 5.4 (2) and equation (5.3). Part (2) is a direct
consequence of Lemma 5.4 (1) and equation (5.2). The proof of part (3) is a routine calculation.

5.4. Lagrangian subspaces and Stokes’ theorem. The integration of functions over La-
grangian submanifolds of a P -manifold lies at the heart of the BV-formalism. It was a funda-
mental insight of Schwarz [21] that if the P -manifold comes equipped with a compatible volume
form (SP -manifold), then any Lagrangian submanifold may also be endowed with a volume form
which is canonically determined up to a sign. Moreover, the integral of a ∆-closed superfunc-
tion over any two homologous submanifolds is always the same; this is the gauge-independence
property of the BV-framework.
In this subsection we discuss linear analogues of some of these results. Our integrals are
defined over a noncompact space supplied with a Gaussian measure which is determined by a
(not necessarily positive definite) bilinear form. Because of this we cannot formally quote the
relevant statements from Schwarz’s paper and therefore provide an independent treatment.
Definition 5.11. Let (W,ω) be a linear P -manifold. A subspace X ⊂ W is called isotropic if
the restriction of the symplectic form ω ∈ Ω2(W ) to X is equal to zero. A subspace L ⊂ W is
called a Lagrangian subspace if it is a maximally isotropic subspace of W ; that is to say that it
is an isotropic subspace of maximal dimension.
Let U be the canonical linear P -manifold of dimension n|n (cf. (5.1)). There is a canonical
Lagrangian subspace Lk|n−k ⊂ U of dimension k|n − k which is defined as the locus of the
equations
(5.5) ξ1 = . . . = ξk = 0, xk+1 = . . . = xn = 0.
We now formulate some basic facts about Lagrangian subspaces.
Lemma 5.12. Let (W,ω) be a linear P -manifold of dimension n|n and let L ⊂ W be a La-
grangian subspace:
(1) There exist canonical coordinates x1, . . . , xn; ξ1, . . . , ξn on W such that ω takes the
canonical form (5.1) and L is the locus of the equations (5.5) for some k ≤ n.
(2) There exists a Lagrangian subspace L′ ⊂W such that
W = L⊕ L′.
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(3) For any such Lagrangian subspace L′, the map
L′ → L∗
x 7→ [y 7→ 〈x, y〉]
is nondegenerate.
(4) Any Lagrangian subspace can be represented as the graph of a gradient; more precisely,
suppose that x1, . . . , xn; ξ1, . . . , ξn is a system of coordinates on W for which ω takes the
canonical form (5.1) and such that the coordinates
x1, . . . , xk; ξk+1, . . . , ξn
are linearly independent on L, then there exists an odd quadratic function (known as a
generating function) ϕ ∈ S2(W ∗) such that
∂ξ1(ϕ) = . . . = ∂ξk(ϕ) = 0 = ∂xk+1(ϕ) = . . . = ∂xn(ϕ)
and such that L is the locus of the equations
ξ1 = −∂x1(ϕ), . . . , ξk = −∂xk(ϕ), xk+1 = ∂ξk+1(ϕ), . . . , xn = ∂ξn(ϕ).
Remark 5.13. It follows that the dimension of any Lagrangian subspace L is then k|n − k for
some k ≤ n. Note that any subspace given by the graph of a gradient is Lagrangian, as a
routine calculation using the equality of mixed partial derivatives shows. This implies that the
Lagrangian subspace L′ in part (2) is not canonically determined, the different choices for L′
being parameterised by some chart of the Lagrangian Grassmannian L(W,ω).
Proof. The proof of part (1) is an exercise in linear algebra which is omitted. Part (2) follows
from part (1); if L is the locus of the equations (5.5) then we can set L′ to be the locus of the
equations
x1 = . . . = xk = 0, ξk+1 = . . . = ξn = 0.
The proof of part (3) is tautological. The proof of part (4) follows the proof of the corresponding
classical result mutatis mutandis, cf. [18]. 
The following theorem describes a kind of Poincare´ duality which allows us to identify the
geometry underlying the BV-formalism with the usual exterior calculus.
Theorem 5.14. Let U be the canonical linear P -manifold of dimension n|n (cf. (5.1)) and let
M := U0 be the body (even component) of U . There is a duality isomorphism (inverse Fourier
transform)
D : Ŝ(U∗)→ Ω̂•(M)
given as follows: let g := fξi1 . . . ξil where f ∈ Ŝ(M∗) and ξir ∈ U∗1 , then
D(g) := i∂xi1 ◦ . . . ◦ i∂xil [f · dx1 . . . dxn].
Proof. It follows from Lemma 2.5 (4) that D is well-defined. The statement that D is an
isomorphism is simply a reformulation of the usual statement of Poincare´ duality which holds
for the exterior algebra. It remains to show that D identifies the Laplacian ∆ with the exterior
derivative d:
∆(g) =
l∑
r=1
(−1)r−1∂xir (f)ξi1 . . . ξ̂ir . . . ξil ,
dD(g) =
l∑
r=1
(−1)r−1i∂xi1 ◦ . . . î∂xir . . . ◦ i∂xil ◦ L∂xir [f · dx1 . . . dxn].
The first identity follows from Lemma 5.9 (3). The second identity follows from parts (1) and
(2) of Lemma 2.5 and the fact that f ·dx1 . . . dxn is a top form and therefore closed. The above
identities imply that D∆(g) = dD(g). 
We have the following proposition whose proof is a routine check.
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Proposition 5.15. Let U be the canonical linear P -manifold of dimension n|n and let M := U0
be the n-dimensional body of U . Let Lk|n−k be the canonical Lagrangian subspace of U of
dimension k|n−k (cf. (5.5)) and denote the k-dimensional body of Lk|n−k by Mk. Let f ∈ S(U∗)
be a polynomial superfunction on U and let σ ∈ S2(U∗) be a quadratic even Hamiltonian whose
restriction to Lk|n−k is nondegenerate, then
(5.6)
∫
Lk|n−k
fe−σ dx1 . . . dxkdξk+1 . . . dξn = (−1)k(n−k)
∫
Mk
D(fe−σ).
Remark 5.16. Here the operator
∫
Mk
is defined to be zero on i-forms for i < k.

Corollary 5.17. Let f ∈ S(U∗) be any polynomial on U and let σ ∈ S2(U∗) be a quadratic
even Hamiltonian whose restriction to Lk|n−k is nondegenerate, then∫
Lk|n−k
∆(fe−σ) dx1 . . . dxkdξk+1 . . . dξn = 0.
Proof. This is a direct consequence of Lemma 4.4, Theorem 5.14 and Proposition 5.15. 
6. The dual construction
In this section we describe the ‘dual construction’ introduced by Kontsevich in [16] which
produces cohomology classes in the graph complex from a contractible differential graded com-
mutative Frobenius algebra. We provide a formulation of this construction in terms of the
BV-formalism and use this framework to show the independence of the obtained cohomology
class on the choice of a gauge-condition.
6.1. Preliminary combinatorics. Given an A∞-structure on a vector space and an asso-
ciative algebra, one can form an A∞-structure on the tensor product in a natural way. This
construction can be extended to all coderivations (not necessarily those determining an A∞-
structure) to define the following map.
Definition 6.1. LetW be any vector space and A be an associative algebra. Letmn : A
⊗n → A
be the map defined by the formula
mn(a1, . . . , an) := a1 · · · an, n ≥ 1.
Using the correspondence between coderivations and multilinear maps provided by (1.1) we
can define a map ΨA : Coder+[T (W )] → Coder+[T (A ⊗W )] which is given by the following
commutative diagram:
A⊗n ⊗W⊗n
mn⊗ζn

(A⊗W )⊗n
ΨA(ζn)vvnnn
nn
nn
nn
nn
n
A⊗W
for any map ζn :W
⊗n →W .
Definition 6.2. Let ζn : W
⊗n →W and γm :W⊗m →W be maps, we define a map
ζn ◦i γm : W⊗n+m−1 →W
for 1 ≤ i ≤ n by the formula
ζn◦iγm(x1, . . . , xn+m−1) := (−1)(x1+...+xi−1)γmζn(x1, . . . , xi−1, γm(xi, . . . , xi+m−1), xi+m, . . . , xn+m−1).
Remark 6.3. In this notation the formula for the commutator bracket can be written as follows:
(6.1) [ζn, γm] :=
n∑
i=1
ζn ◦i γm − (−1)ζnγm
m∑
j=1
γm ◦j ζn.
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Lemma 6.4. Let W be a vector space and let A be an associative algebra, then the map
ΨA : Coder+[T (W )]→ Coder+[T (A⊗W )]
is a map of Lie algebras.
Proof. This follows from the fact that mn ◦i mk = mn+k−1 for all i, giving us the identity
ΨA(ζn) ◦i ΨA(γk) = (mn ⊗ ζn) ◦i (mk ⊗ γk),
= (mn ◦i mk)⊗ (ζn ◦i γk),
= ΨA(ζn ◦i γk).
for all maps ζn : W
⊗n → W and γk : W⊗k →W . Applying this identity to the formula for the
commutator bracket given by equation (6.1) yields the desired result. 
Let A be a differential graded associative algebra and let W be any vector space. We can
define a differential
d˜ : A⊗W → A⊗W
by the formula d˜ := d⊗ 1. We have the following lemma.
Lemma 6.5. For any map ζn :W
⊗n →W ,
[d˜,ΨA(ζn)] = 0.
Proof. Since d is a derivation we have
[d,mn] = d ◦1 mn −
n∑
i=1
mn ◦i d = 0.
Now
[d˜,ΨA(ζn)] = d˜ ◦1 ΨA(ζn)− (−1)ζn
n∑
i=1
ΨA(ζn) ◦i d˜,
= (d⊗ 1) ◦1 (mn ⊗ ζn)− (−1)ζn
n∑
i=1
(mn ⊗ ζn) ◦i (d⊗ 1),
= [d,mn]⊗ ζn = 0.

Now we need to formulate the commutative analogue of the above. Let W be any vector
space and equip the symmetric algebra S(W ) with the canonical cocommutative diagonal. By
using the correspondence (1.1) between coderivations and multilinear maps, we can define a
surjective map of Lie algebras
Coder[T (W )]
PW // // Coder[S(W )]
∏∞
n=0Hom(W
⊗n,W )
ζn 7→ζn◦in //
∏∞
n=0Hom(S
n(W ),W )
Remark 6.6. Any A∞-algebra could be regarded as a nilpotent element in Coder[T (W )]. Its
image under the map PW corresponds to the associated commutator L∞-algebra.
Definition 6.7. Let A be a commutative algebra and define mn : S
n(A)→ A by the formula
mn(a1, . . . , an) := a1 · · · an.
16
For any vector space W we define the map ΨA : Coder+[S(W )] → Coder+[S(A ⊗W )] by the
following commutative diagram:
Sn(A)⊗ Sn(W )
mn⊗ζn

Sn(A⊗W )oooo
ΨA(ζn)vvlll
ll
ll
ll
ll
ll
A⊗W
Lemma 6.8. The maps defined above fit into the following commutative diagram:
Coder+[S(W )]
ΨA // Coder+[S(A⊗W )]
Coder+[T (W )]
PW
OO
ΨA // Coder+[T (A⊗W )]
PA⊗W
OO
Proof. This follows as a straightforward consequence of the commutativity of the algebra A. 
Corollary 6.9. Let W be a vector space and A be a commutative differential graded algebra:
(1) The map ΨA : Coder+[S(W )]→ Coder+[S(A⊗W )] is a map of Lie algebras,
(2) For all ζn : S
n(W )→ W ,
[d˜,ΨA(ζn)] = 0.
Proof. This follows as a direct consequence of Lemmas 6.4, 6.5 and 6.8 and the fact that the
map PW : Coder+[T (W )]→ Coder+[S(W )] is surjective. 
Since diagram (2.1) gives us an identification between coderivations and derivations, one can
consider the map ΨA as a map between Lie algebras of formal vector fields. Since this map
preserves the order of these vector fields, it restricts to a map on polynomial vector fields. These
facts are expressed by the following commutative diagram:
Coder+[S(A⊗W )] ζ 7→ζ
∨
∼=
// Der+[Ŝ(A
∗ ⊗W ∗)] Der+[S(A∗ ⊗W ∗)]? _ηˆ← [ηoo
Coder+[S(W )]
ζ 7→ζ∨
∼=
//
ΨA
OO
Der+[Ŝ(W
∗)]
ΨA
OO
Der+[S(W
∗)]? _
ηˆ← [ηoo
ΨA
OO
Suppose thatW is a vector space with a nondegenerate skew-symmetric bilinear form 〈−,−〉W
(i.e. a symplectic vector space) and A is a vector space with a nondegenerate symmetric bilinear
form 〈−,−〉A, then we can define a nondegenerate skew-symmetric bilinear form 〈−,−〉A⊗W on
A⊗W by tensoring these bilinear forms together:
〈a1 ⊗ w1, a2 ⊗ w2〉A⊗W := (−1)w1a2〈a1, a2〉A〈w1, w2〉W .
Now suppose that A is a commutative Frobenius algebra and that the bilinear forms 〈−,−〉W
and 〈−,−〉A are even and odd respectively. We can extend the definition of ΨA to the corre-
sponding Lie algebras of Hamiltonians. Let m˜n ∈ (A∗)⊗n+1 be the tensor given by the formula
(6.2) m˜n(a1, . . . , an+1) := 〈mn(a1, . . . , an), an+1〉A.
It follows from condition (1.3) and the fact that A is commutative that m˜n is an Sn+1-invariant
tensor.
Lemma 6.10. There exists a unique map ΨA : g[W ] → g[A ⊗W ] making the following two
diagrams commute:
Sn+1(W ∗)
ΨA // Sn+1(A∗ ⊗W ∗)
(W ∗)⊗n+1
OOOO
x 7→m˜n⊗x // (A∗)⊗n+1 ⊗ (W ∗)⊗n+1 (A∗ ⊗W ∗)⊗n+1
OOOO
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g[A⊗W ]
[Φ−1
A⊗W ◦d] // Der+[S(A
∗ ⊗W ∗)]
g[W ]
[Φ−1
W
◦d]
//
ΨA
OO
Der+[S(W
∗)]
ΨA
OO
where the map Φ between vector fields and 1-forms was defined in Lemma 2.11.
Furthermore, the map
[ΠΨA] : g[W ]→ Πg[A⊗W ]
is a map of Lie algebras.
Remark 6.11. Note that the map ΨA is not a map of commutative algebras.
Proof. Consider the first diagram. The map on the bottom row is well-defined and lifts uniquely
to a map ΨA on the top row since the tensor m˜n is Sn+1-invariant. The commutativity of the
second diagram follows from a relatively straightforward calculation, which again uses the fact
that the tensor m˜n is Sn+1-invariant. It now follows from Proposition 2.14 (cf. also Remark
5.7) and Corollary 6.9 that ΠΨA is a map of Lie algebras. 
Proposition 6.12. Let W be a vector space and let ζn : S
n(W )→ W be a map. We have the
following formula for the divergence [in−1∇(ζ∨n )] : Sn−1(W )→ R of this vector field:
(6.3) a1, . . . , an−1 7→ tr[x 7→ ζn(a1, . . . , an−1, x)].
Proof. We may assume that we can write the map ζn as
ζn := y ⊗ α ∈ [Sn(W )]∗ ⊗W.
The element α ∈W may be considered as a constant vector field on S(W ∗); from this we get
∇(ζ∨n ) = (−1)yααpin(y) = (−1)yα
1
n
pin−1α(y).
Consider the map
T := [1⊗n−1 ⊗ tr] : (W ∗)⊗n ⊗W → (W ∗)⊗n−1.
By a straightforward calculation one can prove that
(−1)yαα(y) =
n∑
i=1
zi−1n−1T [(z
−i
n · y)⊗ α],
where zn is the cyclic permutation (1 2 . . . n). Since the tensor y is symmetric, it follows that
∇(ζ∨n ) = pin−1T (y ⊗ α) = pin−1T (ζn).
The proposition now follows from the fact that the tensor T (ζn) is symmetric and represents
the map (6.3). 
We now give a proof of the following crucial theorem. This theorem is peculiar to commutative
geometry, i.e. it only holds in the context of graphs decorated by the commutative operad and
even then, only with the aforementioned notion of orientation. Recall that the commutative
graph complex does not allow graphs with loops; the reason for this is that such graphs admit
an orientation reversing automorphism given by permuting the half-edges of the corresponding
loop, which thus means that they must vanish in the graph complex. The proof of the vanishing
of a divergence like quantity in the following theorem exploits the same kind of symmetry.
Theorem 6.13. Let W be a vector space with a nondegenerate even skew-symmetric bilinear
form 〈−,−〉W and let A be a commutative Frobenius algebra whose nondegenerate bilinear form
〈−,−〉A is symmetric and odd. Let ζn : Sn(W ) → W be any map and set γn := ΨA(ζn), then
the following identity holds:
∇ (γ∨n ) = 0.
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Proof. Let γ˜n ∈ [A⊗W ]∗⊗n+1 be the map defined by the formula
γ˜n(z1, . . . , zn+1) := 〈γn(z1, . . . , zn), zn+1〉A⊗W .
Consider the map
T :=
[
1
⊗n−1 ⊗ 〈−,−〉−1A⊗W
]
: [A⊗W ]∗⊗n+1 → [A⊗W ]∗⊗n−1.
A straightforward calculation yields the identity
[T (γ˜n)](z1, . . . , zn−1) = (−1)γn tr[x 7→ γn(z1, . . . , zn−1, x)];
hence it follows from Proposition 6.12 that T (γ˜n) = (−1)γn in−1∇ (γ∨n ).
Now define the map τ : [A∗ ⊗W ∗]⊗2 → [A∗ ⊗W ∗]⊗2 to be the map given by permuting the
factors of A and leaving the factors of W fixed:
τ([f1 ⊗ g1]⊗ [f2 ⊗ g2]) := (−1)f2g1+f2f1+f1g1 [f2 ⊗ g1]⊗ [f1 ⊗ g2],
where f1, f2 ∈ A∗ and g1, g2 ∈W ∗.
Since the tensor (6.2) is symmetric, it follows that
(6.4) γ˜n =
[
1
⊗n−1 ⊗ τ] (γ˜n).
On the other hand, a straightforward calculation gives the following identity for the inverse
form:
〈−,−〉−1A⊗W = 〈−,−〉−1A ⊗ 〈−,−〉−1W .
Note that since the bilinear form 〈−,−〉A is odd, it follows that the corresponding inverse form
〈−,−〉−1A is anti-symmetric, due to the presence of signs coming from the Koszul sign rule in
diagram (2.3). From this fact it follows that
(6.5) 〈−,−〉−1A⊗W = −
[〈−,−〉−1A⊗W ◦ τ] .
Combining (6.4) and (6.5) we see that
T (γ˜n) = T ◦
[
1
⊗n−1 ⊗ τ] (γ˜n) = [1⊗n−1 ⊗ [〈−,−〉−1A⊗W ◦ τ]] (γ˜n) = −T (γ˜n)
and therefore we must have T (γ˜n) = 0. 
6.2. The approach through the BV-formalism. Throughout the rest of this subsection A
will denote a commutative differential graded Frobenius algebra. Furthermore, we will assume
that the nondegenerate bilinear form 〈−,−〉A is odd and symmetric and that the differential d
is contractible. We can define a new (degenerate) anti-symmetric bilinear form 〈−,−〉d on A by
the formula
(6.6) 〈a1, a2〉d := (−1)a1〈a1, d(a2)〉A.
Let W be a symplectic vector space with an even symplectic form. Recall that A ⊗W will
become a symplectic vector space with an odd symplectic form and that the induced differential
on A ⊗ W is denoted by d˜ := d ⊗ 1. It follows from condition (1.4) that d˜∨ is a linear
symplectic vector field and hence we can consider its corresponding even quadratic Hamiltonian
σ˜ ∈ S2(A∗ ⊗W ∗), cf. Remark 2.15. A simple calculation establishes that the corresponding
even symmetric bilinear form 〈−,−〉
d˜
:= i2(σ˜) is given by the formula:
(6.7) 〈a1⊗w1, a2⊗w2〉d˜ = (−1)a1+w1〈a1⊗w1, d˜(a2⊗w2)〉A⊗W = (−1)w1a2〈a1, a2〉d〈w1, w2〉W .
Note that this bilinear form is degenerate. We have the following lemma.
Lemma 6.14. The quadratic Hamiltonian σ˜ ∈ S2(A∗ ⊗ W ∗) satisfies both the classical and
quantum master equations:
∆(σ˜) = {σ˜, σ˜} = 0.
Proof. Since ∆ is a second order differential operator of odd degree and σ˜ is an even quadratic
Hamiltonian, we must have ∆(σ˜) = 0. It follows from Proposition 2.14 (cf. also Remark 5.7)
that the condition {σ˜, σ˜} = 0 is equivalent to the condition d˜2 = 0. 
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As a consequence we have that
(6.8) ∆(e−σ˜) =
(
1
2
{σ˜, σ˜} −∆(σ˜)
)
· e−σ˜ = 0.
Consider the subspace d(A) ⊂ A. Condition (1.4) guarantees that it is an isotropic subspace
of A. Furthermore, the condition that d is contractible implies that the dimension of d(A) is
half that of the dimension of A; i.e. that d(A) is a maximally isotropic subspace of A. It follows
from Lemma 5.12 (2) that there exists a maximally isotropic subspace L ⊂ A such that
(6.9) A = L⊕ d(A).
Moreover, since d must map L isomorphically to d(A), it follows from Lemma 5.12 (3) that the
restriction of the bilinear form 〈−,−〉d to L is nondegenerate.
From the above data we construct the following functional:
Definition 6.15. Let A be a contractible differential graded commutative Frobenius algebra
and let L ⊂ A be a maximally isotropic subspace of A satisfying (6.9). We define a functional
SLA : C•(g2n|m)→ R
by the formula
SLA(h1 ∧ · · · ∧ hl) := (−1)p(h)〈ΨA(h1) · · ·ΨA(hl)〉0,
:= (−1)p(h)
∫
L⊗V ΨA(h1) · · ·ΨA(hl) · e−σ˜∫
L⊗V e
−σ˜
;
where h1, . . . , hl ∈ g2n|m and V is the canonical symplectic vector space of dimension 2n|m.
The sign (−1)p(h) is determined by the Koszul sign rule and appears due to the fact that the
map ΨA is odd.
Proposition 6.16. The functional SLA : C•(g2n|m)→ R is osp2n|m-invariant; that is to say that
for any linear symplectic vector field η ∈ osp2n|m,
SLA(η · [h1 ∧ · · · ∧ hl]) = 0.
Consequently it gives rise to a functional SLA : C•(g2n|m, osp2n|m)→ R.
Proof. Since ΨA is a map of Lie algebras it follows that
SLA(η · [h1 ∧ · · · ∧ hl]) = (−1)(l+1)η+p(h)
∫
L⊗V ΨA(η)[ΨA(h1) · · ·ΨA(hl)] · e−σ˜∫
L⊗V e
−σ˜
Now by Corollary 6.9 (2) it follows that
[ΨA(η)](e
−σ˜) = −[ΨA(η)](σ˜) · e−σ˜ = 0.
Furthermore, by Theorem 6.13 we have that ∇[ΨA(η)] = 0. Combining these facts with Lemma
A.2 we get
SLA(η · [h1 ∧ · · · ∧ hl]) = ±
∫
L⊗V ΨA(η)[ΨA(h1) · · ·ΨA(hl) · e−σ˜]∫
L⊗V e
−σ˜
,
= ±
∫
L⊗V ∇[ΨA(η)] ·ΨA(h1) · · ·ΨA(hl) · e−σ˜∫
L⊗V e
−σ˜
= 0.

We shall now prove that this functional defines a Lie algebra cohomology class.
Theorem 6.17. Let A be a contractible differential graded commutative Frobenius algebra:
(1) For any maximally isotropic subspace L ⊂ A satisfying (6.9), the functional
SLA : C•(g2n|m, osp2n|m)→ R
is a Chevalley-Eilenberg cocycle.
20
(2) The cohomology class of the functional SLA does not depend on the choice of maximally
isotropic subspace L.
Proof. To prove part (1) we need to show that SLA vanishes on Chevalley-Eilenberg boundaries.
We do this by first identifying the differential in the Chevalley-Eilenberg complex with the
Laplacian defined in section 5.3 and then applying the corresponding version of Stokes’ theorem
in the BV-formalism.
Let Ψ : C•(g2n|m, osp2n|m)→ S(A∗ ⊗ V ∗) be the map given by the formula
Ψ(h1 ∧ · · · ∧ hl) := (−1)p(h)ΨA(h1) · · ·ΨA(hl),
where h1, . . . , hl ∈ g[V ] and the sign (−1)p(h) is determined by the Koszul sign rule as before;
then it follows from Theorem 6.13, Lemmas 5.6 (2) and 5.9 (1) and the fact that ΨA is a map
of Lie algebras that
(6.10) Ψδ(h1 ∧ · · · ∧ hl) = ∆Ψ(h1 ∧ · · · ∧ hl).
Furthermore, Lemmas 5.6 (2) and 5.9 (1) also imply that
∆[ΨA(h1) · · ·ΨA(hl) · e−σ˜] =∆[ΨA(h1) · · ·ΨA(hl)] · e−σ˜
±ΨA(h1) · · ·ΨA(hl) ·∆(e−σ˜)
+
l∑
i=1
±ΨA(h1) · · · {ΨA(hi), σ˜} · · ·ΨA(hl) · e−σ˜,
=∆[ΨA(h1) · · ·ΨA(hl)] · e−σ˜.
(6.11)
Here the term on the second line vanishes due to equation (6.8) and all the terms in the sum
on the third line vanish due to Corollary 6.9 (2). It now follows from Corollary 5.17 that SLA
vanishes on Chevalley-Eilenberg boundaries.
We now prove part (2). Let L0, L1 ⊂ A be two maximally isotropic subspaces satisfy-
ing (6.9). It follows from Lemma 5.12, parts (1) and (4) that we may choose coordinates
x1, . . . , xn; ξ1, . . . , ξn on A⊗ V such that the Lagrangian subspace L˜0 := L0 ⊗ V is the locus of
the equations
ξ1 = . . . = ξk = 0, xk+1 = . . . = xn = 0
and such that L˜1 := L1 ⊗ V is determined by an odd quadratic generating function ϕ ∈
S2(A∗ ⊗ V ∗):
ξ1 = −∂x1(ϕ), . . . , ξk = −∂xk(ϕ), xk+1 = ∂ξk+1(ϕ), . . . , xn = ∂ξn(ϕ).
Now consider the family of Lagrangian subspaces L˜t defined by the generating functions tϕ for
0 ≤ t ≤ 1. Using the chain rule, integration by parts, formula (5.4) for the Laplacian ∆ and
equation (6.8), we obtain the following identity:
(6.12)
d
dt
[∫
L˜t
ΨA(h1) · · ·ΨA(hl) · e−σ˜∫
L˜t
e−σ˜
]
=
∫
L˜t
ϕ ·∆[ΨA(h1) · · ·ΨA(hl) · e−σ˜]∫
L˜t
e−σ˜
.
Consider the functional Gl : C•(g2n|m, osp2n|m)→ R given by the formula
Gl(h1 ∧ · · · ∧ hl) := (−1)p(h)
∫ 1
0
dt
[∫
L˜t
ϕ ·ΨA(h1) · · ·ΨA(hl) · e−σ˜∫
L˜t
e−σ˜
]
.
Using equations (6.10), (6.11) and (6.12) we obtain
[SL1A − SL0A ](h1 ∧ · · · ∧ hl) = (−1)p(h)
∫ 1
0
dt
[∫
L˜t
ϕ ·∆[ΨA(h1) · · ·ΨA(hl) · e−σ˜]∫
L˜t
e−σ˜
]
,
= [δ∗(Gl−1)](h1 ∧ · · · ∧ hl).

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Corollary 6.18. To any contractible differential graded commutative Frobenius algebra A, there
corresponds a well-defined cohomology class SA ∈ H•(g2n|m, osp2n|m).

6.3. The approach through Feynman diagrams. In this subsection we recall the original
combinatorial version of the dual construction due to Kontsevich [16] and show its equivalence
to the version via the BV-formalism. Recall from Definition 3.4 that for any vector space W
equipped with an even bilinear form, we defined a linear map
βWc :W
⊗2k → R
for any chord diagram c ∈ C (k) by using the bilinear form to contract the corresponding tensors
according to the data contained in the chord diagram.
As in subsection 6.2, we take as our initial data any contractible differential graded com-
mutative Frobenius algebra with an odd symmetric bilinear form, together with a maximally
isotropic subspace L ⊂ A satisfying (6.9). Consider the even skew-symmetric bilinear form
〈−,−〉d on A given by equation (6.6). Its restriction to L is nondegenerate and hence gives rise
to an inverse form 〈−,−〉−1d on L∗. Let m˜n ∈ (A∗)⊗n+1 be the odd symmetric tensor given
by formula (6.2). We can use this data to define a graph cochain by using the tensors m˜n as
interactions and the bilinear form 〈−,−〉−1d as a propagator. Given any graph, we place the
interaction terms at the vertices and apply the propagator to the edges to produce a number –
the corresponding Feynman amplitude. A precise description is given as follows.
Definition 6.19. Associated to the above data consisting of a contractible differential graded
commutative Frobenius algebra A together with a maximally isotropic subspace L ⊂ A, there
corresponds a graph cochain
FLA : G• → R
defined by the following formula: let Γ be any graph, we may assume that there exists a chord
diagram c ∈ C (k) and a partition k1 + . . .+ kl = 2k such that Γ = Γk1,...,kl(c), then
FLA (Γ) := β
L∗
c (m˜k1 ⊗ . . .⊗ m˜kl);
where the bilinear form 〈−,−〉−1d is used to contract the tensors.
The following theorem shows that the above construction using Feynman diagrams is equiv-
alent to the previous construction which we defined through the BV-formalism.
Theorem 6.20. The maps in the following diagram commute:
C•(g2n|m, osp2n|m)
I

SL
A
&&NN
NN
NN
NN
NN
NN
G•
FL
A
// R
Proof. Here we appeal directly to Wick’s formula (4.3). Let h1, . . . , hl ∈ g2n|m and assume that
each hi is a monomial of degree ki ≥ 3.
SLA(h1 ∧ · · · ∧ hl) = (−1)p(h)〈ΨA(h1) · · ·ΨA(hl)〉0
= (−1)p(h)
∑
c∈C (k)
βL
∗⊗V ∗
c [ΨA(h1)⊗ . . .⊗ΨA(hl)]
=
∑
c∈C (k)
βL
∗
c [m˜k1 ⊗ . . . ⊗ m˜kl ]βV
∗
c [h1 ⊗ . . .⊗ hl]
= FLA I(h1 ∧ · · · ∧ hl).
The second line follows from Lemma 4.2. The third line follows from equation (6.7). 
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Appendix A. Superintegral calculus
In this section we briefly review the basic definition of superintegral and prove an auxiliary
lemma. Here we will only be concerned with integrating polynomial functions with respect to
Gaussian measures, although the theory could be described in more general contexts.
Let Fn|m denote the space of functions on Rn|m of the form f(x, ξ)e−
1
2
P
n
i=1
x2
i where f is a
polynomial superfunction on Rn|m. The integral operators∫ ∞
−∞
dxi : Fn|m → Fn−1|m
of integration with respect to an even variable have their standard meaning, which extends to
superfunctions in an obvious manner. The integral operators∫ ∞
−∞
dξi : Fn|m → Fn|m−1
of integration with respect to an odd variable are defined simply as
∫∞
−∞ dξi := ∂ξi , where ∂ξi
by convention acts on the right. This gives us the following definition:
Definition A.1. Let g ∈ Fn|m, the superintegral of g is defined by the formula∫
Rn|m
g dx1 . . . dxndξ1 . . . dξm :=
∫ ∞
−∞
· · ·
∫ ∞
−∞
g dx1 . . . dxndξ1 . . . dξm.
We now prove the infinitesimal analogue of the Berezin change of variables formula.
Lemma A.2. Let g ∈ Fn|m be any function and η be a polynomial vector field on Rn|m, then∫
Rn|m
η(g) dxdξ = −
∫
Rn|m
∇(η)g dxdξ.
Proof. We may assume that η has either the form η := p∂ξi or the form η := p∂xi for some
polynomial p. We claim that ∫
Rn|m
∇(g · η) dxdξ = 0.
In the former case this is a simple consequence of the definitions. In the latter case it follows
from Lemma 4.4. The result now follows as a simple consequence of Lemma 5.4 (2). 
References
[1] S. Axelrod, I. Singer; Chern-Simons perturbation theory. Proc. of the XXth Intern. Conf. on Differential
Geometric Methods in Theoretical Physics, (New York, 1991), 3-45, World Sci. Publ., River Edge, NJ, 1992.
[2] S. Axelrod, I. Singer; Chern-Simons perturbation theory. Iwe. J. Differential Geom. 39 (1994), no. 1, 173-213.
[3] D. Bar-Natan, Perturbative Chern-Simons theory. J. Knot Theory Ramifications 4 (1995), no. 4, 503–547.
[4] I. Batalin, G. Vilkovisky; Gauge algebra and quantization. Phys. Lett. B 102 (1981), no. 1, 27-31.
[5] R. Bott, A. Cattaneo; Integral invariants of 3-manifolds. J. Differential Geom. 48 (1998), no. 1, 91-133.
[6] A. Cattaneo, G. Felder; Poisson sigma models and deformation quantization. Modern Phys. Lett. A 16
(2001), no. 4-6, 179-189.
[7] J. Conant, K. Vogtmann; On a theorem of Kontsevich. Algebr. Geom. Topol. 3 (2003), 1167-1224.
[8] D. Fuchs, Cohomology of infinite-dimensional Lie algebras. Contemporary Soviet Mathematics, Consultants
Bureau, New York and London, 1986.
[9] E. Getzler, Batalin-Vilkovisky algebras and two-dimensional topological field theories. Comm. Math. Phys.
159 (1994), no. 2, 265-285.
[10] E. Getzler, M. Kapranov; Modular operads. Compositio Math., 110, 1, 65-126, 1998.
[11] A. Hamilton, A super-analogue of Kontsevich’s theorem on graph homology. Lett. Math. Phys. Vol. 76(1),
37-55, (2006).
[12] A. Hamilton, A. Lazarev; Homotopy algebras and noncommutative geometry. math.QA/0410621.
[13] A. Hamilton, A. Lazarev; Characteristic classes of A∞-algebras. math.QA/0608395.
[14] H. Khudaverdian, Semidensities on odd symplectic supermanifolds. Comm. Math. Phys. 247 (2004), no. 2,
353-390.
[15] M. Kontsevich, Formal noncommutative symplectic geometry. The Gelfand Mathematical Seminars, 1990-
1992, pp. 173–187, Birkha¨user Boston, Boston, MA, 1993.
23
[16] M. Kontsevich, Feynman Diagrams and Low-Dimensional Topology. First European Congress of Mathemat-
ics, Vol. 2 (Paris, 1992), pp. 97-121, Progr. Math., Vol. 120, Birkha¨user Basel, 1994.
[17] Y. Kosmann-Schwarzbach, J. Monterde; Divergence operators and odd Poisson brackets. Ann. Inst. Fourier
(Grenoble) 52 (2002), no. 2, 419-456.
[18] D. McDuff, D. Salamon; Introduction to symplectic topology. Second edition. Oxford Mathematical Mono-
graphs. The Clarendon Press, Oxford University Press, New York, 1998. x+486 pp. ISBN: 0-19-850451-9.
[19] A. Schwarz, Geometry of Batalin-Vilkovisky quantization. Comm. Math. Phys. 155 (1993), no. 2, 249-260.
[20] A. Schwarz, Quantum observables, Lie algebra homology and TQFT. Lett. Math. Phys. 49 (1999), no. 2,
115–122.
[21] A. Schwarz, Topological quantum field theories. XIIIth International Congress on Mathematical Physics
(London, 2000), 123-142, Int. Press, Boston, MA, 2001.
[22] E. Witten, Perturbative quantum field theory. Quantum fields and strings: a course for mathematicians, Vol.
1, 2 (Princeton, NJ, 1996/1997), 419-473, Amer. Math. Soc., Providence, RI, 1999.
Max-Planck-Institut fu¨r Mathematik, Vivatsgasse 7, 53111 Bonn, Germany.
E-mail address: hamilton@mpim-bonn.mpg.de
IHE´S, Le Bois-Marie, 35 route de Chartres, F-91440, Bures-sur-Yvette, France.
E-mail address: lazarev@ihes.fr
24
