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Abstract
This paper contributes to the pursuit of leveraging unstructured medical notes to struc-
tured clinical decision making. In particular, we present a pipeline for clinical infor-
mation extraction from medical notes related to preterm birth, and discuss the main
challenges as well as its potential for clinical practice. A large collection of medical
notes, created by staff during hospitalizations of patients who were at risk of deliver-
ing preterm, was gathered and analyzed. Based on an annotated collection of notes,
we trained and evaluated information extraction components to discover clinical enti-
ties such as symptoms, events, anatomical sites and procedures, as well as attributes
linked to these clinical entities. In a retrospective study, we show that these are highly
informative for clinical decision support models that are trained to predict whether de-
livery is likely to occur within specific time windows, in combination with structured
information from electronic health records.
Keywords: Clinical Information Extraction, Clinical Decision Support Models,
Preterm birth, Text mining
1. Introduction
In recent years, significant progress has been made in the area of machine learning for
clinical decision support, mainly due to advancements of computational resources and
the availability of electronic health record (EHR) data. Today, clinical decision support
systems leverage EHR data to provide diagnostic and treatment recommendations at5
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the point of care, i.e., information personalized for the specific patient under consid-
eration by the clinician at a given moment. This results in several advantages such as
increased practitioner performance, improved quality of care, and better patient out-
comes as the result of a more informed, evidence-based decision [1].
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However, an estimated eighty percent of EHR data is composed of unstructured data or
free-text notes compiled by doctors and nursing staff during patient encounters [2, 3].
Written language is a natural and expressive method to document clinical events and
facilitate communication among the care team in the health care environment. The un-
structured format of the notes permits recording of precise and domain-specific infor-15
mation for which the structured fields of the EHR may not be sufficiently detailed [4].
Clinical decision support systems preferably rely on structured data because of their
transparency and interpretability for medical experts [1].
This paper studies the potential of automated information extraction (IE) from clinical20
text to enhance a decision support system. We intend to provide medical experts with
background information to appreciate the merits and difficulties of clinical information
extraction from unstructured texts. The released software, with suitable documenta-
tion, should make it possible for non-experts in natural language processing, to get
started with similar practical information extraction tasks in other medical domains.25
This work is structured as follow. We first introduce automated information extrac-
tion in Section 1.1, after which Section 1.2 introduces the use-case of our library for
prediction of time-to-delivery for patients at risk of Preterm Birth (PTB) at the Ghent
University Hospital and presents several challenges introduced by free text from this
care center in this domain. We then provide related work in Section 1.3. Section 230
collects all the used methods. Starting with details on the used dataset (Section 2.1)
and challenges strongly related to the data format (Section 2.2), the proposed clinical
NLP-pipeline is described (Section 2.3), with details on the individual building blocks
and their functionality. After that, the used features and machine learning model for
the clinical risk prediction use case are described (Section 2.4). Section 3 provides35
the obtained results, in particular for the experiments on bootstrapping clinical entity
recognition (Section 3.1) and birth risk estimation (Section 3.2). A discussion of these
results is provided in Section 4, covering an error analysis of the entity extraction task
(Section 4.1), limitations of clinical information extraction (Section 4.2), and on the
added value of interpretable IE features to improve clinical prediction models (Sec-40
tion 4.3).
1.1. Automated information extraction
In order for a decision support system to make use of the potentially rich information
available in the form of natural language (e.g., in clinicians’ notes or lab results), an
information extraction step is needed where chunks of structured information are ex-45
tracted from the unstructured data.
Information extraction is commonly recognized as a specialized area within the broader
field of natural language processing (NLP) and refers to the automatic extraction of
concepts, entities, and events, as well as their relations and associated attributes [5].50
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Because of a number of unique characteristics of data in the clinical domain, that dif-
ferentiate it from the general domain or scientific biomedical literature, a focused effort
is required, as will be discussed further in this work.
We adapt and apply several information extraction tools to medical notes generated dur-55
ing hospitalizations of pregnant patients at risk of preterm delivery. We describe and
assess specific components for note de-identification, and the extraction of measure-
ments of a clinical parameter expressed in unstructured and semi-structured medical
notes. We further evaluate the effect of including the extracted features in predictive
models for PTB. We show that preprocessing and extracting information from medical60
notes has the potential to significantly increase the effectiveness of a clinical risk pre-
diction model while preserving model interpretability and transparency.
While our application focuses on decision support for PTB risk prediction, we hope
that, by open-sourcing re-usable components, we can speed up the process of bringing65
powerful information extraction and machine learning models to clinical decision sup-
port models in other clinical domains. To the best of our knowledge, this is the first use
case of information extraction designed for decision support models in the context of
PTB risk.
70
1.2. Decision support for preterm birth
Preterm birth (PTB) is defined as giving birth before a gestational age of 37 weeks, as
opposed to the expected gestation of 40 weeks. Globally, PTB occurs in 11 percent
of all pregnancies and is one of the leading causes of death among children younger
than five years according to the World Health Organization [6]. PTB can cause se-75
vere morbidities such as respiratory distress syndrome, bronchopulmonary dysplasia,
necrotising enterocolitis, intraventricular haemorrhage, retinopathy of prematurity, and
sepsis. Moreover, PTB can have lifelong effects on neurodevelopmental functioning
such as increased risk of cerebral palsy, impaired learning and visual disorders, and
is associated with increased risk of chronic disease in adulthood [7]. In Europe, the80
prevalence of PTB ranges from 5% in Scandinavian countries up to 11% in Austria,
and the overall rates are yearly increasing in some countries. For tertiary care centers,
in which our study is situated, this can be significantly higher: 18% of the deliveries in
Ghent University Hospital are preterm.
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Most PTBs are due to spontaneous labor and preterm prelabor rupture of membranes
(PPROM) but PTB occurs for a variety of reasons. Approximately one third is ia-
trogenic, meaning that for medical reasons the delivery needs to occur prematurely.
Common pathologies leading to iatrogenic PTB are intra-uterine growth restriction
and blood pressure related complications of pregnancy. Factors associated with PTB90
include multiple gestations, infections and chronic conditions such as diabetes and
high blood pressure; however, often no cause is identified [8]. Mortality and long-term
complications can be prevented with cost-effective interventions, however, because the
pathophysiology and etiology of preterm labor are not yet fully understood, decid-
ing timely on the appropriate intervention is hard. In this setting, clinical decision95
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support models can be important for helping clinicians to identify women at higher
risk of premature delivery, so that they can offer prophylactic interventions and help
guide antenatal management decisions, much of which depend on the estimated time-
to-delivery [9, 10, 11, 12].
100
While medication to stop contractions has little guarantee to prevent PTB, it can allow
maternal administration of corticosteroids for fetal maturation as well as transfer to a
tertiary centre. These measures reduce mortality, disability and intensity of neonatal
care required [8]. Important for adequate treatment and prevention of preterm labor is
the accurate estimation of the actual time-to-delivery at the moment of admission to105
the hospital. To assist clinicians with estimating this important variable, we leverage
machine learning models to detect whether or not delivery is likely to occur within
24 hours, 48 hours or 7 days after hospitalization. These time windows are especially
significant for timely administration of corticosteroids, as these are believed to have
optimal effect between 2 and 7 days after administering [13, 14]. We rely on informa-110
tion extracted from clinical text to provide the decision support systems with additional
highly informative features.
Our study was performed in the context of the ‘Predictive health care using text analysis
on unstructured data project’, funded by imec in Flanders and the PRETURN (PRE-115
diction Tool for prematUre laboR and Neonatal outcome) clinical trial (EC/2018/0609)
of Ghent University Hospital. One of the goals of this project was to investigate the
use of information extraction for clinical risk prediction and to provide guidelines for
future applications.
1.3. Related work120
A considerable amount of prior work presents methods to extract structured informa-
tion from unstructured medical data. While some works focus on the development
of general-purpose tools to create structured databases from text, others are domain-
specific and intended for application. We situate our work among the latter.
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Applications of clinical IE are typically related to diseases, drugs, or clinical workflow
optimization. The most common application in disease studies is cancer [15], venous
thromboembolism [16], peripheral arterial disease [17], and diabetes [18]. Recent ap-
plications show a trend to leverage IE to look further into refined diseases or events
with specific features. Sohn and Savova [19] developed a set of logic rules to improve130
smoking status classification. Urbain et al. [20] mined heart disease risk factors in
clinical text with named entity recognition and distributional semantic models. Topaz
et al. [21] mined fall-related information in clinical notes and compare rule-based and
novel word embedding-based machine learning approaches. Mantas et al. [22] detected
adverse events in neurosurgery from written documents. Nasif et al. [23] built breast135
cancer classifiers that can help in early detection of malignancy by mining concepts
from mammography records. Around the time of submission of this work, a named
entity recognition module for free text in Electronic Health Records, called Med7, was
released [24]. Their system achieves high accuracies on recognizing seven different
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entities, and allows for transferring to other datasets with minimal fine-tuning. In con-140
trast to our proposed work, Med7 only focuses on the entity recognition, and performs
no semantic parsing or relation extraction.
Approaches to clinical IE generally involve rule-based methods, machine learning
based approaches, or hybrid methods that combine both [25]. Rule-based IE systems145
typically consist of a set of manually engineered rules and an interpreter to apply the
rules. IE approaches leveraging machine learning algorithms have recently gained in-
terest due to their effectiveness and success in shared tasks which evaluate specific sub
components of IE pipelines [26]. However, these systems generally require large an-
notation efforts by experts. To the best of our knowledge, we present a first hybrid IE150
system specifically designed for decision support models in the context of PTB. For
a recent comprehensive overview on the topic of clinical IE, we refer readers to the
review by Wang et al. [25]
Recently, a number of open-source libraries for NLP have emerged, with spaCy [27]155
being one of the most popular due to its speed, ease of use, and performance that re-
sembles the current state-of-the-art. spaCy, out-of-the-box, includes a limited set of
components for the English languages, additional packages or models, for different
languages or domains, are distributed by contributors and can be installed as Python
packages. Following recent work on open source packages for medical and biomedical160
text [28, 29], we built our tools as an extension to the spaCy library. The capability
of our extension to extract semantic frames of medical events, which enable further
feature extraction for use in clinical decision support systems, sets our pipeline apart
from other IE systems in the medical domain and from the standard spaCy library. One
of the benefits of this approach is straightforward integration with the large ecosystem165
of Python libraries for machine learning and other libraries based on spaCy.
Several efforts have already been made to assess the potential of predictive models of
PTB risk [30, 31, 32, 33, 34]. These models are based on a large number of variables,
including the gestational age, clinical history, cervical length, blood pressure, results170
of biomarker tests, and many others. Preferably, these are all available in a structured
format, to be used as features in a prediction model. In practice however, there may
be missing values in the parameters recorded in the electronic health records, or they
might simply not be measured. The unstructured text fields may however contain some
of the missing required variables. There are different ways to leverage unstructured175
text fields in prediction models. Traditional text classification methods would use all
of the text, with bag-of-word features for all occurring words, meaning that only the
occurrence of individual words is used, whereas word order is discarded entirely. The
resulting predictions are however often not interpretable due to the unintended mod-
eling of confounders, as will be shown in Section 3.2.2. We therefore advocate the180
alternative, i.e., to extract well-known and interpretable features in a structured format
from the text fields, to be directly used in prediction models.
5
2. Materials and methods
This section presents the methods and techniques used in the underlying work.
In Section 2.1 we introduce the PRETURN (PREdiction Tool for prematUre laboR and185
Neonatal outcome) dataset, containing a large collection of free-text notes related to
high risk pregnancies. Moreover, we elaborate upon the task that we are trying to solve
with this dataset. In Section 2.2 we highlight a number of challenges due to the style
and formatting of this type of medical notes. In Section 2.3 we describe the different
stages of our proposed IE pipeline which modifies and extends the standard spaCy190
pipeline to tailor it towards this specific style and formatting, and include functionality
to extract information for inclusion in the predictive model. In Section 2.4 we discuss
how the used dataset and discussed IE system are used in order to create predictive
models that estimate the risk of birth.
2.1. PRETURN dataset195
The original data is retrieved from a database by the Department of Gynaecology and
Obstetrics at Ghent University Hospital that was constructed through the usage of an
electronic health record software package. All medical notes used in this study were
written and processed in Dutch. For purpose of illustrating some of the notes’ charac-
teristics, we translated these notes to English as closely as possible. Standard EHR soft-200
ware allows the clinicians to take notes in the form of free text or in a semi-structured
format by filling in a pre-defined template. In total, 42 templates, corresponding to
various clinical events and treatments, are supported. In the remainder of this paper,
we refer to these templates as note types. Because different types of clinical text each
have different purposes, they are highly heterogeneous in their content and level of de-205
tail. Moreover, the note types often allow free-text comments as well in order to ensure
enough flexibility, resulting in a wide variety of ad-hoc constructs [35]. Because pa-
tients can have multiple pregnancies, and multiple hospital admissions per pregnancy,
records are identified and linked based on patient, pregnancy, and admission identifiers.
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The goal of the PRETURN data is to allow for the construction of predictive models
for preterm birth risk estimation. In this work, risk estimation is performed by training
binary classifiers which provide a probability for whether a patient will deliver within
a certain amount of time. In total, three different time windows are used: (i) within
24 hours, (ii) within 48 hours, and (iii) within 7 days. These time windows were de-215
cided in consultation with experts, as these are the bounds between which the effect of
corticosteroids is thought to be optimal [13, 14]. Several sources of data are available
to base the estimates on. On the one hand, EHR data that is available shortly after
admission, which remains static throughout the entire admission, can be used. On the
other hand, temporal data which arrives in the system during the admission becomes220
available. This temporal data consists of structured lab results and notes taken by clin-
icians which are processed by our information extraction system, which is the focus of
this study.
Medical notes for 3,611 patients are included in this study, corresponding to 4,332225




# Pregnancies (between 24 and 37 weeks of gestation) 949
# Medical notes 342,833
# Free text notes 51,082
# Semi-structured notes 291,751
# Types of notes 42
Size of Vocabulary 51,872
Average # notes/pregnancy 74
Average # token/note 26
Table 1: Overview of the preturn dataset.
gestational age less than 24 weeks are not included, since neonatal intensive care is
not started before this term in Ghent University Hospital. Patients arriving at the hos-
pital after 37 weeks of gestation are no longer at risk for PTB and do not require
potential preventive measures, and are therefore not included either. After filtering,230
1,065 pregnancy-related admissions are kept, corresponding to 949 pregnancies of 911
women in between 24 and 37 weeks of gestation. We summarize these properties in Ta-
ble 1. From the 42 types of notes, the most frequently occurring are the semi-structured
descriptions of medication administrations (21.1% of all notes), notes which are fully
unstructured (i.e., ‘free text’ notes 15% of all notes) and notes logging vital signs and235
lab results.
Next to the unstructured medical notes, a number of structured EHR data are available
at time of hospital admission, including but not limited to: (1) number of fetuses, (2)
age (mother), (3) gravidity, (4) parity, (5) length (mother), (6) weight (mother), (7)240
BMI, (8) gestational age at admission, (9) duration ruptured membranes, (10) method
of conception, (11) smoking history, (12) alcohol usage, (13) drug usage, (14) history
of cesarean section, (15) ethnicity (mother). After encoding of categorical features, a
total of 112 structured features are available for each patient. This set of features is
available at the time of each admission and remains static throughout the entire admis-245
sion. It is important to note that due to the fact that a patient can be admitted several
times during the same pregnancy, some variables such as the gestational age or drug
usage can change when a new admission occurs. The linked collection of unstructured
and structured data represents the PRETURN dataset.
2.2. Challenges250
Clinical narrative is often generated under time pressure, using a combination of ad-
hoc formatting, chunked words which could be inferred from context, with heavy use of
jargon and acronyms, all of which increase the information density. Based on the cate-
gorization of challenges for clinical IE systems by Leaman et al. [35], we display and
illustrate some of these challenges in Table 2, some of which are common for clinical255
text and obstruct automatic processing as will be discussed later. Table 2 demonstrates
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why IE systems cannot rely on correct grammar and writing which is common for other
types of written text, such as published texts in the media sector.
2.3. Information extraction pipeline
Information extraction systems commonly involve a number of subtasks: tokeniza-260
tion, sentence segmentation, named entity recognition to identify concept mentions
or entity names from text (e.g., person names or locations), and relation extraction to
identify relations between concepts, entities, and attributes (e.g., person-affiliation and
organization-location) [5, 25]. In the clinical domain, extractions aim to provide a for-
mal representation of the clinical data [36]. In this section, we describe the different265
stages of our proposed IE pipeline.
A flowchart of our system can be found in Figure 1. In an initial stage, the medical
notes are de-identified in collaboration with an expert (Section 2.3.1). Using these
anonymized medical notes in combination with domain knowledge, the Named Entity270
Recognition (NER) models are bootstrapped (further detailed in Section 2.3.6), in or-
der to generate noisy but automatically labeled data. After this phase, all the necessary
inputs are generated to train our information extraction pipeline. The pipeline first to-
kenizes the notes, which we discuss in Section 2.3.2. Then, entities are recognized
from the text, on which we elaborate in Section 2.3.3. The entity recognition model275
is trained using data manually labeled by an expert as well as data automatically la-
beled by our NER Bootstrapping component. After recognizing the entities, they are
normalized to have the same representation, and linked to semantic concepts available
in an ontology (Section 2.3.5). As a final step of our information extraction pipeline,
relations between the recognized entities are inferred. The output of this pipeline are280
semantic frames, from which features can be extracted that can be concatenated with
the admission information in order to provide updated risk scores and explanations to
the medical team. We further discuss this decision support system in Section 2.4.
Figure 2 illustrates the individual steps of the overall system applied on an example285
note “No VWV or VBV, Dafalgan (1g) 1x/d”. The original text (in Dutch, but trans-
lated to English for illustration purposes in Figure 2) is first split up into tokens. For
example, ‘’1x/d” (short for “one time per day”) results in a sequence of 4 tokens. After
tokenization, clinical concepts are identified. For example, “Dafalgan” is identified as
an instance of the semantic type Medication. In the next stage, clinical concepts are290
linked to a medical ontology by the entity linker module. Finally, in a semantic pars-
ing step, relations between clinical concepts are identified. For example, the dose of a
certain medicine is linked to the corresponding medication concept.
The following paragraphs contain a more detailed description of these pipeline com-295
ponents (tokenization in Section 2.3.2, clinical named entity recognition (NER) in
Section 2.3.3, linking in Section 2.3.4, and finally the semantic parsing step in Sec-
tion 2.3.5). However, we start with a data pre-processing step which is essential in
automated processing of clinical data: de-identification of the data (Section 2.3.1). In
particular, we describe our de-identification process during which data engineers had300
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Category Sub-category Example
Flexible Formatting Variable semantics Section header: “Admitting Diagnosis: SPLENOME-
GALIA”
Inseparable phrase: “Neuro: nonfocal”
Structure w/o sentences “Hb 11.9; L 7.13: Tc 86 (173); UZ 8.2; AST 36; ALT
31; LDH 266”
“OXYTOCICA - oxytocine (Syntocinon) , rem: 5 IU
in shot ”
Missing punctuation “Boostrix No OGTT Maternity fee, married”
Periods: “headache, no nausea or vomitus”
Parenthetical expressions “Application blood:( left arm )”
“Boostrix vaccintation prescription present (no GP)”
Atypical Grammar Missing expected words Verb: “No BH contractions”
Object: “Restless, probably had gastro-enteritis a
while ago”
Strange POS combinations Adjective without noun modified: “Head, eyes, ears,
nose, and throat examination revealed normocephalic
and atraumatic.”
Rich Description Variety of textual subjects Patient: “pelvis- and backache, can not sleep”
Anatomy: “no blood loss, some fluid loss last night.”
Test or procedure: “Task nr 5.3: ketones ++”
Family: “No relatives with diabetes”
Variety of styles Diagnosis: “Glucose measurements under control
(maternal diabetes)”
Evidence: “She had a teststrip of 142.”
Context-specific language Jargon: “Uterus: 2 fingers w.r.t. umbilicus , hard”
Ad-hoc acronyms: “sugars good, KB+, VWV- VBV-
HB sporadically”
Abbreviations: “CTG/ 2x reactive, toco flat, G2P3”
Misspellings “Couging [sic] since a couple of days.”
“No vaginal blooloss [sic] or stumach aches.”
“No fever. Normal mictie- and defaecationpattern.
[sic]”
“Dayly application of utrpogestan [sic] because of
preterm partus.”
Table 2: Illustrative examples of common challenges in processing text from clinical narratives related to




































Figure 1: Flowchart and general architecture of the NLP pipeline for the presented decision support task.
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no access to the original PRETURN dataset for developing the de-identification tools.
Implementation of our pipeline is based on the popular spaCy library for python. By
default, the library includes many NLP functions to process text for a wide variety of
languages, such as tokenization, part-of-speech-tagging and NER but is mostly tailored305
towards written media or web text. The accuracy of these components depends on the
domain and amount of training data for each language. Similar to recent work on open
source packages for medical and biomedical text [28, 29], we modify and extend the
library for our use case. We modify two of its standard components: tokenization and
NER, and include three new modules: de-identification, entity linking, and semantic310
parsing.
2.3.1. De-identification
Clinical notes contain detailed information about patient-clinician encounters in which
patients confide not only their health complaints, but also personal choices or possibly
stigmatizing conditions, all of which may be highly sensitive. This confidential rela-315
tionship of medical data is legally protected in the European Union. Conditions for
scientific usage of health data are set out in the General Data Protection Regulation
(GDPR) [37]. The GDPR lists general principles relating to processing of personal
data, including that processing must be lawful (e.g., by means of consent), fair and
transparent. It must be done for explicit and legitimate purposes, and the storing of320
data should be kept limited to what is necessary and only as long as necessary. The
GDPR excludes anonymous data from its scope of application under the condition that
re-identification of individuals from the data is impossible. Therefore, de-identification
is an important step before feeding the text to the NLP pipeline. This includes removal
of any kind of protected health information (PHI) including names, locations, con-325
tact details, identification numbers, specific dates and times. Since the GDPR does
not provide any strict rules about which types of PHI should be removed during de-
identification, we base our PHI tagging scheme on the guidelines defined by the US
HIPAA regulations. In order to de-identify the PRETURN dataset, the sensitive infor-
mation of medical notes for 20 patients, that signed an informed consent, was high-330
lighted by a medical expert (I.D.) and used to develop a de-identification module.
Based on these annotations, a collection of rules specifically tailored to detect sensitive
information with a near-perfect recall was generated. Lookup tables, decision rules
and fuzzy string matching were used to implement a rules-based de-identification step.335
Rules include on the one hand regular expressions to detect certain structures within the
notes (e.g. phone numbers and birth times), and on the other hand binary search trees
containing sensitive information such as doctor names, Belgian cities, etc. Regular ex-
pressions were created to remove identification numbers. Tables of person, personnel
and location names were provided by the hospital. After achieving a near-perfect recall340
on the annotated set of notes, the de-identification was applied by the medical expert
(I.D.) to a large collection of notes. Results were checked and errors were compiled in
order to improve the rules over several iterations.
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No VWV or VBV, Dafalgan (1g) 1x/d
CID:371380006 CID:289542001 CID:5481616
Modifier FluidLoss BloodLoss Medication Cardinal Unit Cardinal Mult. Frac. Unit





UMLS Linking and Normalization (Section 2.3.4)
NER (Section 2.3.3)
Tokenization (Section 2.3.2)
Semantic Parsing (Section 2.3.5)
”featurestring”:"NEG_BLOODLOSS",
”featurename”:"BLOODLOSS",









Information Extraction (Section 2.3)
Figure 2: Example of a medical note processed at each step of the NLP pipeline.
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2.3.2. Tokenization345
In the first stage of our NLP pipeline we tokenize clinical notes. Tokenization is the pro-
cess of demarcating sequences of characters into linguistic units called tokens, which
typically correspond to words. While this operation is well supported by many NLP li-
braries, most are developed for prosaic text. Clinical text includes many features which
are not properly handled by these standard implementations. Frequent edge cases in-350
clude contractions, hyphenated words and larger constructs such as results for medical
tests which include numbers, units and fractions in a single sequence of characters. Pre-
viously, we highlighted some of these cases in Table 2. While this component merely
returns lists of tokens, it directly affects all later processing steps in the pipeline. Dur-
ing development, proper tokenization was crucial for proper information extraction.355
Building on a standard language-specific tokenizer, many exceptions were included to
allow for the correct segmentation of informative special cases, most notably for ex-
tractions of numerical values such as “G2P3”. We included a number of exceptions to
spaCy’s standard tokenizer module to guarantee proper detection of valuable numerical
data. The majority of exceptions were included to separate unit measures from numer-360
ical values.
After processing all notes, structured as well as unstructured, and de-identification (de-
scribed in Section 2.3.1), a vocabulary of 51,872 tokens was constructed. Our spaCy
pipeline for Dutch medical text (named nl core med sm, following spaCy naming con-365
vention) has a smaller vocabulary than that included in the related scispaCy [28] and in-
cludes pre-trained word embeddings using the word2vec library. Table 3 compares our
nl core med sm with the pipeline released by Neumann et al. [28] (en core sci sm),
trained on English biomedical text from PubMed Central Open Access [38].
370
Model en core sci md [28] nl core med sm
Vocabulary size 101,678 51,872
Minimum word frequency 20 2
Minimum document frequency 5 1
Processing time per note 10 ms 5 ms
Table 3: Model statistics for nl core med sm and the related library scispaCy, en core sci md [28] trained
on biomedical text from Pubmed Central Open Access [38].
2.3.3. Named entity recognition
Clinical findings, diseases, procedures, body structures, and medications recorded in
the medical notes constitute valuable information. Named Entity Recognition (NER)
in clinical notes identifies mention spans (i.e., potentially ranging over multiple tokens)
of the clinically-relevant concepts such as names of medications or body parts. For ex-375
traction of concepts from free text notes we include a machine learning approach to
NER, whereas for semi-structured notes we can really on notes’ template to extract
relevant information. Machine learning methods formulate the clinical NER task as
a sequence labeling problem that aims to provide the best label sequence for a given
sequence of tokens.380
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While standardized ontologies such as UMLS and SNOMED CT [39] provide an exten-
sive categorization of semantic types and vocabularies, these are not tailored towards
use in machine learning models. Some of these semantic types are too coarse while
others are too specific or sparse to be effective for using in predictive models. For op-385
timal effectiveness in our clinical prediction model and verification by clinicians, we
defined and refined (over several iterations) a custom ontology of semantic types in
collaboration with medical experts, tailored specifically for PTB risk prediction. While
there is no one-to-one mapping between our ontology and broad ontologies such as
UMLS, most of our semantic types can be mapped to one or multiple UMLS concepts.390
Clinicians identified 62 different semantic types as being informative for risk predic-
tion. These include, besides standard clinical concepts, other important concepts such
as units (temperature, volume, quantity) and named entities (patient, partner, family,
. . . ). After annotation of 3,381 documents, 21 types received over 100 annotated con-
cepts. For a statistical approach to our NER task, this appears to be a lower bound395
for training a decent sequence labeling model. Therefore, for these 21 types, we use
the statistical NER approach for these, whereas we use simple pattern matches based
on lookup tables for the remaining 41 types. We present these semantic types, together
with descriptive statistics and matching UMLS concepts in Table 4. Note that for trans-
parency in the results for the semantic type extraction (Table 8 and Table 9), we only400
report test metrics for the 21 trained types.
For sequence labeling we rely on the statistical sequence tagging model included in
the spaCy library. The NER model in spaCy is a transition-based system based on the
chunking model by Lample et al. [40] Each token is represented as a hashed, embedded
representation of the prefix, suffix, shape and lemmatized features of individual words.405
spaCy’s NER model is a deep convolutional neural network with residual connections,
and a transition-based approach to named entity parsing. We refer readers to work by
Goldberg et al. [11] for a more detailed description of this model. While this architec-
ture is not guaranteed to provide the best possible results for our use-case, we focus
on an initial evaluation of our annotated data and schema, rather than pursuing more410
complex alternatives.
To increase efficiency of the annotation effort, we use models trained on the available
data and phrase lists mined from UMLS to pre-label data. Instead of annotating docu-
ments from scratch, annotators edit the proposed annotations or add missing ones. We415
describe this approach in more detail in Section 2.3.6.
2.3.4. Concept normalization and linking
After the NER stage, normalization and linking of clinical entities or concepts is per-
formed. The entity linker module links concepts, labeled with one of our PTB-specific
semantic types during NER, to one of the biomedical concepts defined in the Unified420
Medical Language System (UMLS) Metathesaurus. UMLS distributes terminology
and coding standards to enable interoperable biomedical information systems. We
make use of its main component, the Metathesaurus, which organizes concepts and
links similar names for the same concept for other vocabularies, as a reference[41].
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For example, the acronym “MD” has 42 different meanings (Medical Doctor, Major425
depression, Mitral disease, etc.) according to UMLS. An entity linker decides which
is the actual meaning associated with the acronym “MD” as used in the considered
context, and links the considered “MD” mention to the corresponding UMLS Concept
Unique Identifier (CUI).
Note that our NER model detects concepts and labels them according to our PTB-430
specific semantic types, after which the entity linker assigns a matching UMLS Con-
cept Unique Identifier (CUI). UMLS, with over one million of biomedical concepts,
includes a much finer grained ontology than our PTB-specific ontology. Next to a PTB-
specific semantic type, also having access to the corresponding UMLS CUI, will enable
use of the additional information included in UMLS such as synonyms as additional435
source and allow for more fine-tuning during feature engineering during development
of the risk prediction models as described in Section 2.4.1. For example, the semantic
type assigned to all medication types might be too granular to be useful for prediction,
instead the potentially more specific UMLS CUI of the medication could be a more
informative feature.440
In our pipeline we include the same entity linker used in scispaCy [28]. This entity
linker measures the similarity between the concepts extracted by the NER component,
and compares them to those stored in UMLS using an approximate nearest neighbours
search. We generate candidate UMLS concepts for each of the extracted PTB-specific
concepts with a commonly used method for information retrieval, which included the445
following two steps. We first index all of the canonical names stored in UMLS us-
ing vector representations of sequences of three characters. Then, we employ a nearest
neighbor search to retrieve the most likely candidate UMLS concept for each PTB con-
cept. The UMLS concepts for which a concept name does not appear at least once in
our corpus, are excluded from the lists of candidates. As a result, we use a total of450
11,416 UMLS concepts out of a total of 287,839 CUI stored in the UMLS for Dutch.
Currently we do not train this linking component and choose the most similar canonical
name in the UMLS database. While this introduces noise, especially for abbreviations,
we believe the effect of this noise is reduced by the highly domain-specific language
related to preterm birth, i.e., apart of acronyms and single character expressions, most455
of the vocabulary is context independent and can be linked to a single UMLS concept.
We normalize numerical words in mentions and concepts to their corresponding Arabic
numerals, as well as attributes and qualifiers using manually engineered lookup tables.
Furthermore, each type of unit is normalized to the same constant using lookup tables,
e.g., mass units in medications are expressed as milligrams. In Figure 2 this converts460
‘1 g’ to the numerical value of 1,000.
2.3.5. Semantic parsing
Semantic parsing converts language to a machine-understandable representation of its
meaning [42]. What we mean by semantic parsing in this context, is the task of iden-465
tifying relations between the clinical concepts and attributes such as, e.g., medication
and dosage or pain and anatomical location. Based on the semantic type assigned
during the NER step, clinical entities are connected to attributes: qualifiers, temporal
modifiers, measurements, and anatomic location. Relation candidate pairs are extracted
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Semantic type Example UMLS CUI’s Train/Dev/Test Norm. Freq











Fraction per, /, every,... 446/53/60 0,165
Patient patint, pte, mama, pat, patient, ms. (patient-C0030705), (Mama-C4209064),... 430/66/63 0,165
Time unit week,d,day,min,hour,w,’,h,u,dagen (Day-C0439228), (Hour-C0439227),
(min-C3813700), ..
424/60/69 0,164
Medication dafalgan, perfusalgan, diclofenac, parac-









C0007208), (Glucose strip test-C4761113)
...
379/68/44 0,145
Cervix cervix,cx, cxv (CERVIX-C0007874) 340/63/68 0,139
Range -, to,ranging from, between 288/55/32 0,111
Complaint/Pain pain, tired, complaints, hemorrods, stress (Pain-C0518090), (Tired-C0015672),
(complaints-C0277786),
290/38/44 0,110
Blood Loss vag bvl, bloodloss, vbv, blood loss (Blood loss-C0019080), (Vaginal Hemor-
rhage -C2979982)
202/27/35 0,078
Amniotic Fluid Loss vwv, amniotic fluid loss, vag vvl (Amniotic Fluid Loss-C0238625), 155/21/23 0,059
Length Unit m, cm, mm, fingers.. 133/16/19 0,050
Mass Unit kg, g, lepels, ... 118/30/17 0,049
Baby baby, child, son, (Baby-C0021270), (Child-C0008059), 111/17/28 0,046
Sleep resting, sleep, nap (Sleep - C0037313), (Rest - C0035253) 107/23/18 0,044
Contractions contractions, cramps, hb (Cramps-C0026821), (Uterine
Contraction-C0042130)
105/18/21 0,043
Volume unit ml, l, centiliter cc, ... 106/25/8 0,041





Condition HIV, diabetes gravidarum, zws diabetes (HIV-C0019682), (Diabetes-C0011847) 89/10/21 0,035
Cardinal Numbers seventy-nine, fifteen, twenty 92/13/8 0,033
Table 4: Overview of semantic types in the NER module and number of annotations in training, development
and test collections. All shown examples of annotated concepts were translated from Dutch to English by
the authors where possible.
by comparing clinical entities (Drugs, Complaint, Medical Test, . . . ) to matching at-470
tribute mentions (frequency, dose, body part, temporal constraints, . . . ). We apply
shallow semantic parsing in which we the constituent parts are first identified and then
linked together based on manually engineered grammar rules. Rules were developed
by analyzing common sentence structures. While this approach fails to parse complex
sentences, we obtain reasonable coverage, because of the limited length of notes and475
the prevalent semi-structured format.
Concepts of the type Medication can be linked to the concepts of route, dose, frequency
and/or form. Complaints are linked to temporal modifiers and the concept of intensity.
Medical tests and procedures are linked to measurements. Rules were created using480
spaCy’s pattern matcher and stored as JSON format. Figure 3 displays several exam-
ples of patterns and parsed notes.
One challenge faced in clinical NLP in general, is that the meaning of clinical entities is
heavily affected by modifiers such as negation. We rely on the semantic parsing stage
to negate entities. Thus, negation detection is an important task of the semantic parsing485
module: to determine whether a criterion is used for inclusion or exclusion purposes.
In our pipeline we use semantic parsing as means for rule-based negation detection,
similar to the prominent algorithm NegEx [43].
The semantic parsing module returns frames containing all the linked concepts, identi-490
fiers and typed relations formatted as JSON records. This is the final module of the IE
pipeline and semantic frames are generated as final output of the pipeline. An overview
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Medication Cardinal Unit Cardinal Mult. Frac. Unit
Dafalgan ( 1 g ) 1 x / d
dose
Modifier AmFluidLoss BloodLoss
No VWV or VBV
neg
neg
Modifier Attribute Body Part Complaint






{” l a b e l ” : ” D i a s t o l i c ” , ” p a t t e r n ” : [ {”ENT TYPE” : ” P r e s s u r e Un i t ”},{”TEXT” : ” / ”} , {”LIKE NUM” : t r u e}]}
{” l a b e l ” : ” D i l a t i o n ” , ” p a t t e r n ” : [{”ENT TYPE” : ” M e d i c a l T e s t ” , ”OP” : ”+”} , {”LIKE NUM” : t r u e } , {”ENT TYPE” : ” L e n g t h U n i t ”}]}
{” l a b e l ” : ” Compla in t ” , ” p a t t e r n ” : [{”ENT TYPE” : {” IN ” : [ ” Compla in t ” ]} , ”OP” : ”+”} , {”ENT TYPE” : ”Body P a r t ” , ”OP” : ”+”}]}
Figure 3: Semantic frames and examples of note types formatted as JSON. Green indicates the assigned
semantic type.
of all data collections is shown Table 5.
2.3.6. Bootstrapping for clinical NER
As recognition of clinical entities is a key building block on which the linking and se-495
mantic parsing components rely, we conducted an intrinsic evaluation of our model. In
particular, we applied and compared different strategies to generate training data and
supervise the NER model (see Section 3.1). Manual annotation is a time-consuming
and costly task, and requires input from clinical experts. Clever ways to increase effi-
ciency of the supervision process, and thus reduce the amount of labeled data needed500
to train NER models, are especially useful in this setting. This section introduces the
different methods that we investigated for bootstrapping the NER module without the
need for extensive manual annotations.
Bootstrapping our NER models refers to training the models from scratch but lever-
aging existing knowledge sources and choosing a specific sample set to be labeled,505
in order to quickly improve the model. For example, instead of randomly choosing
notes to be labeled, efficiency can be gained by presenting the most informative medi-
cal notes to annotators. A well-known set of techniques in that direction fall under the
term ‘active learning’, whereby intermediately trained models provide clues on which
samples are the most informative to be annotated. Compared to standard supervised510
machine learning approaches, active learning offers the opportunity to build classifiers
with a reduced amount of manual annotations, especially for learning to recognize rare
types of concepts [44].
Next to training on fully labeled notes, which we refer to as strong supervision, we515
include sources of weak supervision. In weak supervision, unlabeled data is annotated
using phrase lists and regular expressions, leading to noisy and incomplete annota-
tions. In our weak supervision setup, phrase lists are constructed for each of the se-
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Named Entity Recognition
# Training documents 2,581
# Development documents 400
# Test documents 400
# Tokens 69,800
# Semantic types 62
# Annotated seed terms 1,837
# Annotated concepts 13,105
Av. # Tokens/Document 20
Av. # Concepts/Document 3.9
Normalization and Linking
# UMLS concepts 4,225,752
# UMLS concept names 14,608,810
# Dutch UMLS concept names 287,839
# Candidate UMLS Concepts names 11,416
Semantic parsing
# Frame types 24
# Grammar rules 79
Feature extraction
# Structured features 112
# Extracted features 10,099
Av. # Features/Document 1.3
Table 5: Descriptive statistics of data sources, annotated medical notes and engineered rules.
mantic types by mapping types to UMLS concepts and extracting synonyms for these
concepts stored in the UMLS Metathesaurus. Terms matching one of the phrase lists520
are then automatically annotated with the corresponding type, regardless of context.
This results in a significant extra amount of potentially noisy training data. This can
boost performance when compared to training on the original smaller set of data having
strong or gold-standard supervision. We hypothesize that the added value from weak
supervision in this context comes from the relatively high quality of labeled data, be-525
cause many of the annotated terms are context-independent or unambiguous, such as
drug names or body parts.
Next to phrase lists mined from the UMLS database, we use word embeddings to ex-
pand a set of seed terms, similar to [44]. Seed terms are annotated concepts or phrases530
which are used to generate new lists of phrases having the same type. Word embed-
dings project tokens to a low-dimensional shared vector space (e.g., typically only a
few 100 dimensions, compared to tens of thousands of different tokens). Neighboring
words in this vector space tend to be grammatically and/or semantically similar. For
each of the seed terms, the 20 nearest tokens in embedding space (in terms of cosine535
similarity) are manually assessed. Those confidently judged to describe the same se-
mantic type as the seed term, are added to the list of valid expressions for that type.
Presenting semantically similar tokens to annotators for evaluation is a highly efficient
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way of extending term lists for semantic types. Table 6 shows 4 seed terms and the
top 8 words words with the most similar representation in the embedding space (again540
literally translated to English for convenience).
bloodloss dafalgan increased ctg
brownloss daf incremented monitor
loss dafal lowered CTg
blvl tablet boost monitor
bloloss dalalgan reduced CTG
slimeloss pctm driven up registration
fluidloss dafalghan increaset ECG
blood Dafalgantablet drive up EKG
blodloss paracetamol recoverd stan
Table 6: Term expansion for four seed terms word embeddings.
In total, 3,381 free-text documents from the PRETURN dataset are annotated according
to the data schema presented in Section 2.3.3, resulting in 13,105 annotated concepts.
During the process, the NER model is updated every 100 annotated documents, in an545
active learning setting. Each time, the next batch of most informative notes is deter-
mined by sampling based on uncertainty of the assigned labels. When a minimum of
annotated concepts for a semantic type are annotated, terms are expanded using the
previously described word embedding approach. Depending on note length and com-
plexity, on average 100 notes are annotated in around 60 minutes. Presenting notes to550
be annotated with label suggestions predicted by the partly trained NER model allows
reducing the average annotation time per note by half. After 100 notes are annotated,
the NER model is trained on all available annotations and remaining, unlabeled docu-
ments are labeled, ranked and presented to the annotator for a new batch of annotations,
in the next cycle of the active learning process.555
2.4. Risk prediction for preterm birth
In this section, we discuss which types of features are extracted from the PRETURN
data, and which techniques are used in order to create models that estimate the risk of
birth within specified time windows.
2.4.1. Feature Extraction560
The medical notes are processed by the IE pipeline in order to generate semantic
frames. From these frames, structured features are extracted which are then combined
with both features that were available at the point of admission and lab results that are
available at that point in time. The features available at admission are described in more
detail in Section 2.1. The information included in semantic frames allows for a large565
number of different features to be extracted. We can define three types of features:
Numerical Features include quantitative information, expressed in laboratory test re-




Cervical Length Cervix length has decreased to 10mm 10
Dilation Dilation has increased to 4cm 40
Gravidity Third pregnancy of patient, G3P1 3
Gestational age Note: term of 33w7d 33.22
Blood pressure RR: 90/120 90, 120
Heart rate Controle ante partum: 120 bpm 120
Vomit VAS Vomit: 3 VAS 3
Categorical Features
Pain Pain has increased since this morning pain:increase
Blood Loss No blood loss bloodloss:none
Fluid Loss VWV++ fluid loss:increase
Blood Pressure Level Blood pressure has decreased bloodpressure:decrease
Event Features
Rupture of Membranes PPROM at 25 weeks event pprom
No complaints by patients Patient has no complaints. event nocomplaints
Table 7: Examples of extracted features.
analog scale (VAS) recordings are a subjective measure mostly used for acute
and chronic pain but also indicative for the level of nausea and tiredness in our570
study. Scores range between 1 and 10, corresponding to “no pain or “no nausea”
and “worst pain or “extremely nauseous” respectively.
Categorical Features encode attributes together with clinical entities such as anatom-
ical site, qualifications, and temporal modifications.
Event Features are binary features which indicate the occurrence of events or other575
conditions. They encode significant events during hospitalization such as ruptur-
ing of membranes, or patients being diagnosed with a condition.
Table 7 shows a number of extracted features of the three categories with correspond-
ing expressions in written text. To reduce the effect of erroneous extractions, we in-
clude rules to filter out information which is highly unlikely or physically impossible.580
Examples of such rules are filtering out values that exceed the biological range, or in-
formation found in note types in which they are unlikely to be found.
We use labeled data from past hospitalizations to train and test predictive models. Bi-
nary and categorical features are aggregated and concatenated with the admission infor-585
mation for each patient at the point of prediction. Every 24 hours after hospitalization,
delivery within the three time periods is predicted from that point in time by the models.
For numerical features only the latest registration of the measurement is included.
2.4.2. Machine learning methods and interpretability
Feature vectors are processed by CatBoost, an implementation of gradient boosted de-590
cision trees [45]. There are several reasons that motivate this type of model and this
specific implementation. First, gradient boosting algorithms are able to achieve state-
of-the-art performances on structured, tabular data [46], especially when the data is
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high-dimensional and many interactions between features exist. Second, CatBoost is
able to automatically deal with the encoding of categorical variables and the impu-595
tation of missing values, which are both present in our dataset. Third, the CatBoost
package specifically sets many of the hyper-parameters heuristically based on inferred
properties of the provided data, as opposed to having static default values which is the
case for other gradient boosting packages. This property, in combination with the fact
that CatBoost is a very recent implementation with many of the newly found insights600
from recent machine learning research incorporated, results in predictive performances
that exceed those of tuned models from competitive packages such as LightGBM [47],
XGBoost [46] or H2O [48] without any hyper-parameter tuning [49].
One other important aspect that needs to be considered is that, especially in a clinical605
setting, predictive models need not only to be well-performing, but also need to be
trustworthy, transparent, interpretable and explainable [50]. Clinicians need to be able
to understand how any proposed algorithms may contribute to improving patient care
within an interpretable workflow. Shapley Additive Explanation (SHAP) is a technique
that is able provide an explanation accompanying a prediction by calculating how much610
each of the variables contribute towards each predictions [51]. The technique originally
is model-agnostic but has a computational run-time that is exponential as a function
of the number of features. Fortunately, an implementation specifically for tree-based
models exists that can exactly calculate the contribution of each feature with a run-
time that is quadratic in terms of the maximum depth of the tree in the ensemble [52].615
Moreover, trees constructed through gradient boosting are often shallow. This results
in gradient boosting trees being an excellent trade-off between model interpretability
and predictive performance.
3. Results
In this section we present two evaluations of our approach. First, we provide an in-620
trinsic evaluation (i.e., evaluating the IE quality of individual building blocks in the
pipeline). In particular, Section 2.3.6 focuses on the NER stage with standard classifi-
cation metrics: the precision, recall, and F1-score, using different strategies for super-
vision. Next, Section 3.2 provides an extrinsic evaluation: we measure the impact of
using the combined features extracted from text, ranging from clinical concepts to the625
semantic frames, for the clinical risk prediction model.
3.1. Bootstrapping clinical NER models
For evaluation of our clinical NER model, we split annotated free text notes into 2,581
training notes, 400 notes for development and hyperparameter tuning, and 400 notes for
testing. We perform a quantitative analysis on the 400 test notes not used for training630
or model development. Table 8 shows macro- and micro-average precision, recall, and
F1 scores of the NER model on the test data, evaluating for exact matches as opposed
to including partial overlap between ground truth and predicted mentions as correct
predictions. Macro averaging calculates the mean of all individual scores for each
semantic type, micro averaging aggregates all predictions and calculates one single635
metric. Micro averaging inherently assigns more importance to prevalent types.
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Our weakly supervised approach, using automatically labeled data and heuristics, ob-
tains significantly higher scores for recall than models trained using only strong super-
vision. We combine weak and strong supervision by training the NER model using
weak supervision for 10 iterations and then fine-tuning the model using strong super-640
vision. Combining both strong and weak supervision achieves a better trade-of with
precision yet still obtains lower scores for F1. Table 9 shows precision, recall and F1
results for different models for the 21 different semantic types, on test data.
Macro- Macro- Macro- Micro- Micro- Micro-
Prec. Rec. F1 Prec. Rec. F1
Strong Supervision 49.42 52.77 51.04 47.72 50.84 49.23
Weak Supervision 43.00 77.99 55.43 40.01 80.27 53.40
Strong + Weak Supervision 51.32 52.89 52.09 49.79 52.53 51.13
Table 8: Evaluation scores for different training schemes for NER model averaged over all semantic types.
3.2. Birth risk estimation
In this section, we assess the added value, in terms of predictive performance and645
model interpretability, that the IE pipeline brings to the predictive models that estimate
the birth risk.
3.2.1. Predictive performance
The main goal of this experiment is to assess the added value of the information ex-
traction module in terms of the predictive performance of the model. To do this, we650
evaluate a CatBoost model for each of the three time windows discussed in Section 2.1
using different fixed points of elapsed time since admission. For each of these points of
time, patients that already delivered are excluded and a new model is trained. The rea-
son for re-training a new model is that the data at a certain point of time after admission
are different from the data at an earlier point. In total, six points corresponding to one655
to six days after admission respectively are evaluated. Although the number of days
between admission and giving birth in our dataset ranges from 0 to over 100 days, six
evaluation points are chosen as a trade-off to show the increasing trend in performance
when patients are admitted longer in the hospital while not cluttering the results. In to-
tal, this results in 18 different measurements per configuration, as depicted in Figure 4.660
The choice of evaluation points is in no way a fundamental limitation, only a practical
choice related to clarity in reporting for this paper.
We evaluate the impact of our IE system by comparing the results of four different
feature sets:665
• A feature set using only admission information and numerical, structured lab
results available at a certain point in time (Baseline).
• A feature set that includes the features from Baseline, in addition with bag-of-
words features extracted from the free text notes (BOW). The latter features are
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Supervision→ Strong Weak Strong+Weak
Semantic Type↓ Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1
Attribute 29.19 31.97 30.52 19.50 85.03 31.73 33.54 36.73 35.06
Qualifier/Temporal Modifier 46.21 50.83 48.41 23.89 80.83 36.88 45.03 56.67 50.18
Fraction 27.96 49.06 35.62 20.08 98.11 33.33 29.41 37.74 33.06
Patient 65.82 78.79 71.72 57.27 95.45 71.59 67.09 80.30 73.10
Time unit 61.02 60.00 60.50 48.76 98.33 65.19 59.70 66.67 62.99
Medication 56.52 61.90 59.09 53.92 87.30 66.67 64.52 63.49 64.00
Medical Test/Procedure 41.79 41.18 41.48 26.75 89.71 41.22 48.33 42.65 45.31
Cervix 73.58 61.90 67.24 79.07 53.97 64.15 74.07 63.49 68.38
Range 38.24 23.64 29.21 66.67 14.55 23.88 42.86 32.73 37.11
Complaint/Pain 37.70 60.53 46.46 20.75 86.84 33.50 34.48 52.63 41.67
Blood Loss 43.33 48.15 45.61 31.94 85.19 46.46 45.71 59.26 51.61
Amniotic Fluid Loss 50.00 52.38 51.16 50.00 71.43 58.82 54.55 57.14 55.81
Length Unit 41.67 62.50 50.00 19.74 93.75 32.61 33.33 56.25 41.86
Mass Unit 43.33 43.33 43.33 36.99 90.00 52.43 36.00 30.00 32.73
Baby 50.00 58.82 54.05 42.50 100.00 59.65 55.00 64.71 59.46
Sleep 94.74 78.26 85.71 95.00 82.61 88.37 94.44 73.91 82.93
Contractions 64.71 61.11 62.86 27.27 83.33 41.10 64.71 61.11 62.86
Volume unit 55.56 60.00 57.69 57.14 96.00 71.64 62.50 60.00 61.22
Way of Application 50.00 60.00 54.55 40.00 80.00 53.33 55.56 66.67 60.61
Condition 12.50 10.00 11.11 35.71 50.00 41.67 14.29 10.00 11.76
Cardinal Numbers 53.85 53.85 53.85 50.00 15.38 23.53 62.50 38.46 47.62
Table 9: Evaluation metrics for different semantic types and training strategoies of the NER task on held out
test notes.
binary features indicating whether or not a particular token occurs in the consid-670
ered note.
• A feature set that includes the features from Baseline, complemented with the
features extracted by the IE system (IE).
• A feature set that includes the features from Baseline, BOW and IE (All)
For each feature set, we carry out 5-fold cross-validation and predict time-to-delivery675
at the start of each day for the set of patients in the held-out test collection. Because of
the limited number of patients compared to the number of features, in order to prevent
overfitting, we limit the length of feature vectors to include the 100 most frequently
extracted ones. We report the mean F1 score and corresponding standard deviation as
a function of the number of days since admission of our patient population. Moreover,680
when both the precision and recall are higher than the Baseline, a ‘+’ is used as a
marker. In these cases, an improvement with respect to the baseline is obtained for any
clinical trade-off between precision and recall. The results are depicted in Figure 5.
3.2.2. Model interpretability
Using extracted information, clinicians can visualize what data the model “looked at”685
for each individual patient, which can be used to determine whether a prediction is
based on credible facts, and potentially help to decide on actions. To demonstrate such
potential insights gained through the automatic extraction of information, we show ex-
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Figure 4: We evaluate our CatBoost model for three different time windows at six different points in time.
These points in time are relative with respect to the admission day. In this example, the target for the time
window of birth within 7 days becomes positive from 3 days since admission onwards. Targets for the first 2
days since admission are negative (i.e., birth occurs outside of the 7-day window starting on the considered
day after admission).
Figure 5: The average F1 for the three time windows at the different points in time. The standard deviation
is indicated by light shading around the curve.
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Figure 6: Extracted values for cervical length for several pregnancies; the corresponding free text is annotated
next to each marker.
a crucial indicator of risk of preterm term birth. As cervical length decreases, the risk690
of spontaneous PTB increases [53, 54]. Results of ultrasound measurements of cervi-
cal length are often included in textual form in medical notes. Figure 6 visualizes the
general decrease of cervical length over time after admittance, for a sample of several
admissions at Ghent University Hospital. A complete timeline of numerical values
extracted from free text notes for a specific patient using the IE pipeline is shown in695
Figure 7. Numerical information is shown versus the number of hours after admission.
Moreover, as mentioned in Section 2.4.2, gradient boosting allows for quick generation
of an explanation corresponding to a prediction, or to quickly calculate the importance
of the variables used. Table 10 shows features ranked according to the influence on the700
decision of the predictive model. In Figure 8, we visualize the twenty most important
features using Shapley values. Each dot corresponds to one feature value of one patient.
A red-colored dot represents a large value for that patient’s feature, while blue indicates
a small value. Gray dots represent missing values. The position on the x-axis depicts
the impact on the model’s prediction: the right-most dots have a positive impact on705
chance of birth (i.e. increase the probability) and the left-most dots a negative impact.
Bag-of-words features are indicated with ‘text’.
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Figure 7: Extracted values from notes versus hours after admission.
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Structured Bag-of-Words IE Features
# Feature # Feature # Feature
1 PPROM 2 text membrane: broken 3 numeric:dilation
2 Gestational Age 3 text cse 5 numeric:blood pressure
3 BMI 3 text weak 4 event:contractions
4 IVF 6 text hartmann 10 numeric:tired vas
5 Duration ROM 7 text broken . 14 numeric:pain vas
6 Patient height 8 text test: 15 numeric:temperature
7 Age mother 9 text . amniotic fluid: 16 numeric:heartbeat
8 Current gravidity 10 text broken 18 categorical:cervix unripe
9 Mean Corpuscular Volume 11 text . weak 19 categorical:negated complaints
10 Hemoglobine 12 text good 20 categorical:amnioticfluidloss decrease
Table 10: Most informative features in CatBoost models based on structured features (left), bag-of-words
features extracted from notes indicated with ‘text ’ (middle) and features extracted using the IE pipeline
(right). # = rank when sorted according to feature importance
(a) Structured + bag-of-words features (b) Structured + IE features
Figure 8: The Shapley values for the most important predictors of the models.
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4. Discussion
In this section, we perform a critical analysis of the evaluation reported in the previous
section and highlight some potentially interesting future steps for our clinical informa-710
tion extraction pipeline.
4.1. Error analysis of clinical NER
To better identify current shortcomings of our approach for NER, we manually inves-
tigate 100 false positive predictions on the test instances by the NER model shown in
Section 9. We mainly notice a prevalence of our model to over-predict the attribute715
and qualifier entities, as 56 of the investigated error cases involve one of these types.
Especially short, symbolic attributes and modifiers such as lab results are among the
most difficult concepts to extract. This appeared to be mainly because of use of sin-
gle characters such as ‘+’ or ‘-’ to indicate positive or negative results, or the increase
vs. decrease of lab measurements. Because these are difficult predictions, in our active720
learning strategy many of these predictions are selected in order improve the model on
how to distinguish these, yet their label can remain subtle. Because of the sensitivity
to these, we recommend a pattern based approach for single characters. The effect of
these wrong predictions on downstream use remains limited due to the frame based
semantic parsing in which these types are often used in combination. Abbreviated725
mentions account for another substantial proportion of the failure cases. A separate,
pattern based approach which expands acronyms during a pre-processing step could
aid for these cases. Other false positive predictions are harder to trace, and we recom-
mend exploring alternative model architectures for NER, besides the standard spaCy
NER model.730
When considering the absolute F1 values in Table 8 and Table 9, one could question
whether they are sufficiently high for practical use. One must take into account that
these represent accuracy for extractions from the more challenging free text as op-
posed to semi-structured text. More importantly, the goal of the IE pipeline was to
extract interpretable features that contribute to better clinical risk predictions, prefer-735
ably with a minimal effort (in terms of manual annotations) to develop the extraction
modules. The extracted features are interpretable by construction (unlike the BOW fea-
tures, as discussed in Section 4.3), and contribute to improved clinical predictions (as
seen from Fig. 5). This is already a useful insight: even though the IE output may be
noisy, the automatically extracted concepts do contribute to better clinical predictions.740
We hypothesize that during training, the clinical prediction model learns to leverage
high quality features, and learns to ignore the rare, difficult, or more noisy IE features.
However, due to the active learning process described in Section 2.3.6, the set of labeled
notes gets biased towards notes with the most difficult cases. The test set is sampled
from the set of labeled notes, as described in Section 3.1. Since the IE task was not745
the goal by itself, no additional test set with random samples of notes was created. The
metrics reported in the aforementioned tables reflect therefore a worst case scenario,
focusing on the entity extraction performance for the most difficult notes. The pre-
sented metrics are useful for relative comparisons between methods or semantic types,
but the absolute levels have to be interpreted with the above in mind.750
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4.2. Limitations
We address a number of limitations to our information extraction pipeline and pro-
vide possible directions for future research. While our lookup-based de-identification
method provides a “safety net”” and obtained a near-perfect recall after several iter-
ations, it ignores context and de-identifies potentially valuable information. PHI in-755
stances which are abbreviations or acronyms for names are especially hard to detect
and can be ambiguous as they are easily confused with medical terms and measure-
ments. Also the generalizability of our de-identification methods across languages and
domains is largely unexplored. Moreover, as all of the free text notes used within this
study are in Dutch and situated within the domain of preterm birth, the generalizabil-760
ity of our de-identification methods across languages and domains is unexplored and
uncertain. Machine learning based methods could provide better generalizability but
require labeled data. Trieneset al. [55] show that a popular neural architecture gener-
alizes best even when limited amounts of training data are available.
Our IE pipeline was evaluated on clinical notes stemming from one specific domain765
related to early birth risk estimation. It needs to be tested further to understand our
systems generalizability. While the presented weak supervision strategies reduce the
effort needed for annotating, a considerable amount of manual engineering is still re-
quired. Also, although different use cases share similar syntactic structures which help
with parsing, the conditions in different fields have their own distinct characteristics.770
For example, the concept of “amniotic fluid loss” is common in obstetrics and gynae-
cology but is rarely used in diseases such as cancers, which need dedicated concepts
to deal with pathology and radiology reports. We hope that, by building on an open
source framework for NLP and by sharing annotation guidelines, more annotated cor-
pora become available in the future to enable continued improvement.775
During the initial stages of our research, a collection of semantic types relevant for risk
prediction was constructed, in collaboration with clinicians. An alternative approach
would be to extract all UMLS concepts detected by a linker or simple string matching
on the collection of notes. Such bottom-up clustering of extracted UMLS concepts
would lead to an alternative ontology. Benefits of this approach would include the780
large set of UMLS concepts to bootstrap NER models with and would allow existing
UMLS concept extractors to be used (such as MetaMap[56] or CTakes[57]). We do
not exclude that such alternative approach may lead to a similar gain in predictive
performance. Yet we expect that mapping and validating all relevant concepts from the
UMLS ontology (which contains 5 million concepts) would require many iterations of785
validation by experts to reduce noise.
Our approach of shallow semantic parsing allows chunking a large portion of medical
notes due to their ad-hoc structure but is not suited to parse longer and more intricate
expressions. A valuable extension to our pipeline would be to include machine learning
based approaches for the task of semantic parsing or to implement measures that allow790
semantically annotated grammar rules to be generated semi-automatically.
The tasks within our proposed pipeline, such as NER and semantic parsing, are strongly
dependent on each other. In this study, however, only the NER and Decision Support
components of the pipeline were evaluated. There are two reasons for that. Firstly,
the primary goal of this study was to leverage an IE system in order to increase the795
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predictive performance of the decision support system. Second, labeled data was un-
available for most IE components, with the exception of the NER task. This makes
a qualitative evaluation difficult for these other components. Therefore, an important
line of future work would be to leverage annotated data for different sub-tasks to train
better task-specific models. In particular, multi-task learning (MTL) leverages over-800
lapping representations across sub-tasks and is one of the most effective solutions for
knowledge transfer across tasks.
While our study includes an extensive benchmark of the predictive model on historic
data, it is performed retrospectively. Before application in clinical practice, a robust,
prospective clinical evaluation is needed. We do believe explainable AI approaches805
are more likely to facilitate faster adoption into the clinical healthcare setting. As illus-
trated in the figures and tables in the result section, information extraction leads to more
interpretable models. We hypothesize that it will help foster vital transparency and trust
with the users of resulting clinical decision support tools, in high-stakes settings such
as early birth risk prediction.810
4.3. Birth risk estimation
By inspecting Figure 5, we observe that pre-processing notes using our information
extraction pipeline results in higher scores for all time windows then models trained
solely on structured features. Moreover, a bag-of-words representation of the free text
notes results in an increased performance, competitive to the performance obtained815
with the IE feature set. Combining both feature sets does not always result in the best
performance, which could be explained by a too large number of (noisy) features. The
increases in F1 score for all three feature sets, compared to the Baseline feature set are
all statistically significant (p < 0.05) according to a one-sided bootstrap hypothesis
test, except for the BOW feature set evaluated 5 days after admission on the task of820
predicting birth within 48 hours and evaluated after 4, 5 or 6 days of admission on the
task of predicting birth within 7 days. It should further be noted that no feature selec-
tion was applied to generate these results, although this may result in a slightly further
increased performance.
825
One other thing that can be noticed from Figure 5 is that both the feature set with a
bag-of-words representation and the feature set with features extracted by our IE com-
ponent have similar predictive performances. Nevertheless, using features extracted by
our IE component has a significant advantage in a clinical setting. Naively tokenizing
words in medical notes into sparse bag-of-words feature vectors quickly leads to unin-830
terpretable predictions and modeling of confounding variables. This is demonstrated
by investigating important features according to models trained on bag-of-words repre-
sentations in Figure 8a. While some terms hint towards significant medical events such
as broken, most are hard to interpret without additional context. One example of such
a feature that has a large contribution towards the output of the model, but has minimal835
to no clinical interest is the occurrence of ‘opm:’ (Dutch abbreviation of ‘opmerking’
which means ‘comment’) having a positive impact on the final probability. In contrast,
the occurrence of ‘opm.:’ has a negative impact. Clearly, these type of insights are
of no clinical interest, and could have significant negative effects when such a model
would be deployed. For example, they could be related to specific notes types, or habits840
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from particular clinicians in making notes, but would without doubt not be transferable
to other settings (e.g., other hospitals), unlike some of the more interpretable features.
Structured features such as premature rupture of membranes (PPROM) and gestational
age have a strong impact on the model’s positive prediction. Out of features extracted845
from text, numerical features rank among the most important extracted features for the
model. Prominent features for the predictive model are the cervical dilation (numer-
ical), high blood pressures (numerical), premature rupture of membranes (event), no
complaints (event) and increased heart rate (numerical). Because of their clear benefit
for predictive models, our results advocate that these type of variables should be logged850
in a structured format. Therefore, while the IE feature set does not always consistently
outperform the BOW feature set, the model is clinically more useful. Still, it is impor-
tant to note that while these features are informative for model predictions they are not
necessarily causal.
5. Conclusion855
In this paper we studied the application of clinical information extraction to support
predictive models for clinical decision support in the domain of PTB. We demon-
strated that pre-processing and extracting knowledge from medical notes significantly
increases the accuracy of decision support models for estimating the time-to-delivery
while preserving model interpretability and transparency. By releasing our code1 and860
documenting our workflow we hope to boost research on domain-specific information
extraction to support clinical decision models. We emphasize that further research and
external validation is needed to study the applicability, the cognitive impact, and the
clinical utility of the presented research.
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