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Abstract
There are several criteria of L-regularity of compact sets in CN . One of the most important is the semianalytic accessibility
criterion due to Ples´niak. We propose here a method that allows to prove L-regularity of some cusps for which the semianalytic
accessibility criterion fails. We also prove a result connecting L-regularity with a question of Sadullaev. Moreover, we give some
results concerning polynomial approximation of power functions.
© 2010 Elsevier Masson SAS. All rights reserved.
Résumé
Il existe plusieurs critères de L-régularité des sous-ensembles compacts de CN . Un des plus importants est celui d’accessibilité
semianalytique dû à Ples´niak. On propose ici une méthode permettant de démontrer la L-régularité de certains cusps pour lesquels
le critère d’accessibilité semianalytique ne permet pas de conclure. On démontre aussi un résultat établissant un lien entre la
L-régularité et une question de Sadullaev. On donne en outre quelques résultats sur l’approximation polynomiale des fonctions
puissances.
© 2010 Elsevier Masson SAS. All rights reserved.
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1. Introduction
In [24], J. Siciak introduced the notion of an extremal function. Recall that the extremal function associated with a
compact subset E ⊂ CN is defined by the formula:
ΦE(z) := sup
{∣∣p(z)∣∣1/degp: p ∈ C[Z] is nonconstant and ‖p‖E  1},
for z ∈ CN (cf. [24,25,21]). (Throughout the paper ‖ · ‖ stands for the classical supremum norm.) It is a highly
nontrivial fact that logΦE = VE , where
VE(z) := sup
{
u(z): u ∈ L(CN ), u 0 on E}
and L(CN) denotes the Lelong class of plurisubharmonic functions in CN with minimal growth of type 1 (cf. [28,
25]). (Note that the definition of VE makes sense for any set in CN – not necessarily compact.) The extremal function
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in complex and real analysis, especially in pluripotential theory (cf. [2]) and polynomial inequalities. From the point
of view of applications it is particularly important to establish given a point a ∈ E whether ΦE is continuous at a (if
it is, then we say that E is L-regular at a).1 And this problem is difficult in general. Some criteria of L-regularity
can be found in [1,16–20,23,25,26]. One of the most important is so-called semianalytic accessibility criterion due to
W. Ples´niak:
Theorem 1.1. Suppose that E ⊂ RN 2 is compact and let a ∈ E. If there exists a semianalytic3 arc γ : [0,1] → E
such that γ (0) = a and for each t ∈ (0,1], ΦE is continuous at γ (t), then it is continuous at a as well.
Proof. Cf. [19]. 
As a corollary Ples´niak obtained the following result: if E ⊂ RN is subanalytic, compact and fat (that is, E = IntE),
then E is L-regular at every point a ∈ E. This result was two years later much more strenghtened by Pawłucki and
Ples´niak. They proved that each subanalytic, compact and fat set has the so-called HCP property (which is a stronger
condition than L-regularity). We say that a compact set E ⊂ CN has the Hölder continuity property (HCP) if,
ΦE(z) 1 + κδμ as dist(z,E) δ  1,
with some positive constants κ and μ independent of δ.4 To achieve the mentioned result Pawłucki and Ples´niak
introduced the notion of a UPC set (for the definition see [12]) and proved two theorems. The first one states that UPC
condition implies HCP property and the second states that each subanalytic, compact and fat set is UPC (cf. [12]).
Therefore Pawłucki and Ples´niak found a large class of UPC sets. (See also [13,14] for other classes of UPC sets.)
Furthermore, note that if a compact set E ⊂ RN is UPC, then it satisfies the assumption of the semianalytic acces-
sibility criterion at each point a ∈ E. In our paper we are interested in sets for which the semianalytic accessibility
criterion fails (in particular such sets cannot be UPC). The simple example is the following cusp:
E = {(x, y) ∈ R2: x√2  y  2x√2, x ∈ [0,1]}.
In the next section we will introduce a condition (we will call it condition ()) that is sufficient for L-regularity. Then
we will prove among others that the above set satisfies condition () at every of its points. It is worthwhile to mention
that questions concerning continuity of Siciak’s function are closely related to polynomial inequalities. For instance,
L-regularity implies Bernstein inequality (we recall it briefly in the next section) and HCP property implies Markov’s
inequality (cf. [12]). To see that some important problems of polynomial inequalities on sets like the cusp E above
are much more difficult than the corresponding problems for UPC sets we refer the Reader to [9].
In Section 4 we will give a result connecting L-regularity with a question of Sadullaev. In the last sections we will
prove some results concerning polynomial approximation of power functions.
2. A condition that implies L-regularity
Lemma 2.1. If α,β ∈ R and α < β , then
Φ[α,β](x) =
1 +
√
α−x
β−x∣∣1 −√α−x
β−x
∣∣ ,
for x ∈ (−∞, α] ∪ (β,+∞).
1 By L-regularity of a noncompact set E at a point a ∈ E we mean continuity of VE at a.
2 Here and henceforth we identify RN with the set {z ∈ CN : Im zk = 0 for k = 1, . . . ,N}.
3 See [3] for the definition and properties of semianalytic and subanalytic sets.
4 Throughout the paper we consider in CN the norm ‖z‖ := max{|zk |: 1 k N}.
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√
z2 − 1| for z ∈ C, where the square root is so chosen that
Φ[−1,1]  1. 
Suppose that E ⊂ CN is compact and let z0 ∈ E. We will say that E satisfies condition (B) (Bernstein’s inequality)
at the point z0 if for each b > 1 there exists a neighborhood U of z0 (in CN ) such that for any polynomial P ∈ C[Z]
and any z ∈ U , ∣∣P(z)∣∣ bdegP ‖P ‖E.
It is easy to see that E satisfies condition (B) at the point z0 ∈ E if and only if E is L-regular at z0.5
Definition 2.2. Let E ⊂ CN and z0 ∈ CN . We will say that E satisfies condition () at z0 if there exists s0 > 0 and
sequences {rj }, {dj } such that
• rj ∈ [0, s0), rj → 0,
• √rj dj → 0,
• for each j ∈ N there exists a compact set Kj ⊂ CN such that z0 ∈ Kj , Kj is L-regular at z0 and for any z ∈ Kj \E
we can choose a polynomial map Wjz : C → CN satisfying the following conditions: Wjz (0) = z, degWjz  dj ,
W
j
z (s) ∈ E for s ∈ [rj , s0].6
The next lemma gives the reason why we have an interest in condition ().
Lemma 2.3. If a compact set E ⊂ CN satisfies condition () at z0 ∈ E, then E is L-regular at z0.
Proof. Take any b > 1. Choose j such that
(1 +√ rj
s0
1 −
√
rj
s0
)dj

√
b.
Let z ∈ Kj \E and let P ∈ C[Z]. So we have (cf. Lemma 2.1):
∣∣P (Wjz (0))∣∣ ∥∥P ◦Wjz ∥∥[rj ,s0]
(1 +√ rj
s0
1 −
√
rj
s0
)dj ·degP

√
b
degP ∥∥P ◦Wjz ∥∥[rj ,s0],
and thus ∣∣P(z)∣∣√b degP ‖P ‖E.
If z ∈ E, then the similar inequality is obvious. Now take a bounded neighborhood U ⊂ CN of z0 (independent of P )
such that
‖P ‖U 
√
b
degP ‖P ‖Kj .
Clearly,
‖P ‖U  bdegP ‖P ‖E. 
Remark 2.4. Obviously, the converse of the above lemma is true as well. (If a compact set E ⊂ CN is L-regular at a
point z0 ∈ E, then it satisfies condition () at z0 in a trivial way – with Kj := E.)
5 Use the following fact: If E ⊂ CN is compact, then ΦE  1. Moreover, ΦE ≡ 1 on E.
6 Throughout the paper N := {1,2,3, . . .}.
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{dj } such that
• rj ∈ (0, s0), rj → 0,
• √rj dj → 0,
• for each j ∈ N there exists a polynomial map Qj : K → KN satisfying the following conditions: Qj(0) = z0,
degQj  dj , Qj(s) ∈ IntE for s ∈ [rj , s0].
Then E satisfies condition () at z0.
Proof. For each j ∈ N let 0 < ρj < mins∈[rj ,s0] dist(Qj (s);KN \ E). Keeping the notation from the definition of
condition () put Kj := {z ∈ KN : ‖z− z0‖ ρj } and Wjz := z − z0 +Qj (for j ∈ N, z ∈ Kj ). 
Example 2.6. Let K denote R or C and let E ⊂ KN . Suppose that γ : K → KN is a polynomial mapping such that
γ ((0,1]) ⊂ IntE. Then E satisfies condition () at γ (0).
Proof. We put s0 := 1 and rj ∈ (0,1) – any sequence such that rj → 0. Now it is enough to apply Lemma 2.5 with
Qj := γ . 
Corollary 2.7. Suppose that E ⊂ RN is subanalytic and z0 ∈ IntE. Then E satisfies condition () at z0.
Proof. Use the curve selection lemma, Łojasiewicz’s inequality and Example 2.6. 
The following corollary is a special case of the (semi)analytic accessibility criterion.
Corollary 2.8. Let K ⊂ KN be compact, where K = R or K = C. Suppose that there exists a polynomial mapping
γ : K → KN such that γ ((0,1]) ⊂ IntK . Then K is L-regular at γ (0).
Proof. Apply Example 2.6 along with Lemma 2.3. 
Let E ⊂ CN and z0 ∈ CN . We will write E ∈ Λ(z0;Kj , {dj }) if E satisfies condition () with compact sets Kj
and the sequence {dj } (the notation as in definition of condition ()).
The next theorem states that condition () is invariant under nondegenerate polynomial mappings. It is essentially
a particular case of the main result in [16]. (We say that a polynomial mapping H : CN1 → CN2 is nondegenerate if
there exists a ∈ CN1 such that rankH ′(a) = N2.7)
Theorem 2.9. Let E ⊂ CN1 and E ∈ Λ(z0;Kj , {dj }). Let H : CN1 → CN2 be a nondegenerate polynomial mapping.
Then H(E) ∈ Λ(H(z0);H(Kj ), d˜j ), where d˜j := dj degH .
Proof. It is enough to prove that if a compact set K ⊂ CN1 is L-regular at a point z0 ∈ K , then H(K) is L-regular at
H(z0). Note that
ΦH(K) ◦H ΦdegHK .
Thus it is sufficient to prove the following implication: if U is a compact neighborhood of z0 in CN1 , then H(U) is
L-regular at H(z0).8 But this implication follows from Corollary 2.8, since we can always choose an affine mapping
A : C → CN1 such that
• A(t) ∈ IntU for t ∈ [0,1], A(0) = z0,
• rankH ′(A(t)) = N2 for t ∈ (0,1] (by the rank theorem, H(A(t)) ∈ IntH(U)). 
7 Note that N2 N1 if H is nondegenerate.
8 Since ΦH(K)  supH(U) ΦH(K) ·ΦH(U) .
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We will use Lemma 2.3 to show the L-regularity of some cusps for which the semianalytic criterion fails. But at
first let us recall a classical result in number theory.
Lemma 3.1 (Dirichlet). Let m1,m2, . . . ,mk ∈ R and j ∈ N. Then there exists a positive integer qj  jk and
pj1,pj2, . . . , pjk ∈ Z such that ∣∣∣∣mμ − pjμqj
∣∣∣∣< 1jqj
for μ k.
We can state now one of the main results. We keep the notations of [8]. Let us only recall that R{X∗} ( > 0)
denotes the family of all formal series Ψ such that
1. Ψ (X) =∑r∈[0,∞) crXr , where supp(Ψ ) := {r ∈ [0,∞): cr = 0} is a well ordered subset of [0,∞),
2.
∑ |cr |r < ∞.
Note that any series Ψ ∈ R{X∗} defines a function [0, ]  x →∑ crxr ∈ R.
Theorem 3.2. Let N  2 be an integer and let ,M > 0. Suppose that f = (f1, . . . , fN−1) : [0, ] → RN−1, where
fμ ∈ R{X∗} ( for μ = 1, . . . ,N − 1) and 0 < ordfμ < +∞ (in particular, f (0) = 0). Put
E := {(x, y) ∈ [0, ] × RN−1: ∣∣yμ − fμ(x)∣∣Mxordfμ}.
Then E satisfies condition () at 0 ∈ RN (and thus E is L-regular at 0).
Proof. Without loss of generality we may assume that fμ(x) = aμxmμ , where aμ = 0,mμ > 0, since for some aμ = 0
we have: ∣∣yμ − fμ(x)∣∣ ∣∣yμ − aμxordfμ ∣∣+ ∣∣fμ(x)− aμxordfμ ∣∣= ∣∣yμ − aμxordfμ ∣∣+ o(xordfμ)
as x → 0+.9 For each μN − 1 put,
Eμ :=
{
(x,u) ∈ [0, ] × R: ∣∣u− fμ(x)∣∣Mxmμ}.
By Lemma 2.5, it is easy to check that it is enough to find sequences {rj }, {dj } satisfying the following conditions:
(1) rj ∈ (0,1), rj → 0, √rj dj → 0;
(2) for each j ∈ N and μN − 1 there exists a polynomial map Qjμ = (Pj , Sjμ) : R → R2 such that:
• Qjμ(0) = 0,
• degQjμ  dj ,
• Qjμ(s) ∈ IntEμ for s ∈ [rj ,1].
Assume that the collection m1, . . . ,mN−1 contains an irrational number. Then by Dirichlet’s theorem we obtain for
all j large enough, say for j  j0, positive integers qj ,pjμ (μ = 1, . . . ,N − 1) such that qj  jN−1, and∣∣∣∣mμ − pjμqj
∣∣∣∣< 1jqj for μN − 1.
If j < j0, then we put qj := qj0 , pjμ := pj0μ. Obviously, qj → +∞, and∣∣∣∣mμ − pjμqj
∣∣∣∣< 1qj
N
N−1
for μN − 1. ()
9 Use the following fact: If F ⊂ E ⊂ CN and F satisfies () at z0, then so does E.
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holds.
Let L := minμ ln(1 + M|aμ| ). For j ∈ N and μN − 1 we put:
rj := 1
exp(Lq
1
N−1
j )
,
dj := max
{
qj ,max
μ
pjμ
}
,
Qjμ(t) :=
(

2
tqj ,
aμ
mμ
2mμ
tpjμ
)
, t ∈ [0,1].
Now it is easy to complete the proof. 
Remark 3.3. The above theorem shows in particular that in polynomially bounded o-minimal structures (see [6,7] for
the definition and properties of o-minimal structures) there are L-regular cusps which are not UPC.
Theorem 3.2 applies for example to the set,
E := {(x, y) ∈ R2: xα  y  δxα, x ∈ [0,1]},
where α > 0, δ > 1. The situation is completely different if we consider the set,
E′ := {(x, y) ∈ R2: xα  y  xα + xβ, x ∈ [0,1]},
where β > α > 0. In general the argument presented in the proof of Theorem 3.2 cannot be applied to the set E′. For,
let α > 0 denote any nonrational algebraic number. Suppose that the mentioned argument applies to E′. Then we will
find in particular sequences: bj1, bj2 > 0, pj , qj ∈ N and rj ∈ (0,1) such that
• max{pj , qj }√rj → 0,
• Qj(t) ∈ E′ if t ∈ [rj ,1], where Qj(t) := (bj1tqj , bj2tpj ).
The second condition above means that 0 < bj1  1 and for t ∈ [rj ,1],(
bj1t
qj
)α  bj2tpj  (bj1tqj )α + (bj1tqj )β,
or equivalently
1 bj2
bαj1
tpj−qj α  1 + bβ−αj1 tqj (β−α). (1)
We will show now that if rj  14 , then
2|pj−qj α|  bj2
bαj1
(2rj )pj−qj α. (2)
Case 1. pj − qjα > 0. Then by (1)
bj2
bαj1
(2rj )pj−qj α  2pj−qj α = 2|pj−qj α|.
Case 2. pj − qjα < 0. Then by (1)
bj2
bαj1
(2rj )pj−qj α  (2rj )pj−qj α  2|pj−qj α|.
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2|pj−qj α|  1 + (2rj )qj (β−α),
for all j large enough. Since rj → 0, it follows that pj − qjα → 0. It means in particular that qj → +∞ (because α
is irrational). By Liouville’s Approximation Theorem, there exists C > 0 such that for all j ,∣∣∣∣α − pjqj
∣∣∣∣ Cqmj ,
where m = degα. Consequently,
2
C
q
m−1
j  1 + (2rj )qj (β−α),
for all j large enough. Combining this with the fact that √rj qj → 0, we easily obtain a contradiction.
Another application of condition () is connected with quasianalytic functions in the sense of Bernstein.
Definition 3.4. A continuous function g : [0,1] → R is called quasianalytic on [0,1] in the sense of Bernstein if there
is a strictly increasing sequence {qj } of positive integers and constants M > 0, ρ ∈ (0,1) such that for each j we can
find a polynomial Rqj ∈ R[X] such that degRqj  qj , and
‖g −Rqj ‖[0,1] Mρqj .
Then we write g ∈ B({qj };M,ρ).
It is worthwhile to mention that, by the classical result of Bernstein (Bernstein’s lethargy theorem), given a
decreasing sequence ην → 0 there is a continuous function g : [0,1] → R satisfying
‖g −Rν‖[0,1] = ην
with some Rν ∈ R[X] such that degRν  ν.
A nice survey of quasianalytic functions in the sense of Bernstein is [15].
Proposition 3.5. Let f = (f1, . . . , fN) : [0,1] → RN be such that for μ  N fμ ∈ B({qj };M,ρ), where {qj } is
a strictly increasing sequence of positive integers and M > 0, ρ ∈ (0,1). Suppose that E ⊂ RN is compact and
z0 := f (0) ∈ E. Assume that there exists a function δ : (0, s0] → R (0 < s0  1) such that
(1) δ is increasing,
(2) for each j ∈ N large enough there is rj ∈ (0, s0) such that δ(rj ) > 2Mρqj and √rj qj → 0,
(3) dist(f (t);RN \E) δ(t) for t ∈ (0, s0].
Then E satisfies condition () at z0 (and thus E is L-regular at z0).
Proof. For each j and each μ  N take a real polynomial (of one variable) Rμqj such that ‖fμ − Rμqj ‖[0,1] Mρqj
and degRμqj  qj . Put Rqj := (R1qj , . . . ,RNqj ). Fix j ∈ N large enough. We define
Kj :=
{
z ∈ RN : ‖z− z0‖ δ(rj )− 2Mρqj
}
and for z ∈ Kj we put Wjz := Rqj −Rqj (0)+ z. Note that Wjz (0) = z and degWjz  qj . For t ∈ [0,1] and z ∈ Kj we
have ∥∥f (t)−Wjz (t)∥∥ ∥∥f (t)−Rqj (t)∥∥+ ∥∥Rqj (0)− f (0)∥∥+ ∥∥f (0)− z∥∥
Mρqj +Mρqj + δ(rj )− 2Mρqj = δ(rj ).
If additionally t ∈ [rj , s0], then ‖f (t)−Wjz (t)‖ δ(t) and thus Wjz (t) ∈ E. 
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h(t)√
t for t ∈ (0, s0], where s0 ∈ (0,1], and
• h : (0, s0] → R, limt→0+ h(t) = 0,
• h(t)√
t
is decreasing.
Then the function δ satisfies the assumptions of the above proposition.
Proof. Note first that h is bounded from above. Take an increasing function h˜ : (0, s0] → (0,+∞) such that h˜ 2h
and limt→0+ h˜(t) = 0. For j ∈ N large enough put
rj :=
(
h˜(q−2j )
qj
)2
.
Now it is easy to check that the assumptions of Proposition 3.5 are satisfied. 
Define a sequence of positive integers in the following way: n1 := 1, nj+1 := 2nj . Put,
h : [0,1]  t →
∞∑
j=1
(
1
nj
)2
(1 − t)nj ∈ R.
It is easy to see that h ∈ B({nj };M,4−1) for some M > 0. By a result due to Sadullaev (cf. [23]), the graph Γh of h is
plurithin at the point (0, h(0)). In the next section we recall what it means by definition and how it is connected with
L-regularity. Namely, we can find a continuous function ϕ : [0,1] → R with ϕ(0) = 0 and ϕ > 0 on (0,1] such that
the set,
Kh :=
{
(x, y) ∈ R2: ∣∣y − h(x)∣∣ ϕ(x), x ∈ [0,1]},
is not L-regular at (0, h(0)). Clearly, there is an increasing function δ : (0,2−1] → (0,+∞) such that
dist
((
t, h(t)
);R2 \Kh) δ(t),
for t ∈ (0,2−1]. This means that we cannot completely omit the assumption (2) in Proposition 3.5 and assume only
that δ > 0. However, it is a question to what extent this assumption can be weakened to obtain L-regularity at z0.
4. L-regularity and a question of Sadullaev
Let f : [0,1] → R be a continuous function such that f (0) = 0 and suppose that Γf := {(x, y) ∈ R2 :
y = f (x), x ∈ [0,1]} is plurithin at 0 ∈ C2. It means by definition that there exists a neighborhood U of 0 in C2
and a plurisubharmonic function u in U such that
lim sup
z→0
z∈Γf \{0}
u(z) < u(0)
(cf. [10]). One can prove that in fact we can have u in the Lelong class L(C2) (cf. [10, Proposition 4.8.2]). Take c ∈ R
such that
lim sup
z→0
z∈Γf \{0}
u(z) < c < u(0),
and put Ω := {z ∈ C2: u(z) < c, ‖z‖ < 1}. Using the fact that V ∗Ω = V ∗Ω∪{0} (cf. [25, Proposition 3.11]10) we see that
VΩ∪{0} is not continuous at 0, since V ∗Ω∪{0}(0) = V ∗Ω(0) VΩ(0) u(0)− c > 0 = VΩ∪{0}(0). Note that Ω ∩R2 is a
10 Recall that φ∗ denotes the upper semicontinuous regularization of φ.
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with ϕ(0) = 0 and ϕ > 0 on (0,1] such that the set,
Kf :=
{
(x, y) ∈ R2: ∣∣y − f (x)∣∣ ϕ(x), x ∈ [0,1]},
is not L-regular at 0. For instance, we can take:
ϕ(x) :=
{ 1
2 dist((x, f (x));R2 \Ω) if x ∈ [0, δ],
ϕ(δ) if x ∈ (δ,1].
In fact, it is easy to see that Kf ∩ ([0, δ] × R) is not L-regular at 0. To draw the same conclusion for Kf one can use
the fact that for compact subsets of RN L-regularity is a local property (cf. [4]).
Sadullaev has posed a question whether ΓHα for Hα : [0,1]  x → xα ∈ R, where α > 0 is irrational, is plurithin
at 0. It was a long-standing open problem. In 1999, Levenberg and Poletsky published the solution – they gave the
affirmative answer (cf. [11]). So we have a natural question:
Question 4.1. Given 0 < ζ < ϑ , can we find a universal continuous function ϕ : [0,1] → R with ϕ(0) = 0 and ϕ > 0
on (0,1] such that for each irrational α ∈ [ζ,ϑ] the set KHα is not L-regular at 0 ∈ R2?
In this section we will prove that the answer is negative.
Let ϕ : [0,1] → R be continuous and such that ϕ > 0 on (0,1]. Choose a sequence {cν} such that cν ∈ (0,2−1) and√
cνν → 0 (for example, cν := 3−1ν−λ, where λ > 2). For each ν ∈ N put,
• wν := min[cν ,2−1] ϕ(tν),
• τν := ln(1+wν)−ν ln cν .
Note that τν → 0.
Lemma 4.2. Fix ν ∈ N. Assume that α > 0 and p ∈ N are such that |α − p
ν
| < τν . Put,
Fα :=
{
(x, y) ∈ R2: ∣∣y − xα∣∣ ϕ(x), x ∈ [0,1]}.
Then γ (t) := (tν, tp) ∈ IntFα if t ∈ [cν,2−1].
Proof. Easy exercise. 
Lemma 4.3. Let 0 < ζ < ϑ . If ξν > 0 (ν = 1,2, . . .), then there exists α ∈ [ζ,ϑ] \ Q such that the inequality
|α − p
ν
| < ξν has infinitely many solutions (p, ν) ∈ N2. Moreover, the set of α’s with this property is uncountable.
Proof. Without loss of generality we may assume that ζ = m10r , where m,r ∈ N. We define a sequence {ik} of integers
in the following way:
i1 := min
{
l ∈ N: l  r, 2
9 · 10l−1  ϑ − ζ
}
,
ik+1 := min
{
l ∈ N: l  ik + 1, 29 · 10l−1 < min
{
ξ10ik ,
1
102ik
}}
.
For each ω ∈ {1,2}N and j ∈ N put,
α(ω) := m
10r
+
∞∑
k=1
ωk
10ik
,
αj (ω) := 10ij
(
m
10r
+
j∑
k=1
ωk
10ik
)
.
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(1) 0 < α(ω)− αj (ω)
10ij
< ξ10ij for each j ∈ N;
(2) α(ω) ∈ [ζ,ϑ] and α(ω) is irrational;
(3) the map {1,2}N  ω → α(ω) ∈ R is injective. 
Actually, a stronger result is true, but contrary to the above approach our proof of this fact is not constructive.
Namely we have:
Lemma 4.4. Let ξν > 0 for ν ∈ N. Assume that I ⊂ (0,+∞) is a nonempty perfect set (it means that I is closed in
R and has no isolated points) such that I ∩ Q is dense in I . Let Z denote the set of all α ∈ I such that the inequality
|α − p
ν
| < ξν has infinitely many solutions (p, ν) ∈ N2. Then Z is uncountable.
Proof. For any p,ν ∈ N put,
Sp,ν :=
{
α ∈ I :
∣∣∣∣α − pν
∣∣∣∣< ξν
}
,
Sν :=
∞⋃
p=1
Sp,ν.
Note that if we fix ν, then α ∈ I can belong only to finite number of sets Sp,ν . Thus α ∈ Z if and only if α belongs to
infinitely many Sν ’s. It follows that
I \Z =
∞⋃
j=1
j,
where
j :=
⋂
νj
⋂
p∈N
{
α ∈ I :
∣∣∣∣α − pν
∣∣∣∣ ξν
}
.
Since j is closed (in R and I ) and j ∩ Q = ∅, j is nowhere dense in I . Suppose that Z is countable. Now it is
enough to use Baire’s category theorem to the union,
I =
⋃
j∈N
j ∪
⋃
α∈Z
{α},
to get a contradiction. 
Remark 4.5. It is a natural question whether the set Z in the above lemma can be of positive Lebesgue measure.
However, a quite simple reasoning gives the following implication: if
∑
ν∈N νξν < +∞, then |Z| = 0. (|Z| denotes
the Lebesgue measure of Z.)
Theorem 4.6. Let 0 < ζ < ϑ . There exist: α ∈ [ζ,ϑ] \ Q, sequences pj , qj of positive integers such that pjqj → α,
a sequence rj ∈ (0,2−1) such that √rjpj → 0, and
Qj(t) :=
(
tqj , tpj
) ∈ IntFα,
for t ∈ [rj ,2−1]. (Fα as in Lemma 4.2.) Moreover, the set of α’s with this property is uncountable.
Proof. Use Lemmas 4.2 and 4.3. 
Corollary 4.7. There exists α ∈ [ζ,ϑ] \ Q such that the set Fα satisfies condition () at 0 ∈ R2. In particular, Fα is
L-regular at 0 and the answer to Question 4.1 is negative.
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Remark 4.8. In view of Lemmas 4.3 and 4.4 the set of α’s satisfying Corollary 4.7 is uncountable.
5. Condition () and approximation of power functions
Suppose that α ∈ (0,+∞) \ Q and a continuous function ϕ : [0,1] → R with ϕ(0) = 0 and ϕ > 0 on (0,1] are
given. In the previous sections we studied among others the problem of whether the set
Fα :=
{
(x, y) ∈ R2: ∣∣y − xα∣∣ ϕ(x), x ∈ [0,1]}
satisfies condition () at 0. In fact, we have been interested in the condition of Lemma 2.5, because it implies (). In
the case of the set Fα this condition can be reformulated as follows:
Problem A. Can we find a sequence rj ∈ (0,1) and two sequences of polynomials Pj ,Sj ∈ R[X] (of one variable)
such that
• √rj max{degPj ,degSj } → 0,
• Pj ([rj ,1]) ⊂ (0,1) and Pj (0) = Sj (0) = 0,
• |(Pj (t))α − Sj (t)| < ϕ(Pj (t)) for t ∈ [rj ,1].
It seems natural consider at first this problem under the additional requirement that Pj are monomials. So we have:
Problem B. Solve Problem A assuming that Pj (t) = ηj tpj , where pj ∈ N, ηj ∈ (0,1).
Section 3 has provided a solution to Problem B in the case of ϕ(t) = Mtα (M > 0). Moreover, we tried there to
convince the Reader that the situation is quite different if ϕ(t) = tβ , where β > α.
In this section we shall partially solve Problem B. Namely, we will prove the following two theorems:
Theorem 5.1. If we assume that
• ϕ(t) = tβ , where β > α,
• pj → +∞,
• ordSj − αpj  const > 0 (j ∈ N),
then the answer to Problem B is negative.
Theorem 5.2. If we assume that
• pj = m = const (j ∈ N),
• ϕ(t) = tβ , where β  [mα]+1
m
,
• ordSj mα,
then the answer to Problem B is negative.
Let f : K → R be continuous, where K ⊂ RN is compact. The study of the sequence,
En(f ) := inf
{‖f −R‖K : R ∈ R[X], degR  n}
(n ∈ N) is one of the most important problems in approximation theory. The rest of the paper is devoted to this problem
for f being a power function.
From now on, fix s > 0 and for each c ∈ (0,1) put,
gc : [c,1]  t → 1s ∈ R.t
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Theorem 5.3. For each c ∈ (0,1) and n ∈ N we have:
En(gc)
(2n)s
Γ (s)(4 + logn)(1 + c)s
(
1 − √c
1 + √c
)2n
.
Corollary 5.4. Suppose that rj ∈ (0,1) and lj ∈ N are sequences such that rj → 0 and the sequence {√rj lj } is
bounded. Then Elj (grj ) → +∞.
Proof. Put l˜j := max{[ 1√rj ], lj }. Note that the sequence {
√
rj l˜j } is bounded. Since l˜j  lj , it is enough to check that
E
l˜j
(grj ) → +∞. But this follows immediately from Theorem 5.3, because l˜j → +∞. 
Proof that Corollary 5.4 implies Theorem 5.1. Suppose on the contrary that Problem B has a positive solution with
additional assumptions of Theorem 5.1. Take θ ∈ (0,1] such that ordSj − αpj  θ (j ∈ N). For t ∈ [rj ,1],∣∣ηαj tαpj − Sj (t)∣∣< ηβj tβpj .
It follows that ∣∣∣∣tαpj − Sj (t)ηαj
∣∣∣∣< tβpj if t ∈ [rj ,1].
Put qj := degSj and mj := min{[αpj ] + 2,ordSj }. Note that mj − αpj  θ (j ∈ N). Since βpj − mj → +∞, it
follows that for j large enough (say for j  j0),∣∣∣∣tαpj−mj − Sj (t)ηαj tmj
∣∣∣∣ 1 if t ∈ [rj ,1].
Therefore for j  j0 Eqj (tαpj−mj ) 1, where t ∈ [rj ,1].
Recall now a result due to Bernstein: If f1, f2 : [ζ,ϑ] → R are such that 0 < f (n+1)1 < f (n+1)2 , then En(f1) <
En(f2). In particular, if c ∈ (0,1), 0 < s1 < s2 and gc,ν : [c,1]  t → t−sν ∈ R (ν = 1,2), then for each n ∈ N,
En(gc,1) < En(gc,2).
It follows that Eqj (t−θ )  1 for j  j0, t ∈ [rj ,1]. Note that √rj qj → 0 and rj → 0 (because√
rj max{pj , qj } → 0,pj  1). This gives a contradiction with Corollary 5.4. 
We leave it as an exercise to check that Corollary 5.4 implies Theorem 5.2.
It is convenient to introduce, for each a > 1, a new function,
Ψa : [−1,1]  x → 1
(a − x)s ∈ R,
where s > 0 as above is fixed.
Lemma 5.5. For each c ∈ (0,1) and n ∈ N we have:
En(gc) =
(
2
1 − c
)s
En(Ψb),
where b := 1+c1−c .
Proof. Put
χ : [−1,1]  x → 1 − c
2
x + 1 + c
2
∈ [c,1].
Since χ is a linear bijection, for each n ∈ N we have En(gc) = En(gc ◦ χ). Therefore
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(
1
( 1−c2 x + 1+c2 )s
)
=
(
2
1 − c
)s
En
(
1
(x + b)s
)
=
(
2
1 − c
)s
En
(
1
(b − x)s
)
,
where x ∈ [−1,1]. 
Taking into account the above lemma it is enough to prove the following:
Theorem 5.6. For each a > 1 and n ∈ N we have
En(Ψa)
ns
(4 + logn)Γ (s)as(a + √a2 − 1 )2n .
The following consequence is important for our purpose (see also Corollary 5.4).
Corollary 5.7. Suppose that aj ∈ (1,+∞) and lj ∈ N are sequences such that aj → 1 and the sequence {lj
√
aj − 1 }
is bounded. Then Elj (Ψaj ) → +∞.
Proof. See the proof of Corollary 5.4. 
If s = 1 the above corollary can be derived from the solution of an old problem of Chebyshev. More precisely, one
can apply the:
Theorem 5.8. For each a > 1 and n ∈ N,
En
(
1
a − x
)
= 1
(a2 − 1)(a + √a2 − 1 )n ,
where x ∈ [−1,1].
Proof. See [27, p. 76]. 
We are not aware of any result that could be applied to prove Corollary 5.7 if s = 1. There is however a general
result in this spirit, it is a beautiful theorem due to Bernstein, according to which for each a > 1,
En(Ψa) ∼ n
s−1
Γ (s)(a2 − 1) s+12 (a + √a2 − 1 )n
(see [27, p. 462]). Since it is an asymptotic equality (with respect to n), no useful information concerning En(Ψa) can
be derived from this if a changes along with n.
Fix now a > 1. Define:
Θa : R  t → Ψa(cos t) = 1
(a − cos t)s ∈ R.
By the classical theory of Fourier series, Θa(t) =∑∞ν=0 a(s)ν cosνt , where
a
(s)
0 :=
1
2π
π∫
−π
Θa(t)dt = 12πi
∫
γ
Ψa
(
1
2
(
z+ z−1))z−1 dz,
and for ν  1,
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1
π
π∫
−π
Θa(t) cosνt dt
= 1
2πi
∫
γ
Ψa
(
1
2
(
z+ z−1))(zν + z−ν)z−1 dz
= 1
πi
∫
γ
Ψa
(
1
2
(
z+ z−1))zν−1 dz,
where γ : [−π,π]  t → eit ∈ C.
Note that
Ψa(x) =
∞∑
k=0
s(s + 1) · · · (s + k − 1)
k!as+k x
k.
Consequently, for each ν  1 we have a(s)ν =∑∞k=0 b(s)νk , where
b
(s)
νk :=
1
πi
s(s + 1) · · · (s + k − 1)
k!2kas+k
∫
γ
(z2 + 1)k
zk−ν+1
dz.
By the Cauchy Integral Formula, for m ∈ Z,∫
γ
(z2 + 1)k
zm
dz = 2πi
(
k
m−1
2
)
,
where in our convention
(
k
r
) := 0 if r /∈ {0,1,2, . . . , k}. Therefore
b
(s)
νk =
s(s + 1) · · · (s + k − 1)
k!2k−1as+k
(
k
k−ν
2
)
,
and
a(s)ν =
∞∑
k=0
s(s + 1) · · · (s + k − 1)
k!2k−1as+k
(
k
k−ν
2
)
=
∑
kν
k−ν even
s(s + 1) · · · (s + k − 1)
k!2k−1as+k
(
k
k−ν
2
)
(ν ∈ N).
For each ν ∈ N let
Hν : C \ [−1,1]  z → 2√
z2 − 1(z + √z2 − 1 )ν ∈ C,
where
√
z2 − 1 is so chosen that |z+ √z2 − 1 | > 1. It is not difficult to check that Hν is holomorphic.
Proposition 5.9. For each z ∈ C such that |z| > 1 we have:
Hν(z) =
∑
kν
k−ν even
1
2k−1zk+1
(
k
k−ν
2
)
.
Proof. We only outline the proof. Let H˜ν denote the right-hand side of the above equality. If ν = 1,2 we prove
directly our equality. Then we use the induction on ν applying the following formula:
H˜ν+1(z) = 2zH˜ν(z)− H˜ν−1(z) (for ν  2). 
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a(1)ν = Hν(a) =
2√
a2 − 1(a + √a2 − 1 )ν .
Lemma 5.11. For each ν ∈ N, put
Gν :
{
z ∈ C: |z| > 1}  z → ∑
kν
k−ν even
1
k2k−1zk
(
k
k−ν
2
)
∈ C.
Then
Gν(z) = 2
ν(z + √z2 − 1)ν ,
where the square root is chosen as before.
Proof. Note that Gν is holomorphic and lim|z|→+∞ Gν(z) = 0. Now it is enough to notice that G′ν(z) = −Hν(z) for
|z| > 1 (see Proposition 5.9). 
Lemma 5.12. For each y > 0 and j ∈ N we have:
y(y + 1) · · · (y + j)
j ! 
(j + [y])y−[y]
Γ (y)
(j + [y])!
j ! 
jy
Γ (y)
.
Proof. For each x ∈ (0,1) and j ∈ N,
Γ (x) j !j
x∏j
ν=0(x + ν)
(see [22, pp. 192–193]). Now it is enough to combine this with the fact that Γ (x + k) = (x + k − 1) · · · (x + 1)xΓ (x)
(for k ∈ N, x > 0) and Γ (1) = 1. 
Lemma 5.13. Let n 0 and s > 0. Then
a
(s)
n+1 + a(s)n+2 + · · · + a(s)2n 
ns
Γ (s)as(a + √a2 − 1)2n .
Proof. Let ν  n+ 1. By Lemma 5.12,
a(s)ν =
∞∑
k=0
s(s + 1) · · · (s + k − 1)
k!2k−1as+k
(
k
k−ν
2
)
=
∑
kν
k−ν even
s(s + 1) · · · (s + k − 1)
k!2k−1as+k
(
k
k−ν
2
)

∑
kν
k−ν even
(k − 1)s
Γ (s)as
1
k2k−1ak
(
k
k−ν
2
)
 n
s
Γ (s)as
∑
kν
k−ν even
1
k2k−1ak
(
k
k−ν
2
)
= n
s
Γ (s)as
Gν(a).
Thus by Lemma 5.11,
a
(s)
n+1 + a(s)n+2 + · · · + a(s)2n 
ns
Γ (s)as
2n∑
ν=n+1
Gν(a) = n
s
Γ (s)as
2n∑
ν=n+1
2
ν(a + √a2 − 1)ν
 n
s
s
√
2 2n
. Γ (s)a (a + a − 1 )
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n ∈ N,
En(Ψa)
‖∑∞ν=n+1 a(s)ν Tν‖[−1,1]
4 + logn
(see [5, p. 149]). Since Tν(1) = 1 and a(s)ν  0, it is enough to apply Lemma 5.13. 
6. A remark on Corollary 5.7
Remark 6.1. Fix any r > 2−1. If the assumption of Corollary 5.7 is replaced with a weaker one, namely that the
sequence {(aj − 1)r lj } is bounded, then the result of Corollary 5.7 is no longer true.
To prove this we need some lemmas. For each ν ∈ N let Hν be as in the previous section and fix a ∈ (1,+∞).
Lemma 6.2. Let  ∈ (a−1,1). Then for each ν ∈ N,
‖Hν‖∂K(a,(1−)a) = Hν(a),
where K(a, δ) := {z ∈ C: |z − a| < δ}.
Proof. Fix z ∈ C such that |z− a| (1 − )a. Then∣∣√z2 − 1∣∣=√∣∣z2 − 1∣∣√|z|2 − 1√(a)2 − 1.
Therefore it is enough to prove that ∣∣z +√z2 − 1∣∣ a +√(a)2 − 1.
Put u := z + √z2 − 1, x := a +√(a)2 − 1. Note that
|u| + 1|u| 
∣∣∣∣u+ 1u
∣∣∣∣= 2|z| 2a = x + 1x .
Now it is enough to use the fact that the function (1,+∞)  t → t + t−1 ∈ R is increasing. 
Lemma 6.3. Fix  ∈ (a−1,1) and ν ∈ N. Then for each j = 0,1,2, . . . ,
∣∣H(j)ν (a)∣∣ j !(1 − )j aj Hν(a).
Proof. Use Cauchy’s Estimates and Lemma 6.2. 
Lemma 6.4. Fix  ∈ (a−1,1) and ν ∈ N. Then for each j = 0,1,2, . . . ,∑
kν
k−ν even
(j + 1)(j + 2) · · · (j + k)
k!2k−1aj+k+1
(
k
k−ν
2
)
 Hν(a)
(1 − )j aj .
Proof. Note that the above sum is equal to (−1)
j
j ! H
(j)
ν (a). Now apply Lemma 6.3. 
Theorem 6.5. Suppose that  ∈ (a−1,1) and s ∈ N. Then for each n ∈ N,
En
(
1
(a − x)s
)
 2a
1−s(1 − )1−s√
(a)2 − 1
(a −√(a)2 − 1)n
a − 1 +√(a)2 − 1 ,
where x ∈ [−1,1].
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En
(
1
(a − x)s
)
 a(s)n+1 + a(s)n+2 + · · ·
(see [5, p. 131]). Recall that for ν ∈ N,
a(s)ν =
∑
kν
k−ν even
s(s + 1) · · · (s + k − 1)
k!2k−1as+k
(
k
k−ν
2
)
.
Now apply Lemma 6.4. 
Proof of Remark 6.1. If 0 < s1  s2, then for each n ∈ N,
En
(
1
(a − x)s1
)
 (a + 1)s2−s1En
(
1
(a − x)s2
)
,
where x ∈ [−1,1] (use the result of Bernstein stated in the proof of Theorem 5.1). Therefore without loss of generality
we can assume that s ∈ N. For each j ∈ N put
aj := 1 + 1r√j , lj := j, j :=
2 r
√
j + 1
2 r
√
j + 2 .
Using Theorem 6.5 we can easily check that
Elj
(
1
(aj − x)s
)
→ 0 as j → +∞,
even though the sequence {(aj − 1)r lj } is bounded. 
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Appendix A
In Section 5, Lemma 5.13 plays a significant role. It gives the lower bound for the sum
∑∞
ν=n+1 a
(s)
ν . We will prove
now two lemmas which provide other lower bounds for this sum and thus yield other variants of Theorem 5.6. Fix
a ∈ (1,+∞), and s > 0.
Lemma A.1. For each n 0,
∞∑
ν=n+1
a(s)ν 
2(1 − e−1)ns
Γ (s)as
yn+1
n(1 − y)+ 1 ,
where y := a − √a2 − 1.
Proof. By the proof of Lemma 5.13 we get the following estimate:
∞∑
ν=n+1
a(s)ν 
ns
Γ (s)as
∞∑
ν=n+1
Gν(a) = n
s
Γ (s)as
∞∑
ν=n+1
2
ν
yν.
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∞∑
ν=n+1
yν
ν
=
∞∑
ν=n+1
y∫
0
tν−1 dt =
y∫
0
( ∞∑
ν=n+1
tν−1
)
dt
=
y∫
0
tn
1 − t dt 
y∫
n
n+1 y
tn
1 − t dt 
1
1 − n
n+1y
y∫
n
n+1 y
tn dt
= y
n+1
n(1 − y)+ 1
(
1 −
(
n
n+ 1
)n+1)
.
Now use the fact that (1 + 1
n
)n+1 > e. 
Lemma A.2. Let y be as in the previous lemma. Assume moreover that M  s − 1, and n 0 is an integer such that
s − 1−(n+ 1) lny M . Then
∞∑
ν=n+1
a(s)ν 
2
Γ (s)as
(
n
n+ 1
)s
(− lny)−scM,
where cM :=
∫∞
M
ts−1e−t dt .
Proof. Let ν ∈ N. By Lemma 5.12,
a(s)ν =
∞∑
k=0
s(s + 1) · · · (s + k − 1)
k!2k−1as+k
(
k
k−ν
2
)
=
∑
kν
k−ν even
s(s + 1) · · · (s + k − 1)
k!2k−1as+k
(
k
k−ν
2
)

∑
kν
k−ν even
(k − 1)s
Γ (s)as
1
k2k−1ak
(
k
k−ν
2
)
 (ν − 1)
s
Γ (s)as
∑
kν
k−ν even
1
k2k−1ak
(
k
k−ν
2
)
= (ν − 1)
s
Γ (s)as
Gν(a).
Applying Lemma 5.11 we obtain:
∞∑
ν=n+1
a(s)ν 
2
Γ (s)as
∞∑
ν=n+1
(ν − 1)s
ν
yν  2
Γ (s)as
(
n
n+ 1
)s ∞∑
ν=n+1
νs−1yν.
Since the function (n+ 1,+∞)  x → xs−1yx ∈ R is decreasing, we get:
∞∑
ν=n+1
a(s)ν 
2
Γ (s)as
(
n
n+ 1
)s ∞∫
n+1
xs−1yx dx.
Put t = −x lny. Therefore
∞∑
ν=n+1
a(s)ν 
2
Γ (s)as
(
n
n+ 1
)s
(− lny)−s
∞∫
−(n+1) lny
ts−1e−t dt
 2
Γ (s)as
(
n
n+ 1
)s
(− lny)−scM. 
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