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Abstract 
Double-strand DNA breaks (DSBs) occur during normal cell metabolism and are 
lethal unless repaired. E. co/i repairs DSBs using a pathway that involves 
homologous recombination. The mechanisms involved in this process were 
investigated by manipulating the EcoKI restriction-modification system of E. co/i so 
that the restriction activity cleaves chromosomes to produce DSBs. The viability of 
recombination and repair mutants was measured following the induction of DSBs. 
The results show that RecG and RuvABC facilitate the survival of DSBs. 
Surprisingly, RuvABC was able to promote survival even when recombination could 
not be initiated. Pulsed field gel electrophoresis (PFGE) was carried out on the 
genomic DNA of mutants exposed to DSBs. This allowed Holliday junctions (HJs) 
linking the chromosomes of strains lacking RuvABC to be detected. Most 
significantly, the PFGE phenotype of a recG mutant mirrored that of the wild-type, 
suggesting that the RecG protein is not involved in the resolution of His. The 
outcome of HJ resolution to form crossover or non-crossover products was also 
investigated in mutants exposed to DSBs by measuring the effect on viability of 
inactivating the XerCD/dif system that is involved in chromosome dimer resolution. 
The deleterious effect of xerC mutations on recG and ruvAC mutants was 
approximately 10-fold greater than on wild-type. These results prompted an 
interesting discussion as to how the functions of the products of these genes interact 
in the cell. Finally, the theory that the product of the essential yqgF gene is an 
alternative HJ resolvase was investigated. yqgF was placed under the control of an 
inducible promoter and the effect of depleting YqgF levels on survival of DSBs was 
measured. No evidence to suggest that YqgF can resolve HJs was found. 
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Chapter One 
Introduction 
The breaking and joining of double-strand DNA (dsDNA) is a fundamental part of 
DNA metabolism in all organisms. Double-strand DNA breaks (DSBs) can be 
introduced deliberately by DNA repair proteins and topoisomerases or as a byproduct 
of DNA replication when replication forks run into interruptions in the template 
duplex. DSBs can also be induced by exogenous agents such as chemicals and 
ionising radiation. Whatever the cause, DSBs need to be repaired in order to prevent 
cell death. 
DSBs can be repaired by two main mechanisms. One is non-homologous end joining 
(NHEJ), whereby DNA ends with little or no homology are re-ligated. This pathway 
can result in loss of information due to the action of nucleases on the double strand 
ends before ligation takes place. It was originally believed that NHEJ only existed in 
eukaryotic cells but it is now thought to be functional in many bacteria, however, not 
E. coli (reviewed in Bowater and Doherty, 2006). 
The second mechanism by which DSBs are repaired involves homologous 
recombination. This double-strand break repair (DSBR) pathway has been conserved 
throughout evolution probably because it does not normally result in loss of sequence 
and as such allows the genome to be faithfully maintained. Paradoxically, this 
1 
method of repair has also been exploited by many organisms to increase genetic 
diversity. For example, DSBs are deliberately induced and repaired by homologous 
recombination in yeast during meiotic recombination and in mammalian cells to 
enhance the variability of immunoglobulin genes. 
Recombinational DSBR is a highly conserved pathway, using unchanged 
components from phage to humans (reviewed in Cromie et al., 2001). The lack of 
NI-IEJ and the relatively simple genetic manipulation afforded by the bacterium 
Escherichia co/i has lead to its exploitation as a model organism in which to study 
the evolutionary conserved recombinational DSBR pathway. Through decades of 
genetic investigations, physical analyses of DNA and biochemical studies of the 
proteins involved, the pathway of DSBR in E. co/i is now well defined. 
The introduction of this thesis describes the current model of double-strand DNA 
break repair (DSBR) in E. coli and the roles of the proteins involved. Details are also 
given of systems and proteins of which knowledge was required for experimental 
design or for interpretation of the results presented in this thesis. 
1.1 Double-strand break repair in E. coil 
The model of DSBR in E. co/i is shown in Figure 1.1. The pathway can be divided 
into three main stages: presynapsis, synapsis and postsynapsis. In presynapsis, the 
dsDNA ends are degraded resulting in the production of 3' overhanging ends onto 
which the strand exchange protein RecA is loaded (Figure 1.113). RecA mediates 
synapsis by catalysing invasion of a homologous duplex by the two 3' single- 
A 
B 
C 	 /Do 	 I 
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. 	.............. 
HJ 	 HJ 
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crossover products  
F 	 or 
- 	non-crossover products 
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Figure 1.1: Model of double-strand DNA break repair in E. coli. Arrows show 
the presence of 3' DNA ends. Dotted lines and circles indicate newly synthesised 
DNA strands and replication forks, respectively. See text for details. Adapted from 
Kogoma et al., 1997. 
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stranded DNA (ssDNA) ends to produce two D-loops (Figure 1.1C). In postsynapsis, 
further strand exchange results in the production of two 4-stranded Holliday 
junctions (HJs) from the 3-stranded D-loop junctions and replication is initiated from 
the D-loops (Figure 1.1D). When the replication forks collide, ligation of the newly 
synthesised strands produces two intact duplexes tied together by a pair of HJs 
(Figure 1.1E). Resolution of the HJs results in the formation of either crossover or 
non-crossover products (Figure 1.1F). The recombination proteins involved in the 
three stages of DSBR in E. co/i are discussed below. 
1.1.1 The RecBCD enzyme and its role in presynapsis 
The RecBCD (exonuclease V) enzyme is responsible for presynapsis in homologous 
recombination of dsDNA ends in E. co/i (for reviews see Kowalczykowski et al., 
1994; Taylor, 1988). Consistent with this, recB strains are deficient in recombination 
of dsDNA ends required for conjugation and transduction and are extremely sensitive 
to DNA damaging treatments that induce DSBs (Emmerson and Howard-Flanders, 
1967; Low, 1968; Meddows et al., 2004). 
The three subunits of RecBCD each have their own independent activities that 
combine to produce a multifunctional complex. RecB is a 3'-5' helicase (Boehmer 
and Emmerson, 1992) that also posseses 3'-5' and 5'-3' exonuclease activities (Yu et 
al., 1998a) . The ReeD subunit has a 5'-3' helicase activity (Dillingham et al., 2003; 
Taylor and Smith, 2003) and RecC is responsible for recognising the DNA sequence 
chi that regulates the activity of the complex (Handa et al., 1997). The subunits 
interact to form a heterotrimeric complex that specifically binds DNA molecules 
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with flush or almost flush dsDNA ends in vitro (Taylor and Smith, 1985). Once 
bound, the helicase activities of the RecB and RecD subunits unwind the duplex 
DNA allowing the RecBCD to translocate along the DNA (Bianco et al., 2001 Chen 
et al., 1998). The ssDNA produced by the helicase activity is degraded 
asymmetrically by the nuclease domain with the 3' DNA strand receiving most of the 
cuts (Anderson and Kowalczykowski, 1997a; Dixon and Kowalczykowski, 1993). 
The E. co/i chromosome contains over one thousand chi sites that attenuate the 
degradative activity of RecBCD and stimulate its recombination activity 
(Kowalczykowski, 2000). RecBCD recognises the chi sequence (5'-GCTGGTGG-
3') as it unwinds and degrades duplex DNA (Bianco and Kowalczykowski, 1997). 
Following chi recognition, the 3' to 5' nuclease activity is attenuated (Dixon and 
Kowalczykowski, 1993) and a weaker 5'-3' nuclease is activated that reduces the 
overall rate of degradation (Anderson and Kowalczykowski, 1997a; Taylor and 
Smith, 1992). The crystal structure of RecBCD bound to dsDNA has recently been 
solved and has given an insight into how chi sites are recognised and are able to 
regulate RecBCD activity (Singleton et al., 2004). As a result of the interaction of 
RecBCD with chi, a 3' ssDNA strand that terminates within a few base pairs of the 
chi site is produced (Ponticelli et al.. 1985; Taylor and Smith, 1995). This ssDNA is 
utilised by the RecA strand exchange protein to mediate homologous recombination 
(Figure 1.1B). 
RecBCD exonuclease activity is only attenuated by chi in the presence of RecA in 
vivo, suggesting that RecBCD and RecA interact (Kuzminov et al., 1994). Indeed, it 
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was later shown that RecBCD directs the loading of RecA on to chi containing 
ssDNA in vitro. (Anderson and Kowalczykowski, 1997b). RecBCD loading of RecA 
is essential for recombination in vivo, probably because RecBCD allows RecA to 
overcome the competition with single-stranded binding protein for binding to ssDNA 
(Arnold and Kowalczykowski, 2000; Churchill et al., 1999). The precise mechanism 
as to how RecBCD loads RecA on to ssDNA is not fully understood but the nuclease 
domain of the RecB subunit is known to be involved (Churchill and 
Kowalczykowski, 2000). 
1.1.2 The RecA protein and its role in synapsis 
The RecA protein is essential for nearly all homologous recombination in E. co/i 
(Bianco et al., 1998). Thus, it is quite fitting that recA was the first recombination 
gene to be discovered (Clark and Margulies, 1965). Mutations in recA have an 
extremely deleterious effect on conjugation and transduction, processes that rely on 
homologous recombination (Clark and Margulies, 1965; Hertman and Luria, 1967). 
recA mutants are also defective in recombinational repair of DNA damage caused by 
UV and ionising radiation (Howard-Flanders and Theriot, 1966; van de Putte et al., 
1966) and the homing endonuclease I-SceI that specifically induces DSBs (Meddows 
et al., 2004). Extensive biochemical studies have shown that RecA protein provides 
the homologous pairing and strand exchange activities central to the process of 
synapsis in homologous recombination (reviewed in Roca and Cox, 1997). 
Before RecA can promote synapsis, it must complex with ssDNA and ATP to form a 
presynaptic filament. A monomer of RecA nucleates on to ssDNA before further 
31 
monomers bind cooperatively to produce a right handed helical filament (Egelman 
and Stasiak, 1986). RecA polymerises in the 5' to 3' direction on ssDNA and 
preferentially nucleates at ssDNA-dsDNA junctions containing 5 ' termini (Register 
and Griffith, 1985). This probably accounts for why strand exchange initiated by a 3' 
ssDNA end in vitro is more efficient than that initiated by a 5' ssDNA end (Konforti 
and Davis, 1990). These observations offer some explanation as to why RecBCD 
produces a 3' overhanging ssDNA end for RecA polymerisation following chi 
activation (Figure 1.1B). 
Following the formation of a presynaptic filament, RecA facilitates the search for a 
homologous DNA duplex. This search is rapid in vitro, the presynaptic complex 
compares the sequence of the ssDNA embedded within the filament with 
approximately 102_ 103 dsDNA segments per second (Yancey-Wrona and Camerini-
Otero, 1995). Binding of RecA causes DNA to be underwound and extended in 
length by about 50 % (Egelman and Stasiak, 1986; Nishinaka et al., 1997). This 
conformational change in the DNA is thought to assist in the search for homology 
(Klapstein et al., 2004). Indeed, partial unwinding of heterologous duplex segments 
occurs as a result of the presynaptic filament sampling duplex DNA during the 
homology search in vitro (Cunningham et al., 1979; Rould et al., 1992). Once a 
homologous duplex is identified, recognition of only 8 homologous nucleotides is 
required for a synaptic complex or D-loop to be formed (Figure 1.1C; Hsieh et al. 
1992). At this stage, all three strands of the D-loop are underwound to the same 
extent of 19 bp per turn inside the RecA filament (Kiianitsa and Stasiak, 1997). Even 
though the RecA mediated search for homology is easily reconstituted in vitro, this 
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process remains an enigma. With further studies, we may begin to understand how 
RecA locates a homologous duplex in vivo despite the presence of vast amounts of 
heterologous DNA that may not always be accessible because of nucleoid 
segregation (Kuzminov, 1999). 
Once a D-loop is formed, RecA protein catalyses a strand exchange reaction 
involving the three DNA strands contained inside the filament. In this process, the 
invading ssDNA forms hydrogen bonds with the complementary strand of the 
homologous duplex while the other strand of the duplex is displaced (Cox and 
Lehman, 1982). This results in the extension of heteroduplex DNA and is propagated 
along the RecA filament in the 5' to 3' direction from the point of initial homologous 
contact (Cox and Lehman, 1981; Kahn et al., 1981; West et al., 1981). When a three-
strand RecA mediated strand exchange reaction is initiated at a ssDNA In in vitro, 
the RecA filament can extend into the adjacent duplex region allowing the transition 
from a three-strand to a four-strand reaction (DasGupta et al., 1981; West et al., 
1982) . This suggests that in vivo, RecA strand exchange can extend the heteroduplex 
DNA the length of the invading 3'ssDNA to produce four-stranded HJs from three-
stranded D-loops (Figure 1.1C and 1.1D). Unlike the three-strand exchange reaction, 
ATP hydrolysis is required for strand exchange that involves four strands (Kim et al., 
1992b; Menetski et al., 1990). The strand exchange reaction also requires ATP 
hydrolysis for the extensive formation of heteroduplex DNA (Jain et al., 1994) and to 
overcome heterology between the participating DNA sequences (Kim et al., 1992a; 
Rosselli and Stasiak, 1991). 
In spite of the extensive experiments carried out in vitro, exactly how ATP 
hydrolysis is coupled to strand exchange is unclear. Currently there are three possible 
models that may explain the in vitro properties of this reaction (reviewed in Cox, 
2007). Whether or not three or four DNA strands are bound within the RecA filament 
during a reaction involving four DNA strands is a key point of contention between 
these models. 
1.1.3 Postsynapsis: processing of Holliday junctions by the 
RuvABC proteins 
The ruv locus was discovered on the basis of its sensitivity to mitomycin C (Otsuji et 
al., 1974) The ruvC gene is located in an operon upstream of the operon containing 
the ruvA and ruvB genes (Sharples et al., 1990). ruvA, ruvB and ruvC mutations all 
confer a similar but mild sensitivity to UV and gamma irradiation and exhibit a 
modest recombination defect (Lloyd et al., 1984; Sharples et al., 1990). Following 
UV radiation, the chromosomes of both ruvAB and ruvC strains fail to partition, a 
phenotype that is suppressed by a recA mutation (Ishioka et al., 1998). In addition, 
the reduction in recovery of transconjugants caused by ruv mutations in a recBC 
sbcA or recBC sbcBC background is also suppressed by a recA mutation (Benson et 
al., 1991). These observations suggest that the RuvABC proteins promote 
recombination and DNA repair by acting in the later stages of recombination 
downstream of RecA. 
1.1.3.1 Biochemistry of the RuvABC proteins 
Biochemical studies have also implicated the functioning of the RuvABC proteins in 
the later stages of recombination (reviewed in West, 1997). RuvA binds specifically 
to HJs as a tetramer (Iwasaki et al., 1992; Parsons et al., 1992), causing them to adopt 
a symmetric open structure (Hargreaves et al., 1998; Rafferty et al., 1996). The RuvB 
protein is an ATPase that binds dsDNA in an ATP dependent manner by forming 
double hexameric rings round DNA (Muller et al., 1993b; Stasiak et al., 1994). The 
activities of RuvA and RuvB proteins are enhanced when both proteins are present in 
a reaction, suggesting that they function as a complex (Iwasaki et al., 1992; Muller et 
al., 1993a; Muller et al., 1993b). The RuvAB complex promotes ATP-dependent 
branch migration reactions with synthetic HJs or recombination intermediates made 
by RecA (Muller et al., 1993a; Parsons et al., 1992; Parsons and West, 1993; 
Tsaneva et al., 1992). RuvA binds to the crossover point of the Hi and branch 
migration is driven by two oppositely oriented RuvB rings that bind to opposing 
arms of the Hi (Parsons et al., 1995; Yu et al., 1997). 
RuvC is a homodimeric protein that specifically binds and cleaves synthetic His or 
recombination intermediates made by RecA in vitro (Connolly et al., 1991; 
Dunderdale et al., 1991; Iwasaki et al., 1991). RuvC protein makes two symmetrical 
ssDNA nicks, on two strands of the same polarity, that are subsequently repaired by 
DNA ligase to complete HJ resolution (Bennett et al., 1993). Cleavage is sequence 
specific with ssDNA nicks being introduced between the third and fourth positions of 
a tetranucleotide sequence with the concensus 5'-(A/T)TT(G/C)-3' (Shah et al., 
1994; Shida et al., 1996). 
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1.1.3.2 The RuvABC resolvasome 
The term resolvasome was first used by Kuzminov (1996) to describe the functioning 
of RuvA, RuvB and RuvC in a multisubunit complex capable of branch migrating 
and resolving Ms. The Ruv proteins functioning together in a complex would 
explain why the ruv mutants exhibit very similar phenotypes as described above. In 
addition, the expression of an alternative resolvase rescues the UV sensitivity and 
recombination deficiency of ruvAB or ruvC strains (Mahdi et al. 1996; Mandal et al. 
1993; Sharples et al. 1994), suggesting that ruvAB strains are deficient in the 
resolution activity of RuvC. Biochemical observations also support the resolvasome 
model. Interactions have been observed between the subunits of RuvAC, RuvBC and 
RuvABC on synthetic HJs (Davies and West, 1998; van Gool et al., 1998; Whitby et 
al., 1996). In addition, anti-RuvA, anti-RuvB or anti-RuvC monoclonal antibodies 
inhibit RuvC-mediated HJ resolution in the presence of RuvAB (Eggleston et al., 
1997). Furthermore, RuvC cleavage of large HJ structures formed in vivo is 
stimulated by the presence of RuvAB in vitro (Zerbib et al., 1998). As a result of this 
observation and considerations of the structural conformation of the RuvABC 
resolvasome, it was proposed that the RuvABC complex translocates HJs using the 
RuvAB helicase while the RuvC protein scans the DNA for cleavable sequences 
(Zerbib et al., 1998). 
in vitro experiments have shown that the binding of RuvB hexameric rings directs 
the polarity of RuvC cleavage such that the strands exiting RuvB in a 3' direction 
towards the HJ are cleaved (van Gool et al., 1999). This implies that the positioning 
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Figure 1.2: RuvABC resolution of Holliday junctions during DSBR. (A) 
Following breakage of dsDNA, DNA ends are processed by RecBCD and RecA 
mediates strand invasion to produce two His. (B) The RuvAB complex associates on 
the Ms. Light blue circles and dark blue ovals show the positioning of RuvA 
monomers and RuvB rings, respectively. The direction of migration of each junction 
as a result of the positioning of RuvB rings is indicated by black arrows. (C) RuvB 
rings direct cleavage by RuvC at the sites indicated by the yellow triangles. (D) Hi 
resolution and DNA synthesis results in the formation of either crossover or non-
crossover products. Arrows and dotted lines show 3' DNA ends and newly 
synthesised DNA, respectively. Further details are given in the text. Adapted from 
Cromie and Leach (2000). 
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of RuvB rings on two branches of the HJ structure not only dictates the direction of 
branch migration but also governs the bias towards the formation of crossover 
products upon 1-IJ resolution. Subsequent genetic studies showed that the bias 
towards the formation of crossover products varies depending on the substrate 
involved in the recombination reaction (Cromie and Leach, 2000). Intriguingly, the 
observed crossover bias for each recombination substrate can be achieved if RuvB 
rings are preferentially loaded so as to branch migrate His 'productively' away from 
DNA ends and RuvC cleavage is directed according to the in vitro experiments of 
van Gool et al. (1999). 
Figure 1.2 illustrates how the results of the studies described above can be applied to 
RuvABC processing of HJs during DSBR. dsDNA ends produced as a result of a 
DSB invade a homologous duplex to produce a pair of HJs (Figure 1.2A). A tetramer 
of RuvA protein binds to the HJ and targets two hexarneric rings of RuvB to the 
junction so as to promote branch migration away from the dsDNA ends (Figure 1.2 
Bi; Cromie and Leach, 2000). The RuvAB complex recruits RuvC and branch 
migrates the HJ to a suitable cleavage site where RuvB directs RuvC to cleave the 
strands passing through the RuvB rings in a 3' direction towards the His (Figure 
1.2Ci; Van Gool et al., 1999). Following HJ resolution and DNA synthesis to repair 
the break, crossover products are formed (Figure 1.2 Di). Although studies suggest 
that DSBR in E.coli is biased towards the formation of crossover products via the 
action of RuvABC, this bias is not absolute (Cromie and Leach, 2000). Therefore, in 
some instances RuvB will load on to the HJs in a configuration which results in 
migration of the double HJs in the same direction (Figure 1.2Bii). In this scenario. 
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two identical strands are cleaved by RuvC to form non-crossover products (Figure 
1 .2Dii). 
1.1.3.3 The RuvAB complex 
Although it is predicted that RuvAB acts in a complex with RuvC, there is strong 
evidence that RuvAB can function alone in vivo as it can in vitro. Expression from 
the ruvAB operon but not the ruvC gene is upregulated when DNA damage induces 
the SOS response (Benson et al., 1988; Shinagawa et al., 1988). In addition. RuvAB 
is highly conserved in bacteria and is present in species in which RuvC has not been 
identified (Sharples et al., 1999). These observations are highly suggestive of the 
RuvAB complex having a role in the cell in response to DNA damage that is 
independent of facilitating HJ resolution by RuvC. Indeed, RuvAB has been 
implicated in the processing of arrested replication forks (Baharoglu et al., 2006; 
Seigneur et al., 1998). The role of the RuvABC proteins in replication fork 
processing will be discussed further in section 1.3. 
1.1.4 The RecG protein 
The recG locus was discovered and characterized by mutations that made cells 
sensitive to DNA damage and deficient in recombination (Mahdi and Lloyd, 1989; 
Storm et al., 1971). Since then, extensive biochemical and genetic studies exploring 
the function of RecG have been carried out (reviewed in Kowalczykowski, 1994) 
The importance of RecG in DNA replication and repair is illustrated by the 
evolutionary conservation of this protein in bacteria (Sharples et al., 1999; Wen et 
al., 2005). Results of studies pertaining to the role of RecG in recombination and 
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repair are described here. RecG has also been implicated in the processing of 
replication forks but this will be discussed in section 1.3. 
1.1.4.1 Phenotypes of recG mutants 
recG mutations confer mild sensitivity to UV radiation, ionising radiation and the 
induction of dsDNA breaks using the homing endonuclease 1-SceI (Lloyd and 
Buckman, 1991; Meddows et al., 2004). Conjugational and transductional 
recombination are also moderately effected by recG mutations (Lloyd and Buckman, 
1991; Lloyd et al., 1987). Following exposure to UV radiation, recG cells are 
defective in chromosome segregation, a phenotype that is dependent on the RecA 
protein (Ishioka et al., 1997). Likewise, the sensitivity of recG mutants to UV and 
ionising radiation is also dependent on the presence of RecA (Ishioka et al., 1997; 
Meddows et al., 2004). These phenotypes mirror those of ruv mutants (section 1.1.3) 
and suggest that the RecG protein functions downstream of RecA in recombination. 
Despite the fact that ruv or recG mutants have a relatively moderate effect on 
survival of DNA damage, ruv recG double mutants are extremely sensitive to UV 
radiation, ionising radiation and induction of DSBs using ISce-I endonuclease 
(Lloyd, 1991; Meddows et al., 2004). In addition, conjugational recombination is 
reduced by a maximum of 2.5-fold in recG or ruv single mutants but is reduced 
more than 100-fold in recG ruv double mutants (Lloyd, 1991). The synergistic 
relationship of recG and ruv mutations has prompted speculation that RecG functions 
in recombination and repair to resolve HJs either alone or in conjunction with an 
unknown endonuclease (Meddows et al., 2004; Whitby et al., 1993). These theories 
are discussed further in the introductions to Chapters four and five. 
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1.1.4.2 Biochemistry of the RecG protein 
RecG is a DNA-dependent ATPase that specifically binds to DNA junctions as a 
monomer (Lloyd and Sharples, 1993a; Lloyd and Sharples, 1993b; Singleton et al., 
2001). RecG exhibits low activity on conventional helicase substrates (Whitby et al., 
1994) but can rapidly dissociate synthetic His and recombination intermediates made 
by RecA in vitro in the presence of ATP (Lloyd and Sharples, 1993a; Lloyd and 
Sharples. 1993b; Whitby et al., 1993). RecG is also able to target and unwind three-
stranded junctions, both synthetic and those made by RecA, in the presence of ATP 
(McGlynn and Lloyd, 1999: Whitby and Lloyd, 1995; Whitby et al., 1994). 
Resolution of the structure of the Thermatoga maritirna RecG protein bound to a 
three-stranded junction has revealed that RecG has conserved helicase domains 
linked to an unusual 'wedge' domain that, in addition to providing specificity to 
DNA junctions, may be involved in separating DNA strands (Singleton et al., 2001). 
The structure revealed by this study, coupled with the observation that RecG 
unwinds a replication fork structure in vitro by translocating the dsDNA of the 
template DNA, suggests that RecG has an unusual mechanism by which it unwinds 
both three- and four-strand DNA junctions (Briggs et al., 2004: McGlynn and Lloyd, 
2001b). 
The biochemical evidence implies that, like RuvAB, the role of RecG in 
recombination and repair lies in its ability to target and unwind DNA junctions in 
vivo. However, recG mutations cause a deficiency in recombination and repair, 
suggesting that RecG carries out a function in vivo that RuvAB cannot. To increase 
our understanding of the role of RecG in recombination, the biochemical activities of 
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RecG and RuvAB were compared (Lloyd and Sharples, 1993b; Whitby et al., 1993) 
RuvAB and RecG exhibit very different activities when incubated with 
recombination intermediates produced by the action of RecA in vitro. RuvAB assists 
or has no effect on RecA mediated strand exchange reactions at junctions with four 
or three strands, respectively (Whitby and Lloyd, 1995: Whitby et al., 1993) 
However, RecG opposes the strand exchange reaction mediated by RecA at both 
three- and four-strand junctions (Whitby and Lloyd, 1995; Whitby et al., 1993). This 
'reverse' branch migration activity suggests that RecG may move HJs or D-loops 
towards dsDNA ends in vivo. This activity would undo the strand exchange reaction 
mediated by RecA and effectively abort recombination (Whitby et al., 1993) 
Consistent with reverse branch migration activity, RecG dissociates D-loops in vitro 
and opposes lambda Red-mediated recombination in vivo (McGlynn et al., 1997; 
Poteete et al., 1999). RecG also limits error-prone replication events thought to be 
primed by D-loop formation (Harris et al., 1996). In addition, RecG can dissociate R-
loops, which are structurally similar to D-loops, both in vivo and in vitro (Fukuoh et 
al., 1997; Vincent et al., 1996). 
As a result of experiments suggesting that RecG has a reverse branch migration 
activity, models have been proposed to explain the requirement for RecG in 
recombination and repair. It has been proposed that RecG promotes the formation of 
HJs from D-loops (McGlynn and Lloyd, 1999; Whitby and Lloyd, 1995) or 
eliminates unproductive exchanges in genetic crosses (Ryder et al., 1994). The 
hypothesised reverse branch migration activity of RecG has also been central to 
models that attempt to explain how RecG might mediate HJ resolution (Foster et al., 
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1996; Meddows et al., 2004; Whitby et al., 1993). Unfortunately, no evidence has 
been found to support any of these hypotheses and the role of RecG in recombination 
and repair remains elusive. 
1.1.5 The RusA resolvase 
The rusA gene of E. co/i encodes a HJ resolvase that functions in a similar way to 
RuvC to resolve HJs in vivo (Sharples et al., 1994). The rusA gene was discovered 
when suppression of the DNA repair deficiency of ruv mutants was observed 
following the introduction of mutations that activate rusA expression (Mahdi et al., 
1996: Mandal et al., 1993). rusA forms part of the DLP12 cryptic prophage and 
elimination of the gene causes no phenotypic effect even in ruv mutants suggesting 
RusA is not responsible for the residual Hi resolution present in ruvC mutants 
(Mahdi et al., 1996). RusA is a homodimer of 14 kDa subunits that can bind a wide 
range of DNA structures in vitro (Chan et al., 1997; Chan et al.. 1998: Sharples et al 
1994). RusA resolves synthetic HJs and those made by RecA in vitro using a dual 
strand incision mechanism similar to RuvC (Chan et al., 1997; Sharples et al., 1994). 
Cleavage is specific to four-stranded junctions in vitro and RusA has a preference for 
cutting 5' of a CC dinucleotide located symmetrically at a HJ (Bolt and Lloyd, 2002; 
Chan et al., 1997; Giraud-Panis and Lilley, 1998). 
12 Recombination dependent DNA 
replication 
Recombination dependent replication (RDR) is a term used to describe DNA 
replication that is initiated by the process of homologous recombination (Asai et al.. 
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1994a). RDR can also be referred to as stable DNA replication (SDR) as it is intiated 
in the absence of protein synthesis which is required for initiation of replication from 
the normal origin of chromosome replication oriC (Kogoma and Lark, 1970; 
Kogoma and Lark, 1975). Inducible stable DNA replication (iSDR) is a specific type 
of RDR that was central to the discovery and characterisation of RDR (reviewed in 
Kogoma, 1997). This process is dependent on the functions of the RecBCD and 
RecA proteins (Lark and Lark, 1978; Magee and Kogoma, 1990). In addition, the 
DNA replication priming activity of the PriA protein was found to be essential for 
iSDR (Masai et al., 1994). These observations led to the proposal that replication 
forks can be assembled at D-loop structures via PriA mediated priming of replication 
(reviewed in Kogoma, 1997). Indeed, studies have shown that PriA is able to bind D-
loops and promote the formation of a replication fork capable of leading and lagging 
strand synthesis from the 3' and 5' ssDNA ends present at the D-loop (Liu and 
Marians. 1999: Liu et al.. 1999: McGlynn et al., 1997: Nurse et al., 1999). The exact 
mechanism by which this is achieved is reviewed in Marians (2000). 
PriA protein is also required for conjugational and transductional recombination 
(Kogoma et al., 1996). This suggests that effective homologous recombination of 
dsDNA ends to incorporate DNA fragments into the chromosome requires RDR, an 
idea originally proposed by Smith (1991). DSBs formed from treatment with gamma 
radiation, mitomycin C or SbcCD nuclease cleavage at a palindrome site also require 
the priming activity of PriA for repair (Eykelenboom, 2006: Kogoma et al., 1996) 
These observations provide perhaps the strongest evidence that DSBR in E. co/i 
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involves the setting up of two replication forks that converge to repair DSBs as 
shown in Figure 1.1 (reviewed in Kogoma, 1997). 
1.21 The SOS response and iSDR: roles of the DSBR 
proteins 
The SOS response is a regulatory system that increases the capacity of the cell to 
repair and tolerate DNA damage. This involves upregulating the expression of over 
forty genes that are involved in recombination and DNA repair (Fernandez De 
Henestrosa et al., 2000; reviewed in Walker, 1996). SOS induction also allows extra 
time for completion of DNA repair by activating the expression of sfiA, the product 
of which inhibits cell division (Bi and Lutkenhaus, 1993). During normal growth, 
induction of the SOS response is inhibited by the LexA repressor that binds to SOS 
boxes, regions in the promoters of the SOS genes (Lewis et al., 1994). However, 
when DNA is damaged, RecA binds to regions of ssDNA and induces the SOS 
response by promoting autocleavage of LexA (Little, 1984; Little et al., 1980). 
As well as increasing the cell's capacity for DNA repair, the SOS response also 
stimulates inducible stable DNA replication (iSDR). This is proposed to occur via the 
activation of an endonuclease that generates DSBs at sites from which iSDR is 
initiated (Kogoma, 1997). There are thought to be at least two of these sites, oriMi 
and oriM2, which are situated near the sites of initiation and termination of normal 
chromosome replication, respectively (Asai et al., 1994b). Following dsDNA 
breakage, RecA and RecBCD are required to initiate recombination at the dsDNA 
ends and produce D-loops from which replication can be primed (Lark and Lark, 
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1978; Magee and Kogoma, 1990). Thus, the involvement of RecA in iSDR is two-
fold as it is required to activate the SOS response and to provide the recombinase 
activity for initiation of replication (Asai et al., 1993). The involvement of the late 
recombination proteins, RecG and RuvABC, in iSDR is not as straightforward. 
Instead of being required for iSDR as RecA and RecBCD are, the absence of RecG 
and RuvABC actually increases the initiation of iSDR (Asai and Kogoma, 1994; 
Asai et al., 1993). However, the elongation phase of iSDR is inhibited in these 
mutants, an observation that has been attributed to the obstruction of replication forks 
by the presence of HJs on the chromosome (Asai and Kogoma, 1994). 
1.2.2 Constitutive stable DNA replication 
Constitutive stable DNA replication (cSDR) is another type of SDR that is initiated 
from R-loops, junctions resembling D-loops in which the invading single-strand is 
RNA instead of DNA (Kogorna, 1997). RecA is required to catalyse the invasion of a 
DNA duplex by an RNA transcript that has just been synthesised by RNA 
polymerase (Kogoma et al., 1994). DNA Poll and PriA activities at the resulting R-
loop catalyse the formation of two replication forks that proceed bidirectionally from 
the site of R-loop formation (Kogoma, 1997). 
cSDR has only been observed in strains lacking RecG or RNaseHI activity as these 
proteins prevent initiation of cSDR (Kogoma, 1997). In the absence of RNase HI, the 
R-loop is stabilised and can be used to initiate replication (de Massy et al., 1984; 
Ogawa et al., 1984). The elimination of RecG activity is also thought to allow R-
loops to persist (Hong et al., 1995). Studies have shown that RecG can dissociate R- 
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loops in vitro and reduce the copy number of plasmids that rely on R-loops to initiate 
replication in vivo (Fukuoh et al., 1997; Vincent et al., 1996). 
1.3 The DSBR proteins and replication restart 
Accummulated evidence favours a model whereby replication forks in E. coli are 
routinely stopped in their progression from their initiation site at oriC to the 
replication termination region of the chromosome (reviewed in Cox et al., 2000; 
Kowalczykowski, 2000; Marians, 2000). The DSBR proteins are central to the rescue 
of replication forks that collapse at ssDNA interruptions or are obstructed by lesions 
or proteins bound to the template DNA (reviewed in Michel et al., 2007). The roles 
of RecBCD, RuvABC and RecG in replication fork restart are described below. 
1.3.1 Repair of collapsed replication forks 
In the absence of exogenous DNA damage, DNA repair pathways and free radicals 
arising from normal metabolic processes can cause transient ssDNA gaps or nicks in 
the chromosome. When a replication fork runs into one of these ssDNA interruptions 
on either the leading or lagging strand, it collapses, producing a dsDNA end that is 
separated from an intact chromosome (Figure 13A and B; Kuzminov, 1995). In 
order for replication to proceed, the DSB must be repaired and the replication fork 
reinstated. A unique characteristic of RDR (section 1.2) is that it not only repairs 
dsDNA ends but generates a replication fork. Unsurprisingly, repair of collapsed 
replication forks is carried out by the same pathway that initiates RDR (Figure 13C 
and D; reviewed in Kuzminov, 1999). 
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Figure 1.3: Model of repair of a collapsed replication fork. (A) The replication 
fork encounters a nick in the leading strand template. (B) The replisome dissociates 
from the DNA leaving behind a dsDNA end and an intact chromosome. (C) RecBCD 
and RecA promote recombination to produce a D-loop. (D) The HJ is resolved by 
RuvABC (or the hypothetical RecG mediated resolution pathway) and a replication 
fork is formed via PriA mediated replisome assembly. Arrowheads indicate 3' 
ssDNA ends. Adapted from Michel et al. (2007). 
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1.3.2 Reversal of replication forks arrested in replication 
mutants 
Replication fork (RF) progression can be arrested by non-coding lesions in the DNA 
template or proteins bound to DNA ahead of the replication fork (Bierne and Michel, 
1994). When this occurs, the original block must be repaired or removed and 
replication restarted with high fidelity (Cox et al., 2000). An insight into how such 
arrested replication forks might be restarted has come from studies in the Michel 
laboratory using replication mutants. RecBCD enzyme (but not RecA) was found to 
be essential for viability of rep mutants in which the frequency of replication fork 
arrest is thought to be increased (Colasanti and Denhardt, 1987; Seigneur et al., 
1998). The same study also observed that inactivation of RuvABC suppresses the 
lethality of recBC rep strains and decreases chromosome fragmentation as observed 
by PFGE (Seigneur et al., 1998). These observations suggested that a dsDNA end 
and a HJ, the RecBCD and RuvABC substrates respectively, are produced following 
replication fork arrest by a process that need not involve recombination. This is 
consistent with arrested replication forks being reversed to form Holliday structures 
with one dsDNA end (Figure 1.4A). The results from these genetic experiments that 
utilised PFGE to assay rep mutants could be reconciled with the model shown in 
Figure 1.4 (Seigneur et al., 1998). 
The replication fork reversal (RFR) pathway is predicted to be present in five other 
replication mutants, in addition to rep. based on RuvAB C -dependent chromosome 
breakage in the absence of RecBCD (Flores et al., 2001; Grompone et al., 2004; 
Grompone et al., 2002; Seigneur et al., 1998). Evidence suggests that the fork 














Figure 1.4: Model of replication fork reversal in replication mutants. The 
replication fork is arrested causing the fork to be reversed to form a Hi (A). The Hi 
can be represented as either an open X or parallel X structure as shown. In Rec k cells 
(B and C), RecBCD initiates RecA-dependent homologous recombination at a chi 
site and the two His (one formed by fork reversal and the other from recombination) 
are resolved by RuvABC. Alternatively, if RecBCD encounters a HJ before it 
encounters chi or if RecA is absent (B-D), the dsDNA is degraded up to the HJ, 
restoring the fork structure. In both cases (C or D), replication restarts by a PriA-
dependent process. In the absence of RecBCD (E), resolution of the HJ by RuvABC 
causes chromosome linearization. Parental chromosome and newly synthesised 
strands are indicated by continuous lines and dashed lines, respectively. Yellow 
circles show RuvAB and the green incised circle shows RecBCD. Adapted from 
Michel et al. (2004). 
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(Michel et al., 2007). Genetic experiments have implicated RecA in mediating RFR 
in one of the replication mutants (dnaBts) and subsequent experiments have shown 
RecA to carry out this function in vitro (Robu et al., 2004: Seigneur et al., 2000). 
Genetic studies have also implicated RuvAB as being responsible for RFR in three of 
the replication mutants (holD, dnaEts and part rep mutant) in which RFR occurs 
(Baharoglu et al., 2006). The ability of purified RuvAB to convert forked DNA into a 
HJ in vitro is highly dependent on the reaction conditions (Hiom et al., 1996; 
McGlynn and Lloyd, 2001a; Privezentzev et at., 2005). As to what mediates RFR in 
the other replication mutants (rep, priA and dnaNts) is unknown. 
Studies of RFR in replication mutants have provided strong evidence that multiple 
pathways of fork reversal exist that allow rescue of replication forks that are arrested 
in different ways (Michel et al., 2007; Michel et al., 2004). RFR may have evolved to 
enable replication to be restarted in a non mutagenic way as it affords protection of 
ssDNA present at stalled forks and has the potential to facilitate repair or bypass of 
lesions by a pathway that does not involve recombination (Michel et al., 2001). 
1.3.3 The RecG protein and replication fork reversal 
RecG has been implicated in the processing of replication forks stalled at lesions 
caused by UV exposure (McGlynn and Lloyd, 2000). The UV sensitivity of Aruv 
strains was suppressed in a RecG-dependent manner by the addition of mutations 
that effect the modulation or function of RNA polymerase (McGlynn and Lloyd, 
2000). The results of this study implied that RecG catalyses the reversal of forks 
impeded by stalled RNA polymerases on a UV damaged template. In vitro studies 
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support this hypothesis as RecG has been shown to catalyse the conversion of 
oligonucleotide forked-DNA into a HJ (McGlynn and Lloyd, 2000; McGlynn and 
Lloyd, 2001b; Robu et al., 2004). RecG is believed to carry out this fork reversal 
reaction by pulling the template DNA strands through channels in the protein that 
cannot accommodate dsDNA while the unwound nascent strands reanneal to form a 
HJ (Briggs et al., 2004; McGlynn and Lloyd, 2001b; Singleton et al., 2001). The 
preferred substrate for RecG is a three-branch fork that mimics a replication fork 
lacking a leading strand (McGlynn and Lloyd 2001). Such a structure may arise in 
viva when a fork runs through a lesion blocking synthesis of the leading strand 
(Figure 1.5; Gregg et al., 2002; Jaktaji and Lloyd, 2003). It is believed that PriA 
would be unable to catalyse the formation of a functional replisome from such a 
structure as there would be no leading strand 3'OH group from which to prime 
leading strand synthesis (Gregg et al., 2002). As a result, it has been hypothesised 
that RecG promotes replication fork progression by assisting in the conversion of a 
replication fork arrested by a lesion in the leading strand template to a substrate on 
which PriA can prime DNA replication (Figure 1.5). In addition to its primosome 
assembly activity, PriA has 3'-5' DNA helicase activity that can unwind D-loop and 
fork structures in vitro (Gregg et al., 2002; Jones and Nakai, 1999; McGlynn et al., 
1997; Nurse et al., 1999). It has been proposed that this helicase activity is required 
to prime DNA replication at stalled replication forks by unwinding the lagging strand 
to expose a binding site for the replicative helicase DnaB (Jones and Nakai, 1999). 
PriA helicase and primosome assembly activities combined with the fork reversal 
activity of RecG could allow either replication bypass of a leading strand lesion 
(Figure 1.5A) or removal of the lesion by making the damaged DNA double-stranded 
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and lesion removal 
Figure 1.5: Models of RecG mediated restart of replication from forks stalled by 
a leading strand specific block. RecG helicase activity catalyses the conversion of 
an arrested replication fork into a HJ. (A) Template strand switching, in which the 
nascent lagging strand acts as a template for extension of the leading strand and the 
HJ is unwound to form a fork from which PHA initiates formation of a replisome. 
The net result of this pathway is that replication bypasses the lesion. (B) 5'-3' 
exonuclease mediated degradation of the lagging strand spooled out from the fork by 
RecG restores parity between the two nascent strands. The lesion is removed and the 
HJ wound back to produce a fork from which PriA initiates the formation of a 
replisome. Newly synthesised DNA is represented by dotted lines, 3' ssDNA ends 
by arrowheads and the lesion by a red triangle. A green incised circle and yellow 
circle show the exonuclease and replisome, respectively. Adapted from McGlynn 
and Lloyd (2002). 
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so it can be recognised by the excision repair system (Figure 1.5B; Michel et al., 
2001). A model in which PriA and RecG interact at replication forks is consistent 
with the observation that the UV sensitivity of recG mutants is suppressed by 
mutations that effect PriA helicase activity (Al-Deib et al., 1996; Gregg et al., 2002). 
Furthermore, that RecG functions in a replication fork rescue pathway that is 
independent of that observed in replication mutants (Figure 1.4) is supported by the 
observation that inactivation of RecG has little effect, if any, on RuvAB C -dependent 
cleavage of reversed replication forks in rep and DnaBts replication mutants (Michel 
et al., 2001). 
1.4 XerCDldif site-specific recombination 
Figure 1.2 illustrates how recombination events can cause the formation of 
crossovers. Due to the circular nature of the E. coil chromosome, crossing over can 
result in the production of chromosome dimers that must be monomerised to 
facilitate chromosome segregation. This function is carried out by the XerCD/dif 
site-specific recombination system (Blakely et al., 1991; Clerget, 1991; Kuempel et 
al., 1991). The dif site is a 28 bp sequence located in the replication terminus region 
of the chromosome that specifies binding and cleavage sites for the XerC and XerD 
recombinases (Blakely et al., 1997). Following completion of DNA replication, XerC 
and XerD each catalyse the exchange of one pair of strands between the two dif sites 
of a dimerised chromosome in a reaction that proceeds through a HJ intermediate 
(Barre et al., 2000; Hallet et al., 1999; Recchia et al., 1999). This reaction forms a 
crossover at the dif site that converts the dimer into two monomeric chromosomes. 
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Figure 1.6: XerCD mediated site-specific recombination at djf sites is required 
when odd numbers of crossovers occur in a single replication cycle. A crossover is 
produced in a replicating circular E. co/i chromosome following DSBR. (A) Once DNA 
replication is completed, XerCD-mediated site-specific recombination at df sites 
converts the dimeric chromosome into two monomers that can be segregated into 
daughter cells. (B) A further crossover event in the same replication cycle cancels out 
the first crossover and, following the completion of DNA replication, monomeric 
chromosomes are produced. (C) In the absence of the XerCD/df system, chromosomes 
cannot be segregated, resulting in cell death. Small arrows and squares indicate the 
direction of replication fork progression and the location of df sites, respectively. 
Adapted from Cromie and Leach (2000). 
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The importance of the XerCD/dif pathway is illustrated by the fact that chromosome 
dimers are formed in about 14 % of exponentially growing cells (Perals et al., 2000; 
Steiner and Kuempel, 1998a). Strains unable to resolve dimers display decreased 
growth rates and chromosome segregation defects that result in the formation of 
filaments, induction of the SOS response and cell death (Blakely et al., 1991; Cornet 
et al., 1996; Hendricks et al., 2000; Kuempel et al., 1991). The effects of crossing 
over on chromosome segregation and the requirement for XerCD recombination at 
dif sites to avoid cell death are schematised in Figure 1.6. 
Dimer resolution at dif requires the C-terminal domain of FtsK (Bane et al., 2000; 
Recchia et al., 1999; Steiner et al., 1999). FtsK is a multifunctional protein that 
localises at the cell division septum and whose N-terminal functions during cell 
division (Diez et al., 1997; Draper et al., 1998; Yu et al., 1998b). Thus, FtsK is well 
suited to coordinate cell division with chromosome segregation (Barre et al., 2001). 
FtsK activity, in combination with active maintenance of the dif-containing 
replication terminus region at midcell through most of the cell cycle, regulates 
XerCD/dif recombination so the reverse reaction in which dimers are made from 
monomeric chromosomes is prevented (Bane et al., 2001; Perals et al., 2001; 
Sherratt et al., 2001). 
1.5 Topoisomerase IV 
In addition to chromosome dimers, the separation and segregation of chromosomes 
can also be prevented by the presence of catenation links. The immediate products of 
the replication of circular DNA molecules are catenated as a consequence of the 
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helical structure of the DNA (Sundin and Varshavsky, 1981). For such chromosomes 
to be segregated, they must first be decatenated, a process carried out by 
topoisomerase IV in E. coli (Deibler et al., 2001; Zechiedrich et al., 1997). As a type 
II topoisomerase, topo IV makes transient DSBs in the chromosome through which it 
passes a segment of uncut duplex DNA before sealing the break (Liu et al., 1980). 
This reaction is believed to take place according to the two-gate model whereby the 
enzyme forms a protein bridge between the two dsDNA ends and a DNA duplex is 
sequentially passed through two gates in the protein (reviewed in Levine et al.. 
1998). 
Topoisomerase IV is essential for survival of E. co/i cells (Kato et al., 1990; Kato et 
al., 1988). E. co/i also contains another essential type II topoisomerase, DNA gyrase, 
that carries out a different role to that of topo IV (Levine et al.. 1998). DNA gyrase 
acts ahead of progressing replication forks to remove positive supercoils that 
accumulate ahead of the fork and would otherwise stall replication (Adams et al., 
1992; Postow et al., 2001; Zechiedrich and Cozzarelli, 1995). As two converging 
replication forks approach each other, the small region of unreplicated DNA 
becomes less accessible to DNA gyrase and positive supercoils diffuse behind the 
replication forks forming pre-catenane links which become catenane links following 
the completion of DNA replication (Hiasa and Marians, 1996: Peter et al., 1998; 
Sogo et al., 1999). Studies have suggested that topo IV functions during replication 
to remove pre-catenanes that are formed behind replication forks (Peng and Marians, 
1993) and that topo IV may act preferentially at the end of the cell cycle in the 
terminal stage of replication (Espeli et al., 2003). 
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1.6 The EcoKI restriction-modification system 
of E. coil 
The EcoKI restriction-modification (R-M) system of E. co/i methylates 
hemilmethylated DNA target sequences and cleaves DNA in the presence of fully 
unmethylated target sequences. The system is composed of three subunits; HsdR, 
HsdM and HsdS that provide the restriction, modification and sequence specificity 
activities of EcoKI. respectively (reviewed in Murray et al., 2000). These subunits 
assemble with a stoichiometry of 2HsdR, 2HsdM and lHsdS to form the EcoKI R-
M complex (Dryden et al., 1997) that coexists in vivo with a smaller complex, 
2HsdM lHsdD, that has only modification activity (Dryden et al., 1993). The 
restriction endonuclease activity of the EcoKI R-M complex is attained when it binds 
to an unmodified target sequence (AAC(N 6 )GTGC) and translocates the DNA from 
both sides simultaneously (Kan et al., 1979; Studier and Bandyopadhyay, 1988). 
Cleavage of the DNA occurs when another R-M complex is encountered or when 
other barriers impede translocation (Janscak et al., 1999; Studier and 
Bandyopadhyay, 1988). 
The restriction activity of EcoKI can be temporarily attenuated, a phenomenon 
referred to as restriction alleviation (RA). DNA damaging treatments that can cause 
the formation of unmodified target sites have been shown to induce RA (Day, 1977; 
Efimova et al., 1988; Thorns and Wackernagel, 1982; Thorns and Wackernagel, 
1984). RA is also observed when E. coli obtains the genes encoding an R-M system 
for the first time. A study that used this approach to investigate RA discovered that 
RA is dependent on the protease specified by the clpX and c/pP genes (Makovets et 
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al., 1998). Further experiments showed that the C1pXP protease alleviates restriction 
directly by degrading the HsdR subunit of EcoKI as the complex translocates along 
the DNA (Makovets et al., 1999). C1pXP was also found to be responsible for 
restriction alleviation of cells treated with UV light, naladixic acid and 2-
aminopurine (Makovets et al., 1999). A subsequent study has suggested that the 
normal function of RA lies in protecting the chromosome when recombination 
generates unmodified target sequences (Blakely and Murray, 2006). 
1.7 Aims and Objectives 
The work presented in this thesis set out to explore the repair of DSBs in E. co/i. 
Historically, insights into the pathway of DSBR have been gained by observing the 
response of recombination and repair mutants to gamma radiation. However, 
exposure to gamma rays produces various DNA lesions that require repair by 
different pathways. As a result, this work has exploited the EcoKI restriction 
modification system of E. coli to investigate the genetic requirements for repair of 
DSBs exclusively. Particular focus has been given to examining the role of RecG in 




Materials and Methods 
2.1 Materials 
2.1.1 Suppliers 
Unless otherwise stated, the following applies to the materials used in this study 
Restriction enzymes were supplied by New England Biolabs (NEB). Reagents for 
growth media were obtained from Difco Laboratories, Gibco BRL, Oxoid and 
Sigma. All other chemicals were purchased from the following suppliers: Sigma, 
Fisher Scientific, Invitrogen, Melford laboratories and Calbiochem. 
2.1.2 Bacterial growth media 
Table 2.1: Bacterial growth media 
Medium Composition 
L agar 
1 % Bacto-tryptone, 0.5 % yeast extract, 1 % NaCl, 1.5 % Bacto- 
agar, pH adjusted to 7.2 using NaOH 
L Broth 
1 % Bacto-tryptone, 0.5 % yeast extract, 1 % NaCl, pH adjusted to 
7.2 using NaOH 
LC agar 
1 % tryptone, 0.5 % NaCl, 1 % Difco-agar, pH adjusted to 7.2 using 
NaOH 
LC top agar 
1 % tryptone, 0.5 % NaCl, 0.7 % Difco-agar, pH adjusted to 7.2 
using NaOH 
BBL agar 
1 % trypticase, 0.5 % NaCl, 1 % Bacto-agar, pH adjusted to 7.2 
using NaOH 
BBL top agar 




Antibiotics were added to media immediately before use. Melted L-agar was cooled 
to about 50 °C before antibiotics were added. All antibiotics were stored at -20 °C 
Stock and final concentrations of antibiotics are shown in Table 2.2. 
Table 2.2: Antibiotics 
Stock Final 
Antibiotic Abbreviation Solvent 
(pg/mi) (mg/ml) 
Ampicillin Amp Water 100 100 
Chlorarnphenicol Cm Ethanol 50 50 
Kanamycin Km Water 50 50 
Tetracycline Tc 50 % Ethanol 15 15 
2.1.4 Solutions and buffers 
Unless otherwise stated, the buffers and solutions in Table 2.3 were made up using 
distilled water. 
Table 2.3: Solutions and buffers 
Solution Components 
7 g Na7HPO4, 3 g KH2PO 4 , 5 g NaCl, 10 ml MgSO4 (0.1 M), 
Phage buffer 10 ml CaCl2 (0.01 M), 1 ml Gelatin (1 %), made up to 1 L 
TM 10 mM Tris, 10 MM  MgSO4, adjusted to pH 7.5 using HC1 
242 g Tris, 57.1 ml glacial acetic acid, 100 ml 0.5 M EDTA 
50 X TAE (Ph 8.0), made up to 1 L 
10 mM Tris, 100 mM EDTA, 100 mM EGTA, adjusted to pH 
TEE 8.5 using NaOH 
TE 10 mM Tris, 1 mM EDTA, adjusted to pH 7.5 using HC1 
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55 g Tris, 27.6 g boric acid, 10 ml 0.5M EDTA (pH 8.0), 
made up to 1 L 
28 g Na2HPO4, 12 g KH2PO4, 2 g NaCl, 4 g NH4CJ, made up 
to 1 L 
0.05 % sarcosyl and 5 mg ml-1 lysozyme in TEE buffer 
1 mg ml-i proteinase K and 1 % (w/v) SDS in TEE buffer 
1 mM PMSF in TE buffer 
2.1.5 E. coil strains 
Table 2.4 contains strains used in this study that were used for strain construction or 
as controls. Table 2.5 shows the strains used to gather experimental data. All were 
constructed as part of this study and the genotypes shown are in the BW27784 
background (i.e unless otherwise stated these strains are hsdR) 
Table 2.4: E. coil strains not constructed as part of this study 
Strain 	Background Relevant genotype Source 
BW27784 BW25113 
N3793 AB 1157 
N4394 AB 1157 
N4155 AB 1157 
N1642 AB 1157 




ArecG265: : cat 
AruvA C65 eda5 1 ::Tn]O 
malE: :TnlO 1exA3 
lexA3 difA6::kan 
Khlebnikov et al. (2001), 





G. Blakely. Recchia et al. 
(1999) 
DS984 AB 1157 
xerC y17 (mini mu lac 
D. Sherratt 
cat in xerC) 
DB1318 AB 1157 recA::cat Wertman et al. (1986) 
JJC1O86 AB 1157 ArecBCD::kan B. Michel. Murphy (1998) 
DL2798 BW27784 
recB268 ::TnlO proA:: 
J. Eykelenboom 
I-SceI 	tsx: : I-SceI 
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Table 2.5: BW27784 experimental strains 
Strain 
Number Genotype 
DL 1800 AclpX 
DL1902 AclpXhsdR 
DL1930 AclpX hsdR xerCy17::cat 
DL1938 AclpX hsdR truvAC65 eda5 1 : :TnlO 
DL 1940 AclpX hsdR ArecG263::kan 
DL 1944 AcipX hsdR xerCy17: : cat ArecG263 : :kan 
DL1952 &lpX hsdR xerCy17::car AruvAC 65 eda51 : :TnlO 
DL1962 AclpX hsdR AruvAC65 eda51::TnlO ArecG263::kan 
DL2097 &lpX xerCy17: : cat 
DL2114 Ac1pXAruvAC65 eda51::TnlO 
DL21 18 AclpX xerCyi7::cat L\ruvAC 65 eda51::TnlO 
DL2 133 AclpX ArecG263::kan 
DL2 136 AclpX xerCyi 7: :cat L\recG2 63: :kan 
DL2 149 AclpX AruvAC65 eda5 1 : :Tn 10 ArecG263: :kan 
DL2244 AclpX difA6: :kan 
DL2248 AclpX dzfA6: :kan AruvA C65 eda51 : :Tn 10 
DL2249 hsdRAcIpXdifA6::kanAruvAC 6s eda51::TnlO 
DL2345 AclpX difA6::kan ArecG2 65 ::cat 
DL2346 hsdR AclpX difA6: :kan ArecG26 5 : :cat 
DL2600 hsdR AclpX ArecG 
DL2601 AclpX ArecG 
DL2656 hsdR AclpX recA::cat 
DL2657 hsdR AclpX AruvAC 65 eda51 ::TnlO recA::cat 
DL2659 hsdR AclpX ArecBCD: :kan 
DL2661 hsdR AclpX AruvA C65 eda51::TnlO ArecBCD::kan 
DL2666 AcIpX recA: :cat 
DL2667 t\clpX AruvA C65 eda5i : :Tn 10 recA: :cat 
DL2670 hsdR AclpX ArecG recA: :cat 
DL2671 AcipX ArecG recA::cat 
DL2673 hsdR Ac/pX ArecG ArecBCD: :kan 
DL2674 AclpXArecG ArecBCD::kan 
DL2675 AclpX ArecBCD::kan 
DL2676 AclpX AruvA C65 eda51 : :Tn 10 ArecBCD: :kan 
DL2807 hsdR AclpX pBAD-yqgF AyqgF 
DL2808 AclpX pBAD-yqgF AyqgF 
DL2822 hsdR AcipX pBAD-yqgF AyqgF AruvA C65 eda51 : :Tn 10 
DL2823 AclpX pBAD-yqgF AyqgF AruvA C 65 eda51 : :Tn 10 
DL2825 hsdR AclpX pBAD-yqgF AyqgF ArecG263::kan 
DL2826 AclpX pBAD-yqgF AyqgF ArecG2 63::kan 
DL2903 hsdR AclpX dzfA6::kan recA::cat 
DL2904 AclpX difA6::kan recA::cat 
DL3023 hsdR AclpX pLex5BA-parEC 
DL3024 hsdR Lc/pXxerCy i 7::cat 
DL3025 hsdR AcIpX AruvAC65 eda51::Tn10 pLex5BA-parEC 
DL3026 hsdR AclpX xerC y 7: :cat AruvA C65 eda51 : :Tnl 0 pLex5BA-parEC 
DU 101 hsdR AclpX xerCy1 7 ::cat pLex5BA-parEC 
DL3 122 hsdR AclpX pBAD-rusA 
DL3 123 hsdR AclpX ArecBCD::kan pBAD-rusA 
DL3 171 hsdR AcIpX malE: :Tn 10 lexA3 
DL3 172 hsdR AclpX ArecG rna/E::TnlO lexA3 
DL3 178 AcipX AruvAB 
DL3 179 hsdR AcipX AruvAB 
DL3 180 AclpXAruvC 
DL3 184 hsdR AclpX AruvC 
DL3 185 hsdR AclpX malE: :Tn 10 lexA3 recA: :car 
DL3 186 hsdR AclpX malE::TnlO lexA3 ArecBCD::kan 
DL3 189 hsdR AclpX ArecG rnalE::TnlO lexA3 recA::cat 
DL3 190 hsdR AclpX ArecG malE::TnlO lexA3 ArecBCD::kan 
DL3201 hsdR AclpX AruvAI3 recA::cat 
DL3 202 AclpX LruvAB ArecG263: :kan 
DL3203 AcipX truvAB recA::cat 
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DL3 204 hsdR AclpX AruvAB ArecBCD: :kan 
DL3 205 AclpX AruvAB ArecBCD: : kan 
DL3206 hsdR AclpX AruvC ArecG263::kan 
DL3207 hsdR AclpX AruvC recA::cat 
DL3208 hsdR AclpX AruvC ArecBCD::kan 
DL3209 AclpX AruvC ArecG263: :kan 
DL3210 AcipX AruvC ArecBCD::kan 
DL3211 AclpXAruvC recA::cat 
DL3217 hsdR AclpX recA::cat pBAD-rusA 
DL32 18 hsdR AclpX AruvAB pBAD-rusA 
DL3219 hsdR AclpX AruvC pBAD-rusA 
DL3 220 hsdR AclpX ArecG pBAD-rusA 
DL3221 hsdR AclpX recA::cat AruvAB pB AD- rusA 
DL3222 hsdR AclpX recA::cat AruvC pBAD-rusA 
DL3223 hsdR AclpX recA::cat ArecG pB AD- rusA 
DL3224 hsdR AclpX ArecBCD::kan AruvAB pBAD-rusA 
DL3225 hsdR AclpX ArecBCD: :kan AruvC pBAD-rusA 
DL3226 hsdR AclpX ArecBCD::kan L\recG pBAD-rusA 
DL3227 hsdR AclpX AruvAB ArecG263: :kan pBAD-rusA 
DL3228 hsdR AclpX AruvC iXrecG263::kan pBAD-rusA 
DL3229 hsdR AclpXAruvC ma/E::TnlO lexA3 
DL3233 hsdR AcipXAruvAB rnalE::TnlO lexA3 
DL3238 hsdR AcIpX AruvC ArecG263::kan malE::TnlO lexA3 
DL3239 hsdR AclpX AruvC ArecBCD: :kan malE: :Tnl 0 iexA3 
DL3240 hsdR AclpX AruvAB recA::car malE::TnlO lexA3 
DL3241 hsdR AclpXAruvAB ArecG2 63::kan ,nalE::TnlO lexA3 
DL3242 hsdR AclpXAruvAB ArecBCD::kan malE: :TnlO lexA3 
DL3251 hsdR AclpX pBAD18 
DL3252 hsdR AclpX recA::cat pBAD18 
DL3253 hsdR AclpX ArecBCD::kan pBAD18 
DL3254 hsdR AclpXAruvAB pBAD18 
DL3255 hsdR AclpX AruvC pBAD 18 
DL3256 hsdR AclpX ArecG pBAD18 
DL3258 	hsdR AclpX recA::cat AruvC pBAD18 
DL3259 	hsdR AclpX recA::cat ArecG pBAD18 
DL3260 	hsdR AclpX ArecBCD::kan AruvAB pBAD18 
DL3261 	hsdRAc1pXArecBCD::kan AruvCpBAD18 
DL3262 	hsdR AclpX ArecBCD: :kan ArecG pBAD 18 
DL3263 	hsdR AclpX AruvAB txrecG2 63::kan pBAD18 
DL3264 	hsdR i\clpX AruvC ArecG263: :kan pBAD 18 
DL3271 	hsdR AclpX AruvC recA:: cat ,nalE::TnlO iexA3 
2.1.7 Plasmids 
Table 2.6: Plasmids 
Plasmid 	
Strain
Description 	 Source 
number 
M. Masters. 
pDL1605 pK03-derived vector. C m  Merlin et al. 
(2002) 
pDL1789 pTOF24 + AclpX k.o fragment. CmR This work 
pDL2429 pTOF24 + ArecG k.o fragment. CmR This work 
pDL2472 pTOF24 + AyqgF k.o fragment. CmR This work 
pDL2757 pTOF24 + AruvAB k.o fragment. Cm   E. Oakely 
pDL273 1 pTOF24 + AruvC k.o fragment. Cm' E. Oakely 
Contains the PBAD  promoter of the B. Michel 
pDL3247 araBAD operon and the araC (Guzman et 
regulator gene. Amp' al., 1995) 
pB AD 18-derived vector expressing 










Contains the IPTG inducible Bujard 
pDL3094 
promoter. Amp  
pLex5BA-parEC pDL3022 
parEC expressed from the Bujard 
promoter of pLex5BA. Amp' 
K. Marians. 
(Mossessova 
et al., 2000) 
K. Marians. 
(Mossessova 
et al., 2000) 
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pRDC15 	pDL3520 pK03-derived vector allowing 	Z. Thacker. 
chromosomal replacement of araBAD (Arigoni et 
by gene of interest. Amp' 	 al., 1998) 
pRDC 1 5-yqgF 	pDL2769 pRDC 15 containing the vqgF coding This work 
and shine-dalgarno sequence. Amp  
2.1.8 Bacteriophage lambda strains 
Table 2.7: Bacteriophage lambda strains 
Strain 	 Relevant genotype 	 Source 
NM 1048 	2c1557 hsd N. Murray 
NM63 	 )cI261 N. Murray 
NM220 	 ).cI26 h8° N. Murray 
DRL284 	)Lvir.0 This laboratory 
2.1.9 Oligonucleotides 
The oligonucleotides used in this study are shown in Table 2.8. MG1655 DNA 
sequences from the Colibri E. coli genome database (http://genolist.pasteur.fr/ 
Colibri) were used to design primers using the internet-based software Primer3 
(http://frodo.wi.mit.edu/cgi-bin/primer3/primer3 —www.cgi). All oligonucleotides 
were purchased from MWG and stored in MilliQ®  water at -20 °C. 
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Table 2.8: Oligonucleotides 
Name Sequence 5' to 3' Use 
pKO.F AGGGCAGGGTCGTI7AAATAGC PCR across 
pKO.R2 AGGGAAGAAAGCGAAAGGAG pTOF24 clone site 
clpXflankF 1 AAAAAGTCGACGCAGGGGCAAAAGGTAAAC 
Crossover PCR to 
clpXflankR 1 CGACGTCTITCCATITGCCTGAGCCATC1TFG make AcIpX k.o 
clpXflankF2 GGCTCAGGCAAATGGAAGACGTCGAAAAAGTGG fragment for 
pTOF24 
clpXflankR2 AAAAACTGCAGCGCTFCCAGACAACGGATAG 
RecG-F 1 AAAAAGTCGACGCATITFGATGGGACAGGAG 
Crossover PCR to 
RecG-R 1 GTAACGTCCGTGYFACTAAGTGCTGCGCCAAC make ArecG k.o 
RecG-F2 GCACTTAGTAACACGGAACG11TACTCGAATGC fragment for 
pTOF24 
RecG-R2 AAAAACTGCAGATGGGCAAAAACTACGATGC 
YqgF Fl AAAAATCGACTGATGAATCAATCCGTCTGG 
Crossover PCR to 
YqgF RI AATAGCTVFCGACGAAGTCGAAGGCGAGTAAG make AyqgF k.o 
YqgF F2 CCTITCGACTFCGTCGAAAGCTATITCGAGCAG fragment for 
pTOF24 
 YqgF R2 AAAAACTGCAGCGACTGGTGGATI'CATITTCC 
yqgFrdc 1 SF AAAAAGCTAGCCAGGACACGCCTGATGAGT Amplifying yqgF 
gene (+ shine 
dalgarno sequence) 
yqgFrdc 1 5R AAAAACTCGAGTCGCCTI'AATATCCCTGCTC for pRDC 15 
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2.2 Microbiological methods 
22.1 Storage of bacteria 
Duplicate glycerol stocks were used for long-term storage of E. coli at -70 °C. These 
were prepared by mixing 750 j.il of overnight culture with 750 jil of 80% glycerol in 
an Eppendorf tube and sealing using ParafilmTM.  Overnight cultures or plated 
cultures were stored for short time periods (days) at 4 °C. 
22.2 Overnight cultures 
Overnight cultures of E. coli were prepared by streaking the appropriate strain from 
the -70 °C glycerol stock onto LB agar plates to obtain single colonies. Plates were 
incubated overnight at 37 °C and the resulting single colonies were used to inoculate 
5 ml of L broth (LB) in a bijoux bottle. These cultures were incubated overnight at 
37 °C with shaking. Strains containing derivatives of the temperature-sensitive 
plasmid pK03 were incubated at the permissive temperature of 30 °C for two nights 
in liquid or solid media. 
2.2.3 P1 transduction 
Upon infection of E. co/i cells, phage P1 packages random fragments of the bacterial 
chromosome into phage particles. Taking advantage of this behaviour, mutations in 
specific genes linked to antibiotic resistance genes were introduced into E. coli 
strains using P1 transduction. The mutation to be transferred is picked up by P1 
phage by performing a P1 lysate and the desired mutation is introduced into an E. 
coli strain by performing a P1 transduction and selecting for the marker associated 
with the desired mutation. 
2.2.3.1 Production of P1 plate lysates 
An overnight culture of cells harbouring the mutation of interest was prepared. This 
was diluted 1/10 into 10 ml of LB containing 2.5 mM CaC12 and grown at 37 °C for 
2 hours with shaking. 200 jil samples of culture were mixed with 100 j.tl of P1 lysate 
that had been diluted to different degrees using phage buffer (usually 10, 10 5 and 
10-6) .  Each sample was incubated at 37 °C for 30 minutes to allow for phage 
absorption. 2.5 ml of LC top agar containing 5 mM CaC12 was added to each sample 
and the mixture poured onto a freshly poured LC agar plate containing 5 mM CaC1 2 . 
The plates were incubated without inversion at 37 °C overnight. P1 was harvested 
from the plate that had confluent lysis of the bacterial lawn by removing the top layer 
of agar in 5 ml of phage buffer and transferring it into a bijoux bottle. 100 jil of 
chloroform was added and the mixture vortexed before leaving to stand for 30 
minutes at room temperature. The mixture was then centrifuged at full speed for 5 
minutes in a bench-top centrifuge and the supernatant poured into a sterile detergent-
free bijoux bottle and stored at 4 °C. 
2.2.3.2 P1 transduction 
A culture of the strain to be mutagenised was grown overnight in LB supplemented 
with 2.5 mM CaC1 2 with shaking at 37 °C. A 1 ml aliquot of this culture was spun 
down in a 1.5 ml Eppendorf tube and resuspended in 100 p1 of LB containing 2.5 
mM CaCl2. This was mixed with ipi, 10 p1 or 100 p1 of the appropriate P1 lysate 
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and incubated with agitation at 37 °C for 20 minutes. 800 p.1 of LB containing 2 mM 
sodium citrate was added and incubation with agitation at 37 °C continued for 1 
hour. 100 p.l of this culture was plated onto LB agar plates containing the appropriate 
antibiotic and incubated overnight at 37 °C. Resulting colonies were streaked on 
antibiotic containing plates that were incubated overnight at 37 °C. This purification 
step was repeated and, where possible, the phenotypes of the purified mutants were 
tested by gauging their UV sensitivity. 
2.2.4 Introduction of mutations using pK03-derived vectors 
Precise alterations were made to the E. coli genome by integrating and excising 
pK03-derived integrative vectors (Link et al., 1997). These plasmids have a 
temperature sensitive origin of replication that allows integration into the genome to 
be induced by growth at restrictive temperatures. Excision from the chromosome can 
be selected for by culturing in the presence of sucrose as the vectors also contain the 
sacB gene. A fragment of DNA containing the alteration that is to be made to the 
genome is cloned into the plasmid. This fragment has at least 800 bp homology with 
the genomic region where the alteration is to be made, allowing integration of the 
plasmid by homologous recombination. Excision of the plasmid in a particular way 
leaves behind the desired mutation at a specific location on the chromosome. 
The modified plasmid was transformed into recipient cells that were then plated on 
L-chloramphenicol (L-Cm) plates and incubated for two days at 30 °C. Single 
colonies were streaked onto L-Cm plates and grown overnight at 42 °C. The 
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resulting colonies are of different sizes and the larger colonies (in which the plasmid 
has integrated into the genome) were purified by streaking on to L-Cm plates that 
were then incubated overnight at 42 °C. The resulting single colonies were picked 
and grown in 5 ml LB at 30 °C overnight. A 10 5 dilution of the overnight culture 
was made in LB and plated onto L-agar containing 5 % sucrose. The plates were 
incubated overnight at 37 °C and sucrose resistant colonies 'patch-tested' by 
simultaneously plating onto L-agar plates containing 5 % sucrose and L-Cm plates. 
Following overnight incubation at 37 °C, Cm sensitive colonies were tested for the 
required alteration using PCR. 
This method was used to delete recG, clpX, ruvAB, ruvC and yqgF genes using 
pTOF24 vectors. It was also used to put the yqgF gene under control of the araBAD 
promoter in the chromosome by utilising the pK03-derived vector pRDC15 (Arigoni 
et al., 1998) that was engineered to contain the yqgF sequence. 
2.2.5 Heat shock plasmid transformation of E. coil 
1 ml of an overnight culture of the strain to be transformed was diluted into 50 ml of 
LB and incubated for two hours at 37 °C with agitation. 1 ml of this culture was 
transferred into a 2 ml Eppendorf tube and centrifuged for 30 seconds to pellet the 
cells. The supernatant was discarded and the pellet resuspended in 500 j..tl fresh 0.1 M 
CaCl2 before leaving on ice for 30 minutes. The centrifugation step was repeated and 
the pellet resuspended in 100 il 0.1 M fresh CaC12. 3 pJ of plasmid DNA was added 
and the mixture left on ice for 30 minutes before being heat shocked for five minutes 
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at 37 °C. 500 tl of LB was added and the cells incubated with agitation for 1 hour at 
37 °C (or 2 hours at 30 °C if a temperature- sensitive plasmid was used). Cells were 
then plated on the appropriate selective media and incubated overnight at 37 °C (or 
two overnights at 30 °C) 
2.2.6 Gene targeting using lambda integration and excision 
The ability of lambda to grow both lytically and lysogenically can be exploited to 
introduce mutations by integrating and excising a phage containing a desired 
mutation (Arber et al., 1983). This method was employed to introduce functional 
copies of the hsdR gene into the chromosomes of BW27784 E. coli strains. An 
overnight culture of the strain to be altered was diluted one in ten in LB and cultured 
at 37 °C with agitation for 2 hours. An equal volume of TM buffer was added and 
250 jil of this mixture combined with 2 ml BBL top agar before pouring on to a BBL 
plate. 10-fold dilutions (usually 10 1 -10) of A containing the hsdR wild-type gene 
(NM 1048) were made and 10 lil aliquots spotted on to the surface of the BBL plates 
before incubating overnight at 32 °C. Bacteria from the spot that gave turbidity with 
the highest concentration of lambda was streaked out on to LB agar plates seeded 
with 108_ 109 of both A clear (NM63) and A clear of a different host range (NM220). 
This allows for the selection of lysogens as A clear has a mutation that prevents it 
lysogenising, meaning it lyses any cells that are not already lysogenised by NM 1048. 
A clear of a different host range causes lysis of mucoid colonies resistant to A clear. 
The resulting plate was incubated overnight at 32 °C and single colonies purified by 
streaking on to LB agar plates and incubating overnight at 32 °C. 
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100 tl aliquots of 1 M sodium citrate were spread on to L-plates and left to dry. 
Purified lysogens were spread on the surface of such plates and incubated overnight 
at 42 °C. This induces the excision of NM 1048 as the gene repressing lytic growth is 
temperature sensitive in this strain. The resulting colonies were purified by streaking 
out on LB agar plates and incubating overnight at 42 °C. Single colonies were then 
used to inoculate 5 ml aliquots of LB that were incubated at 37 °C overnight with 
agitation. These overnight cultures were used to create a lawn of bacteria on BBL 
plates as described above. To test for hsdR phenotype, 10 lii of various dilutions of A 
clear (NM63) and A virulent (DRL284) grown on strains that methylate or don't 
methylate DNA, respectively, were spotted on to the bacteria lawns. A clear lyses 
non-lysogens irrespective of the hsdR phenotype. However, A virulent lyses both 
lysogens and non-lysogens but cannot lyse cells that are EcoKI restriction proficient 
(hsdR) as its unmethylated DNA is targeted and degraded. hsdR strains that are no 
longer lysogens can be selected as those that are lysed by A clear and are not lysed by 
A virulent. 
2.2.7 Phenotypic testing of recombination and repair 
mutants using UV sensitivity 
Ultra-violet (UV) radiation was used to check the phenotype of strains with 
mutations in DNA repair pathways. An overnight culture of the strain to be tested 
was diluted 10 1106  in LB and 10 111 of each dilution spotted on duplicate LB agar 
plates. The spots were left to dry and one of the plates exposed to 5-15 mJ UV 
radiation using a Stratagene UV St ratalinkerTM 1800. Following UV exposure, plates 
were wrapped in tin foil to prevent reversal of DNA damage by photoreactivation. 
Plates were incubated overnight at 37 °C. 
2.3 DNA manipulation methods 
2.3.1 Mini preparation of plasmid DNA 
Following the manufacturer's instructions, plasmid DNA was prepared using the 
QlAprep spin miniprep kit (Qiagen). DNA was extracted from 5 ml of E. coli 
overnight culture and eluted in 50 p1 of elution buffer before storing at -20 °C. 
2.3.2 E. coil genomic DNA preparation 
Following the manufacturer's instructions, genomic DNA was prepared using the 
Wizard Kit (Promega). DNA was extracted from 5 ml of overnight E. coli culture 
and eluted in 50 p1 of TE before storing at —20 °C. 
2.3.3 Restriction digestion of DNA 
DNA was digested using restriction endonucleases, typically in volumes of 15-150 
pl. Reactions contained DNA, 1 X the appropriate restriction digest buffer and 2 to 5 
units of the appropriate enzyme. Digestions were incubated at the recommended 
temperature for 3 to 5 hours before analyzing using agarose gel electrophoresis. 
2.3.4 Ligation of DNA molecules 
Approximately 20 ng of vector DNA was reacted with about three times the molar 
quantity of insert DNA in the presence of 200 units of T4 DNA ligase (NEB) and X 
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I T4 DNA ligase buffer. Reactions were allowed to proceed at 16 °C overnight and 
stopped by heat inactivation at 70 °C for 15 minutes. 
2.3.5 Agarose gel electrophoresis 
DNA was analysed for size, quantity or quality on 1 % (w/v) agarose gels that were 
prepared by melting agarose in 500 ml of X I TAE buffer in a microwave. This 
solution could be stored at 55 °C for up to 3 weeks without loss of band separation 
resolution. Typically, 5 jil of the DNA to be analysed was mixed with 2 p1 of X 6 
loading buffer and 5 tl Milli-Q® water before loading directly into a gel well. DNA 
markers purchased from NEB were also loaded to each gel in this way to allow sizes 
of sample DNA fragments to be determined. A potential difference of 80V was 
supplied across the gel so that the DNA fragments separated with respect to their 
size. The DNA was stained by immersing the gel in 0.5 p.g ml' ethidium bromide 
solution for 10 mins and excess ethidium bromide was removed by rinsing the gel in 
water. The DNA was then visualised using a UV trans-illuminator. 
2.3.6 Amplification of DNA by the polymerase chain reaction 
The polymerase chain reaction (PCR) was used to amplify specific regions of either 
plasmid DNA or genomic DNA. A typical 50 reaction was made up as follows: 
5 ii lox polymerase buffer 
5 p  dNTPs (2.5 mM) 
2 p  Forward primer (10 pmol il') 
2 111 Reverse primer (10 pmol pl') 
1 iii Template DNA 





34.5 .il Milli-Q® water 
Pfii DNA polymerase (Promega) was used for cloning steps when high fidelity DNA 
polymerization was required. Taq DNA polymerase (Roche) was used for all other 
PCR reactions. Reactions were carried out in a Hybaid PCR Express programmed as 
follows: 
95 °C 5 mins 
95 °C 30 secs 1 
X °C 30 secs 	30 cycles 
72°C Ymins J 
72 °C 7 mins 
4 °C Hold 
X represents the annealing temperature of the oligonucleotides and was calculated by 
subtracting 5 °C from the lower melting temperature of the two primers as supplied 
by MWG Biotech. Y is the extension time of the reaction, typically one minute per 
kbp of DNA to be amplified was used. 
2.3.7 Boiled cell extraction of genomic DNA 
For checking genotypes of strains using PCR, DNA was crudely extracted by simply 
boiling cells. A colony was picked up with a sterile yellow tip and resuspended in 30 
tl Milli-Q® in a PCR tube. This was incubated at 99.9 °C in a PCR machine for 10 
minutes before centrifuging for 1 minute at full speed in a table-top mini-centrifuge. 
1 41 of the supernatant was used as template DNA in the PCR reaction. 
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2.3.8 Crossover PCR 
Crossover PCR is an elegant technique that can be used to construct homology arms 
for pKO integrative vectors such as pTOF24 (Ho et al., 1989). This method was used 
to create homology arms for the deletion of the cipX, recG and yqgF genes. Figure 
2.1 illustrates how primers were designed in order to knock out a gene (yfg). These 
primers were designed so as to amplify two homology arms of about 400 bp that 
contained between 20 and 50 in frame amino acids that would not produce a 
functional protein when expressed. Two PCRs using MG 1655 genomic DNA as a 
template and Fl/Ri or F2/R2 combinations of primers were carried out. The products 
were purified and 1 111 of each used as template DNA in a cross-over PCR using the 
F! and R2 primers. R  and F2 primers had been designed with 12 bp tails containing 
DNA homologous to the other primer. This meant that when the Fl/R1 and F2/R2 
PCR products were denatured in the cross-over PCR reaction, the 24bp region of 
homology allowed a —800 bp fragment to be amplified using Fl and R2 primers 
The Fl and R2 primers had been designed so as each included a different restriction 
enzyme cut site that is also present in the regions flanking the kanamycin resistance 
gene of the integrative vector pTOF24. In subsequent steps the kanamycin resistance 
gene is replaced by the —800 bp PCR product containing the homology arms. The 
F1/R2 PCR product was purified and subject to a double restriction digest in parallel 
with pTOF24 using the appropriate enzymes. The restriction digest products were 
purified, quantified using agarose gel electrophoresis and used in a ligation reaction. 
The whole 10 .tl of ligation product was used to transform XL1-Blue (Stratagene) 
cells and the resulting colonies screened by boiled cell PCR using pKOF1/R2 
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primers that are homologous to regions flanking the kanamycin resistance gene of 
pTOF24. Plasmid DNA of the desired colonies was purified and sequenced, again 
using the pKOF 1 /R2 primers. 





Figure 2.1: Primer design for crossover PCR. yfg  represents the gene to be 
knocked out, flanking DNA is coloured black. The region of each primer that is 
homologous to the DNA to be amplified is parallel to and the same colour as the 
template DNA. 3' ends of primers are shown by the arrowheads. Parts of the primers 
that are not homologous to the template are shown in red and contain restriction sites 
(asterisks) and polyA tails. Red dotted regions are complementary to each other. 
23.9 Purification of PCR and restriction digest products 
The QlAquick PCR purification kit (Qiagen) was used to purify products of 
restriction digests and PCR reactions from other reaction components. The 
manufacturer's instructions were followed and purified DNA was eluted in 50 tl of 
elution buffer before storing at -20 °C. 
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2.3.10 DNA sequencing 
Sequencing reactions were performed using the BigDye® terminator v3.1 cycle 
sequencing kit (Applied Biosystems). Plasmid DNA or PCR products to be 
sequenced were run on an agarose gel and the intensity of bands compared to that of 
the marker to approximate the amount of DNA to be used. A typical reaction mix 
included template DNA, 2 t1 terminator mix, 1.6 pmol primer and the volume was 
made up to 10 M'  using Mil1iQ0  water. Manufacturer's guidelines were followed as 
to the concentration of template DNA used, taking into account the size and type of 
DNA being sequenced. Sequencing reactions were performed using a Hybaid PCR 
express machine programmed as follows: 
96 °C for 1 minute 
96 °C for 10 secondsi 
50 °C for 5 seconds 	25 cycles 
60 °C for 4 minutes 
4 °C Hold 
10 1.11  of MilliQ water was added to the reaction mix once the PCR was complete and 
the samples were run on an ABI PRISM 377 DNA sequencer. Sequences were 
analysed using the computer program Sequence Navigator and manipulated using 
GeneJockey II software. 
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2.4 Viability assays using Ecoki to cause 
DSBs 
2.4.1 Standard DSBR assay 
This assay was used to obtain the viability curves presented in chapters three and 
four. An overnight culture was diluted in triplicate to an optical density (O.D) A600  of 
0.02 and cultured to O.D 0.2 at 37 °C with agitation. The three cultures were diluted 
to an O.D of 0.02 in LB and grown at 37 °C to an O.D of 0.1 where they were split 
and 20 Vg m1' 2-AP added to one flask of each culture. A sample of each culture 
was taken, diluted appropriately in LB and plated in triplicate on to L agar plates. 
The six cultures were incubated at 37 °C and every 50 minutes for 250 minutes 
samples from each flask were taken. Samples were diluted appropriately before 
plating in triplicate on L agar plates and O.D measurements were also taken. Plates 
were incubated overnight at 37 °C and the resulting colonies counted to give an 
indication of viable cells/mi. Relative viability was calculated as the viability of cells 
grown in the presence of 2-AP divided by the viability of those grown in the absence 
of 2-AP. At least two independent assays were carried out for each strain and the 
graphs presented show the results of the independent experiments combined. 
2.4.2 Topoisomerase IV expression assay 
An overnight culture of the strain to be tested was grown in the presence of 
ampicillin, diluted to an O.D A600 of 0.02 in LB + ampicillin and grown to an O.D of 
0.2 at 37 °C with agitation. The culture was then diluted in LB + ampicillin to an 
OD of 0.02 in duplicate and 100 pg/mI 2-AP added to one of the flasks. Following 
incubation at 37 °C for 50 minutes, the cultures were spun down at 3500 rpm for 10 
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minutes and the cell pellets resuspended in LB + ampicillin. These cultures were split 
and IPTG added to some of the flasks as appropriate. The 0.1) of each culture was 
measured. In addition, samples were taken from which 10 1 -10 6 dilutions were made 
in LB and spotted in 10 il aliquots on to L + ampicillin agar plates in triplicate. The 
cultures were further incubated at 37 °C with agitation and 0.13 measurements and 
spotting of samples (as above) carried out in triplicate every 50 minutes. Plates were 
incubated overnight at 37 °C and the resulting colonies counted to obtain viable 
cells/ml values that were plotted on graphs. The assay was carried out only once with 
different strains under each set of conditions. 
2.4.3 YqgF depletion assay 
An overnight culture of the strain to be tested was grown in the presence of 0.2 % 
arabinose and diluted down in duplicate to an 0.1) A600 of 0.02 in LB with and 
without 0.2 % arabinose. Both cultures were grown to an 0.13 of 0.2 at 37 °C with 
agitation. Samples were taken and diluted 101106  in LB before spotting 10 il 
aliquots in triplicate on to L-plates containing 0.2 % arabinose. Each culture was 
diluted one in five into LB with or without arabinose as appropriate and the cultures 
split in two. To one half of each culture, 100 .tg/ml 2-AP was added and the cultures 
grown for 50 minutes at 37 °C with agitation. Samples were taken, diluted and plated 
as above. Each culture was spun down at 3500 rpm for 10 minutes and resuspended 
in the same volume of LB, plus 0.2 % arabinose where appropriate. A one in five 
dilution of these cultures was made in LB (plus 0.2 % arabinose where appropriate) 
before incubating at 37 °C with agitation. For the rest of the experiment the cultures 
were kept in exponential phase by diluting one in five in LB (+ or - 0.2 % arabinose) 
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before the O.D reached 0.3. Before each dilution step, the O.D was measured and 
samples of each culture were diluted and plated as described above. The resulting 
plates were incubated overnight at 37 °C before being counted to give viable cells/ml 
values that were plotted along with O.D values, taking into account the dilution 
factors. Each strain was assayed at least twice and the graphs show the results of one 
of the assays that is representative of the results of the repeated assays. 
2.5 Pulsed field gel electrophoresis 
Pulsed field gel electrophoresis (PFGE) is a technique that allows very large DNA 
molecules to be resolved on agarose gels. Only linear, unbranched DNA migrates 
into the gel and so in an organism such as E. co/i that has a circular chromosome, this 
technique provides an ideal way to physically monitor the formation of DSBs 
(Michel et al., 1997). To prevent mechanical shearing of large DNA molecules, cells 
are embedded in agarose plugs and lysed in situ. 
2.5.1 Preparation of plugs for PFGE 
Overnight cultures of strains to be tested were diluted to an O.D A 600 of 0.02 in LB 
and grown to O.D 0.2 at 37 °C with agitation. Where appropriate, 100 Vg/ml 2-AP 
was added and the cultures incubated for a further 2.5 hours (strains carrying the 
pBAD-rusA plasmid were always cultured in the presence of 0.002 % arabinose). At 
this point, 5 ml samples of cultures were extracted and spun down for 10 minutes at 
3500 rpm before resuspending the pellet in TEE solution to give an O.D of 0.9. 350 
.il of cells was mixed with 350 tl of 2 % low melting point agarose (GIBCO) and 
cooled to 55 T. The mixture was immediately pippeted into disposable Biorad 
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CHEF plug moulds and refrigerated until set. The plugs were then removed from the 
moulds and each set of ten incubated in 10 ml of lysozyme solution at 37 °C with 
gentle agitation for two hours. Plugs were incubated overnight at 55 °C in 5 ml 
proteinase K solution and then rinsed in 10 ml TE buffer for 3 X 1 hours. Plugs were 
then washed in 10 ml PMSF solution for 2 X 1 hours and then rinsed in 10 ml TE 
buffer for 2 X 30 minutes. All TE and PMSF wash steps were carried out at room 
temperature with gentle agitation. The plugs were stored in TE buffer at 4 °C and 
used within two months. The PFGs presented in this thesis are representative of at 
least two gels run using plugs prepared from at least two independent cultures. 
2.5.2 Restriction digestion of agarose embedded DNA 
When agarose embedded DNA was required to be digested by NotI or I-SceI, single 
plugs were equilibrated in 1 ml of the appropriate 1X restriction buffer for one hour 
at room temperature. The buffer was replaced with 350 tl reaction buffer containing 
30-50 units of restriction enzyme and incubated for 4 hours at 37 °C. Following 
digestion, plugs were used immediately for PFGE. 
2.5.3 Running a pulsed field gel 
Plugs were halved and placed on the comb of the PFG apparatus. 100 ml of 1% (w/v) 
high-strength agarose (AquaPorTM) was made up fresh in 0.5 X TBE and cooled to 
55 °C. 0.5 ig/ml ethidium bromide was added and the agarose carefully poured 
around the plugs attached to the comb. The gel was left to set at 4 °C and the same 
agarose solution used to pour the gel was pipetted into the gaps left by the comb. The 
gel was run in 0.5 X TBE using CHEFDRTM  II (Biorad) PFGE equipment. Unless 
59 
otherwise stated, PFGE was carried out using the following parameters: initial 
switch time 5 seconds; final switch time 30 seconds; run time 17 hours; voltage 5 
V/cm and temperature 4 T. Gels were viewed using a UV trans-illuminator. 
2.6 Microscopy 
Cultures used for the preparation of plugs for PFGE were also viewed using 
brightfield microscopy. 750 il samples of culture were mixed with 750 il of 
formaldehyde solution (40% formaldehyde in 1 X M9 salts) and stored at 4 T. 
Slides of these cells were prepared by applying a thin layer of 1 % (w/v) agarose in 
water to a slide. Once set, 4 jil of cells suspended in formaldehyde solution was 
applied to the agarose layer and a coverslip placed on top. Brightfield images were 
obtained using a Zeiss Axiovert 200 microscope and Metamorph v 6.3r2 software. 
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Chapter Three 
Effect of Ecoki mediated dsDNA 
breaks on cell viability of 
recombination and repair mutants 
3.1 An assay allowing identification of the 
genetic requirements of dsDNA break 
repair 
An approach whereby DNA is damaged in such a way that dsDNA breaks (DSBs) 
are the only lesion to be introduced into the chromosome has been used in this study. 
It exploits the EcoKI endonuclease to cleave DNA using a novel system that was 
developed by Gareth Cromie (Cromie and Leach, 2001). As described in section 1.4, 
temporary loss of EcoKI restriction activity is mediated by the C1pXP protease in the 
presence of the mutagen 2-aminopurine (Efimova et al., 1988; Makovets et al., 
1999). 2-aminopurine (2-AP) is an adenine analogue that can pair with cytosine 
during DNA replication, leading to the formation of CG-to-TA and TA-to-CG 
transition mutations (Persing et al., 1981). Unmethylated EcoKI recognition sites can 
be produced as a result of these transitions (Makovets et al., 1999) and if EcoKI 
restriction activity is not attenuated by CIpXP protease, cleavage of the chromosome 
results (Figure 3.1). Consistent with this, pulsed field gel electrophoresis (PFGE) 
showed that DSBs begin to be formed in Ac/pX mutants during the third round of 
replication in the presence of 2-AP (Cromie and Leach, 2001). As predicted, 
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Figure 3.1: Generation of double-strand DNA breaks by EcoKJ cleavage following 
2-AP mutagenesis in a AcIpX background. (A) dsDNA with two base pairs 
highlighted. (B) Following replication in the presence of 2-AP, the 2-AP is incorporated 
instead of adenine at some loci. (C) Further replication can lead to cytosine mispairing 
with 2-AP. (D) Another round of replication completes the A-T to G-C transition. These 
mutations can generate EcoKI recognition sites on unmethylated nascent DNA. (E) The 
unmethylated target sites stimulate EcoKI translocation of DNA with cleavage of the 
chromosome occuring when complexes are impeded, in this case by another 
translocating EcoKi complex. Adapted from Cromie and Leach (2001). 
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chromosome breakage was not observed using PFGE when AclpX hsdK (restriction 
deficient) mutants were exposed to 2-AP (Cromie and Leach, 2001). To investigate 
dsDNA break repair (DSBR) in this study, the viability of AclpX hsdR and AclpX 
hsdff strains containing loss of function mutations in recombination and repair genes 
was measured in response to 2-AP treatment. 
3.1.1 Recombination and repair mutations exacerbate the 
viability problem associated with 2-AP treatment of 
AcIpX hsdR strains 
The effect of induction of DSBs by EcoKI cleavage on the viability of several 
recombination and repair mutants is shown in Figure 3.2A. All of the mutants 
(except ArecG AruvAC) show sensitivity to the presence of 2-AP at a time between 
50 and 100 minutes (Figure 3.2A). This is consistent with a previous study that 
showed DSB formation in AcipX cells after only two rounds of replication in the 
presence of 2-AP (Cromie and Leach, 2001). The viability of the recombination 
proficient (reck ) strain is decreased about 2.5-fold after 250 minutes of 2-AP 
exposure. This suggests that such a large number of DSBs are produced at this 2-AP 
dose that even the viability of a strain with a full compliment of recombination and 
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Figure 3.2: Effect of 2-AP exposure on viability of ttcIpX mutants is largely 
dependent on EcoKJ restriction activity. Exponential cultures were treated with 2-AP 
and relative viability calculated as described in Materials and Methods. Error bars 
indicate 95% confidence intervals. (A) The genotypes shown are in an hsdR c1pX 
background. The strains used were DL 1902 (reck ), DL265 6 (recA), DL 1940 (iSrecG), 
DL2659 (ArecBCD), DL 1938 (AruvAC), DL 1962 (ArecG AruvAC). (B) The genotypes 
shown are in an hsdff AclpXbackground. The strains used were DL! 800 (rec), DL2666 
(recA), DL2 133 (ArecG), DL2675 (ArecBCD), DL2I 14 (AruvAC), DL2667 (recA 
AruvAC), DL2671 (recA ArecG), DL2676 (ArecBCD AruvAC), DL2674 (ttrecBCD 
ArecG), DL2 149 (ArecG AruvAC). 
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3.1.2 Assaying hsdff strains allows 2-AP induced DNA 
damage to be attributed to EcoKl mediated DSBs 
EcoKI restriction defective (hsdR) strains of all the mutants presented were assayed 
to allow viability decreases of hsdR strains in the presence of 2-AP to be attributed 
to the formation of DSBs and not any EcoK I- independent effect of 2-AP. Figure 
3.213 shows that most of the hsdK mutants' viability decreases by between 1- and 2-
fold. However, the viability of the AruvAC strain decreases by about 3-fold and the 
ArecG AruvAC mutant by a comparably massive 17-fold. The response of the hsdK 
mutants to 2-AP somewhat reflects their response when EcoKI can cleave 
chromosomes (Figure 3.2A and 3.2B). This is consistent with 2-AP causing some 
DSBs, possibly when replication forks run into single-strand gaps produced by the 
mismatch repair system when it is correcting 2-AP mismatches (Kouzminova and 
Kuzrninov, 2006; Pitsikas et al., 2004). Despite the hsdR control strains being 
slightly sensitive to 2-AP, the vast majority of the decrease in viability caused by 2-
AP in the presence of EcoKI can be attributed to the formation of DSBs. 
3.2 A ArecBCD mutant is more sensitive than 
a recA strain to 2-AP induced DSBs 
When compared to the reck strain, the recA mutant shows about a 7-fold decrease in 
viability after 150 minutes of exposure to 2-AP. However, a 23-fold decrease in 
viability was observed for the ArecBCD strain (Figure 3.2A). This is surprising as in 
the absence of RecA, DSBR by recombination is abolished and the SOS response 
cannot be initiated. It would be expected that the recA strain would be more sensitive 
than the ArecBCD mutant as has been observed in other studies that used bleomycin, 
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I-SceI cleavage and gamma radiation to induce DSBs (Kosa et al., 2004; Meddows et 
al., 2004). In addition, recA is the least sensitive to EcoKI induced breaks of all the 
mutants tested in this study (Figure 3.2A). This is a particularly puzzling result given 
the essential role RecA plays in recombination. This may reflect differing levels of 2-
AP incorporation between strains as is discussed in section 6.8.1. 
3.3 The functions of RecG and RuvABC in 
promoting DSBR survival overlap 
Figure 3.2A shows that the ArecG and AruvAC mutants exhibit a 11- and 7-fold 
decrease in viability, respectively, compared to the rec strain after 150 minutes 2-
AT' exposure. However, following the same treatment, the ArecG AruvAC strain 
shows about a 4000-fold decrease in viability compared to the reck strain. These 
results suggest that the functions of the RecG and RuvABC proteins overlap in the 
cell as has been reported in previous studies (Ishioka et al., 1997: Lloyd, 1991: 
Meddows et al., 2004). 
3.4 A functional difference between RecG and 
RuvABC is apparent from the kinetics of 
2-AP killing curves 
In all of the single mutants analysed, except AruvAC, the killing effect of 2-AP is 
lessened after about 150 minutes (Figure 3.2A). 2-AP mutagenesis and subsequent 
EcoKI cleavage is dependent on 2-AP incorporation via replication. Therefore, it is 
possible that growth and replication of the AruvAC strain is not slowed to the same 


















Figure 3.3: The cell mass increase of recombination mutants follow a similar 
overall trend whether or not dsDNA breaks are induced. Optical density (O.D) A0 
measurements taken as part of the 2-AP viability assays described in Materials and 
Methods are shown for recombination mutants. The same strains as detailed in the 
legend of Figure 3.2A were used. The genotypes shown are in an hsdR twlpX 
background. 2-AP indicates the addition of 2-AP at time 0. 
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cell mass increase of strains in the presence and absence of 2-AP, as measured by 
optical density (O.D). The cell mass increase of all strains including AruvAC slows 
as a function of time. Therefore, it is unlikely that the failure of the AruvAC killing 
curve to level off in the later stages of the assay can be attributed to this strain 
receiving a higher dose of DSBs. There seems to be two main ways by which this 
data can be interpreted. 
It is possible that the stabilisation of viability observed in RuvABC strains is due to 
RuvABC function promoting the survival of strains to continued 2-AP induced 
damage that is experienced by all strains in the later stages of the assay. That the 
recA strain also levels off suggests this hypothesized activity of RuvABC is not 
dependent on recombination and could be associated with the ability of RuvABC to 
process arrested replication forks. 
Alternatively, the slowed cell mass increase and 2-AP incorporation observed in the 
later stages of the assay in all strains (Figure 3.3) could cause the viability of 
RuvABC strains to level off. Despite receiving the same dose of DSBs as the other 
strains, the AruvAC and strain may experience increased viability problems in the 
later stages of the assay because they lack RuvABC activity. This activity is 
dependent on recombination as the addition of a recA mutation to a AruvAC strain 
alters the shape of the death curve so that viability levels off in the later stages of the 
assay as is observed in RuvABC strains (Figure 3.413). This suggests that it is the 
absence of RuvABC processing of a recombination intermediate that is responsible 
for the late deterioration in viability of the AruvAC strain. However, it is difficult to 
conceive how a viability problem caused by the lack of Holliday junction (Hi) 
processing would be exaggerated when less EcoKI damage is inflicted and less HJs 
are being formed by DSBR. 
Whatever causes the late viability problem of AruvAC mutants in this assay, this 
phenotype is not shared with ArecG mutants (Figure 3.2A). This suggests that 
RuvABC carries out a function that RecG does not. This function is most likely to be 
in the processing of recombination intermediates rather than in replication fork 
processing as 2-AP treatment induces DSBR directly and may only indirectly, if at 
all, effect the requirement for rescue of arrested replication forks. 
3.5 RecG promotes DSBR in a RecA- 
dependent, RecBCD- independent manner 
Figure 3.4B shows that addition of a i\recG mutation to a recA strain does not have a 
very significant effect on survival of the strain to 2-AP induced DSBs. It is likely this 
reflects the action of RecG downstream of RecA in a recombinational repair 
pathway. This is consistent with previous studies that observed that the deleterious 
effect of RecG inactivation on viability of cells exposed to ionizing radiation and UV 
radiation is dependent on RecA (Ishioka et al., 1997; Meddows et al., 2004). 
However, addition of a ArecG mutation to a zXrecBCD strain causes a further 2-fold 
reduction in relative viability following 2-AP induction of DSBs for 150 minutes 
(Figure 3.4A). Therefore, RecG is required in the absence of RecBCD to promote 
survival of DSBs, yet is redundant in the absence of RecA. When RecBCD is absent, 
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Figure 3.4: Effect of trecG and AruvAC mutations on the viability of recA and 
ArecBCD strains when DSBs are induced. Exponential cultures were treated with 2-
AP and relative viability calculated as described in Materials and Methods. Error bars 
indicate 95% confidence intervals. The genotypes shown are in an hsdR AclpX 
background. (A) The strains used were DL 1940 (ArecG), DL 1938 (AruvA C), DL2659 
(ArecBCD), DL2661 (ttrecBCD L0ruvAC), DL2674 (LrecBCD ArecG). (B) The strains 
used were DL1940 (ArecG), DL1938 (AruvAC), DL2656 (recA), DL2670 (recA ArecG), 
DL2657 (recA ruvAC). 
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(Amundsen and Smith, 2003) and that RecG helicase activity is required to process 
the resulting HJs. 
3.6 RuvABC promotes survival of 2-AP 
induced DSBs in the absence of RecBCD 
or RecA 
The functional difference between RuvABC and RecG is further highlighted by the 
behaviour of a recA strain in the viability assay when AruvAC or ArecG mutations 
are introduced. In contrast to RecG, when the RuvABC pathway of HJ resolution is 
abolished in a 2-AP treated recA mutant, viability is decreased more than a further 5-
fold (Figure 3.413). The low viability of the recA AruvAC mutant compared to that of 
the recA strain is consistent with RuvABC promoting the survival of DSBs in the 
absence of RecA. 
The viability of a ArecBCD strain following DSB induction for 150 minutes drops 
about 3.5-fold when RuvABC function is abolished (Figure 3.4A). As suggested for 
RecG, this could be because RuvABC assists in the processing of HJs set up by a 
RecB CD- independent recombination repair pathway. However, given the role of 
RuvABC in survival of a recA strain in response to DSB induction, it is likely that a 
recombination-independent function of RuvABC is also promoting DSB survival in a 
A recBCD background. 
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3.7 Discussion 
The work presented in this chapter shows that 2-AP treated hsdR AclpX strains 
require the RecBCD, RecA, RecG and RuvABC proteins for survival. In addition, 
these assays have provided evidence that the function of the RecG and RuvABC 
proteins in DSBR overlap as the effect of DSB induction on the viability of a ArecG 
AruvAC mutant is far greater than either of the single mutants (Figure 3.2A). 
However, the assays also suggest that this functional overlap is not absolute as the 
shape of the 2-AP killing curves of ArecG and AruvAC mutants differ (Figure 3.2A) 
and RuvABC, but not RecG, is required for survival of DSBs is the absence of RecA 
(Figure 3.413). That RuvABC appears to function independently of RecA to promote 
survival of DSBs has not been observed previously and is discussed below. 
3.7.1 RuvABC may assist in the survival of DSBs via its role 
in replication fork processing 
Inactivating RuvABC is detrimental to the survival of a recA strain when DSBs are 
induced (Figure 3.413). This suggests that RuvABC functions in a recombination-
independent pathway to promote the survival of DSBs. The mechanism for induction 
of DSBs by 2-AP treatment implies that EcoKI cleaves the chromosome following 
replication (Cromie and Leach, 2001). Therefore, chromosome regions that suffer 
DSBs are likely to be flanked by replication forks as shown in Figure 3.5A. In the 
absence of RecA, dsDNA ends produced by EcoKI cleavage cannot recombine and 
the existence of a broken chromosome may prove fatal to the cell. 
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RuvAB activity ,a 
[17  RuvC cleavage 
C 
Figure 3.5: Model showing RuvABC mediated survival of dsDNA breaks via the 
processing of arrested replication forks. (A) A newly replicated chromosome arm is 
cleaved by EcoKl to produce a DSB following passage of bidirectional replication forks 
in the direction shown by the arrows. (B) RuvAB activity at stalled replication forks 
assists in the formation of a HJ when the two nascent strands anneal to one another. 
Loading of RuvAB directs cleavage of HJs b) RuvC at the sites indicated by the arrows 
(C) RuvC cleavage of Holliday junctions followed by ligation produces an intact 
chromosome and two linear DNA fragments. 
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RuvABC functions independently of RecA mediated recombination in the processing 
of arrested replication forks (Baharoglu et al., 2006; Seigneur et al., 1998). 
Replication forks are arrested by DNA lesions or proteins bound to the DNA (Bieme 
and Michel, 1994). Two replication forks flanking a DSB site may be arrested 
simultaneously, reversed by RuvAB and the resulting HJs cleaved by RuvC (Figure 
3.513). RuvC cleavage of the reversed replication forks in the configuration shown in 
Figure 3.513 would generate an intact chromosome (Figure 3.5C). Production of an 
intact chromosome may promote survival as if it is replicated without further DSBs, 
the resulting daughter chromosomes can be segregated into daughter cells that would 
be viable. The model shows two replication forks being arrested simultaneously, 
although cleavage at the two replication fork sites at different times should also 
produce the same result. The probability that this pathway occurs might be increased 
in the presence of 2-AP. Mismatch repair proteins that bind to the DNA whilst 
correcting 2-AP mismatches may increase the frequency of replication arrest. That 
replication fork arrest could initiate a pathway that promotes survival of DSBs is an 
intriguing proposal. Pulsed field gel electrophoresis was employed to further 
investigate whether RuvABC promotes survival of DSBs by processing arrested 
replication forks (Chapter six). 
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Chapter 4 
The Requirement of XerCD Site- 
Specific Recombination at dif for 
Survival of dsDNA Breaks 
4.1 Introduction 
The results of my of 2-AP viability assays (Figure 3.2A) and those of previous 
studies suggest that the functions of RecG and RuvABC in recombination and repair 
overlap (Lloyd, 1991; Meddows et al., 2004). It has therefore been postulated that 
RecG is involved in the resolution of HJs. RecG has no nuclease activity and so 
cannot resolve HJs by strand cleavage (Lloyd and Sharpies, 1993a). Models have 
been proposed whereby the reverse branch migration activity of RecG assists in the 
resolution of HJs (Meddows et al., 2004; Whitby et al., 1993). Figure 4.1 shows a 
scheme for RecG-mediated resolution of HJs based on the synthesis dependent strand 
annealing (SDSA) mechanism of DSBR (Paques and Haber, 1999). In contrast to 
RuvABC HJ resolution, this pathway would always form non-crossover products 
(Cromie and Leach, 2000). Therefore, assessing the propensity for crossover 
products to be formed in the absence of RuvABC or RecG may contribute to our 
understanding of the hypothesised alternative HJ resolution pathway mediated by 
RecG. 
Previous studies have assessed the formation of crossover products in E. coli by 
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Figure 4.1: Model of RecG mediated resolution of HJs by strand displacement. 
Following formation of a DSB, RecBCD and RecA mediate recombination of one of the 
dsDNA ends with a homologous duplex. DNA synthesis is primed from the 3' end of the 
resulting D-loop before RecG reverse branch migration activity catalyses dissociation of 
the D-loop. The displaced strand anneals with the homologous 3' single-stranded section 
of the dsDNA end that has not undergone recombination. Subsequent ligation and DNA 
synthesis completes repair. Newly synthesised DNA and 3' ends are show by dotted lines 
and arrowheads, respectively. Adapted from Meddows et al. (2004) 
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recombination pathway has been inactivated (Cromie and Leach, 2000; Meddows et 
al., 2004; Michel et al., 2000). When crossover products are formed by 
recombination and repair, dimeric chromosomes can be produced following 
completion of DNA replication (Figure 1.6). Site-specific recombination mediated by 
XerCD at dif sites allows cell division to proceed by resolving dimeric chromosomes 
into monomers (Figure 1.6A). The requirement of dimer resolution to maintain cell 
viability was demonstrated by a previous study that showed the proportion of wild-
type cells that undergo dimer resolution corresponds exactly with the fraction of 
mutants defective for the XerCD/dif system that are killed at each generation (Steiner 
and Kuempel, 1998a). Therefore, assaying the viability of mutants in which the 
XerCD/dif system is inactive, allows the formation of crossover products following 
recombination to be gauged. If DNA damage is induced, any viability problem 
associated with the formation of crossovers is exacerbated as more recombination 
events take place within a population. 
Inactivation of the XerCD/dif site-specific recombination system has been utilised in 
this study to investigate the alternative HJ resolution pathway proposed to be 
mediated by the RecG helicase. The effect of introducing xerC and dif mutations into 
ArecG and LruvAC mutants was assessed by measuring the viability of mutants in 
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Figure 4.2: Effect of inducing DSBs and inactivating XerCD/df on recombination 
proficient and AruvAC strains. Exponential cultures were treated with 2-AP and 
relative viability calculated as described in Materials and Methods. Error bars indicate 
95% confidence intervals. In addition to the genotypes shown, all strains carry the AclpX 
deletion. (A) Strains used were DL 1902 (rec), DL193O (recxerC), DL2245 (rec k dzj), 
DL 1800 (hsdR rec), DL2097 (hsdR rec*  xerC) and DL2244 (hsdR rec k dy'). (B) Strains 
used were DL1938 (AruvAC), DL1952 (ruvACxerC), DL 2249 (AruvAC df), DL21 14 
(hsdR AruvA C), DL2 118 (hsdR J\ruvA C xerC) and DL2248 (hsdR iruvA C dt). 
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4.2 Inactivating the XerCDldif system 
decreases the viability of reck, ArecG and 
AruvAC strains when DSBs are induced 
Introduction of xerC or dif mutations into a reck strain causes an almost 6-fold 
decrease in viability when DSBs are induced (Figure 4.2A). However, inactivation of 
the XerCD/dif system in AruvAC or ArecG strains causes about a 100- and 130-fold 
decrease in viability, respectively, when DSBs are induced (Figures 4.213 and 4.3A). 
The detrimental effect of xerC or dif mutations was minimal in 2-AP treated hsdK 
controls and both the xerC and dif mutations had a similar effect on viability in 
hsdR strains (Figures 4.2 and 4.3A). Therefore, recombination at DSB sites 
produced by EcoKI cleavage results in a requirement for XerCD mediated 
recombination at dit sites in reck , ArecG and AruvAC strains. 
Previous studies have shown the effects of xer and dif mutants such as filamentation, 
SOS response activation and decreasing the viability of a replication mutant, to be 
suppressed by the inactivation of RecA (Blakely et al., 1991; Kuempel et al., 1991; 
Michel et al., 2000; Recchia et al., 1999; Steiner and Kuempel, 1998b). Likewise, in 
this study, a dif mutation had no effect on viability of a recA strain in which DSBs 
had been induced by EcoKI cleavage (Figure 4.313). This is consistent with XerCD 
recombination at dif sites functioning in the resolution of chromosome dimers 
resulting from RecA-mediated DSBR. 
A previous study observed that the xerC mutation has a greater effect on viability of 
AruvAC or ArecG mutants than the reck strain when DSBs have been induced by 
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Figure 4.3: Effect of inducing DSBs and inactivating XerCD/df on ArecG and recA 
strains. Exponential cultures were treated with 2-AP and relative viability calculated as 
described in materials and methods. Error bars indicate 95% confidence intervals. In 
addition to the genotypes shown, all strains carry the AclpX deletion. (A) Strains used 
were DL1940 (ArecG), DL1944 (ArecG xerC), DL2346 (LrecG dt), DL2133 (hsdR 
ArecG), DL2 136 (hsdR ArecG xerC) and DL2345 (hsdR ArecG dij). (B) Strains used 
were DL2656 (recA), DL2903 (recA dt), DL2666 (hsdR recA) and DL2904 (hsdR recA 
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results as inactivation of the XerCD/df system in a AruvAC or ArecG mutant in 
which DSBs have been induced by EcoKI cleavage also produces a viability 
decrease greater than that observed in the reck strain (Figures 4.2 and 4.3A). In a 
AruvAC mutant, HJs are presumably being resolved via the RecG mediated pathway 
and vice-versa. Therefore, these findings appear to argue against the model shown in 
Figure 4.1 as they suggest that a RecG mediated resolution pathway causes crossing 
over. 
43 Does the effect on viability of inactivating 
the XerCD/difrecombination system 
accurately reflect crossover bias? 
The work presented here and that of the previous studies mentioned above has relied 
on a straightforward system whereby the viability of cells in which the XerCD/dif 
system has been inactivated reflects the bias towards crossing over. However, in 
order for this assumption to ring true, only one recombination event would have to 
take place per replication cycle in the system being studied. If one recombination 
event results in crossing over and another event with the same outcome takes place in 
the same replication bubble it would effectively eliminate the initial crossover and 
the subsequent requirement for XerCD-mediated dimer resolution (Figure 1.6A). 
Therefore, in an assay where multiple recombination events per replication cycle are 
induced, the effect of inactivating XerCD/dzf on the viability of a cell population 
does not accurately reflect the bias towards crossing over at a single recombination 
event. This is true of the studies that used exposure to UV radiation, gamma radiation 
and a replication mutant (in which a single replication fork may frequently require 
recombination to be restarted) to induce recombination events (Meddows et al., 
2004; Michel et al., 1997; Michel et al., 2000). Experiments that used P1 
transduction to specifically induce one recombination event per chromosome should 
provide a more valid estimate of crossover bias (Cromie and Leach, 2000). 
The EcoKL/AclpX system used in this study appears to be unreliable for accurately 
measuring crossovers by assaying the viability of xerC or dif mutants. The 
distribution of breaks throughout a population is assumed to be random as 2-AP 
incorporation and subsequent mutagenesis is random. Therefore, the number of 
breaks experienced by individual cells in a population at any one time will probably 
follow a poisson distribution in that some cells will escape chromosome breakage but 
some cells will experience multiple breaks. RuvABC and RecG are thought to be 
essential for recombination as P1 transduction and conjugation is virtually disabled 
in ruv recG strains (Lloyd, 1991). Presumably, the one in ten thousand ArecG 
AruvAC cells surviving 2-AP induction of DSBs in viability assays have not 
experienced a DSB (Figure 3.2A). If the numbers of 2-AP induced DSBs within a 
population follows a poisson distribution, this observation suggests that multiple 
breaks are produced in a significant subset of the population following 2-AP 
induction of DSBs. Induction of multiple DSBs might explain why a strain with the 
full compliment of recombination and repair proteins is sensitive to 2-AP induction 
of DSBs (Figure 3.2A). 
The results of Cromie and Leach (2000) suggest that resolution of HJs produced by 
DSBR is biased towards crossing over. In the situation where this bias is very strong, 
odd numbers of recombination events per replication cycle would lead to the 
production of chromosome dimers. However, even numbers of breaks would avoid 
the requirement of XerCD/dzf for the cell to remain viable (Figure 1.6A). Thus, in a 
population in which the XerCD/dzf system has been inactivated and multiple 
recombination events are induced, 50 % of cells would be expected to survive each 
generation. 50 % survival per generation is consistent with the viability of the culture 
remaining stationary. However, the viability of ArecG xerC and AruvAC xerC 
cultures decrease rapidly following DSB induction (data not shown), indicative of a 
viability loss per generation exceeding 50 % in these strains. As a result of these 
considerations, the possibility of XerCD/dif having a function in addition to dimer 
resolution was explored. 
4.4 XerCD/difrecombination may be involved 
in the decatenation of chromosomes 
Topoisomerase IV (topo IV) removes pre-catenane and catenane links from 
chromosomes (Peng and Marians, 1993; Ullsperger and Cozzarelli, 1996; 
Zechiedrich et al., 1997). Intriguingly, in vitro experiments have shown XerCD 
activity capable of unlinking catenated circular plasmids that mimic catenated 
chromosomal DNA molecules produced by DNA replication (Ip et al., 2003). This 
led to the proposal that XerCD functions in vivo to decatenate chromosomes using 
the same recombination reaction at the dif site that facilitates dimer resolution. It was 
suggested that topo IV mainly deals with precatenanes formed as converging 
replication forks approach each other and that when two df sites are formed upon 
completion of replication, XerCD activity may function to eliminate catenanes, 
allowing chromosomes to segregate (Ip et al., 2003). 
91 
The inability of the cell to effectively process catenated chromosomes might 
contribute to the decrease in viability caused by inactivation of the XerCD/dif system 
in 2-AP treated strains (Figure 4.2 and 4.3A). It is feasible that the requirement for 
decatenation is greater when DSBs are induced and repaired by a RecA-mediated 
pathway. The converging replication forks that are produced during DSBR would 
presumably generate additional pre-catenane links that might add to the requirement 
for decatenation following the completion of DNA replication. Topo IV may not be 
able to carry out this additional decatenation efficiently and XerCD/dif mediated 
decatenation may be required to promote cell survival in response to DSB induction. 
Topo IV is an essential protein (Kato et al., 1990; Kato et al., 1988) so assessing the 
effect of knocking out its function on a xerC mutant is not a viable way of 
investigating the propensity for XerCD/dif to carry out decatenation in vivo. 
However, it is possible that if the functions of topo IV and XerCD/dif overlap, over-
expression of topo IV in vivo will partially rescue the viability of xerC mutants in 
response to DSB induction. 
4.4.1 The detrimental effect on viability of topoisomerase IV 
over-expression is exacerbated by AruvAC and xerC 
mutations 
Topo IV was over-expressed in strains using the pLex5BA-parEC plasmid that 
expresses topo IV from a tightly regulated, IPTG-inducible promoter (Mossessova et 
al., 2000). Quantitative western blot analysis determined the level of topo IV 
produced by pLex5BA-parEC in the presence of 256 jiM IPTG to be 70-fold greater 
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Figure 4.4: AruvAC and xerC mutations exacerbate the growth problem 
associated with over-expression of topoisomerase IV. Overnight cultures of 
strains containing the IPTG inducible topoisomerase IV expressing plasmid 
pLex5BA-parEC were diluted to an O.D A600 of 0.02. 250 tM IPTG was added as 
indicated and the cultures grown at 37 °C with agitation. O.D was measured every 40 
minutes and the values plotted. The strains used were DL3023 (rec), DL3024 (reck  
xerC), DL3025 (AruvAC), DL3026 (ruvACxerC). 
IPTG were used (Mossessova et al., 2000). The effect of topo IV over-expression on 
the growth of various strains was investigated. Induction using 250 pM IPTG has a 
minimal effect on growth of the reck strain (Figure 4.4). However, after 400 minutes 
of growth in the presence of 250 pM IPTG, the O.Ds of xerC and AruvAC strains are 
decreased by 1.75-fold and the O.D of a AruvAC xerC double mutant reduced by 
3.75-fold (Figure 4.4). A previous study suggested that over-expression of topo IV 
delays cell division (Mossessova et al., 2000). Therefore, a deleterious effect of 
topolV over-expression on cell growth was not unexpected in this study. 
The varied response of the mutants to topo IV over-expression is intriguing. Elevated 
levels of topo IV might cause the formation of DSBs that can be accessed by the 
recombination machinery and repaired, resulting in a requirement for RuvABC and 
XerCD/dif to maintain viability. However, it is unlikely that topo IV would become 
detached from the dsDNA ends produced as an intermediate in the decatenation 
reaction. In addition, it would be expected that the viability of the AruvAC mutant 
would be compromised more so than the xerC mutant when DSBs are formed by 
topo IV as occurs when DSBs are formed by EcoKI (Figure 4.213). However, this 
was not observed (Figure 4.4). The negative effect on cell viability associated with 
the inactivation of RuvABC or the XerCD/dif system is attributed to problems with 
chromosome segregation caused by the presence of HJs and chromosome dimers, 
respectively (Blakely et al., 1991; Donaldson et al., 2006; Ishioka et al., 1998). This 
correlates with topo IV over-expression effecting the cell division stage (Mossessova 
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Figure 4.5: Over-expression of topoisomerase IV reduces the effect of DSB 
induction in the presence or absence of the XerCD/djf system. Strains were 
cultured as described in Materials and Methods. Treatment with a pulse of 100 ig/ml 
2-AP was carried out prior to IPTG induction as indicated. (A) hsdR AclpX AruvAC 
xerC strain containing the IPTG inducible topoisomerase IV expressing plasmid 
pLex5BA-parEC (DL3026). (B) hsdR &lpX iXruvAC strain also containing 
pLex5BA-parEC (131,3025). 
and A ruvAC xerC cells that cannot divide due to the presence of HJs or chromosome 
dimers can be further effected by a delay in cell division. 
4.4.2 Over-expression of topo IV improves recovery from 
DSBs by a mechanism that is independent of 
Xe rC Didif 
The varied growth response to topo IV over-expression in different strains means 
that 2-AP incorporation during DNA replication will vary between strains grown in 
the presence of IPTG. To avoid subjecting different strains to varying doses of DSBs, 
cultures were treated with a pulse of 2-AP before IPTG induction. Figure 4.5A shows 
the effect of DSB induction on the viability of a AruvAC xerC pLex5BA-parEC 
strain treated with 0, 50 and 250 pM IPTG. Induction of topo IV expression with 50 
pM and 250 MM IPTG causes a 12- and 70-fold decrease in viability after 200 
minutes of growth, respectively (Figure 4.5A). However, when the cells are pre-
treated with a 100 pg/ml pulse of 2-AP, viability is decreased by only 1.5-fold in 50 
MM and 27-fold in 250 pM IPTG (Figure 4.5A). Therefore, topo IV over-expression 
does not effect the viability of cells recovering from DSB induction to the same 
degree as it does cells in which DSBs have not been induced. 
To ascertain whether this observation could be attributed to a functional overlap 
between topo IV and XerCD, the same experiment was carried out in a AruvAC 
strain. Figure 4.513 shows that induction with 100 pM and 150 pM IPTG causes a 
3.5- and 6-fold decrease in viability of a AruvAC strain after 300 minutes growth, 
respectively. When cells are recovering from DSBs, the effect of IPTG induction is 
reduced to 1.6-fold with 100 pM and 3.8-fold with 150 pM IPTG (Figure 4.513). 
Thus, it is likely that the reduced effect of IPTG induction on viability of the AruvAC 
M. 
xerC mutant following DSB induction is not due to excess topo IV untying 
chromosomes that remain catenated in the absence of XerCD activity. It is possible 
that topo IV over-expression masks the deleterious effects of DSB induction and that 
this is most obvious when expression is induced using 100 tM IPTG. Perhaps the 
presence of excess levels of topo IV promotes recovery from 2-AP induced DSBs. 
Alternatively, cells that rapidly recover from DSB induction by 2-AP might be 
resistant to topo IV over-expression. 
In order to conclude that a functional overlap between topo IV and XerCD/dif exists, 
it would be necessary to observe that the survival of a 2-AP treated xerC mutant is 
improved with increasing levels of topo IV expression beyond that of a 2-AP treated 
strain not over-expressing topo IV. To this end, xerC strains containing pLex5BA-
parEC or the control plasmid pLex5BA were assayed using levels of IPTG that 
induce minimal topo IV expression that is less likely to cause a viability problem. 
Figure 4.6A shows that any leaky topo IV expression from pLex5BA-parEC in the 
absence of IPTG has no effect on the viability of a xerC strain regardless of whether 
or not DSBs are induced. As expected, increasing IPTG induction from 10 to 50 IJM 
has no effect on the viability of a xerC strain containing the control pLex5BA 
plasmid (Figure 4.613). However, in the strain carrying pLex5BA-parEC, 10 iM and 
50 pM IPTG decreased viability by 1.65- and 6.7-fold, respectively (Figure 4.613). 
IPTG induction at 10 pM had no effect on the viability of the xerC strain when DSBs 
had been induced and treatment with 50 pM IPTG decreased the viability of the DSB 
induced culture but to a lesser extent than in cultures not induced to form DSBs. 
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Figure 4.6: Minimal over-expression of topoisomerase IV does not improve 
survival of a xerC strain exposed to DSBs. Strains were cultured as described in 
Materials and Methods. Treatment with a pulse of 100 tg/ml 2-AP was carried out 
prior to IPTG induction as indicated. (A) and (B) show the viability of a hsdR 4 Ec1pX 
xerC strain containing either the topoisomerase IV-expressing pLex5BA-parEC 
plasmid (parEC) or the control pLex5BA plasmid (pLex5BA) as indicated. Strains 
used were DU 101 and DL3024. 
AruvAC xerC strains (Figure 4.5) in that DSB induction masks the deleterious effects 
of topo IV over-expression or vice-versa. 
4.4.3 lopo IV over-expression assays cannot rule out a role 
for XerCDldif in decatenation in vivo 
These investigations did not yield any conclusive evidence supporting the theory that 
XerCD/d:f recombination has a role in decatenation in vivo and that loss of this 
function contributes to the sensitivity of xerC mutants to DSB induction. The 
reduced negative effect of topo IV over-expression on DSB induced strains was 
observed in both xer and xer strains (Figures 4.5 and 4.613), suggesting that DSB 
induction causes resistance to the effects of topo IV over-expression, or vice-versa. 
The observation that topo IV over-expression is more detrimental to the growth of a 
reck xerC mutant than the reck strain in the absence of DNA damage suggests there 
is no overlap in the function of topo IV and XerCD/dif. The viability of a topo IV 
expressing xerC strain in response to DSBs never exceeding than that of a xerC 
strain in which topo IV is not over-expressed (Figure 4.6) is also consistent with 
XerCD/dzf not having a role in decatenation in vivo. 
Nonetheless, these experiments cannot rule out the possibility that XerCD/dif can 
decatenate chromosomes as part of the site-specific recombination reaction in vivo. If 
XerCD/dzf does decatenate chromosomes in vivo, the data presented here is 
consistent with two possibilities. Firstly, normal levels of topo IV might cope with 
any extra decatenation requirement resulting from the induction of DSBs and 
consequently, loss of XerCD/difdecatenation has no effect on the viability of cells in 
which dimeric chromosomes have not been produced. Alternatively, XerCD/dif may 
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promote survival of DSBs by performing a decatenation reaction that topo IV cannot. 
It is possible that decatenation performed by topo IV is essential for the survival of 
all cells within a population but that in some DSB induced cells, catenane links are 
present immediately prior to cell division that can only provide a substrate for 
XerCD/dif decatenation. However, topo IV appears to bind preferentially at the dif 
site when XerC and XerD are present (Hojgaard et al., 1999), suggesting it is 
unlikely that catenane links present at the dif site cannot be untied by topo IV 
activity. 
4.5 Discussion 
The work presented here has stimulated careful consideration of the practicalities of 
using inactivation of the XerCD/dtf system to accurately assess the formation of 
crossovers in E. coli. Previous results had suggested that there is a bias towards 
crossing over when DSBs are repaired (Cromie and Leach, 2000). Taking this into 
consideration, I reasoned that XerCD site-specific recombination at df sites might 
have a role in another process in addition to dimer resolution that contributes to the 
decrease in viability associated with adding the xerC mutation to strains exposed to 
DSBs (Figure 4.2 and 4.3A). A previous in vitro study had implicated XerCD/dif as 
functioning in the decatenation of chromosomes (Ip et al., 2003). The hypothesis that 
XerCD/dif promotes survival of DSBs by carrying out this function in vivo was 
investigated but no evidence could be found to support this proposal. 
XerCD/dzf has also previously been hypothesised to be involved in the resolution of 
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Figure 4.7: Model of DSBR that results in production of a concatemer consisting of 
three chromosomes. (A) A replicating chromosome experiences a DSB near the 
replication origin. (B) RecBCD degrades one of the dsDNA ends producing a 3' 
overhanging end on which it loads RecA. (C) RecA mediates recombination of the 
dsDNA end to produce a D-loop structure. (D) Following PriA mediated replisome 
assembly and HJ resolution, a replication fork is formed which progresses past the 
invasion site of the second dsDNA end. (E) RecA and RecBCD activity catalyses 
recombination of the second dsDNA end. (F) The resulting D-loop is processed to 
produce a second replication fork. (G) Completion of DNA replication from all forks 
leads to the production of two circular chromosomes linked by a linear chromosome. (H) 
Resolution of this structure by XerCD-mediated site-specifc recombination at df sites 
was proposed to allow segregation of the three resulting monomeric chromosome. 
Newly synthesised DNA and 3' DNA ends are shown by dotted lines and arrowheads, 
respectively. Light green circles indicate replication forks and small green squares show 
the position of d?f sites in the terminus region of the chromosome. Adapted from 
Kogoma et al. (1997). 
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4.7 shows a model suggested by Kogoma (1997) that illustrates how replication 
initiated from a DSB could result in the production of a concatemer that consists of 
two circular chromosomes linked by a linear chromosome. This structure was 
proposed to be resolved into three monomers by the XerCD/df system to allow cell 
division to proceed and cell viability to be maintained. This pathway may contribute 
to the large effect of xerC mutations on the viability of strains exposed to DSBs 
(Figures 4.2 and 4.3A). The situation proposed in Figure 4.7 was predicted to arise 
from initiation of inducible stable DNA replication (iSDR) that occurs in response to 
the SOS signal. As a result of SOS induction, the exonuclease V activity of RecBCD 
is inhibited (Rinken and Wackernagel, 1992). Thus, minimal degradation at the 
dsDNA ends following breakage increases the likelihood that the first replication 
fork set up from recombination of one of the dsDNA ends will have progressed past 
the site of homologous invasion of the second end before the second strand invasion 
takes place (Figure 4.7E). This model could account for why inactivation of the 
XerCD/dif system has more of an effect in ArecG and AruvAC mutants compared to 
the reck strain when DSBs are induced (Figures 4.2 and 4.3A). Initiation of iSDR is 
increased with the introduction of ruv or recG mutations (Asai et al., 1993). 
Therefore, more concatemers may be formed that require the XerCD/dif system for 
resolution in ruv and recG strains. Although considered, this hypothesis was not 
investigated as part of this study due to the difficulty in determining the difference 
between XerCD/df resolution of concatemers and dimers in vivo. In addition, it is 
difficult to understand how XerCD recombination at dif sites could resolve the 
concatemer shown in Figure 4.7G to produce three monomers. 
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The suggestion that the XerCD/dif system has a function in addition to dimer 
resolution resulted from the observation that inactivation of XerCDIdf reduces 
viability of ArecG and AruvAC strains by more than 50 % at each generation when 
DSBs are induced using 2-AP. The reasoning used to ascertain that only a 50 % 
viabiliy effect of the xerC mutation should be observed per generation when multiple 
DSBs are induced assumed that HJs arising during DSBR are resolved with a bias 
towards crossing over (section 4.2.2). However, when the I-SceI system or gamma 
irradiation was used to induce DSBs, no reduction in viability was observed 
following introduction of the xerC mutation into a rec strain (Meddows et al., 
2004). If the sole function of the XerCD/dif system is in the resolution of 
chromosome dimers then this observation suggests that there is a very strong bias 
towards the formation of non-crossover products during DSBR. If this is the case, it 
is possible that addition of a xerC mutation could cause a larger than 50 % decrease 
in viability at each generation when multiple breaks are induced using the 
EcoKL'AclpX system. Whether or not this could occur would be dependent on the 
frequency of dsDNA breakage and the bias towards crossing over. 
The results from this study and another study that used both I-SceI and gamma 
radiation to induce DSBs, show that the inactivation of the XerCD/dif system is more 
detrimental to the viability of recG and ruv mutants than reck cells (Figures 4.2 and 
4.3A; Meddows et al., 2004). If decreased viability resulting from inactivation of 
XerCD/dif is caused by the formation of crossovers then these results suggest that 
less crossing over occurs in the presence of RuvABC and RecG than when either is 
absent. It is possible that the presence of RecG at a HJ directs loading of RuvB rings 
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Figure 4.8: Model showing production of a dimerised chromosome following 
DNA replication through a HJ. (A) A replicating chromosome of a fast growing E. 
co/i cell in which a second round of replication has been initiated before the first has 
been completed. The direction of replication fork progression is shown by small 
arrows. Recombination following progression of the first set of replication forks 
(black arrows) results in the production of a HJ. (B) Replication from the first set of 
replication forks is completed and replication from the second set of forks (grey 
arrows) proceeds through the HJ. (C) Completion of DNA replication results in the 
production of two monomeric chromosomes (red and orange) and a dimeric 
chromosome (green and blue). XerCD site specific recombination at df is required for 
chromosome segregation to proceed. 
in a conformation that promotes cleavage of the double HJs resulting from DSBR to 
produce non crossover products in vivo. As a result, when RecG is absent, RuvABC 
resolution would be more biased towards forming crossover products. In the absence 
of RuvABC, there may be a HJ resolution pathway mediated by RecG that results in 
the formation of crossover products. How RecG might mediate such a pathway is 
discussed in the introduction to Chapter 5. 
Alternatively, these results could be interpreted such that there is a greater 
requirement for dimer resolution in the absence of either of the HJ resolution 
pathways. Dimeric chromosomes could be produced as a result of DNA replication 
through I-Us as illustrated in Figure 4.8. AruvAC and recG strains are more sensitive 
to DSB induction than the rec strain (Figure 3.2A), suggesting that HJs are formed 
in AruvAC or recG strains mutants that cannot be resolved by the alternative HJ 
resolution pathway and cause a viability problem. In the absence of RecG or 
RuvABC, DNA replication might proceed through unresolved HJs to produce 
dimeric chromosomes (Figure 4.8), increasing the requirement for XerCD/dif dimer 
resolution in AruvAC or recG strains compared to the reck strain (Figures 4.2 and 
4.3A). Consistent with this hypothesis, attempts at constructing a ArecG AruvAC 
xerC mutant always resulted in a strain that develops suppressor mutations, 
preventing it from producing reliable results in the 2-AP viability assay (data not 
shown). This suggests that dimer resolution is required in the absence of the HJ 
resolution pathways mediated by RecG and RuvABC, even when DSBs are not 
induced. The model in Figure 4.8 is also supported by the work of Donaldson et al. 
(2006) that used electron microscopy to visualise the presence of HJs tying together 
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plasmid DNA in ruvAB strains following UV radiation. Further replication of these 
plasmids produced what appeared to be dimeric and multimeric forms of the plasmid. 
The hypothesis discussed above relies on replication being able to proceed through 
His. DNA replication cannot be an efficient method of resolving His or there would 
be no requirement for RuvABC or the hypothesised RecG mediated HJ resolution 
pathway. It is most probable that replication forks are arrested at HJs as the template 
strands for leading and lagging strand synthesis catalysed by a single replisome cease 
to be part of the same duplex. Indeed, a previous study has proposed that, in the 
absence of DNA damage, the SOS response is induced in ruv and recG mutants 
because replication forks are arrested at unresolved HJs (Asai and Kogoma, 1994). In 
order to continue replicating through the HJ, the replisome would presumably have 
to be dissociated and reformed to allow it to replicate the new template duplex. There 
is no evidence to suggest that replication cannot proceed through Ws. Thus, it is 
possible that some of the cells that survive DSB induction in AruvAC and recG 
populations (Figure 3.2A) do so because DNA replication can proceed through HJs 
that are not resolved by the RecG or RuvABC pathways. In these cells, unresolved 
His will no longer cause a viability problem but the XerCD/dzf system may be 
required to resolve any dimeric chromosomes that result. 
Chapter 5 
Investigating the role of YqgF; 
a candidate resolvase 
5.1 Introduction 
Strong synergy has been shown to exist between ruv and recG mutations in assays 
measuring recombination and DNA repair (section 3.3; Lloyd, 1991: Meddows et al., 
2004). Likewise, exponentially growing recG ruv strains contain more filamentous 
cells with centrally aggregated chromosomes than the ruv or recG single mutants, 
suggesting that a higher proportion of double mutant cells contain unresolved HJ5 
(Ishioka et al., 1997). These observations imply the presence of an alternative HJ 
resolution pathway, in addition to that mediated by RuvABC, which requires RecG 
activity to function. 
Results from this study and a previous study have implied that the formation of 
crossovers by the proposed RecG-dependent HJ resolution pathway is elevated in the 
absence of RuvABC (Section 4.5; Meddows et al., 2004). However, to form 
crossover products, HJs cannot be resolved by branch migration alone (Figure 4.1) 
and must be cleaved by an endonuclease. As RecG itself lacks nuclease activity 
(Lloyd and Sharples, 1993a), it follows that RecG must act in conjunction with a 
nuclease to provide a crossover pathway. This reasoning led to the proposal of a 
model whereby crossover products are formed by the activity of RecG in conjunction 
with a hypothetical endonuclease that cleaves D-loops. In this model RecG activity 
prevents the formation of intact HJs during DSBR by reverse branch migrating the 
D-loop following initiation of replication from the D-loop (Meddows et al., 2004). 
However, it could also be reasoned that RecG acts in conjunction with an alternative 
HJ resolvase. 
Most bacteria carry orthologues of RuvC but the gram positives and some other 
bacteria lack an obvious equivalent, suggesting that these bacteria contain an 
alternative resolvase to RuvC (Sharples et al., 1999). It is possible that this or a 
different resolvase is also present in E. coli and accounts for the residual l-IJ 
resolution present in ruv mutants. Interestingly, expression of the otherwise 
redundant resolvase RusA only fully suppresses the UV sensitivity of ruv mutants 
when RecG is present (Mandal et al., 1993). This suggests that RecG may be 
required by RusA to promote HJ resolution in vivo. Therefore, the functional overlap 
of RuvABC and RecG may exist because RecG works in conjunction with an 
unknown resolvase in a similar way to that it is proposed to function with RusA in 
vivo. 
As part of an extensive bioinformatics study into HJ resolvases and homologous 
nucleases, iterative database searches using the RuvC sequence were carried out. 
This retrieved a group of proteins, typified by YqgF of E. coli, which is represented 
in almost all bacterial lineages including those in which orthologs of RuvC are absent 
(Aravind et al., 2000). Subsequently, it was found that E. coli YqgF is structurally 
similar to RuvC (Liu et al., 2003). It has been hypothesised that the YqgF family 
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proteins may be alternative HJ resolvases that have a functional overlap with RuvC 
(Aravind et al., 2000; Sharples, 2001). 
The yqgF gene of E. co/i is located at 66.64 minutes on the chromosome and encodes 
a 138 amino acid protein with a molecular weight of 15.2 kDa. In a study that aimed 
to identify possible antibiotic targets, yqgF was identified as being essential for the 
growth of E. coli (Freiberg et al., 2001). The yqgF gene of Salmonella enterica sv. 
lyphi was subsequently also found to be essential (Hidalgo et al., 2004). If YqgF can 
resolve His, the fact that it is essential to cell survival would explain why it has not 
been detected by random mutagenesis studies that identified viable mutants that 
exhibit decreased viability in recombination assays (reviewed in Clark, 1973). It is 
difficult to conceive that HJ resolution is the essential role of YqgF in the cell, 
especially given the existence of the HJ resolvase RuvC. It is probable YqgF 
performs an essential function in the cell in addition to any role the protein may have 
in FIJ resolution. 
This chapter describes investigations carried out to find evidence for or against the 
proposal that YqgF can resolve HJs. 
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5.2 A system to test the response of YqgF- 
depleted cells to the induction of DSBs 
Due to the essential nature of YqgF, the effect on recombination and repair of 
knocking out its function cannot be measured. However, the outcome of depleting 
YqgF levels could be investigated by putting yqgF under the control of a promoter 
from which expression can be tightly regulated. The yqgF gene was inserted 
downstream of the arabinose-inducible PBAD  promoter in the chromosome and the 
native copy of yqgF deleted. This was carried out in a AclpX hsdR background so 
that DSBs could be induced by 2-AP treatment. This strain was used to compare the 
growth and viability of cells with depleted levels of YqgF and cells with induced 
levels of YqgF following induction of EcoKI cleavage to produce DSBs. AruvAC 
and ArecG derivatives of this strain were also created and assayed. This was to allow 
any additional viability problem observed when DSBs are induced in cells in which 
YqgF levels are depleted to be attributed to the loss of Hi resolution activity. In 
addition, if YqgF can function as part of an alternative HJ resolution pathway to 
RuvABC, this may be detectable only in the absence of RuvABC. 
5.2.1 Homogeneous expression from the arabinose-
inducible araBAD promoter 
The promoter of the E. co/i araBAD operon (PB.4D)  directs the expression of genes 
encoding enzymes required for arabinose metabolism. The operon is regulated by the 
AraC protein that activates expression in the presence of arabinose and prevents 
transcription in the absence of arabinose by binding to the chromosome and 
physically looping out the DNA (Lee et al., 1987; Schleif, 1992). Expression is also 
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activated by the cyclic AMP (cAMP) activator protein (CAP) in the presence of 
cAMP (Hirsh and Schleif, 1977). Therefore, in the absence of arabinose. expression 
can be reduced further by growing in the presence of glucose which lowers cAMP 
levels and activation by CAP (Miyada et al., 1984). 
The well-characterised nature of the ara operon lead to the araC-PBAD region being 
engineered into plasmid vectors to provide recombinant gene expression systems. 
These systems allow strong repression in the absence of inducer and induction over a 
1000-fold range in the presence of arabinose (Guzman et al., 1995). However, with 
moderate levels of induction, these systems exhibit autocatalytic behaviour whereby 
inducer concentration is reflected in the percentage of cells that are induced and not 
in the level of induction in individual cells (Siegele and Hu, 1997). This all or 
nothing form of gene expression has evolved to give minimal expression in the 
absence of inducer but a rapid response of high expression when arabinose is present 
(Khlebnikov et al., 2000). This heterogeneous expression pattern is ideal for the 
overproduction of recombinant proteins, however, it is not suited to applications 
where controllable and subtle regulation is required to investigate how the presence 
or absence of a gene effects cellular physiology (Khlebnikov et al., 2000). 
Expression of the arabinose transporter genes (araE and araFGJ-f) is controlled by 
the arabinose- inducible regulator AraC (Johnson and Schleif, 1995). Khlebnikov and 
colleagues (2000) demonstrated that AraC-regulated expression of the low-affinity, 
high-capacity AraE transporter is the major factor responsible for the all or nothing 
response of the araBAD promoter. A further study revealed that homogeneous 
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expression from PBAD  could be achieved in the BW27784 strain background that 
contained an araFGH deletion and the native araE under the control of the 
constitutive promoter Pcp18  (Khlebnikov et al., 2001). Thus, YqgF expression was 
engineered to be under the control of PBAD  in the BW27784 strain background. This 
would allow the effect of YqgF depletion to be indicative of the response of the 
whole population of cells containing an equivalent level of YqgF. 
5.2.2 YqgF expression could be controlled using PBAD 
As expected, PBAD-YqgF  AyqgF strains formed dramatically smaller colonies when 
plated from arabinose-containing media on to LB plates lacking arabinose. Barely 
detectable growth was observed when colonies from no-arabinose plates were re-
streaked on to LB plates without arabinose and incubated overnight. Furthermore, 
colony size did not increase following further incubation. This is consistent with the 
expression of vqgF being abolished in the absence of arabinose. In addition, it 
suggests that many cell divisions are required for induced levels of YqgF protein to 
be depleted to a level that compromises the survival of cells. This could reflect an 
inherent stability of the protein in vivo and/or that only low levels of YqgF are 
required for survival. 
To investigate the control of yqgF expression from PBAD,  overnight cultures of PRAD -
yqgF AyqgF strains in LB + 0.2% arabinose were diluted in LB and spotted on to 
plates containing different concentrations of arabinose or glucose. When grown on 
LB + 0.2% and 1 X 10 3 % arabinose these strains behaved like their equivalent 
control strains expressing native yqgF (data not shown; Figure 5.1). However, at 
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Figure 5.1: Effect of arabinose concentration on growth of strains in which yqgF 
expression is controlled by the PBAD  promoter. Overnight cultures were grown in 
the presence of 0.2% arabinose, diluted in LB as indicated and spotted on to LB agar 
plates containing arabinose (ara) or glucose (glu) as indicated. Plates were incubated 
overnight at 37 T. The genotypes shown are in a PBAD-YqgF  AyqgF background. 
Strains used were DL2807 (rec*),  DL2822 (AruvAC) and DL2825 (ArecG). 
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lower concentrations of arabinose, the viability of PBAD-YqgF  AyqgF strains began to 
decrease. At 1 X iO % arabinose, the plating efficiencies of the strains were the 
same as in the absence of arabinose (Figure 5.1). Interestingly, decreasing the 
arabinose concentration had more effect in PBAD-YqgF  AyqgF strains when RecG or 
RuvABC had been inactivated (Figure 5.1), an observation that will be discussed 
later. The viability of PBAD-yqgF  AyqgF strains was not visibly decreased by addition 
of glucose to the growth medium (Figure 5.1). In light of this, and the observation 
that the presence of glucose in liquid LB medium slightly increases the growth rate 
of strains, glucose was not added to LB in further YqgF-depletion experiments 
carried out in liquid culture. These preliminary results illustrate that this system 
provides the tight control of yqgF expression that is required for further experiments 
investigating the effect of YqgF depletion on DSBR. 
5.2.3 Designing an assay to measure the effect of YqgF 
depletion on survival of DSBs 
In the topo IV over-expression experiments presented in Chapter 4, a short pulse of 
2-AP treatment was used to induce DSBs prior to induction of topo IV. This was 
because topo IV over-expression decreases growth rate and therefore the dose of 
DSBs received by the strain. Likewise, to compare the effect of induction of the 
same dose of DSBs between strains with depleted and induced levels of YqgF, 
transient 2-AP treatment would have to be administered prior to the point where 
YqgF depletion effects growth and replication. Consequently, an assay was designed 
whereby an overnight culture of a strain in LB + arabinose was diluted in LB and 
continuously cultured in exponential phase in the presence or absence of arabinose. 
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For 50 minutes prior to the depletion of YqgF exerting an effect on growth, both 
cultures were treated with a pulse of 2-AP. This allowed the same level of DSBs to 
be induced in both cultures. According to the kinetics of 2-AP mutagenesis, EcoKI 
cleavage continues for at least two replication cycles after 2-AP is removed from the 
culture (Cromie and Leach, 2001). Thus, the cells cultured in the absence of 
arabinose would have to repair DSBs when YqgF levels have been decreased to a 
point where growth is compromised. 
To determine the effect that induction of DSBs and depletion of YqgF had on cell 
survival, viability of the cultures was measured by plating on LB agar containing 0.2 
% arabinose. In addition, the 0.13 of cultures was also measured to gauge the effect 
that YqgF depletion and induction of DSBs has on cell growth. 
5.3 Depletion of YqgF does not effect survival 
following the induction of DSBs 
Figure 5.2 shows the result of the YqgF depletion assay using an hsdR AclpX PBAD 
yqgF AyqgF strain and the equivalent hsdK strain. The detrimental effect of growing 
the PBAD  yqgF strain in the absence of arabinose is observed on 0.13 and viability 
after about 250 and 300 minutes, respectively (Figure 5.2). From this it appears that 
depletion of YqgF causes growth to slow but not immediate death as slow-growing 
cells can be recovered by plating on arabinose-containing medium. Induction of 
DSBs by 2-AP treatment has the same effect on viability of strains grown in the 
presence and absence of arabinose. Cells stop dividing after 50 minutes of 2-AP 
exposure and viability recovers 50 minutes after the removal of 2-AP from the 
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Figure 5.2: Effect of induction of DSBs and YqgF depletion on the growth and 
viability of a recombination proficient strain. Strains were cultured as described in 
Materials and Methods. The legend specifies cultures that were grown in the 
presence or absence of 0.2 % arabinose. Continuous lines and broken lines indicate 
where viability (vi) and O.D A600 is plotted, respectively. Double-headed arrows 
show the 50 minutes during which the cultures indicated in the legend were exposed 
to 100 tg/ml 2-AP. Strains used were DL 2807 (A) and the EcoKI restriction -
defective DL 2808 (B). 
medium (Figure 5.2A). The effect of 2-AP treatment on O.D is observed about 50 
minutes after viability is effected, suggesting that cells continue growing but that this 
growth is not observed in viable cell counts. This is consistent with 2-AP induction 
of DSBs causing cells to filament by inducing the SOS response. 
The sensitivity of AruvAC and ArecG strains with depleted levels of YqgF were also 
tested using this assay (Figures 5.3A and 5.4A). As expected, strains lacking 
RuvABC or RecG are more sensitive to DSB induction than the reck strain. The 
viability of the reck strain recovers 50 minutes after 2-AP is removed from the 
medium whereas the viability of AruvAC and ArecG strains takes 100 minutes to 
recover from 2-AP treatment (Figures 5.2A, 5.3A and 5.4A). The effect of 2-AP can 
be attributed to the formation of DSBs as the hsdK control strains are not sensitive to 
2-AP (Figures 5.213. 5.313 and 5.413). 
As with the reck strain, zXruvAC and ArecG mutants with depleted levels of YqgF do 
not appear to be more sensitive to DSB induction than strains with induced levels of 
YqgF. The viability of the AruvAC strain recovers 100 minutes after 2-AP is 
removed from the medium independent of the presence of arabinose in the medium 
(Figure 53A). Recovery of viability of the DSB induced ArecG strain only occurs in 
the presence of arabinose (Figure 5.4A). However, YqgF depletion effects viability 
of a A recG strain after about 250 minutes (Figure 5.4). This is compared to the 300-
350 minutes for YqgF depletion to effect the O.D and viability of AruvAC and reck  
strains (Figures 5.2 and 5.3). This premature sensitivity to YqgF depletion is 
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Figure 5.3: Effect of induction of DSBs and YqgF depletion on the growth and 
viability of a truvAC strain. Strains were cultured as described in Materials and 
Methods. The legend specifies cultures that were grown in the presence or absence of 
0.2 % arabinose. Continuous lines and broken lines indicate where viability (vi) and 
0.13 A600 is plotted, respectively. Double-headed arrows show the 50 minutes during 
which the cultures indicated in the legend were exposed to 100 jtWml  2-AP. Strains 
used were DL 2822 (A) and the KI restriction-defective DL 2823 (B). 
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probably responsible for the failure of the ArecG strain grown in the absence of 
arabinose to recover from DSB induction. 
The observation that the viability and O.D of the ArecG strain is effected by YqgF 
depletion about 50 minutes earlier than the reck strain (Figures 5.2 and 5.4) is 
consistent with the results presented in Figure 5.1 where the viability of the ArecG 
strain is reduced approximately 10-fold more than that of the reck strain when plated 
in the absence of arabinose. However, despite the plating efficiency of the AruvAC 
strain being reduced about 10-fold more than the reck strain when grown in the 
absence of arabinose (Figure 5.1), it is not apparent from the YqgF depletion assay 
that the i\ruvAC strain is more sensitive to YqgF depletion than the rec strain 
(Figures 5.2 and 5.3). It is possible that the YqgF depletion assay is not sensitive 
enough to detect a difference in growth of the AruvAC and reck strains in response to 
YqgF depletion but a difference between the zXrecG and reck strains is detectable. 
This is conceivable given that when strains are plated on LB agar plates containing I 
X 10 4 and 2 X iO 4 % arabinose it appears that the ArecG strain is more sensitive to 
YqgF depletion than the AruvAC mutant (Figure 5.1). Whatever the cause of the 
observations described above, these results do not support the proposal that YqgF 
acts in a HJ resolution pathway with RecG that is alternative to that mediated by 
RuvABC. 
Interestingly, strains lacking functional RuvABC or RecG respond very differently to 
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Figure 5.4: Effect of induction of DSBs and YqgF depletion on the growth and 
viability of a ArecG strain. Strains were cultured as described in Materials and 
Methods. The legend specifies cultures that were grown in the presence or absence of 
0.2 % arabinose. Continuous lines and broken lines indicate where viability (vi) and 
0.13 A600 is plotted, respectively. Double-headed arrows show the 50 minutes during 
which the cultures indicated in the legend were exposed to 100 tg/ml 2-AP. Strains 
used were DL 2825 (A) and the EcoKI restriction-defective DL 2826 (B). 
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continues to increase over the 50 minutes of 2-AP exposure (Figure 5.3A). In 
contrast, there is no net increase or decrease in viability of a ArecG strain over the 50 
minutes of exposure to 2-AP (Figure 5.4A). This observation is consistent with those 
from the 2-AP viability assays presented in Chapter 3 where the viability of the 
ArecG strain also responded more rapidly to 2-AP induced DSBs than the AruvAC 
strain (Figure 3.2). 
5.4 Discussion 
The depletion of YqgF did not increase the sensitivity of any of the strains tested to 
the induction of DSBs. Therefore, no evidence for the requirement of YqgF for the 
survival of DSBs was found, not even in a AruvAC strain where the activity of a 
hypothetical alternative resolvase would be most likely to be detected. It is possible 
that YqgF can resolve HJs but that this activity is simply not detectable using this 
assay. YqgF levels may not be depleted enough in the cultures grown in the absence 
of arabinose when 2-AP treatment causes DSBs in the cells. However, it was not 
feasible to deplete the cultures of YqgF further before treating with 2-AP and still 
induce the same dose of DSBs in the cultures grown in the presence and absence of 
arabinose. When 2-AP was added after 150 minutes of growth of the PBAD-YCIgF 
AyqgF rec k strain (instead of 110 minutes in Figure 5.2), its effect on viability was 
greater in cultures containing arabinose than those lacking arabinose (data not 
shown). Thus, YqgF depletion compromises the incorporation of 2-AP between 150 
and 200 minutes growth while a reduction in YqgF levels influences cell growth after 
250 minutes (Figure 5.2). This observation implies that YqgF depletion has a 
deleterious effect on replication before cell growth is effected. It also illustrates that 
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YqgF is depleted enough after 150 minutes growth in the absence of arabinose to 
give a phenotype when DSBs are being formed by the action of EcoKI in this assay 
(at 150 minutes; Figure 5.2A). Therefore, it is likely that if YqgF can resolve HJs, 
levels of the protein would be depleted in this assay to an extent that would effect 
cell survival following the induction of DSBs, especially in the absence of RuvABC. 
The YqgF and RuvC families of proteins are each represented by one member in 
most bacteria including E. co/i. It has been hypothesised that these families are a 
product of an ancient duplication, perhaps in the common ancestor of all existing 
bacteria and that subsequent lineage-specific elimination of RuvC or YqgF may 
have occurred (Aravind et al., 2000). It would be interesting to determine if YqgF 
has a role in I-IJ resolution in those bacteria lacking RuvC. It is possible that in E. 
co/i, RuvC has evolved to perform the major HJ resolution role and that YqgF has 
evolved to perform an essential role that has yet to be identified. 
In a previous study, the yqgF gene of Salmonella enterica sv. typhi was placed under 
the control of a tetracycline-inducible promoter. In the absence of tetracycline, cell 
doublets with well defined septa were accumulated and this terminal phenotype was 
found to be reversed with the addition of tetracycline to the media (Hidalgo et al., 
2004). As a result of this study it was suggested that the absence of YqgF induces a 
reversible checkpoint in S. enterica that blocks cell division. Similarly, the PBAD-
yqgF AyqgF rec k E. co/i strain used in this study accumulated doublets in the 
absence of arabinose (data not shown) and the viability of cells in which growth had 
been arrested could be rescued by plating on arabinose (Figure 5.2). However, the 
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results presented here also suggest that DNA replication is effected prior to YqgF 
depletion effecting growth of E. coli. It is possible that YqgF is required for DNA 
replication and that as levels of the protein are depleted, DNA replication is 
compromised, inducing a checkpoint that blocks cell division. A previous study 
observed that the genetic properties of the E. co/i obgE gene are consistent with a 
role analogous to the replication checkpoint functions of eukaryotic cells (Foti et al., 
2005; Nyberg et al., 2002). As a result, it was suggested that stalled replication forks 
inhibit cell-cycle progression via the ObgE protein (Foti et al., 2005). Thus, it is 
possible that the replication problem caused by YqgF depletion induces a signal that 
blocks cell division via the ObgE protein, causing the accumulation of cell doublets 
in a culture in which YqgF has been depleted. 
The observation that the plating efficiency of ArecG and AruvAC mutants is lower 
than that of the reck strain in the absence of YqgF induction is an intriguing one 
(Figure 5.1). It suggests that either YqgF performs its essential function more 
efficiently in the presence of the late recombination and repair proteins or that the 
absence of RecG or RuvABC increases the requirement for YqgF. This observation 
could be consistent with the proposed role of YqgF in DNA replication. Inducible 
stable DNA replication (iSDR) occurs in response to the SOS signal (Kogoma, 1997) 
and recG and ruv mutants exhibit higher levels of iSDR in the absence of DNA 
damage (Asai and Kogoma, 1994). If the role of YqgF lies in DNA replication, it is 
possible that higher levels of replication in ruv and recG mutants are responsible for 
the increased sensitivity of these strains to the depletion of YqgF. 
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Further work is required to identify the essential role of YqgF in E. coli. It would be 
interesting to carry out more direct experiments to determine whether YqgF 
depletion effects DNA replication by measuring the incorporation of radioactive 
thymine in response to YqgF depletion. Determining the biochemical properties of 
YqgF will be central to understanding how this protein functions in a process that is 
essential for E. co/i survival. 
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Chapter Six 
Effect of dsDNA breaks caused by 
Ecoki on the genomic DNA of 
recombination and repair mutants 
6.1 Observing EcoKI mediated dsDNA 
breakage using pulsed field gel 
electrophoresis 
A model in which cleavage of reversed replication forks by RuvC promotes survival 
of DSB induction was proposed in section 3.7.1. To determine if this is a significant 
pathway in cells in which DSBs are formed by EcoKI cleavage, pulsed field gel 
electrophoresis (PFGE) assays of 2-AP treated strains was carried out. During PFGE, 
circular DNA or branched DNA that is Y-shaped or X-shaped is static, remaining in 
the plugs (Beverley, 1988 Nakayama et al., 1994). However, linear DNA resulting 
from dsDNA breakage migrates into the gel (Michel et al., 1997). The presence of 
less linear DNA in a DSB induced ruv strain than a reck strain would support the 
proposal that RuvABC cleavage of reversed replication forks assists in the survival 
of DSBs. 
Cells were treated with 2-AP to induce DSBs, normalised using optical density 
(O.D), embedded in agarose plugs and lysed. Linear chromosomal fragments, 






























Figure 6.1: PFGE allows the visualisation of DNA fragments produced by 2-AP 
induction of DSBs. Approximate band sizes are given for the S. cerevisiae chromosome 
marker (left) and products of Nod digestion (right). DL2798 refers to a strain containing 
two I-SceI sites 174 kb apart on the chromosome. Undigested and I-SceI digested plugs 
made using DL2798 are shown in lanes 2 and 3, respectively. The strains in lanes 4-7 
are all hsdR AclpX in addition to the genotypes shown. These strains were treated with 
2-AP and cultured as detailed in Materials and Methods. Nod indicates that an in vitro 
Nod digest was performed on the plugs prior to PFGE. All lanes originate from the same 
gel. The strains used were DL1902 (reck ) and DL2659 (LrecBCD). 
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to PFGE using the parameters described in Materials and Methods. PFGE of 2-AP 
treated hsdR AclpX strains produces relatively tight bands of linear DNA fragments 
(Figure 6.1 lanes 4 and 6). The S. cerevisiae chromosome marker suggests that linear 
fragments are in the range of 450-1900 kb (Figure 6.1 lane 1). However, when an E. 
coli strain containing two I-SceI cleavage sites is digested with I-SceI, the large 4465 
kb product of this digestion migrates a similar distance as the DNA fragments 
produced following 2-AP treatment (Figure 6.1 lane 3). Therefore, the band of linear 
DNA fragments produced following 2-AP induction of DSBs may contain fragments 
that vary in size from approximately 450 kb to linearised whole chromosomes. To 
observe what sizes of fragments are actually present in the bands of DSB induced 
Strains, the same plugs were run under different PFG parameters (Figure 6.2). When 
detectable, linear DNA fragments appear as a smear running from 1900 kb to 
approximately 150 kb (Figure 6.2 lane 4). It is likely this smear continues below the 
150 kb level but that it is just not detectable by ethidium bromide staining. At the top 
of this smear there is a diffuse band running in line with the 1900 kb marker band. 
When I-SceI digested chromosomal DNA is run under these conditions (data not 
shown), the large 4465 kb digestion product also migrates to the same extent as the 
1900 kb marker band. Thus, the bands of linear fragments liberated from plugs in 
which the DNA has been subjected to EcoKI cleavage in vivo probably contain linear 
fragments spanning the whole range of sizes possible. 
PFGE of hsdR AclpX strains exposed to 2-AP results in the detection of substantial 
amounts of linear DNA fragments produced by EcoKI cleavage of the chromosome 
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Figure 6.2: 2-AP induction of DSBs generates a wide range of DNA fragment sizes. 
Plugs from the same cultures as the plugs used in Figure 6.1 lanes 4-7 were ran on a 1% 
agarose gel in 0.5% TBE at 4 T. 5 V/cm was applied over 24 hours using a ramped 
switch time of 90-140s. Approximate sizes of the S. cerevisiae marker (left) and the Nod 
digested fragments (right) are shown. NotI indicates that a Nod digest was performed in 









equivalent control strains exposed to 2-AP are shown in Figures 6.4A and 6.413, 
respectively. Under these conditions, linear DNA can only be detected running into 
the gel from strains carrying the ArecBCD mutation. This probably represents linear 
DNA that is formed from naturally occurring DSBs that would usually be repaired or 
degraded by a RecBCD-mediated pathway. It can be concluded that the substantial 
amounts of linear DNA moving into the gel from plugs of hsdR AclpX strains 
treated with 2-AP is caused directly as a result of EcoKI cleavage of chromosomes 
and is not due to 2-AP action independent of EcoKi or the presence of naturally 
occurring DSBs. 
6.2 Recombination dependent replication may 
contribute to varying DNA levels in plugs 
Cultures used for the production of plugs were normalized for O.D as in previous 
PFGE studies (Handa and Kobayashi, 2003: Michel et al., 1997). O.D is believed to 
correspond to genorne content as timing of initiation of DNA replication is correlated 
with a doubling in cell mass (Donachie. 1968). Therefore, cultures with the same 
0.1) should contain the same mass of DNA. A previous study that used PFGE to 
investigate the formation of naturally occurring DSBs, carried out Xbal digests to 
control for the amount of chromosomal DNA present in plugs in addition to 
normalising using O.D (Handa and Kobayashi, 2003). In the study presented here, 
plugs were digested using NotI restriction enzyme prior to PFG analysis so any 
possible differences in the amount of DNA remaining in the wells could be observed 
more clearly. The quantity of non-linear DNA that remains in wells was found to 
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Figure 6.3: Effect of rusA expression and the lexA3 mutation on the chromosomal 
DNA of recombination mutants exposed to 2-AP induced DSBs. All strain numbers 
given below represent DL numbers and are in the order strains were ran on the gel. (A) 
2-AP treated hsdR AclpX strains: 1902, 2656, 2659, 3179, 3184, 2600, 3201, 3207, 
2670, 3204, 3208, 2673, 3200, 3206. (B) 2-AP treated hsdR AclpX strains expressing 
rusA from a pBAD18 derivative: 3122, 3217, 3123, 3218, 3219, 3220, 3221, 3222, 
3223, 3224, 3225, 3226, 3227, 3228 (C) 2-AP treated hsdR AclpX strains harbouring 
pBAD18: 3251, 3252, 3253, 3254, 3255, 3256, 3201, 3258, 3259, 3260, 3261, 3262, 
3263, 3264. (D) 2-AP treated hsdR Ac1pXlexA3 strains: 3171, 3185, 3186, 3233, 3229, 
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Figure 6.4: Effect of rusA expression and the lexA3 mutation on recombination 
mutants not exposed to DNA damage. All strain numbers given below represent DL 
numbers and are in the order strains were ran on the gel. (A) hsdR AclpX strains not 
exposed to 2-AP. Strains used are as Figure 63A. (B) 2-AP treated hsdK AclpX strains: 
1800, 2666, 2675, 3178, 3180, 2601, 3203, 3211, 2671, 3205, 3210, 2674, 3202, 3209. 
(C) hsdR AclpX strains expressing rusA from a pBAD18 derivative not exposed to 2-
AP. Strains used are as Figure 6.3B. (D) hsdR AclpX lexA3 strains not exposed to 2-AP. 
Strains used are as Figure 6.313. 
123 






(I) C) 	CD 
C) OC) ØC) 
CD > > 0 
C) 
- tn c CD •: 	C 
C) . 












Figure 6.5: PFGE of NotI digested plugs produced from recombination mutants in 
which DSBs have been induced. The same strains were used as detailed in the legend 
of Figure 6.3. (A) 2-AP treated hsdR AclpX strains. (B) 2-AP treated hsdR AclpX 
strains expressing rusA from a pBADI8 derivative. (C) 2-AP treated hsdR AclpX 
strains harbouring pBAD18. (D) 2-AP treated hsdR AclpX lexA3 strains. 
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Figure 6.6: PFGE of NotI digested plugs produced from recombination mutants not 
exposed to DNA damage. The same strains were used as detailed in the legend of 
Figure 6.4, (A) hsdR AclpX strains not exposed to 2-AP. (B) 2-AP treated hsdK AclpX 
strains. (C) hsdR AclpX strains expressing rusA from a pBAD18 derivative not exposed 
to 2-AP. (D) hsdR twlpXlexA3 strains not exposed to 2-AP. 
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vary greatly between strains and in some cases depended on whether DSBs were 
induced (Figures 6.5 and 6.6). 
The rec strain has more DNA remaining in the well when DSBs are induced 
(Figures 6.5A and 6.6A). This suggests that induction of DSBs causes the production 
of more branched DNA, probably because recombination events result in the 
formation of branched structures such as HJs and replication forks (Nakayama et al., 
1994). If the only difference following the induction of DSBs was that a higher 
proportion of DNA is branched, the increased DNA visible in the well of the reck 
strain following DSB induction would be accompanied by a decrease in the amount 
of linear Norl fragments able to migrate into the gel. However, induction of DSBs 
does not result in a decrease in the amount of Notl fragments released from reck 
plugs (Figure 6.6A and 6.5A). Therefore, it would appear that DSB induction results 
in the production of DNA, the large proportion of which contains branched 
structures. It is likely that variation in the extent of replication occurring in strains 
under different conditions is responsible for the observations discussed above. 
6.2.1 DNA levels remaining in wells is consistent with the 
presence of recombination dependent replication 
Recombination dependent replication (RDR) is a term used to describe DNA 
replication initiated by a recombination event. Inducible stable DNA replication 
(iSDR) is a special type of RDR that is induced by the SOS response (Kogoma, 
1997). In the presence of DNA damage, the SOS response is activated in a wild-type 
strain (Asai and Kogoma, 1994). Phase contrast microscopy was carried out on 2-AP 
treated cultures used for the production of plugs for PFGE. The highly filamentous 
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phenotype of the 2-AP treated rec k strain compared to the untreated control (Figures 
6.7A and 6.713) suggests that the SOS response is active in this strain due to EcoKI 
cleavage of the chromosome. Thus, it is highly probable that SOS-induced iSDR 
contributes to the excessive DNA levels present in the plugs of the 2-AP treated reck  
strain compared to the untreated control (Figures 6.5A and 6.6A). In addition, 
another study has shown the activity of RecBCD to be essential for iSDR (Magee 
and Kogoma, 1990). This would explain why no increase in DNA levels is observed 
in a ArecBCD strain when DSBs are induced (Figures 6.5A and 6.6A). 
The phenotypes of ruv, ArecG and ArecG ruv strains differ from the recstrain. 
These strains have elevated levels of DNA remaining in the wells even in the 
absence of DSB induction (Figure 6.6A and 6.613). This is not surprising as a 
filamentatous phenotype indicative of the SOS response is obvious in the untreated 
AruvC. LrecG and ArecG txruvC strains examined using microscopy (Figure 6.713). 
Furthermore, ruv, recG and ruv recG mutants exhibit the SOS response and higher 
levels of iSDR than wild-type cells in the absence of DNA damage (Asai and 
Kogoma, 1994; Lloyd and Buckman, 1991; O'Reilly and Kreuzer, 2004). 
6.2.2 Effect of disabling the SOS response on DNA levels 
To test whether iSDR is contributing to the differences in total DNA visible between 
strains, a lexA3 mutation was introduced into the strains. The lexA3 gene encodes a 
mutant SOS repressor protein that cannot be inactivated. As a result, the SOS 
response cannot be induced in strains expressing lexA3 (Little et al., 1980). The 
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Figure 6.7: Effect of induction of DSBs, disabling the SOS response and expressing 
rusA on the morphology of reck, z\recG, AruvC and LrecG AruvC strains. Samples of 
cultures used to produce plugs for PFGE were visualised using phase contrast 
microscopy. (A) 2-AP exposed hsdR AclpX strains. Strains used were DL1902 (reck ), 
DL2600 (ArecG) and DL3 184 (AruvC), DL3206 (AruvC ArecG). (B) hsdR AclpX 
strains not exposed to 2-AP. Same strains used as A. (C) 2-AP exposed hsdR AclpX 
strains expressing i-usA from pLex5BA derivative. Strains used were DL3 122 (rec), 
DL3220 (LrecG), DL3219 (AruvC) and DL3228 (t\ruvC trecG). (D) hsdR AclpX 
strains expressing rusA from pLex5BA. No 2-AP exposure. Same strains used as C. (E) 
2-AP exposed hsdR AclpXlexA3 strains. Strains used were DL3171 (reck ), DL3172 
(ArecG), DL3229 (t\ruvC) and DL3238 (t\ruvCArecG). 
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reduction in filamentation of 2-AP treated reck , ArecG, AruvC and ArecG AruvC 
strains following introduction of the lexA3 mutation illustrates this (Figures 6.7A and 
6. 7E). 
Introduction of the lexA3 mutation resulted in decreased levels of DNA remaining in 
the wells of untreated ruv and ArecG plugs that were subjected to NotI digestion 
(Figures 6.6A and 6.613). Decreases in the amount of DNA in the wells of 2-AP 
treated reck and ArecG strains were also detected following addition of the lexA3 
mutation (Figure 6.5A and 6.51)). It is probable these observations reflect a reduction 
of iSDR as a result of the SOS response being inactivated. However, the effect of the 
lexA3 mutation on replication is probably exacerbated by a reduction in RecA protein 
levels. Expression of recA is repressed by LexA (Little et al., 1981) 50 recA 
expression is down regulated in the presence of the lexA3 mutation. Therefore, 
recombination-dependent initiation of replication from EcoKI-DSBs as well as iSDR 
may be reduced with the introduction of the lexA3 mutation. The decreased DNA 
levels in the untreated ruv plugs associated with addition of the lexA3 mutation 
(Figures 6.6A and 6.6D lanes 5 and 6) can probably be attributed to the inactivation 
of iSDR as DSBs are not induced from which RDR can proceed. 
Another type of RDR, constitutive stable DNA replication (cSDR) is active in 
untreated cells in the absence of RecG (Hong et al., 1995). Thus, it is probable that 
cSDR as well as iSDR is decreased in an untreated ArecG strain with the addition of 
the lexA3 mutation (Figures 6.6A and 6.61) lane 7). 
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6.2.3 High DNA levels in untreated ArecG ruv mutants 
cannot be attributed to recombination dependent 
replication 
As discussed above, iSDR is predicted to be present in untreated rut' and ArecG ruv 
strains. This means that iSDR would almost certainly be expected to occur in rui' and 
ruv ArecG strains exposed to DSBs. A barely detectable reduction and no reduction 
in DNA levels in the wells of 2-AP treated ruv and ArecG ruv strains, respectively, 
was observed upon introduction of the 1exA3 mutation (Figures 6.5A and 6.5D). This 
is consistent with iSDR not being very prolific in these strains when DSBs are 
induced. However, it is more likely that the high signal from DNA in plugs prepared 
from DSB induced ruv and ArecG ruv strains in Figure 6.5A saturates the upper limit 
of detection by the camera at the exposure used to take the image so any reduction in 
DNA is not readily detected. It is also possible that high levels of RDR from 2-AP 
induced DSBs makes a large contribution to the DNA levels observed in the plugs of 
DSB induced ruv and ArecG ruv, making the effect of inactivating the SOS response 
and iSDR not as apparent as it is in the DSB induced reck and ArecG strains (Figures 
6.5A and 6.513). 
Despite previous studies showing the presence of iSDR in untreated recG ruv strains 
(Asai and Kogoma, 1994), addition of the 1exA3 mutation does not appear to 
decrease the amount of DNA in the wells of these strains (Figures 6.6A and 6.613). It 
is possible that no decrease is observed because, as with the 2-AP treated ArecG ruv 
strains, the reduction in DNA level associated with the 1exA3 mutation cannot be 
detected by the system used. The data suggest that the elevated levels of DNA in a 
iXrecG ruv strain result from another form of replication, in addition to any 
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contribution that may be made by iSDR. This additional replication is unlikely to be 
RDR from DSBs exclusively as minimal numbers of DSBs occur in the absence of 2-
AP induction. It is possible that this replication results from cSDR as RecG is absent 
in this strain. However, a decrease in DNA level is observed in the untreated ArecG 
strain when the 1exA3 mutation is added (Figures 6.6A and 6.61) lane 7). This 
suggests that if cSDR is responsible for the high DNA levels present in the zXrecG 
ruv lexA3 strain, then it must be further increased in the absence of RuvABC. This 
seems unlikely as evidence suggests that cSDR is uneffected by ruv mutations 
(Kogoma et al., 1994). 
6.3 RecBCD performs extensive DNA 
degradation in a recA strain when DSBs 
are induced 
Compared to the reck strain, a 2-AP treated recA strain contains slightly less linear 
DNA that can migrate during PFGE (Figure 63A lanes 2 and 3). Given the lack of 
DNA in the well of the recA strain, this suggests a far higher percentage of the DNA 
is linear in a recA strain than the reck strain when DSBs are induced. This is not 
surprising as dsDNA ends cannot recombine in a recA strain and linear fragments 
will persist in the cell until degraded by nuclease activity. RecBCD is responsible for 
the loading of RecA on to ssDNA to facilitate recombination at dsDNA ends. Thus, 
it might be expected that the PFGE profile of a DSB induced ArecBCD strain might 
resemble that of a recA strain. However, more DNA is present in the well and 
running into the gel of a 2-AP treated ArecBCD strain than the recA strain (Figure 
63A lanes 3 and 4). It has been shown that the exonuclease V activity of RecBCD is 
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not attenuated by chi sites in the absence of RecA in vivo (Dabert et al., 1992; 
Kuzminov and Stahl, 1997). In addition, the complete degradation of chromosomes 
in recA mutants has been largely attributed to the exonuclease V function of 
RecBCD (Skarstad and Boye, 1993). Therefore, following the induction of DSBs in a 
recA strain, extensive RecBCD exonuclease V degradation of both linear fragments 
and regions of the chromosome containing dsDNA ends would account for the 
differences observed between the recA and txrecBCD strains. 
6.4 PFGE of DSB-induced cells highlights a 
functional difference between RecG and 
RuvABC 
There is a striking difference in the structure of chromosomal DNA in rui' and ArecG 
mutants when DSBs are induced (Figure 63A lanes 5, 6 and 7). The PFG profile of 
the DSB induced ArecG mutant resembles that of the rec strain in that some of the 
genome exists as linear fragments and the majority of DNA remains in the well 
(Figure 6.3A lanes 2 and 7). In contrast, no linear DNA fragments are liberated from 
the AruvAB and AruvC plugs following PFGE (Figure 63A lanes 5 and 6). This 
could be construed as supporting the model in which RuvABC cleaves reversed 
replication forks to assist in the survival of DSBs (Figure 3.5). However, NotI 
digestion of the AruvAB and AruvC plugs does not result in the release of substantial 
amounts of linear fragments into the gel either (Figure 6.5A lanes 5 and 6). This 
suggests that whatever DNA structure is responsible for preventing the migration of 
NotI digested fragments from ruv plugs will also account for the lack of migration of 
any linear DNA fragments that may be produced by DSB induction of ruv mutants. 
Thus, evidence for the model whereby RuvABC promotes survival of DSBs by 
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processing reversed replication forks (Figure 3.5) cannot be found by carrying out 
PFGE. 
6.4.1 Recombination intermediates on the chromosomes of 
DSB induced ruv mutants can be detected using PFGE 
Interestingly, linear NotI digestion products are liberated from the plugs of the 2-AP 
treated ArecBCD ruv mutants (Figure 6.5A lanes 11 and 12). Therefore, the absence 
of migration Notl digestion products from the wells of 2-AP treated ruv mutants is 
dependent on RecBCD. It is likely that DSBs are repaired using the RecBCD-
mediated DSBR pathway to produce intermediates that are normally resolved by 
RuvABC. When RuvABC is inactive, these intermediates could join up linear NotI 
digestion products that would otherwise freely migrate into the gel. 
The results of previous studies support this hypothesis. PFGE of XbaI digested plugs 
produced from UV treated strains showed a reduced amount of digest products 
running into the gel from ruvAB and ruvC mutants when compared to the wild-type 
and unexposed controls (Ishioka et al., 1998). In addition, less linear DNA products 
from an XbaI digest of thymine-starved ruv mutants migrate during PFGE compared 
to the wild-type (Nakayama et al., 1994). These observations were attributed to the 
absence of RuvABC processing of recombination intermediates. Furthermore, 2-D 
gel electrophoresis detected intermediates on the plasmid DNA of UV treated ruvAB 
and ruvC strains and subsequent electron microscopy showed them to be His 
(Donaldson et al., 2006). Therefore, it would appear that recombination at sites of 
EcoKI cleavage forms HJs that restrict the migration of linear DNA produced by in 
vitro restriction digestion of plugs produced from 2-AP treated ruv strains. 
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6.4.2 The ArecG mutation increases the amount of 
recombination intermediates detected but only in the 
absence of RuvABC 
The linear DNA produced by Notl digestion of a 2-AP treated \recG mutant 
resembles that of the reck strain (Figure 6.5A), suggesting that RecG is not involved 
in the resolution of HJs in the presence of RuvABC. This is consistent with the 
accumulation of I-IJs being observed on plasmid DNA of UV treated ruvAB and ruvC 
mutants but not recG mutants (Donaldson et al., 2006). However, it is possible that 
there are more HJs present on the chromosome of the ArecG mutant than the reck  
strain but that this difference is not detectable using this assay. Interestingly, when 
RecG is no longer functional in a 2-AP treated AruvAB or AruvC strain, the trace 
amounts of Notl digested chromosome fragments liberated from the wells are no 
longer visible (Figure 6.5A). This observation suggests that, in the absence of 
RuvABC, RecG functions in a pathway that reduces the number of HJ structures on 
the chromosome. 
6.5 Disabling the SOS response allows linear 
DNA from DSB induced ruv mutants to 
migrate during PFGE 
The retarded migration of linear DNA produced from DSB induced ruv and ArecG 
ruv strains by in vivo EcoK! cleavage alone or with additional in vitro Notl digestion 
is alleviated with the introduction of a lexA3 mutation (compare Figures 6.3A with 
6.31) and 6.5A with 6.51)). Expression of recA is induced by the SOS response 
(Little et al., 1981). Consequently, introduction of the lexA3 mutation may lower 
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recombination levels in DSB induced cells and result in less HJ intermediates being 
formed that remain on the chromosome in the absence of RuvABC. With the 
introduction of a 1exA3 mutation into a ruv or ArecG ruv strain, linear fragments of 
DNA are less likely to be 'tied' to the chromosome with HJs and will migrate during 
PFGE. 
In section 6.4.1, the retarded migration of NotI digested DNA produced from DSB 
induced ruv and ruv ArecG strains compared to that of the reck and ArecG strains is 
attributed to the persistence of HJs on the chromosomes. However, this is not the 
only cause for this phenomenon that requires consideration. It is possible that levels 
of RDR in DSB induced ruv and ruv ArecG strains is higher than in the reck and 
ArecG strains and that the presence of larger numbers of RDR replication forks in 
DSB induced ruv and ruv ArecG strains assists unresolved HJs in hindering the 
migration of linear DNA from these strains during PFGE. However, this cannot be 
concluded from the results presented here as differences in DNA levels in the plugs 
of DSB induced reck , ArecG, ruv and ruv ArecG strains were not detectable (Figure 
6.5A). 
6.6 Consequences of over-expressing the HJ 
resolvase RusA 
To test the hypothesis that HJs linking together linearised fragments of DNA are 
responsible for the DNA of DSB induced rut' strains remaining in the wells 
following PFGE, the HJ resolution enzyme RusA was utilised. The strains used in 
this study were transformed with a pBAD18-derived plasmid containing the rusA 
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gene under the control of the arabinose- inducible promoter PBAD.  Strains were also 
transformed with the pBAD18 control plasmid that does not express rusA. Plugs for 
PFGE of the resulting strains were produced in the same way as described 
previously, except 0.002 % arabinose and antibiotic for selection of the plasmid were 
present in the media throughout culture. 
The PFGs of 2-AP treated strains harbouring pBAD18 (Figures 6.3C and 6.5C) 
resemble those of the isogenic strains lacking the plasmid (Figures 6.3A and 6.5A). 
Any effects of rusA expression on PFG profiles of strains can therefore be attributed 
to the presence of the resolvase RusA and not the plasmid alone. 
6.6.1 RusA rescues the PFGE phenotypes of ruv mutants 
Expression of rusA allows linearised DNA from the ruv and ArecG ruv strains 
exposed to DSBs to run into the gel (Figures 6.313 and 6.3C). In addition, products of 
NotI digestion of DNA from the DSB induced ruv and ArecG ruv strains also run 
into the gel following expression of rusA (Figures 6.513 and 6.5C). These results 
support the theory that HJs prevent the migration of linear DNA from plugs of ruv 
mutants exposed to DSBs. 
The level of DNA remaining in the wells of untreated ruv strains following NotI 
digestion is decreased when RusA is expressed (Figures 6.6A and 6.6C). This 
suggests that it is lack of HJ resolution that is responsible for the presence of RDR in 
untreated ruv mutants. This is consistent with a model proposed by Asai et al. (1993) 
that suggests RuvC cleavage of HJs decreases the likelihood that iSDR will be 
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initiated from D-loops. Interestingly, a decrease in the level of DNA remaining in the 
wells of NotI digested plugs from untreated ArecG ruv strains is not detected. This 
suggests that RecG activity promotes RusA cleavage of HJs as has been implied by a 
previous study (Mahdi et al., 1996). 
6.6.2 RusA rescues the filamentous morphology of ruv 
mutants in the absence of DNA damage 
Phase contrast microscopy was carried out on DSB induced rec, ArecG, AruvC and 
ArecG AruvC strains using the cultures used to prepare plugs for PFGE. In the 
absence of DNA damage, the AruvC and ArecG AruvC mutants are highly 
filamentous compared to the reck strain (Figure 6.713). When DSBs are induced, the 
rec' strain appears to filament to the same extent as the AruvC and ArecG AruvC 
strains (Figure 6.7A). This is not surprising as induction of the SOS response in a 
wild-type strain has been shown to be higher than in ArecG or AruvC mutants when 
DNA damage is induced using mitomycin C (Asai and Kogoma, 1994). This means 
that rescue of DSB induced AruvC mutants by RusA expression could not be 
observed using microscopy. However, in the absence of DSB induction, the 
filamentous appearance of LxruvC cells is rescued by the expression of RusA (Figures 
6.713 and 6.7D). RusA expression did not appear to effect the appearance of the rec 4 
or ArecG strains. It is possible that the filamentous phenotype of a ArecG AruvC 
strain is partially rescued by RusA expression when DSBs are not induced (Figures 
6.713 and 6.713) but a more detailed study involving measurements of individual cells 
would be required to ascertain if this is the case. 
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6.6.3 RusA increases the linear DNA in DSB induced cells in 
the presence of RecA and RecBCD 
RusA expression increases the amount of DNA running into the gel from plugs made 
from reck and ArecG strains in which DSBs have been induced (Figures 6.313 and 
6.3C). A comparable amount of linear DNA is also produced by the ruv strains when 
RusA is expressed and DSBs are induced (Figure 6.313). This effect of RusA 
expression seems to be dependent on recombination as such elevated levels of linear 
DNA do not migrate into the gel from ArecBCD or recA single or double mutant 
plugs when RusA is expressed (Figures 6.313 and 6.3C). 
It is possible that RusA expression causes the production of extra linear DNA by 
cleaving structures other than Ms. However, this would occur in the absence of DSB 
induction and regardless of the presence of RecA and RecBCD. In the absence of 
DSBs, a detectable increase in linear DNA is observed only in ArecBCD single and 
double mutants upon expression of RusA (Figures 6.4B and 6.4C). 
Another possibility is that RusA cleaves D-loops before strand exchange converts 
these structures into HJs. This reaction would be dependent on recombination at DSB 
sites. Cleavage of ssDNA at the D-loop junction could abort recombination and 
cause linear DNA to be more persistent in the cells, allowing its detection by PFGE. 
However, biochemical studies have shown RusA cleavage activity is specific to four-
way junctions (Bolt and Lloyd, 2002; Chan et al., 1997). Other ways in which the 
presence of high levels of RusA in the cell could produce more linear DNA than 
RuvABC in a recombination dependent manner are discussed in sections 6.7.4 and 
6.7.6. 
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6.6.4 RecG and RuvAB increase the efficiency of RusA 
cleavage 
RusA expression in a 2-AP treated ArecG AruvC strain causes more linear DNA to 
be produced than in a ArecG AruvAB strain under the same conditions (Figure 6.313 
lanes 14 and 15). These data suggest that in the absence of RecG, RusA 
endonuclease activity functions most effectively when RuvAB is present. This could 
be due to the helicase activity of RuvAB assisting in the formation of HJs from D-
loops (Whitby and Lloyd, 1995) or in the branch migration of HJs to a preferred 
sequence for RusA cleavage (Chan et al., 1997). 
If RuvAB is required to promote RusA cleavage, less linear DNA would be expected 
in the txruvAB strain than the AruvC strain when DSBs are induced and RusA is 
expressed. However, similar amounts of linear DNA are found in both the AruvAB 
and AruvC strains (Figure 6.3B lanes 5 and 6). It is possible that in addition to 
RuvAB, RecG branch migration activity also promotes RusA cleavage of HJs. RecG 
may encourage RusA cleavage in the AruvAB strain but when both RecG and RuvAB 
are absent, less HJs can be cleaved by RusA to produce linear DNA (Figure 6.313 
lanes 5 and 14). It is likely that in the presence of RuvABC, RecG does not catalyse 
HJ cleavage by RusA as the same amount of linear DNA is detected in ArecG and 
reck strains when DSBs are induced and RusA is expressed (Figure 6.313 lanes 2 and 
7). This correlates with the findings of another study that showed RusA resolvase 
functions more effectively when the branch migration activity of RecG is present in 
the absence of RuvABC (Mahdi et al., 1996). 
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That RecG activity is not detected in the presence of RuvABC in the study presented 
here is consistent with RecG and RuvAB competing for the same HJ substrate and 
RecG not gaining access in the presence of RuvABC. Indeed, in vitro experiments 
have shown that the presence of RuvA effectively inhibits the ability of RecG 
activity to branch migrate His even when RecG is present in large molar excess 
(Mandal et al., 1993). In addition, recG is poorly expressed from the spoT operon 
whereas the expression of ruvA and ruvB from a LexA regulated operon is increased 
in the presence of DNA damage (Benson et al., 1988; Lloyd and Buckman, 1991; 
Sharples et al., 1990; Shurvinton and Lloyd, 1982). Consequently, RecG activity 
may not be detectable in the presence of RuvAB as this complex simply out-
competes RecG for binding sites at a common substrate. 
6.6.5 Over-expression of RusA has adverse effects on cell 
growth and PFGE phenotypes 
Over-expression of RusA has a negative effect on growth (as measured by O.D) of 
all the mutants in the presence or absence of 2-AP (data not shown). This is unlikely 
to be as a result of nuclease activity as cleavage of DNA would be expected to elicit 
the SOS response and RusA expression does not illicit the filamentous phenotype 
indicative of SOS when expressed in a recstrain (Figures 6.713 and 6.7D). 
The amount of DNA left remaining in the plugs of some of the mutants (ArecBCD, 
ArecBCD AruvAB, ArecBCD ArecG and recA double mutants) when DSBs are 
induced is slightly higher when RusA is expressed, presumably because over-
expression of this protein effects replication in some of the strains (Figures 6.313 and 
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6.3C). This is not obvious from the Notl digested plugs, perhaps because the 
differences in levels of Not! fragments running into the gels is not detectable using 
this system (Figures 6.513 and 6.5C). Furthermore, RusA expression seems to cause 
slightly more DNA to be present in the reck strain when DSBs are not induced 
(compare Figures 6.6A and 6.6C). The significance of these observations in the 
interpretation of the data presented here remains unclear. 
67 Discussion 
6.7.1 The presence of RDR effects interpretation of viability 
assays when 2-AP is used to induce DSBs 
The innate differences between genetic assays of DSBR mean that the degree to 
which a particular mutant will show sensitivity to DNA damage will not always 
reflect that of other assays. However, it would be expected that the sensitivities of the 
different recombination and repair mutants in comparison to one another would 
reveal a certain pattern. The assays carried out by Meddows et al. (2004) that used I-
SceI cleavage and ionising radiation to cause DSBs both produced similar results in 
that the recA mutant was more sensitive to DSBs than recB, recG and ruv mutants. 
Furthermore, viability of a recA strain was compromised to a similar degree as recG 
ruv mutants. It was therefore surprising to find that recA was the least sensitive of the 
recombination mutants tested in this study (Figure 3.2A). 
PFGE of 2-AP treated strains has highlighted the existence of different levels of 
replication in strains in the presence or absence of DNA damage. Since the induction 
of DSBs by EcoKI cleavage is dependent on incorporation of 2-AP, it follows that 
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the existence of oriC- independent replication systems may influence the DSB dose 
different strains receive despite the 2-AP concentration being constant. 
Consequently, the observation that ArecG and recA mutants have about the same 
sensitivity to 2-AP (Figure 3.2A), probably indicates that the high levels of RDR 
present in the ArecG strain cause it to experience a higher level of DSBs than the 
recA strain in which RDR is absent (Figure 6.5A lanes 3 and 7). 
This theory could also account for why the only strain to show significant sensitivity 
to 2-AP prior to 100 minutes is the ArecG AruvAC mutant (Figure 3.2A) if 
replication in this strain is considerably higher than in other strains before the 
induction of DNA damage. This cannot be concluded from the PFGE carried out in 
this study (Figure 6.5A) but a previous study showed iSDR to be higher in recG ruv 
mutants than in a reck strain or recG or ruv single mutants in the absence of DNA 
damage (Asai and Kogoma, 1994). 
Interestingly, the rapid response of a ArecG mutant to 2-AP induced DSBs compared 
to a AruvAC mutant in the assays carried out in the previous chapters (Figures 3.2A, 
5.3A and 5.4A; section 5.3) could be explained if the ArecG mutant has a higher 
level of RDR occurring prior to 2-AP treatment than the AruvAC strain. In support of 
this, RDR activity in a recG strain is higher than that of a ruvA or ruvC strain in the 
absence of DNA damage (Asai and Kogoma, 1994). 
PFGE did not detect a difference in DNA replication between the reck . ArecG, ruv 
and ArecG ruv strains when DSBs are induced (Figure 6.5A). It is possible that 
142 
ArecG and ruv mutations effect the level of replication occurring in these strains. 
This makes it impossible to attribute differences in the sensitivities of these strains to 
2-AP induced DSBs exclusively to the roles of RecG and RuvABC in DSBR. 
The addition of ruv mutations to recA strains does not result in a detectable increase 
in DNA when DSBs are induced (Figure 6.3A), probably because RDR cannot be 
initiated. Therefore, recA strains receive the same dose of DSBs independently of the 
presence of RuvABC. As a result, the 10-fold decrease in survival observed when a 
AruvAC mutation is added to a 2-AP treated recA strain possibly results from loss of 
RuvABC processing of replication forks that was proposed to assist in the survival of 
DSBs (Figure 3.5; section 3.7.1). 
6.7.2 RecG decreases the HJs present on the chromosome 
when RuvABC is absent 
6.7.2.1 RecG reverse branch migration activity could prevent the 
formation of HJs by aborting recombination 
The trace amount of linear DNA migrating into the gel following PEGE of DNA 
from a DSB induced ruv strain is abolished by the introduction of a ArecG mutation 
(Figure 6.5A lanes 5-6 and 14-15). This suggests that RecG activity causes a 
reduction in the number of HJs on the chromosome in the absence of RuvABC. This 
could be attributed to RecG minimising the number of HJs formed. The proposed 
reverse branch migration activity of RecG at HJs or D-loops prior to repair of a DSB 
in vivo would effectively abort recombination. In the absence of RuvABC, RecG 
could abort recombination frequently enough for its effect on removing HJs to be 
visible using PFGE. Frequent abortion of recombination would presumably result in 
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the persistence of linear DNA produced by DSB induction that might show up using 
PFGE. Due to the presence of HJs, the effect of eliminating RecG function on the 
amount of linear DNA present in ruv strains cannot be visualised. However, the 
amount of linear DNA in a 2-AP treated ArecG mutant is not consistently less than 
that of the reck strain (Figures 6.3A and 6.3C), suggesting that the hypothetical RecG 
activity to abort recombination may not be a significant pathway in the presence of 
RuvABC. 
If RecG aborts recombination but only in the absence of RuvABC, this suggests that 
there is competition between these helicase activities at recombination intermediates. 
This is not surprising as in vitro both RuvAB and RecG target the same branched 
DNA substrates (Lloyd and Sharples, 1993b; Whitby and Lloyd, 1995) and the 
results of expressing RusA in ArecG, ruv and ArecG ruv mutants (section 6.6.4) 
suggest an interaction between these helicases at a common substrate. It is possible 
that RuvAB helicase activity competes with that of RecG at recombination 
intermediates (as discussed in section 6.6.4) and that only in the absence of RuvABC 
is RecG able to abort recombination to an extent that the reduction in HJs is visible 
using PFGE. 
However, it is also possible that RecG aborts recombination even in the presence of 
RuvABC and that the resulting extra linear DNA that might be predicted in a reck  
strain compared to a ArecG mutant is not detectable using this assay. RecG may 
promote survival of DSBs by aborting recombination events that result in genomic 
rearrangements or toxic intermediates. There is strong evidence that the Srs2 helicase 
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of Saccharomyces cerevisiae removes filaments of the RecA homologue Rad5l, 
thereby preventing recombination events that are toxic to the cell (Fabre et al., 2002; 
Krejci et al., 2003; Veaute et al., 2003). However, in addition to being sensitive to 
DNA damage, srs2 mutants are hyper-recombinogenic (Aboussekhra et al., 1992; 
Klein, 2000). recG mutations reduce conjugational recombination in E. coli in both 
the presence or absence of RuvABC (Lloyd, 1991) so it is unlikely that the role of 
RecG in recombination and repair is to abort toxic recombination events. 
Furthermore, the ability of RecG to abort recombination would not explain the 
relatively low sensitivity of recG and ruv mutants to DSB induction compared to 
recG ruv double mutants (Figure 3.2A; Meddows et al., 2004). 
6.7.2.2 RecG probably mediates HJ resolution 
The observation that RecG activity minimises the number of HJs on the 
chromosome, in the absence of RuvABC, probably reflects the ability of RecG to 
resolve HJs. This activity would account for why recG and ruv mutations show 
synergy in assays that measure recombination or sensitivity to DNA damage (Figure 
3.2A; Lloyd, 1991; Meddows et al., 2004). In the absence of RuvABC, RecG may 
take part in a pathway that resolves HJs either by reverse branch migration of HJs or 
in conjunction with an unknown endonuclease as is discussed in the previous 
chapters (Meddows et al., 2004; Whitby et al., 1993). It is possible that this activity 
is not detected in the presence of RuvABC because RuvAB is capable of resolving 
all HJs in the absence of RecG. 
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Another way in which RecG might resolve HJs is by simply moving HJs into each 
other as was suggested by Kuzminov (1999). This is probably not as efficient a 
method of disposing of I-Us as direct cleavage as there may be barriers such as DNA 
bound proteins that interfere with the migration of HJs and they may have to be 
migrated large distances before encountering another HJ. Therefore, this pathway is 
unlikely to make a significant contribution to HJ resolution in the presence of 
RuvABC. However, when RuvABC is absent, HJs may be sufficiently numerous that 
branch migration of one to another by RecG could provide a HJ resolution pathway 
that is detectable by PFGE. 
6.7.3 What is the role of RecG that promotes survival of a 
reck strain when it is exposed to DSBs? 
6.7.3.1 RecG HJ resolution is not detected by PFGE in the presence of 
RuvABC 
2-AP viability assays show that RecG is required for the survival of DSB induction 
but only in the presence of RecA (Figures 3.2A and 3.4B; section 3.5). This is highly 
suggestive of RecG being involved in recombinational DSBR. Due to the synergistic 
relationship between ruv and recG mutations it has been hypothesised that RecG 
promotes DSBR by resolving HJs. Linear DNA from 2-AP treated ruv strains was 
prevented from migrating into the gel following PFGE due to the presence of 
unresolved HJs. However, migration of linear DNA from plugs made from a 2-AP 
treated ArecG strain resembled that of the reck strain (Figure 6.3A, 6.3C and 6.5A). 
This suggests that RecG does not resolve a significant proportion of HJs in the 
presence of RuvABC. However, the possibility that RecG resolves a very small 
number of HE that is not detected by PFGE cannot be ruled out as being responsible 
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for the sensitivity of a LrecG mutant to DSB induction (Figure 3.2A; Meddows et al., 
2004). 
It is possible that RecG resolves a small number of HJs that are not able to be 
resolved by RuvABC. This could be because some HJs are adjacent to DNA-bound 
proteins that make them inaccessible to the large 624 kDa RuvAB complex (West, 
1997) but the relatively small 76 kDa RecG monomer (Lloyd and Sharples, 1991) 
can access these HJs and mediate their resolution. RecG being required to resolve 
only a small proportion of I-1J5 formed on the chromosomes of a cell population 
would explain why an exponentially growing population of recG mutants contains 
less filamentous and anucleate cells than ruv mutants (Ishioka et al., 1997). In 
addition, the decrease in viability of a ArecG mutant when the XerCD/dif system is 
inactivated is consistent with RecG mediating HJ resolution (section 4.5). 
If RecG only resolves a small fraction of HJs in a population, it would be expected 
that recG mutants would be less sensitive to DSB induction than ruv mutants. This is 
what is observed in the 2-AP viability assays presented here but this could also be 
attributed to ruv mutations having a larger effect on RDR than LrecG mutations 
(Figure 3.2A; section 6.7.1). In contrast, recG and ruv mutants show a similar 
sensitivity to DSBs induced by gamma radiation or I-SceI cleavage (Meddows et al., 
2004). This is consistent with RecG having a role in promoting DSBR by an 
alternative mechanism to HJ resolution. 
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6.7.3.2 RecG does not promote the formation of HJs from D-loops 
It has previously been proposed that RecG activity promotes DSBR by catalysing the 
conversion of D-loops into mature HJs (McGlynn and Lloyd, 1999: Whitby and 
Lloyd, 1995). However, more HJs are present in ArecG ruv strains than in ruv strains 
when DSBs are induced (Figure 6.5A; section 3.2.3). This illustrates that 
recombination via the formation of mature HJs from D-loops occurs efficiently in 
vivo without the activity of RuvABC and RecG. Therefore, RecG and RuvABC are 
not required for the conversion of D-loops into HJs. 
6.7.3.3 RecG activity in the processing of replication forks could 
promote survival of DSBS 
The PFGE assays presented here have provided evidence that RecG activity does not 
promote DSBR by converting D-loops to HJs or by resolving the bulk of HJs in a 
reck strain. It is possibe that the RecA-dependent role of RecG that promotes the 
survival of DSBs in a reck cell lies in another process other than DSBR. RecG has 
been implicated by genetic and biochemical studies in the processing of arrested 
replication forks and is hypothesised to mediate replication fork reversal in vivo 
(reviewed in McGlynn and Lloyd, 2002). How this activity would become so crucial 
specifically following the induction of DSBs and how it would be RecA-dependent is 
difficult to conceive. 
RecG activity in the processing of arrested replication forks may somehow require 
RecA to function. There is evidence that RecA is required for the reversal of forks 
stalled in vivo when DnaB function is impaired (Seigneur et al., 2000). However, 
biochemical studies show that RecA and RecG promote fork reversal under different 
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reaction conditions and do not act cooperatively in vitro, suggesting these proteins 
act independently and in different metabolic and repair contexts in vivo (Robu et al., 
2004). RecG could process arrested RDR forks that are only formed following DSB 
induction and RecA-mediated recombination. However, it is difficult to rationalise 
why RecG-dependent rescue of arrested replication forks would be required to such a 
large degree when there is strong evidence for the existence of many other 
replication fork processing pathways in vivo (reviewed in Michel et al., 2004). 
Furthermore, if RecG mediates fork reversal at extensively increased numbers of 
arrested replication forks this probably would have been detected using PFGE. In the 
presence of excess RusA, replication forks reversed by RecG would most likely be 
cleaved to produce linear DNA fragments but no difference in linear DNA was 
observed between the DSB induced reck and ArecG strains using PFGE when RusA 
was expressed (Figure 6.313 lanes 2 and 7). Consequently, it is highly unlikely that 
DSB induction produces an abundance of arrested replication forks that require 
processing by RecG and that it is loss of this activity that causes the sensitivity of a 
ArecG strain to DSBs. 
6.7.3.4 The role of RecG in recombination and repair may be to 
remove used RecA filaments 
RecG helicase could be required to remove RecA filaments after recombination and 
repair has been completed at DSB sites. The persistence of RecA filaments on the 
chromosomes of DSB induced ArecG mutants could decrease the viability of this 
strain when DSBs are induced (Figure 3.2A; Meddows et al., 2004). 
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Previous studies have shown that there is no requirement for disassembly of RecA 
filaments for the strand exchange reaction to occur in vitro and that following this 
reaction, the RecA filament remains bound to the heteroduplex DNA product (Pugh 
and Cox, 1987a; Pugh and Cox, 1987b; Ulisperger et al., 1995). Therefore, following 
RecA mediated strand exchange, removal of the RecA protein may be required. 
Whether or not the RecA filament incorporates only the heterologous duplex or it 
encompasses the displaced strand and its new homologous partner during a strand 
exchange involving four strands in vivo is unknown. Physical studies using a variety 
of approaches suggest that there are binding sites for only three DNA strands in the 
RecA filament (reviewed in Cox, 1995). However, the finding that the RecA filament 
can bind two DNA duplexes in vitro led to the proposal that this is the active species 
in four stranded DNA strand exchange reactions in vivo (Zaitsev and 
Kowalczykowski, 1999). In addition, the RecA filament encompassing two DNA 
duplexes is consistent with current models that offer explanations as to how the 
RecA strand exchange reaction is coupled to ATP hydrolysis (reviewed in Cox, 
2007). 
If RecG is required for the removal of RecA filaments that hold two DNA duplexes 
together following DSBR in vivo, this could explain the phenotypes of recG mutants. 
RecA filaments tying together sister chromosomes could be responsible for the 
RecA-dependent chromosome non-disjunction phenotype of UV irradiated recG 
mutants (Ishioka et al., 1997). These filaments may also interfere with replication 
fork progression, causing initiation of the SOS response and iSDR in untreated recG 
strains and inhibit the progression of iSDR replication forks following UV treatment 
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of recG mutants (Asai and Kogoma, 1994). The deleterious effects of elevated levels 
of RecA filaments on DNA replication and chromosome segregation in the absence 
of RecG would also account for the RecA-dependent sensitivity of recG mutants to 
DNA damage (Figure 3.2A; Ishioka et al., 1997; Meddows et al., 2004). Importantly, 
unlike the tying together of chromosomes by HJs, non-covalent chromosomal 
linkages by RecA filaments would not be detected using PFGE as they would be 
removed by proteinase K treatment during plug preparation. 
RecA filaments requiring removal following recombination is by no means a new 
idea. Indeed, it was previously proposed that RuvAB helicase activity catalyses the 
removal of RecA filaments that hold two sister chromosomes together following 
recombination (Kuzminov, 1993). It was thought that RuvAB might do this by 
branch migrating a HJ into the RecA filament. In addition, relatively high 
concentrations of RuvAB were shown to remove RecA from super coiled dsDNA in 
vitro (Adams et al., 1994). Subsequently, the discovery that RuvC cleaves HJs at 
specific sequences suggested a role for RuvAB activity in the branch migration of 
I-IJs to cleavable sequences (Shah et al., 1994) and the proposal that RuvAB catalyses 
removal of used RecA filaments has not been explored further. 
It has also been proposed that RecA filaments are removed by the UvrD helicase 
when RecA function is no longer required following recombination (Cox, 2007). 
This is supported by genetic studies that have implicated UvrD in the removal of 
RecA filaments from stalled replication forks to promote replication restart (Flores et 
al., 2005) and the observation that UvrD can strip RecA from circular ssDNA in vitro 
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(Veaute et al., 2005). Presumably, if UvrD removes used RecA filaments in vivo, 
then elimination of its function would be predicted to lower the number of viable 
recombinants recovered from a recombination assay. However, the opposite is 
actually observed and uvrD mutants have been shown to be hyper-recombinogenic in 
recombination assays where viable recombinants are measured (Arthur and Lloyd, 
1980; Zieg et al., 1978). Thus, it seems probable that UvrD functions in the removal 
of active RecA filaments to prevent recombination rather than in the removal of used 
RecA filaments. 
The biochemical properties of RecG in vitro allude to a model of removal of RecA 
filaments by junction migration in a similar way to that proposed for RuvAB by 
Kuzminov (1993). RecG binding and helicase activities have been shown to be 
specific to DNA junctions in vitro (Lloyd and Sharples, 1993a; Whitby and Lloyd, 
1999; Whitby et al., 1994). Therefore, it is likely that if RecG removes RecA 
filaments it does so by targeting its helicase activity to a HJ produced by RecA-
mediated recombination. Unlike RuvAB and UvrD helicases, an assay that tests 
whether RecG catalyses the removal of RecA protein filaments from unbranched 
DNA in vitro has never been reported. 
Figure 6.8 illustrates how RecG might remove RecA filaments formed during DSBR. 
Following recombination at a DSB, RecA strand exchange proceeds from a three- to 
a four-strand reaction in which it binds the DNA strands of the two duplexes (Zaitsev 
and Kowalczykowski, 1999). A monomer of RecG targets each HJ and the presence 
of RecA directs its helicase activity to promote branch migration in the opposite 
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Figure 6.8: Model showing RecG mediated removal of used RecA filaments 
formed during DSBR. (A) RecBCD processes the dsDNA ends produced following 
a DSB and loads RecA on to the 3' overhanging ssDNA. (B) RecA mediates strand 
invasion of a homologous duplex. (C) RecA strand exchange proceeds from a 3- to a 
4-strand reaction. Arrows show the direction of branch migration mediated by RecA. 
(D) DNA replication initiated from the ssDNA ends, followed by ligation, repairs the 
gap and RecG branch migration activity pushes the His in the opposite direction to 
RecA strand exchange, removing the RecA filament. (E) The RuvABC complex 
recognises the remaining HJs and promotes their resolution. RecA filaments and 
monomers of RecG are shown by blue rectangles and green circles, respectively. 3' 




direction to that mediated by RecA (Whitby et al., 1993). The force of unwinding of 
RecA-coated DNA strands could dissociate RecA filaments as was suggested by 
Kuzminov (1996). 
If it is simply branch migration of a HJ that is required to remove RecA filaments 
then why does RuvAB not carry out this function? It is possible that RuvAB can also 
perform this role. However, in vitro evidence suggests that RuvAB promotes strand 
exchange mediated by RecA (Tsaneva et al., 1992; Whitby et al., 1993) and is 
therefore unlikely to branch migrate HJs towards the RecA filament to dissociate it. 
In addition, approximately 10 3 -fold less RecG protein than RuvAB is required to 
obtain 50 % dissociation of a synthetic HJ and the kinetics of dissociation of a RecG 
reaction are about 10-fold faster than a RuvAB reaction (Lloyd and Sharples. 1993b). 
It is possible that this higher specific activity exerted by RecG helicase is required to 
dislodge RecA filaments from DNA. 
In vitro experiments have shown that RecG binding at HJs is inhibited by the 
presence of MgCl2  despite MgCl2 being required for branch migration (Whitby and 
Lloyd, 1998; Whitby et al., 1993). This is thought to be because HJs are held in a 
stacked X configuration in the presence of magnesium ions and that this 
conformation prevents RecG binding (Duckett et al., 1990; Whitby and Lloyd, 1998). 
It has been suggested that in vivo, RecA holds HJs in an unstacked conformation, 
allowing RecG to bind even in the presence of magnesium ions (Whitby and Lloyd, 
1998). In this way, RecG might target HJs formed by RecA strand exchange, the 
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presence of the RecA filament promoting RecG binding and directing the helicase 
activity to promote branch migration towards the RecA filament. 
To account for the interaction between RecG and RuvAB at substrates in vivo as 
suggested by the results presented here and those of a previous study (section 3.2.7; 
Mandal et al. 1993), it is possible that once RecG activity removes the RecA 
filament, RuvAB can then bind and promote branch migration of the HJs to a 
sequence where RuvC can carry out resolution. RuvAB can branch migrate HJs 
formed by RecA strand exchange in vitro (Whitby et al., 1993) suggesting that 
RuvAB also loads at RecA coated junctions. However, it is possible that the 
physiological conditions at a newly formed RecA coated HJ in vivo do not favour 
RuvAB binding and activity but favour RecG activity. This might be reflected in the 
differing optimal reaction conditions of the helicases in vitro. The optimal MgCl ,) 
concentration for in vitro branch migration by RecG is 5 mM, whereas for RuvAB it 
is 10-20 mM (Tsaneva et al., 1992; Whitby et al., 1993). In addition, the optimum 
ATP concentrations for dissociation of synthetic HJs by RecG and RuvAB differ 
quite dramatically at 5-10 mM and 0.5-2.5 mM, respectively. In the absence of 
RuvABC, RecG activity might continue at the HJs following RecA filament removal 
and could result in the branch migration of some HJs together, thereby removing 
them from the chromosome as suggested in section 6.7.2.2. 
It is also possible that RecG and RuvABC interact at HJs prior to RecA filament 
removal. In order for the reverse branch migration activity of RecG to promote 
removal of RecA protein without the concomitant dissociation of the D-loop. RecG 
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activity must be prevented from moving the HJ before the duplexes are repaired by 
replication. Initiation of DNA replication from recombination intermediates may be 
rapid and occur as soon as a joint molecule is formed (Figure 6.8). Alternatively, 
RuvAB may be required to prevent RecG activity from dissociating D-loops. RecG 
might load at a branch on the opposite side of the HJ to RuvAB and the HJ held 
adjacent to the filament until a hypothetical signal arising from completion of repair 
allows RecG activity to displace RuvAB and remove the RecA filament. After this 
has occurred, RuvABC takes over processing of the HJs. In the absence of RuvABC, 
RecG reverse branch migration activity might sometimes be premature and 
dissociate D-loops and by doing so decrease the number of HJs present on the 
chromosome as was suggested in section 6.7.2.1. However, this scenario is not very 
plausible given that the two helicases would be required to bind to the same HJ 
simultaneously which would involve the RuvA subunit of RuvABC and the wedge 
domain of RecG occupying the same space at the junction crossover point (Briggs et 
al., 2005; Rafferty et al., 1996). 
6.7.4 RusA cleavage is enhanced by the activity of either 
RuvAB or RecG 
PFGE results suggest that some RusA cleavage of FIJs occurs in the absence of RecG 
and RuvAB as linear DNA is present in a ArecG ruvAB strain when RusA is 
expressed (Figure 6.3B lane 14). However, RusA cleavage of HJs is more efficient 
when either RuvAB or RecG is present (Figure 6.3B lanes 1, 5-7 and 15). The HJs 
that RusA cleaves are probably formed as a result of recombination at a DSB site as 
extra DNA following the expression of RusA is not visible in recA or ArecBCD 
strains (Figures 6.3B and 6.3C). As discussed in section 6.7.3.2, it is likely that 
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effective recombination to produce HJs occurs in the absence of helicase activity. It 
is possible that RecG and RuvAB helicase activities are sometimes required to 
migrate His to sequences at which RusA cleavage is favoured (Chan et al., 1997). 
Alternatively, RusA cleavage of a Hi held in a square planar conformation might be 
more efficient. HJs are held in this conformation upon RuvAB binding (Parsons et 
al., 1995). However, there is no evidence that RecG binding effects the conformation 
ofaHJ. 
Another RecG- and RuvAB- dependent pathway that may produce His that are 
cleaved by RusA is the reversal of arrested replication forks. RusA has been shown 
to cleave HJs produced by replication fork reversal mediated by RuvAB or RecG in 
vivo (Baharoglu et al., 2006; Bolt and Lloyd, 2002). Thus, the production of linear 
DNA when RusA is expressed might be enhanced by the presence of the fork 
reversal activities of RecG and RuvAB. 
RusA cleavage of reversed replication forks that are not cleaved by cellular levels of 
RuvC when DSBs are induced could contribute to the extra DNA observed when 
RusA is expressed in DSB induced RecA RecBCD cells (Figures 6.313 and 6.3C). 
If replication forks set up by RecBCD and RecA from induced DSBs are frequently 
arrested, RusA activity at reversed replication forks might explain why the 
production of linear DNA when RusA is expressed in DSB induced cells is 
dependent on RecBCD and RecA (Figures 6.313 and 6.3C). This scenario seems 
unlikely as a previous study observed that when reversal of replication forks is 
induced by inactivation of a replicative helicase, RuvC cleavage at reversed forks is 
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only detectable using PFGE in the absence of RecBCD (Seigneur et al., 1998). In 
addition, the data in this study suggest that RuvAB and RecG interact at the same 
substrate to promote RusA cleavage (section 6.6.4) and there is no evidence that 
RecG and RuvABC reverse replication forks that have been arrested by the same 
cause (Michel et al., 2004). However, it still remains feasible that in DSB induced 
cells, replication forks produced by recombination at DSB sites are frequently 
reversed by RecG or RuvAB and high levels of RusA in the cell cleaves the resulting 
HJ structures before forks can be restarted in a way that avoids cleavage (Michel et 
al., 2004). 
67.5 Why is linear DNA visible following PFGE of a reck 
strain exposed to DSBs? 
Linear fragments of DNA are visible following PFGE of plugs made from a 
population of recombination-proficient AclpX hsdR cells exposed to 2-AP. In some 
of these cells, DSBs will presumably have occurred simultaneously in two sites of 
the same chromosome arm to produce a linear DNA fragment that does not contain a 
replication fork. Unless another type of branched DNA structure is present on the 
fragment, it will migrate into the gel during PFGE. However, even if extensive DSBs 
are induced, it is highly unlikely that one chromosome arm will be cleaved in two 
places at exactly the same time. This suggests that there is a substantial delay in the 
recombination of a dsDNA end that allows time for another site on the same 
chromosome arm to be cleaved by EcoKI to produce a linear fragment. This delay in 
recombination probably reflects the time it takes to produce a recombinogenic end 
and search for a homologous duplex, a process that may take a long time if the 
homologous sequence required for repair has also been damaged. This delay may be 
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increased further if induction of DSBs overwhelms the recombination machinery. 
This is plausible given that there is predicted to be only 10 copies of RecBCD in the 
cell (Taylor, 1988). If more DSBs are induced, there is more chance that another 
DSB will occur in the same chromosome arm before the first dsDNA end is 
recombined. In addition, increased DSB induction also increases the chance that the 
DSBR pathway will be saturated. This is consistent with the observation that less 
linear DNA fragments are present in cells when lower concentrations of 2-AP are 
used to induce DSBs (Cromie and Leach, 2001). 
Few linear Nod DNA fragments are able to run into the gel in a ruv mutant due to the 
presence of HJs (section 3.2.3). This suggests that 1-IJs that are flanked by two sites at 
which DSBs are induced 'simultaneously' must be cleaved by RuvABC to produce 
the linear DNA observed in the reck strain. Figure 6.9A shows two replication forks 
flanking two HJs that have been produced by DSBR at an EcoKI cleavage site. It is 
possible that further progression of the replication forks produces more EcoKI target 
sites and DSBs. If two sites in the chromosome are simultaneously cleaved by EcoKI 
and the I-IJs are resolved by RuvABC in a configuration detailed in Figure 6.9, a 
linear DNA fragment will be produced that migrates during PFGE. However, in the 
absence of RuvABC, the linear DNA fragment produced by EcoKI cleavage would 
not be observed as it would be attached to the sister chromosome by a pair of HJs. 
This scenario probably accounts for why NotI digested DNA is visible in the reck  
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Figure 6.9: RuvC cleavage of HJs allows linear DNA fragments produced by EcoKl 
cleavage to migrate on to a PFG. (A) Two homologous chromosome arms are joined 
by two HJs produced from recombination at a DSB. Dotted lines represent continuous 
chromosome arms. Letters signify potential EcoKI cleavage sites produced by 
replication forks travelling in the direction shown by the arrows. Cleavage by RuvC at 
sites 1 or 2 on both HJs forms non-crossover products. Cleavage of each Hi in a 
different configuration forms crossover products. (B) The linear DNA fragment 
produced as a result of EcoKi cleavage at W and X coupled with RuvC cleavage to form 
non-crossover products is shown. A linear fragment would also be produced if EcoKI 
cleavage at sites W and Z or X and Y was coupled with RuvC cleavage to form 
crossover products or EcoKI cleavage at sites Y and Z is coupled with RuvC cleavage to 
form non-crossover products. 
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6.7.5.1 Cleavage at reversed replication forks may contribute to the 
formation of linear DNA when DSBs are induced 
The linear DNA fragments present in cells induced to form DSBs may also be 
formed by RuvC cleavage of reversed replication forks. Figure 6.10A illustrates how 
cleavage of two replication forks present in the same replication bubble causes the 
formation of a linear fragment of DNA that can be observed using PFGE. 
Alternatively, linear DNA may be produced by simultaneous cleavage of a reversed 
replication fork and formation of a DSB by EcoKI cleavage (Figure 6.10B). 
Following DSB induction, extra replication forks are probably initiated from either 
EcoKI cleavage sites or SOS response induced DSBs (iSDR) and it is likely that 
these forks are arrested and require processing as they are replicating damaged 
templates. Therefore, it is possible that RuvC cleavage of reversed replication forks 
makes a substantial contribution to the linear DNA that is observed in ruv strains 
following DSB induction. This was also the pathway that was proposed to facilitate 
the survival of a recA mutant and account for the additional viability effect of adding 
a AruvAC mutation to a recA strain when DSBs are induced (section 3.7.1). 
Evidence for the requirement of the processing of replication forks by RuvABC as a 
result of DSB induction is circumstantial. Finding support for the existence of this 
pathway remains challenging due to the dual role of RuvABC in resolution of HJs 
produced from fork reversal and of HJs formed following homologous 
recombination. So far, evidence for RuvABC processing of replication forks has 
been found in replication mutants by exploiting PFGE (Baharoglu et al., 2006; 
Seigneur et al., 1998). As observed in this study, PFGE is not useful in determining a 
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Figure 6.10: 6.10: Scheme showing the production of linear DNA fragments by RuvC 
cleavage of HJs produced by the reversal of arrested replication forks. (A) Two 
replication forks in the same replication bubble are arrested and the nascent strands 
anneal to form a HJ that is resolved by RuvC to produce linear DNA. (B) A replication 
fork is arrested and reversed at the same time as EcoKI cleaves a nascent chromosome, 
producing a DSB. Resolution of the resulting HJ by RuvC results in the production of 
linear DNA. Arrows denote direction of replication fork progression and small triangles 
indicate the sites of RuvC cleavage. 
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replication fork processing role for RuvABC following DSB induction as unresolved 
HJs formed as a result of DSBR in a ruv mutant retard the migration of linear DNA. 
6.7.6 HJ resolution bias could effect the production of linear 
DNA following recombination of dsDNA ends 
RusA expression increases the amount of DNA running into the gel from plugs made 
from rec k and ArecG strains (Figures 6.313 and 63C lanes 2 and 7). The production 
of this extra linear DNA is not observed in the absence of RecA or RecBCD (Figures 
6.313 and 63C) and is dependent on the induction of DSBs (Figures 6.313 and 6.4C). 
As discussed previously, it is possible this arises from either RusA cleavage of D-
loops (section 6.6.3) or reversed replication forks that would otherwise be restarted 
by avoiding cleavage by RuvC (section 6.7.4). It is also feasible that RusA cleavage 
of HJs favours the production of linear DNA more than RuvC cleavage. This could 
result from RusA and RuvC having different biases towards the formation of 
crossover products from HJ resolution. Crossover bias would not effect the amount 
of linear DNA produced from the scenario illustrated in Figure 6.9 as DSB formation 
on the chromosome arms would be random. 
Figure 6.11 shows a situation in which the bias of HJ cleavage could effect the 
amount of linear DNA fragments present in the cell. RuvABC is biased to the 
formation of crossover products in this situation (Cromie and Leach, 2000) and if 
RusA does not have such a bias or has no bias then RusA expression might result in 
the presence of more linear DNA fragments in DSB induced cells. Whether or not 
this scenario occurs in vivo is unknown. A junction specific endonuclease that 
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Figure 6.11: Scheme showing how the crossover bias of HJ resolution could 
affect the production of linear DNA. (A) DSB induction produces a linear 
chromosomal fragment (red). Both dsDNA ends recombine with an intact 
homologous chromosome (black) to produce two Ws. Dotted lines indicate the DNA 
shown is part of a larger intact chromosome. (B) Productive positioning of RuvB 
rings directs RuvC cleavage to form crossover products. Hi resolution in conjunction 
with cleavage of the displaced strand of the intact chromosome produces two 
overlapping chromosome arms. (C) RuvABC processing of HJs to form non-
crossover products in conjunction with cleavage of the displaced strand of the intact 
chromosome produces an intact duplex and the original DNA fragment that would be 
visible using PFGE. Light blue ovals and blue arrows show the position of RuvB 
rings and RuvC cleavage, respectively. Pink arrows show the cleavage sites of a 
hypothetical endonuc lease. 
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(Chiu et al., 1997). However, it seems unlikely that nicking the displaced ssDNA at a 
junction would be a frequent occurrence in vivo as this activity would prevent the 
establishment of replication forks from dsDNA end invasions and therefore might be 
detrimental to repair. The scenario presented in Figure 6.11 illustrates how the 
crossover bias of RuvABC and RusA could effect the amount of linear DNA 
produced. If such a pathway was very prevalent in DSB induced cells then the 
crossover bias of the RusA and RuvABC proteins could conceivably effect the 




Exploiting the restriction activity of EcoKI by treating AclpX strains with 2-AP has 
provided a novel method by which to induce the formation of DSBs in E. coli. This 
study has exposed the limitations of this method in investigating DSBR using 
recombination and repair mutants. The dual functions of the recombination proteins 
in RDR and DSBR was highlighted when PFGE analysis was carried out. 2-AP 
induction of DSBs is dependent on replication to produce unmethylated EcoKI target 
sites. Thus, differences in sensitivities of recombination and repair mutants to 2-AP 
induced DSBs cannot always exclusively be attributed to the roles of the gene 
products in DSBR. 
2-AP viability assays carried out in this study showed that the viability of a recA 
strain is decreased when RuvABC is inactivated and DSBs are induced. RDR cannot 
be initiated in the absence of RecA so this observation can be ascribed to loss of a 
recombination independent function of RuvABC. As a result, it was proposed that 
RuvABC activity in the reversal and cleavage of arrested replication forks might 
assist in survival of DSBs by removing broken chromosome arms and generating 
intact chromosomes. 
To investigate this hypothesis, PFGE of ruv and reck strains exposed to DSBs was 
carried out to detect linear DNA that might be produced by RuvABC processing of 
166 
arrested replication forks. Fragments produced by NotI digestion of DNA from DSB 
induced ruv strains were prevented from migrating into the gel, a phenotype that was 
attributed to the presence of unresolved HJs on the chromosome. Consequently, any 
decrease in linear DNA associated with loss of RuvABC activity in the reversal and 
cleavage of arrested replication forks could not be measured. However, this 
observation revealed that PFGE can be used to detect the presence of HJs in the 
genomes of DSB induced recombination mutants. 
The results of 2-AP viability assays also showed that a synergistic relationship exists 
between the ArecG and AruvAC mutations when DSBs are induced, an observation 
that suggests RecG functions in an alternative HJ resolution pathway to RuvABC. A 
previous study had proposed a model whereby RecG resolves HJs by branch 
migration activity alone to form non-crossover products. To investigate this model, 
2-AP viability assays were carried out on reck , ArecG, and AruvAC strains in which 
the XerCD/dif dimer resolution system had been inactivated. xerC or dif mutations 
had a larger effect on the viability of DSB induced ArecG and AruvAC mutants 
compared to the reck strain. Careful consideration of the results suggested that the 
effects of inactivation of XerCD/dzf in assays where multiple DSBs are induced by 
EcoKi cleavage can be interpreted in different ways. One interpretation of these 
results led to the proposal that XerCD/df has another role in the cell in addition to 
dimer resolution. A previous study had suggested that the XerCD/dif system 
decatenates chromosomes, a function carried out by topoisomerase IV. This was 
investigated by over-expressing topoisomerase IV in DSB induced xerC mutants but 
no evidence to support this hypothesis was found. 
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Results of the 2-AP viability assays investigating the effect of inactivating XerCD/dzf 
can also be interpreted as in previous studies, whereby the effect on viability of 
inactivating XerCD/dif directly reflects the formation of crossovers. In these previous 
studies, a decrease in viability associated with the inactivation XerCD/dif has been 
interpreted as reflecting an increase in crossing over. If the results are construed in 
this way, they suggest that more crossovers are formed in the absence of either RecG 
or RuvABC than when both are present. This is consistent with a model whereby 
DNA replication can proceed through HJs present on the chromosome in the absence 
of RecG or RuvABC to produce dimeric chromosomes. These results could also 
suggest that in the absence of RuvABC HJs can be resolved by RecG to produce 
crossover products, arguing against a model in which the branch migration activity of 
RecG alone can resolve HJs. 
If RecG mediates a HJ resolution pathway that can form crossover products then 
RecG must function with an endonuclease or alternative HJ resolvase. Therefore, an 
investigation was carried out to establish if RecG catalyses HJ resolution in 
conjunction with the putative resolvase YqgF. No evidence could be found that the 
YqgF protein is involved in HJ resolution. However, these studies revealed that there 
is a functional interaction between YqgF and the late recombination proteins 
RuvABC and RecG and that the essential role of YqgF may be in DNA replication. 
PFGE analysis of ArecG strains has provided physical evidence that RecG is 
involved in the resolution of HJs in vivo. Despite a ArecG mutant being more 
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sensitive to 2-AP induced DBS than a reck strain, RecG mediated HJ resolution 
activity was only detected in the absence of RuvABC. These data suggest that RecG 
functions in an alternative pathway that promotes survival following induction of 
DSBs. Consequently, a model was proposed whereby RecG removes used RecA 
filaments that compromise cell viability if left on the chromosome. Finding evidence 
for this model could provide some challenging work in the future. 
It remains feasible that RecG promotes survival of DSBs by resolving a small 
fraction of HJs and that this activity could not be detected using PFGE in this study. 
In the absence of RuvABC, RecG activity may be able to resolve more HJs allowing 
this activity to be detected using PFGE. The PFGE assay could be repeated using a 
quantitative method such as radioactive thymine incorporation to measure DNA 
levels in the wells and lanes. If RecG does resolve His in the presence of RuvABC, 
this activity might be detected using this method. RecG mediated HJ resolution 
activity in a rec 4  cell would explain the greater effect on viability of inactivating 
XerCD/dzfdimer resolution in a ArecG mutant compared to a rec*  strain. 
The work in this thesis has contributed to our understanding of the role of RecG in 
recombination and repair. Strong evidence has been presented that suggests RecG is 
capable of resolving Ms. Whether HJ resolution provides the main role for RecG in 
the cell and accounts for the requirement of this protein for recombination and repair 
in E. coli remains to be seen. 
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In order to produce a model to account for the results presented in this thesis, it is 
necessary to reconcile the requirement for RecG in DSBR and the exaggerated effect 
of a xerC mutation in the absence of RecG with the fact that RecG mediated Hi 
resolution activity is only detected in the absence of RuvABC. I would like to 
propose the following model to explain these observations. When DSBs are induced, 
recombinational repair results in the formation of double Ms. RecG reverse branch 
migration activity moves the HJs towards each other causing dissociation of both 
RecA filaments. Following RecA removal, RuvABC binds to the HJs and resolves 
them with a bias towards the formation of crossover products. In some cases, RecG 
resolves the His by branch migrating them together to form non-crossover products 
before RuvABC gains access to the Ms. 
In the absence of the RecG pathway to form non-crossover products, all HJs are 
efficiently resolved by RuvABC with a bias towards the formation of crossover 
products, causing an increase in the requirement for XerCD/dif dimer resolution and 
resulting in the PFGE profiles of DSB induced ArecG and reck strains being 
identical. The absence of RecG also results in the persistence of RecA filaments on 
the chromosomes causing ArecG mutants to be more sensitive than the reck strain to 
DSB induction. 
When RuvABC is absent, RecG activity is more likely to branch migrate HJs 
together, allowing this resolution activity to be detected using PFGE. This resolution 
pathway and the presence of RecA filament removal activity accounts for the 
increased survival of AruvAC mutants compared to AruvAC ArecG mutants when 
170 
DSBs are induced. Some A ruvAC cells also survive DSB induction by replicating 
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