Abstract. The paper is concerned with conditions for the existence of almost periodic solutions of the following abstract functional differential equationu(t) = Au(t)+[Bu](t)+f (t), where A is a closed operator in a Banach space X, B is a general bounded linear operator in the function space of all X-valued bounded and uniformly continuous functions that satisfies a so-called autonomous condition. The obtained conditions are of Massera type theorem, which are stated in terms of spectral conditions of the operator A + B and the spectrum of f . Moreover, we give conditions for the equation not to have quasi-periodic solutions with different structures of spectrum. The obtained results extend previous ones. Although we use the idea of decomposition, we need to develop an abstract procedure to carry out the decomposition.
Introduction
In this paper we are concerned with the existence of almost periodic solutions to abstract functional differential equations of the form ( 
1.1)u(t) = Au(t) + [Bu](t) + f (t),
where A is a closed operator on a Banach space X, B is a bounded linear autonomous operator on BU C(R, X), f is a X-valued almost periodic function.
As is well known, in [17] Massera studied the following linear ordinary differential equation ( 
1.2)u(t) = A(t)u(t) + f (t),
where A and f are continuous, periodic with the same period τ , and proved a classical theorem that is often referred to as Massera Theorem, saying that Eq.(1.2) has a periodic solution with period τ if and only if it has a bounded solution on the positive half line. The Massera Theorem has been extended to various kinds of differential equations. We refer the reader to [4, 14, 15, 26, 3, 11] and the references therein for more information in this direction. The method employed in these works is to prove the existence of periodic solutions via the existence of fixed points of the associated period maps. This method is no longer valid for more general problems dealing with almost periodic solutions, as one has no period map associated with a non-periodic equation. A new idea to study Massera type theorems for almost periodic solutions was developed in [22] that is referred to as spectral decomposition of bounded solutions. This idea can be carried out via the concept of evolution semigroups. Extensions of the results in [22] to various kind of equations were obtained in [8, 18, 20, 7] . Note that the methods used in these papers are more or less based on the well-posedness of the equations, so they are no longer valid for the general setting of this paper in which the operator A may not generate a semigroup, and especially, B is a very general functional operator.
In this paper we will develop a transparent operator theoretical framework for decomposition of bounded solutions of Eq. (1.1) with very general assumptions on A and B. This framework does not require any conditions for the well-posedness, for the variation-of-constants formula, so it can be applied to many kind of functional equations. We note that most of periodic functional evolution equations considered in previous works (see e.g. [8, 20, 26] ) on Massera type theorems can be reduced to equations with constant coefficients by the partial Floquet representation developed in [10] . Therefore, our results obtained in this paper can be extended to these equations.
We now briefly outline our paper. In the next section we review some concepts such as almost periodicity, spectrum of a bounded function, and especially, the Loomis Theorem in the infinite dimensional case that is a key for our results. The section that follows contains the main results of this paper with two Massera type theorems (Theorems 12, 20) whose refinements are Corollary 26. A result on the non-existence of quasi-periodic solutions is Theorem 27. Finally, we give an application to show that our results can be applied to functional evolution equations of mixed type which are, in general, not well-posed, that is, the associated Cauchy Problem may have no solutions.
Preliminaries
In this section, we first give some notations and definitions. After recalling the concept of almost periodic functions we present the theory of spectrum of functions and several important properties which we need in the next sections. Finally, two lemmas on decomposition are proved.
2.1. Notations and Definitions. Throughout this paper we will use the following notations: N, Z, Q, R, C stands for the sets of natural, integer, rational, real and complex numbers, respectively.
For any complex number λ, the notation Reλ stands for its real part. We always denote by X a given complex Banach space, and BC(R, X), BU C(R, X), AP (X) the spaces of all X-valued bounded continuous, bounded uniformly continuous and almost periodic functions on R with supnorm, respectively. The translation group on BC(R, X) is denoted by (S(t)) t∈R and its generator D = d dt . The spaces BC(R, X), BU C(R, X), AP (X) are translation-invariant. Given two complex Banach spaces X, Y, for any linear operator T from X to Y, as usual σ(T ), ρ(T ), R(λ, T ) are the notations of the spectrum, resolvent set, resolvent of T .
Let us denote by A the operator of multiplication by A on BU C(R, X), that is, an operator with domain D(A) := {g ∈ BU C(R, X) : g(t) ∈ D(A), ∀t ∈ R, and Ag(·) ∈ BU C(R, X)} and [Au](t) = Au(t), for all t ∈ R and u ∈ D(A).
Recall that two closed operators A and B on a Banach space Y with non-empty resolvent sets commute in the sense of resolvent commuting if R(λ, A)R(µ, B) = R(µ, B)R(λ, A) for all λ ∈ ρ(A), µ ∈ ρ(B). Some elementary properties of commuting operators will be used in this paper whose proofs are left to the reader. For example, if A generates a semigroup (T (t)) t≥0 , then a closed operator B commutes with A if and only if it commutes with T (t) for all t ≥ 0.
Definition 1.
A bounded linear operator B in BU C(R, X) is said to be autonomous if it commutes with the translation group (S(t)) t∈R .
2.2.
Almost Periodic Functions. Let g be a continuous function on R taking values in a complex Banach space X. g is said to be almost periodic in the sense of Bohr if to every ǫ > 0, the set
is relatively dense in R, i.e. there exists a number l > 0 such that
As is well known, for g to be almost periodic it is necessary and sufficient that the family of functions {S(t)g} t∈R is pre-compact in BU C(R, X).
For g ∈ AP (X), let
It is known that a(λ, g) is well defined and there are at most countably many points λ such that a(λ, g) = 0. We call the set σ b (g) := {λ : a(λ, g) = 0} and M := { N k=1 n k λ k : λ k ∈ σ b (g), n k ∈ Z, ∀N ∈ N} the Bohr spectrum and module of g, respectively.
Under the above notations, g can be approximated uniformly on R by a sequence of trigonometric polynomial(see [13, Chap. 2 
And of course every function which can be approximated uniformly by a sequence of trigonometric polynomial is almost periodic. A finite or countable set of real numbers Ω := {ω 1 , ω 2 , · · · , ω k , · · · } is said to be rationally independent if for any n ∈ N, the following relation holds
We call Ω a rational basis of σ b (g) if it is rationally independent and every λ j ∈ σ b (g) is representable as a finite linear combination of the ω k with rational coefficients, that is,
Moreover, if all the r (j) k ∈ Z , then the basis is called integer basis. From the definition it follows that if g is k-quasi-periodic, it cannot be l-quasi-periodic for any l < k.
2.3. Spectral Theory of Functions. Let g ∈ BC(R, X), and let λ ∈ C such that Reλ = 0. Then, obviously, the equationẋ = λx, x ∈ R has an exponential dichotomy. By the Perron Theorem in ODE, its non-homogeneous equationẋ = λx + g(t) has a unique solution x g,λ ∈ BU C(R, X). analytic extension to any neighborhood of iξ is said to be the uniform spectrum of g, and is denoted by sp u (g).
By the Green function in the previous section we have
is called the Carleman transform of g. Obviously, the Carleman transform of g is analytic in λ ∈ C\iR.
Definition 4. Let f ∈ BC(R, X). The set of all reals ξ such thatĝ(λ) has no analytic extension to any neighborhood of iξ is called the Carleman spectrum of g and is denoted by sp c (g).
It is easy to see from the definitions that sp c (g) ⊂ sp u (g). In [16] , it is proved that they are actually coincide. As is well known (see e.g. [25] ), the Carleman spectrum sp c (g) coincides with the Beurling spectrum sp b (g) defined as
whereφ is the Fourier transform of ϕ, that is,
For this reason, for each g ∈ BC(R, X) we will denote simply by sp(g) the spectrum of g in any sense mentioned above.
Below we give some properties of the spectrum of functions which we will need in the sequel.
As a consequence of this proposition, for a closed subset of R, say, Λ, then the following
are closed translation-invariant subspaces of BC(R, X). Considering the translation group (S(t)) t∈R on BU C(R, X), we give a frequently used properties of spectrum.
Proof. See [19, Lemma 3.3] .
We also recall that the reduced spectrum sp AP (g) is defined as follows:
Let us consider the quotient space BU C(R, X)/AP (X). Since (S(t)) t∈R leaves AP (X) invariant there is an induced translation group (S(t)) t∈R on BU C(R, X)/AP (X). (S(t)) t∈R and its generator D are given byS
where π : BU C(R, X) → BU C(R, X)/AP (X) denote the quotient mapping. For g ∈ BU C(R, X), as in [1, the proof of Theorem 4.3, p. 374], sp AP (g) coincides with the set of all reals ξ such that (λ −D) −1 π(g) has no analytic extension to any neighborhood of iξ. The following is the Loomis Theorem in the infinite dimensional case.
Theorem 7. Let X be a Banach space that does not contain any subspaces isomorphic to c 0 , and let g be in BU C(R, X) with countable sp AP (g). Then, g ∈ AP (X).
Proof. For the proof we refer the reader to [1, 2] . 
Then,
Moreover, the projections P, Q corresponding to this splitting are determined from R(λ, D) that commute with any operators that commute with D in the sense of resolvents commuting.
Proof. By Lemma 6, we have
In case D Λ is bounded we can prove the lemma by using the Riesz projection. For example, the subset Λ is compact. Now, suppose
where
are compact and disjoint subsets of C.
Now let
where γ is a Jordan path in the complement of τ 2 and enclosing τ 1 . This projection commutes with any operators that commute with D Λ in the sense of resolvents commuting and yields the spectral decomposition
g has an analytic extension to some neighborhood of iξ. So sp(g) ⊂ Λ 1 , and
When both sets Λ 1 and Λ 2 are not compact we have the following decomposition. Let Σ, Σ 1 , Σ 2 be closed subsets of the unit circle Γ such that Σ is the disjoint union of Σ 1 and Σ 2 . Denote Λ = {ξ ∈ R : e iξ ∈ Σ}, (2.4)
Lemma 9. Under the above notations, one has
Moreover, the projection P, Q corresponding to this splitting are determined as the Riesz spectral projections of the translation S(1) on Λ BUC (X) with respect to Σ 1 and Σ 2 , so each operator commuting with translation commutes with P, Q as well.
Proof. Consider the operators D Λ on Λ BUC (X), (S Λ (t)) t∈R on Λ BUC (X). By the Weak Spectral Mapping Theorem, we obtain
Using the Riesz projection P on Λ BUC (X) for S(1), we have
where P := 1 2πi γ R(λ, S Λ (1))dλ, Q := I − P , γ is a simple contour in the complement of Σ 2 and enclosing Σ 1 . We will prove that P Λ BUC (X) = Λ 1 BUC (X). In fact, by the Weak Spectral Mapping Theorem
Therefore, for each u ∈ P Λ BUC (X) one has sp(u) ⊂ Λ 1 . Similarly, if w ∈ QΛ BUC (X), then
BUC (X) = {0} and they are closed subspaces of Λ BUC (X). So, we have
and the corresponding projection P = 1 2πi γ R(λ, S Λ (1))dλ. Note that P is determined from S(t), so it commutes with any operators that commute with S(t), or D.
Main Results
We begin this section by recalling some concept of solutions. Obviously, every classical solution is a mild solution, but not vice versa in general. We note that (see e.g. [19] ) if A generates a semigroup (T (t)) t≥0 , and a mild solution u in Definition 11 has pre-compact range, then it is a mild solution in the sense that it satisfies the following integral equation
We also note that a similar concept of mild solution was used in [24] . The relation between these concepts of mild solutions can be justified by [23, Theorem 2.7, p. 108].
In the sequel, if A is an operator in a Banach space Y, we use the notation 
We would like to present some useful results before giving the proof of Theorem 12.
Lemma 13. The operator D − A − B on Λ BUC (X) is closable.
Proof. Since B is bounded it suffices to show that D − A is closable. We define the operator L as follows: u ∈ D(L) if and only if u ∈ Λ BUC (X), t 0 u(ξ)dξ ∈ D(A) for all t and there is g ∈ Λ BUC (X) such that
and in this case Lu := g. Now we show that L is a closed extension of D − A.
Fixing t and letting s → t we obtain g 1 (t) − g 2 (t) = 0, i.e. L is single-valued.
Suppose u, u n ∈ D(L), ∀n ∈ N, g, g n ∈ Λ BUC (X), ∀n ∈ N, such that Lu n = g n and
in the sup-norm topology of BU C(R, X), then
By the closedness of A we have
This shows that L is closed.
About the relation among the spectrum of mild solutions, A + B and f we have the following theorem.
Theorem 14. Let u be a mild solution of Eq.(1.1) on R. Then
Proof. Let {u n }, {f n } be sequences of classical solutions and functions that are convergent to u and f n → f , respectively as in the definition. Then we have
If Reλ = 0, since (λ − D) commutes with A, B, and
By the closedness of A and the boundedness of B, as n → ∞ we have Noticing that f is almost periodic, similarly as the proof of Theorem 14, we can obtain the following theorem about the reduced spectrum of mind solutions.
Theorem 16. Let u be a mild solution of Eq.(1.1) on R. Then
Proof. As is shown in the proof of Theorem 14, for Reλ = 0,
Since f ∈ AP (R, X), we have
has an analytic extension to some neighborhood of iξ. This shows that ξ ∈ sp AP (u) and the proof is completed.
By Theorem 16 and Theorem 7 we obtain the following corollary immediately.
Corollary 17. Let σ i (A + B) be countable. Then every bounded and uniformly continuous mild solution of Eq.(1.1) is almost periodic provided X does not contain any subspace isomorphic to c 0 .
The following lemma helps us get the commuting property from commuting in the sense of resolvents commuting. 
Proof. Let Σ := e iσi(A+B) ∪ e isp(f ) , Σ 1 := e iσi(A+B) \e isp(f ) , Σ 2 := e isp(f ) . Obviously, Σ, Σ 1 , Σ 2 are closed. Moreover, by the assumption, Σ 1 ∩ Σ 2 = ∅. Therefore, by Lemma 9, if we define Λ = {ξ ∈ R : e iξ ∈ Σ},
BUC (X). Moreover, the projections P and Q corresponding to this splitting commute with any operators that commute with translations. In the same way as in the proof of Theorem 12 we can show that w := Qu is the sought mild solution. Proof. By Theorem 19, we obtain that e isp(w) is countable. This implies that sp(w) is countable.
By Loomis' Theorem we have w ∈ AP (X).
Let Eq. (1.1) have an almost periodic mild solution. We will refine the technique of decomposition to further the results obtained above. We first give some lemmas.
Lemma 21. Let g ∈ AP (X) and let B be an autonomous operator in BU C(R, X). Then Bg ∈ AP (X).
Proof. We will use the Bochner criterion for the almost periodicity of a function. Since g ∈ AP (X), we have that the set {S(t)g, t ∈ R} is pre-compact in BU C(R, X). On the other hand, as B is a bounded linear autonomous operator in BU C(R, X), we obtain that the set {S(t)Bg, t ∈ R} = B{S(t)g, t ∈ R} is pre-compact in BU C(R, X), that is Bg ∈ AP (X).
Lemma 22. Denote Y := BU C(R, X). For any g ∈ Y, we define the function G as follows:
Proof. Since g is almost periodic, T (g, ǫ) is relatively dense in R for all ǫ > 0. On the other hand,
where · and | · | denote the norm in X and Y respectively. We have
This implies that T (G, ǫ) is relatively dense in R for all ǫ > 0, i.e. G ∈ AP (Y).
Next we prove that σ b (G) = σ b (g). In fact, we have
So a(λ, G) = 0 if and only if a(λ, g) = 0, i.e. σ b (G) = σ b (g).
Proof. Since u is a mild solution of Eq.(1.1), there exist {f n } ⊂ BU C(R, X) and a sequence of classical solutions {u n } ⊂ BU C(R, X) such that u n → u, f n → f, anḋ
Letting U n (t) := S(t)u n , F n (t) := S(t)f n , we define the following
for all g ∈ BU C(R, X), where G(t) is defined as Lemma 22. Then
So we have
Now letting n → ∞, by the closedness of (iλ − A − B) we obtain
By Lemma 22, a(λ, U ) and a(λ, F ) are well defined, and
As T → ∞, by the closedness of (iλ − A − B) again we obtain (3.1) and (3.3). In the proof of Lemma 23 we proved that a(λ, U )(s) = e iλs a(λ, u), ∀s ∈ R. Letting s = 0, we obtain (3.2).
The following theorem is an immediate consequence of Lemmas 22 and 23.
Theorem 24. Let u ∈ AP (X) be a mild solution of Eq.(1.1), then
As consequences of Theorem 24 we have.
Corollary 25. Let u ∈ AP (X) be a mild solution of Eq.(1.1). Then for any finite subset
, and define
By the definition of Bohr spectrum, Λ AP , Λ 
By Theorem 24 we have u ∈ Λ AP (X). Thus there exist
AP , where
, and we have
Now by Theorem 24, we obtain
This implies that
AP . On the other hand, f ∈ Λ Consider the case where f is a quasi-periodic function. We have the following result on the non-existence of k-quasi-periodic solutions. 
Applications and Examples
Since our operator B in Eq.(1.1) is very general, our results in the previous section cover many classes of functional differential equations that are considered in the literature. To illustrate this, let B(·) be a function with bounded variation that takes values in L(X), where L(X) denotes the space of all bounded linear operators from X to X. Then we can define
Consider equations of the form
Let u ∈ BU C(R, X) be a mild solution of (4.1). By the same method as in the proof of Lemma 13 we can show that D − A − B is closable in BU C(R, X). Moreover, because of the closedness of the operator L with domain consisting of all u ∈ BU C(R, X) such that In this case we will show that the set σ i (A + B) can be replaced by a simpler one that can be easier computed. In the proof of Theorem 14 we got the following equation We can prove (see e.g. [8] ) that if iξ ∈ Σ, then λ − A − The advantage of the estimate (4.4) is that we need only to study the "characteristic roots" of the equation, instead of the spectrum σ i (A + B). We are ready to see how our results obtained above extend respective ones in [8] . Now the reader can re-state all above conditions and results in terms of the spectral set Σ i , instead of σ i (A + B).
