Criteria for the assessment of random number generators  by Afflerbach, Lothar
Journal of Computational and Applied Mathematics 31 (1990) 3-10 
North-Holland 
3 
Criteria for the assessment of random 
number generators 
Lothar AFFLERBACH 
Fachbereich Mathematik, Technische Hochschule Darmstadt, SchIoBgartenstraBe 7, D-6100 Darmstadt, FRG 
Received 7 March 1989 
Revised 26 January 1990 
Abstract: For any finite sequence of (pseudo)random numbers special simulation problems can be constructed such 
that this sequence yields useless results. In order to study the quality of the result of a simulation the assessment of a 
pseudorandom number generator based on theoretical considerations is a great advantage. Several criteria for the 
assessment of random number generators are known. The most important criteria are discussed. 
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1. Introduction 
In many areas of science the problems treated by Monte Carlo simulations become increas- 
ingly complex and extensive. Because the computation time is of prime importance the basic 
criterion for the assessment of random number generators is: 
Criterion I. A random number generator should be sufficiently fast (in relation to the computa- 
tion speed of the computer used). 
For this reason pseudorandom number generators are used instead of (physical) random 
number generators. 
There is no hope of finding a generator which could serve for every problem. For any 
pseudorandom number generator producing finitely many numbers special simulation problems 
can be constructed such that the generator yields bad results in these cases. Before using a 
random number generator it should be considered whether or not the generator is suited to the 
task. Generally opaque methods turned out not to be useful for the generation of pseudorandom 
numbers (see [2]). A very fast and the most popular method of generating pseudorandom 
numbers is the linear congruential method. A linear congruential generator produces a sequence 
{xi} of m different integers with an integral initial value x0 by the recurrence 
xi=a-xi_l +b (mod m), O<xi<m-1, i=l,2,3 ,..., (1) 
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if the three integers m (modulus), a (multiplier) and b (increment) are properly chosen as will be 
assumed in the following (see [25, Chapter 3.2, Theorem A]). The fractions ui = x,/m are used as 
random numbers uniformly distributed on [0, 1). 
Real randomness is equivalent to proper distribution and stochastical independence in 
mathematical terms. Therefore pseudorandom behaviour should be measured with respect to 
these terms. 
In order to get a good approximation of the one-dimensional distribution the modulus m 
should be very large (word length size of the computer). If n successively generated numbers 
ui> ui+i>...> Ui+n-_l are to be taken as realisations of n independent random variables uniformly 
distributed on [0, 1) the n-dimensional distribution of the generated points has to be considered. 
Criterion II. For n = 2, 3, 4,. . . the equidistribution on the set 
G, = {(ui, ui+r ,..., uifn_i): i = l,..., m} (2) 
of all n-dimensional vectors (formed by n succesively generated numbers) should approximate 
the n-dimensional Lebesgue measure on [0, 1)” as well as possible. 
We should make a distinction between the entirety and samples. In our model a generator 
stands for the entirety which should be very large and uniform. From the entirety several samples 
(small in relation to the entirety) are taken. The pseudorandom behaviour of the samples 
depends on the regularity of G, for n = 2, 3,. . . . 
Fortunately, the structure of the set G, can be analysed theoretically. As is well known this set 
has a lattice structure (see [11,17,26,27] and [1,3,32] for the sub-lattice structure of the nonover- 
lapping vectors). For this reason the deviation between the discrete equidistribution on G, and 
the continuous uniform distribution on [0, 11” can be studied in detail. In order to specify 
Criterion II for the practical use we will consider several criteria for the assessment of the lattice 
structure of linear congruential generators in the following part of the paper. 
2. The assessment of the lattice structure 
There are several criteria used for the assessment of the lattice structure of linear congruential 
generators (see [1,7,11,13,17,19,20,25-27,30,33,34]). After a short presentation of these criteria 
they are compared with respect to the measurement of the approximation of the n-dimensional 
uniform distribution. 
If we look at the n-dimensional points of a generator with a rough lattice structure, we will see 
parallel hyperplanes (lines and planes for n = 2 and n = 3, respectively). This leads to a rather 
vivid criterion (see [26]). 
Criterion 1. The minimum number of (n - l)-dimensional hyperplanes, on which all generated 
n-dimensional ‘vectors lie, should be not too small in relation to m. 
The determination of the number of hyperplanes was done by Dieter and Ahrens [17] via dual 
lattices. Closely allied is the following criterion. 
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Criterion 2. The maximum distance l/v, between (n - l)-dimensional hyperplanes, on which all 
generated n-dimensional vectors lie, should be not too large in relation to m where 
v, = ZZ,Z,f”“L jto{ ]z]: z,+z,.a+ ... +z;a”-‘-0 (mod m)}. 
Z,, ) d, In&A 
The determination of v,, can be done again via dual lattices (see [17]). But it can also be done 
using Fourier analysis as was done by Coveyou and MacPherson in 1967 (see [13]). Fourier 
analysis was the first way of assessing the lattice structure. This was presented by Knuth in 1969 
as the spectral test [25] (see the next criterion). 
Criterion 3. Using the same 
n/2 n ‘Tr v_ 
value v,,, normalised values 
are examined. A generator is said to have passed the spectral test if p,, > 0.1 for all 2 < n < 6 and 
to have passed with flying colours if p,, >, 1 for all 2 < n < 6. 
Using the spectral test the demands on the generators are not very strong as can be seen from 
the following general estimations: p2 < 3.63, pL3 < 5.92, pL4 < 9.87, pLs < 14.89, pLs < 23.87 (see 
[25]). There seems to be no reason for the restriction n < 6 because the values v, can be 
calculated for even larger dimensions n > 6. When the next criterion was established, the 
restriction n < 6 was necessary because reduced lattice bases were examined. A lattice basis 
g1,..., g, iscalled Minkowski-reduced if ]gk] < ]zigi+ *** +z,g,+ **. +z,gn], k=l,...,n, 
for all integers zi with gcd( zk,. . . , zn) = 1 (vectors with shortest length). In 1971/72 Beyer 
developed an algorithm for the calculation of Minkowski-reduced lattice bases for n < 6 using 
Minkowski’s conditions of positive-definite quadratic forms. Therefore the restriction n < 6 
appears in the criterion used in [ll]. 
Criterion 4. Using a Minkowski-reduced lattice basis g,, . . . , g, the (Beyer) quotients 
lg, 
qn= lg, I
should be near to 1 for all 2 < n < 6. (Because of I g, ) G * * * < I g, I we have 0 < q, < 1.) 
In the case n = 2, Criterion 4 is equivalent to Marsaglia’s cubic lattice criterion (see [27]) but 
in the case of greater dimensions Marsaglia’s bases are not reduced in the sense of shortest 
vectors. Together with Grothe we presented in 1985 a new algorithm for the calculation of 
Minkowski-reduced lattice bases of arbitrary dimension n 2 2 (see [4]). For this reason the 
restriction n < 6 can be left out. 
In this way for the modulus m = 228 and the increment b = 1 for example the multiplier 
a = 532 393 has been determined which yields q, > 0.5 for all dimensions n up to 24 for the 
lattices and the sub-lattices of the nonoverlapping vectors [3]. Indeed almost all Beyer quotients 
are about 0.8. This small generator can be used as a portable generator which requires 15 digits 
of computer accuracy. (Double presicion variables in FORTRAN for IBM PC.) 
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For the comparison of the criteria presented we suppose the Beyer quotients q, = 1. Then we 
have uniformly distributed lattice points. If, in addition, we choose m very large, then the 
number of hyperplanes is sufficiently large and the distance between hyperplanes is sufficiently 
small. Moreover the spectral test is passed with flying colors. On the other hand, if we make 
slightly stronger demands on the values pn of the spectral test, all criteria can be seen to be 
equivalent. The Criteria 2, 3 and 4 do not depend on shifting and turning the lattice in the space. 
The Beyer quotients and the distances of hyperplanes are always the same. Only the number of 
hyperplanes may vary up to the factor &t (diagonal length of [0, 11”). 
An essentially different criterion is based on the discrepancy. For a set G,$“) containing exactly 
k n-dimensional points of [0, 1)” the n-dimensional (rectangle) discrepancy is defined by 
02”’ = sup (3) 
R +b”.j, 
where 
.q~‘1,={[s,, t ]x *-- x[s,, tn]:O<si<ti<l, i=l,...,n) 
is the set of all closed n-dimensional rectangles with sides parallel to the axes lying in [0, 1)“. 
N(R) and V(R) denote the number of points of G, (n) lying in R and the volume of R 
respectively. Since the discrepancy appears in upper error bounds of Monte Carlo integrations 
the following criterion is often used. 
Criterion 5. Using the set G,, of equation (2) for Gp), rnD2) with rectangle discrepancy 02) 
according to (3) should be not too large. 
We always have 0 < Dl”) < 1. For a long time the discrepancy could only be calculated exactly 
in some simple cases for a small number of points in G, (n). Therefore estimates of the discrepancy 
were used (see, e.g., [l&17,24,29,30]). An algorithm for the exact determination of the two-di- 
mensional rectangle discrepancy was presented in [6]. One great difficulty is that the discrepancy 
may depend on the increment b. 
Example. The linear congruential generator with m = 16, a = 9 and b = 1 has discrepancy 
which is obtained for the rectangle R shown in Fig. 1. If we change the increment b to 3, 
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lattice is shifted by the vector (&,) such that the rectangle R lies at the border of [0, l)*. 
Therefore we have a smaller discrepancy namely $$ in this case. 
For this reason, in [6] the “lattice discrepancy” @*’ was introduced. That is the maximum 
discrepancy which appears among all discrepancies of the lattice points which lie in [0, l)* when 
the lattice is shifted by integral multiples of (,y, )_ After the calculation of the lattice discrepancy, 
the discrepancy of the special generator is determined. The linear congruential generator (1) with 
modulus m = 232 and Marsaglia’s multiplier u = 69 069 and increment b = 1 (see [27]) could be 
calculated in about 100 CPU sec. on a 32 bit PC. Using Dedekind sums, Dieter [16] presented a 
faster algorithm for the determination of the lattice discrepancy (based on [15,24]). But Dedekind 
sums do not seem to be useful if the lattice discrepancy differs from the discrepancy of the 
special generator. 
The fact that Criterion 5 is different in relation to Criteria 1 to 4 can be seen in the following 
example. Marsaglia’s famous multiplier a = 69069 for a generator with modulus m = 232 and, 
e.g., b = 1 is a good one with respect to Criteria 1 to 4 but it is very bad with respect to Criterion 
5 because rnoA*’ = 15 553.3 is much too large. The reason is that the two-dimensional lattice of 
Marsaglia’s generator is nearly parallel to the axes and the rectangle discrepancy is based on 
rectangles with sides parallel to the axes. Thus a generator may have a very bad discrepancy 
value even though the generated points are almost uniformly distributed (see [1,7,30]). 
The use of rectangle discrepancy for the assessment of random number generators was studied 
in more detail in [7]. The comparison of the estimates and the exact value of the discrepancy 
based on numerical examples show that the estimates are sharper in case of a bad discrepancy. 
For good generators with small discrepancy the estimations are rather poor. Comparing two 
generators at a time it can be seen that the discrepancy is not always smaller for a smaller upper 
bound. 
The example of Marsaglia’s multiplier 69069 shows that there is no equivalence between 
discrepancy and reduced lattice bases for the assessment of generators. But it can be conjectured 
that a generator with a very small discrepancy (in relation to m) has a Beyer quotient which is 
not too bad. Numerical examples support this conjecture as can be seen in Fig. 2. 
For modulus m = 4096 and increment b = 1 all congruential generators with multipliers 
a = 5, 9, 13,. . . ,4093 are examined. For each generator the two-dimensional discrepancy and the 
Beyer quotient q2 are calculated. Twenty-three of the 1023 generators have discrepancies greater 
0 0.0015 0.0081 discrepancy 0.015 
Fig. 2. Discrepancies and Beyer quotients q2. 
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than 0.015 (up to 0.08374) so that the corresponding points are not shown in Fig. 2. About 13 
percent of the generators (130 out of 1023) have discrepancy less than 0.0016 (me 0:‘) < 6.5536) 
and all of these generators have Beyer quotients greater than one third which is not too bad. The 
single point with a good Beyer quotient value q2 = 0.969 and a bad discrepancy of about 0.0081 
represents Marsaglia’s cubic lattice criterion (multiplier a = 65 = 6). 
In simulations several nonuniform random numbers are needed. Many methods for generating 
nonuniform random numbers are presented by Ahrens and Dieter [9] and Devroye [14]. 
Investigations about the quality of transformed random numbers with respect to the used 
uniform pseudorandom numbers are hard to find. For the normal distribution Neave examined 
the Box-Muller method in connection with a (bad) multiplicative congruential generator [28]. 
The discussion of Bratley et al. [12] of the Box-Muller method in conjunction with a linear 
congruential generator yields the same warning of this combination as in [28]. They speak about 
a bad two-dimensional normal distribution. Thus it is important to examine the following 
criterion. 
Criterion 6. The generated pseudorandom numbers should be transformed into nonuniform 
pseudorandom numbers with good properties with respect to the distribution and stochastical 
independence. 
In a joint paper with Wenzel we studied the conjunction of linear congruential generators with 
the Box-Muller method and with the polar method in more detail (see [S]). Easy calculations 
show in which way lines of the unit square are transformed by the Box-Muller method into 
spirals in !R*. Similarly the lines are transformed by the polar method into club-shaped curves in 
lR*. It can be seen that a large modulus m and a good two-dimensional lattice structure of the 
uniform pseudorandom numbers yield a good approximation of the two-dimensional normal 
distribution if the Box-Muller or polar method is used. (Higher dimensions can be treated 
analogously.) Some nice dotplots of two-dimensional normal distributed random numbers are 
shown in [33] for several transformation methods. 
3. Concluding remarks 
Using Minkowski-reduced lattice bases or the hyperplane structure (spectral test), the distribu- 
tion of n-dimensional points can be studied in detail even for arbitrary dimensions n > 2. 
Although the points thin out for increasing dimension n, it is necessary to examine n >, 7 and the 
sub-lattice structure, which can be treated in the same way as the whole lattice. In this way 
generators can be found which produce almost uniformly distributed points in [0, 1)“. But some 
of these generators could have bad rectangle discrepancy values. In these cases a bad discrepancy 
need not necessarily mean a large error in Monte Carlo integrations. 
An exhaustive analysis of multiplicative congruential generators with modulus 231 - 1 was 
done by Fishman and Moore in order to determine all multipliers for which the hyperplane 
structure is better than 0.75 times the optimal value for the dimensions 2 < n < 6 (see [20] and 
[19] for moduli 232, 248). For the selection of good multipliers these papers are very important. 
The level 0.75 was sharpened to 0.8 for further selection of the multipliers. (I would prefer the 
consideration of the lattice structure for dimensions n > 6 for further selection instead of 
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changing the level. And in the case of a power of two for the modulus it could be important to 
study the sub-lattices. Together with Grothe we started to do this analysis using Minkowski-re- 
duced lattice bases and Beyer quotients.) 
In case of a more complex simulation multiple recursive congruential generators [23] or matrix 
generators [21,22,31] should be used. Because of the lattice structure of these generators the 
assessment can be done analogously (see [5,23]). 
Nonlinear congruential generators like the inverse generator [18] are not useful with respect to 
the model that a generator represents the entirety because the distribution of points is not very 
uniform- there are holes and clumps. If the set of all points of such a generator is considered as 
a sample, then the entirety should be represented by a set of those generators. But these 
generators are so slow that they are rejected even by the basic Criterion I mentioned in the 
Introduction. 
In special situations other generators may be preferable to the generators considered above. 
For example testing of electronical transmission units may require some special properties of 
binary structure such that shift register sequences (or GFSR) are useful. And in case of 
cryptography another criterion is very important. 
Criterion III. In the case of modem cryptography a generator should be based on a one-way 
function which is easy to evaluate, but hard to invert. 
Linear congruential generators are not useful in this case. Based on the hypothesis that some 
special functions are one-way functions which cannot be inverted by any probabilistical poly- 
nomial-time algorithm, other generators are considered in this case (see [lo]). 
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