Collaborative tagging has emerged as a common solution for labelling and organising online digital content. However, collaborative tagging systems typically suffer from a number of issues such as tag scarcity or ambiguous labelling. As a result, the organisation and browsing of tagged content is far from being optimal. In this work the authors present a general scheme for building a folksonomy-based tag recommendation system to help users tagging online content resources. Based on this general scheme, the authorse describe eight tag recommendation methods and extensively evaluate them with data coming from two real-world large-scale datasets of tagged images and sound clips. Their results show that the proposed methods can effectively recommend relevant tags, given a set of input tags and tag co-occurrence information. Moreover, the authors show how novel strategies for selecting the appropriate number of tags to be recommended can significantly improve methods performances. Approaches such as the one presented here can be useful to obtain more comprehensive and coherent descriptions of tagged resources, thus allowing a better organisation, browsing and reuse of online content. Moreover, they can increase the value of folksonomies as reliable sources for knowledge-mining.
INTRODUCTION
Collaborative tagging has emerged as a common and successful solution for labelling and organising huge amounts of digital content, being adopted by many well-known sites such as Youtube, Flickr, Last.fm, or Delicious (Marlow, Naaman, Boyd, & Davis, 2006) . In collaborative tagging, users assign a number of free-form semantically-meaningful textual labels (tags) to information resources. These tags can be then used for many purposes, including retrieval, browsing and categorisation (Bischoff, Firan, Nejdl, & Paiu, 2008) . For instance, they can be used for matching user queries with resources tags, or for building tag clouds to navigate across resources. Such usages are of special importance for platforms that share multimedia content such as videos, images, or audio, since such contents cannot be so directly and straightforwardly indexed as it would be done with textual data like books or web pages (Bischoff, Firan, Nejdl, & Paiu, 2008) . Because of this importance, collaborative tagging systems have been widely researched in the last few years. In particular, a focus has been given to collaborative tagging dynamics and user behaviour (Marlow, Naaman, Boyd, & Davis, 2006; Halpin, Robu, & Shepard, 2006; Golder & Huberman, 2006; Farooq, Kannampallil, Song, Ganoe, Carroll, & Giles, 2007) and to automatic tag classification methods based on user motivations ([5, 6] ).
Nevertheless, collaborative tagging systems suffer from a number of well-known issues (Halpin, Robu, & Shepard, 2006; Cantador, Konstas, & Jose, 2011) , which include tag scarcity, the use of different labels to refer to a single concept (synonymy), the ambiguity in the meaning of certain labels (polysemy), the commonness of typographical errors, the use of user-specific naming conventions, or even the use of different languages. One strategy for trying to overcome these problems, and thus to obtain more comprehensive and consistent tag assignments, is the use of tag recommendation systems to help users in the tagging process (Jäschke, Marinho, Hotho, Schmidt-Thieme, & Stumme, 2007) . In that case, when users are labeling online resources, tag recommendation systems automatically suggest new tags that can also be meaningful or relevant for the resource being described. This way, tag recommendation serves the purpose of consolidating the tag vocabulary among users in a collaborative tagging system (Jäschke, Marinho, Hotho, Schmidt-Thieme, & Stumme, 2007) . In addition, tag recommendation systems can be used, in an off-line mode, to extend the descriptions of information resources by automatically adding new tags.
Here we describe a general scheme for tag recommendation in large-scale collaborative tagging systems. Our approach is folksonomybased, meaning that we do not perform any content analysis of the information resources for which we perform tag recommendations, but uniquely rely on the tag co-occurrence information that can be derived from the folksonomy itself. A particularly interesting aspect of our tag recommendation scheme is a step focused on automatically selecting the number of tags to recommend given a list of candidates with assigned scores. Other tag recommendation methods found in the literature generally do not consider this aspect and evaluate their solutions at different values of K recommended tags (see Related work). Moreover, as the scheme we describe only relies on tag information derived from a folksonomy, it is rather domain-independent and could be easily adapted to other collaborative tagging systems, either alone or as a complement of more specific content-based strategies. We believe that a tag recommendation method such as the one we propose here can be useful to obtain more comprehensive and coherent descriptions of tagged resources, and help the emergence of less noisy and more consistent folksonomies. This can greatly benefit organisation, browsing and reuse of online content, and also leverage the value of folksonomies as reliable sources for knowledge-mining (Al-Khalifa & Davis, 2007; Limpens, Gandon, & Buffa, 2009) .
We propose eight tag recommendation methods which are based on the aforementioned general scheme. The proposed methods, jointly with several baselines, are evaluated with data coming from Freesound 1 (an online audio clip sharing site with more than two million registered users and 150,000 sounds (Akkermans, Font, Funollet, De Jong, Roma, Togias, & Serra, 2011) and Flickr 2 (a well known photo sharing site that, according to Wikipedia (Wikipedia, 2012) , has more than 50 million registered users and six billion photos). For the best scoring methods, we also analyse the impact of their configurable parameters. Overall, we have performed more than 100 experiments and computed around 7 million tag recommendations for the resources of Freesound and Flickr.
The rest of the paper is organized as follows. First we comment on other tag recommendation approaches found in related work. Then we describe the different steps of our tag recommendation scheme and the strategies we propose to compute each step. After that we outline the characteristics of the evaluation datasets and describe the methodology we followed to evaluate our methods and the baselines. Results are then reported first in general terms of accuracy and number of recommended tags and then focusing on particular parameters of the recommendation methods. We conclude the paper with a discussion about our findings and future work.
RELATED WORK
A wide variety of tag recommendation methods for images and audio clips can be found in the literature. In general, similar strategies have been applied in both fields. On the one hand, typical approaches are based on the extraction of features from image/audio content and their posterior analysis. In (Farooq, Kannampallil, Song, Ganoe, Carroll, & Giles, 2007) and (Ivanov, Vajda, Goldmann, Lee, & Ebrahimi, 2010) , the authors propose a method for propagating the tags of an annotated image to other images which are considered to be similar according to some content-based similarity metric. Similar approaches have been applied to music (Sordo, 2012) and audio clips (Martnez, Celma, Sordo, De Jong, & Serra, 2009) . A slightly more complex approach, also based on content analysis, is the use of machine learning techniques to learn mappings between tags and image/audio low-level features. In that direction, we find relevant work in (Barrington, Chan, Turnbull, & Lanckriet, 2007) ; Turnbull, Barrington, Torres, & Lanckriet, 2008) for the audio case, and in (Barnard, Duygulu, Forsyth, de Freitas, Blei, & Jordan, 2003; Li & Wang, 2006) for the image case. Due to the content-based nature of these strategies, they are not directly comparable to the approach we propose here.
On the other hand, methods for tag recommendation have also been proposed which are based on folksonomies, that is to say, considering user-tag-resource relations from a collaborative tagging system. Sigurbjörnsson and Zwol sig2008 and Garg and Weber Garg2008 propose methods for image tag recommendation which are based on tag co-occurrences derived from the Flickr folksonomy. The general idea is that a tag-tag similarity matrix can be derived by considering tags with high co-occurrence as similar tags (Markines, Cattuto, Menczer, Benz, Hotho, & Stumme, 2009) . Recommendations are then performed on the basis of such similarity matrix. In (De Meo, Quattrone, & Ursino, 2009 ) and (Jäschke, Marinho, Hotho, Schmidt-Thieme, & Stumme, 2007) , more complex strategies for tag recommendation based on folksonomies are described and evaluated with data from Delicious, BibSonony, and Last.fm 3 . They use hierarchical tag structures and the FolkRank (Hotho, Jäschke, Schmitz, & Stumme, 2006) ranking algorithm, respectively. There are also some tag recommendation approaches which mix content and folksonomy-based strategies such as (Wu, Yang, Yu, & Hua, 2009) , where three different lists of candidate tags are constructed taking into account different tag-tag similarity measures (based on image content and tag co-occurrence) and then non-linearly combined to provide a final ranking. Noticeably, all the aforementioned approaches produce a list of sorted candidates with scores, with no further indication of how many of them should be recommended.
A different approach in tag recommendation methods relates to the personalisation of the recommendations for particular user tagging styles. Jäschke et al. (2007) approach such personalised recommendation by using collaborative filtering techniques. Garg and Weber Garg2008 propose a variant of their recommendation method that collects candidate tags among previously used tags from the same user. In (Lipczak, 2008) , user profiles are build as sets of previously used tags and these are promoted in the recommendation process. Other approaches take advantage of probabilistic and machine learning techniques to learn latent interactions between users, resources and tags (Randle & Schmidt-Thieme, 2009; Marinho, Preisach, & Schmidt-Thieme, 2009; Cao, Xie, Xue, & Liu, 2009) . Personalised tag recommenders are specially suited for collaborative tagging systems where the same resources are tagged by different users (e.g., Delicious, BibSonomy, Last.fm; so called broad folksonomies (Vander Wal, 2005) ). In these systems, users tend to annotate resources for self-organisation purposes. Hence, tag recommendations tailored to the tagging styles of different users are very useful. However, in other systems resources are only annotated by their original contributors (e.g., Flickr, Freesound; called narrow folksonomies), and indexing is only performed on the basis of these annotations. In such cases, a common tagging style across users is preferred so that resources are tagged more uniformly and can be better organised (Lipczak, 2008) . The tag recommendation method we propose in this work is oriented towards narrow folksonomies.
The majority of the tag recommendation methods cited above are evaluated in terms of precision and recall at specific numbers of K recommended tags. Thus, the output of the recommendation task is a sorted list of scored candidate tags without any specified length. There are, however, a few methods in which the number of recommended tags is automatically determined following some simple rules. In (Marinho, Preisach, & Schmidt-Thieme, 2009) , where recommendations are personalised to particular users, the length of the recommendation is limited to the average number of tags per resource that a given user provided in the past. Cao et al. Cao2009 propose a method for ranking and sorting candidate tags, and systematically recommend half of the candidates. The approach described in (Randle & Schmidt-Thieme, 2009) limits recommendations using simple heuristics based on statistics of the folksonomy such as the average number of tags per resource. Here we explore more in depth the problem of automatically determining the number of tags to recommend and propose novel strategies based on scores assigned to candidate tags.
FOLKSONOMY-BASED TAG RECOMMENDATION
In this work we describe a general scheme for tag recommendation that, given a set of input tags Γ I and a folksonomy F , outputs a set of recommended tags Γ R (Figure 1 ). The folksonomy can be defined as a set of tag assignments F ⊆ × × U T R , where U , T , and R denote sets of users, tags, and resources, respectively (Mika, 2007) 4 . The described scheme is composed of three independent steps: 1) Getting candidate tags, 2) Aggregating candidate tags, and 3) Selecting which tags to recommend. For Step 1, we propose three variants based on different similarity measures widely used in the literature (tag co-occurrence, cosine and Jaccard similarity, (Halpin, Robu, & Shepard, 2006; Jäschke, Marinho, Hotho, Schmidt-Thieme, & Stumme, 2007; Mika, 2007; Sigurbjörnsson & Van Zwol, 2008; De Meo, Quattrone, & Ursino, 2009; Markines, Cattuto, Menczer, Benz, Hotho, & Stumme, 2009) ). For Step 2, we propose two aggregation strategies (Similarity-based and Rank-based). For Step 3, we propose four selection strategies (Percentage, Statistical test, Kernel percentage and Linear regression). What follows is a brief overview of these steps. In-depth descriptions are given in subsequent sections:
Step 1: Getting candidate tags. Given Γ I and F , this step retrieves a set of N candidate tags Γ C i for each input tag Γ I i . The retrieval of these candidates is based on tag-tag semantic similarity measures derived from F ; aggregates all candidates to form a single list of tags with assigned scores Γ A ;
Step 3: Selecting which tags to recommend.
This step automatically selects which tags to recommend given the candidate tags and score values of Γ A . The output of this step is the final recommendation Γ R .
Step 1: Getting Candidate Tags
We start the recommendation process by obtaining a number of related candidate tags to the set of input tags Γ I . For each input tag Γ I i , we get a set of candidates Γ C i by selecting the N closest tags to Γ I i according to a tag-tag semantic similarity measure. For this purpose, we build a tag-tag similarity matrix S based on the tag assignment information contained in the folksonomy F . Notice that S is not dependent of the particular Γ I i for which we are selecting candidates. Therefore, it only needs to be computed once for a given F 5 . The folksonomy F can be naturally represented as a tripartite hypergraph (Mika, 2007) . We unfold G( ) F into the bipartite graph TR , which only reflects the associations between tags and resources. We represent the bipartite graph TR as a matrix D = , d i j { } , where d i j , = 1 if tag t i has been used to label resource r j , and d i j , = 0 otherwise. We then define the matrix:
which corresponds to a one-mode network connecting tags on the basis of shared resources (Mika, 2007) (the symbol ' denotes matrix transposition). Elements s i j , of S indicate the number of resources in which tags t i and t j appear together. Therefore, the diagonal of S represents the total number of different resources labeled with a tag t i j = .
Figure 1. Block diagram of the described tag recommendation scheme
At this point, S can be interpreted as a tag-tag similarity matrix based on absolute cooccurrence. That is to say, the similarity between tags t i and t j is represented by the total number of times they appear together. This is the first similarity measure we use for our tag recommendation method. In order to obtain the rest of aforementioned similarity measures, we have to apply different normalisation procedures to S . Cosine similarity can be obtained as: 2 is equivalent to the total number of occurrences of tags t i and t j , respectively (the total number of resources labeled with t i and t j , respectively). Therefore, cosine similarity is equivalent to dividing each element in S (Equation 1) by s s
. In a similar way, the Jaccard index can be obtained as: 
Hence, the Jaccard index is equivalent to dividing each element in S (Equation 1) by s s s
, , + − . Independently of the used similarity measure, S can be represented as a graph where nodes correspond to tags and edges represent the similarities between two tags (i.e., s t i t i , , see Figure 2 ).
Once we have a tag similarity matrix S , we iterate over the input tags Γ I and get, for each element Γ I i , a set of candidates Γ C i .
Specifically, we select the N most similar tags to Γ I i (i.e., the N most similar graph neighbours of Γ I i ) and keep these similarity values for further processing. Hence, for instance, if our method is fed with three input tags, it will get a maximum of 3N candidate tags (separated into 3 sets), provided that all three input tags have at least N graph neighbours.
Step 2: Aggregating Candidate Tags
The next step of our tag recommendation scheme takes all the sets of candidates Γ C i , assigns a score value φ j to every candidate
and then aggregates all sets into a single list of tags with assigned scores Γ A . The output of this step, Γ A , is a list of tuples where each element contains a tag and its assigned score.
To accomplish this step, we propose two different strategies:
Similarity-Based Strategy
In the Similarity-based strategy, the j -th candidate tag Γ C j i of Γ C i is assigned a score φ j that directly corresponds to the similarity value between the candidate tag and the correspond-
and v i = Γ I . After that, the list of tuples Γ A is constructed as the union of all sets of candidates Γ C i and their scores. If a particular tag has duplicates in Γ A (which can happen if a given tag appears in several sets of candidates Γ C i ), we only keep one occurrence and set its score to the sum of all the scores of the dupli-cates of that tag. This way we promote tags that are considered to be similar to more than one input tag. As we do not want to recommend tags that are already part of Γ I , we remove any occurrences of these tags in Γ A . We finally normalise the assigned scores by dividing them by the number of input tags | | Γ I .
Rank-Based Strategy
The Rank-based strategy only differs from the Similarity-based strategy above in the way scores are assigned. Instead of directly using the similarity values from Step 1, we assign discrete ranks. For this purpose, we sort each set Γ C i by similarity values in descending order, and assign scores as φ j N r
r is the position of the j -th tag in Γ C i after sorting (thus r ranges from 1 to N ). Notice that the most similar tag to every input tag will be assigned a score of N . Even if a particular set Γ C i contains less than N tags (meaning that corresponding input tag Γ I i has less than N neighbours in the graph representation of S ), the score we assign to the most similar tag will be of N . After score assignment we proceed exactly as with Similarity-based aggregation: constructing Γ A as the union of all sets Γ C i , merging duplicate tags in Γ A by adding their scores, removing tags appearing in Γ I , and
normalising score values by | | Γ I . An example comparing the two aggregation strategies is shown in Table 1 .
Step 3: Selecting which Tags to Recommend
Once we have computed Γ A , we select which of these tags should be recommended. For that we consider four strategies that take into account the scores φ of Γ A to automatically determine Figure 2 . Graph visualisation of a tag-tag similarity matrix S built using cosine similarity and the Freesound folksonomy. Edge widths represent the cosine similarity between two tags. Tag size is a logarithmic function of the absolute tag frequency. For visualisation purposes, only edges above a certain degree of similarity and tags above a certain level of absolute frequency are shown. Table 1 . Example of the output of the aggregation step using the Freesound folksonomy with Γ I = {field-recording, nature} (for both Similarity-based and Rank-based strategies, N = 100 ). Candidate tags are sorted by their score values. A score of 100 for the tag birds in the Rankbased aggregation means that it is the most similar tag to both field-recording and nature ( 100 / 2 100 / 2 = 100 + ). Notice that due to the use of different scoring methods, Similaritybased and Rank-based aggregation strategies produce different sorting of candidate tags and score distributions.
Similarity-Based
Rank-Based # Tag 
Percentage Strategy
This is a straightforward strategy where ε is determined as a percentage of the highest score in Γ A by:
where α is the percentage parameter that must be configured. Following the example shown in Table 1 , and taking α = 0.05 , only one tag would be recommended for the Similarity-based aggregation ( ε = (1 0.05) 0.307 = 0.292 − ⋅ ; Γ R = {birds}) and three tags would be recommended for the Rank-based aggregation ( ε = (1 0.05) 100 = 95 − ⋅ ; Γ R = {birds, ambiance, south-spain}).
Kernel Percentage Strategy
The Kernel percentage strategy has two steps. First, we estimate the probability density function P of φ , the scores of Γ A . For that purpose, we use a kernel density estimator (Silvermann, 1986) , a fundamental data smoothing technique. The bandwidth of the kernel is automatically determined using Scott's Rule (Scott, 2008) . Then, the threshold is defined as the ε that satisfies:
where β is the percentage parameter that must be configured. Therefore, β determines a percentage of the area of P which we consider to include suitable tags for the recommendation ( Figure 3 ). The bigger the parameter β , the smaller the threshold ε becomes and thus the more tags are finally recommended.
The idea behind this strategy is that, understanding the scores of Γ A as a sample extracted from a population of scores with an underlying distribution P , the threshold ε will be better determined considering a percentage of the area of that underlying distribution rather than as a percentage of the maximum observed score (as we propose in the Percentage strategy).
Statistical Test Strategy
Here we also estimate the probability density function P of φ using a kernel density estimator as before. However, to determine the threshold ε we start an iterative process where, in each iteration, we select a slice of P and perform a statistical test for normality according to:
where the function AD is the Anderson-Darling test for normality (Scholtz & Stephens, 1987) , and P ε φ : ( ) max is a slice of P that goes from ε to max( ) φ . In each iteration, ε takes a different value such that:
where i is the number of the current iteration ( i ∈ 1, 2, 3,... ). We stop the iterative process when the test fails for the first time (i.e., when the probability of having an independent Gaussian distribution is not statistically significant). The final threshold takes the value of ε at that iteration ( Figure 4 ). The idea behind this process is that for a given set of candidate tags there will be a subset of good tags for the recommendation exhibiting a normal, independent distribution separated from the rest of candidates. The statistical test fails when it detects departures from normality and, according to our hypoth- esis, this will happen when non-meaningful candidate tags start affecting P . Notice that this strategy, in practice, can be considered parameter-free as, by using the aforementioned Scott's rule, it only requires a statistical significance level from which to reject the null hypothesis of a Gaussian distribution. We here follow common practice (Scholtz & Stephens, 1987) and take this significance level at 0.01. Using another common statistical significance level such as 0.05 would presumably result in less restrictive statistical tests yielding bigger sets of recommended tags.
Linear Regression Strategy
The last strategy we propose consists in calculating the least-squares linear regression of the histogram H of φ . The threshold is set at the point where the linear regression crosses the y-axis. The idea behind the Linear regression strategy is that, for a given H( ) φ , there will be a big concentration of candidate tags with low scores, and some outliers with bigger scores that will be separated from the rest (the most suitable tags for the recommendation). Thus, the linear regression will result in a straight line with a negative slope which will be useful to separate between both groups at the point where it crosses the y-axis ( Figure 5 ). The more the concentration of low-scored candidates with respect to the outliers, the more pronounced the straight line will be, and the clearer the separation between both groups. Notice that this strategy is also parameter-free.
EVALUATION STRATEGY
From the combination of the different strategies above we define several tag recommendation methods which we evaluate through a tag prediction task. Essentially, what we do is to remove some tags from the resources of our datasets and then try to automatically predict them. In this section we describe the datasets and the methodology we have used for that evaluation.
Datasets
We use two real-world datasets ( To avoid confusion with the totality of the Flickr content, we will refer to the analysed Flickr subset as Flickr1M. Both Freesound and Flickr have similar uploading processes in which users first provide the content (sounds and images, respectively) and then add as many tags as they feel appropriate to each resource 8 . As opposite to other well-studied collaborative tagging systems such as Delicious or CiteULike, Freesound and Flickr feature a narrow folksonomy, meaning that resource annotations are shared among all users and therefore one single tag can only be assigned once to a particular resource (e.g., the tag forest can not be added twice to the same resource). Hence, we can not weight the association between a particular tag and a resource by the number of times the same association has been performed by different users. The distribution of number of tags per resource is qualitatively similar for the two datasets ( Figure 6 ).
We are particularly interested in recommending tags for resources that fall in the range of [3, 15] tags, which are more than 80% and 65% of the total resources in Freesound and Flickr1M, respectively ( Figure 6 ; shadowed zone). The reason for focusing on this range is that the tag recommendation scheme we propose takes as input the tags that have already been assigned to a resource. Thus, given the predictive nature of our evaluation (see below), we consider 3 tags as enough input information for our method to provide good recommendations. For resources with less than 3 tags, contentbased strategies such as the ones outlined in the Related work section are probably more suited. On the other side, we intuitively consider that resources with more than 15 tags are, in general, enough well described. Among the set of all unique tags present in Freesound and Flickr1M folksonomies we apply a threshold to consider only the tags that have been used at least 10 times (i.e., tags that appear on at least 10 different resources). By this we assume that tags that have been used less than 10 times are irrelevant for our purposes. In addition, by discarding less frequent tags, we reduce the computational complexity of the calculation of S described in Step 1. After applying this threshold, we are left with 6,232 unique tags in the Freesound folksonomy (representing ≈ 20% of the total) and with 5,760 unique tags in Flickr1M (also representing ≈ 20% of the total). That also means that we filter out all tag assignments that do not associate any of these selected tags. Importantly, approximately 90% of tag assignments in both Freesound and Flickr1M involve one of these tags, thus we still take into account the vast majority of the original information (Table 2) .
Methodology
Our evaluation methodology follows a systematic approach based on removing a number of tags from the resources of Freesound and Flickr1M and then trying to automatically predict them. The advantage of this approach is that it allows us to quickly evaluate the different recommendation algorithms without the need of human input. The main drawback is that tags that could be subjectively considered as good recommendations for a particular resource but are not present in the set of deleted tags do not count as positive results (see the discussion at the end of this article and also (Garg & Weber, 2008) ).
For Freesound and Flickr1M datasets separately, we perform a 10-fold cross validation following the methodology described in (Salzberg, 1997) . For each fold, we build a tag similarity matrix as described in Step 1, but only using the subset of the folksonomy corresponding to the training set of resources (i.e., only considering tag assignments involving resources from the training set). For each resource in the evaluation set, we randomly delete a set of tags Γ D from its originally assigned tags, yielding Γ I , the input to our system. The number of tags we delete is chosen at random, with the only constraint that the length of Γ I must be maintained in the range of [3,15] (see previous section). This constraint also implies that in order to be able to remove at least one tag for each resource (| | 1 Γ D ≥ ), we can only Figure 6 . Distribution of number of tags per resource in Freesound (continuous line) and Flickr1M (dashed line). The average number of tags per resource is 6.53 (6.47) and 7.50 (8.61) for Freesound and Flickr1M, respectively (standard deviation in parenthesis) .
consider for evaluation these resources that have at least four tags. Furthermore, we add an upper limit to the number of tags and also filter out resources with more than 16 tags. We do that to avoid outliers with many tags which would result in very low recall values. Then, we run our tag recommendation methods using the tag similarity matrix S derived from the training set.
As evaluation measures we compute standard precision ( P ), recall ( R ), and F-measure ( F ) for each individual resource according to:
where Γ R is the set of recommended tags and Γ D is the set of deleted tags. Then, global P , R and F measures for each tag recommendation method are calculated by averaging P , R and F across all resources evaluated with the particular recommendation method. Furthermore, for each individual resource we also measure the number of recommended tags | | Γ R .
Evaluating | | Γ R is important, as the longer the recommendation, the more comprehensive it probably is, and the more difficult it is to maintain high precision values (see the discussion at the end of the article). A general characterisation of the number of recommended tags per method is also obtained by averaging | | Γ R across all resources evaluated with the particular recommendation method. Table 3 summarises all tag recommendation methods we evaluate. The first group of methods (Tag recommendation methods) are the eight possible combinations of aggregation and selection strategies that we have proposed. To avoid an intractable number of possible combinations, all methods are evaluated using only cosine similarity for Step 1, and setting N = 100 (getting a maximum of 100 candidates for each input tag). We choose cosine similarity as default because its widespread usage in the literature, and N = 100 as an intuitively big enough number of candidates per input tag. We later study the impact of the chosen similarity measure and N , using only the highest performing methods of the main evaluation. For the methods that require the configuration of a percentage parameter (SimP@ α , SimKP@ β , RankP@ α and RankKP@ β ), we performed preliminary experiments with a reduced set of 10,000 resources to determine the values of α and β that reported higher average F , and only consider these values in the main evaluation.
Methods under the second group (Baseline methods) are simpler versions of the proposed methods, provided as baselines we have set up for further comparison. On the one hand, we compare with two methods that skip Step 3 and always recommend the first K tags from Γ A , sorted by their scores (BRankFIX@ K and BSimFIX@ K ). We run these algorithms for values of K ranging from 1 to 10 and report only the best accuracy. Hence, the results reported for these methods constitute an upper bound of the accuracies that can be achieved. On the other hand, we compare with an even simpler method (BRepeated@ M ) which, considering the union of all sets of candidates Γ Γ Γ C C C ... 1 2 , , i for a given resource, only recommends tags that are repeated more than M times (independently of their scores). We run this algorithm for values of M ranging from 2 to 10 and, as above, report only the best result found. We also compute a random baseline (BRandom) by replacing the set of Γ R with a random selection (of the same length) taken from Γ A . For each resource for which we recommend tags using any of the proposed methods above, we generate a random recommendation of the same length of Γ R . Hence, for each proposed method, we also generate a randomised version of it. We take as the general random baseline the randomised version of all the proposed methods that reports a higher F . Notice how-ever that these recommendations are not totally random: recommended tags are chosen from Γ A , not from the set of all possible tags in Freesound or Flickr1M. Moreover, by making a recommendation of the same length as the recommendation of the non-randomised version of the method, we preserve the distribution of the number of recommended tags for each method.
Finally, methods under the third group (State of the art methods) correspond to our implementations of the tag recommendation methods described in (Garg & Weber, 2008) and (Sigurbjörnsson & Van Zwol, 2008) , which we denote as GW and SZ, respectively. As these methods do not implement any selection step, we evaluate them for fixed values of K recommended tags ranging from 1 to 10 (and only report the best result found). In (Garg & Weber, 2008) several methods are described which contain different degrees of user personalisation. We implemented the "global" method which is not personalised and thus can be directly compared to our methods. We implemented GW and SZ following the original references and set their parameters accordingly. 
BRandom
Random replacement of Γ R .
State of the Art Baseline Methods

GW@ K
Garg and Weber Garg (2008) Fixed number ( K ∈ [1,10] ) SZ@ K Sigurbjörnsson and Zwol (2008) Fixed number ( K ∈ [1,10] )
RESULTS
Recommendation Accuracy
From the average P , R and F values for each one of the evaluated methods using the Freesound and Flickr1M datasets, it can be observed that Rank-based methods generally report higher F than Similarity-based methods (Tables 4 and 5 ). Comparing the F values of each Rank-based method with its Similaritybased counterpart, we observe an average increase of 0.102 and 0.049 for Freesound and Flickr1M, respectively. We have tested the statistical significance of this increase by performing pairwise Kruskal-Wallis tests (Kruskal & Wallis, 1997) between the results of each Rank-based method and its Similarity-based counterpart and all have shown to be statistically significant 9 , with a p -value several orders of magnitude below 0.01 (denoted as p 0.01). These results indicate that Step 2 (Aggregating candidate tags) is better accomplished using the Rank-based strategy.
Regarding the results of the different strategies for Step 3 (Selecting which tags to recommend), we observe a very similar behaviour in Freesound and Flickr1M (Tables 4 and 5, respectively). That partially supports the generalisation of the proposed strategies to different kinds of data. In both datasets, methods using the Kernel percentage strategy (either with Rank-based or Similarity-based aggregation) perform significantly worse than the others, with an average F decrease of 0.036 ( p 0.01 , Freesound) and 0.048 ( p 0.01 , Flickr1M). Statistical test, Linear regression, and Percentage strategies report very similar F , both in Freesound and Flickr1M, and specially in the case of Similarity-based aggregation. Nevertheless, the Percentage strategy in combination with Rank-based aggregation provides the best obtained results in both datasets, with an average F increase of 0.025 ( p 0.01 , Free- sound) and 0.039 ( p 0.01 , Flickr1M) with respect to the other selection strategies with Rank-based aggregation.
Having a look at the results of the baseline methods based on recommending a fixed number of two tags (BRankFIX@ 2 and BSimFIX@ 2 ) we can see that, in terms of F , they perform very similarly to the other proposed methods, and in some cases even outperform them (especially in the Flickr1M dataset). Importantly, we have to take into account that these baseline methods only vary from our proposed methods in the last step of the recommendation process. Thus their good performance points out the effectiveness of the first two steps of the method in promoting the most relevant tags on the first positions of the list of candidates. Moreover, if we compare these baseline methods with the state-of-the-art implementations (GW@ 2 and SZ@ 2 ), we can see that our baselines get nearly equal or significantly higher F than those. Regarding the other baselines, BRepeated@ M reports very low results both in Freesound and Flickr1M datasets, and BRandom baseline stays way below all the other methods.
Number of Recommended Tags
Another valuable aspect to evaluate from the tag recommendation methods is the number of tags that they recommend (| | Γ R ). Table 6 shows the average | | Γ R for the evaluated methods using the Freesound and Flickr1M datasets. We consider that methods which recommend higher number of tags and maintain overall high precision values are the most valuable for our purposes, as they provide both comprehensive and appropriate tag recommendations (i.e., relevant tags for the particular resource). In general we see that the best scor- ing methods, corresponding to the first positions of the table, recommend more tags than BRank-FIX@2 and GW@2 (Table 6 ), and at the same time report higher (or very similar) precision values and overall F-measure (see Tables 4 and  5 ). If we look at the evaluation results obtained with BRankFIX@ K methods when recommending more than two tags, we observe significant drops in precision ( P = 0.323 for K = 3 and P = 0.272 for K = 4 in Freesound, and P = 0.391 for K = 3 and P = 0.333 for K = 4 in Flickr1M). Similar precision drops are observed in GW@ K ( P = 0.306 for K = 3 and P = 0.257 for K = 4 in Freesound, and P = 0.396 for K = 3 and P = 0.340 for K = 4 in Flick-r1M). This further highlights the superiority of our proposed methods over the baselines. It is also interesting to see that the number of recommended tags is not only driven by the selection strategy of Step 3, but also depends on the type of aggregation used in Step 2. Both in Freesound and Flickr1M, we observe that when using Rank-based aggregation, highest | | Γ R is obtained using the strategy of Linear regression for selecting which tags to recommend (followed by Statistical test, Percentage and Kernel percentage strategies). When using Similarity-based aggregation, the highest | | Γ R is obtained with the Percentage strategy, followed by Linear regression, Statistical test and Kernel percentage strategies (Table 6 ). This shows that the selection strategies behave differently if the scores of Γ A are ranks or similarity values. In general, Rank-based methods recommend more tags than their Similaritybased counterparts, with an average | | Γ R increase of 0.38 ( p 0.01 , Freesound) and 0.86 ( p 0.01 , Flickr1M). Given that Rankbased aggregation methods also report higher F , that reinforces the previously mentioned idea that Step 2 is better accomplished using the Rank-based strategy.
We also looked at the difference between the number of recommended tags and the number of tags that are deleted for each resource
). It can be observed that most of our proposed methods report the maximum peak of the histogram of ∆ Γ at ∆ Γ = 0 (Figure 7) . This suggests that these methods have a certain tendency to recommend as many tags as have been removed. Although it is not the goal of the tag recommendation methods to recommend the exact number of tags that have been removed (actually, this measure only makes sense under our tag prediction task-based evaluation), the results shown here are an interesting indicator that our proposed methods are able to indirectly estimate the number of deleted tags given only a set of input tags and the information embedded in the folksonomy. A plot of the average number of recommended tags as a function of the number of input tags and the number of deleted tags further supports this conclusion (Figure 8 ). We can qualitatively observe how | | Γ R grows along with | | Γ D , specially for low | | Γ I . It can also be observed that there is a tendency of | | Γ R increasing when | | Γ I decreases, meaning that the smaller the number of input tags, the more tags are recommended. Similar plots can be obtained with the other proposed recommendation methods, specially for RankLR and RankP (both in Freesound and Flickr1M datasets).
Other Relevant Aspects
In order to better understand the behaviour of the proposed tag recommendation methods, we have carried out further analyses on the impact of particular aspects of the methods. To avoid very intensive computation we have only focused on the three methods that report best average F both in Freesound and Flickr1M, that is to say, RankST, RankLR and RankP@ α (with α being 0.15 for Freesound and 0.10 for Flickr1M as shown in Table 3 ). The following subsections describe these experiments.
Limiting the Minimum Number of Input Tags
To assess the impact of limiting the number of input tags we now repeat the experiments including resources evaluated with less than three input tags. As we could expect, we obtain lower F scores (Table 7) . In average, all methods have a decrease in F of 0.154 ( p 0.01 ) and 0.141 ( p 0.01 ) for Freesound and Flickr1M datasets, respectively. This confirms our initial observation that content-based methods might be more suited to recommend tags to scarcely labeled resources. In Figure 9 we have plotted average F as a function of the number of input tags and the number of deleted tags for the RankP@0.15 method (using the Freesound dataset). This plot is useful to understand in which range of the number of input tags and number of deleted tags the recommendation performs better. As it can be observed, the optimum conditions for high F are found with 5 or more input tags and 6 or less deleted tags, meaning that the recommendation needs a few input tags to effectively aggregate and select candidates and not many tags to predict. Nevertheless, the fact that F is way above the random baseline of Tables 4 and 5 emphasizes that, even outside the optimum conditions, the proposed methods are still useful to some extent. Figure 7 . Histogram of the difference between the number of recommended tags and the number of deleted tags ∆ Γ for Similarity-based (a) and Rank-based (b) tag recommendation methods using Freesound dataset. Qualitatively similar results were obtained with Flickr1M. Figure 8 . Average number of recommended tags | | Γ R as a function of the number of input tags | | Γ I and the number of deleted tags | | Γ D , for method RankST, Freesound dataset. 
Using Alternative Similarity Measures
As it has been explained in the evaluation methodology, all previously reported experiments have been performed using cosine similarity as the similarity measure for Step 1 of the tag recommendation scheme. In this subsection we repeat the evaluation for the best scoring methods in Freesound and Flickr1M datasets, but now using Jaccard and tag co-occurrence as similarity measures (Table 8 ). In both datasets and for all methods, cosine similarity is the metric that obtains higher F , with an average increase of 0.009 ( p 0.01 , Freesound) and 0.053 ( p 0.01 , Flickr1M) respect to Jaccard, and 0.086 ( p 0.01 , Freesound) and 0.108 ( p 0.01 , Flickr1M) respect to tag co-occurrence. In the case of Freesound, we observe that the difference between cosine and Jaccard similarity is very small, and could be due to a marginal increase in the average number of recommended tags, thus lowering precision and getting a higher number of wrong recommendations. In Flickr1M the increase in the average number of recommended tags is more prominent, and so it is the decrease in F for the methods using Jaccard distance. We have observed that performing the same experiment with the Similarity-based counterparts of these methods (SimP@ α , SimST and SimLR) also leads to very similar results, with cosine similarity obtaining the highest F followed by Jaccard and tag co-occurrence. However, F differences among the different similarity measures tend to be slightly larger than these obtained with Rank-based methods. In order to understand the effect of N , the number of candidates per input tag (Step 1), we have performed a series of experiments with the best scoring methods for Freesound and Flickr1M datasets. Similarly to the general experiments described in the evaluation strategy, we have performed 10-fold cross validations for each one of the best scoring methods, giving different values to N . To speed up computation time, we limited the number of resources of each experiment to 10,000. The rest of the parameters have remained constant (input tags in the range of [3, 15] , using cosine similarity, and α = 0.15 or 0.10 for Freesound and Flickr1M, respectively). The results show that most of the methods achieve a local maxima in the range of N = [75, 150] , and then show a very slow decaying tendency ( Figure  10 ). In Freesound, RankP@0.15 and RankST are shown to be more constant, without a noticeable decay (standard deviation of 0.005 for both RankST and RankP in the range of N = [125, 400] ). These results suggest that after selecting a sufficient amount of N candidates for each input tag, the most relevant tags have already been selected, and increasing N does not have a big impact on the output of the recommendation as score values for the "extra" candidates are generally low. According to Figure 10 , for most of the methods, highest F-measure is obtained with N ≈ 125 , which is slightly higher than the value we used for our main experiments ( N =100). However, the average F-measure increase is less than 1% and significance tests fail with p ≈ 0.10 when comparing homologous methods with N = 100 and N = 125 .
Contribution of Each Step
Finally, we perform several experiments to evaluate the contribution of each step of the proposed tag recommendation scheme. For the best scoring methods (RankP, RankST and RankLR) and Freesound and Flickr1M datasets, we have repeated the 10-fold cross validations of the main experiments three times, replacing in each run one step of the recommendation system by a randomised version of itself. Figure 10 . Average F-measure F with different values of N for the best scoring recommendation methods in Freesound and Flickr1M (each experiment performed with 10,000 resources)
In the first run we have replaced Step 1 by a random version that, for each input tag, selects N random candidates from the whole vocabulary of the folksonomy (using N = 100 ). In the second run we have maintained Step 1 as in the original setting, but have replaced Step 2 by an alternative version that, after performing a Rank-based aggregation, detaches the score values from each candidate in Γ A , and randomly re-assigns them among the candidates. Finally, in the third run of the experiments, we have maintained Steps 1 and 2 as in the original setting but replaced the selection step by an alternative version that recommends the first K tags from Γ A (sorted by the scores of candidates), and determines K with a random number generator with the same distribution as the number of deleted tags (which according to the main experiments can be modelled as a normal distribution with µ = 1.92 and σ = 1.58 for Freesound, and µ = 2.32 and σ = 2.01 for Flickr1M). By applying the distribution of the number of deleted tags to the number of recommended tags, we optimize F scores as precision and recall errors are minimised when ∆ Γ ≈ 0 .
Runs 1 and 2 report very low F in both datasets (Table 9) . Run 3 obtains quite acceptable results, but with an average F decrease of 0.1270 ( p 0.01 , Freesound) and 0.1214 ( p 0.01 , Flickr1M) with respect to the normally working methods (without any randomisation). Hence run 3 is still far from the optimum recommendation of normally working methods ( Table 9 ). Given that Steps 1 and 2 are tightly coupled, failing in any of them has a very big impact on the final results. In the case of randomising Step 1, further steps can not effectively recommend tags as the original candidates are not relevant. When randomising
Step 2, although candidate tags obtained in Step 1 are relevant, the aggregation can not assign meaningful scores to the candidates and thus the selection step fails in selecting which tags to recommend. Finally, when randomising Step 3, although a meaningful list of candidates can be sorted with meaningful score values, the number of tags that is recommended for each resource is selected in a completely unrelated 
CONCLUSION AND DISCUSSION
In this work we have presented a general scheme for tag recommendation systems based on tag co-occurrence in folksonomies. This general scheme is composed of three steps for which we have proposed several different strategies.
Step 1, Getting candidate tags, selects a number of candidate tags for every input tag based on a tagtag similarity matrix derived from a folksonomy. Three variants of these step are given by the usage of alternative similarity measures.
Step 2, Aggregating candidate tags, assigns scores to the candidates from Step 1 and merges them all in a single list of candidate tags. For that step, we have proposed two strategies which differ in the way scores are assigned. Finally, Step 3, Selecting which tags to recommend, automatically selects the candidates that will be part of the final recommendation by determining a threshold and filtering out those candidates whose score is below the threshold. For that last step we have described four strategies of different complexity levels. From the combination of these strategies, we have proposed eight tag recommendation methods and deeply evaluated them with two real-world datasets coming from two independent collaborative tagging systems: Freesound and Flickr1M. The simplicity of the described methods makes them suitable for dealing with large-scale datasets such as the ones we have used here. The most computationally expensive operation in the recommendation process is the sparse matrix multiplication performed to derive the similarity matrix, which can be done offline. Moreover, the described tag recommendation methods are easily adaptable to any other collaborative tagging system featuring a narrow folksonomy, as recommendation is solely based on tag co-occurrence information regardless of the type of resources for which tags are being recommended. Evidence for supporting this statement can be directly extracted from the qualitatively similar results achieved with the two distinct datasets employed here. We also compared our methods with simpler baselines and two state-of-the-art methods described in the literature, and analysed the effects of several parameter configurations. Our exhaustive evaluation shows that the proposed methods can effectively recommend relevant tags given a set of input tags and a folksonomy embedding tag co-occurrence information.
An interesting aspect of the proposed tag recommendation scheme is the step focused on automatically selecting which tags to recommend given a list of candidates. Among the four strategies we have proposed, three of them have been shown to effectively choose relevant tags for the recommendation and significantly improve the results (Percentage strategy, Statistical test strategy and Linear regression strategy). These three strategies reported similar results, though the good performance of the Statistical test and the Linear regression strategies is of special relevance as both can be considered parameter-free. We have also shown that scoring candidate tags using ranks instead of raw tag similarities statistically significantly increases the accuracy of the recommendations.
Much of the evaluation we have conducted is based on analysing the F-measure obtained after a tag prediction task. Although such systematic approach allows us to compare the different tag recommendation methods using a large number of resources, the results in terms of F-measure are probably much worse than what a user-based evaluation could have reported. To exemplify this observation, Table  10 shows a few examples of tag recommendations performed using the RankST method in the Freesound dataset. We have bolded the tags that are considered good recommendations under our evaluation framework. Notice however that many of the recommended tags which are not bolded could also be judged as meaningful recommendations if we actually listen to the sounds (Table 10) . Moreover, our systematic evaluation does not take into account other aspects of the recommended tags such as their semantic context or their informational value in the folksonomy. We think that future research should consider these kind of aspects, and tag recommendation systems should include domain-specific knowledge to provide more meaningful recommendations.
Constructing better tag recommendation systems yielding more useful tag descriptions of online resources would allow improved organisation, browsing and reuse of online content. But not only that. In the literature on social and semantic web there have been many discussions regarding the relevance and value of folksonomies compared to ontologies and vice versa (Shirky, 2005; Mika, 2007; Gruber, 2007; Al-Khalifa & Davis, 2007) . In some cases, both concepts appear as opposed approaches for bottom-up (folksonomies) or top-down (ontologies) knowledge sharing. However, many authors coincide in that both approaches can coexist and reciprocally benefit from each other. In this direction, many studies have been performed around the idea of extracting structured knowledge from folksonomies (Limpens, Gandon, & Buffa, 2009 ). We too believe that folksonomies are a powerful tool from which relevant structured knowledge can be gathered, and that they have to play a very important role in the semantic web. By using approaches such as the one we have presented here, more coherent and less noisy folksonomies can emerge and we can help leveraging their value as reliable sources for knowledge-mining and ontology-induction. with a dissertation on the spectral processing of musical sounds that is considered a key reference in the field. His research interests cover the understanding, modelling and generation of musical signals by computational means, with a balance between basic and applied research and approaches from both scientific/technological and humanistic/ artistic disciplines. Dr. Serra is very active in promoting initiatives in the field of Sound and Music Computing at the local and international levels, being involved in the editorial board of a number of journals and conferences and giving lectures on current and future challenges of the field. He has recently been awarded an Advanced Grant of the European Research Council to carry out the project CompMusic aimed at promoting multicultural approaches in music computing research.
