Correlation in the Ðtness landscape corresponding to an optimization problem can tell much about the landscapeÏs topology. It has previously been suggested that a long random walk is sufficient to gather this statistical information. In this paper we will show that Ðtness landscapes for constrained optimization problems are statistically anisotropic. This means a single random walk over this type of landscape is insufficient for determining correlation.
Introduction
There has been considerable recent interest in using algorithms based on population genetics to search for optimal solutions to difficult combinatorial optimization problems. Perhaps the best known of these are the genetic algorithms. Implicit is the idea that the set of all possible solutions can be thought of as a collection of genotypes in an abstract sequence space where each distinct genotype represents a unique solution. Genotypes are considered neighbors in this sequence space if they di †er by a single mutation (i.e., only a single problem parameter has been altered). Associated with each genotype is a real number which is a measure of Ðtness where a high Ðtness value signiÐes a high quality solution. The sequence space and Ðtness values taken together form a Ðtness landscape. Searching then becomes an evolutionary process which starts at one genotype and moves by some procedure, including mutation and selection, toward higher Ðt genotypes.
DeÐning an e †ective search operator for an evolutionary algorithm requires some knowledge of the Ðtness landscape topology [1] . Unfortunately, the sequence space of most optimization problems is extremely large which prohibits complete enumeration. Weinberger [2] suggested using a random walk to gather statistical information about the Ðtness landscape. Starting at some random genotype the g 0 , walk next visits a randomly chosen neighbor. Repeating this process produces a sequence of Ðtness values . . . . f 0 , f 1 , Weinberger assumed that since there is some underlying distribution of Ðtness values, a random walk in any direction is sufficient to gather statistics. The degree of correlation between two genotypes s steps apart in this random walk is ÈÈÈ ¤ E-mail : garry.greenwood=wmich.edu
given by the correlation function
where S É T means the expected value over all pairs s steps apart. If a high degree of correlation exists, then the landscape is ""smoothÏÏ in the sense that neighboring points di †er in Ðtness by only a small amount. Conversely, a low correlation means the landscape is ""ruggedÏÏ since neighboring points di †er markedly in Ðtness. Highly uncorrelated landscapes have a large number of local optima and any adaptive walk (i.e., a walk restricted to Ðtter neighbors) is likely to stop very quickly [1] . Most of this previous work presumes that the landscape is statistically isotropic. In other words, independent of where the random walk begins, the statistical information is invariant and only depends on genotype distance ; a sufficiently long walk in any direction will determine the correlation present in the landscape. This is analogous to gathering statistics from a single run of a stationary random process. Unfortunately, statistical isotropy is not valid for constrained combinatorial problems. In these problems the goal is to optimize an objective function subject to a set of parametric constraints. Genotypes are considered feasible if and only if they do not violate any of the constraints.
Discussion
Let S denote the Ðnite sequence space of a combinatorial optimization problem and let F U S deÐne the feasible region. (For unconstrained optimization problem F \ S.) An objective function f is deÐned on S such that f : g ] R where g ½ F. The general combinatorial optimization problem is to Ðnd the genotype g* ½ F such that f (g*) P f (g) for all g ½ F but (We are assuming a g D g*. maximization problem in order to maintain a consistency with the concept of Ðtness.)
One of the most popular methods of handling infeasibility in an evolutionary search process is through the use of an external penalty function [3] . This penalty function artiÐ-cially decreases a genotypeÏs Ðtness if constraints are violated. That is, Ðtness(g) \ The penalty for infeasibility is often quite severe so that there is a low probability of survival. The key point here is that an otherwise smooth Ðtness landscape can now have numerous ""sinkholesÏÏ of extremely low Ðtness corresponding to infeasible genotypes. It is important to emphasize that these sinkholes are not isolated points. Indeed, sinkholes are typically entire subregions of the Ðtness landscape.
Gf(g)
These sinkholes destroy any notion of an underlying distribution which could be used to assign Ðtness values since the true Ðtness is artiÐcially decreased for infeasible genotypes. Consequently, the correlation present in the landscape can di †er dramatically depending on where the initial starting point of a random walk is located. This is shown in Fig. 1 where two random walks will discern a di †erent degree of correlation. Even repeating random walks from the same starting point can produce di †erent results depending on whether or not an infeasible region is traversed. Both adaptive and random walks on landscapes with infeasible regions are analogous to runs from a nonstationary random process ; statistics gathered from a single run will not be indicative of the true underlying correlation. Hence, landscapes with sinkholes are statistically anisotropic.
An example problem
To Ðx ideas consider a case of the maximum independent set problem which is known to be NP-complete. The problem is deÐned as follows. Let G \ (V , E) be an undirected graph where V is the set of N vertices and E is the set of edges. The objective is to Ðnd a set such that #i, VOE U V the edge Si, and is maximum. For j ½ VOE ,
jT ¾ E o VOE o example, Fig. 2 shows a graph where 4, 7, 9N is an VOE \ M2, independent set (though not maximal with respect to G) while 2, is infeasible because S2, 8T ½ E. 8 ½ VOE An encoding for this problem is a binary string . . . , (x 1 , where indicates the ith vertex is in Each bit in x N ) x i \ 1 VOE . the string can be interpreted as a gene and the entire bit string as a genotype. A neighboring genotype has the identical pattern of 1Ïs and 0Ïs except one bit position is Ñipped. Note that a particular genotype may be infeasible since it violates some constraint. For instance, the genotype could have and but Si, jT ½ E. The Ðtness of a genotype can be computed using a function suggested by Ba ck and Khuri [4] . An obvious Ðtness measure is given by the number of vertices in the independent set ; genotypes with a large number of 1Ïs are considered highly Ðt. Observe that neighboring genotypes di †er in Ðtness by^1. Hence (in the absence of sinkholes) a smooth correlated Ðtness landscape exists.
Let N \ o V o and deÐne 1N such that e ij ½ M0,
Then the Ðtness of a genotype is given by
The Ðrst term is the obvious Ðtness measure while the second term decreases the Ðtness by a penalty for every vertex such that Si, jT ½ E. This penalty term is what j ½ VOE creates sinkholes in the Ðtness landscape of the maximum independent set problem. For this particular problem these sinkholes can be quite deep. Indeed, while the Ðtness of a feasible genotype is strictly positive, the Ðtness of an infeasible genotype can be considerably less than zero.
As a test case two independent random walks of several thousand steps were conducted on the Ðtness landscape of a maximum independent set problem with N \ 24. The correlation R(s) was computed and the results are plotted in Fig.  3 . Observe that there is a marked di †erence in the correlation of the landscape beyond 10 steps despite the fact these two random walks began at the same initial point in the sequence space. This shows that any presumption of statistical isotropy is unfounded.
Final remarks
The purpose of reducing the Ðtness is to insure infeasible genotypes have a low probability of surviving in an evolu- Fig. 3 . Correlation determined by two independent random walks starting at the same point. Note that the plot is semi-logarithmic.
Are L andscapes for Constrained Optimization Problems Statistically Isotropic ? 323 tionary process. In this paper we have only considered static penalties where the depth of a sinkhole is solely a function of the constraint violations (i.e., the greater the violation, the greater the depth). There are, however, a number of other penalty methods that have been proposed [3] . SpeciÐcally, 1. Death penalty : infeasible genotypes are simply rejected.
2. Adaptive penalty : penalties are increased or decreased depending on the ratio of feasible to infeasible genotypes previously encountered in the search process.
3. Dynamic penalty : penalties are increased as the search time increases.
The death penalty method is just a variation of the static penalty method. It is implemented by simply assigning a Ðxed, extremely low Ðtness value to all infeasible genotypes regardless of the severity of the constraint violation. That is,
b should be of sufficient magnitude so that the genotype has a zero probability of surviving regardless of the survival criteria used in the evolutionary process. Moreover, all sinkholes will be of identical depth as opposed to the static penalty method where the depths can vary. The adaptive and dynamic penalty methods alter the penalty based upon feedback from the search process itself which makes the depth of a sinkhole time variant. Consequently, any underlying distribution of Ðtness values is from a non-stationary process which again makes the Ðtness landscape anisotropic. It is clear that statistically anisotropic landscapes are found in a broad range of constrained optimization problems.
We should expect the Ðtness landscape for constrained optimization problems to be moderately uncorrelated as the sinkholes increase the number of local optima. As a consequence, adaptive walks in anisotropic landscapes will tend to be rather short and provide little useful information. Even long random walks can give inconsistent results depending on how frequently they encounter and traverse sinkholes. One possible means of estimating the correlation would be to conduct a large number of random walks so that correlation is determined from an ensemble. Alternatively, a series of random walks starting at distinct points could be conducted. By restricting each walk to within a small neighborhood of its starting point, correlation could be at least locally determined. The overall ruggedness of the landscape could then be formed from a composite of these local correlations.
Finally, we have assumed that the optimization problem was a maximization problem. These same concepts apply equally as well to minimization problems since min [
The recent observation of BoseÈEinstein Condensation (BEC) in ultracold trapped alkali gases [1È3] have created a wave of renewed interest in this phenomenon. BEC is a purely quantum statistical phase transition, which is characterized by a macroscopic population of the ground state below the transition point Experiments on BEC demon-T c . strated that below (about a few microkelvin), several T c thousand atoms are found in the ground state. Because the gases are dilute, in most textbooks of statistical mechanics, e.g. [4] , the theory of BEC is formulated for noninteracting bosons in a three-dimensional box. This treatment has been extended to power-law potentials by de Groot [5] , Bagnato et al. [6] who found that the transition temperatures and the speciÐc heat depend on the shape of the potentials. BEC in one-and two-dimensional systems is only possible for sufficiently conÐning potentials [7È9]. All these investigations are based on the use of the thermodynamic limit and the assumption that the ground state energy was negligible. However, recent BEC experiments on alkali gases were performed with Ðnite numbers of particles [1È3] . For these relatively low numbers (about 109), the e †ects caused by the above approximation are nonvanishing.
In this paper, we study BEC in anisotropic harmonic oscillator potentials, because this kind of potentials is a good approximation to the recent BEC experiments. We will derive analytical expressions of the density of states for a system of a Ðnite number of particles in an anisotropic harmonic oscillator potential, a direct application of this result to study BEC of atoms trapped in anisotropic harmonic oscillator potentials is given, meanwhile the e †ect of the nonvanishing ground state energy on BEC of atomic gases in trap potentials is evaluated. We indeed Ðnd marked differences from the usual treatments : the transition point is shifted toward lower temperatures by the trap potentials, the speciÐc heat below the onset of condensation is no longer proportional to T 3@2, the e †ect of the ground energy is nonvanishing, and the interactions between the atoms increase or decrease the transition temperature, according to whether the scattering length is negative or positive.
In order to express the density of states for a system of ultracold atoms trapped in a potential, we consider a range of parameters describing the BEC of atoms [3] . The potentials for the centre-of-mass motion of a single atom in the ground electronic state can be approximated as a threedimensional anisotropic harmonic oscillator potential with frequencies in the y, z and u y \ 235, u z \ 410, u x \ 745 Hz x directions, respectively. Because the trap potential forms a Ðnite barrier, there are several thousand energy levels within the trap. In these several thousands of energy levels about 109 sodium atoms are distributed, therefore, it is too low a number to use the thermodynamic limit. Nevertheless, the Ðnite number e †ects on BEC can be discussed in many ways [10, 11] . In this paper, we discuss the Ðnite number e †ects using the density-of-state approach [12] . The energy eigenvalues for an atom trapped in an anisotropic oscillator potential read
Under real experimental conditions the temperature is high on the scale of the trap level spacing, namely, k B T ? +u i (i \ x, y, z). Therefore, within the canonical ensemble, the partition function
of such a system without interactions can be expanded as follows :
with
where, is the Boltzmann constant, and the con- 
This expansion cannot contain the terms Er with r being negative or non-integer, since they become zero after comparison with the direct calculation given by eq. (3). Substituting eq. (7) into eq. (6), one can easily Ðnd :
Comparison of eq. (8) with the direct calculation (3) shows that
There is an additional constant term in the density of b 0 states in comparison with the result of Grossmann [12] . As we see below, this additional term will result in a shift of the transition point. Now, let us consider a system of N noninteracting bosons such that the population of a state with energy is
Here, we set the statistical weights corresponding to the state k stands for the chemical potential, which is E i , g i \ 1. determined by the constraint that the total number of particles in the system is N :
Around the transition point, is a good approxk^e 0 imation with error and denote the ground state 1/n 0 (e 0 n 0 energy and ground state population, respectively). Using the density-of-state approximation [10] , eq. (10) can be rewritten as follows :
Here, we single out the ground state population because n 0 , we are interested in BEC where the ground state plays a key role.
denotes the population of all the other states with n min energies below for the case of particles trapped in a E min , cavity with volume N \ L3, takes a value which is at E min least 400h2/8ML2 [10] to avoid the error of converting from sum to integral. Using eq. (7), we can obtain that
where C(n) and f(n) denote the Gamma funcj \ E min /e 0 , tion and the RiemannÏs zeta function, respectively. The ground state population can be determined by the n 0 E min -part of the r.h.s. of eq. (13), because remains independent n 0 unchanged when the parameter is varied. Thus, we E min have :
The Ðrst two terms in eq. (14) are just the results in the thermodynamic limit [6] , whereas the last two terms are direct corrections of the Ðnite number e †ects. The corrections depend on the ground state energy and the shape of e 0 the trap potentials.
If one introduces a temperature
which denotes the critical temperature of an inÐnite number atoms trapped in anisotropic oscillator potentials [6] , then the critical temperature for a Ðnite number of atoms T c takes the form
The last term in square brackets is negative, since Hence, for a Ðnite number of atoms trapped (e 0 /k B T c 0) > 1. in anisotropic harmonic potentials, the temperature at which the BEC occurs is lower than
To measure this T c 0 . e †ects is in reach of current experiments [1È3]. Equation (16) demonstrates that the tighter the conÐnement (larger the lower the critical temperature. u x , u y , u z ), Generally speaking, the speciÐc heat is more interesting from the experimental point of view, since the lowtemperature behavior of the speciÐc heat is generally c V treated as the hallmark of onset of BEC. It is well known that the speciÐc heat can be derived from the internal energy, which is expressed by
The Ðrst term on the right-hand side is the ground state energy, the second term stands for the energy of the other state below the third term denotes the energy of the E min , states above Substituting eq. (7) into eq. (17), one E min . easily Ðnds
The j-dependent terms can be dropped, because j appears only in the higher order terms [10] . In term, the speciÐc T c 0 heat below is given by
The last two terms on the right-hand side are caused by the Ðnite number of atoms e †ect. It is thus absent in the thermodynamic limit [6] . At the onset of BEC, the relative importance of the three distributions is about in all current experiments 1 : N~4@3a 2 4@3a 1 : N~4@3a 2 5@3a 0 , on BEC of atomic alkali gases, the number of atoms trapped in a potential is at least 104, the frequency of the oscillator potential is taken to be about 0.5 ] 103 Hz, therefore, the last two terms in eq. (19) can be dropped and the T 3-law can be treated as a hallmark of the atomic BEC in harmonic oscillator potentials.
It is worth noting that there are not only e †ects due to the thermodynamic limit but also e †ects caused by the interactions between the atoms. In the end of this paper, we will discuss the e †ect of the interactions between the atoms on the transition temperature in details. The atoms contained in anisotropic oscillator potentials interact with one another through binary collisions, which are characterized by the s-wave scattering length a. Using the mean-Ðeld approximation, the interaction energy between the atoms is cn(r) proportional to the local density n(r) [6] . c denotes the interaction constant which depends only on the s-wave scattering length a at low temperature, c \ 2n+2a/M, where M is the mass of an atom. Under the local density approximation (LDA) [13] , the density of the gas is given by
where is the thermal de Broglie wavej \ +/J2nMk B T length. V (r) stands for the trapped potentials. The LDA is a good approximation when (i \ x, y, z) [14] . k B T ? +u i Because the gas is weakly interacting, n(r) can be expanded in powers of c. Retaining the Ðrst term, the density of states takes the form
In Ðrst order approximation, the e †ects of the interactions between the atoms are only to modify the parameter in the expression of o(E). The modiÐed results are equal to increasing or decreasing of the frequency for the light Ðeld used to trap the atoms, according to whether the scattering length is negative or positive. Following the above procedure, the transition temperature is given by
where was represented by eq. (15), stands for the T c 0 T c c/0 transition temperature for c \ 0. Equation (22) shows that if the scattering length is negative, is larger than As T c T c c/0. expected, the correction is proportional to the ratio In c/j 0 . most textbooks of statistical mechanics, the problem of BEC of imperfect Bose gases was discussed with the assumption that the scattering length a is positive. For alkali atoms, however, the problem is much more complex, since the molecular potential curves which can typically support many bound states are not known precisely. Some of the atoms (e.g. cesium) are believed to have a positive a [15] , and others (e.g. lithium) to have a negative a [16] . In this paper we show that binary collisions with negative a increase the critical temperature. With the same procedure, we can derive the speciÐc heat below the critical temperature, the correction of the interactions between the atoms to the speciÐc heat is also proportional to c/j 0 . In conclusion, we have discussed the BEC of atomic gases trapped in anisotropic oscillator potentials, it was shown that corrections due to the e †ect of Ðnite atoms and the ground state energy are small, but observable. The transition point was shifted toward lower temperature in comparison with the case in the thermodynamic limit. The T 3-law for the low-temperature behavior of may still be c V used to detect the onset of BEC.
Introduction
It is well known the general analytical method for the stability problem of a magnetically conÐned plasma with arbitrary density when the Ðeld oscillations may be assumed potential [1] . However we are interested only in instability of short wavelength oscillations described by a geometrical optic approximation. Long wavelength oscillations, with wavelengths larger than the inhomogeneity size of a magnetically conÐned plasma, were studied in [2, 3] where instabilities of interest cannot be developed. In these papers only slow instabilities, stipulated by charged particles Larmor drift, were treated.
At the same time it is well known that in the presence of either real drift of charged carriers, stipulated by magnetic Ðeld line curvature (gravitational drift), or electron longitudinal drift (current in plasma), it is possible the development of fast instabilities with a phase velocity larger than the particle thermal velocity. They are known as Ñute (or gravitational) and current-convective instabilities where the spectrum for the collisionless plasma case in the geometrical optic approximation is given by [1] 
Here is the relative velocity of electron and ion u \ u e [ u i volume drift, and are longitudinal and azimuthal wave k z k y numbers a with frequency u. Moreover, it is assumed that the magnetic Ðeld is along the OZ axis and the plasma B 0 inhomogeneity is along OX and is the ion
If charged carriers drift is stipulated by the curvature of the magnetic Ðeld lines, then [1] 
where The quantity of is often
g eff called gravitational acceleration, stipulated by the magnetic Ðeld line curvature R. In this case
It is obvious that oscillations can be unstable if (L ln N)/ Lx [ 0 (curvature and inhomogeneity are opposite), where longitudinal wave numbers stabilize the instability. In the limit this instability is known as Ñute. k z \ 0 Current-convective instability has very similar nature and is caused by longitudinal current drift of electrons i.e.
In this case from (1) we obtain
It is obvious that instability may take place with any sign of (L ln N)/Lx if but with decreasing the stabilization k z D 0, k z of instability takes place.
Basic equation and mathematical treatment
Below, we will generalize the above results for the plasma layer case with thickness a and will be restricted to longwavelength oscillations with wavelengths larger than the inhomogeniety of the plasma boundary and in the presence of real drift of charged particles.
We begin from PoissonÏs equation for arbitrary inhomogeniety of plasma media conÐned by an external magnetic Ðeld [1] 
where the operator
acts on all quantities placed on its right side, and
is the well-known function connected with the error function. Equation (5) was obtained in the limit
Here and are the u La
)/(m a c) Langmuir and Larmor frequencies of a (a \ e, i) type particles respectively, is the thermal velocity, is the colliv Ta l a sion frequencies of a type particles, are longitudinal k z , k y and transverse wave numbers with frequency u.
Equation (5) is valid in all regions of the coordinate X, inside a plasma layer 0 O x O a as well as outside it (x P a, x O 0). Therefore it allows us to investigate the problem of Ñute and current-convective instabilities in a thin magnetically conÐned plasma layer.
In the cold plasma limit and relatively high frequency range in which the following inequalities hold
for simplicity we assume the magnetic Ðeld to be very strong and both electrons and ions are magnetized i.e. X e ? u, l e . It allows us to e †ectively simplify eq. (5). In bulk of plasma it may be reduced to the form
BH U.
Equation (9) is completed by boundary conditions on the surfaces x \ 0, x \ a derived by integrating it over an inÐ-nitely thin (in comparison with the wavelength) boundary layer near these surfaces. These boundary conditions take the form [4, 5] 
Assuming the solution of (9) to have the form
Substituting these solutions into the boundary conditions, we Ðnd the following dispersion relation
where
In thick layer limit, when o ia o ? 1, eq. (12) goes over to the dispersion relation for oscillations of semi-bounded plasma conÐned by a magnetic Ðeld corresponding to both plasma surfaces
In this case it is obvious that i2 [ 0. Another thing to pay attention to is the oddness of eq. (14) with respect to k y , which naturally causes the appearance of the odd power of Hence on the surface of the semi-bounded plasma u(k y ). there exists one-directional surface waves for which u(k y ) D It is characteristic only for plasma conÐned by u([k y ). magnetic Ðelds. In the model of mirror reÑection of carriers from an inÐnitely thin surface such an e †ect was not observed. In dense plasma, when from eq. (14) we u Li 2 ? X i2 , Ðnd the following spectrum for surface waves of a thick layer, under the condition that their phase veloca o k y o ? 1, ity is larger than both drift and thermal velocities of carriers [4, 5] u2
When the carrier volume drift is determined by the curvature of the magnetic Ðeld lines, from (2) and (14) we Ðnd
For collisionless plasma comparing (15) with (3) (l e > u) we notice that instead of the characteristic scale of plasma inhomogeneity in
Obviously only the surface waves, for which the curvature is positive are unstable. Moreover the Ðnite value of the longitudinal wave number as in case (3), plays a stabilizing k z , role. Since in the geometrical optics approximation it is assumed that we conclude that the increment of k y L 0 ? 1, Ñute instability (16) (when is larger than the short k z ] 0) wavelength ones.
In collisional plasma the second term will be (l e ? u) important if u \ 0 and it introduces Maxwell relaxation of the density of charged carriers in thick a layer of a dense plasma.
An analogical situation takes place for plasma with current i.e. when
In this case from (14) u e \ u p OZ, u i \ 0. we Ðnd [4, 5] u2 \^ky
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Here also is changed to
plasma the oscillations will be stabilized (l e > u) by increasing only spiral perturbations elongated along k z , the magnetic Ðeld are unstable. Moreover since we k y L 0 ? 1 again conclude that long-wavelength modes have larger increments than short wavelength ones. In collisional plasma with the stabilizing e †ect is dissipative. (l e ? u) With decreasing layer thickness a and in the limit a o i o > 1 the one-directedness of waves completely disappear. In this limit eq. (12) takes the form [4, 5] (
This equation, in contrast to (16) , is even with respect to k y . This means that in the considered limit two one-direction waves on the opposite layer surfaces combine and as a result one-directedness disappears. In the second order with respect to a o i o > 1 it weakly appears. Supposing k y 2 ? k z 2 and eq. (18) may as a result be reduced to u Li 2 ? X i 2,
One of roots of this equation corresponds to unstable oscillations and is strongly simpliÐed for Ñute oscil-(k z ] 0) lation modes and will have the following form
Comparing (20) with (17), we notice that in thin plasma layers when there exist surface waves with growth k z \ 0 rate depending on the thickness a if o k y o a \ 2) i 2/u Li 2 > 1. Moving to current convective instability in the collisionless limit we get the simple expression [4] (l e > u)
Here we see the decrease of the growth rate of currentconvective instabilities in thin plasma layers in comparison with the growth rate of such modes in thick layers. If i.e. in a collisional plasma layer, from eq. (19) (l e ? u), we get the spectrum [4, 5] 
Here upper case corresponds to the Ðrst spectrum of (23), that shows the unchangeable character of current convective instabilities strongly elongated along the Ðeld when we move from collisional plasma to the collisionalless one. Moreover (23) shows that instability in this limit is dissipative and it is positive for longitudinal conductivity
Discussion
At the end we brieÑy discuss the possibility of manifestation of current-convective instability, as considered above, in experiments [6] . For explaining these experiments, investigations [2, 3] were realized. We must remind the reader that in experiment [6] a thin plasma layer with thickness a O 1 mm was created by a low energy electron beam (with energy O1 keV and density in a heavy gas n b^1 011 cm~3) with M^200 É 10~24 g (Xe) under the pressure P 01 0~3 torr. The average radius of the beam and consequently the plasma layer is i.e. and the layer is r p^1 cm, r p ? a assumed to be plane. The gas was completely ionized at ten microseconds After that the beam was (n max \^1013 cm~3). turned o † and the plasma was disintegrated at ten microseconds. The whole system is placed under a strong longitudinal magnetic Ðeld with a strength of 20 kGauss and the wavelength is 25 cm.
In [2, 3] the azimuthal inhomogeneity of plasma layers, observed in experiments [6] , is explained by growing drift instability in the stage of disintegrating without current plasma. In spite of quite convincing accordance of theoretical estimates with observed facts in experiments it has not been clear whether current-convective instability could be developed in the plasma production stage.
To answer to this question we remind the reader that current-convective instability develops when
In experiments
Therefore, obviously X i^2 É 106 s~1 . k z u1 08 s~1 and the inequality trivially does not hold. X i ? k z u Consequently, the development of current-convective instability should not be expected in the stage of plasma creation and it remains the explanation, given in [2, 3] , only. On the other hand, the current-convective instability with increment (23) can be developed in the mentioned experiments if
The temperature and density of the l e B k z u. plasma must be measured with high accuracy to see if this instability can be developed [5] . In addition we note that in stronger magnetic Ðeld (up to 50 kGauss) and longer systems (up to to which modern relativistic L A P 100 cm), plasma microwave electronics leads, the danger of development of current-convective instability is real.
The X-ray Characteristic L-Spectrum of Sn, Emitted by Metallic

Introduction
The energy of the inner-shell transition of an electron in a single-ionized atom depends on the state of outer-shell electrons. That is the reason for the so-called chemical shifts of X-ray characteristic spectral lines, and up to now a lot of experiments dealing with the changes in X-ray spectra of particular elements in di †erent chemical bonds have been carried out [1] . For the same reason we should expect, that the X-ray spectra of free atoms will di †er from those emitted by solid state. The experimental study of X-ray spectra of free atoms is much less developed. Only few special publications, dealing with this problem can be found (see, e.g., [2] ).
Special interest in the X-ray spectra of free atoms arises in connection to use them for reference purposes. The main part of the information on wavelengths of characteristic X-ray lines is available only for the solid state of the emitting element [3] . Nevertheless, sometimes it is necessary to know the wavelengths of characteristic lines of free atoms for energy calibration of X-ray spectra of multiply charged ions [4] . More general interest to study X-ray spectra of vapours may be connected with the problems of X-ray wavelength standards. In the range of accuracy dj/ j + 10~6 [ 10~7, which is available now through X-ray interferometry [5] , the emitted wavelength can be sensitive to small admixtures in the particular piece of metal used for the anode of the X-ray tube, while the radiation of free atoms is totally free from any type of chemical shift.
The present work continues the investigations [6] where a simple method of detection of X-ray spectra of metallic vapours was proposed and the K X-ray spectrum of Fe was studied. The idea was to use an intense electron beam for the evaporation of metals and at the same time for the excitation of the metallic vapour. The vapour spectra are compared with the conventional solid state spectra, emitted by an X-ray tube. Now this technique is applied to the study of the spectrum of another type È L-spectrum, emitted by transitions of inner-shell electrons with changes of the main quantum number of 2È3 and 2È4. The Sn atom was chosen as an element under investigation.
The experimental procedure
The scheme of the experiment is shown in Fig. 1 . There are two main parts of the set up : the spectral source unit and spectroscopic unit. The source unit contains an electron gun and target, made from the metal under investigation. The Pierce-type electron gun can operate in two regimes, which allow to have two modes of spectral source È (a) free atom spectra mode and (b) solid state spectra mode. In source mode (a) the electron gun produces a convergent beam (energy 9 keV, current 15 mA), focused on the surface of the target (focus diameter about 0.5 mm). The power density of the beam is high enough for evaporation of the target, and itÏs energy is sufficient to produce L-shell vacancies in Sn atoms. Pulsed mode with pulse durations of 0.15 s, one pulse per 20 s, ensures moderate rate of erosion of the Sn target. Another regime of gun operation is used for the mode (b) of the spectral source. Here the gun is used as a cathode of the X-ray tube with constant current 0.2 mA, the target can not melt and serves as an anode. This is achieved by the lowering of the gun heating current. The target itself can be moved in the vertical direction a distance of about 1 mm (see Fig. 1 ), itÏs position 2 is used in (a) source mode, and position 1 È in (b) source mode.
The spectral unit is constructed as an X-ray monochromator with curved crystal and an entrance slit (0.1 mm width, 0.5 mm height) on the Rowland circle [7] . An X-ray gas Ðlled proportional photon counter is used for the detection of the radiation (see Fig. 1 ). A quartz crystal with a 2d spacing of and radius of curvature 6.68 Ó R \ 580 [ 640 mm for di †erent lines was used as dispersion element. The principle of the monochromator is the following : if the central ray (slit È midpoint of the crystal) satisÐes the Bragg condition j \ 2d sin r (r is the sliding angle in the midpoint of the crystal), practically the whole surface of the crystal takes part in the reÑection of radiation with given wavelength j. The spectral scanning is produced by the motion of the unit with curved crystal and photon counter in such a way, that the entrance slit e †ectively moves along the Rowland circle (see Fig. 1 ). The advantage of this scheme is the possibility of the usage of the detector without spatial resolution, which just detects all the quanta reÑected by the surface of the crystal. We need a relatively narrow spectral range in the vicinity of the line under investigation (about and it allows to get high efficiency of 10 mÓ), the spectrometer unit [7] . The ratio of distances slit-crystal and slit-beam is 60, it makes the transverse size of the electron beam large enough (0.5 mm) to produce X-rays going from the entrance slit in such a solid angle, that they cover the whole surface of the crystal.
The total experimental procedure includes three steps. The Ðrst step is obtaining reference lines from the solid target. The current of the electron gun is 0.2 mA, the target can not be melted by the beam (mode (b) of the spectral source). The vertical position of the target corresponds to the anode spot just in front of the entrance slit (position 1 in Fig. 1) . The reference spectrum of X-ray lines from solid state is scanned. At the second step È mode (a) of the spectral source, the beam melts the target and produces vapour. The target is shifted down a distance 1È1.5 mm (position 2 in Fig. 1 ) and now a cloud of exited vapour is in front of the entrance slit. The X-rays emitted by the surface of the target are screened and can not reach the crystal and the photon counter. X-ray radiation excited by the electron beam in the vapour reaches the surface of the crystal and thus we can scan the spectrum of free atoms. Third step È control scanning of the reference lines from the solid target, as it was done in the Ðrst step. Fig. 2ÈFig. 5 . One can see, that free atom lines are shifted to the short wavelength side. The change of the position of the maximum of each line was measured. The position of the maximum is deÐned by means of Ðtting of the upper part of the line proÐle (several points with levels of j i intensity higher than half maximum) by a quadratic parabola
The results of measurements
The total accuracy of mea-
. surement was adopted as a square sum of the statistical accuracy and half of the shift of maximum of reference lines, obtained on the Ðrst and on the third steps of the experimental procedure. The results of the shift measurements are given in Table I . Most likely, the main part of the line shifts is connected with the shift of the upper level of the particular transition. Then it is possible to see, that deeper M-levels have a tendency to be shifted less (Fig. 6) .
The spectra of and lines are given in Fig. 7 and L b15 L c1 Fig. 8 . These spectra show the short wavelength structure in the case of free atoms. Corresponding solid state spectral Table I . T he shifts of the maximusm of the X-ray characteristic L -lines of Sn emitted by metallic vapour (v) with respect to lines emitted by solid state (s) 
Discussion of the results
One of the most dangerous sources of systematic errors is the possible presence of ions in the vapour. The removing of outer-shell electrons cause shifts of the characteristic X-ray lines [8] . It was mentioned [6] , that the visible spectrum of Fig. 8 . The X-ray spectra of Sn left axis-metal, right axis-vapour L c1 : (circles).
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Fe vapour (it was also excited by the same electron beam) contains lines belonging mostly to neutral atoms, and on distances from the target of 1 mm and more one can see only transitions from the lowest excited conÐgurations of neutral Fe. It is also possible to make simple estimations, showing that the admixture of ions is negligible in our case. The velocity of Sn atoms in the vapour can be estimated as v \ 2 AE 104 cm/s (T about 600 ¡K). Until reaching the detection volume of the vapour cloud, the evaporated atom spends a certain time, t \ L /v, in the volume of the electron beam (where L is the distance from the surface of target to the midpoint of the entrance slit, it is about 2 mm) and t \ 10~5 s. The ionization cross section of an outer shell electron by 9 keV electrons of the beam can reach 10~18 cm2. Taking into account the electron beam density (B5 AE 1019 1/(s AE cm2)) we can get the mean ionization time as 2 AE 10~2 s. The ratio gives an estit ion t/t ion \ 0.5 AE 10~3 mate of possible ion admixture. Due to possible ion trapping by the space charge of the beam the ion number in the volume of the beam can not be higher, than it is necessary for neutralization of the beam space charge. Such ion density in our case is 5 AE 109 cm~3. The density of the emitting vapour atoms, estimated from the value of the absolute X-ray Ñux, is 1013È1014 cm~3, so this e †ect can not inÑuence the present results either.
Conclusion
The main result of the present work are the measured shifts of wavelengths of characteristic X-ray L-lines of free atoms of Sn with respect to those emitted by solid state (Table I) . The measurements allow to use free atom spectral lines as reference lines with the accuracy dj/j + 10~5. The structure of and lines emitted by free atoms, (which corre-L b15 L c1 sponds to short wavelength asymmetrical wings of these lines in solid state spectra), can be of interest for theoretical interpretation. The measured values of M-level shifts (Fig. 6 ) can also be of interest for the calculations of electron band structure of solid state for strong coupling case. The technique, used in the present work, can be useful for the problems of X-ray wavelength standards.
Introduction
This paper reports new results for the doubly excited states of Na-like copper associated with di †erent transitions including both radiative and non-radiative processes from conÐgurations 1s22s2p53lnl@ (n \ 1) . Studies of the 1s22s2p53lnl@ conÐgurations in the Na-like sequence are of continuous interest from both the experimental and theoretical points of view. Experimentally, they are studied by photon emission and Auger spectroscopy. To our knowledge, the Ðrst measurements of 3sÈ2p transition in Na-like Cu was done by (2p63s 2S 1@2 È2p53s2 2P 3@2 ) Feldman and Cohen in 1967 [1] using photon emission spectroscopy. By using a low-inductance vacuum-spark between electrodes which were made from the elements under investigation, the lines of highly ionized elements (TiÈCu) have been recorded in the range. The 10 ÓÈ30 Ó transition in Cu 1s22s2p53s3p 4D7@2È1s22s22p53s3d 4G 9@2 XIX was observed by the beam-foil technique [2] . The identiÐcation of this transition was based on the Na-like isoelectronic study (SVIÈCuXIX) of the di †erence in wavenumbers between experimental values and theoretical predictions by Cowan code [3] . Recently, X-ray spectra of Na-like Cu were presented in papers [4È7]. Spectra of multiply charged copper ions produced in X-pinch plasma were observed by Mingaleev et al. [4] . A fast-optics Johann spectrograph and detection with spatial resolution were used to measure these spectra both in hot, dense plasma and in relatively cold recombining plasma expanding outward from a ""hot spotÏÏ. A 100 ns eximer laser-produced copper plasma was used in the work [5] to investigate the Na-like Cu n \ 4-2 satellite emission in a higher density and lower temperature regime than in paper [4] . X-ray spectra of Na-like Cu were also obtained by using a pulsed-laser plasma source with various duration and pulse shapes [6, 7] . IdentiÐcation of spectra were made by using the DiracÈFock method (YODA code [8] ). Auger electron emission from Na-like Cu ions excited in collisions of 170 keV Cu XXI on He was reported in the paper by Hutton et al. [9] . The dominant spectral structures were due to Auger decay of states with 1s22s22p53l3l@ conÐgurations in Cu XIX. Special attention was paid to the metastable level which was studied in 1s22s22p53s3p 4D 7@2 detail and the absolute energy of this level was measured.
A detailed theoretical study of the doubly excited states of Na-like ions was done only for ions associated with the 1s22s22p53l3l@ conÐgurations [6, 8, 9] . Energies, collision strengths and oscillator strengths for the Ðne structure transitions involving 1s22s22p63lÈ1s22s22p53l@3lA and 1s22s22p63lÈ1s22s2p63l@3lA in Na-like ions with nuclear charge number 22 O Z O 62 were calculated in paper [10] . The values of the energy and mixing coefficients were obtained by the Cowan code using a scalar factor of (Z-3.9)/Z. In the paper by Chen [11] , Auger and radiative transition energies and rates were calculated for 18 ions with atomic numbers in the range 18 O Z O 92 using the multiconÐguration DiracÈFock method. It should be noted that the Tables in [11] include the numerical results only for levels with the 1s22s22p53s2 and 1s22s22p53s3p conÐgu-rations and ions with Z \ 18, 22 and 26. The wave-lengths, radiative transition rates, Auger rates, satellite intensity factor, and Ñuorescence yields were presented in paper [8] for dielectronic satellites of 14 neon-like ions (Ar8`ÈW64`) including the 1s22s22p63lÈ1s22s22p53l@3lA and 1s22s22p63lÈ 1s22s2p63l@3lA transitions. The calculations of these data were based on multiconÐguration relativistic bound states and distorted-wave Dirac continuum for the electron (YODA code). It should be noted that the results for Na-like Cu were presented only in paper [8] .
The present paper is devoted to theoretical calculation of energy levels, radiative transition probabilities and autoionization rates for CuXIX including 1s22s22p53lnl@ (n \ 3 [ 8, l@ O n [ 1) and 1s22s2p63lnl@ (n \ 3 [ 4, l@ O n [ 1) doubly excited states. This study was performed using the multiconÐgurational HartreeÈFock method (Cowan code). The contribution of relativistic e †ects was discussed in comparison with the data obtained by the multi-conÐgurational DiracÈFock method (YODA code). The application of these theoretical data to experimental spectra obtained by Physica Scripta 57 double-electron capture in slow ion-atom collisions is discussed.
Energy levels, radiative transition probabilities and autoionization rates
We carried out detailed calculations of radiative transition probabilities and autoionization rates for the doubly excited states including the 1s22s22p53lnl@ and 1s22s2p63lnl@ (n \ 3, 4) conÐgurations. The atomic energy levels, radiative transition probabilities and autoionization rates were calculated by the Cowan code [3] . It was found (see, for example, Pindzola et al. [12] ) that using this code, one could obtain good agreement with experimental energies by scaling the electrostatic Slater parameters using a di †erent factor (0.80 in paper [12] and 0.85 in our case) to make a correction due to correlation e †ects. It should be noted that all the levels including the 1s22s22p53lnl@ and 1s22s2p63lnl@ conÐgurations are located above only one threshold : 1s22s22p6. As a result we calculated autoionizing rates by using the following processes :
where the orbital quantum number lA \ s, d, g, i for even parity and lA \ p, f, h, k for odd parity states. The value of 9  2s22p53s4d  10  2s22p53s4f  10  2s22p53p4p  11  2s22p53p4s  11  2s22p53p4f  12  2s22p53p4d  12  2s22p53d4s  13  2s22p53d4p  13  2s22p53d4d  14  2s22p53d4f  14  2s2p63s4p  15  2s2p63s4s  15  2s2p63s4f  16  2s2p63s4d  16  2s2p63p4s  17  2s2p63p4p  17  2s2p63p4d  18  2s2p63p4f  18  2s2p63d4p  19  2s2p63d4s  19  2s2p63d4f  20  2s2p63d4d an energy was chosen as an average value among the 1s22s22p53lnl@ doubly excited states and was equal to 27.6 Ry.
The theoretical results of our calculations are given in Tables IIÈIV. In all these Tables column (1) is relevant to the name of the conÐguration, column (2) to the intermediate coupling momentum term deÐned by column L 0 S 0 , (3) to the L S and column (4) to the J quantum numbers of the level. All others columns show theoretical results. Table  II lists the energies relative to the ground state and weighted radiative rates for odd parity levels of the 1s22s22p53lnl@ gA r and 1s22s2p63lnl@ conÐgurations. This Table is organized by increasing energy values within each conÐguration. ConÐgu-rations are also ordered according to the energy increase. We have compared our data calculated by Cowan code including di †erent number of conÐgurations and di †erent scaling parameters. Data in columns ""aÏÏ and ""bÏÏ were obtained by including only the 1s22s22p53lnl@ and 1s22s2p63lnl@ conÐgurations, but the data in ""aÏÏ are ab initio data (scaling parameter equal to 1) and data in ""bÏÏ are done with a scaling parameter equal to 0.85. We can see that the di †erence between two values for the energy is^10 000È 25 000 cm~1 for levels of the conÐguration 2s22p53p2. It should be noted that the scaling parameter is an input parameter in the multiconÐguration HartreeÈFock method (MCHF) implemented in Cowan code to take into account correlation e †ects since the ab initio MCHF method includes correlation e †ects only partially (see [3] ). This difference in results given in columns ""aÏÏ and ""bÏÏ shows that correlation e †ects are particularly important for Na-like doubly excited states. Sometimes the order of energies is different in the two columns (see an asterisk for such levels). Column ""dÏÏ represents data obtained by YODA code. We can see that energy values given in this column di †er for some levels by 10 000È30 000 cm~1 when compared to data in column ""cÏÏ. This di †erence can be explained by the inÑu-ence of correlation e †ects, since the YODA code is one version of ab initio MDHF methods. Data given in column ""cÏÏ were obtained using Cowan code with a scaling parameter of 0.85 and with an inclusion of the 1s22s22p53l4l@ and 1s22s2p63l4l@ conÐgurations. Let us note that the inÑuence of upper conÐgurations on the data for lower conÐgurations is not very strong. This conclusion can be conÐrmed by results given in Table II . Data in column ""cÏÏ were obtained by including 44 and 45 conÐgurations of odd and even parity, respectively, 1s22s22p63lnl@
. From comparison of values given in columns ""bÏÏ and ""cÏÏ of Table II it is seen, that the di †erence in energy values is 1000 cm~1. Also the values of in gA r columns ""bÏÏ and ""cÏÏ agree much better. in s~1) , and branching ratios for Na-like Cu, calculated by Cowan È a and Y ODA È b codes Table III . Continued range 1011È1014 s~1 and a deviation of results obtained by the two di †erent methods is not larger than 2 times. It should be noted that data in column ""aÏÏ were obtained by including 44 and 45 conÐgurations of odd and even parity, respectively, 1s22s22p63lnl@
. That can explain the di †erence in results given in columns ""aÏÏ and ""bÏÏ. The same conclusion can be made analysing the data for Table III lists A r . branching ratios for level of 1s22s22p53l3l@ and 1s22s2p63l3l@ conÐgurations calculated by the Cowan code including the above mentioned conÐgurations.
Tables IV lists the Auger energies the weighted sum E A , of radiative transition probabilities autoionization gA r , rates and branching ratios for levels originating from A a , 1s22s22p53l4l@ and 1s22s2p63l4l@ conÐgurations. There is a total of 776 levels for 24 conÐgurations of even (12) and odd (12) parity. As we discussed above Auger spectra should include levels with largest values of non-radiative decays For such levels the branching ratios are (A a [ 1013 s~1). about 1 since the radiative rate is about 1012 s~1 (see Table  IV ). Let us note that the levels of the 1s22s22p53l4l@ and 1s22s2p63l4l@ conÐgurations are in the region of 600È920 eV and are partially overlapped with the corresponding levels from the 1s22s22p53l3l@ and 1s22s2p63l3l@ conÐgurations which are in the region 280È650 eV. The largest values of ([1014 s~1) are observed for 3 levels from A a the 1s22s22p53l4l@ conÐgurations : 2s22p53p4p(1S) 2P 1@2 
IdentiÐcations of spectra
Results of our new identiÐcation of the Auger spectrum of Na-like Cu [9] are given in Fig. 1 and Table V . Auger spectra of Na-like Si, Ar, Ti, Sc, Fe and Cu ions were pre- Fig. 1 . Auger spectra produced by F-like Fe17`(a) and Cu20`(b) colliding on He.
T heoretical Analysis of the Doubly Excited 3lnl States of Sodiumlike Copper 343 sented in [9] to perform an isoelectronic study of doubleelectron capture processes in slow multicharged ion-atom collisions. The main idea of the paper [9] was to analyse some general trends in these spectra, however no detailed identiÐcation was given. The Auger spectrum of Na-like Fe was identiÐed and studied in detail elsewhere [13È15] . In this paper we have identiÐed the Auger spectrum of Na-like Cu following Cu20`] He collisions. In Fig. 1 the Auger spectrum of Na-like Cu is shown together with the spectrum of Na-like Fe. The present identiÐcation of Na-like Cu was based on our theoretical results, obtained by Cowan and YODA codes. Moreover, due to the common trends in these two spectra a similar identiÐcation as for the Na-like Fe spectra (see [13È15] ) has been used. Thus unambiguous identiÐcation of peak ""1ÏÏ arises from the 2s22p53s2 2P 3@2 level. This level is well separated from the other levels. It should be noted that and are almost equal for this gA r A a level. Also the identiÐcation of the most intense peak ""3ÏÏ, assigned to the metastable level seems to 2s22p53s3p 4D 7@2 , be reasonable since the transition from this level can be observed for a few other Na-like ions [9] . Moreover, peaks ""4ÏÏ and ""5ÏÏ have been assigned to the levels with two di †erent intermediate terms (1P 2s22p53s3p 2S 1@2 and 3P). In addition, four levels associated with the 2s22p53p2 conÐguration can be assigned to peak ""6ÏÏ, namely since the (3P)2D 3@2
, (1D)2D 5@2 , (3P)4P 1@2 , (3P)4D 7@2 , branching ratios for these levels are almost equal to 1. To identify peaks ""7ÏÏ and ""8ÏÏ in the same way, we have chosen the transitions originating from the level 2s22p53s3d (for peak ""7ÏÏ) and from levels 2s22p53p2 (3P)4P 1@2 2s22p53s3d (for peak ""8ÏÏ) with the (3P)4D 1@2 , ( 3P)4P 3@2 largest values of branching ratio. Furthermore, we have identiÐed peak ""9ÏÏ arising from the metastable level and the levels and 2s22p53s3d 4F 9@2 2s22p53s3d 4P 5@2 while there energies are very close to the 2s22p53s3d 4F 7@2 , energy of this metastable level. Peak ""10ÏÏ has been identiÐed as transitions owing to the levels and 2s22p53s3d 4D 1@2 Moreover, the level is 2s22p53s3d 2F 7@2 . 2 s 22p53s3d 2P 3@2 expected to contribute to this peak too. We have divided peak ""AÏÏ (see [13] ) into 5 parts :
(408.6 eV), (411.0 eV), A 1 A 2 (415.7 eV), (417.6 eV), and (419.2 eV). We used the A 3 A 4 A 5 levels belonging to the 2s22p53p3d conÐguration to describe this peak. Finally, some levels of the 2s22p53d2 conÐgu-ration (see Table V ) are assigned to the peaks ""C1ÏÏ and ""C2ÏÏ (see [13] ).
In conclusion, our comprehensive calculations will be useful for the interpretation and designing of new experiments and will shed more light on understanding of complex collision proceses, in particular double-electron transfer involving multicharged ions.
