temperature, on the other hand, is not influenced by external factors, more accurately reflects temperature of the vital organs, and is the preferred mode of measurement in the critically ill (3) .
The optimal site of core temperature measurement is considered to be the pulmonary artery (PA) (4, 5) , the routine use being limited by invasiveness, which restricts any ICU application to those patients requiring PA catheterization. Other modes of core temperature measurement include esophageal temperature measurement using a purposedesigned thermistor probe (6, 7) and rectal temperature measurement by means of a thermistor probe deep in the rectum (3, 8) . In the last few decades, there has been considerable interest in infrared ear-based thermometry, a method based on the principle of radiation of infrared energy by the tympanic membrane in proportion to its temperature. The speed, ease of use, and noninvasiveness has recommended its widespread application. Although commonly referred to as tympanic thermometry, it is quite different from direct tympanic thermometry (7, 9) , a "good index of core temperature" (10) , in which measurements are made using direct contact on the tympanic membrane by an electronic probe (10) . A number of studies (4, 5, (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) have compared the various modes of thermometry (including axillary readings) with inconsistent results; the "best" method still being considered a "continuing question" (10) . The majority of these studies have focused on the agreement (or lack thereof) between PA (core) temperature measurements and other modes using the method of differences, as recommended by Bland and Altman (21, 22) . Three studies have further addressed the question of reliability (reproducibility) of different measurements (4, 13, 19) ; one study extended the observation time to 32 hrs (19), and three (4, 13, 14) also assessed confounding of temperature measurement by potential covariates. The patient subject number in these studies varied from 13 (20) to 128 (17) and the observer number from 2 (13) to 153 (11) . Thus, any assessment of the continuing question of temperature measurement must address study and implicit patient heterogeneity.
There has recently been a renaissance of modeling approaches to the question of method comparison data, as opposed to more simple graphical and descriptive methods. These modeling approaches (23) (24) (25) (26) , adopted by Giuliano et al. (4) , have used variance component analysis (27) to deal with the dual questions of reliability and agreement and to formally integrate covariate confounding into the (regression) analysis.
The current study, using a large number of both patients (n ϭ 110) and onduty clinical nurse observers (n ϭ 90), with patient temperature recordings extending up to 5 days beyond ICU admission, explored the performance of four patient temperature measurement modes (pulmonary, ear-based tympanic, urinary, and axillary) to address the following questions: 1) what was the agreement between and repeatability of each method, using pulmonary temperatures as the "gold standard," 2) which covariates modified the performance of temperature measurements, and 3) what inferences were afforded by the different methods of analysis? In addressing these questions, we also sought to situate the current popular ear-based tympanic mode of temperature measurement and to reflect on untoward clinical consequences of potential bias in temperature measurement.
METHODS
Patients. All patients admitted to the ICU of a tertiary referral, university-affiliated hospital in Australia during a 7-month period were eligible for inclusion into the trial. Exclusion criteria were patients of Ͻ18 yrs of age, patients not willing to participate in the trial, and patients for whom insertion or reinsertion of a urinary catheter was not clinically indicated. This study was approved by the hospital's Ethics of Human Research Committee, and informed consent was obtained from the patient or the patient's closest relative.
Temperature Measurements. Bilateral tympanic and axillary temperatures were measured and recorded by nursing staff every 4 hrs for the first 72 hrs and then every 6 hrs for an additional 48 hrs. Temperature-sensing urinary or PA catheters were inserted when clinically indicated. Bilateral axillary temperatures were measured concurrently using glass mercury thermometers (Livingstone AS2190-1978 C), placed at the specified times and a reading taken after 5 mins. Ear-based temperatures were measured at the same time using Sherwood Medical First Temp (Nippon Sherwood Medical Industries, Tokyo, Japan) in both ears (degrees centigrade), using the "core" mode. The ear-tug method was used to straighten the external auditory canal by pulling the pinna in an upward and backward direction. A nursing in-service education was undertaken before commencement of the study to ensure uniformity in technique. For the purposes of further description in this study, "tympanic" temperature refers to infrared ear-based thermometry, unless otherwise specified. Urinary bladder temperatures were measured with a thermistor Foley catheter (Bard temperature-sensing urinary catheter, Bard Medical, Convington, GA) that was connected to the Spacelab monitor (Issaquah, WA) for continuous temperature measurements. Baxter PA catheters (Baxter Healthcare Corporation, Irvine, CA) were inserted when clinically indicated (for example, in patients with shock, requiring close monitoring of inotrope effect, or in patients admitted from surgical procedures with in situ PA catheters), their positions checked by chest radiography, and continuous temperature measurements were recorded. Temperatures at various time periods were recorded from single measurements. Ambient temperatures were measured twice daily (Digi-thermo; Actrol Ply Ltd, Blackburn, Victoria, Australia) to ensure that an ambient temperature in the ICU was maintained between 21°C and 22°C.
Demographic particulars were collected from all patients. In addition, information on ventilation, hemodynamics, and inotropic and sedative/analgesic agents were also recorded; level of sedation was scored: 0 (awake, no sedation), 1 (mild sedation, occasionally drowsy, easy to arouse), 2 (moderate sedation, often drowsy, easy to arouse), and 3 (severe sedation, somnolent, difficult to arouse), after Macintyre and Ready (28) , and considered as an ordinal variable for analysis.
Statistical Analysis. 1. For pooled analysis of paired measurements, patient data were aggregated for each temperature measurement mode. The accuracy of the various temperature modes (tympanic [average of both ears], urine, and axillary [average of both sides]) was determined by the agreement (or lack thereof) with the "reference" PA temperature. Indices of agreement were also calculated for all other temperature mode combinations.
A. Using the method of differences, the Bland-Altman approach (21, 22) , which is a data-scale assessment of agreement (29) with the "underlying" model formulated as a twoway analysis of variance (24) , the following were calculated/generated: i. Mean difference, standard (that is, PA) vs. test (equivalent to "fixed bias" or "offset") and 95% limits of agreement.
ii. The Bradley-Blackwood (30) omnibus test for mean values (bias) and variances (precision); nonsignificance implied concordance.
iii. Graphical display of difference (d i ) vs. mean, standard vs. test (ȳ i ), not the difference against standard method (22) . The plot was used to inspect whether d i and its variance was constant as a function of the average (ȳ i ), via the correlation of the difference vs. the average (equivalent to "proportional bias"); a value near zero implied concordance. In the presence of substantive correlation, temperature was log transformed, as recommended (21) .
iv. As pointed out by Ludbrook (31, 32) , fixed bias may be confounded by proportional bias using the method of differences, and separate agreement assessments were therefore generated using Deming regression, which assumes, for linear regression of method y vs. method x, measurement errors for both methods, as opposed to the dependent variable only for ordinary least-square regression (33) (34) (35) . Deming regression was formulated as: y ϭ ␣ ϩ ␤x, with fixed bias indicated by the regression intercept (test of ␣ ϭ 0) and proportional bias indicated by the regression slope parameter (test of ␤ ϭ 1).
B. Lin concordance correlation coefficient (CCC ϭ c ) (36, 37) (a parametric relationship-scale approach) was also calculated (29) for each comparison. The Pearson correlation coefficient () implies that data from two variables (y and x) with perfect correlation (r ϭ 1) lies on a straight line, which, however, may not pass through the origin or have a slope equal to unity. The CCC compares agreement between two sets of measurement by assessing the variation from the 45-degree line through the origin, the line of perfect concordance ( c ϭ 1 Ϫ [expected squared perpendicular deviation from 45-degree line/expected squared perpendicular deviation from 45-degree line when y and x are uncorrelated] (25)). Thus, c may be considered as a product of precision () and a bias-correction factor, C b , a measure of accuracy, and Ϫ1 Յ c Յ 1.
i. Muller and Buttner (38) and Dunn (25) consider that the CCC has "similarities" to the intraclass correlation coefficient (ICC) and is analogous to Cohen kappa statistic (for assessment of agreement between categorical ratings). The ICC, a measure of observer reliability (ranging from 0, no agreement, to ϩ1, perfect agreement) is defined as the ratio of the variance of interest (there are various ICCs) to the total variance (39, 40) . The simplest reliability (R) design derives from the one-way random effect analysis of variance (one-way nested variance components model) (26) , Y ϭ u ϩ s ϩ e (measurements Y, "bias" u, subject effect s and [independent] random measurement error e); and
where s 2 and e s are the corresponding variance estimates, whose sum is the variance of Y. "Optimal" levels of reliability have been suggested for an ICC of 0.7-0.75 (41, 42) . With respect to the current context of temperature measurement, the ICC may be thought to reflect the "'closeness' of observations on the same subject relative to the closeness of observations on different subjects" (43) .
ii. Similarly, Carrasco and Jover (23) have demonstrated that the ICC and the CCC are "the same measure of agreement estimated in two ways: by the variance components procedure and by the moment method," with observers as fixed effects. The propriety of the ICC in agreement studies has been questioned (44), but there is no consensus on this question (45) .
C. The Lin and Bland-Altman approaches are complementary, indicating agreement (or lack of) on two different scales (29) , and both assume (bivariate) normality of the data. Although described only 3 yrs after the approach of Bland-Altman, Lin CCC is "not very customary," but it has found recent endorsement (39, 46) and full implementation in general statistical software (29) .
i. Normality of the distributions of the individual temperature modes was assessed graphically using kernel density plots (47) . The kernel density plot is a modification of the histogram (a "smoothed" histogram), where densities are the continuous analogues of proportions (derivatives of the cumulative distribution function, so that areas under the density function read off as probabilities). The data are divided into intervals (which may overlap), and estimates of the density at the interval centres are produced; the "kernel" is the function (a number are available) that weights the observations by the distance from the center of the interval.
2. Regression modeling using variance components of a linear mixed model (48) . The model incorporated the different temperature measurement modes and potential modifying covariates as fixed effects, which "capture the influence of explanatory variables on the mean structure, exactly as in the standard linear model" (26) . Patients, temperature measurement methods, and (clinical nurse) observers also entered as nested random effects (or levels), and random coefficients for time were allowed at the patient level (that is, individual patient "time slopes"); estimates of randomeffects variables are expressed as standard deviations (that is, square-root of the variance). For each measurement mode, temperature over time was visualized graphically using a nonparametric multivariable scatterplot smoother (49) . Potential heteroscedasticity, increase in variance with increase in temperature, was explored and appropriate compensation was made where indicated. Normality of residuals was assessed graphically. Multicollinearity was assessed using the variance inflation and condition number indices; where variance inflation of Ͻ10 and condition number less than "30 or more" are desirable (50) . Competing models were adjudged by likelihood ratio tests and information criteria (51) .
A. ICCs for various pairs of responses were calculated from the particular random effect variance components (patient, method, observers, and residual measurement error) of the linear mixed model (40, 52) , in particular: between measurements for the same method on the same subject, between measurements for the same method on the same subject by the same observer, for measurements with different methods on the same subject, for measurements with different methods on the same subject by the same observer, and test-retest reliability of each method.
3. Stata (version 9.1 SE, 2005, StataCorp, College Station, TX) and S-PLUS (version 7, 2005, Insightful Corporation, Seattle, WA) statistical software was used.
RESULTS
During the study period, 421 patients were admitted to the ICU; 110 patients with temperature-sensing urinary catheters (n ϭ 92) or PA catheters (n ϭ 41) were enrolled. Insertion of temperaturesensing urinary catheters was not clinically indicated in 305 patients who already had urinary catheters in place at admission to the ICU or did not require one, three patients were unwilling to participate, and data were incomplete for three patients. The mean (SD) age of the study cohort was 64.6 (15.9) yrs, with mean (SD) Acute Physiology and Chronic Health Evaluation (APACHE) II score of 25.1 (8.7). Baseline characteristics of the patients are summarized in Table 1 . A total of 2,165 tympanic, 2,118 axillary, 1,761 urinary, and 659 PA temperature measurements were recorded. Overall data are summarized in Table 2 , and assessments of normality of temperature mode distributions via kernel density plots are seen in Figure 1 . All temperature distributions were approximately normally distributed with a degree of (left) skewness and kurtosis.
Pooled Analysis. The relationship between PA and other modes of tempera- ture measurement was formally assessed across the entire temperature range (Table 3) and graphically displayed in the Bland-Altman panel plots of Figure 2 , all displayed on the same scale. Tympanic temperatures showed only modest concordance with PA (p c ϭ 0.77), urinary (p c ϭ 0.69), and axillary (p c ϭ 0.76) temperatures. Although the average difference of PA vs. urinary temperature was small at Ϫ0.05, with a good concordance (p c ϭ 0.92), there was a modest correlation between the average difference and the mean, reflected in a significant fixed and proportional bias via Deming regression. PA-axillary comparisons performed surprisingly well across the agreement indices, with an offset that was comparable with that of PA-tympanic. The modest degree of correlation, difference vs. mean ( Table 2 , column "Correlation AVD Mean"), displayed by the (dash-dot) regression line in Figure 2 panels of PA vs. urinary, urinary vs. axillary, and tympanic vs. axillary temperature modes, was indicative of the proportional bias also identified by Deming regression. These relationships were not materially influenced by log-transformation of temperature, except for the proportional bias in the urinary-axillary comparison (Table  3) . For each of the six comparisons, the hypothesis of joint equality of mean values and variances (Bradley-Blackwood test (30)) was rejected.
Linear Mixed Model. The results of the regression modeling of temperature modes for the full data set are seen in Table 4 . Figure 3 , in which overall (mean) temperature profiles for each temperature mode were seen to be relatively stable. No disquieting heteroscedasticity was identified, and there was no multicollinearity (variance inflation, 1.1; condition number, 6.2). The fixed-effect comparisons between the temperature modes were, perhaps not surprisingly, consistent with those of the pooled comparisons (Table 3) , both in magnitude and direction of difference. For both models, no statistical difference was demonstrated between the coefficient of effect for urinary temperature measurement and PA. The covariate associations were minimal (age) to modest (dialysis) in magnitude, with a negative relationship of age, sedation, and dialysis with temperature. The sedation "effect" (comparison with no sedation) seemed to be linear in its increments. Minimal to mild quadratic temperature associations were evident with adrenaline (dose ranges up to 80 g/min) and dobutamine Table 5 for both models; testretest reliability of the methods was acceptable.
DISCUSSION
The current investigation compared four modes of temperature measurement in the critically ill, using PA temperature as the comparator, and contrasted two approaches to the assessment of agreement between these different measurement modes. The principal findings were the lack of difference between PA and urinary temperatures compared with PA and tympanic, the significant effect of covariates on temperature, and the relatively modest ICCs for response pairs.
Studies of Temperature Measurement Modes. As noted in the introduction to this article, a number of studies have addressed the comparison of temperature measurement modes, with a variable fo- (53) . However, a study on cardiac surgery patients showed that rapid changes in core temperatures (as measured by PA catheter) resulted in a lagging behind of other temperatures (notably rectal and tympanic); only esophageal measurements in this context closely approximated changes in pulmonary temperatures (54) . Urinary temperatures were not measured in this study. Giuliano et al. (4), comparing a single set of 102 pulmonary with 102 tympanic and oral temperature measurements in 102 ICU patients, observed mean (SD) differences between PA and tympanic temperatures of 0.11°C (0.57°C), although tympanic measurements were associated with the greatest variability. Serial measurements of temperature were not undertaken, and the cohort did not include hypothermic and hyperthermic subjects. In a subsequent study by the same group (15), up to three sets of data (812 measurements) were collected from 72 subjects. The primary objective of their study was to demonstrate that oral measurements had less variability than tympanic measurements when compared with measurements obtained via a pulmonary catheter. Although only 47 of 203 data points were outside the tolerance region for oral cath- Unstructured, unstructured error correlation structure; estimate, parameter point estimate; 95% CI, lower and upper 95% confidence interval; PA, pulmonary artery temperature; age, age (centered) in years; SD, standard deviation of the random effects for each nested level; SD (time), standard deviation of the random patient-time slopes; SD (intercept), standard deviation (square-root of the variance) of the intercept parameters for patient, method, and observer random effects, which are formulated from a normal distribution with mean centered at zero; residual, residual error; sedation score, levels 1, 2, and 3 compared with 0 (see "METHODS" section).
For models with same n ϭ 6,298, likelihood ratio test favored model 2 vs. model 1. p Ͻ .0001. The scale of the parameters was degrees centigrade. The inotrope effect (adrenaline and dobutamine) was per unit (g) increase in dose.
eters, 75 of 203 data points were outside the tolerance region for tympanic measurements. They also observed that the degree of variability was less for febrile patients as compared with afebrile patients. Again, the major limitation, identified by the authors, was the absence of markedly hypothermic patients.
The conclusion to be drawn from this review is the uncertain status of tympanic measurement as a valid estimate of core temperature, as reflected by PA recordings. In the current study, using the method of differences, the optimal temperature gradient was that of PA-urinary (average difference, Ϫ0.052; 95% LOA, Ϫ0.69, 0.59), which was also reflected in the CCC estimate of 0.92 and the coefficient estimate (0.018, compared with PA) from the linear mixed model (Table 4) . Similar results with respect to PA-urinary temperature differences have been noted (5, 12, 16, 18) . This being said, all pooled temperature comparisons rejected the joint hypothesis of equal mean values (bias) and variances (precision). Thus, inference regarding the "optimum" temperature comparison (in the current study, PA-urinary) as being necessarily applicable to other samples of subjects must also be limited, a point consistently reiterated by Dunn (25, 33, 55) ; similar cautions seem applicable to the results of the studies surveyed above. Furthermore, the current study was unable to address any effect of performance variation between, for example, different infrared earthermometry models, in which circuit algorithms presumably differ.
The relatively poor performance of tympanic measurements in this study may have reflected a number of factors. First, in alterations of regional blood flow accompanying critical illness, tympanic membranes may behave as an extension of the skin or the mucous membrane in the critically ill, and the peripheral vasoconstriction that occurs with inotropes and some forms of shock may occur in the tympanic membrane. Second, Amoateng-Adjepong et al. (11) reported greater variability of readings when tympanic measurements were performed by nurses in routine clinical practice. Before commencement of the current study, inservice education was undertaken, although "training" may have little impact on the performance of tympanic temperature measurement (56) . Third, no specific detailed examination of the ears was undertaken during the study to rule out local factors in the ear (e.g., cerumen, perforation) that may have influenced tympanic temperature measurements.
Although the agreement indices for PA-axillary measurements compared surprisingly well with those of PA-tympanic (Table 3) , there may have been an intrinsic bias in the axillary measurements due to the limitation of time (5 mins) after which these temperatures were recorded. Erickson and Meyer recorded times of 3-13 mins for axillary temperatures (electronic thermometer) to reach maximum (54% at 8 mins and 94% at 12 mins) (14) . Furthermore, there is obvious limitation of application of PA-axillary measurements to jurisdictions where glass mercury thermometers are unavailable.
Confounding Factors. In the three studies (4, 13, 14) that addressed the question of covariate effect, no significant confounding influences were demonstrated. However, only Giuliano et al. (4) used a methodology comparable with that of the current study, which also had the advantage of a considerably larger number of observations. This latter point has again been stressed by Dunn and Roberts (33) , who have suggested minimum sample sizes of Ն200. The negative associations with temperature of age, sedation score, and the presence of dialysis were intuitively reasonable. The lack of effect of mechanical ventilation, with the requirement for initial sedation, was somewhat surprising, although Erickson and Meyer (14) reported confounding between oral temperatures only and mechanical ventilation. With respect to the presence of inotropic agents, these "effects" may have been surrogates for the complex interplay between patient temperature and pathophysiology and the dose-dependent ␣ and ␤ effects (comprising both vasoconstriction and vasodilatation and thermogenesis) of both inotropic agents (adrenaline being prescribed at much higher rates). In the absence of significant interaction of covariate effects with temperature measurement modes, the former may be general associations of temperature in the critically ill, with no implied directional causality.
Categorization of temperature measurements into different ranges has been attempted to study the performance of measurement modes on temperature range, a strategy which is equivalent to the formal assessment of proportional bias. Erickson and Kirklin (13) observed that the "accuracy" of each of the methods (tympanic, bladder, oral and axillary) "varied with the level[s] . . . [seven] . . . of pulmonary artery temperature," with axillary temperatures being "highly variable." In a subsequent study (14) , with temperatures categorized into four ranges, similar differences were found, but the PA-tympanic temperature difference was significant with only one of the tested instruments. Although seemingly reasonable from a clinical point of view (20) , such a strategy is problematic: 1) shorter analytic ranges are known to lead to reduced values of any correlation coefficient (44) , the magnitude of correlation coefficients being dependent on the extent of the analytic range, imprecision, and inaccuracy (systematic bias) (46, 57) ; 2) in general, cut-point analyses are associated with an increase in type 1 error, overestimation of effect at each of the cut-point levels, and the conceptual problem of sudden marked changes in effect at the various levels (58); and 3) as pointed out by Bland and Altman, plotting the difference (or bias) against the standard (the procedure adopted in Erickson and Meyer (14) and Erickson and Kirklin (13), above), rather than the average of test and standard, will "show a relation, whether there is a true association between difference and magnitude or not" (22) . As opposed to these studies, we do not report performance indices based on categorization of temperatures.
Methodologic Concerns. Any statistical analysis must address the three components of agreement: the degree of linear relationship between (two) measurements, differences in mean values (location shift) and in variances (scale shift); the "more an individual measure addresses these three components, the better it evaluates agreement" (46) . The comprehensive analytic approach of the current study was similar to that of recent recommendations (59, 60) . We sought to extend graphical and summary measure techniques, " . . . often the end-point of methods for analysis in method comparison" (33) , with complementary approaches: a focus on both fixed and proportional bias, the use of the CCC and Deming regression, and the extension to regression modeling to formally incorporate covariate confounding. This being said, the basis for analysis via Bland-Altman plots, the CCC and Deming regression, that of "pooling" ("Statistical Analysis," 1, above), was problematic in that individual patient measurements were not independent. The linear mixed model, by definition, accommodated such dependency and was the apposite approach, although the inferences obtained from the "simple" approaches were generally consonant with those of the linear mixed model. Inconsistencies may be expected to attend this multiplicity of testing, in particular, that Deming regression suggested somewhat better performance of the PA-tympanic comparison than either the method of differences or the CCC and the uniform rejection of the joint hypothesis of equal mean values and variances by the Bradley-Blackwood test. Similarly, the degree of proportional bias identified in a number of comparisons in Table 3 was not reflected by the lack of heteroscedasticity in the regression analysis.
That the magnitude of the ICCs (Table  5) tended to approximate the lower range of "optimal" levels also deserves comment. First, as pointed out by Bland and Altman (44) , low values of the ICC may reflect low variability between subjects, not lack of agreement between methods. Second, the (mild) decrease in the ICCs with covariate adjustment reflected the decrease in variability produced by this adjustment (seen in Table 4 in the decrease of the "Patient, SD (intercept)" from 0.805 to 0.765), a finding similar to that of Carrasco and Jover (23) . Third, the regression model was explicitly formulated to examine sources of variability (33), with random effects for patients, methods, and observers. To this extent, it addressed a quite different question than the comparison of two (or more) specific methods, fundamental to the BlandAltman approach (45); rather, patients/ methods/observers were treated as random samples from populations. This assumption of "randomness" was "part of the hypothesis which is being tested" (61) and did not imply "strict" random sampling (62) . Fourth, no significant (fixed effect) temperature-time change was demonstrated, and an unstructured error correlation structure was employed; thus, the interpretation of the ICCs was that they represented the relative proportions of variability explained over the time period of the study. This may have been nonoptimal, and specific serial error correlation structures (for instance, the familiar autoregressive [AR1] correlation) may have been apposite. The problem with incorporating such a correlation structure is to explicate what was dependence (serial correlation) and what was a systematic effect (time as fixed effect). The inclusion of autocorrelation in the model would potentially attribute the systematic time effect (and therefore the test-retest reliability as defined) to dependence and, without further modification of the (mathematical) form of test-retest reliability, bias its calculation. This analytic issue was not pursued, although it was noted that Vangeneugden et al. (26) demonstrated a decline in reliability over time with repeated measurements using linear mixed model methodology and an exponential Gaussian serial process, with a complex derivation of reliability. Similarly, formally modeling the variance across the measurement methods (by allowing the variance to differ across the methods using the "varIdent" function in the S-PLUS linear mixed model module lme (48)) had statistical advantage (p Ͻ .001), with appreciably larger variances of the tympanic and urinary vs. axillary methods (with respect to the PA, fixed at 1) in both the unadjusted (tympanic, 1.44; urinary, 1.38; axillary, 1.06) and covariate-adjusted (tympanic, 1.51; urinary, 1.44; axillary, 1.11) models (Table 3 , "LOA"). Such decreased axillary temperature variability may have reflected lack of full equilibration (see "Studies of Temperature Measurement Modes," above), long-term staff familiarity, or rounding of values with a nonelectronic device.
However, the inference obtained from the ICCs was to question the reliance placed on (single) measurements of temperature over time obtained under clinical conditions in the critically ill. In this study, residual error variance (related to precision; see "Residual error" in Table 4 ) exceeded that of the observers (related to accuracy; see "Observer, SD (intercept)," Table 4) , and thus, "lack of agreement" was mainly due to lack of (measurement) precision (23) .
CONCLUSIONS
We would conclude that the place of tympanic membrane measurements as accurate reflections of core temperature in the critically ill is not established. The use of urinary catheters mandates urinary core measurements as the most reasonable alternative to PA core temperatures in critically ill patients. Linear mixed modeling of temperature profiles offers advantage in interpretation.
