In recent years, Weather Surveillance Radar-1988 Doppler base data have become available at substantially finer spatial resolution-i.e., 0.25 km  0.5º (0.25 km  1º for use in precipitation processing) versus the legacy 1 km  1º. Quantitative precipitation estimation (QPE) at this higher resolution may yield greater accuracy in the discretization of precipitation to delineated stream and river basins, in turn resulting in operational benefit in improved performance of hydrologic models and forecasting tools.
Introduction a. Background and motivation
During the first nearly twenty years of operation of the Weather Surveillance Radar-1988 Doppler (WSR-88D) system (a.k.a., NEXRAD), single-polarization base reflectivity data were provided from the radar data acquisition (RDA) unit to the radar products generator (RPG) computer at an effective spatial resolution of 1 km  1° (Fulton et al. 1998) . At the RPG, the legacy precipitation processing system (PPS) then derived quantitative precipitation estimation (QPE) products at this, or degraded, spatial resolutions [e.g., ~4  4 km 2 for the digital precipitation data array (DPA) product and 2 km  1° for the graphical products of 1-h precipitation (OHP) and storm-total precipitation (STP)]. The temporal resolution of the PPS QPE data was equivalent to that of the update period of the volume coverage pattern (VCP) or patterns in use during the precipitation eventtypically about 5 min, down to about 4 min in some VCPs.
Beginning with an enhancement introduced in the summer of 2008, base reflectivity data became available from the RDA to the RPG at eight times higher spatial resolution (i.e., 0.25 km  0.5°; termed super-resolution by Brown et al. 2005) . However, no operational PPS products were upgraded initially to this finer resolution, as the base reflectivity data were recombined in both the azimuthal and radial directions (i.e., 1 km  1°) prior to processing by the PPS. Then, beginning in 2011 with the upgrade of the WSR-88D system to dual-polarization (DP) capability (Ryzhkov et al. 2005) , DP-based QPE products (DP-QPE) became available from base data recombined only in the azimuthal direction (i.e., 0.25 km  1°), which is four times higher spatial resolution than the single polar-based PPS products (that still are available).
These developments lead to consideration of how the availability of substantially higher spatialresolution, radar-based QPE products might impact operational hydrologic models and forecasting tools. Intuitively, it may seem that higher resolution products-which more specifically, and assumedly more accurately, capture the precipitation characteristics at any particular location-would allow for greater refinement in the distribution of precipitation to delineated stream and river basins, subsequently resulting in improved accuracy in hydrologic forecasts. However, several factors may work counter to this presumed outcome. Base radar fields, such as reflectivity, have higher variances and are noisier when originally determined over smaller sampling volumes. Also, any relationship between enhanced resolution in the sampling of hydrometeors aloft and improved accuracy in the estimation of precipitation-perhaps several minutes later-at the ground below, as measured by verification devices such as rain gauges or disdrometers, may not be as clear as presumed. Sub-beam factors that could cause gauge-radar (G-R) discrepancies, such as advection, evaporation, and hydrometeor interactions might, on the whole, overwhelm any statistical differences that may have been present owing to sampling in the same location but at a different spatial resolution. For example, if one employs the WSR-88D assumptions for index of refraction (1.21) and mean radius of the earth (6371 km), the center of a 0.5° beam would be ~9.08 kft above ground level (AGL) at 150 km range. Assuming a terminal fall velocity of ~9 m s -1 for a medium-sized raindrop (~5 mm diameter ; Corbert 1974) , a drop falling from that height would take ~5 min to reach the ground, and if an average horizontal wind of 10 m s -1 were acting upon it, it would be advected laterally ~3 km during its descent. So, even if the radar were to detect precipitation aloft well, the likelihood that a surface-based gauge-presumed directly below the precipitation-would accurately reflect that estimate would be substantially reduced.
Furthermore, there were no changes in WSR-88D temporal surveillance strategies commensurate with the upgrade in spatial resolution; hence, sampling of individual locations in the surrounding atmosphere remained no more frequent than once every 4-5 min. The corresponding total dwell time of <1 sec h -1 over any one point alone could limit the effectiveness of any enhancement in spatial resolution.
Because the costs involved in supplying enhanced resolution QPE to the National Weather Service (NWS) hydrologic models and forecasting tools could be substantial-owing to the much larger data volumes and bandwidths having to be accommodated-the potential benefits of these higher spatial-resolution QPE data should be assessed. Because there was a long history of utilization of single-polarization-based QPE in NWS operations at the time this study began, and because DP-QPEs were newly available and some issues were still being worked out, all QPEs in this analysis were determined from the single-polarization methodology employed in the WSR-88D legacy PPS that is still in operational use today. And because of our interest in implications for NWS operations, all radar estimates were derived from base data sampled at the S-band (~10 cm) wavelength utilized by the WSR-88D national network.
b. Brief overview
The content of this paper is as follows: section 2 reviews earlier studies; section 3 contains a description of the study methodology; section 4 describes how we developed our G-R datasets including quality control (QC) measures applied; section 5 contains experimental results for the various situations and configurations of data analyzed, as well as some assessment of those results; section 6 provides an assessment of the statistical significance of the differences in the errors of the radar QPE, from the relatively fine to the relatively coarse spatial resolutions; section 6 also explores-from a theoretical perspective with practical examples-what limitations there may be in achieving improved accuracy in operational precipitation accumulation estimates from just an increase in the spatial resolution of available base data, without a commensurate increase in the temporal resolution of those data; and section 7 contains a summary of findings.
Previous studies
Even though numerous studies on radar QPE errors and correction methods have been published, only a portion of them deal directly with questions of variable horizontal aggregation of the radar observations. These include those of Habib and Krajewski (2002) and Gebremichael and Krajewski (2004) ; their primary focus was to assess radar-rainfall error characteristics as a function of spatial scale by comparison with correlation functions derived from high-density rain gauge networks. More recently, Knox and Anagnostou (2009) reported on the effects of interpolating high-resolution QPEs from an X-band radar unit to grids with mesh lengths varying from 300-5000 m, regarding grid-to-point gauge rainfall correlations. They reported that grid mesh length had only a minor effect on correlation statistics such as rainfall detection and root mean square error (RMSE) for accumulation periods from 15 to 60 min, though some improvement was evident for the finer grid mesh lengths. Potentially important differences between this study and ours are that all G-R correlation estimates were based on rain gauges less than 25 km from the radar in theirs, and the scanning frequency was 1 min-much less than the 4-5 min necessitated by general weather surveillance as carried out by the WSR-88D. Also, the Knox and Anagnostou study was based on light-to-moderate rainfall events, whereas ours contains numerous cases of rainfall rates >12.5 mm h -1 . In a study somewhat analogous to our own, Seo and Krajewski (2010) employed super-resolution data collected from two WSR-88D radars in Iowa during the mild-to-warm seasons of 2008-2009, recombined those data over five distinct spatial scales (0.5, 1, 2, 4, and 8 km) and two temporal periods (15 min and 1 h), and performed error variance analyses of radarestimated precipitation at those scales/periods against high-density rain gauge reports. They found that recombination reduced relative error standard deviations significantly (by 2-to 3-fold from the finest to the coarsest spatial resolution) at each temporal scale. However, they recombined their data in both the azimuthal and radial directions into various scaled versions of the Cartesian hydrologic rainfall analysis project (HRAP) grid projection, starting from true super-resolution at 0.25 km  0.5°, whereas we started with base data already recombined azimuthally to 1° and recombine it further only in the radial direction. In another study comparing super-resolution to legacy, Torres and Curtis (2006) found that halving the azimuthal resolution from 1° to 0.5° increased estimation errors by a factor of about 2.5, which is attributable to the reduced number of radar pulses contributing to the sample. This is not a factor in changing the sampling size in just the radial direction as the number of pulses remains the same; only the duration of integration of the returned signals changes. Hence, in our study, we would not expect to experience increases in base data estimation error variance with recombination to the same extent as in the Seo and Krajewski (2010) study.
Our study specifically endeavors to determine whether there may be a benefit to NWS hydrologic models and forecasts from the use of the new QPE at spatial resolutions below 1 km. This is particularly relevant as the NWS moves towards higher resolution hydrologic models.
Research approach and methodology
The methodology employed in this study is to (1) compute 1-h, single-polarization, S-band-based, QPEs for a set of discrete spatial resolutions, (2) match these against collocated, 1-h rain gauge reports from sufficiently dense networks, and, after undertaking several QC measures, (3) determine statistical results for the resultant set of G-R pairs. The discrete resolutions range from approximately that now used in DP-QPE products (0.25 km  1°) to approximately that of the legacy PPS (1 km  1°), with the successively coarser-resolution radar QPE fields determined from the finest resolution base data available by recombination of those data in the radial direction. Comparison of the radar QPE at the various resolutions against the gauges is undertaken in three phases of analysis, each involving a distinct configuration of the rain gauges within the radar umbrella, as explained below. Statistics for each combination of radar resolution against rain gauge configuration are then analyzed to assess the hypothesis that enhanced resolution radar data will yield greater accuracy in ground-based QPEs.
We have focused this study on the 1-h accumulation period because, while both shorter and longer accumulation periods are of interest in different aspects of hydrologic modeling, the 1-h period is crucial to multiple aspects of operational hydrologic prediction, such as G-R bias correction (Kitzmiller et al. 2013) . Furthermore, studies such as Wang and Wolff (2010) demonstrate that correlations between gauge and radar QPE decrease as accumulation periods become shorter, which suggests that interpretation of results would become more complicated if a shorter interval were studied.
In order to conduct this study, good datasets of both high-resolution reflectivity data from an S-band radar (WSR-88D or similar) and rain gauge reports from dense rain gauge networks, gathered simultaneously, had to be available. At the time our study began, the experimental WSR-88D at the National Severe Storms Laboratory (NSSL) in Norman, Oklahoma (KOUN), had been collecting super-resolution, dual-polarized, base moments for a few years prior, and was selected as one of our data sources. Coincident gauge reports were provided by the Oklahoma Climatological Survey Mesonet, with over 750 candidate G-R pairs found during the warm seasons of 2004 and 2005. However, because of the somewhat limited number of these G-R pairs, we selected as the primary radar data source the National Center for Atmospheric Research (NCAR)'s S-band, DP, Doppler radar (known as S-Pol) while it was located in the vicinity of Melbourne, Florida, during the summer of 1998 (Brandes et al. 1999 ). This radar returned moments with range-azimuth dimensions of 150 m  ~0.91° (which we averaged to 1°). VCPs varied, but the predominant periodicity over which scans were collected was ~5 min (i.e., comparable to that of the operational WSR-88D when precipitation is present). The S-Pol deployment was coincident with that of the National Aeronautics and Space Administration's dense (as closely spaced as 1 km) Tropical Rainfall Measurement Mission-Ground Validation (TRMM-GV) rain gauge network (Gebremichael and Krajewski 2004) . This simultaneous deployment was designed for the Texas-Florida Underflights (TEFLUN-B) experiment (Habib and Krajewski 2002) . Over 8900 suitable G-R pairs were found for our study within a 171-km umbrella of the S-Pol radar during the period 20 July-29 September 1998. Hourly rainfall estimates were determined at each of the following levels of aggregation: 150, 300, 450, 600, 750, and 900 m. These hourly radar QPEs were then compared in three phases of analysis with: 1) all individual, hourly gauge reports under the entire radar umbrella; 2) clusters (subsets) of more densely packed gauges covering areas <20 km 2 (representing multiple, small basins of theoretical stream networks); and 3) gaugeestimated, mean-areal precipitation (MAP) within the same clusters, over areas <20 km 2 . Note that the first analysis phase was applied to both the Florida and KOUN/Oklahoma Mesonet (2004 datasets (the latter at 250, 500, 750, and 1000 m) while the second and third phases were conducted on just the Florida dataset. The discussions in sections 4-7 (below) are focused primarily on the Florida dataset.
Before each of these analysis phases was conducted, we removed the long-term bias during the full data collection period by adjusting all the radar accumulations using a multiplicative bias-correction, defined as the ratio of gauge-mean to radar-mean accumulations among all qualifying pairs across all resolutions in the dataset (i.e., the inverse of the radar bias itself). Then, at each spatial resolution for the respective situations mentioned above, we determined the following statistics: (adjusted) mean radar accumulation; radar/gauge ratio (R/G); correlation coefficient (CC); mean absolute error (MAE); standard deviation (SD); and RMSE.
Data processing a) Development of the G-R pair datasets
Both the rain gauge reports and the radar-based QPEs were assembled for "clock hourly" blocks (i.e., beginning/ending at the top of an hour). This also matched the accumulation period of WSR-88D DPA products [i.e., those from the nearby Melbourne (KMLB) radar for the Florida study]. In order for a set of G-R pairs for a particular hour to be included in the sample for one of the respective analysis phases, either the gauge report or the radar estimate at just one of the spatial resolutions (six for Florida, four for Oklahoma) had to be nonzero. Note that by this methodology there was no preference toward either the gauge or radar values. In total, 8902 nonzero (hourly) G-R pair sets were found for the principal (Florida) dataset over 96 raining hours, while 754 such pair sets were found for the auxiliary (Oklahoma) dataset.
b) Rain gauge data and QC for the Florida dataset
Rain gauge data for the primary dataset were from the standard data product 2A56 of the TRMM-GV program, collected from the TRMM Satellite Validation Office (SVO)'s website (trmm-fc.gsfc. nasa.gov/trmm_gv). Data product 2A56 is a 1-min average rain-gauge rain rate, interpolated from tipping bucket rain gauge data. For every working rain gauge, rain rates were reported in mm h -1 for every minute in which the gauge registered measurable rainfall; these minute-by-minute accumulations were summed to yield the hourly amounts.
The distribution of gauges within a radius of 171 km from the S-Pol unit in Melbourne, Florida, is shown in Fig. 1 . The figure shows only the 125 gauges that were retained after QC procedures (explained below) were applied. Because our study dealt with the ability of the radar to represent small-scale spatial variability in rainfall, attention also was focused on several high-density gauge subnetworks ( Fig. 1) , with details of two such networks appearing in Fig. 2 . Several QC steps were performed before any given gauge's data would be used in the statistical analysis. The great-circle distance and azimuth from KMLB to each of the candidate gauges were computed based on their latitude/longitude, and the results compared to the analogous information provided in the header lines of the individual TRMM-GV gauge data files. In instances where the distances differed by more than 100 meters, the gauges were discarded.
In a second, subjective QC step, rain rates from gauges located near one another (i.e., in the same or adjacent ~4  4 km 2 HRAP grid boxes) were plotted simultaneously, in mirror-image fashion (one above and one below the horizontal axis), for the raining hours comprising the dataset, numbered successively. If periods of sharp discrepancy were observed, both traces would be compared against the trace of the DPA 1-h rainfall product for the corresponding hours from the WSR-88D KMLB radar in the same HRAP grid box. For example, among the gauges comprising the TFB0101 cluster, shown in Fig. 2 , TFB0112 and TFB0115 mirror each other closely during the first portion of the period 20 July 1998-29 September 1998, but diverge substantially thereafter, with the reports from TFB0115 appearing to have been shifted about 39 (sample) hours earlier. In Figs. 3 and 4, the two gauges are compared, respectively, against the corresponding DPA time series. It is evident that while TFB0112 matches the DPA product very well, TFB0115 only does so during the early hours, then reveals big differences after about time index 35. Hence, the latter portion of TFB0115, after 1400 UTC 4 September 1998, was removed from our dataset. Also, no simple means of distinguishing between missing data and true "no rain" was provided in the gauge reports. In instances when gaps appeared, these were assumed to indicate no rain unless they were prolonged (i.e., >~6 h) and/or occurred at the end of the TEFLUN-B experimental period, in which case they were assumed to reflect missing periods.
In one additional, subjective QC step, conducted because the S-Pol base reflectivity data were not subjected to the types of automated clutter and anomalous propagation procedures as the WSR-88D data, the gauge reports were examined against the collocated S-Pol returns for evidence of ground clutter. If contamination was determined to be present at even one of the radar resolutions, the G-R pairs at all resolutions for that set (i.e., for that hour) were discarded.
After all QC procedures were applied, 125 gauge sites were retained in part or in full, as seen in Fig. 1 . Based on these, a long-term bias correction of 1.36 was then determined and applied to all the S-Pol radar estimates, which on average were somewhat low.
c) Radar data-1-h rainfall estimates from S-Pol
Radar data for the primary dataset were collected by NCAR's S-Pol system in the summer of 1998 in the vicinity of Melbourne, Florida (see above for details). Rainfall estimates from the S-Pol were calculated using an independently implemented, in-house, QPE algorithm based closely on the WSR-88D PPS. In our algorithm, S-Pol data from up to 13 volume scans were used to calculate the 1-h rainfall estimates. Time intervals between these volume scans were approximately 5 min, corresponding well with WSR-88D scanning strategies. Reflectivity fields from the 0.5º elevation scan were used to calculate the rainfall rates by employing the default (i.e., convective) Z-R relationship from NEXRAD [i.e., Z = aR b ; where Z = backscattered reflectivity power (mm 6 m -3 ), R = rainfall rate (mm h -1 ), a = 300, and b = 1.4]. To determine reflectivities at the aggregated 300-900-m resolutions, the Z values from two to six, respectively, of the basic 150-m sample bins were averaged along the radial direction.
Once rainfall rates were calculated at each of these resolutions, the incoming radar beams were mapped (by weight, based on their central azimuth angles and amount of overlap) into single or adjacent slots of a fixed polar grid with azimuthal resolution of 1º. After all incoming radials were processed for a volume scan, the final rainfall rates on the 1º fixed grid were determined by taking the weighted sum of rates mapped to each grid slot and dividing by the sum of the overlap weights. The rates determined in this manner at the discrete times of radar sampling were then linearly averaged across the intervals between each successive pair-set (or between the top of the clock hour and the first sample time within the hour, or the last sample time and the end of the clock hour). The accumulations in these intervals were then summed to determine the 1-h rainfall estimates.
d) The Oklahoma datasets
For the Oklahoma portion of the study, we repeated the fundamental analysis described above, though here with super-resolution data (in the radial direction, only) collected by KOUN during the warm seasons of 2004 and 2005, matched with hourly gauge reports from the Oklahoma Climate Survey Mesonet (McPherson et al. 2007 ). That mesonet contains numerous gauges beginning 35 km from the KOUN radar; we used 103 of them out to a range of 250 km, their average distance being 142 km. We identified no suspect gauge reports within this dataset.
We prepared 1-h rainfall estimates from horizontally polarized reflectivity measurements at the original 0.25 km  1º resolution and from reflectivity aggregated in the radial direction, from 250 m to 500, 750, and 1000 m-the last corresponding to the resolution of the PPS digital hybrid-scan reflectivity product that is used to feed NWS's operational applications such as high-resolution precipitation estimator and high-resolution precipitation nowcaster. Although no additional quality control was attempted, these reflectivity data were filtered by an early version of the polarimetric hydrometeor classification algorithm (Park et al. 2009 ), which appeared to be effective at reducing returns from biota and ground clutter. An overall bias-correction factor of 0.48 was determined and applied to the radar estimates to correct their consistent high bias relative to the gauge reports. Note that while the KOUN radar estimates may have been too high and the S-Pol radar estimates too low, the uniform application of a mean-field, multiplicative bias correction will have no impact on the relative correlations and error measures across the range of spatial resolutions-in either dataset.
Results and findings a) Florida (S-Pol-TRMM-GV) results

1) OVERVIEW OF WEATHER DURING THE TEST
PERIOD
The weather situation during the course of the TEFLUN-B experiment (20 July-29 September 1998) was typical of late summer over Florida, with some intense local rainfall and some cases with mesoscale organization of precipitation features. Data from 27 days were utilized. Overall, approximately 37% of the hourly gauge reports indicated rainfall ≥0.25 mm, 11% had ≥2.5 mm, and about 0.7% had ≥25 mm. Figure 5 shows some typical reflectivity patterns during the period. The images are of reflectivity from the 0.5º elevation during afternoons. Over the Florida peninsula, both scattered multicellular (as seen in Fig.  5b ) and organized mesoscale (Fig. 5c, d ) precipitation were evident. 
2) PHASE 1-ALL G-R PAIRS CONSIDERED
In this phase, conducted to test the effect of spatial aggregation of radar data on G-R correlation in general, correlation and error statistics were calculated first for all G-R pairs under the radar umbrella, then for subsets of those pairs falling within discrete range bands (i.e., near = 0-67 km; middle = 67-106 km; far = 106-171 km). Note that a 1°-wide beam spans approximately 1 km in height and width at 57 km from the radar, 2 km at 114 km, and 3 km at 171 km. Figure  6 provides a schematic representation of the rain gauge and radar sample bin aggregations used. Results for the various G-R statistical measures, all together and in each range grouping, are shown in Table 1 . It is apparent for each statistical measure in each grouping that the results across all resolutions are quite similar, particularly when all G-R pairs are considered together (top part of Table 1 ). From the nearly identical results in the standard deviation fields it does not appear that the matter of base data being inherently noisier when determined in smaller versus larger sample bins had any bearing on our outcomes. When stratified by distance, a minor tendency toward better statistical results (i.e., higher CC and lower MAE, SD, and RMSE) at the finer end of the spatial resolutions is seen in the near-range band and, to a lesser degree, in the middle-range band, while a minor tendency toward better statistical results at the coarser resolutions is seen in the far-range band. Before we attempt to postulate any physical explanations for these small differences, however, we will conduct an assessment of whether they qualify as statistically significant (though we defer that analysis until after the discussions of phases 2 and 3).
3) PHASE 2-G-R CORRELATION IN SMALL GAUGE
NETWORKS
The second phase of the experiment was designed to determine if spatial aggregation of the radar data had an effect on representation of the spatial rainfall pattern, but not necessarily the absolute rainfall amount. Figure 7 provides a schematic representation of the rain gauge and radar sample bin aggregations used in this phase. This question is important because some NWS operational practices are based on the assumption that the radar can properly depict sharp spatial gradients in rainfall and differentiate between rain amounts over adjacent, small stream basins. When the radar data are aggregated over larger volumes, some precipitation from outside the bounds of the basin (or local gauge network) will begin to be included, and the radar representation of some spatial gradients could be degraded. Therefore, we examined the correlation between 1-h radar and gauge estimates within small subnetworks or clusters of 4-7 closely located gauges, Table 1 . Statistics (gauge-radar correlation coefficients, mean absolute errors, standard deviations and root-mean-squared errors), ordered by spatial resolution, for Florida S-Pol radar data. All G-R pairs in the radar coverage area are considered together, then stratified by range from the radar. Gauge or radar value must be nonzero (i.e., 0.1 mm) for any G-R pair to qualify. occupying only a few tens of km 2 . Six such clusters were identified (refer to Fig. 1 ). An individual hour's information was included in a cluster's dataset when the difference between the largest and smallest 1-h radar report within the cluster was 2.5 mm to assure that some appreciable variability existed in the smallscale rainfall pattern. All of the gauge and radar estimates for any such hour were ranked by order of amount, and then the respective rank positions were correlated.
All ranges together
Shown in Table 2 are the mean correlations as a function of aggregation distance (150-900 m) over all qualifying hours for all six clusters, and the fraction of hours for which the G-R correlation was ≥0.7. The clusters are ordered from highest to lowest in terms of overall correlation [i.e., average of the (six) mean correlations]. For each cluster, the mean separation distance among the gauges and the mean range of the gauges from the radar also are shown.
From seeing the large portion of instances in which the fraction of hours with G-R correlation was ≥0.7, indicating an explanation of 50% or more of the variance, it can be inferred that the radar did show appreciable skill, overall, in depicting the rainfall distribution over these very small, simulated stream networks (though for a substantial fraction of Table 2 . Mean value of gauge-radar linear correlation coefficients within individual rain gauge clusters (subnetworks), averaged over multiple 1-h events, and fraction of hours in which the gauge-radar correlation was ≥0.7 for the Florida S-Pol dataset. The clusters are shown in order of highest to lowest mean correlation (averaged over all aggregation distances). Clusters TFB0101 and TFB0108 were <40 km from the radar; SFL0010 and KSC0028 were between 50 and 70 km from the radar; and SFL0006 and SFL0031 were >120 km from the radar. TFB0108 and TFB0101 had mean separation distances of their constituent gauges of <1 km; for SFL0031 and SFL0010 this was between 1 and 1.5 km, and for KSC0028 and SFL0006 this was ~3 km or more. individual hours the correlation was near zero or negative). Within the individual clusters, there was perhaps a slight tendency toward better correlations at the larger aggregation distances (≥600 m) than the smaller ones (≤450 m). These variations, however, generally were small compared to the differences in average correlation from cluster to cluster, which ranged from a high of 0.73 to a low of 0.20. We here examine whether these cluster-to-cluster variations may have been related to (i) the average separation distance of their constituent gauges or (ii) the mean range of those gauges from the radar, both of which varied widely. The average G-R correlation of the ranked pairs is seen to be highest for networks with relatively medium-to-large average spacing between gauges (i.e., KSC0028 and SFL0010), whereas the network with the lowest average correlation, TFB0108, has the smallest mean separation distance. However, this tendency doesn't hold fully; the cluster with the second poorest overall correlation statistics, SFL006, has the highest mean gauge separation distance. With regard to the behavior of the clusters against distance from the radar, the G-R correlations tend to be highest at the middle ranges (i.e., KSC0028 and SFL0010), whereas both closer (TFB0108) and farther (SFL006) from the radar the average correlations drop off somewhat. Thus, no clear tendencies are seen in the correlation characteristics of the clusters-considered as a whole-as a function of the proximity of their gauges to one another or the mean distance of their gauges from the radar.
Overall, then, the phase 2 assessment corroborated that of phase 1 (i.e., small and perhaps statistically insignificant differences being evident across the spatial aggregations for a given cluster, with perhaps some tendency toward slightly better results at the coarser resolutions). These differences within clusters, however, were overshadowed by the differences in mean performance between the clusters themselves.
4) PHASE 3-G-R CORRELATION FOR SMALL-AREA HOURLY MEAN PRECIPITATION
In the final phase of the experiment, gauge and radar values at each of the six aggregation levels were summed, individually, within the network clusters. These values approximate gauge and radar MAP, respectively, such as might be observed over small stream basins. Figure 8 provides a schematic representation of the rain gauge and radar sample bin aggregations used in this phase. Spatial aggregation might have some effect on radar MAPs because, with greater aggregation, precipitation immediately outside the area would be included.
Note that the two measures of MAP were considered to be the means of the discrete radar and gauge values, respectively, at the gauge points. No attempt was made to weigh the radar or gauge values as a function of their relative fractional coverage areas within the theoretical basins; that is, all gauges (and corresponding sample volumes) were weighted equally. Because the clusters are quite small, such weighting likely would have little effect on the outcome of the test. Table 3 shows statistical results within these clusters, similarly as depicted in Table 1 . Once again, the degree of radar spatial aggregation within each cluster generally has little, relative effect on the G-R MAP correlation or errors. Four of the six clusters, though, like SFL0010 and TFB0101, showed a tendency toward slightly smaller errors and standard deviations at their coarser resolutions, while two of Figure 8 . Schematic representation of radar sample bin QPE aggregations for phase 3 of the Florida S-Pol study: mean areal precipitation (MAP). Note that different radar sample bins contribute to the MAP of the (shaded) basin depending on which ones correspond to gauge points (i.e., four sample bins contribute to the MAP at 150-m resolution; four different, larger ones, contribute at 300 m; two large ones contribute at 900 m).
them, namely KSC0028 and TFB0108, revealed smaller errors at their finer resolutions. All showed very little variation in correlation coefficient across their aggregation levels.
b) Oklahoma (KOUN-Oklahoma Mesonet) results
For the Oklahoma portion of our study, described in section 4d and undertaken to repeat the basic aspects of phase 1 of our Florida study, the statistical results for the 754 G-R pairs with nonzero precipitation are summarized in Table 4 . Again, only very minor differences are seen in the various statistical measures across the aggregation levels (here 250, 500, 750 and 1000 m), with just a slight trend in evidence toward smaller errors and standard deviations at the coarser resolutions.
These results, obtained from radar and rain gauge datasets geographically well-removed from Florida, tend to confirm our findings of there being scant differences across radar spatial-resolution levels.
Discussion
a) Statistical significance determination
In order to get a clearer picture of the degree of variation in results across the range of spatial aggregations and whether these differences would rank as statistically significant, we revisit phase 1 of our Florida study with a focus placed on just the finest (150 m) and coarsest (900 m) radar resolutions. We also now further break down the results as a function of precipitation rate into three categories: all nonzero (0.1 mm ); moderate-and-above (10.0 mm h -1 ); and heavy (25.4 mm h -1 ). Figures 9 and 10 depict the hourly G-R CC and MAE, respectively, in bar diagram format at the 150-m and 900-m resolutions at the near (0-67 km), middle (67-106 km), and far (106-171 km) range bands, as well as for all ranges combined for all nonzero G-R pairs. It is seen that for both these fields, slightly better results (i.e., higher CC and lower MAE) are found at 150-m resolution at the near-and middleranges, while slightly better results are found at 900-m resolution at the far range. For all ranges combined, the results for both CC and MAE are virtually indistinguishable. Figures 11 and 12 depict the same as Figs. 9 and 10, but only for moderate-and-above precipitation rates, while Figs. 13 and 14 depict the same for heavyonly precipitation rates. It is seen that for the moderate-and-above cases, the results are almost identical to those for all precipitation rates, while for the heavy-only cases, slightly better results are found in all range bands at the coarsest (900 m) resolution. However, correlation coefficients are virtually zero, or even negative, within the near-and far-range bands, respectively, which may be a consequence of the relatively small number of samples in the sample set (affecting the stability of the correlation). 
b) Application of permutation tests on the mean absolute error fields
In order to determine whether these generally small differences between the 150-and 900-m radar aggregations have any statistical and/or practical significance, it is necessary to test the hypothesis that the two sets of estimates are actually the same, and that the differences are due to chance. We did this for the MAE fields across all the range groupings and intensity levels in phase 1, as shown in Figs. 10, 12, and 14, as well as for situations such as the difference (gradient) between the largest and smallest radar aggregations being at least 2.5 mm, as explained in phase 2 (above). A total of 16 combinations of the various threshold precipitation rates and range bands were tested.
For our statistical significance determination, we employed a permutation or recombination method similar to that of a Fisher's permutation test (as advised by a subject matter expert-K. Elmore 2012, personal communication) . This approach has the advantage that it does not depend on any assumptions about the distribution of the samples. The method (as illustrated in Nichols and Holmes 2002) relies on pooling all the absolute error values from both the 150-m and 900-m resolutions into a single sample, which is then re-divided into two equal-sized subsamples at random, numerous times. Each time, the means of the two subsamples are calculated and the difference in the sample means recorded. The procedure results in a distribution of difference values arising solely by chance. If our original 150-900-m difference in means is within the 5th-to-95th percentile range of this distribution, we conclude that our difference is not statistically significant at the twotailed, 5% confidence level.
For example, we found that within the sample of all 8902 Florida precipitation cases, the 150-and 900-m resolution estimates had MAE values of 1.154 mm and 1.166 mm, respectively; the difference was thus -0.012 mm. After pooling both sets of absolute error values into a single set of 17 804 cases, pairs of samples of the 8902 elements each were drawn at random from the pool, without replacement, 5000 times. We found that the 5th and 95th percentile values of that set of differences were -0.067 mm and +0.068 mm, respectively. Because our 150-900-m difference (-0.012 mm) fell well within this range, we conclude that there is at least a 10% chance-and probably much greater-that this difference could have come from random variations within a sample set, and hence, the radar data resolution had no effect on observation accuracy.
In this and all other instances tested, we likewise found the differences between the lowest and highest aggregation levels to be not statistically significant. Results for some of the situations highlighted in Figs. 10, 12, and 14 are shown in Table 5 .
c) Possible effects of time discretization on radar QPE errors
Our principal finding-that substantially higher spatial resolution in radar input to QPE fields at the scales and intervals used in NWS operations would have little influence on the accuracy of those estimates-is likely due to multiple factors. These include errors in estimating the rates themselves, atmospheric effects on falling hydrometeors, high spatial correlation of light precipitation that renders high-resolution observations redundant, and time discretization errors that become apparent when there are large changes in precipitation rate over time at any one point. To some extent, time discretization errors can be visualized graphically, and because it might be possible to mitigate these error effects even in existing data, we will explore this error source. Even though considerable effort has been expended to improve radar estimates of instantaneous precipitation rates-for example, the implementation of DP capability-treatment of radar temporal estimation has lagged. That is, radar QPEs at any one place are based on a set of near-instantaneous rates, separated by several minutes. A common, inherent assumption-including that used in the WSR-88D-is that at any one place the precipitation rates vary linearly in time. While this is an adequate assumption in lighter or stratiform rainfall, heavy convective rainfall cannot be modeled with this simple approach.
An example of the errors due to time discretization effects is shown in Fig. 15 , adapted from Smith et al. (2009) . A time series of 1-min precipitation rates was collected by a disdrometer during heavy rain events. Very large minute-to-minute variations are evident. Based on the continuous series of rate measurements, the precipitation total for the 20-min event is 12.7 mm.
If a sensing system were to collect observations over the disdrometer at 5-min intervals, as many surveillance radars do, and only linear time variation was assumed between observations, we would obtain accumulation estimates varying from 9.8 to 16.4 mm, depending on the starting time and which ensuing minutes were sampled. These correspond to observation series indicated by points B (dotted line) and A (dashed line), respectively. Note that this exercise neglects any errors in the estimates themselves.
Because radar sampling volumes are rather large, even close to the radar, the QPEs do not represent truly instantaneous rates as would be observed at a point on the ground surface. First, it takes some time for all hydrometeors to drop from the radar sampling volume. Second, the horizontal averaging implicit in the radar data collection partially accounts for small-scale spatial variations in the rain rate pattern, and for the movement of the pattern between volume scans. Therefore, we can expect that some limited degree of spatial smoothing in the radar estimates mitigates errors that arise as a consequence of the very limited temporal sampling necessitated by volumetric surveillance scanning.
Time discretization errors on radar accumulations often are seen clearly in cases with small, intense, rapidly moving cells. As shown in Fig. 16 , nonzero or heavier spots of precipitation appear at the location of the cells at the times when the radar scanned them; zero or smaller amounts are shown for the places traversed by the cells between volume scans. The effects of time discretization become most serious in situations of heavy precipitation and small spatial sampling volumes; at the extreme, the assumption of Figure 15 . 1-min precipitation rates from a disdrometer (after Smith et al. 2009 ), illustrating rapid, nonlinear changes in rainfall rate. Total for the event is estimated at 12.7 mm. Sampling at 5-min and assuming linear variation of rainfall rate in time results in estimates of 16.4 mm (red points A, dashed line) and 9.8 mm (purple points B, dotted line).
linear time variation of precipitation rates yields a patchwork of under-and over-estimates that clearly appears unrealistic.
Because we followed the common approach of assuming linear variation in rainfall rate between radar scans, our findings were subject to time discretization errors. Smaller radar sample volumes might provide a better representation of the instantaneous rate field, but in situations with large spatial-temporal gradients in rainfall rate, the time integration technique would be inadequate. It should be possible to mitigate these discretization errors by using common pattern-tracking algorithms to extrapolate the precipitation pattern in space, so as to simulate the system movement between volume scans. This morphing technique is one that presently is applied, operationally, to satellite precipitation rate estimates, which might be collected at intervals of several hours (Joyce et al. 2004 ). In the future, radar QPE errors also could be mitigated through alternative scanning strategies (Chrisman 2009 ) and the implementation of phased-array radar technology (Heinselman and Torres 2011) .
Summary and conclusions
In order to determine whether NWS operational radar-reflectivity data that have recently become available at substantially higher spatial resolution (though not at higher temporal resolution) may yield increased accuracy in rainfall estimates when distributed over small basins, we performed G-R statistical evaluations at resolutions ranging from the new (finer) to the legacy (coarser). We did this on a total of over 9500 samples from two paired datasets: one in Florida and one in Oklahoma. The radar QPEs were determined from single-polarization, S-band data in the manner of the WSR-88D legacy PPS. On the more extensive Florida dataset, we evaluated the data in ranked-pair and MAP configurations in simulated basins, in addition to performing a more straightforward evaluation on all the nonzero, hourly G-R pairs under the radar umbrella, which we then further broke down into range bands (near, middle, and far) and by rainfall intensity (all intensities, moderate-andabove, and heavy).
In the assessments performed at these various configurations, we generally found little appreciable difference among the G-R statistics across the range of radar spatial resolutions. In some instances, such as at near and middle ranges in phase 1 of the Florida study, a minor tendency toward better results at the finer resolutions was observed, while in others, such as at far ranges and in phases 2 and 3 of the Florida study as well as in the Oklahoma study, a slight tendency toward better results at the coarser resolutions was in evidence. However, when we performed numerous iterations of a permutation test on the differences in MAEs between the finest and coarsest resolutions, we found those differences to be not statistically significant in all circumstances evaluated.
These results indicate that hoped-for benefits in better QPE from WSR-88D systems from sampling at finer spatial resolution, alone, have not yet been realized, and high-resolution hydrologic models cannot be expected to perform better, overall, as a consequence of more accurate allocation of precipitation into delineated stream basins. Benefits may be achievable, however, with commensurate increases in sampling frequency, and/or by employing extrapolation techniques to estimate precipitation rates between volume scans.
