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Polarimetric Synthetic Aperture Radar Image Processing and
Applications for Earthquake/Tsunami Damage Assessment
Yaqi Ji
ABSTRACT
Polarimetric synthetic aperture radar (PolSAR) data perform excellently for earth 
information exploration. In this thesis, both the PolSAR image classification technique 
and the application of PolSAR image for earthquake/tsunami damage assessment are in-
troduced. Firstly, an unsupervised classification method for PolSAR image is presented 
and discussed. This algorithm employs the sparse representation theory. Based on the 
designed energy function, a kind of iteration optimization algorithm is proposed for 
class labels and dictionary updating. Three airborne PolSAR datasets are tested. Com-
parison with supervised and unsupervised algorithms verifies the excellent performance 
of this classification method. The PolSAR image can be applied for disaster monitoring 
to obtain fast and accurate detection results. Two kinds of earthquake/tsunami dam-
age assessment methods are also introduced in this thesis. The first algorithm gives the 
damage level assessment result, which employs the two data obtained before and after 
the event. An index is designed based on the valid polarimetric features’ change be-
fore and after the disaster event. Based on this index, accurate damage level map can 
be created to show the severity of building damage. Both the Tohoku earthquake event 
and the Kumamoto earthquake event are analyzed to test the validity of this method. 
The second damage assessment method is based on a single post-event PolSAR image. 
This unsupervised algorithm does not need prior damage information for training pro-
cessing. It considers the complex damage situation that damaged buildings may under 
large orientation angle. All urban areas are classified into four categories, and all the 
damaged buildings can be figured out. This algorithm is tested by analyzing the Tohoku 
earthquake event. The comparison with the supervised method shows its superiority.
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1Introduction
1.1 Background
Synthetic Aperture Radar (SAR), as a rapidly developing microwave remote sensing
technology, can provide high-resolution images for earth exploration. SAR system is
mounted on a flight carrier, and it moves relative to observation target. By transmitting
microwave pulses to the target surface and receiving scattered electromagnetic signals,
the long-range targets’ high-resolution images can be obtained. SAR system is often
used for military target identification, in civil, often used for topographic mapping, dis-
aster monitoring, mineral resources exploration, ship detection, and so on.
Polarimetric SAR (PolSAR) remote sensing technology provides abundant and reli-
able information of surface features of the earth, which can be applied to interpret the
characteristics of objects. PolSAR is an imaging radar used to measure the polarization
characteristics of the target and obtain the target image at the same time, it receives and
transmits electromagnetic waves of different polarization modes. Choosing the best po-
larization mode can suppress the clutter and improve the anti-interference ability. By
analyzing electromagnetic waves of various polarization modes, more information of
target ground objects can also be obtained. The polarization scattering matrix [1] ob-
tained by SAR radar contains the complete electromagnetic scattering characteristics of
objects, by exploring which, the polarization characteristics of the objects can be ob-
tained. Data obtained by the polarimetric SAR system provide a sufficient basis for
subsequent classification, identification, and other processing, and can be successfully
applied to crop detection and disaster estimation, detection of deforestation and fire
analysis.
1
The above advantages of PolSAR system make it receive great attention. After
decades of development, PolSAR theory system has been quite perfect, and great progress
has been made in image application research. A large amount of data obtained by Pol-
SAR system can support the further analysis and processing of PolSAR image, and it
also promotes the development of PolSAR information processing technology.
Further processing and analysis of PolSAR images is the main way to obtain de-
tailed information of target features. This thesis introduces both the image processing
technique and the application of PolSAR data for disaster monitoring. PolSAR im-
age processing techniques include segmentation, classification, edge detection, target
recognition, and so on. A novel unsupervised PolSAR image classification algorithm is
introduced in this thesis. It means the classification of image data with pixel points or
pixel sets as the unit; this work is to set class labels to this unit by analyzing its char-
acteristics. The classification results can be directly fed back to users as the final data
or used for further image processing. The application of PolSAR data for disaster mon-
itoring is also introduced. Two kinds of damage assessment algorithms are proposed
for earthquake/tsunami disaster events. This kind of technique can quickly detect out
damaged buildings which can provide information rapidly for after disaster rescue and
city reconstruction.
1.2 Development of PolSAR image classification tech-
nique
Classification using PolSAR datasets [2–4] is one challenging work in remote sensing.
It can be classified into two classes according to the characteristics. According to the
statistical properties of PolSAR image [5–10], or considering the polarimetric scattering
mechanisms [11–15]. Considering about the usage of training data is another way to cat-
egory classification methods. It is supervised and unsupervised algorithms. Supervised
methods can obtain trained classifiers by training samples with label information. These
training samples can be extracted from ground-truth information. After training pro-
cessing, the trained classifiers will be applied to calculate the class labels for test data.
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Kong et al. [16] is the first team that did the PolSAR image classification work suc-
cessfully. They utilized maximum likelihood (ML) classifier [17–19]. After that, many
machine learning techniques have been widely utilized. Such as neural network [20],
random forest (RF) [21, 22], support vector machine (SVM) [23–25]. SVM presents
high generalization capability. In 2001, Fukuda and Hirosawa [23] did the PolSAR
image classification work using SVM method successfully. That is the first time of this
classifier’s application in this filed. After that, the SVM classifier is widely used [24,25].
Sparse representation theory is another widely used technique for PolSAR image
classification. Its principle is presented as Figure 1.1, where every block means a atom
of a vector or a matrix, different color represents for different value while white color
means value zero. Every test pixel can be represented by several dictionary atoms,
and the obtained sparse coefficient is sparse. Pixel-based classification results can be
obtained by directly using spare representation classifier (SRC) [26]. To solve the
optimization problem, Zhang’s team [27] introduced the Simplified Matching Pursuit
(SMP) method. Feng et al. [28] proposed a new classification method considering the
segmented region as a unit. They combined the majority voting and the joint sparse
representation based classifier [29].
Supervised classification techniques need training processing to get an effective clas-
sifier. Compared with the performance of supervised methods, its results generally have
higher accuracies. But some target areas may not have corresponding ground-truth in-
formation, and the unsupervised classification techniques can perform well.
Unsupervised classification algorithms set class labels by exploring terrains’ physi-
cal characteristics. The method by Cloude and Pottier [12] is one of the classical tech-
niques. Scattering angle  and entropy H can create a plane. All the terrain targets can
be classified into eight classes, and every class will be located in the zones on the plane.
The algorithm by Kersten et al. [30] compared five clustering techniques, and they gave
the conclusion that the Wishart distribution based method is the most effective. The
unsupervised method designed by Yu et al. [31] combines the region growing technique
and the Markov random field (MRF) model. Zhong et al. [32] proposed a sparsity-based
3
Figure 1.1: Principle of sparse representation theory
similarity measure. They defined a Riemannian sparse coding scheme to represent each
Hermitian positive definite (HPD) matrices, and spectral clustering was used to cluster
the resulting sparse coefficient vectors.
1.3 Introduction of PolSAR image for disaster damage
assessment
Fast and accurate after disaster event damage assessment is one of the most predominant
work for human [33]. Ground-survey based methods can be utilized to detect damage
information. This kind of method can always obtain accurate results. However, its
highly time-consuming [34] brings the consequence that fast response cannot be done.
Remote sensing technology is a much better choice. It can give a quick response for
a large scale area. Both SAR images and high-resolution optical images [35, 36] are
suitable tools [37–39]. Direct interpretation of disaster situation can be extracted from
high-resolution optical images [40–42]. However, the usage of this technique will be
easily influenced by the night time and uncooperative weather. SAR system can be
operated in the whole day. Different weather condition also makes little influence. Thus,
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disaster monitoring work can be done excellently by SAR data. Polarimetric information
is sensitive to objects’ characteristics [4]. It makes PolSAR data an useful tool for earth
information detection.
It is Yamaguchi [43] who used PolSAR data for disaster monitoring for the first
time. He analyzed four types of disaster events using images composed by scattering
power. The color changes can be found between the two images obtained before and af-
ter the event. This change is significant evidence that can be applied in disaster-hit areas
identification. Polarimetric parameters obtained from four-component decomposition
was used, by analyzing which, the author found that color variation caused by the value
change of double-bounce and surface scattering is a good indicator for disaster damage.
Figure 1.2 shows the main scattering mechanisms for a building before and after the
disaster event. It is shown that double-bounce scattering will decrease after the disas-
ter event. After Yamaguchi’s research, many other works that monitor disaster damage
by PolSAR images have been proposed. In 2013, Singh and Yamaguchi [44] identi-
fied disaster-affected areas based on double-bounce scattering power’s change between
the PolSAR data obtained before and after the earthquake event. Sang-Eun Park and
Yamaguchi [45] detected the change of nine polarimetric features after the earthquake,
and Expectation-Maximization (EM) [46] based thresholding approach was introduced.
An approach that uses the Markov Random Field (MRF) is introduced [47], and it can
create the change map. Damage area detection by PolSAR data has achieved great suc-
cess. Damage level mapping can be used to provide information for life rescue and
city reconstruction. However, only several types of research provide a rough damage
level information. For Singh and Yamaguchi’s [44] research, double-bounce scattering
power’s value change was classified into seven degrees to identify damage level. Chen
et al. [48,49] analyzed the relationship between damage with the change rule of double-
bounce scattering power, and they proposed an index to represent damage levels.
The works mentioned above are using two datasets to explore the value change. In
some situation, matched pre-event PolSAR data is not available [50]. Thus, only using
post-event PolSAR image is another way to monitor disaster damage. All the buildings
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Figure 1.2: The change of scattering mechanisms for a building before and after
the disaster event
can be divided into parallel buildings and oriented buildings according to their orien-
tations. Figure 1.3 is the illustration of these two kinds of building. Parallel building
means the building that parallel to the flight pass while oriented building means the
building that divergent to the flight pass. These two building situations should be ana-
lyzed to detect all the damaged buildings when using single post-event image. For this
kind of work, several outstanding algorithms have been proposed. Li et al. [51] intro-
duced a novel algorithm to explore the spatial distribution of damaged buildings. Their
work is based on the circular correlation coefficient  for the reason that this parameter
has a high correlation with man-made structures. Unfortunately, the situation with ori-
ented buildings was not analyzed. H--Wishart classification and normalized circular
correlation coefficient are introduced in the work of Zhao et al. [52]. They detected
both the damaged buildings and oriented buildings. The work of Zhai et al. [50, 53]
introduced two damage assessment algorithms. Both of them used supervised Wishart
classifier. Urban areas were classified into three classes by the method [50]. The work
by Zhai et al. in [53] is to remove all the other regions except the damaged buildings.
They introduced the HH-HV correlation coefficient (HHHV) and normalized difference
of the dihedral component [54]. These two supervised techniques can acquire satisfac-
6
tory building damage maps. However, training processing is needed, which means that
they need prior damage information. Thus they can not be used for real-time disaster
monitoring. On the other hand, complex building structures may exist, for example,
the damaged buildings under large orientation angle. This kind of building can be eas-
ily categorized to oriented and undamaged. Methods based on texture features [55, 56]
were also proposed for post-event SAR image analysis. Shi et al. [55] used 181 kinds
of features. They gave the conclusion that the texture feature can be employed for dam-
age detection. Sun’s team [56] used the random forest classifier. They combined five
texture descriptors. However, this kind of techniques requires SAR images in very high
resolution.
Figure 1.3: Illustration of parallel building and oriented building
1.4 Main research contents
This thesis mainly studied the PolSAR image classification technique and the applica-
tion of PolSAR dataset for earthquake/tsunami damage assessment.
In Chapter 1, the background and the development information about both the image
classification and the damage assessment work is introduced.
Chapter 2 is about the basic theory of Polarimetric SAR. This Chapter introduces
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the description matrix of PolSAR data. The polarization target decomposition methods
and polarimetric features are mainly introduced.
In Chapter 3, a novel unsupervised classification method is proposed. Sparse rep-
resentation theory is introduced to create the new energy function, through which both
the dictionary and the class labels can be updated. Its optimization work is conducted
by the iteration processing. Three air-born PolSAR datasets are tested. The comparison
with other supervised and unsupervised algorithms shows its superiority.
Chapter 4 introduces an algorithm to calculate earthquake/tsunami damage level.
Both the two PolSAR datasets are used to detect the value change of valid polarimetric
features. A novel damage level index which can better describe damage information is
proposed. Based on this index, both the damage level map and damage degree map,
which can give a good description of the disaster situation are created. Detailed analysis
of the Tohoku earthquake and Kumamoto earthquake is presented to verify the effec-
tiveness of this proposed technique.
In Chapter 5, an earthquake/tsunami damage assessment method based on post-event
PolSAR data is introduced. It considers the damaged buildings with large orientation
angle and classified buildings into four categories. Two polarimetric features are de-
tailedly analyzed to figure out their relationship with different damage conditions. A
thresholding method is designed based on these features to extract out all the damaged
buildings. This proposed method is unsupervised, and no prior damage information is
needed, which can give fast and accurate damage assessment result. The Tohoku earth-
quake event is analyzed by this method, and the comparison with a supervised method
indicates its superiority.
Chapter 6 is about the summery and outlook.
8
2Basic Theory for Polarimetric SAR
2.1 Introduction
The working principle of the PolSAR system is to measure scattering echo of the target
and to obtain polarimetric matrix for subsequent processing and analysis. By analyzing
the data which can describe the target information, such as scattering matrix, a large
amount of information about the target object can be obtained, and then the processing
work about polarimetric SAR image can be done. Polarimetric SAR system can provide
diverse properties of a target by different polarization ways through different transmis-
sion and reception modes. It can provide multiple information for the research about
target scattering characteristics. Among the obtained target features, polarization fea-
tures are the most effective and commonly used features which can reflect the scattering
mechanism. According to the polarization features, the structural characteristics of the
ground object can be detected, so as to further judge the target category or recognize the
target.
In this chapter, the basic theory of PolSAR dataset is introduced. The data descrip-
tion forms and the target decomposition theory are mainly introduced.
2.2 Polarization characterization of electromagnetic wave
In the horizontal coordinate system, a completely polarized wave’s electric vectorE can
be decomposed into two directions, namely horizontal direction, and vertical direction.
The formula is as follows,
E = Exbx + Eyby (2.1)
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where bx and by is the unit vector in direction of x and y. The relative relation between
component Ex and Ey constitutes plane electromagnetic wave’s polarization mode.
The mainly introduced polarization descriptors, which can describe plane electro-
magnetic waves includes polarization ellipse, Jones vector, and Stokes vector.
2.2.1 Polarization ellipse
Components Ex and Ey in equation (2.1) can be written as Ex = E0xcos(!t  kz + x)
and Ey = E0ycos(!t  kz + y), respectively. Thus, this equation can be written as,
E = E0(cos  bx + sin  ej  by) (2.2)
where E0 = (E20x + E
2
0y),  = arctan(E0y=E0x), and  = y   x.
When the plane electromagnetic wave propagates along +z axis, its terminal trajec-
tory is a directional ellipse, which can be expressed as the following formula.
(
Ex
E0x
)2   2 Ex
E0x
Ey
E0y
cos + (
Ey
E0y
)2 = sin2 (2.3)
When E0x 6= 0, E0y 6= 0,  6= 0, and the intermediate variable  is divided out,
equation 2.2 is changed as equation 2.3.
The elliptic curve is shown in Figure 2.1, and the polarized ellipse can be expressed
by three parameters.
A is the amplitude of the ellipse, which is defined as,
A =
q
E20x + E
2
0y (2.4)
 2 [ 
2
; 
2
] represents the direction of the ellipse,
tan 2 = 2
E0xE0y
E20x   E20y
cos with  = y   x (2.5)
j j 2 [0; 
4
] is ellipticity, which is defined as,
jsin  j = 2 E0xE0y
E20x   E20y
jsin j (2.6)
When the two directional components in the polarization ellipse formula satisfy that
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Figure 2.1: Schematic diagram of polarization ellipse
E0x = E0y, and  = y   x = +2 + k, this polarization state is circular polarization.
When  =  
2
+ k, it is the right-handed circular polarization. When  = 
2
+ k, it is
left-handed polarization. When  = y   x = 0, it is linear polarization.
2.2.2 Jones vector
The Jones vector is used to express the plane monochromatic electric field, it is to de-
scribe the polarized wave with the least amount of information [57, 58]. The complex
field vector
 !
E (z; t) is,
 !
E (z; t) =
24 E0xcos(!t  kz + x)
E0ycos(!t  kz + y)
35
= Re
8<:
24 E0xejx
E0ye
jy
35 e jkzej!t
9=; = Ref !E (z)ej!tg
(2.7)
Jones vector E can be seen as
 !
E (z) that only consider about the cross section at
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z = 0,
E =
 !
E (0) =
24 E0xejx
E0ye
jy
35 (2.8)
Jones vector can be used to represent the polarization state, it is defined through
polarized ellipsoid,
E = Ae+j
24 cos cos   jsin sin 
sin cos   jcos sin 
35 (2.9)
where  is relative phase term. It can also be represented as,
E = Ae+j
24 cos    sin 
sin  cos 
3524 cos 
jsin 
35 (2.10)
2.2.3 Stokes vector
According to the last section, the Jones vector is defined by amplitude and phase, it
can only be acquired by coherent radar systems. This kind of coherent radar system
has only been used in recent years. Previously, only incoherent radar systems were
available. Since the incoherent radar system can only measure the significant power pa-
rameters of the incident wave, it is necessary to use only power measurement to present
the characterization of wave’s polarization state, which is Stokes vector [59].
Stokes vector is defined as follows (for fully polarized waves),
g
E
=
26666664
g0
g1
g2
g3
37777775 =
26666664
E20x + E
2
0y
E20x   E20y
2E0xE0ycos 
2E0xE0ysin 
37777775 (2.11)
The Stokes vector is defined as, (for non-completely polarized waves),
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g
E
=
26666664
g0
g1
g2
g3
37777775 =
26666664
jExj2 + jEyj2
jExj2   jEyj2
2Re(ExEy )
 2Im(ExEy )
37777775 (2.12)
Stokes parameters g0, g1, g2, and g3 in the above equations represent different inten-
sity of electromagnetic wave respectively. g0 is the sum of the horizontal and vertical
strength, g1 is the difference of strength in two directions, g2 is the strength of linear
polarization when elliptical azimuth equals to 45 or 135, and g3 is the intensity of cir-
cular polarization. For fully polarized and non-fully polarized waves, stokes parameters
satisfy that g20 = g
2
1 + g
2
2 + g
2
3 and g
2
0 > g
2
1 + g
2
2 + g
2
3 , respectively.
Stokes vector can also be represented by polarization ellipse parameters,
g
E
=
26666664
g0
g1
g2
g3
37777775 =
26666664
E20x + E
2
0y
E20x   E20y
2E0xE0ycos 
2E0xE0ysin 
37777775 =
26666664
A2
A2cos(2)cos(2)
A2sin(2)cos(2)
A2sin(2)
37777775 (2.13)
The transmitting wave in polarized SAR system can be approximated as a com-
pletely polarized wave, but because the received electromagnetic wave is complex, it is
a partially polarized wave. Thus, stokes vectors are often introduced to present scattered
wave.
2.3 Description methods for PolSAR data
Targets’ detailed information can be obtained through analyzing the scattering charac-
teristic description matrix obtained by PolSAR system. In this section, the introduced
polarization scattering characteristic description matrix include scattering matrix, co-
herence matrix, covariance matrix, and Muller matrix.
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2.3.1 Scattering matrix
When the electromagnetic wave propagates to the target surface and interacts with it,
the energy of the incident wave will be absorbed by the target and radiated again. The
characteristics of the scattered wave will change compared with that of the incident
wave. The polarization scattering matrix is a description matrix used to characterize the
relationship between the scattering wave and incident wave.
Polarization scattering matrix [S] is defined as,
Er = [S]Et =
24 ErH
ErV
35 = ejk0r
kr
24 SHH SHV
SVH SVV
3524 EtH
EtV
35 (2.14)
whereEr represents scattering wave,Et represents incident wave, v and h represent the
basis of orthogonal vertical and horizontal polarization. SHH and SVV are co-polarization
components, SHV and SVH are cross polarization components. If the receiving and trans-
mitting antennas are interchanged, the backscattering matrix is symmetric according to
the reciprocity theorem, SHH = SVH [60, 61].
The scattering matrix S that used to describe a given target can be written as,
S =
24 jS11ej11j jS12ej12 j
jS21ej21j jS22ej22 j
35 (2.15)
The total power of the polarizing radar system is calculated as follows,
SPAN = Tr(SST ) = jS11j2 + jS12j2 + jS21j2 + jS22j2 (2.16)
where Tr(A) represents the trace of matrix A. In backscattering system, according to
the reciprocity theorem, the total power can be expressed as,
SPAN = Tr(SST ) = jS11j2 + 2jS12j2 + jS22j2 (2.17)
2.3.2 Mueller matrix
The Mueller matrix is introduced to express the relationship between the scattering
wave’s Stokes vector and incident wave. Unlike the scattering matrix, which is suit-
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able for fully polarized waves, the Stokes vector is used to describe both incompletely
polarized and completely non-polarized waves.
The Mueller matrix is defined as,
Js = [M]Jt (2.18)
where Jt and Js represent the incident electromagnetic wave and scattering electromag-
netic wave, respectively, M is Mueller matrix.
[M] = [R][W][R] 1 (2.19)
where,
[R] =
26666664
1 0 0 1
1 0 0   1
0 1 1 0
0 j   j 0
37777775 (2.20)
[W] = h[S]
 [S]i =
*
26666664
SHHS

HH SHHS

HV SHVS

HH SHVS

HV
SHHS

VH SHHS

VV SHVS

VH SHVS

VV
SVHS

HH SVHS

HV SVVS

HH SVVS

HV
SVHS

VH SVHS

VV SVVS

VH SVVS

VV
37777775
+
(2.21)
the above equation shows that the intermediate matrix [W] can be transformed to get the
Mueller matrix, they’re equivalent. The intermediate matrix [W] is obtained by losing
the absolute phase information through the scattering matrix [S]. It can be known that
the Mueller matrix corresponds to the scattering matrix [S], which are equivalent in
describing the polarization scattering characteristics of the target.
2.3.3 Polarimetric coherence matrix T and covariance matrix C
In practical remote sensing applications, not all radar targets are stable and fixed. In gen-
eral, the target is distributed in a dynamic environment and subject to changes in space
and time. Even though the environment is dynamic, we can make assumptions about
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stability, homogeneity, ergodicity. The target can be represented by the second-order
fluctuations extracted from polarization covariance matrix and polarization coherence
matrix [62–64].
The vectorization of polarization scattering matrix S is expressed as,
[S] =
24 SHH SHV
SVH SVV
35!  !k 4 = 1
2
Tr([S][ ]) = [k0; k1; k2; k3]T (2.22)
where T represents transpose of matrix, [ ] is the 2  2 complex matrix set. In this
section, two kinds of completely orthogonal basis sets are introduced for vectorization
of the scattering matrix
The first complete orthogonal basis set is shown as
[ B] =
8<:2
24 1 0
0 0
35 ; 2
24 0 1
0 0
35 ; 2
24 0 0
1 0
35 ; 2
24 0 0
0 1
359=; (2.23)
The corresponding scattering vector is
 !
k 4B = [SHH SHV SVH SVV]
T (2.24)
The scattering vector can be expressed as the following formula,
 !
k 3B = [SHH
p
2SHV SVV]
T (2.25)
The second completely orthogonal basis is shown as the following formula, it is the
basis set of Pauli matrix.
[ P] =
8<:p2
24 1 0
0 1
35 ;p2
24 1 0
0   1
35 ;p2
24 0 1
1 0
35 ;p2
24 0   j
j 0
359=; (2.26)
The corresponding Pauli scattering vector is shown as,
 !
k 4P =
1p
2
[SHH + SVV SHH   SVV SHV + SVH j(SVH   SHV)]T (2.27)
In the case of reciprocity theorem, the three-dimensional vector is,
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 !
k 3P =
1p
2
[SHH + SVV SHH   SVV 2SHV]T (2.28)
The polarization covariance matrix obtained from the scattering vector
 !
k 3B is,
[C] = h !k 3B !k T3Bi =
26664
jSHHj2
p
2SHHS

HV SHHS

VVp
2SHVS

HH 2jSHVj2
p
2SHVS

VV
SVVS

HH
p
2SVVS

HV jSVVj2
37775 (2.29)
The polarization coherence matrix [T] obtained from the Pauli scattering vector
 !
k 3P
is shown as,
[T] = h !k 3P !k T3P i
=
1
2
26664
jSHH + SVVj2 (SHH + SVV)(SHH   SVV) 2(SHH + SVV)SHV
(SHH   SVV)(SHH + SVV) jSHH   SVVj2 2(SHH   SVV)SHV
2SHV(SHH + SVV)
 2SHV(SHH   SVV) 4jSHVj2
37775
(2.30)
[T] can be changed into the polarization covariance matrix by the formula,
[T] = [A][C][A] 1 (2.31)
where,
[A] =
1p
2
26664
1 0 1
1 0   1
0
p
2 0
37775 (2.32)
2.4 Polarization target decomposition theory
By further processing and analysis of PolSAR data, targets’ scattering mechanism can
be better reflected by expressing it in a way which can better reflect the scattering char-
acteristics of the target. Target decomposition theory is developed to better express the
polarization information of the target. Polarization feature obtained through target de-
composition can provide important information for further image processing. According
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to different decomposition subjects, the method can be classified into two categories: in-
coherent target decomposition and coherent target decomposition. In this section, a par-
tial target decomposition method is selected, and its scattering mechanism and solution
method are introduced in detail.
2.4.1 Coherent target decomposition
Pauli decomposition
Pauli decomposition is to express [S] using four physical scattering mechanisms, and it
is defined as,
[S] =
24 SHH SHV
SVH SVV
35 = a[Sa] + b[Sb] + c[Sc] + d[Sd] (2.33)
where [Sa], [Sb], [Sc], and [Sd] represent four kinds of physical scattering mechanisms.
[Sa] is odd scattering, it is used to represent flat surface, sphere, etc. [Sb] and [Sc] are
all double-bounce scattering mechanisms, they represent the double-bounce scattering
that revolve around an axis 0 and 45, respectively. [Sd] represents the antisymmetric
component, its weight is usually set as 0.
These four scattering mechanisms are defined as,
[Sa] =
1p
2
24 1 0
0 1
35
[Sb] =
1p
2
24 1 0
0   1
35
[Sc] =
1p
2
24 0 1
1 0
35
[Sd] =
1p
2
24 0   i
i 0
35
(2.34)
18
Equation 2.33 can be written as,
K = [a b c d]
=
1p
2
(SHH + SVV SHH   SVV SHV + SVH i(SVH   SHV))T
(2.35)
If the reciprocity theorem is satisfied, the above formula can be rewritten as
K = [a b c d]
=
1p
2
(SHH + SVV SHH   SVV 2SHV)T
(2.36)
Pauli decomposition keeps the total power constant,
SPAN = jSHHj2 + jSHVj2 + jSVHj2 + jSVVj2 = jaj2 + jbj2 + jcj2 + jdj2 (2.37)
The parameters a, b, c in Pauli decomposition can be used to compose the pseudo-
color image, which can provide visual information. The relationship between these three
parameters and the three channels in RGB color space is shows as,
jaj2 ! Blue; jbj2 ! Red; jcj2 ! Green (2.38)
Krogager decomposition
For Krogager decomposition [65], the scattering matrix is decomposed as three mech-
anisms: surface, dihedral, and helix scattering. The Krogager decomposition basis is
defined as,
[ K] = e
j'
8<:ej's
24 0 j
j 0
35 ;
24 ej2 0
0   e j2
35 ;
24 ej2 0
0 0
359=; (2.39)
The expression formula for the scattering matrix using the above Krogager decom-
position basis is shown as,
[S] = ej'
8<:ej's Ks
24 0 j
j 0
35+Kd
24 ej2 0
0   e j2
35+Kh
24 ej2 0
0 0
359=; (2.40)
whereKs,Kd, andKh mean the surface, double-bounce, and helix scattering component
19
coefficient, respectively.  is the azimuth angle of helix scattering and double-bounce
scattering component. Ks, Kd, and Kh are calculated by the equations,
Ks = jSHVj (2.41)
When jSHHj > jSVVj, the double-bounce scattering coefficient K+d and the left-
handed helix scattering coefficient K+h can be expressed as,
K+d = jSVVj
K+h = jSHHj   jSVVj
(2.42)
When jSHHj < jSVVj, the double-bounce scattering coefficient K d and the left-
handed helix scattering coefficient K h can be expressed as,
K d = jSHHj
K h = jSHHj   jSVVj
(2.43)
The three parameters from Krogager decomposition can be also used to compose
pseudo-color image,
jKsj2 ! Blue; jKdj2 ! Red; jKhj2 ! Green (2.44)
2.4.2 Incoherent target decomposition
Cloude-Pottier Decomposition
Cloude-Pottier Decomposition [66] contains all the scattering mechanisms. By extract-
ing the eigenvalues of polarization coherence matrix, the scattering entropy and angle
are calculated. Compared with other methods, Cloude-Pottier decomposition is stable.
Cloude-Pottier decomposition is a further analysis of polarization coherence matrix,
the non-negative eigenvalues can be calculated through the eigenvalue decomposition of
hTi.
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hTi = U3
26664
1 0 0
0 2 0
0 0 3
37775U3 (2.45)
where himeans average calculation. The non-negative eigenvalues of coherence matrix
satisfy that 1 > 2 > 3  0. Column vectors of matrix U3 are corresponding eigen-
vectors. The obtained non-negative eigenvalues can be applied to calculate scattering
entropy H , anisotropy parameter A, and scattering angle .
H =  
3X
i=1
pilog3pi (2.46)
 =
3X
i=1
pii (2.47)
A =
2   3
2 + 3
(2.48)
where
pi =
iP3
n=1 n
; i = 1; 2; 3 (2.49)
Cloud-Pottier decomposition contains all the scattering mechanisms. Scattering en-
tropy H represents the polarization degree of the target. The scattering angle  repre-
sents the physical mechanism of the target. Anisotropy parameter A characterizes the
distribution of eigenvalues.
Freeman Decomposition
Freeman decomposition [67] is an incoherent decomposition method based on the ternary
scattering mechanism model without using any real information of ground objects to ex-
press the polarization characteristics. Freeman decomposition is a further analysis of the
covariance matrix, which is divided into three mechanisms: volume, even, and surface
scattering. The expression formula is as follows,
C = fs[Cs] + fd[Cd] + fv[Cv] (2.50)
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Among the three scattering mechanisms in Freeman decomposition, volume scat-
tering, even scattering, and surface scattering represents vegetation areas, urban areas,
and rough natural surface, respectively. This target decomposition method is used to de-
scribe the natural backscattering, which can effectively distinguish the submerged forest
and the unsubmerged forest, vegetation area and non-vegetation area, and can estimate
the forest flood and its interference to the full polarization radar signal.
It is assumed that the scatterer satisfies the reflection symmetry and the reciprocity
theorem, and the three scattering mechanisms are not related to each other, a compre-
hensive backscattering model can be obtained,
hjSHHj2i = fsjj2 + fdjj2 + fv
hjSVVj2i = fs + fd + fv
hSHHSVVi = fs + fd + fv=3
hjSHVj2i = fv=3
(2.51)
where fv represents the contribution of volume scattering to covariance matrix, its scat-
tering power is,
Pv =
8fv
3
(2.52)
The scattering power of even scattering component is,
Pd = fd(1 + jj2) (2.53)
The scattering power of surface scattering component is,
Ps = fs(1 + jj2) (2.54)
Freeman decomposition keeps the total power constant, it is shown as,
SPAN = jSHHj2 + 2jSHVj2 + jSVVj2 = Pv + Pd + Ps (2.55)
The three components from Freeman decomposition can also be mapped to RGB
space to compose pseudo-color images.
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Ps ! Blue; Pd ! Red; Pv ! Green (2.56)
Yamaguchi Four-component Decomposition
The Yamaguchi Decomposition [15] was proposed based on the Freeman decomposi-
tion. It introduced the helix scattering component, which can effectively describe urban
topography. The double-bounce, surface, helix, and volume scattering power calculated
by this method are defined as,
Pd = fd(1 + jj2)
Ps = fs(1 + jj2)
Pv = fv
Ph = fh
(2.57)
where fd, fs, fv, and fh are these scattering models’ contributions in coherency matrix.
The total power is constant,
SPAN = jSHHj2 + 2jSHVj2 + jSVVj2 = Pv + Pd + Ps + Ph (2.58)
The components of the Yamaguchi decomposition can be used to compose color
images, it is by inputting Ps, Pd, Pv into the R, G, B channels,
Ps ! Blue; Pd ! Red; Pv ! Green (2.59)
Neumann two-component decomposition
The Neumann two-component decomposition [68] is a model for polarimetric coherency
and covariance matrix elements, which aims to represent vegetation characteristics.
The average particle backscattering matrix in the eigenpolarization basis is defined
as,
EfSg =
24 a 0
0 b
35 = a+ b
2
24 1 +  0
0 1  
35 (2.60)
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where Efg means expectation value operation,  represents complex conjugate opera-
tor.  is the particle anisotropy, it indicates an average particle’s scattering properties, it
is defined as,
 = (
a  b
a+ b
) (2.61)
The orientations of a large number of scatterers are distributed following circular
normal distribution,
p ( j ~ ; ) = e
cos(2(   ~ ))
I0()
;  2 [0;1] (2.62)
where  represents the particle orientation angle,  means the degree of concentration,
~ 2 [ 
2
; 
2
] means the average orientation angle, and I0() means the modified Bessel
function.  is the normalized degree of orientation randomness, it is defined as,
 = I0()e
 ;  2 [0; 1] (2.63)
2.5 Another polarimetric feature: circular correlation
coefficient
Correlation coefficient at circular polarization basis RRLL [54] can be used to extract
man-made structure [69]. For the damaged buildings extraction work, it is an effective
parameter. For damaged buildings, helicity and surface roughness increase, it makes
their RRLL value smaller than the values of undamaged ones. For that reason, RRLL acts
as a suitable damage detection index.
RRLL is defined as,
RRLL =
hSRRSLLip
SRRSRR
p
SLLSLL
(2.64)
where R means right hand circular polarization and L means left hand circular polariza-
tion.
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2.6 Conclusion
The basic theory about PolSAR data is introduced in this Section. Theory of polariza-
tion is briefly introduced, and commonly used polarimetric SAR data description forms,
such as scattering matrix, are introduced in detail. At the same time, the target de-
composition methods which can better describe scattering characteristics of targets are
introduced emphatically. Several typical polarization decomposition methods, including
Pauli decomposition, Krogager decomposition, etc. are introduced in detail. At the last
of this section, the polarimetric feature, correlation coefficient, is detailedly introduced.
The polarimetric features extracted from the introduced target decomposition methods
and the correlation coefficient are the mainly used parameters for both the following
image classification processing and the disaster monitoring work.
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3Sparse Representation based PolSAR
Image Classification
3.1 Introduction
An unsupervised classification method for PolSAR image is introduced in this chap-
ter. Sparse representation theory is employed, for which an effective dictionary that
used to represent test dataset is sufficient. Dictionary can be composed by pixels which
have corresponding ground-truth information. Also, various dictionary updating meth-
ods [70, 71] can be applied to the initial dictionary, which is set randomly. This kind of
method still needs ground-truth information for dictionary updating processing. Thus,
both of these two methods are supervised. The algorithm proposed here is unsupervised.
Dictionary and the output, class labels are two variables which need to be updated. A
preliminary classification result is needed to create the initial values. Thus, the H//A
Wishart classification algorithm is employed. An energy function is designed to imple-
ment the updating processing. The energy function is alternately minimized, and these
variables can be calculated. Experiments are designed and conducted on three images.
They verified the superiority of this algorithm.
3.2 Methodology
Figure 3.1 shows this algorithm’s flowchart. The conducted preprocessing is filtering,
and the Lee refined speckle filter is used [72]. After that, multiple classification features
are extracted. Initial values of dictionary and class labels serve as the inputs, they are
calculated by the H//A Wishart classifier and updated by energy function. Based on
class labels, the final classification result can be obtained.
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Figure 3.1: Flowchart for the classification method.
3.2.1 Classification Features
49 classification features are used for this proposed algorithm. They are concluded into
two categories, polarimetric and color features. According to the research by [73], color
features from PauliRGB image can act as useful classification features.
These classification features are listed as Table 3.1. The used polarimetric features
include the SPAN value and values of polarization matrix elements.
3 target decomposition methods are introduced to extract the other 15 polarimetric
features. These three decomposition methods include Cloude-Pottier decomposition,
Neumann two-component decomposition, and Yamaguchi four-component decomposi-
tion. Cloude-Pottier decomposition [66] is based on T matrix, through which 8 features
are calculated to serve as the classification features. Neumann two-component decom-
position [68] is a model-based scheme. The modulus and phase value of parameter 
and particle scattering anisotropy  are extracted. Pd, Ps, Ph, and Pv from Yamaguchi
decomposition are also introduced [15]. The detailed information for these three de-
composition methods has already been introduced in the last Section.
Except for the above polarimetric features, six color features under two color spaces
are extracted for this classification method.
3.2.2 Preliminary classification method
Preliminary classification result which can be used to compose initial values is needed
for this unsupervised classification method. It is calculated by H//A Wishart classifier.
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Table 3.1: Classification features.
Category Symbol Description
T11mod, T22mod, T33mod, T12mod,
T13mod, T23mod, T12mod, T13pha, T23pha
elements of T under
horizontal and verti-
cal linear polarization
Polarimetric matrices
and mathematical
transforms (polarimet-
ric features)
Lin45T11mod, Lin45T22mod,
Lin45T33mod, Lin45T12mod,
Lin45T13mod, Lin45T23mod,
Lin45T12pha, Lin45T13pha,
Lin45T23pha
elements of T under
+45= 45 linear po-
larization
CirT11mod, CirT22mod, CirT33mod,
CirT12mod, CirT13mod, CirT23mod,
CirT12pha, CirT13pha, CirT23pha
elements of T under
circular polarization
SPAN polarimetric power
H , A, , , HA, (1 H)A, H(1 
A), (1 H)(1  A)
Cloude-Pottier
decomposition pa-
rameters
Target decomposition
features (polarimetric
features)
 , mod, pha Neumann two-
component decompo-
sition parameters
Ps, Pd, Pv, Ph Yamaguchi four-
component decompo-
sition parameters
R, G, B color features under
RGB color space
Color features H , S, V color features under
HSV color space
Scattering mechanisms of targets can be represented by parameters H and  from
Cloude-Pottier decomposition. All types of terrains can be divided into 8 classes, and
every class can be found in the zones on the plane. But the results of this method are
not satisfactory in some cases. [18] combined this method with the Wishart classifier.
Training dataset can be formed by the initial classification algorithm, and they are used
to train an effective Wishart classifier.
H//A Wishart classifier [74] is the extension of above method. It can better distin-
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guish the different labeled classes located in the same zone. For this method, the original
plane is classified into 16 zones by introducing parameter A.
3.2.3 Sparse representation based model
For an image which contains N pixels, the feature matrix is X = [x1;x2; :::;xN ] 2
RMN , which means that M features are extracted. Class label for pixel i(i 2 1; :::; N)
is presented by yi(yi 2 1; :::; K), where K means number of classes.
SRC classifier is introduced by [26], it indicates that a few dictionary atoms can
present every test sample through a suitable linear combination. xi 2 RM1 repre-
sents the feature vector of pixel i. Overcomplete dictionary is D = [d1;d2; :::;dS] =
[D1;D2; :::;Dk; :::;DK ] 2 RMS , Dk 2 RMSk is the sub-dictionary with class label as
k, S =
PK
k=1 Sk, k = 1; :::; K, Sk is atoms number. Test pixel can be shown as,
xi  d11 + d22 +   + dSS
= [d1 d2 ::: dS][1 2 ::: S]
T = Di
(3.1)
where i is the sparse coefficient, it can be obtained by
i = arg minfkxi   Dk2 + kk1g (3.2)
where  is a scalar constant, k  k1 and k  k2 represent the l1 norm and l2 norm, respec-
tively. This problem can be approximately solved with OMP [75] method. When i is
calculated and fixed, yi can be determined by the following equation,
yi = arg minkkxi   Dk(i)k2 (3.3)
where k(i) represents setting other coefficients to zero except those labeled as k.
Energy function E(Y ;D j X) can be defined. Through which the D and Y =
[y1; y2; :::; yN ] can be updated. E(Y ;D j X) contains sparse representation term and
label smoothness term,
E(Y ;D j X) = Esparse(Y ;D j X) + Esmooth(Y ;D j X) (3.4)
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where  means scalar parameter. Esparse correlates to data energy, Esmooth encodes prior
knowledge on the problem.
Sparse representation term
Esparse is based on the Fisher discrimination dictionary learning (FDDL) scheme [71].
Esparse(Y ;D j X) = r(X;D;A) s.t. kdsk2 = 1;8s (3.5)
Feature vector X = [X1; :::;Xk; :::;XK ] when Y are fixed, Xk means the set with k
as the class label. Sparse coefficient A = [A1; :::;Ak; :::;AK ], where Ak represents the
sparse representation coefficient of Xk over D. Ak = [A1k; ; :::; A
l
k; :::; A
K
k ], where A
l
k is
the sparse representation coefficient of Xk over Dl.
Discriminative data fidelity term is
r(X;D;A) =
KX
k=1
r(Xk;D;Ak) (3.6)
where
r(Xk;D;Ak) = kXk   DAkk2F + kXk   DkAkkk2F +
KX
l=1;l 6=k
kDlAlkk2F (3.7)
The above equation means that Xk can be better represented by Dk, it means that the
value of kXk   DkAkkk2F should be small, as well as kDlAlkk2F .
r(X;D;A) can be further written as,
r(X;D;A) =
NX
i=1
r(xi;D;i) = kxi   Dik2F + kxi   Dyiyii k2F +
KX
l=1;l 6=yi
kDllik2F
(3.8)
where yii represents sparse coefficient of xi over Dyi .
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Label smoothness term
Label smoothness term is defined as follows, it can give penalties to different labeled
neighboring pixels.
Esmooth(Y ;D j X) =
NX
i=1
X
j2N (i)
Vfi;jg(yi; yj) (3.9)
Vfi;jg(yi; yj) is neighbor iteration function, and this term calculates the sum value of
all neighbor pairs’ neighbor interaction functions. N (i) represents set of neighboring
pixels for i.
Neighbor iteration function shown as follows,
Vfi;jg(yi; yj) =
8<: 0 if yi = yjufi;jg otherwise (3.10)
where
ufi;jg =
8<: P  s if kxi   xjk22 < Ts otherwise (3.11)
for neighbored pixels i and j, kxi xjk22 means their distance, it relates to the similarity
between them. T means the threshold which can measure the similarity of neighboring
pixels. Its value can be set empirically by analyzing neighboring pixels within different
kinds of local regions. s and P mean the penalty term. T , P , and s are constants. For
same labeled neighboring pixels, their neighbor iteration function value is 0. For the
neighboring pixels whose distance is smaller than T , their penalty is P  s, which is too
large for the whole term. yi and yj will be set to be the same to minimize the smoothness
term. For the neighboring pixels with large distance, such as the pixels that across strong
edges, their penalty value is s, which is small to allow setting different labels to them.
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Final energy function
Above all, the final energy function is,
E(Y ;D jX) =
NX
i=1
fkxi   Dik2F + kxi   Dyiyii k2F +
KX
l=1;l 6=yi
kDllik2F
+ 
X
j2N (i)
minfjyi   yjj; 1gufi;jgg s.t. kdsk2 = 1;8s
(3.12)
where ufi;jg is defined as Equation 3.11. For one pair of neighboring pixels, their label
smoothness term contains three situations, and the corresponding values are 0, s, and
P  s. When  is considered, the label smoothness term’s values is 0, s, and (P  s).
Because s and P are constants,  can be fixed as 1.
3.2.4 Optimization
The calculation of D and Y is based on the updating of their initial values. This work is
done by alternately minimizing the energy function, and it mainly contains two steps.
Class labels updating
For this step, A and D should be fixed, and through minimizing the corresponding energy
function, Y can be updated. For the first loop, D is the initial value. For the step that
iteration number (IN) comes to value that bigger than 1, D is the one that obtained during
the last iteration (IN   1). With X and D are fixed, the calculation of A can be done by
the OMP method. Therefore, for class labels updating, energy function 3.12 is,
E(Y ;D j X) =
NX
i=1
fkxi   Dyiyii k2F +
KX
l=1;l 6=yi
kDllik2F
+ 
X
j2N (i)
minfjyi   yjj; 1gufi;jgg
(3.13)
The Markov Random Field (MRF) model is introduced here to solve this optimiza-
tion problem. For the whole image, an undirected graph G = hV ; Ei can be built. V
is node set, it represents pixels. The undirected edge set E represents the relationship
of neighboring pixels. Y for the whole image can build an MRF model, to solve this
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problem, the Belief Propagation (BP) algorithm [76] can be employed.
Dictionary updating
With fixed Y , the next step is updating D. Energy function 3.12 here is,
E(Y ;D j X) =
NX
i=1
fkxi   Dik2F + kxi   Dyiyii k2F +
KX
l=1;l 6=yi
kDllik2F
=
KX
k=1
r(Xk;D;Ak) s.t. kdsk2 = 1;8s
(3.14)
Dictionary updating method from FDDL is employed here to solve the above equa-
tion.
D is calculated by updating Dk = [d1;d2; :::;dSk ]. At that time, all Dl (l 6= k) are
fixed. The equation is,
minDk = fkX^  DkAkk2F + kXk   DkAkkk2F +
KX
l=1;l 6=k
kDkAkl k2Fg
s.t. kdzk2 = 1; z = 1; 2; :::; Sk
(3.15)
where X^ = X  PKl=1;l 6=k DlAl, Al is sparse coefficient of X over Dl. Thus, the above
equation can be written as
minDk = kZk   Dkkk s.t. kdzk2 = 1; z = 1; 2; :::; Sk (3.16)
where Zk = [X^ Xk 0:::0 0:::0], k = [Ak Akk A
k
1::: A
k
k 1 A
k
k+1:::A
k
K ], 0 means zero
matrix. The algorithm like [77] or [78] can be used to solve this updating problem.
3.3 Results and discussions
Three PolSAR images are introduced to test this algorithm.
3.3.1 Foulum dataset
The used Foulum data is about the Foulum area, Denmark. It is under L-band and
obtained on April 17, 1988. The airborne system that got this data is EMISAR. Its
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PauliRGB image is shown as Figure 3.2 (a). Subfigure (b) shows the ground-truth. Its
image size is 495600. In this area, there exist five kinds of targets.
(a) PauliRGB image (b) Ground-truth image
Figure 3.2: PauliRGB and ground-truth image for Foulum area.
Validity analysis
Figure 3.3 (a) is the initial classification result. It shows that this unsupervised algorithm
can obtain a satisfactory classification result. However, many misclassified regions exist.
As can be seen, parts of forest areas are mislabeled as dense crops. At the same time,
the small stem crops and broad leaves crops cannot be discriminated well.
Subfigure (b)-(d) are the results by the method in this chapter during different loops.
T , s, and P are set as 2, 2, and 8, respectively. The size of D is 49  (5  Dsize)
with Dsize = 50. The dictionary size represents that 50 dictionary atoms should be
selected for every category to compose D. When the IN is 1, the initial dictionary is
used. When IN equals to 2, D is the one acquired during the last loop. When IN is 6,
Y have been updated six times, and the updating time for D is five. Figure 3.3 (b)-(d)
show that classification performance is getting better step-by-step. For the sixth loop,
almost all pixels are labeled accurately. The preliminary result’s classification accuracy
is 90:35%, while the accuracies for the other three results are 92.34%, 93.33%, and
94.44%, respectively.
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(a) IN=0 (b) IN=1
(c)IN=2 (d) IN=6
Figure 3.3: Classification results using proposed method for Foulum data. (a)
IN=0 (preliminary result), accuracy=90.35%. (b) IN=1, accuracy=92.15%. (c)
IN=2, accuracy=93.14%. (d) IN=6, accuracy=94.19%.
Parameter analysis
The final energy function indicates that the label smoothness term’s performance is de-
termined by the value of P  s. s is set experimentally, it represents the penalty for
neighboring pixels that with little similarity. The principle is to ensure its value is small
enough to guarantee that setting different labels to this pair of neighboring pixels is al-
35
lowable. For this data, s is 2. Results by different P  s values are shown as Figure 3.4.
The used dictionary is all the same at Dsize = 100, and IN=1.
(a) s=2, P=2 (b)s=2, P=4
(c)s=2, P=8 (d) s=2, P=10
(e)s=2, P=20 (f)s=2, P=30
Figure 3.4: Classification results with different P  s values (Dsize=100 and
IN=1).
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Figure 3.4 shows that when P  s is small, many small misclassified regions exist.
For the reason that this small value leads to the result that penalty value makes little
influence on sparse representation term. It leads to the result that many neighboring
pixels within flat regions are not labeled the same. However, when P s is set too large,
misclassification around the edge exists. Thus, P is set as 8 for the Foulum dataset.
Figure 3.5 shows the influence of another two parameters, IN and Dsize. As intro-
duced before, the initial dictionary is composed by the preliminary classification result.
Its randomness will affect the final classification results. To solve this problem, the ac-
curacies of the results in the following discussions are ten results’ averaged accuracy
values with different initial D.
With IN=0, the overall accuracy shown in Figure 3.5 corresponds to the preliminary
classification method. According to Figure 3.5, all results using the proposed method
performs better. Accuracy rises rapidly with Dsize is 50. During the same iteration
loop, the accuracy value increased with Dsize is getting bigger, and the increasing speed
slows down.
Figure 3.5: Classification accuracies with different IN and Dsize.
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Comparison with other classification methods
Comparison with other three supervised methods is also implemented to test the su-
periority of this method. Results by SRC, SVM, and supervised Wishart classifier are
calculated. Training data of all the supervised algorithms are the same.
(a) Proposed method (b) SRC
(c) SVM (d) Supervised Wishart
Figure 3.6: Classification results by different algorithms. (a) Result by the pro-
posed method (IN=6, Dsize = 100). (b) Result by SRC. (c) Result by SVM. (d)
Result by supervised Wishart.
Figure 3.6 shows the classification results. Most supervised algorithms acquire rela-
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tively good results because of the training processing. But misclassification still exists.
For example, forest in the result by supervised Wishart classifier and broad leaves crops
in the result by SRC classification. Compared with other supervised algorithms, SVM
method acquires the best performance even though misclassification also exist. Figure
3.6 (a) is the proposed method’s classification result with IN = 6 and Dsize = 100
which presents the best performance among all these results, most targets are labeled
with the right class.
Table 3.2: Classification accuracies with different classifiers (%).
H//A Wishart SRC SVM S-Wishart Proposed
Forest 84.36 98.18 98.10 90.37 98.49
Dense Crops 98.98 94.22 96.76 99.38 94.20
Broad Leaves Crops 93.28 85.14 93.51 93.68 96.26
Bare Field 94.27 92.57 97.12 94.97 97.44
Small Stem Crops 71.95 82.19 72.48 89.54 79.83
Overall 90.35 90.96 94.63 93.40 95.75
Table 3.2 shows the accuracies for every single category and the overall image. For
these five algorithms, only this work and the H//A Wishart classification are unsuper-
vised. Accuracy of this work is 95:75%, it is the best. As for other methods, the result
by SVM classifier is the best, and the accuracy of H//A Wishart classifier is the lowest.
3.3.2 San Francisco dataset
L-band data was obtained by NASA/JPL AIRSAR system for the San Francisco area.
Its PauliRGB image is shown as Figure 3.7 (a), and the image size is 750880. The
corresponding ground-truth image is shown as Figure 3.7 (b). Besides the shown three
terrain types, some small areas such as parks, small lakes, and small sports fields exist.
Some of them are marked on the PauliRGB image. These small areas will disturb the
classification accuracy by classifying this data into three classes. Thus, another class is
added here, which represents this area. When calculating the classification accuracy, the
three classes shown in the ground-truth image will be considered. s P , and T are set as
2, 6, and 1.9 for the San Francisco dataset, respectively.
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(a) PauliRGB image (b) Ground-truth image
Figure 3.7: PauliRGB and ground-truth image for San Francisco area.
Figure 3.8: Classification accuracies with different IN and Dsize.
Parameter analysis
Figure 3.8 shows the classification accuracies when dictionary size and iteration number
are set with different values. The same conclusion with the Foulum dataset can be given.
For the San Francisco area, the classification accuracy increases when iteration process-
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ing in progress. Moreover, with the dictionary that in a larger size, the classification
accuracy becomes higher.
Comparison experiments
(a) Proposed method (whole) (b) Proposed method (c)SRC
(d) SVM (e) H//A Wishart (f) Supervised Wishart
Figure 3.9: Classification results by different algorithms. (a) Result by the pro-
posed method (for whole dataset). (b) Result by the proposed method. (c)
Result by SRC. (d) Result by SVM. (e) Result by H//A Wishart classifier. (f)
Result by supervised Wishart classifier.
Figure 3.9 represents results of five classification methods. Figure 3.9 (a) is the result
of the whole image, it is by the algorithm proposed in this chapter. The special categories
are marked with dark blue. The region blocked with a yellow rectangle (shown as Figure
3.7 (a)) is the sea area where strong speckle noise exists. These areas are labeled with
dark blue. Figures 3.9 (b)-(f) show the results with ground-truth information provided.
The algorithm in this chapter (Figure 3.9 (b)) shows the most satisfactory performance.
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While many misclassified small regions exist in the vegetation and urban areas in the
results by the other four methods.
Table 3.3: Classification accuracy by different algorithms (%).
SVM SRC H//A Wishart Supervised Wishart Proposed
Vegetation 99.59 98.88 99.02 97.35 99.87
Urban 89.74 78.98 75.39 79.52 93.05
Ocean 85.98 81.15 85.33 86.39 95.45
Overall 93.35 89.06 89.45 89.95 96.80
Table 3.3 shows the accuracies for this data. The accuracy by the proposed method
increases by 7:35% when compared with preliminary classification result. This table
indicates that result by the method proposed in this chapter has the highest accuracy.
3.3.3 Flevoland dataset
(a) PauliRGB image (b) Ground-truth image
Figure 3.10: PauliRGB and ground-truth image for the Flevoland area.
Image of Flevoland area is also tested. It was under C-band and acquired on August
16, 1989, by NASA/JPL AIRSAR system. Its size is 406  339. Figure 3.10 presents
its PauliRGB and ground-truth image. Classification work for Flevoland image is to
classify different kinds of farmlands. s, P , and T are set as 2, 8, and 2, respectively.
Figure 3.11 shows the classification results of five methods. For Figure 3.11 (a), IN
is 6 and Dsize = 100. Serious classification errors exist in the results by SVM, SRC,
and H//A Wishart classifier. It is because of the disturb of speckle noise. The method
proposed in this section gives the best result.
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(a) Proposed method (b)SRC
(c) SVM (d) H//A Wishart
(e) Supervised Wishart
Figure 3.11: Classification results by different algorithms. (a) Result by pro-
posed method. (b) Result by SRC. (c) Result by SVM. (d) Result by H//A
Wishart classifier. (e) Result by supervised Wishart classifier.
Table 3.4 gives a better exhibition to compare these results. The performance of the
algorithm in this chapter in the best, but there are two regions that should be labeled as
the grass is classified as Lucerne. Table 3.4 also indicates that the classification perfor-
mance for the grass field is worse than other algorithms. The reason is that grass and
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Table 3.4: Classification accuracies by different algorithms (%).
SVM SRC H//A Wishart Supervised Wishart Proposed
Pea 82.54 75.24 57.79 83.68 95.33
Beet 70.18 79.30 81.61 85.76 86.54
Wheat 85.71 62.07 71.01 89.12 94.05
Grass 73.95 52.60 57.82 58.35 44.72
Potato 82.85 87.16 93.85 92.04 98.09
Barley 91.44 74.46 90.95 94.15 100.00
Lucerne 93.86 75.40 95.58 96.70 99.18
Rapeseed 87.55 85.08 91.67 91.95 98.81
Bare Soil 97.90 96.27 96.81 96.71 99.33
Stem Bean 71.96 80.51 63.54 69.55 82.31
Overall 84.88 74.12 79.50 88.39 92.71
Lucerne share similar feature characteristics. For these two targets, once the dictionary
atoms are updated wrongly, this error will continue during the following loops.
3.4 Comparison with the unsupervised method using dis-
criminative clustering
The classification method proposed by Bi et al. [79] is based on a similar framework as
above. The energy function for this method also contains two terms, and one is based on
the supervised softmax regression (SR) model, the other one is a Markov random field
smoothness constraint, which is used to enforce the class labels for neighboring pixels
to be the same.
The energy function is defined as the following equation,
E(Y ;W j X) = Ec(Y ;W j X) + Es(Y ;W j X) (3.17)
where Ec(Y ;W j X) represents the discriminative clustering term and Es(Y ;W j X)
means the label smoothness term.
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The discriminative clustering term is based on the SR model that defined as
hW (xi) =
26666664
P (yi = 1jxi;W )
P (yi = 2jxi;W )
...
P (yi = Kjxi;W )
37777775
=
1PK
j=1 e
WTj xi
26666664
eW
T
1 xi
eW
T
2 xi
...
eW
T
Kxi
37777775
(3.18)
where W = [W1;W2; :::;WK ]T , and Wj represents the parameter vector of the classifier
for the class j. hW (xi) gives the probability when the test pixel is labeled with different
classes.
The discrimination term Ec is defined as
Ec(Y ;W j X) =L(Y ;W j X) +R(W)
=  
NX
i=1
KX
j=1
1
Nj
1fyi = jglog e
WTj xiPK
l=1 e
WTl xi
+ c
KX
i=1
MX
j=1
W 2ij
(3.19)
where L(Y ;W j X) means the softmax loss function and R(W) is regularization item.
The label smoothness term Es is defined as
Es(Y ;W j X) = s
NX
i=1
X
j2N (i)
Sij (3.20)
where
Sij = jyi   yjjexp( kvi   vjk
2
2
2
) (3.21)
s means the label smoothness factor and  represents the mean squared distance of
neighboring pixels i and j. The whole energy function using discriminative clustering
is defined as
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E(Y ;W j X) = 
NX
i=1
KX
j=1
1
Nj
1fyi = jglog e
WTj xiPK
l=1 e
WTl xi
+ c
KX
i=1
MX
j=1
W 2ij
+ s
NX
i=1
X
j2N (i)
jyi   yjjexp( kvi   vjk
2
2
2
)
(3.22)
The optimization processing for this method contains three steps. The first step is
to update W with fixed class label Y , the second step is to update class label Y with
fixed W. The last step is to update the pixel number. For the detailed information of this
equation and the corresponding optimization method, please refer to [79].
The energy function of the above unsupervised method is similar to that of the pro-
posed classification method. Both of them contain two terms, and the label smoothness
constraint is applied. The method by Bi et al. uses the discriminative clustering, while
the proposed method is based on the sparse representation theory. Moreover, the label
smoothness constraints for these two methods are in different structures. According to
the analyses by Bi et al., the overall accuracy by the method using discriminative cluster-
ing only increases significantly in the first iteration. During the optimization processing,
the overall accuracy value is improved slightly. For some cases, it will even decrease
just from the second iteration loop. It means that the iteration processing makes little
significance.
Table 3.5: Classification accuracy of the San Francisco dataset using different
methods (%).
Unsupervised method using Proposed method
discriminative clustering
Vegetation 99.62 99.87
Urban 83.15 93.05
Ocean 93.09 95.45
Overall 93.81 96.80
To better compare these two methods, the comparison experiments are conducted
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based on the analysis of the San Fransisco dataset and the Flevoland dataset.
(a) Unsupervised method using (b)Unsupervised method using
discriminative clustering (whole dataset) discriminative clustering
(c) Proposed method (whole dataset) (d) Proposed method
Figure 3.12: Classification results for the San Fransisco area by different algo-
rithms. (a) Result by the unsupervised method using discriminative clustering
(for the whole dataset). (b) Result by the unsupervised method using discrimi-
native clustering. (c) Result by the proposed method (for the whole dataset). (d)
Result by the proposed method.
Figure 3.12 shows the classification results by these two methods for the San Fran-
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sisco dataset. Both of them can obtain satisfactory results. But great misclassification
exists especially in vegetation areas when using the method based on discriminative
clustering theory. The result of the proposed method shows better performance, and
most targets are classified accurately.
Table 3.5 can better compare the performance of these two methods. It indicates
that the accuracies for every category and the overall image are higher than those by the
method using discriminative clustering. Which means the proposed method can obtain
better classification result.
The comparison experiments by analyzing the Flevoland area are also conducted.
Figure 3.13 (a) shows the PauliRGB image for the Flevoland area that Bi et al. have
tested. Seven categories exist in this area, and the corresponding ground truth image is
shown as Figure 3.13 (b).
Figure3.14 presents the classification results by the proposed method and the tech-
nique that using discriminative clustering for this area. Table 3.6 shows the accuracies
for these two results. The performance of these two methods for this area is similar. The
overall accuracy for the proposed method is a little higher.
(a) PauliRGB image (b) ground truth image
Figure 3.13: PauliRGB image and the corresponding ground truth image for
another region in Flevoland area
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(a) Unsupervised method using (b) Proposed method
discriminative clustering
Figure 3.14: Classification results by the unsupervised method using discrimi-
native clustering and the proposed method
Table 3.6: Classification accuracies for another area of the Flevoland dataset
using different methods (%).
Unsupervised method using The proposed method
discriminative clustering
Bare Soil 100.00 100.00
Lucerne 96.50 98.22
Wheat 100.00 99.74
Barley 97.14 99.98
Pea 99.79 100.00
Beet 99.42 97.06
Potato 99.92 99.56
Overall 99.18 99.42
3.5 Conclusion
An unsupervised classification method is presented in this chapter. By employing sparse
representation theory, this method can obtain accurate classification results. By intro-
ducing the label smoothness constraint, neighboring pixel pairs that have similar features
are enforced to have the same label. The above two technique is combined to compose
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the new energy function. Through which class labels and dictionary can be updated.
This proposed technique is applied to three PolSAR datasets. The conducted ex-
periments show that the classification accuracy increases with the iteration proceeded,
which tested the validity of this algorithm. Influence of P s, Dsize, and IN to the final
classification result was also detailed analyzed. Otherwise, comparison with other four
supervised/unsupervised algorithms shows that the proposed method performs best.
50
4Earthquake Damage Level Mapping
using Pre- and Post-event PolSAR
datasets
4.1 Introduction
In this chapter, a damage level index for urban areas is proposed. It uses the pair of
PolSAR data acquired before and after the disaster event. The proposed damage level
mapping algorithm contains two parts. Firstly, a region-based classification method is
introduced, which can extract all the pixels that should be labeled as urban area, and it
is implemented on data obtained before the disaster. For the second part, urban areas’
damage level is evaluated by the proposed index, and it is based on the two datasets. For
damage level calculation, the change of double-bounce scattering power is analyzed.
However, it does not work well for seriously damaged buildings. Distance metric learn-
ing (DML) algorithm [80, 81] is used to solve this problem. Through DML algorithm,
which can obtain Mahalanobis metric, the index under this metric can better interpret
the damage situation. The proposed damage level index is implemented and verified
by the detailed analysis of the Tohoku earthquake/tsunami event. An assessment map
is crated for result evaluation. The linear fitting of the result with truth values is also
analyzed. It further tests the validity of the new index. To verify the robustness of the
index, a series of analysis about Kumamoto earthquake event is also conducted.
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4.2 Study area
The information about the main study event, Tohoku earthquake/tsunami, and our used
PolSAR data are detailedly introduced in this section.
Figure 4.1: Location information about the Tohoku earthquake/tsunami. The
study area is marked with yellow rectangle, the ALOS/PALSAR footprint is
marked with blue rectangle.
The Tohoku earthquake, with a magnitude as 9, occurred on March 11, 2011. Along
with this earthquake, the serious tsunami brought heavily damage along with northeast-
ern Japan’s coastal areas. Because of the large coverage scale of damage, the ground-
survey based damage information detection methods [82, 83] are too difficult. Corre-
sponding remote sensing technology exhibits strong superiority for this kind of work.
PolSAR data can provide multiple information to detect the texture of different ter-
rains. It can be used for damage interpretation. The used PolSAR data to verify the
proposed damage level index was obtained by ALOS satellite of JAXA [84–86]. Figure
4.1 indicates the location information of the study area, Miyagi Prefecture.
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(a) Pre-event (b) Post-event
Figure 4.2: The preprocessed pre- and post-event PauliRGB images of the
study area.
Two single look complex (SLC), ALOS/PALSAR fully PolSAR data are chosen.
The post-event image was obtained on April 8, 2011, and the pre-event image was ob-
tained on November 21, 2010. Because of serious decorrelation effect, polarimetric
SAR interferometry mode [87, 88] cannot be used. For preprocessing, co-registration
is applied to both of these two datasets. Resolution of these two images is 23.14m in
ground-range directions and 4.45m in the azimuth direction. In the azimuth direction,
multi-looking (eight-looking) processing is applied. The preprocessed PauliRGB im-
ages are shown as Figure. 4.2 (a) and (b).
4.3 Methodology
Figure 4.3 gives the illustration of this algorithm. Preprocessing step includes co-
registration and multi-looking. Several polarimetric features are extracted from pre-
event data. Then, a region-based classification method is employed through which the
urban areas can be extracted. The used segmentation algorithm is multiresolution seg-
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Figure 4.3: Flowchart of the damage level calculation method.
mentation [89]. Acquired segmented regions are the inputs of SVM classifier [90, 91].
With the classification result by the SVM classifier, urban areas can be extracted by pick-
ing out the urban labeled pixels. The above procedure is conducted on pre-disaster data
while following damage level calculation processing is using both post- and pre-disaster
image. Principle for this algorithm is to analyze the features’ change created by the
disaster. For this work, an index that is using the double-bounce scattering is introduced
to get a preliminary result. Training samples are extracted from this preliminary result,
and the DML algorithm is used for Mahalanobis metric calculation. A new index under
the acquired metric is proposed, it can give a commendable exhibition about damage
condition.
4.3.1 Urban area extraction
Urban area extraction is the first work to do. Based on the single pre-event PolSAR
image, a region-based classification method is employed. The multiresolution segmen-
tation algorithm [89] is conducted firstly to acquire segmented regions, by which the
calculation time and the influence of speckle noise can be reduced.
Figure 4.4 (a) and (b) exhibit the two segmentation results. 10495 segmented re-
gions are obtained from the pre-event image. The black lines in subfigure (a) are the
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(a) (b)
Figure 4.4: Segmentation results. (a) Result with boundaries; (b) Result pre-
sented by average color.
segmentation boundaries. Subfigure (b) gives the average color of segmented regions.
The input for segmentation step is the color features of pre-event PolSAR PauliRGB
image, while for classification processing, the classification features’ average value of
every segmented region serves as the test dataset of Support Vector Machine (SVM)
classifier. Features from Cloude-Pottier and Yamaguchi decomposition, and color fea-
tures [92] extracted from PauliRGB image are used as classification features. The train-
ing dataset for the SVM classifier is extracted by visually comparing the Google Earth
image and the pre-event image. The whole image is classified into four classes, and for
each category, 500 training pixels are selected. After training model is formed, the pre-
event PolSAR image is classified by assigning a suitable class label to every segmented
region.
The four classes for the study area are the urban area, mountain, farmland, and ocean.
Figure 4.5 (a) exhibits the classification result, while Figure 4.5 (b) is a map about all the
urban areas, it is created based on the pre-event image. This urban area map shows that
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(a) Classification result (b) Urban area map
Figure 4.5: Classification result and urban area map.
the proposed urban area extraction algorithm can extract most urban labeled pixels. The
following procedure will only be conducted on the extracted pixels showed in Figure
4.5 (b).
4.3.2 Ground truth damage level map
Building damage map created by Tohoku University [93] is employed to provide ground-
truth information. Figure 4.6 (a) shows this map. It exhibits damaged buildings’ location
which colored with red. The survived buildings are marked with blue color. Other than
that, the gray points show the flooded area. However, the information given by this map
is insufficient, the damage levels cannot be figured out. Therefore, another reference
map about damage levels should be made.
The new damage level reference map is created based on the building damage map.
As the first step, the original building damage map is segmented into eighty blocks, it is
implemented based on streets’ distribution and buildings’ shape. Percentage of damaged
building pixels to the whole building pixels for each segmented region is regarded as the
damage level. Four damage degrees are further defined by classifying these damage
levels with values as  30%, 30%   50%, 50%   70%, and  70% into no damage
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(a)
(b)
Figure 4.6: (a) Ground-truth building damage map. (b) Reference damage level
map.
(NOD), slight damage (SLD), moderate damage (MOD), and serious damage (SED),
respectively. Figure 4.6 (b) is graphed damage degree map. It will be used to provide
reference information to evaluate damage level mapping result.
4.3.3 Index under double-bounce scattering power
Double-bounce scattering power has been verified as valid parameter for damage evalu-
ation by several previously done studies [43–45, 94]. It relates to the ground-wall struc-
tures which will be destroyed when the building is damaged by the disaster. It leads to
the left debris under random orientation. Range of Pd shall be different for buildings in
different shapes or under different SAR flight directions. Its change value that before
and after the event can not be directly used to represent damage level. The damage level
index should consider the pre-event value as well as the change value. Based on this
assumption, the index using double-bounce scattering power (INDEXDB) is defined as
follows,
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INDEXDB =
j Pd(pre-event)   Pd(post-event) j
Pd(pre-event)
(4.1)
where INDEXDB means the damage level, Pd(post-event) and Pd(pre-event) are values of post-
and pre-event double-bounce scattering power, respectively. For the reason that there
exist nearly no ground-wall structures in the urban areas which are completely damaged,
thus, value of Pd(post-event) should be near to 0, and INDEXDB should be near to 1. As
to undamaged buildings, because of no building structures are damaged, the decrease
value of double-bounce scattering power should be close to 0. It leads to the result
that INDEXDB should be near to 0. Above all, the range of this index should be
0  INDEXDB  1.
To verify the above discussion, two regions are selected (as shown in Figure 4.6 (b)).
Table 4.1 presents the pre- and post-event change value, average value, and the result
calculated by INDEXDB using double-bounce scattering power for these two regions.
Table 4.1: The pre-event, post-event, change and INDEXDB value of the
two test regions.
Regions GT Pd(post-event) Pd(pre-event) Pd(pre-event)   Pd(post-event) INDEXDB
1 SLD 0.3229 0.5863 0.2634 0.4493
2 SED 0.0589 0.2527 0.1938 0.7669
Figure 4.6 (b) shows that region 1 should be labeled as slightly damaged area, and
region 2 is seriously damaged region. But when only change value is taken into con-
sideration, region 1’s damage level is more serious than that of region 2. It is because
the pre-event value of region 1 is much larger than that of region 2. The damage level
of region 2 is 0.7669 by the index that calculates the percentage of changed value. This
level is larger than that region 1, which should be real damage situation.
Figure 4.7 (a) exhibits the damage level result by INDEXDB. Its background im-
age is the pre-event SPAN image. Before damage level calculation, a 9 9 mean value
filter is employed on the two data to reduce the interference of noise. Compared with
reference map (Figure 4.6 (a)), this calculated index can interpret damage situation suc-
cessfully. However, bottom right corner area should be damaged, and INDEXDB failed
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(a)
(b)
Figure 4.7: (a) Damage level map by INDEXDB; (b) Damage degree map.
to detect it out. Otherwise, most seriously damaged areas’ damage levels are not accu-
rate enough according to the reference map.
A damage level assessment map shown as Figure 4.7 (b) which is in block scale,
is created to better evaluate the result. Figure 4.7 (a) that shows damage level in pixel
scale is segmented into 80 blocks in the same way as the reference map in Figure 4.6 (b).
Every block’s average damage level is calculated, and the result is further categorized
into 4 damage degrees. Its principle is the same as that of the reference map (Figure
4.6 (b)). The damage degree map is shown as Figure 4.7 (b). It indicates that damage
degrees for NOD and SED areas are accurate. But many SED regions are labeled as
MOD, which leads to grave errors among these two categories. Above all, accurate
damage level result cannot be obtained by INDEXDB.
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4.3.4 An improved damage level index
An improved damage level index is introduced in this section. Distance metric learn-
ing (DML) [80, 81] is a kind of data conversion method. Large margin nearest neigh-
bor (LMNN) [95] is employed here to obtain improved index. LMNN is a supervised
method, its logic is to make samples labeled the same closer; on the other hand, it
will push the pixels in different classes further apart. For damage information detec-
tion work, each pair of pre- and post-event pixels that represent for damaged buildings
should be labeled with different classes. It is because the disaster already changed their
polarimetric scattering mechanisms. For the pair of pixels that represent for undamaged
buildings, their class labels should be the same. The proposed index is to evaluate the
distance of these pairs of pixels. By introducing the DML method, INDEXDB will be
improved, and it can better quantify the damage level for SED areas.
LMNN method is learn a Mahalanobis metric using the following equation,
DM(xi;xj) = kxi   xjk2M = (xi   xj)TM(xi   xj) (4.2)
where xi 2 Rd means the ith pixel, d features are extracted for it. DM(xi;xj) repre-
sents the squared distance of pixel xi and xj under the Mahalanobis metric. For pixel
xi whose class label is yi, its target neighbors mean the k closest neighbor pixels that
labeled same. j  i represents that xj is a target neighbor of xi. yij 2 f0; 1g, it means
that the value of yij is 1 for same labeled pixels xi and xj , and yij = 0 means their
labels are different.
For the training procedure, a Mahalanobis metric is trained using loss function be-
low. One term of this function is to pull the same labeled targets closer, the second term
will push the differently labeled targets further apart.
"(M) =(1  )
X
i;j i
DM(xi;xj) + 
X
i;j i
X
l
(1  yil)
[1 +DM(xi;xj) DM(xi;xl)]+
(4.3)
where [z]+ = max(z; 0). The minimizing processing can be conducted by using a
semi-positive programming algorithm and introducing a slack variable.
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(a) Ps (b) Ph
(c) Pv (d) H
(e) A (f) 
(g) R (h) G
(i) B (j) RRLL
Figure 4.8: Results by INDEXP . (a)-(c) are the results using Ps, Ph, and Pv,
respectively; (d)-(f) are the results using H, A, and , respectively; (g)-(i) are
the results using color features R, G, and B, respectively; (j) is the result using
RRLL.
After DML algorithm is introduced, the original INDEXDB is improved. It is the
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multi-features based index shown as follows,
INDEXM =
kV(post-event)   V(pre-event)kM
k V(pre-event)kM (4.4)
where V(post-event) and V(pre-event) mean post- and pre-event feature vectors, respectively.
Numerator of this function is their distance when Mahalanobis metric is employed.
Feature vectors for INDEXM should be composed by several effective features that
can interpret damage information. Damage level map by INDEXDB indicates that Pd
is a valid feature. Thus, it is one of the features for INDEXM. A series of experiments
are conducted to explore more valid features. Four-component decomposition features
(Ps, Ph and Pv), circular correlation coefficient (RRLL), Cloude-Pottier decomposition
features (H , A and ), and color features (R, G and B) are tested by using INDEXP.
INDEXP =
j P(post-event)   P(prec-event) j
P(pre-event)
(4.5)
where P(post-event) and P(pre-event) represent the tested post- and pre-event parameter, re-
spectively.
Figure 4.8 indicates the damage level results by 10 polarimetric features. Among all
these results, maps by Ps, A, and RRLL can better identify damaged buildings. For the
reason that buildings were totally damaged by the tsunami, leaving the empty ground,
surface scattering Ps increased after the disaster event. AnisotropyA can detect out scat-
tering characters’ change. For damaged areas, the increase of surface roughness leads
to that the circular correlation coefficient RRLL values of damaged buildings are smaller
than those of undamaged buildings. It means RRLL is also a valid parameter. These
damage level mapping results show that even though the SED areas can be detected, the
damage levels are not accurate according to the reference map. In the following experi-
ments, the improved damage level index INDEXM will be tested. These valid features,
Pd, Ps, A, and RRLL will be employed to create the feature vectors.
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4.4 Results and discussions
The training dataset for LMNN can be extracted from the result by INDEXDB. For this
training processing, a Mahalanobis metric can be calculated.
The location of the extracted training data is shown in Figure 4.9 (region 2, 3, and
6). 100 pixels exist in every region. Region 6 should be undamaged, and region 2 and 3
should be damaged. Table 4.2 lists the class labels for these pixels.
Figure 4.9: Location of test data (region 1, 4, 5) and training data (region 2, 3,
6).
Labels of pairs of pre- and post-event pixels for damaged regions shall be different,
those of pairs of pixels for undamaged areas should be the same. Therefore, both the
pre- and post-event pixels in region 6 are labeled as ‘0’, and pre-disaster pixels in region
2 and 3 should be ‘0’. Meanwhile, post-event pixels in region 2 and 3 are labeled as ‘1’.
Table 4.2: Labels for training samples.
Data Label
Pre-event pixels in region 6 0
Post-event pixels in region 6 0
Pre-event pixels in region 2 and 3 0
Post-event pixels in region 2 and 3 1
Nonlinear metric learning using gradient boosted regression trees (GB-LMNN) [96]
is introduced here. Figure 4.10 (a) shows the result by INDEXM. All damaged regions
can be detected, including the bottom area that discussed earlier. The calculated damage
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levels for SED areas are increased when compared with the result of INDEXDB. The
results for NOD and SLD regions are almost the same by these two indexes. Damage
level assessment map (damage degree map) that created according to the reference map
is shown in Figure 4.10 (b). It indicates that most regions are labeled with the right
damage degree.
(a)
(b)
Figure 4.10: (a) Damage level result by INDEXM; (b) Damage degree map.
The damage degree accuracy of the results by the damage level index INDEXDB
and INDEXM is evaluated, and Table 4.3 shows the results. The total number of error
labeled blocks in the result by INDEXDB is 17, and they are mainly labeled as SED.
For all the SED blocks in the study area, 7 of them are mislabeled as MOD. Several
error regions also exist in the damaged areas that under other three damage degrees. For
example, 4 NOD regions are labeled as SLD. Only 10 blocks are wrongly labeled in the
result by INDEXM, and the damage degree accuracy is improved. Error regions for
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Table 4.3: Damage assessment accuracy for INDEXDB and INDEXM.
INDEXDB INDEXM
SED MOD SLD NOD SED MOD SLD NOD
(NO. of Blocks)
SED 1 7 1 1 7 3 0 0
Damage degree MOD 0 2 3 0 0 2 3 0
(Ground Truth) SLD 0 0 15 1 0 1 13 2
NOD 0 0 4 45 0 0 1 48
Overall Accuracy: 92.23% Overall Accuracy: 95.52%
SED areas are reduced to 3 blocks, for NOD areas, only one error labeled region exists.
The overall accuracy is also shown in the Table. It is the result by comparing every
pixel’s damage degree with those in the ground-truth map (Fig. 4.6 (b)). By introducing
a Mahalanobis metric, the overall accuracy is improved from 93:23% to 95:52%.
As discussed earlier, the feature vectors in INDEXM are composed of several valid
features. Thus, the improvement by using INDEXM may because of the usage of
Mahalanobis metric or come from the combination of valid features. Therefore, the ef-
fectiveness of introducing the distance metric learning method should also be tested. For
this purpose, a comparison experiment between the multi-features based results under
Euclidean and Mahalanobis metric is also implemented. The damage level index that
under Euclidean metric is shown as follows,
INDEXE =
kV(post-event)   V(pre-event)k2
k V(pre-event)k2 (4.6)
The numerator of this equation means the distance of post- and pre-event feature vectors
under Euclidean metric. 3 datasets are chosen to test the performance of INDEXM and
INDEXE. Their locations are shown in Figure 4.9, and they are labeled as 1, 4, and
5. Region 1 and 4 should be damaged regions, and area 5 is undamaged. Mahalanobis
metric for INDEXM is the one by training the samples in region 2, 3, and 6.
Figure 4.11 shows the damage level results by INDEXM and INDEXE for these
six regions, respectively. Test data in region 1, 4, and training data in region 2, 3 are
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(a) region 1 (b) region 3
(c) region 4 (d) region 2
(e) region 5 (f) region 6
Figure 4.11: Damage levels of test and training datasets under Euclidean metric
and Mahalanobis metric.
damaged, their calculated damage levels under Euclidean metric are smaller than those
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Figure 4.12: Location of the chosen areas for result assessment.
by Mahalanobis metric. As can be known according to the reference map (Figure 4.6
(b)), SED should be the accurate degree for region 1 and 3, and degree for region 2
and 4 is MOD. According to the distributions of damage levels presented in Figure
4.11, index by Mahalanobis metric can obtain a much better result than that under the
Euclidean metric. For the undamaged samples in region 5 and 6, their results under
different metric are almost the same, both of them are smaller than 20%. The analysis
above indicates INDEXM can greatly improve the accuracy, and this improvement is
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 4.13: The detailed building damage information for the selected eight
areas .
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because of the employment of DML theory.
The above damage level assessment map (damage degree map) can estimate the
results. But this is about the damage degree instead of levels. To better evaluate the
damage level results, the experiment that evaluates damage levels is implemented. The
PolSAR dataset is in different scale with reference map (Figure 4.6 (a)). Moreover, the
sign on the reference map would interfere the assessment, therefore, the accuracy of the
damage level for every urban area pixel cannot be evaluated. To solve this problem,
typical regions are selected to estimate the relationship of obtained results and the truth
levels. Figure 4.12 presents the location of these regions. Figure 4.13 exhibits the
corresponding truth damage information that tailored from Figure 4.6 (a). The true
damage levels for region 1-8 are 95%, 85%, 70%, 65%, 55%, 40%, 30% and 20%,
respectively.
Figure 4.14: Linear fitting of the obtained results with reference information.
The relationship between the result by INDEXM and truth values for these selected
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Figure 4.15: The damage level result by INDEXM. The Ishinomaki city is
marked with purple rectangle box. The areas in the orange rectangle are the
river area of Ishinomaki city and Onagawa Town, respectively.
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eight regions is shown as Figure 4.14. The truth value is represented by x axis, and y
axis indicates averaged damage level by INDEXM. Figure 4.14 indicates between
these two parameters, a linear relationship exists.
(a) (b) (c)
Figure 4.16: The pre-disaster image, reference map, and damage level map for
Onagawa Town.
The overall damage result is shown in Figure 4.15. The region marked with the
purple rectangle indicates Ishinomaki city. There also exist other two damaged regions,
the area near the river in Ishinomaki City and Onagawa Town. Damage information of
these two regions is also analyzed in the following discussion.
Damage information maps of Onagawa Town, Miyagi Prefecture, is shown as Figure
4.16. Location of this area is indicated in Figure 4.15. Figure 4.16 (a) presents pre-event
image and Figure 4.16 (b) is ground-truth. This ground-truth map indicates most urban
regions were damaged, especially buildings near the seashore. The result by INDEXM
is shown as Figure 4.16 (c), it indicates that all damaged areas are detected out, including
small areas in the mountains. However, because of the interference of noise, parts of
ocean areas are labeled as urban, which leads to the error.
Damage condition about near river region in Ishinomaki City is shown in Figure
4.17. Figure 4.15 indicates its location, which is in the northeast region marked with an
orange rectangle box. Figure 4.17 (a) and (b) are pre-disaster image and reference map,
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(a) (b) (c)
Figure 4.17: The pre-disaster image, reference map, and damage level map of
the near river area of Ishinomaki City
(a) (b) (c)
(d) (e)
Figure 4.18: The selected regions’ building damage map. (a)-(d) are for regions
1-4 in Figure 16 (a); (e) is for the region 5 in Figure 17 (a).
respectively. Severe damage happened along this river area, especially the zone close
to the bridge. Figure 4.17 (c) is result by INDEXM, and it shows that serious damage
happened for most urban areas.
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Figure 4.19: Linear fitting of obtained results with true levels.
To test the performance of the obtained result, 5 regions are chosen among these two
areas. Figure 4.18 indicates their detailed damage information, and they are tailored
from the ground-truth map. True damage levels of these blocks are 85%, 70%, 65%,
55%, 80%, respectively. Figure 4.19 shows the relationship of their truth damage levels
and calculated results. It indicates that the results can present the damage situation
successfully.
Tohoku earthquake occurred on March 11, 2011, the corresponding post-disaster
PolSAR image was obtained on April 8, 2011. When the post-disaster data was ac-
quired, most standing water has receded, it means that the standing water did not effect
the damage level calculation.
The proposed damage level mapping algorithm could also be conducted effectively
for events with standing water existing in the post-event image. For these two kinds of
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damaged urban regions that standing water exists or not, the values of Pd, A, and RRLL
will decrease, it is due to the destruction of building structures. After the disaster event,
surface scattering power value (Ps) will increase in the damaged area without standing
water. It is because of the totally destroyed buildings will leave the ground empty. For
damaged areas that standing water exists, Ps will also increase. The reason is that Ps
can be produced by the water surface.
4.5 Robustness test of the proposed index
The analysis above shows that damage level index INDEXM can evaluate the urban
areas’ damage situation for the Tohoku earthquake/tsunami event. However, differ-
ent damage situations exist in different disaster events. Therefore, the robustness of
this proposed index needs to be discussed, and the damage information for Kumamoto
earthquake is analyzed.
Kumamoto earthquake happened on April 14, 2016, and its magnitude is 7.0. The
study area for this event is around Mashiki-town, Japan. L-band PolSAR datasets are
used, and the pre- and post-even PolSAR datasets were obtained by ALOS2 satellite on
December 3, 2015, and on April 21, 2016, respectively.
(a) Pre-event (b) Post-event
Figure 4.20: Pre- and post-event PauliRGB images for Mashiki-town (after pre-
processing)
Pre- and post-event PauliRGB images for Mashiki-town are presented as Figure
4.20. Co-registration processing and multi-looking (two-looking) are conducted for
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Figure 4.21: Reference map
Figure 4.22: Urban area extraction result
these two datasets. The damage situation of Mashiki-town is different from that of
Ishinomaki city. For Tohoku earthquake/tsunami, most buildings near the ocean were
flushed away. While for Kumamoto earthquake, the damage situation is not so serious.
The ground truth map for parts of the study area is shown as Figure 4.21. It was created
by Yamada et al. [97]. All damaged buildings are classified into 4 degrees: no dam-
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(a) Pd
(b) Ps
(c) A
(d) RRLL
Figure 4.23: Single parameter based damage level mapping results for the area
that corresponding ground-truth information exists. (a) result by Pd; (b) result by
Ps; (c) result by A; (d) result by RRLL
75
age (D0), partially/moderately damaged (D1-D3), severely damaged/inclines (D4), and
story collapse (D5), and they are marked with different colors [98]. The reference map
indicates the location of the damaged buildings are scattered, and it is different from the
(a)
(b)
Figure 4.24: Damage level mapping results by the proposed index. (a) result for
the whole study area; (b) result of the area with reference information
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Tohoku earthquake.
Figure 4.22 is the extracted urban area by the introduced classification method. Fig-
ure 4.23 show the single parameter based results by the four valid polarimetric features.
They are Pd, Ps, A, and RRLL. For these four results, only regions that reference infor-
mation exists are calculated. Among these four results, the one by Pd shows the best
performance. The similar problem exists for Kumamoto disaster event, it is that the
calculated damage levels are not bigger enough, even though the damage level results
using these four parameters can effectively detect damaged areas. However, the sin-
gle parameter based results verify that these parameters Pd, Ps, A, RRLL are valid for
damage assessment.
For Kumamoto earthquake, another training sample extraction method is introduced.
Two datasets are grouped according to the result by Pd. One is the dataset of undamaged
buildings, it can be created by pixels with INDEXDB is under 0.2. Another one is
damaged set, it can be created by the pixels with large INDEXDB, the threshold is 0.6.
The training data for DML can be randomly chosen from these two groups. For each
class, 200 training samples are selected.
Figure 4.24 (a) is the final result by the algorithm in this chapter, while the result of
regions with reference information is presented as Figure 4.24 (b). This acquired result
can give a satisfactory description of the damage condition.
4.6 Conclusion
In this chapter, a novel damage level calculation method for earthquake/tsunami hap-
pened in urban areas using post- and pre-disaster PolSAR datasets is introduced. This
proposed algorithm has been tested by a series of experiments. Except for damaged
areas detection, this algorithm can also evaluate the detailed damage levels for urban
areas.
The proposed algorithm has been implemented on two kinds of L-band ALOS/ALOS2
PALSAR datasets. The discussion about the experiments shows that the DML algorithm
can pull the pair of pre- and post-event pixels that should be undamaged near to each
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other and make pair of pixels in damaged regions further apart. Under the Mahalanobis
metric, a new index can solve the problem happened for double-bounce scattering power
based index. By the improved index, the damage assessment accuracy for the seriously
damaged area has been greatly improved. Moreover, for the Tohoku earthquake/tsunami
event, the overall accuracy has been increased. The linear relationship between truth
values and the obtained results shows that this proposed technique’s performance is ex-
cellent.
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5Earthquake Damage Assessment using
Single Post-event PolSAR Image
5.1 Introduction
In this chapter, a novel unsupervised earthquake/tsunami damage assessment method is
proposed. This technique is implemented on the same disaster event as shown in the
last section, it is the Tohoku earthquake/tsunami event. For the method introduced in
this section, only single post-event PolSAR data is used to acquire damage information,
Figure 5.1: Information about Tohoku earthquake. Yellow rectangle indicates
the study area.
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which is different from the previous work. "Unsupervised" here means that this tech-
nique acquires results without reference information. Post-event data about the Tohoku
earthquake/tsunami exhibit complex damage situations. The foreshortening mountain
areas share similar characters with damaged buildings and oriented buildings, which
will cause misclassification in urban area extraction. Moreover, the existing damaged
building, which under big orientation angle would be easily recognized as undamaged.
Without prior damaged buildings’ information, damaged building extraction work for
this disaster event is difficult. The proposed technique solves the above problems. For
the urban areas extraction work, an improved classification technique is proposed. This
improved classification method can better distinguish building areas and foreshorten-
ing mountain areas. For the work of detecting damaged buildings, all the buildings are
firstly classified into oriented and parallel buildings. After that, the damaged building
detection procedure is conducted for each of these two categories. Damaged buildings
under large orientation angle are considered. Thus not all oriented building are labeled
as undamaged. This proposed damage assessment method can acquire results with high
accuracy.
5.2 Study area
The research of new damage assessment algorithm in this chapter is also based on the
Tohoku earthquake/tsunami event. Information about this event has been introduced in
the last section. Figure 5.1 presents the satellite footprint, the earthquake’s epicenter,
and the main study area, which is a little different from that in the last section. For
preprocessing, multi-looking (eight-look) processing is applied, and Lee refined filter is
employed. The preprocessed post-event PauliRGB images are shown as Figure 5.2.
The main study area is the same one that analyzed in the last section. Figure 5.2
shows its location. The ground-truth maps have been introduced in Section 4.3.2 (Figure
4.6 (a) and (b)).
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Figure 5.2: Preprocessed post-event PauliRGB image with main study area is
marked.
5.3 Methodology
Figure 5.3 is a flowchart of the new damage assessment technique. Preprocessing for
the raw post-event dataset includes multi-looking and filtering. An initial classification
result is calculated firstly using SVM classification. The whole image is classified into
four classes. The inputs are the Polarization Orientation Angle (POA) compensation
conducted features. As introduced before, oriented and damaged buildings share similar
features with foreshortening mountainous regions. The polarimetric features that ex-
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Figure 5.3: Flowchart for the proposed algorithm.
tracted by eigenvalue based decomposition and conventional model cannot effectively
distinguish these categories. It leads to that the initial result shows some misclassifica-
tion between mountain and urban areas. Majority voting and thresholding are introduced
to solve this problem. The combination of these two techniques can obtain a better re-
sult. Multiresolution segmentation technique is introduced to calculate segmentation
result for majority voting.
For Tohoku earthquake/tsunami, its disaster situation is complex. Damaged build-
ings under large orientation angle exist, it will influence damage assessment work. By
conventional methods [50, 53], these buildings will be labeled as oriented and undam-
aged. This proposed method takes this situation into account. The whole urban areas
are classified into oriented and parallel buildings firstly through setting threshold using
RRLL. Then, from these two categories, damaged buildings can be detected.
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5.4 An improved classification method using majority
voting and thresholding
5.4.1 Preliminary classification
The SVM classifier is employed to calculate the initial result. This classification pro-
cedure is to detect out all buildings by removing other areas. The polarimetric features
are calculated using the POA compensated dataset that obtained after the event, they
serve as inputs for SVM classifier. The whole image contains four classes, including
farmland, water, mountainous and urban area; the urban area covers all building types.
POA compensation
Oriented buildings are those divergent to the satellite flight path. The POA compensation
[99] can solve the problem that these buildings are lacking of reflection symmetry [52].
Right-handed and left-handed circular polarization responses are,
Figure 5.4: Preliminary classification result by SVM classifier.
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SRR = (SHH   SVV + i2SHV)=2;
SLL = (SVV   SHH + i2SHV)=2:
(5.1)
Orientation angle  is geometrically related to radar look angle and topographical
slopes. It is,
 = [Arg(hSRRSLLi) + ]=4: (5.2)
hi means the ensemble average, which can be conducted by filtering.
Orientation angle  compensation can be written as,
T(new) = UTUT (5.3)
where U is defined as,
U =
26664
1 0 0
0 cos2 sin2
0  sin2 cos2
37775 (5.4)
Preliminary result
For the SVM method, seven polarimetric parameters are severed as the classification
features. They are parameters H , A, and  from Cloude-Pottier decomposition, and
four scattering powers from Yamaguchi decomposition. These features are obtained
from data that POA compensation conducted.
Figure 5.4 is the acquired preliminary classification result. It shows that farmland
and water areas can be classified accurately, and misclassification exists among urban
and mountain areas. Significant amount of cross-pol backscattering exists in foreshort-
ening mountain areas and oriented buildings, and they lack reflection symmetry [15].
Even though the POA compensation is applied to correct the data, these buildings still
show different characteristics with parallel buildings. It leads to i) parts of oriented
buildings and most damaged buildings will be labeled with mountain; ii) parts of fore-
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shortening mountainous regions will be classified as urban. All these problems cause
the misclassification in this preliminary result.
5.4.2 Majority voting and thresholding based classification
Mountain and urban areas classification
Polarimetric coherence magnitude is shown as follows, it is sensitive to targets’ orienta-
tion.
j1 2()j = jhs1()s

2()ijphjs1()j2ihjs2()j2i : (5.5)
s1 and s2 are two polarization channels. Rotation angle  max can be derived as,
 max =  when j1 2()j0 = 0 and j1 2()j00 < 0 (5.6)
(a) (b)
Figure 5.5: Value distributions of polarimetric features (a) j(HH VV) (HV)jmax; (b)
.
Figure 5.5 (b) indicates the distribution of parameter . It shows that values of 
for foreshortening mountainous areas and building areas are larger than those of rest
mountainous regions. Thus, the  based threshold can be set to distinguish these two
categories. This thresholding processing is conducted on the pixels that labeled moun-
tainous areas or building areas. After all these areas are detected out, an threshold can
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(a) (b)
Figure 5.6: (a) Segmentation result using multiresolution method; (b) Schematic
diagram about majority voting algorithm.
be set based on j(HH VV) (HV)jmax to detect foreshortening mountain areas. The distri-
bution of j(HH VV) (HV)jmax is shown as Figure 5.5 (a). Therefore, all the urban areas
can be labeled out. Based on the above analysis, the judging criterion is,
x 2 urban; if x 2 mountain and (x) > "1;
x 2 mountain; if x 2 urban and j(HH VV) (HV)jmax(x) < "2;
(5.7)
x means the tested pixel, and thresholds for "1 and "2 can be calculated based on his-
tograms.
Majority voting
As discussed above, the introduction of the thresholding algorithm can discriminate
urban and mountain areas, however, there still exist misclassified pixels. Moreover,
noise that exists in PolSAR dataset would affect the result. Majority voting [28, 100]
is a useful algorithm to enforce the pixels in the local area share the same class labels.
The principle for this method is to set class labels to the whole superpixel, and this
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label is calculated by picking out the highest frequency one. Figure 5.6 (b) presents the
schematic diagram for the majority voting method.
Figure 5.7: Region-based classification result.
Multiresolution segmentation method [89] is introduced to calculate the superpix-
els. Figure 5.6 (a) shows the segmentation result. The boundary of every superpixel is
marked with black color, and the pixels are colored by the averaged color of all pixels
in it. This PauliRGB image is over-segmented, and the result contains 4397 regions.
The final classification result is shown as Figure 5.7. Thresholds "1 and "2 in Equa-
tion 5.7 are set as 0:29 and 0:23, respectively. This classification result shows that most
misclassified oriented buildings and damaged buildings are now classified correctly. Ur-
ban areas can be extracted according to Figure 5.7, and they are for subsequent assess-
ment.
Figure 5.8 (a) is the ground-truth urban area map for Ishinomaki city. Buildings
detected from the preliminary result (Figure 5.4) is presented as Figure 5.8 (b), and sub-
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figure (c) is the result extracted from the improved result (Figure 5.7). The performance
of this improved method is much better. Figure 5.8 (c) detects out oriented buildings
and damaged buildings. With the introduction of majority voting and thresholding tech-
niques, the accuracy of urban area extraction is increased.
(a)
(b)
(c)
Figure 5.8: (a) Reference map for urban area; (b) Buildings extracted from pre-
liminary result; (c) Buildings extracted from improved classification result.
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5.5 Damage information extraction
By analyzing Pd or other polarimetric features, buildings and other man-made structures
can be identified. Many previous works [43–45,48,51,52] verified both RRLLRRLL and
Pd are valid parameters for building condition analysis. Without pre-event dataset, the
changes in these indexes caused by the disaster cannot be calculated. However, damage
condition can be distinguished by the difference of these values.
5.5.1 Analysis about the coastal area of Ishinomaki city
Aftereffect debris of buildings has random orientation and spatial arrangement, which is
similar to oriented buildings. Oriented buildings are defined as undamaged in the works
[50, 53]. However, a large orientation angle can also be found in damaged buildings.
By the above methods, these collapsed buildings will be regarded as oriented, which
are undamaged. A series of detailed analysis is conducted to detect the polarimetric
characteristics of urban areas, which is to discuss this situation.
Figure 5.9 (a) shows the distribution map of RRLL around main study area. The
background image (gray scale image) for it is SPAN image. The distribution map shows
that the whole urban area can be clearly classified into two categories, including the
undamaged parallel buildings with large values, and the damaged and oriented buildings
with small values.
By analyzing the Pd value changes caused by POA compensation, oriented build-
ings can be identified, which are the pixels that great change occurs. Figure 5.9 (b) is
distribution of RRLL for parallel buildings. When all the oriented buildings have been
removed, the difference in RRLL values can be employed to pick out damaged buildings.
But compared with the reference map, Figure 5.9 (b) does not include all the damaged
buildings. There should exist damaged areas marked with a red rectangle which are not
shown in the image. It is because these damaged buildings are also oriented, and they
are shown in Figure 5.9 (c). By defining the oriented buildings as undamaged, these
damaged areas cannot be detected out.
Figure 5.10 presents the distribution of orientation angles. It indicates that the an-
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(a)
(b)
(c)
(d)
Figure 5.9: Distribution maps of two parameters in different urban area. (a)
Distribution of RRLL for whole urban area; (b) Distribution of RRLL for parallel
area; (c) Distribution of RRLL for oriented area; (d) Distribution of Pd for oriented
area.
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Figure 5.10: Orientation angle distribution in the study urban area.
gle values for the red rectangle marked buildings are much bigger than those for other
damaged buildings. According to Equation 5.2, 5.3, and 5.4, large orientation angle will
lead to the big change in coherency matrix T . Therefore, Pd value change would be big.
These damaged buildings under large orientation angle should be considered. Accord-
ing to the discussions above, the condition of all the buildings shall be categorized into
four classes. Which are i) undamaged parallel building, ii) damaged parallel building,
iii) undamaged oriented building, and, iv) damaged oriented building.
To explore the difference in the polarimetric characteristics of these four kinds of
buildings, samples are selected from every building category. These pixels are selected
from seven zones that marked with different colored rectangle boxes. Figure 5.11 (a)
shows their location. The chosen of undamaged and damaged buildings is based on
ground-truth information, and the distinguishing of oriented and parallel buildings is
according to Ps value change caused by POA compensation [53].
Figure 5.11 (b) shows the values of real and imaginary part of RRLL. It indicates that
the parallel buildings are located in second and third quadrants, and oriented buildings
are located in the fourth quadrant. Moreover, this map shows that the circular correlation
coefficient’s real part value can distinguish oriented and parallel buildings. Figure 5.11
(c) presents the circular correlation coefficient’s modulus and phase value, and it indi-
cates undamaged and damaged buildings have different values. There exists great value
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(a)
(b) (c) (d)
Figure 5.11: Polarimetric characteristic analysis. (a) Location of tested pixels;
(b) Distribution of real and imaginary part of RRLL; (c) Distribution of modulus
and phase value of RRLL; (d) Value distribution of Ps.
difference between undamaged and damaged parallel building, both damaged parallel
building have similar values with undamaged and damaged oriented building.
For damaged building identification in the orientation area, Pd is found as a more
effective index. Figure 5.11 (d) shows the value distribution of Pd for tested samples.
It indicates that this index is not appropriate in differentiating undamaged and damaged
parallel buildings. But there exists a great difference between undamaged and damaged
orientation buildings. Figure 5.9 (d) is the distribution map for Pd for the oriented area,
from which difference can be detected between undamaged and damaged buildings.
Therefore, a threshold based on Pd can be set to detect damaged orientation buildings.
5.5.2 An unsupervised damaged building extraction algorithm
The damaged buildings identification work can be done by separately detecting them
from oriented and parallel areas. For parallel areas, the magnitude of the circular corre-
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lation coefficient is a suitable parameter to detect out all the damaged buildings. While
oriented areas, Ps can be introduced.
According to the discussions, an unsupervised algorithm can be introduced. When
all urban areas have been extracted, they will be classified into two categories firstly,
including oriented and parallel areas. For these two areas, damaged buildings can be
detected separately by two thresholds. A criterion is designed as,
x 2 damaged building; if x 2 parallel area and RRLL(x) < T1;
x 2 damaged building; if x 2 oriented area and Pd(x) < T2;
(5.8)
where x is the urban labeled test pixel. Thresholds T1 and T2 are determined by statisti-
cal histogram analysis.
5.6 Results and discussions
Figure 5.12 presents the damaged building assessment result of the whole PolSAR
dataset. Thresholds T1 and T2 in Equation 5.8 are 0:47 and 0:305, respectively. Ex-
tracted damaged buildings are labeled with red color.
5.6.1 Coastal area of Ishinomaki city
The obtained result is transformed into a block scale result to better evaluate the damage
information. The ratio of damaged building labeled pixels’ number to the entire pixel
number for every block means the damage level. Figure 5.13 (a) shows the damage level
result, and subfigure (b) is the damage degree map. The damage degree map shows that
the result is accurate. Figure 5.13 (c) is the distribution map of misclassified blocks,
which are labeled as red color.
RRLL is sensitive to man-made structures. It can be used as a valid index to represent
damage level. This index can be written as Equation (5.9). Figure 5.13 (d) indicates
the damage level mapping result created by index IRRLL . This map describes both the
damaged buildings’ location and the corresponding damage severity.
IRRLL = 1  hRRLLi (5.9)
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Figure 5.12: Damaged building extraction result.
5.6.2 Analysis for another two areas
The proposed method is also implemented in another two areas to test its validity. Figure
5.12 Area 02 and Area 03 show the location of these two regions.
Figure 5.14 (b) shows the extracted damaged buildings for Onagawa Town, Miyagi
Prefecture (Area 02). The ground-truth map shows that most buildings near the ocean
were damaged. The proposed method can interpret this situation.
Figure 5.14 (d) shows the extraction result of damaged buildings for Ishinomaki
City’s river area. Damaged buildings that close to the bridge can be detected success-
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(a)
(b)
(c)
(d)
Figure 5.13: (a) Damage level result ; (b) Damage degree result; (c) Error blocks
map; (d) Damage assessment result by IRRLL.
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(a) (b)
(c) (d)
Figure 5.14: (a) Reference map for Onagawa Town; (b) Extracted damaged
buildings for Onagawa Town; (c) Reference map for the river area in Ishinomaki
city; (d) Extracted damaged buildings for the river area in Ishinomaki city.
fully. However, there exist mistakes, especially buildings close to the estuary (marked
with a black circle in Figure 5.14 (c)) are not identified. For these areas, all the man-
made structures have been destroyed by the tsunami. Moreover, the standing water
caused that these pixels are labeled as water. Without pre-disaster data, damaged build-
ings in this area cannot be figured by this technique.
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(a)
(b)
(c)
(d)
Figure 5.15: Damage assessment by SVM method. (a) Classification result; (b)
Extracted damaged buildings; (c) Damage degree map; (d) Error block map.
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5.6.3 Comparison with supervised method
The proposed algorithm can interpret the damage without training processing, it means
ground-truth damage information is not needed. To benchmark this method against the
existing approaches, a comparison experiment is conducted between the result of this
work and that using SVM classification method. Cloude-Pottier decomposition features,
Yamaguchi decomposition features, RRLL, and j(HH VV) (HV)jmax serve as classifica-
tion features. Training samples for SVM classification are chosen from the ground-truth
map. Figure 5.15 (a) is the damage assessment result. The whole image was classified
into 6 classes, including farmland, water, mountainous area, damaged building, undam-
aged oriented building, and undamaged parallel building. This supervised method can
obtain a good result. However, misclassification exists because of the existing noise.
What’s more, many foreshortening mountainous pixels were classified as buildings.
Figure 5.15 (b) is the damaged building distribution map for the main study area.
Figure 5.15 (c) is damage degree map. These two images show that this method can
give a relatively good result, most MOD and SED regions can be marked accurately.
However, there still exists the situation that many SLD and NOD areas are wrongly
marked. Figure 5.15 (d) is the error distribution map, it shows that this supervised
Table 5.1: Comparison of proposed method to the SVM classifier.
SVM Proposed method
SED MOD SLD NOD SED MOD SLD NOD
(Number of blocks matched to true damage degree)
SED 7 3 0 0 10 0 0 0
GT MOD 0 5 0 0 0 4 0 1
SLD 1 3 4 8 2 1 4 9
NOD 1 2 5 41 1 1 2 45
C/T 7/10 5/5 4/16 41/49 10/10 4/5 4/16 45/49
Accuracy(%) 73.72 100 23.05 96.6 100 87.67 27.57 98.74
Overall Accuracy: 88.81% Overall Accuracy: 92.28%
C represents the number of correct blocks. T represents the total number of blocks
according to ground truth.
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method is worse than the proposed method.
Table 5.1 shows the accuracy of these two damage assessment methods. C/T means
the percentage of correct blocks to all zones. All accuracies are based on the pixel scale.
The method in this chapter can detect all SED areas, most NOD and MOD areas. Ac-
curacy for the SVM method is 88:81% and that for the introduced algorithm is 92:28%.
The comparison indicates the unsupervised method proposed in this chapter is better
than the supervised method.
5.7 Conclusion
A novel damage assessment method has been introduced in this chapter. This method
can extract damage information for building areas under complex damage situation. It
shows great superiority, and only post-event data is needed. The method is implemented
in the Tohoku earthquake event by analyzing L-band ALOS/PALSAR dataset.
The proposed technique can identify most damaged buildings. To overcome the
existing problem, effective techniques such as majority voting and thresholding are in-
troduced, by which all the urban areas can be extracted. Moreover, different kinds of
buildings are analyzed, and many valid parameters are found out, such as double-bounce
scattering power and circular correlation coefficient, they can better extract damaged
buildings by considering about the oriented buildings that under big orientation an-
gle. Four types of buildings are proposed, the comparison with the SVM classification
method shows that this kind of method can better assess damage information.
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6Summery and Outlook
6.1 Summery
With the development of radar technology, polarimetric SAR image processing and it’s
application for disaster monitoring, which is one of the research focus in radar image
processing, has made significant progress. This thesis introduced a novel image clas-
sification method and two kinds of earthquake damage assessment algorithms. The
features which can be extracted from PolSAR data was introduced firstly. For PolSAR
image processing, a new unsupervised classification technique is presented, and it em-
ploys sparse representation theory. As for the application of PolSAR image, two kinds
of earthquake damage assessment algorithms were introduced. One of them is based
on a novel damage level index to calculate earthquake damage level mapping result by
post- and pre-event dataset, the second one is just based on the single post-event im-
age, this method can extract all the damaged buildings without the need of prior damage
information for training processing.
Chapter 2 mainly introduced the PolSAR data description forms and many target
decomposition methods. Polarimetric features which can provide useful information
about target terrains can be extracted by the introduced target decomposition meth-
ods. This thesis introduced these theories by classifying them into two classes, in-
cluding coherent target decomposition methods (Pauli decomposition and Krogager de-
composition) and incoherent target decomposition methods (Cloude-Pottier decompo-
sition, Freeman decomposition, Yamaguchi four-component decomposition, and Neu-
mann two-component decomposition). The extracted polarimetric features were used
as the classification features in Chapter 3, image classification, and to provide useful
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information for earthquake damage assessment (Chapter 4 and Chapter 5). Except for
the features extracted from target decomposition methods, another polarimetric feature,
the correlation coefficient was also introduced in this chapter. This feature shows great
potential in damage assessment work. It can be used to compose the damage level in-
dex, which can better evaluate the building damage in Chapter 3. This feature was also
introduced in Chapter 5 to distinguish undamaged buildings and damaged buildings by
considering orientation angle’s influence.
Chapter 3 introduced an unsupervised PolSAR image classification algorithm. 49
classification features, including polarimetric features and color features, were extracted
to provide varied information. An energy function based on label smoothness constraint
and sparse representation theory was defined. A corresponding optimization method
was designed to update the dictionary and final result, class labels. This unsupervised
method was implemented on three PolSAR datasets. A series of experiments were con-
ducted, which verified that the dictionary and class labels were optimized effectively
during every loop by the optimization method. The analysis of parameters values was
also conducted. It indicated the influence of different parameter values to the final result,
and also verified the effectiveness of the proposed unsupervised classification technique.
The comparison with other unsupervised/supervised method indicated the superiority of
the proposed method. It can acquire high accuracy classification result without the need
of training samples.
Chapter 4 and Chapter 5 are about the application of PolSAR data in disaster moni-
toring, and two kinds of earthquake damage assessment methods were introduced. The
main study event for these two methods is the Tohoku earthquake/tsunami. The algo-
rithm in Chapter 4 is conducted on the analyses of both pre- and post-event datasets.
Change value of double-bounce scattering power before and after disaster provides use-
ful information. The proposed method combined this feature and the other three valid
polarimetric features to compose the improved damage level index. The improved index
was under the Mahalanobis metric. By the proposed index, accurate damage level and
damage degree mapping results can be calculated. A series of experiments were con-
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ducted which verified the superiority of this proposed damage level index. The analyses
about another disaster event, Kumamoto earthquake further indicated its robustness.
The earthquake damage assessment algorithm introduced in Chapter 5 was based on
the post-disaster image. Contribution of this method is the improvement in both the ur-
ban area extraction and the damaged building detection. The thresholding and majority
voting methods were combined to extract all the building areas, it can better distinguish
urban and mountainous areas. For damaged areas detection, all the urban areas were
classified into four categories by considering the influence of orientation angle. This
method can better extract all damaged buildings, especially the oriented damaged build-
ings. The method is unsupervised, which means no prior damage information is needed,
and it shows better performance even than the supervised method.
A PolSAR image can provide multitudinous information for image processing works
and applications. Features extracted from the PolSAR dataset can effectively describe
the characteristic of target terrains, which is important for many image processing works.
The two earthquake damage assessment methods introduced in Chapter 4 and 5 also
manifest the great potential of PolSAR dataset for damage condition exploration.
6.2 Outlook
With the development of technology, acquisition ability for radar data is greatly im-
proved. However, the corresponding image processing technique still needs to be further
improved.
For the image classification work, the unsupervised method using sparse represen-
tation theory that introduced in this thesis can obtain results with high accuracy without
the need of training samples. However, For the reason that both the sparse represen-
tation method and the iteration processing occupies time, the computational speed of
this method is slower than classical classification methods. For the Flevoland dataset,
it takes 1481s; for the Foulum dataset, it takes 2941s; for the San Francisco dataset, it
takes 2830s (Matlab R2016b; Iteration time=6; 4 cores CPU with a core frequency of
3.2GHz). Even though its classification accuracy is much higher than many other su-
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pervised classification methods, seeking the ways that can speed up the computational
speed is still the next key work. Deep learning technique which has been widely used to
solve remote sensing problems is also a good option to handle the image classification
work. For future research, the study about its applications will also be the main work.
For the disaster monitoring work, even though the two kinds of technique introduced
in this thesis can obtain satisfactory damage assessment results, the algorithms which
can be widely used for different kinds of disaster events should also be studied. More
complex disaster situations should be considered, and accurate unsupervised methods
should be the main research content for its advantage that this kind of method can ob-
tain fast result without the need of ground-truth information. Moreover, other satellite
datasets such as images by Sentinel and RADARSAT can also be applied to this re-
search. They will provide valid information for disaster damage assessment.
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