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Compressed sensing approaches for polynomial
approximation of high-dimensional functions
Ben Adcock, Simone Brugiapaglia and Clayton G. Webster
Abstract In recent years, the use of sparse recovery techniques in the approxima-
tion of high-dimensional functions has garnered increasing interest. In this work we
present a survey of recent progress in this emerging topic. Our main focus is on
the computation of polynomial approximations of high-dimensional functions on d-
dimensional hypercubes. We show that smooth, multivariate functions possess ex-
pansions in orthogonal polynomial bases that are not only approximately sparse, but
possess a particular type of structured sparsity defined by so-called lower sets. This
structure can be exploited via the use of weighted ℓ1 minimization techniques, and,
as we demonstrate, doing so leads to sample complexity estimates that are at most
logarithmically dependent on the dimension d. Hence the curse of dimensionality –
the bane of high-dimensional approximation – is mitigated to a significant extent.
We also discuss several practical issues, including unknown noise (due to truncation
or numerical error), and highlight a number of open problems and challenges.
1 Introduction
The approximation of high-dimensional functions is a fundamental difficulty in a
large number of fields, including neutron, tomographic and magnetic resonance im-
age reconstruction, uncertainty quantification (UQ), optimal control and parame-
ter identification for engineering and science applications. In addition, this prob-
lem naturally arises in computational solutions to kinetic plasma physics equations,
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the many-body Schro¨dinger equation, Dirac and Maxwell equations for molecu-
lar electronic structures and nuclear dynamic computations, options pricing equa-
tions in mathematical finance, Fokker-Planck and fluid dynamics equations for com-
plex fluids, turbulent flow, quantum dynamics, molecular life sciences, and nonlo-
cal mechanics. The subject of intensive research over the last half-century, high-
dimensional approximation is made challenging by the curse of dimensionality, a
phrase coined by Bellman [7]. Loosely speaking, this refers to the tendency of naı¨ve
approaches to exhibit exponential blow-up in complexitywith increasing dimension.
Progress is possible, however, by placing restrictions on the class of functions to be
approximated; for example, smoothness, anisotropy, sparsity, and compressibility.
Well-known algorithms such as sparse grids [70, 14, 56, 55], which are specifically
designed to capture this behaviour, can mitigate the curse of dimensionality to a
substantial extent.
While successful, however, such approaches typically require strong a pri-
ori knowledge of the functions being approximated, e.g. the parameters of the
anisotropic behaviour, or costly adaptive implementations to estimate the anisotropy
during the approximation process. The efficient approximation of high-dimensional
functions in the absence of such knowledge remains a significant challenge.
In this chapter, we consider new methods for high-dimensional approximation
based on the techniques of compressed sensing. Compressed sensing is an appeal-
ing approach for reconstructing signals from underdetermined systems, i.e. with far
smaller number of measurements compared to the signal length [16, 32]. This ap-
proach has emerged in the last half a dozen years as an alternative to more classical
approximation schemes for high-dimensional functions, with the aim being to over-
come some of the limitations mentioned above. Under natural the sparsity or com-
pressibility assumptions, it enjoys a significant improvement in sample complexity
over traditional methods such as discrete least-squares, projection, and interpolation
[38, 39]. Our intention in this chapter is to both present an overview of existing work
in this area, focusing particularly on the mitigation of the curse of dimensionality,
and to highlight existing open problems and challenges.
1.1 Compressed sensing for high-dimensional approximation
Compressed sensing asserts that a vector x ∈Cn possessing a k-sparse representation
in a fixed orthonormal basis can be recovered from a number of suitably-chosen
measurements m that is linear in k and logarithmic in the ambient dimension n. In
practice, recovery can be achieved via a number of different approaches, including
convex optimization (ℓ1 minimization), greedy or thresholding algorithms.
Let f : D→ C be a function, where D ⊆ Rd is a domain in d ≫ 1 dimensions.
In order to apply compressed sensing techniques to approximate f , we must first
address the following three questions:
(i) In which orthonormal system of functions {φi}ni=1 does f have an approximately
sparse representation?
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(ii) Given suitable assumptions on f (e.g. smoothness) how fast does the best k-term
approximation error decay?
(iii) Given such a system {φi}ni=1, what are suitable measurements to take of f ?
The concern of this chapter is the approximation of smooth functions, and as such
we will use orthonormal bases consisting of multivariate orthogonal polynomials. In
answer to (i) and (ii) in §2 we discuss why this choice leads to approximate sparse
representations for functions with suitable smoothness, and characterize the best
k-term approximation error in terms of certain regularity conditions. As we note in
§2.2, practical examples of such functions include parameter maps of many different
types of parametric PDEs.
For sampling, we evaluate f at a set of points z1, . . . ,zm ∈ D. This approach is
simple and particularly well-suited in practical problems. In UQ, for example, it is
commonly referred to as a nonintrusive approach [47] or stochastic collocation [54].
More complicated measurement procedures – for instance, intrusive procedures
such as inner products with respect to a set of basis functions – are often impractical
or even infeasible, since, for example, they require computation of high-dimensional
integrals. The results presented in §3 identify appropriate (random) choices of the
sample points {zi}mi=1 and bounds for the number of measurements m under which
f can be stably and robustly recovered from the data { f (zi)}mi=1.
1.2 Structured sparsity
The approximation of high-dimensional functions using polynomials differs from
standard compressed sensing in several key ways. Standard compressed sensing
exploits sparsity of the finite vector of coefficients c ∈ Cn of a finite-dimensional
signal x ∈ Cn. However, polynomial coefficients of smooth functions typically pos-
sess more detailed structure than just sparsity. Loosely speaking, coefficients corre-
sponding to low polynomial orders tend to be larger than coefficients corresponding
to higher orders. This raises several questions:
(iv) What is a reasonable structured sparsity model for polynomial coefficients of
high-dimensional functions?
(v) How can such structured sparsity be exploited in the reconstruction procedure,
and by how much does doing this reduce the number of measurements required?
In §2.3 it is shown that high-dimensional functions can be approximated with quasi-
optimal rates of convergence by k-term polynomial expansions with coefficients
lying in so-called lower sets of multi-indices. As we discuss, sparsity in lower sets
is a type of structured sparsity, and in §3 we show how it can be exploited by replac-
ing the classical ℓ1 regularizer by a suitable weighted ℓ1-norm. Growing weights
penalize high degree polynomial coefficients, and when chosen appropriately, they
act to promote lower set structure. In §3.2 nonuniform recovery techniques are used
to identify a suitable choice of weights. This choice of weights is then adopted in
4 Ben Adcock, Simone Brugiapaglia and Clayton G. Webster
§3.5 to establish quasi-optimal uniform recovery guarantees for compressed sensing
of polynomial expansions using weighted ℓ1 minimization.
The effect of this weighted procedure is a substantially improved recovery guar-
antee over the case of unweighted ℓ1 minimization; specifically, a measurement con-
dition that is only logarithmically dependent on the dimension d and polynomially-
dependent on the sparsity k. Hence the curse of dimensionality is almost completely
avoided. As we note in §3.3, these polynomial rates of growth in k agree with the
best known recovery guarantees for oracle least-squares estimators.
1.3 Dealing with infinity
Another way in which the approximation of high-dimensional functions differs from
standard compressed sensing is that functions typically have infinite (as opposed to
finite) expansions in orthogonal polynomial bases. In order to apply compressed
sensing techniques, this expansion must be truncated in a suitable way. This leads
to the following questions:
(vi) What is a suitable truncation of the infinite expansion?
(vii) How does the corresponding truncation error affect the overall reconstruction?
In §3 a truncation strategy – corresponding to a hyperbolic cross index set – is pro-
posed based on the lower set structure. The issue of truncation error (question (vii))
presents some technical issues, both theoretical and practical, since this error is usu-
ally unknown a priori. In §3.6 we discuss a means to overcome these issues via a
slightly modified optimization problem. Besides doing so, another benefit of the ap-
proach developed therein is that it yields approximations to f that also interpolate at
the sample points {zi}mi=1; a desirable property for certain applications. Furthermore,
the results given in §3.6 also address the robustness of the recovery to unknown er-
rors in the measurements. This is a quite common phenomenon in applications,
since function samples are often the result of (inexact) numerical computations.
1.4 Main results
We now summarize our main results. In order to keep the presentation brief, in this
chapter we limit ourselves to functions defined on the unit hypercube D= (−1,1)d
and consider expansions in orthonormal polynomial bases {φi}i∈Nd
0
of Chebyshev
or Legendre type. We note in passing, however, that many of our results apply im-
mediately (or extend straightforwardly) to more general systems of functions. See
§4 for some further discussion.
Let ν be the probability measure under which the basis {φi}i∈Nd0 is orthonormal.
Our main result is as follows:
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Theorem 1. Let k ∈ N, 0 < ε < 1, {φi}i∈Nd0 be the orthonormal Chebyshev or Leg-
endre basis on D= (−1,1)d , Λ =ΛHCk be the hyperbolic cross of index k and define
weights u = (ui)i∈Nd0 , where ui = ‖φi‖L∞ . Suppose that
m& kγ
(
log2(k)min{d+ log(k), log(2d) log(k)}+ log(k) log(log(k)/ε)) ,
where γ = log(3)
log(2)
or γ = 2 for Chebyshev or Legendre polynomials respectively, and
draw z1, . . . ,zm ∈ D independently according to ν . Then with probability at least
1− ε the following holds. For any f ∈ L2ν (D)∩L∞(D) satisfying∥∥∥∥∥ f − ∑
i∈Λ
ciφi
∥∥∥∥∥
L∞
≤ η , (1)
for some known η ≥ 0, it is possible to compute, via solving a ℓ1u minimization
problem of size m× n where n = |Λ |, an approximation f˜ from the samples y =
( f (z j))
m
j=1 that satisfies
‖ f − f˜‖L2ν .
σk,L(c)1,u
kγ/2
+η ,
∥∥ f − f˜∥∥
L∞
. σk,L(c)1,u + k
γ/2η . (2)
Here c are the coefficients of f in the basis {φi}i∈Nd0 and σs,L(c)1,u is the ℓ
1
u-norm
error of the best approximation of c by a vector that is k-sparse and lower.
Note that the condition (1) is strong, since it assumes an a priori upper bound on
the expansion error is available. Such a condition is unlikely to be met in practice.
In §3.6 we discuss recovery results for general f without such a priori bounds.
1.5 Existing literature
The first results on compressed sensing with orthogonal polynomials in the one-
dimensional setting appeared in [61], based on earlier work in sparse trigonomet-
ric expansions [59]. This was extended to the higher-dimensional setting in [73].
Weighted ℓ1 minimization was studied in [62], and recovery guarantees given in
terms of so-called weighted sparsity. However, this does not lead straightforwardly
to explicit measurement conditions for quasi-best k-term approximation. The works
[1, 22] introduced new guarantees for weighted ℓ1 minimization of nonuniform
and uniform types respectively, leading to optimal sample complexity estimates for
recovering high-dimensional functions using k-term approximations in lower sets.
Theorem 1 is based on results in [22]. Relevant approaches to compressed sensing
in infinite dimensions have also been considered in [1, 2, 4, 11, 13, 67]
Applications of compressed sensing to UQ, specifically the computation of poly-
nomial chaos expansions of parametric PDEs, can be found in [10, 33, 48, 57, 60,
74] and references therein. Throughout this chapter we use random sampling from
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the orthogonality measure of the polynomial basis. We do this for its simplicity and
the theoretical optimality of the recovery guarantees in terms of the dimension d.
Other strategies, which typically seek a smaller error or lower polynomial factor of
k in the sample complexity, have been considered in [40, 42, 45, 53, 54, 65, 72].
Working towards a similar end, various approaches have also been considered to
learn a better sparsity basis [44, 75] or to use additional gradient samples [58]. In
this chapter, we focus on fixed bases of Chebyshev or Legendre polynomials in the
unit cube. For results in Rd using Hermite polynomials, see [40, 42, 53].
In some scenarios, a suitable lower set may be known in advance or be computed
via an adaptive search. In this case, least-squares methods may be suitable. A series
of works have studied the sample complexity of such approaches in the context of
high-dimensional polynomial approximation [19, 24, 29, 30, 41, 49, 50, 51, 52, 53].
We review a number of these results in §3.3.
2 Sparse polynomial approximation of high-dimensional
functions
2.1 Setup and notation
We first require some notation. For the remainder of this chapter, D= (−1,1)d will
be the d-dimensional unit cube. The vector z = (z1, . . . ,zd) will denote the variable
in D and i = (i1, . . . , id) ∈ Nd0 will be a multi-index. Let ν(1), . . . ,ν(d) be probability
measures on the unit interval (−1,1). We consider the tensor product probability
measure ν on D given by ν = ν(1)⊗ ·· · ⊗ ν(d). Let {φ (k)i }∞i=0 be an orthonormal
polynomial basis of L2
ν(k)
(−1,1) and define the corresponding tensor product or-
thonormal basis {φi}i∈Nd0 of L
2
ν(D) by
φi = φ
(1)
i1
⊗·· ·⊗φ (d)id , i = (i1, . . . , id) ∈N
d
0 .
We let ‖·‖L2ν and 〈·, ·〉L2ν denote the norm and inner product on L2ν(D) respectively.
Let f ∈ L2ν(D)∩L∞(D) be the function to be approximated, and write
f = ∑
i∈Nd0
ciφi , (3)
where ci = 〈 f ,φi〉L2ν are the coefficients of f in the basis {φi}i∈Nd0 . We define
c = (ci)i∈Nd0 ∈ ℓ
2(Nd0),
to be the infinite vector of coefficients in this basis.
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Example 1. Our main example will be Chebyshev or Legendre polynomials. In one
dimension, these are orthogonal polynomials with respect to the weight functions
dν =
1
2
dz (Legendre), dν =
1
pi
√
1− z2 dz (Chebyshev),
respectively. For simplicity, we will consider only tensor products of the same types
of polynomials in each coordinate. The corresponding tensor product measures on
D are consequently defined as
dν = 2−d dz (Legendre), dν =
d
∏
j=1
1
pi
√
1− z2j
dz (Chebyshev).
We note also that many of the results presented below extend to more general fami-
lies of orthogonal polynomials, e.g., Jacobi polynomials (see Remark 5).
As discussed in §1.3, it is necessary to truncate the infinite expansion (3) to a
finite one. Throughout, we let Λ ⊂ Nd0 be a subset of size |Λ | = n, and define the
truncated expansion
fΛ = ∑
i∈Λ
ciφi .
We write cΛ for the finite vector of coefficients with multi-indices in Λ . Whenever
necessary, we will assume an ordering i1, . . . , in of the multi-indices in Λ , so that
fΛ =
n
∑
j=1
ci jφi j , cΛ = (ci j )
n
j=1 ∈ Cn.
We will adopt the usual convention and view cΛ interchangeably as a vector in C
n
and as an element of ℓ2(Nd0) whose entries corresponding to indices i /∈Λ are zero.
2.2 Regularity and best k-term approximation
In the high-dimensional setting, we assume the regularity of f is such that the com-
plex continuation of f , represented as the map f :Cd →C, is a holomorphic function
on Cd . In addition, for 1≤ k ≤ n, we let
Σk =
{
c ∈ ℓ2(Nd0) : |supp(c)| ≤ k
}
,
be the set of k-sparse vectors, and
σk(c)1 = inf
d∈Σk
‖c− d‖1,
be the error of the best k-term approximation of c, measured in the ℓ1 norm.
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Recently, for smooth functions as described above, sparse recovery of the poly-
nomial expansion (3) with the use of compressed sensing has shown tremendous
promise. However, this approach requires a small uniform bound of the underlying
basis, given by
Θ = sup
i∈Λ
‖φi‖L∞(D),
as the sample complexity m required to recover the best k-term approximation (up
to a multiplicative constant) scales with the following bound (see, e.g., [35])
m&Θ 2k× log factors. (4)
This poses a challenge for many multivariate polynomial approximation strategies
asΘ is prohibitively large in high dimensions. In particular, for d-dimensional prob-
lems, Θ = 2d/2 for Chebyshev systems and so-called preconditioned Legendre sys-
tems [61]. Moreover, when using the standard Legendre expansion, the theoretical
number of samples can exceed the cardinality of the polynomial subspace, unless
the subspace a priori excludes all terms of high total order (see, e.g., [42, 73]).
Therefore, the advantages of sparse polynomial recovery methods, coming from re-
duced sample complexity, are eventually overcome by the curse of dimensionality,
in that such techniques require at least as many samples as traditional sparse interpo-
lation techniques in high dimensions [38, 55, 56]. Nevertheless, in the next section
we describe a common characteristic of the polynomial space spanned by the best
k-terms, that we will exploit to overcome the curse of dimensionality in the sam-
ple complexity bound (4). As such, our work also provides a fair comparison with
existing numerical polynomial approaches in high dimensions [6, 18, 19, 20, 66].
2.3 Lower sets and structured sparsity
In many engineering and science applications, the target functions, despite being
high-dimensional, are smooth and often characterized by a rapidly decaying polyno-
mial expansion, whose most important coefficients are of low order [21, 25, 26, 43].
In such situations, the quest for finding the approximation containing the largest k
terms can be restricted to polynomial spaces associated with lower (also known as
downward closed or monotone) sets. These are defined as follows:
Definition 1. A set S ⊆ Nd0 is lower if, whenever i = (i1, . . . , id) ∈ S and i′ =
(i′1, . . . , i
′
d) ∈ Nd0 satisfies i′j ≤ i j for all j = 1, . . . ,d, then i′ ∈ S.
The practicality of downward closed sets is mainly computational, and has been
demonstrated in different approaches such as quasi-optimal strategies, Taylor ex-
pansion, interpolation methods, and discrete least-squares (see [6, 18, 19, 20, 21,
22, 27, 28, 50, 52, 63, 66] and references therein). For instance, in the context of
parametric PDEs, it was shown in [21] that for a large class of smooth differen-
tial operators, with a certain type of anisotropic dependence on z, the solution map
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z 7→ f (z) can be approximated by its best k-term expansions associated with index
sets of cardinality k, resulting in algebraic rates k−α , α > 0 in the uniform and/or
mean average sense. The same rates are preserved with index sets that are lower.
In addition, such lower sets of cardinality k also enable the equivalence property
‖ · ‖L2ν(D) ≤ ‖ · ‖L∞ ≤ kγ‖ · ‖L2ν(D) in arbitrary dimensions d with, e.g., γ = 2 for the
uniform measure and γ = log3
log2
for Chebyshev measure.
Rather than best k-term approximation, we now consider best k-term approxima-
tion in a lower set. Hence, we replace Σk with
Σk,L =
{
c ∈ ℓ2(Nd0) : |supp(c)| ≤ k, supp(c) is lower
}
,
and σk(c)1 with the quantity
σk,L(c)1,w = inf
d∈Σk,L
‖c− d‖1,w. (5)
Here w = (wi)i∈Nd0 is a sequence of positive weights and ‖c‖1,w = ∑i∈Nd0 wi |ci | is
the norm on ℓ1w(N
d
0).
Remark 1. Sparsity in lower sets is an example of a so-called structured sparsity
model. Specifically, Σk,L is the subset of Σk corresponding to the union of all k-
dimensional subspaces defined by lower sets:
Σk,L ≡
⋃
|S|=k
S lower
{c : supp(c)⊆ S} ⊂
⋃
|S|=k
{c : supp(c)⊆ S} ≡ Σk.
Structured sparsity models have been studied extensively in compressed sensing
(see, e.g., [5, 9, 31, 34, 67] and references therein). There are a variety of general
approaches for exploiting such structure, including greedy and iterative methods
(see, for example, [5]) and convex relaxations [67]. A difficulty with lower set spar-
sity is that projections onto Σk,L cannot be easily computed [22], unlike the case
of Σk. Therefore, in this chapter we shall opt for a different approach based on ℓ
1
w
minimization with suitably-chosen weights w. See §4 for some further discussion.
3 Compressed sensing for multivariate polynomial
approximation
Having introduced tensor orthogonal polynomials as a good basis for obtaining
(structured) sparse representation of smooth, multivariate functions, we now turn
our attention to computing quasi-optimal approximations of such a function f from
the measurements { f (zi)}mi=1.
It is first necessary to choose the sampling points z1, . . . ,zm. From now on, fol-
lowing an approach that has become standard in compressed sensing [35], we shall
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assume that these points are drawn randomly and independently according to the
probability measure ν . We remark in passing that this may not be the best choice in
practice. However, such an approach yields recovery guarantees with measurement
conditions that are essentially independent of d, thus mitigating the curse of dimen-
sionality. In §4 we briefly discuss other strategies for choosing these points which
may convey some practical advantages.
3.1 Exploiting lower set-structured sparsity
Let c ∈ ℓ2(Nd0) be the infinite vector of coefficients of a function f ∈L2ν (D). Suppose
that Λ ⊂ Nd0 , |Λ |= n and notice that
y = AcΛ + eΛ , (6)
where y ∈Cm and A ∈ Cm×n are the finite vector and matrix given by
y =
1√
m
( f (z j))
m
j=1 , A=
1√
m
(
φik(z j)
)m,n
j,k=1
, (7)
respectively, and
eΛ =
1√
m
( f (z j)− fΛ (z j))mj=1 =
1√
m
(
∑
i/∈Λ
ciφi(z j)
)m
j=1
, (8)
is the vector of remainder terms corresponding to the coefficients ci with indices
outside Λ . Our aim is to approximate c up to an error depending on σk,L(c)1,w ,
i.e. its best k-term approximation in a lower set (see (5)). In order for this to be
possible, it is necessary to choose Λ so that it contains all lower sets of cardinality
k. A straightforward choice is to make Λ exactly equal to the union of all such sets,
which transpires to be precisely the hyperbolic cross index set with index k. That is,
⋃
|S|=k
S lower
S=
{
i = (i1, . . . , id) ∈Nd0 :
d
∏
j=1
(i j+ 1)≤ k
}
= ΛHCk . (9)
It is interesting to note that this union is a finite set, due to the lower set assumption.
Had one not enforced this additional property, the union would be infinite and equal
to the whole space Nd0 .
We shall assume that Λ = ΛHCk from now on. For later results, it will be useful
to know the cardinality of this set. While an exact formula in terms of k and d is
unknown, there are a variety of different upper and lower bounds. In particular, we
shall make use of the following result:
n=
∣∣ΛHCk ∣∣≤min{2k34d ,e2k2+log2(d)} . (10)
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See [17, Thm. 3.7] and [46, Thm. 4.9] respectively.
With this in hand, we nowwish to obtain a solution cˆΛ of (6) which approximates
cΛ , and therefore c due to the choice of Λ , up to an error determined by its best
approximation in a lower set of size k. We shall do this by weighted ℓ1 minimization.
Let w = (wi)i∈Λ be a vector of positive weights and consider the problem
min
d∈Cn
‖d‖1,w s.t. ‖y−Ad‖2 ≤ η , (11)
where ‖d‖1,w = ∑nj=1wi j |di j | is the weighted ℓ1-norm and η ≥ 0 is a parameter
that will be chosen later. Since the weights w are positive we shall without loss of
generality assume that
wi ≥ 1, ∀i.
Our choice of these weights is based on the desire to exploit the lower set structure.
Indeed, since lower sets inherently penalize higher indices, it is reasonable (and will
turn out to be the case) that appropriate choices of increasing weights will promote
this type of structure.
For simplicity, we shall assume for the moment that η is chosen so that
η ≥ ‖eΛ‖2. (12)
In particular, this implies that the exact vector cΛ is a feasible point of the problem
(11). As was already mentioned in §1.4, this assumption is a strong one, and is
unreasonable for practical scenarios where good a priori estimates on the expansion
error f − fΛ are hard to obtain. In §3.6 we address the removal of this condition.
3.2 Choosing the optimization weights: nonuniform recovery
Our first task is to determine a good choice of optimization weights. For this, tech-
niques from nonuniform recovery1 are particularly useful.
At this stage it is convenient to define the following. First, for a vector of weights
w and a subset S we let
|S|w = ∑
i∈S
w2i , (13)
be the weighted cardinality of S. Second, for the orthonormal basis {φi}i∈Nd0 we
define the intrinsic weights u = (ui)i as
ui = ‖φi‖L∞ . (14)
1 By nonuniform recovery, we mean results that guarantee recovery of a fixed vector cΛ from a
single realization of the random matrix A. Conversely, uniform recovery results consider recovery
of all sparse (or structured sparse) vectors from a single realization of A. See, for example, [35] for
further discussion.
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Note that ui = ‖φi‖L∞ ≥ ‖φi‖L2ν = 1 since ν is a probability measure. With this in
hand, we now have the following result (see [1, Thm. 6.1]):
Theorem 2. Let Λ ⊂ Nd0 with |Λ |= n, 0< ε < e−1, η ≥ 0, w = (wi)i∈Λ be a set of
weights, c ∈ ℓ2(Nd0) and S ⊆ Λ , S 6= /0, be any fixed set. Draw z1, . . . ,zm indepen-
dently according to the measure ν , let A, y and eΛ be as in (7) and (8) respectively
and suppose that η satisfies (12). Then, with probability at least 1−ε , any minimizer
cˆΛ of (11) satisfies
‖c− cˆΛ‖2 . λ
√
|S|w (η + ‖c− cΛ‖1,u)+ ‖c− cS‖1,w, (15)
provided
m&
(
|S|u+ max
i∈Λ\S
{u2i /w2i }|S|w
)
L, (16)
where λ = 1+
√
log(ε−1)
log(2n
√
|S|w)
and L= log(ε−1) log
(
2n
√
|S|w
)
.
Suppose for simplicity that c were exactly sparse and let S= supp(c) and η = 0.
Then this result asserts exact recovery of c, provided the measurement condition
(16) holds. Ignoring the log factor L, this condition is determined by
M (S;u,w) = |S|u+ max
i∈Λ\S
{u2i /w2i }|S|w. (17)
The first term is the weighted cardinality of S with respect to the intrinsic weights
u, and is independent of the choice of optimization weights w. The second term
depends on these weights, but the possibly large size of |S|w is compensated by the
factor maxi∈Λ\S{u2i /w2i }.
Seeking to minimize M (S;u,w), it is natural to choose the weights w so that the
second term in (17) is equal to the first. This is easily achieved by the choice
wi = ui, ∀i, (18)
with the resulting measurement condition being simply
m& |S|u log(ε−1) log(2n
√
|S|u). (19)
From now on, we primarily consider the weights (18).
Remark 2. Theorem 2 is a nonuniform recovery guarantee for weighted ℓ1 mini-
mization. Its proof uses the well-known golfing scheme [37], following similar ar-
guments to those given in [4, 15] for unweighted ℓ1 minimization. Unlike the results
in [4, 15], however, it gives a measurement condition in terms of a fixed set S, rather
than the sparsity k (or weighted sparsity). In other words, no sparsity (or structured
sparsity) model is required at this stage. Such an approach was first pursued in [8]
in the context of block sampling in compressed sensing. See also [23].
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3.3 Comparison with oracle estimators
As noted above, the condition (19) does not require S to be a lower set. In §3.4
we shall use this property in order to estimate |S|u in terms of the sparsity k. First,
however, it is informative to compare (19) to the measurement condition of an oracle
estimator. Suppose that the set S were known. Then a standard estimator for c is the
least-squares solution
cˇS = (AS)
†y, (20)
where AS ∈ Cm×|S| is the matrix formed from the columns of A with indices be-
longing to S and † denotes the pseudoinverse. Stable and robust recovery via this
estimator follows if the matrix AS is well-conditioned. For this, one has the follow-
ing well-known result:
Proposition 1. Let 0< δ ,ε < 1, S ⊂ Nd0 , |S|= k and suppose that m satisfies
m& δ−2|S|u log(2kε−1). (21)
Draw z1, . . . ,zm independently according to the measure ν and let A be as in (7).
Then, with probability at least 1− ε , the matrix AS satisfies
‖(AS)∗AS− I‖2 ≤ δ ,
where I ∈ Ck×k is the identity matrix and ‖·‖2 is the matrix 2-norm.
See, for example, [1, Lem. 8.2]. Besides the log factor, (21) is the same sufficient
condition as (19). Thus the weighted ℓ1 minimization estimator cˆΛ with weights
w = u requires roughly the same measurement condition as the oracle least-squares
estimator. Of course, the former requires no a priori knowledge of S.
Remark 3. In fact, one may prove a slightly sharper estimate than (21) where |S|u is
replaced by the quantity
sup
z∈D
∑
i∈S
|φi(z)|2. (22)
See, for example, [24]. Note that ∑i∈S |φi(z)|2 is the so-called Christoffel function
of the subspace spanned by the functions {φi}i∈S. However, (22) coincides with
|S|u whenever the polynomials φi achieve their absolute maxima at the same point
in D. This is the case for any Jacobi polynomials whenever the parameters satisfy
max{α,β}≥−1/2 [64, Thm. 7.32.1]; in particular, Legendre and Chebyshev poly-
nomials (see Example 1), and tensor products thereof.
3.4 Sample complexity for lower sets
The measurement condition (19) determines the sample complexity in terms of the
weighted cardinality |S|u of the set S. When a structured sparsity model is applied
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to S – in particular, lower set sparsity – one may derive estimates for |S|u in terms
of just the cardinality k= |S| and the dimension d.
Lemma 1. Let 2≤ k ≤ 2d+1. If {φi}i∈Nd0 is the tensor Chebyshev basis then
klog(3)/ log(2)/3≤max
{
|S|u : S⊂ Nd0 , |S| ≤ k,S lower
}
≤ klog(3)/ log(2),
where |S|u and u are as in (13) and (14) respectively. If {φi}i∈Nd0 is the tensor Leg-
endre basis then
k2/4≤max
{
|S|u : S⊂ Nd0 , |S| ≤ k,S lower
}
≤ k2.
Moreover, the upper estimates hold for all k≥ 2.
See [19, Lem. 3.7]. With this in hand, we now have the following result:
Theorem 3. Consider the setup in Theorem 2 with k ≥ 2, Λ = ΛHCk the hyperbolic
cross (9), weights w= u and {φi}i∈Nd0 the tensor Legendre or Chebyshev basis. Then
any minimizer cˆΛ of (11) with weights w = u satisfies
‖c− cˆΛ‖2 . λkγ/2
(
η + ‖c− cΛ‖1,u
)
+σk,L(c)1,u,
with probability at least 1− ε , provided
m& kγ log(ε−1)min{d+ log(k), log(2d) log(k)} ,
where λ = 1+
√
log(ε−1)
log(k) and where γ = log(3)/ log(2) or γ = 2 in the Chebyshev
or Legendre case respectively.
Proof. Let S ⊂ Nd0 , |S| ≤ k be a lower set such that ‖c− cS‖1,u = σk,L(c)1,u . By
Lemma 1 we have |S|u ≤ kγ . We now apply Theorem 2 with w = u, and use this
result and the bound (10) for n= |ΛHCk |. ⊓⊔
Remark 4. It is worth noting that the lower set assumption drastically reduces the
sample complexity. Indeed, for the case of Chebyshev polynomials one has
max
{
|S|u : S⊂ Nd0 , |S| ≤ k
}
= 2dk.
In other words, in the absence of the lower set condition, one can potentially suf-
fer exponential blow-up with dimension d. Note that this result follows straightfor-
wardly from the explicit expression for the weights u in this case: namely,
ui = 2
‖i‖0/2, (23)
where ‖i‖0 = |
{
j : i j 6= 0
} | for i = (i1, . . . , id) ∈ Nd0 (see, for example, [1]). On the
other hand, for Legendre polynomials the corresponding quantity is infinite, since
in this case the weights
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ui =
d
∏
j=1
√
2i j+ 1, (24)
are unbounded. Moreover, even if S is constrained to lie in the hyperbolic cross
Λ = ΛHCk , one still has a worst-case estimate that is polynomially-large in k [22].
Remark 5. We have considered only tensor Legendre and Chebyshev polynomial
bases. However, Theorem 3 readily extends to other types of orthogonal polynomi-
als. All that is required is an upper bound for
max
{
|S|u : S⊂ Nd0 , |S| ≤ k,S lower
}
,
in terms of the sparsity k. For example, suppose that {φi}i∈Nd0 is the tensor ultras-
pherical polynomial basis, corresponding to the measure
dν = (cα)
d
d
∏
j=1
(1− z2j)α dz, cα =
(∫ 1
−1
(1− z2)α dz
)−1
.
If the parameter α satisfies 2α + 1 ∈ N then [50, Thm. 8] gives that
max
{
|S|u : S⊂ Nd0 , |S| ≤ k,S lower
}
≤ k2α+2.
This result includes the Legendre case (α = 0) given in Lemma 1, as well as the
case of Chebyshev polynomials of the second kind (α = 1/2). A similar result also
holds for tensor Jacobi polynomials for parameters α,β ∈ N0 (see [50, Thm. 9]).
3.5 Quasi-optimal approximation: uniform recovery
As is typical of a nonuniform recovery guarantee, the error bound in Theorem 3
has the limitation that it relates the ℓ2-norm of the error with the best k-term, lower
approximation error in the ℓ1u-norm. To obtain stronger estimates we now consider
uniform recovery techniques.
We first require an extension of the standard Restricted Isometry Property (RIP)
to the case of sparsity in lower sets. To this end, for k∈Nwe now define the quantity
s(k) =max
{
|S|u : S⊂ Nd0 , |S| ≤ k,S lower
}
. (25)
The following extension of the RIP was introduced in [22]:
Definition 2. Amatrix A ∈Cm×n has the lower Restricted Isometry Property (lower
RIP) of order k if there exists as 0< δ < 1 such that
(1− δ )‖c‖22 ≤ ‖Ac‖22 ≤ (1+ δ )‖c‖22, ∀c ∈ Cn, |supp(c)|u ≤ s(k).
16 Ben Adcock, Simone Brugiapaglia and Clayton G. Webster
If δ = δk,L is the smallest constant such that this holds, then δk,L is the k
th lower
Restricted Isometry Constant (lower RIC) of A.
We shall use the lower RIP to establish stable and robust recovery. For this, we
first note that the lower RIP implies a suitable version of the robust Null Space
Property (see [22, Prop. 4.4]):
Lemma 2. Let k ≥ 2 and A ∈Cm×n satisfy the lower RIP of order αk with constant
δ = δαk,L < 1/5,
where α = 2 if the weights u arise from the tensor Legendre basis and α = 3 if
the weights arise from the tensor Chebyshev basis. Then for any S ⊆ ΛHCs with
|S|u ≤ s(k) and any d ∈ Cn,
‖dS‖2 ≤
ρ√
s(k)
‖dSc‖1,u + τ‖Ad‖2,
where ρ = 4δ
1−δ < 1 and τ =
√
1+δ
1−δ .
With this in hand, we now establish conditions under which the lower RIP holds
for matrices A defined in (7). The following result was shown in [22]:
Theorem 4. Fix 0 < ε < 1, 0 < δ < 1/13, let {φi}i∈Nd0 be as in §2.1 and u be as in
(14) and suppose that
m&
s(k)
δ 2
L,
where s(k) is as in (25) and
L= log
(
s(k)
δ 2
)(
1
δ 4
log
(
2
s(k)
δ 2
log
(
s(k)
δ 2
))
log(2n)+
1
δ
log
(
1
γδ
log
(
k(s)
δ 2
)))
.
Draw z1, . . . ,zm independently according to ν and let A ∈ Cm×n be as in (7). Then
with probability at least 1− ε the matrix A satisfies the lower RIP of order k with
constant δk,L ≤ 13δ .
Combining this with the previous lemma now gives the following uniform recov-
ery guarantee:
Theorem 5. Let 0< ε < 1, k ≥ 2 and
m≍ kγL, (26)
where γ = log(3)/ log(2) or γ = 2 in the tensor Chebyshev or tensor Legendre cases
respectively and
L=
(
log2(k)min{d+ log(k), log(2d) log(k)}+ log(k) log(log(k)/ε)) . (27)
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Let Λ = ΛHCk be the hyperbolic cross index set, {φi}i∈Nd0 be the tensor Legendre
or Chebyshev polynomial basis and draw z1, . . . ,zm independently according to the
corresponding measure ν . Then with probability at least 1− ε the following holds.
For any f ∈ L2(D)∩L∞(D) the approximation
f˜ = ∑
i∈Λ
cˆiφi ,
where cˆΛ = (cˆi)i∈Λ is a solution of (11) with A, y and η given by (7) and (12)
respectively and weights w = u, satisfies∥∥ f − f˜∥∥
L∞
≤ ‖c− cˆΛ‖1,u . σk,L(c)1,u + kγ/2η , (28)
and ∥∥ f − f˜∥∥
L2ν
= ‖c− cˆΛ‖2 .
σk,L(c)1,u
kγ/2
+η , (29)
where c ∈ ℓ2(Nd0) are the coefficients of f in the basis {φi}i∈Nd0 .
Proof. Let α = 2 or α = 3 in the Legendre or Chebyshev case respectively. Condi-
tion (26), Lemma 1 and Theorem 4 imply that the matrix A satisfies the lower RIP
of order αk with constant δαk,L ≤ 1/6< 1/5. Now let S be a lower set of cardinality
|S|= k such that
‖c− cS‖1,u = σk,L(c)1,u, (30)
set d = cΛ − cˆΛ and T = Λ\S. Note that
‖dT‖1,u ≤ ‖cT‖1,u + ‖cˆT‖1,u
= 2‖cT‖1,u + ‖cS‖1,u + ‖cˆT‖1,u−‖cΛ‖1,u
≤ 2‖cT‖1,u + ‖dS‖1,u + ‖cˆΛ‖1,u−‖cΛ‖1,u ≤ 2σk,L(c)1,u + ‖dS‖1,u,
since cˆΛ is a solution of (11) and cΛ is feasible for (11) due to the choice of η . By
Lemma 2 we have
‖dT‖1,u ≤ 2σk,L(c)1,u +
√
s(k)‖dS‖2 ≤ 2σk,L(c)1,u +ρ‖dT‖1,u + τ
√
s(k)‖Ad‖2,
where ρ ≤ 4/5 and τ ≤√42/5. Therefore
‖dT‖1,u . σk,L(c)1,u +
√
s(k)‖Ad‖2 . σk,L(c)1,u +
√
s(k)η ,
where in the second step we use the fact that d = cΛ − cˆΛ is the difference of two
vectors that are both feasible for (11). Using this bound and Lemma 2 again gives
‖d‖1,u . σk,L(c)1,u +
√
s(k)η , (31)
and since c− cˆΛ = d + c− cΛ , we deduce that
‖c− cˆΛ‖1,u ≤ ‖d‖1,u + ‖c− cΛ‖1,u . σk,L(c)1,u +
√
s(k)η . (32)
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Due to the definition of the weights u we have
∥∥ f − f˜∥∥
L∞
≤ ‖c− cˆΛ‖1,u , and there-
fore, after noting that s(k). kγ (see Lemma 1) we obtain the first estimate (28). For
the second estimate let S be such that
‖c− cS‖2 =min{‖c− d‖2 : |supp(d)|u ≤ s(k)} ,
and set T = Sc. Let d = c− cˆΛ and write ‖d‖2 ≤ ‖dS‖2 + ‖dT‖2. Via a weighted
Stechkin estimate [62, Thm. 3.2] we have ‖dT‖2 ≤ 1√s(k)−‖u‖∞ ‖d‖1,u . For tensor
Chebyshev and Legendre polynomials, one has ‖u‖∞ ≤ 34 s(k) (see [22, Lem. 4.1]),
and therefore ‖dT‖2 . 1√s(k)‖d‖1,u .We now apply Lemma 2 to deduce that ‖d‖2 .
1√
s(k)
‖d‖1,u + η . Recall that s(k) & kγ due to Lemma 1. Hence (32) now gives
‖d‖2 .
σk,L(c)1,u
kγ/2
+η , as required. ⊓⊔
For the Legendre and Chebyshev cases, Theorem 5 proves recovery with quasi-
optimal k-term rates of approximation subject to the same measurement condition
(up to log factors) as the oracle least-squares estimator. In particular, the sample
complexity is polynomial in k and at most logarithmic in the dimension d, thus
mitigating the curse of dimensionality to a substantial extent. We remark in passing
that this result can be extended to general Jacobi polynomials (recall Remark 5).
Furthermore, the dependence on d can be removed altogether by considering special
classes of lower sets, known as anchored sets [30].
3.6 Unknown errors, robustness and interpolation
A drawback of the main results so far (Theorems 3 and 5) is that they assume the a
priori bound (12), i.e.
1
m
m
∑
j=1
∣∣ f (z j)− fΛ (z j)∣∣2 ≤ η2, (33)
for some known η . Note that this is implied by the slightly stronger condition
‖ f − fΛ‖L∞ ≤ η .
Such an η is required in order to formulate the optimization problem (11) to recover
f . Moreover, in view of the error bounds in Theorems 3 and 5, one expects a poor
estimation of η to yield a larger recovery error. Another drawback of the current
approach is that the approximation f˜ does not interpolate f ; a property which is
sometimes desirable in applications.
We now consider the removal of the condition (12). This follows the work of
[3, 12]. To this end, let η ≥ 0 be arbitrary, i.e. (33) need not hold, and consider the
minimization problem
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min
d∈Cn
‖d‖1,u s.t. ‖y−Ad‖2 ≤ η . (34)
If cˆΛ = (cˆi)i∈Λ is a minimzier of this problem, we define, as before, the correspond-
ing approximation
f˜ = ∑
i∈Λ
cˆiφi .
Note that if η = 0 then f˜ exactly interpolates f at the sample points {z j}mj=1.
An immediate issue with the minimization problem (34) is that the truncated
vector of coefficients cΛ is not generally feasible. Indeed, y−AcΛ = eΛ , where eΛ
is as in (8) and is generally nonzero. In fact, is not even guaranteed that the feasibility
set of (34) is nonempty. However, this will of course be the case whenever A has full
rank m. Under this assumption, one then has the following (see [3]):
Theorem 6. Let ε , k, m, γ ,Λ , {φi}i∈Nd0 and z1, . . . ,zm be as in Theorem 5. Then with
probability at least 1−ε the following holds. For any η ≥ 0 and f ∈ L2(D)∩L∞(D)
the approximation
f˜ = ∑
i∈Λ
cˆiφi ,
where cˆΛ = (cˆi)i∈Λ is a solution of (34) with A and y given by (7) satisfies∥∥ f − f˜∥∥
L∞
≤ ‖c− cˆΛ‖1,u . σk,L(c)1,u + kγ/2 (η + ‖eΛ‖2+Tu(A,Λ ,eΛ ,η)) (35)
and
∥∥ f − f˜∥∥
L2ν
= ‖c− cˆΛ‖2 .
σk,L(c)1,u
kγ/2
+η + ‖eΛ‖2+Tu(A,Λ ,eΛ ,η), (36)
where c ∈ ℓ2(Nd0) are the coefficients of f in the basis {φi}i∈Nd0 , eΛ is as in (8) and
Tu(A,Λ ,eΛ ,η) =min
{‖d‖1,u
kγ/2
: d ∈ Cn, ‖Ad − eΛ‖2 ≤ η
}
. (37)
Proof. We follow the steps of the proof of Theorem 5 with some adjustments to take
into account the fact that cΛ may not be feasible. First, let S be such that (30) holds
and set d = cΛ − cˆΛ and T = Λ\S. Then, arguing in a similar way we see that
‖dT‖1,u ≤ 2σk,L(c)1,u + ‖dS‖1,u + ‖cˆΛ‖1,u−‖cΛ‖1,u
≤ 2σk,L(c)1,u + ‖dS‖1,u + ‖g− cΛ‖1,u ,
where g ∈ Cn is any point in the feasible set of (34). By Lemma 2 we have
‖dT‖1,u ≤ 2σk,L(c)1,u +ρ‖dT‖1,u+ τ
√
s(k)‖Ad‖2+ ‖g− cΛ‖1,u.
Notice that ‖Ad‖2 = ‖y− eΛ −AcˆΛ‖2 ≤ ‖eΛ‖2+η , and therefore
‖dT‖1,u . σk,L(c)1,u +
√
s(k) (‖eΛ‖2+η)+ ‖g− cΛ‖1,u .
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Hence, by similar arguments, it follows that
‖c− cΛ‖1,u . σk,L(c)1,u + kγ/2 (‖eΛ‖2+η)+ ‖g− cΛ‖1,u, (38)
for any feasible point g. After analogous arguments, we also deduce the following
bound in the ℓ2-norm:
‖c− cΛ‖2 .
σk,L(c)1,u
kγ/2
+(‖eΛ‖2+η)+ k−γ/2‖g− cΛ‖1,u. (39)
To complete the proof, we consider the term ‖g− cΛ‖1,u . Write g = cΛ + g′ and
notice that g is feasible if and only if g′ satisfies ‖Ag′− eΛ‖≤η . Since g′ is arbitrary
we get the result. ⊓⊔
The two error bounds (35) and (36) in this theorem are analogous to (28) and (29)
in Theorem 5. They remove the condition η ≥ ‖eΛ‖2 at the expense of an additional
term Tu(A,Λ ,eΛ ,η). We now provide a bound for this term (see [3]):
Theorem 7. Consider the setup of Theorem 6 and let Tu(A,Λ ,eΛ ,η) be as in (37).
If A has full rank, then
Tu(A,Λ ,eΛ ,η)≤ k
α/2
√
L
σmin
(√
m
n
A∗
)max{‖eΛ‖2−η ,0} , (40)
where L is as in (27) and α = 1,2 in the Chebyshev or Legendre cases respectively.
Proof. If η ≥ ‖eΛ‖2 then the result holds trivially. Suppose now that η < ‖eΛ‖2.
Since ‖eΛ‖2 6= 0 in this case, we can define d = (1−η/‖eΛ‖2)A†eΛ , where A†
denotes the pseudoinverse. Then d satisfies ‖Ad − eΛ‖2 = η , and therefore
kγ/2Tu(A,Λ ,eΛ ,η)≤ ‖d‖1,u ≤
√
|Λ |u‖d‖2 ≤
√
|Λ |u
σmin(A∗)
(‖eΛ‖2−η) .
Equation (26) implies that
√
m
kγ
.
√
L, and hence
Tu(A,Λ ,eΛ ,η).
√
|Λ |1,u
n
√
L
σmin
(√
m
n
A∗
) (‖eΛ‖2−η) . (41)
It remains to estimate |Λ |1,u . For the Chebyshev case, we apply (23) to give
|Λ |1,u = ∑
i∈Λ
2‖i‖0 ≤ ∑
i∈Λ
d
∏
j=1
(i j+ 1)≤ k ∑
i∈Λ
1= kn
where in the penultimate step we used the definition of the hyperbolic cross (9). For
the Legendre case, we use (24) to get
|Λ |1,u = ∑
i∈Λ
d
∏
j=1
(2i j+ 1)≤ ∑
i∈Λ
2‖i‖0
d
∏
j=1
(i j+ 1)≤ k2n.
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This completes the proof. ⊓⊔
The error bound (40) suggests that the effect of removing the condition η ≥
‖eΛ‖2 is at most a small algebraic factor in k, a log factor and term depending on
the minimal singular value of the scaled matrix
√
m
n
A∗. We discuss this latter term
further in below. Interestingly, this bound suggests that a good estimate of ‖eΛ‖2
(when available) can reduce this error term. Indeed, one has Tu(A,Λ ,eΛ ,η)→ 0
linearly in ‖eΛ‖2−η → 0+. Hence estimation procedures aiming to tune η – for
example, cross validation (see §3.7) – are expected to yield reduced error over the
case η = 0, for example.
It is beyond the scope of this chapter to provide theoretical bounds on theminimal
singular value of the scaled matrix
√
m
n
A∗. We refer to [12] for a more comprehen-
sive treatment of such bounds. However, we note that it is reasonable to expect that
σmin(
√
m
n
A∗)≈ 1 under appropriate conditions on m and n. Indeed:
Lemma 3. Let B=E
(
m
n
AA∗
)
, where A is the matrix of Theorem 6. Then the minimal
eigenvalue of B is precisely 1− 1/n.
Proof. We have E
(
m
n
AA∗
)
j,l
= E
(
1
n ∑i∈Λ φi(z j)φi(zl)
)
. When l = j this gives
E
(
m
n
AA∗
)
j, j
= 1. Conversely, since {φi}i∈Nd0 are orthogonal polynomials one has∫
D φi(z)dν = 〈φi ,φ0〉L2ν = δi,0 , and therefore for l 6= j one has E
(
m
n
AA∗
)
j,l
=
1
n ∑i∈Λ (
∫
D φi(z)dν)
2 = 1
n
, It is now a straightforward calculation to show that
λmin(B) = 1− 1/n. ⊓⊔
Remark 6. Although complete theoretical estimates Tu(A,Λ ,eΛ ,η) are outside the
scope of this work, it is straightforward to derive a bound that can be computed.
Indeed, it follows immediately from (41) that
Tu(A,Λ ,eΛ ,η). Qu(A)
√
Lmax{‖eΛ‖2−η ,0} ,
where
Qu(A) =
√
|Λ |1,u
n
1
σmin
(√
m
n
A∗
) . (42)
Hence, up to the log factor, the expected robustness of (34) can be easily checked
numerically. See §3.7 for some examples of this approach.
Remark 7. For pedagogical reasons, we have assumed the truncation of f to fΛ is the
only source of error eΛ affecting the measurements y (recall (8)). There is no reason
for this to be the case, and eΛ may incorporate other errors without changing any of
the above results. We note that concrete applications often give rise to other sources
of unknown error. For example, in UQ, we usually aim at approximating a function
of the form f (z) = q(u(z)), where u(z) is the solution to a PDE depending on some
random coefficients z and q is a quantity of interest (see [33, 74], for example). In
this case, each sample f (z j) is typically subject to further sources of inaccuracy,
such as the numerical error associated with the PDE solver employed to compute
u(z j) (e.g. a finite element method) and, possibly, the error committed evaluating q
on u(z j) (e.g. numerical integration).
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Remark 8. Our analysis based on the estimation of the tail error (37) can be com-
pared with the robustness analysis of basis pursuit based on the so-called quotient
property [35]. However, this analysis is limited to the case of basis pursuit, corre-
sponding to the optimization program (34) with u = 1 (i.e., unweighted ℓ1 norm)
and η = 0. In the context of compressed sensing, random matrices that are known
to fulfill the quotient property with high probability are gaussian, subgaussian, and
Weibull matrices [36, 71]. For further details we refer to [12].
3.7 Numerical results
We conclude this chapter with a series of numerical results. First, in Figure 1 and
2 we show the approximation of several functions via weighted ℓ1 minimization.
Weights of the form wi = (ui)
α are used for several different choices of α . In agree-
ment with the discussion in §3.2 the choice α = 1, i.e. wi = ui generally gives
amongst the smallest error. Moreover, while larger values of α sometime give a
smaller error, this is not the case for all functions. Notice that in all cases unweighted
ℓ1 minimization gives a worse error than weighted ℓ1 minimization. As is to be ex-
pected, the improvement offered by weighted ℓ1 minimization in the Chebyshev
case is less significant in moderate dimensions than for Legendre polynomials.
The results in Figures 1 and 2 were computed by solving weighted ℓ1 minimiza-
tion problems with η set arbitrarily to η = 10−12 (we make this choice rather than
η = 0 to avoid potential infeasibility issues in the solver). In particular, the condi-
tion (33) is not generally satisfied. Following Remark 6, we next assess the size of
the constant Qu(A) defined in (42). Table 3.7 shows the magnitude of this constant
for the setups considered in Figures 1 and 2. Over all ranges of m considered, this
constant is never more than 20 in magnitude. That is to say, the additional effect due
to the unknown truncation error ‖eΛ‖2 is relatively small.
m 125 250 375 500 625 750 875 1000
(d,k,n) = (8,22,1843)
Chebyshev 2.65 3.07 3.53 3.95 4.46 5.03 5.78 6.82
Legendre 6.45 7.97 8.99 10.5 12.1 13.7 15.8 18.6
m 250 500 750 1000 1250 1500 1750 2000
(d,k,n) = (16,13,4129)
Chebyshev 2.64 2.93 3.30 3.63 3.99 4.41 4.95 5.62
Legendre 5.64 6.20 6.85 7.60 8.32 8.99 10.1 11.1
Table 1 The constant Qu(A) (averaged over 50 trials) for the setup considered in Figures 1 and 2.
In view of Remark 7, in Figure 3 we assess the performance of weighted ℓ1 min-
imization in the presence of external sources of error corrupting the measurements.
In order to model this scenario, we consider the problem (11) where the vector of
measurements is corrupted by additive noise
y =
1√
m
( f (z j))
m
j=1+ n, (43)
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Fig. 1 The error ‖ f− f˜‖L∞ (averaged over 50 trials) againstm for Legendre polynomials. Here f˜ =
∑i∈Λ cˆiφi , where cˆΛ is a solution of (11) with weights wi = (ui)α and Λ =ΛHCk a hyperbolic cross
index set. The functions used were f (y) = ∏dk=d/2+1 cos(16yk/2
k)/∏
d/2
k=1(1− yk/4k) and f (y) =
exp
(−∑dk=1 yk/(2d)) (top and bottom respectively). The weighted ℓ1 minimization problem was
solved using the SPGL1 package [68, 69] with a maximum of 100,000 iterations and η = 10−12.
or, equivalently, by recalling (6),
y = AcΛ + eΛ + n. (44)
We randomly generate the noise as n = 10−3g/‖g‖2, where g ∈ Rm is a standard
random gaussian vector, so that ‖n‖2 = 10−3. Considering weights w = (uαi )i∈Λ ,
with α = 0,1, we compare the error obtained when the parameterη in (11) is chosen
according to each of the following three strategies:
1. η = 0, corresponding to enforcing the exact constraint Ad = y in (11);
2. η = ηoracle = ‖Acˆoracle−y‖2, where foracle =∑i∈Λ (cˆoracle)iφi is the oracle least-
squares solution based on 10n random samples of f distributed according to ν;
3. η is estimate using a cross validation approach, as described in [33, Section 3.5],
where the search of η is restricted to the values of the form 10k ·ηoracle, where k
belongs to a uniform grid of 11 equispaced points on the interval [−3,3], 3/4 of
the samples are used as reconstruction samples and 1/4 as validation samples.
The results are in accordance with the estimate (36). Indeed, as expected, for any
value of α , the recovery error associated with n = 0 and η = 0 is always lower than
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Fig. 2 The same as Figure 1 but with Chebyshev polynomials.
the recovery error associated with n 6= 0 and any choice of η . This can be explained
by the fact that, in the right-hand side of (36), the terms σk,L(c)/k
γ/2 and ‖eΛ‖2
are dominated by η +Tu(A,Λ ,eΛ ,η) when n 6= 0. Moreover, estimating η via or-
acle least-squares (strategy 2) gives better results than cross validation (strategy 3),
which in turn is better than the neutral choice η = 0 (strategy 1). Finally, we note
that the discrepancy among the three strategies is accentuated as α gets larger.
In the next experiment we highlight the importance of the parameter η when
solving (11) with measurements subject to external sources of error (recall Re-
mark 7). We corrupt the measurements by adding random noise n with norm
‖n‖2 = 10−3, analogously to (43). Then, for different values of η from 10−5 to
10 we solve (11) with weights w = (uαi )i∈Λ and α = 0,1. The resulting recovery
errors with respect to the L2ν norm (averaged over 50 trials) are plotted as a function
of η in Figure 4. For every value of α , the resulting curve is constant for the small-
est and largest values of η . In between, the curve exhibits a global minimum, which
corresponds to an optimal calibration of η . The values of η estimated via oracle
least-squares and cross validation are both able to approximate the global minimum
on average. However, cross validation has a larger standard deviation compared to
the former (see Table 2). This explains why the performance of cross validation is
suboptimal in Figure 3. We also notice that the global minimum is more pronounced
as α gets larger, in accordance to the observations in Figure 3.
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Fig. 3 The error ‖ f − f˜‖L2ν against m. Here f˜ = ∑i∈Λ cˆiφi , where cˆΛ is a solution of (11) with
weights w = (uαi )i∈Λ , with α = 0 (left) and α = 1 (right), and y defined as in (43). Regard-
ing {φi}i∈Λ and ν , the Chebyshev polynomials with the Chebyshev measure are employed in
the top line and the Legendre polynomials with the uniform measure in the bottom line. We
choose d = 8 and Λ = ΛHC19 with n = |Λ | = 1771. For each value of m, we average the er-
ror over 50 trials considering three different strategies for the choice of η : namely, η = 0,
estimation via oracle least-squares, and cross validation (CV). The function approximated is
f (y) = exp
(−∑dk=1 cos(yk)/(8d)).
α
Chebyshev Legendre
oracle cross validation oracle cross validation
0 1.0e-03 ± 7.2e-09 9.3e-04 ± 3.8e-04 1.0e-03 ± 3.7e-09 9.0e-04 ± 4.0e-04
1 1.0e-03 ± 4.9e-09 9.1e-04 ± 4.0e-04 1.0e-03 ± 3.6e-09 9.7e-04 ± 3.6e-04
Table 2 Mean± standard deviation for the values of η estimated via oracle least-squares and cross
validation over 50 trials in Figure 4.
4 Conclusions and challenges
The concern of this chapter has been the emerging topic of compressed sensing
for high-dimensional approximation. As shown, smooth, multivariate functions are
compressible in orthogonal polynomial bases. Moreover, their coefficients have a
certain form of structured sparsity corresponding to so-called lower sets. The main
result of this work is that such structure can be exploited via weighted ℓ1-norm reg-
ularizers. Doing so leads to sample complexity estimates that are at most logarith-
26 Ben Adcock, Simone Brugiapaglia and Clayton G. Webster
10-5 10-4 10-3 10-2 10-1 100 101
10-3
10-2
10-1
100
 = 0
10-5 10-4 10-3 10-2 10-1 100 101
10-3
10-2
10-1
100
 = 1
10-5 10-4 10-3 10-2 10-1 100 101
10-3
10-2
10-1
100
 = 0
10-5 10-4 10-3 10-2 10-1 100 101
10-3
10-2
10-1
100
 = 1
Fig. 4 Recovery error ‖ f − f˜‖L2ν (averaged over 50 trials) against η , in the same setting as in
Figure 3. We use Chebyshev and Legendre polynomials in the top and bottom rows respectively.
We consider η = 10k , with k belonging to a uniform grid of 31 points on the interval [−5,1]. The
vertical lines represent the estimated values of η (averaged over 50 trials) based on oracle least-
squares (red dashed line) and cross validation (yellow dashed-dotted line). The weights are chosen
as w = (uαi )i∈Λ , with α = 0 (left) and α = 1 (right).
mically dependent on the dimension d, thus mitigating the curse of dimensionality
to a substantial extent.
As discussed in §1.5, this topic has garnered much interest over the last half a
dozen years. Yet challenges remain. We conclude by highlighting a number of open
problems in this area:
Unbounded domains. We have considered only bounded hypercubes in this
chapter. The case of unbounded domains presents additional issues. While Hermite
polynomials (orthogonal on R) have been considered in the case of unweighted
ℓ1 minimization in [40, 42, 53], the corresponding measurement conditions exhibit
exponentially-large factors in either the dimension d or degree k of the (total degree)
index space used. It is unclear how to obtain dimension-independent measurement
conditions in this setting, even for structured sparsity in lower sets.
Sampling strategies. Throughout we have considered sampling i.i.d. according
to the orthogonality measure of the basis functions. This is by no means the only
choice, and various other sampling strategies have been considered in other works
[40, 42, 45, 53, 54, 65, 72]. Empirically, several of these approaches are known
to give some benefits. However, it is not known how to design sampling strategies
which lead to better measurement conditions than those given in Theorem 5. A sin-
gular challenge is to design a sampling strategy for whichm need only scale linearly
with k. We note in passing that this has been achieved for the oracle least-squares
estimator (recall §3.3) [29]. However, it is not clear how to extend this approach to
a compressed sensing framework.
Alternatives to weighted ℓ1 minimization. As discussed in Remark 1, lower set
structure is a type of structured sparsity model.We have used weighted ℓ1 minimiza-
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tion to promote such structure. Yet other approaches may convey benefits. Different,
but related, types of structured sparsity have been exploited in the past using greedy
or iterative algorithms [5, 9, 31, 34], or by designing appropriate convex regularizers
[67]. This remains an interesting problem for future work.
RecoveringHilbert-valued functions.We have focused on compressed sensing-
based polynomial approximation of high-dimensional functions whose coefficients
belong to the complex domain C. However, an important problem in computational
science, especially in the context of UQ and optimal control, involves the approx-
imation of parametric PDEs. Current compressed sensing techniques proposed in
literature [10, 22, 33, 48, 60, 57, 74] only approximate functionals of parameter-
ized solutions, e.g. evaluation at a single spatial location, whereas a more robust
approach should consider an ℓ1-regularized problem involving Hilbert-valued sig-
nals, i.e. signals where each coordinate is a function in a Hilbert space, which can
provide a direct, global reconstruction of the solutions in the entire physical domain.
However, to achieve this goal new iterative minimization procedures as well as sev-
eral theoretical concepts will need to be extended to the Hilbert space setting. The
advantages of this approach over pointwise recovery with standard techniques will
include: (i) for many parametric and stochastic model problems, global estimate of
solutions in the physical domain is a quantity of interest; (ii) the recovery guaran-
tees of this strategy can be derived from the decay of the polynomial coefficients in
the relevant function space, which is well known in the existing theory; and (iii) the
global reconstruction only assumes a priori bounds of the tail expansion in energy
norms, which are much more realistic than pointwise bounds.
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