Consider linear algebraic systems where the elements of the matrix and the right-hand side vector depend linearly on a number of interval parameters. We prove some sufficient conditions for the united parametric solution set of such a system to have linear boundary. These conditions imply an equivalent representation of the parametric system where each parameter appears once in a diagonal matrix. The latter representation allows us to expand the scope of applicability of the best known so far interval method, developed by A. Neumaier and A. Pownuk, for enclosing the parametric solution set and to generalize the method for systems where the parameter dependencies connect the matrix and the right-hand side vector. Some examples demonstrate that: parametric solution sets with linear boundary appear in various application domains, the generalized method improves the solution enclosure and the proven sufficient conditions can be helpful for solving various other interval problems.
Introduction
Denote by R n and R m×n the set of real vectors with n components and the set of real m × n matrices, respectively. A real compact interval is [a] = [a, a] := {a ∈ R | a ≤ a ≤ a}. By IR n , IR m×n we denote the sets of interval n-vectors and interval m × n matrices, respectively. We consider linear algebraic systems having linear uncertainty structure
where These functions are applied to interval vectors and matrices componentwise. Without loss of generality and in order to have a unique representation (1), we assume thatp k > 0 for all 1 ≤ k ≤ K. Parametric linear systems are common in applied mathematics where there are complicated dependencies between the model parameters which, due to various kinds of inexact knowledge, are considered as uncertain and varying within given intervals. A solution set of (1) can be defined in many different ways, cf. [1] . Usually, the set of solutions to (1) which is sought for is the united parametric solution set The goal is to develop efficient interval methods delivering interval vectors [u] that are as close to Σ p uni as possible. In what follows by solving a parametric linear system we will mean finding an interval vector that encloses the solution set and we will omit the adjective "united" when it does not cause a confusion. Most of the interval methods for solving parametric linear systems, e.g., [3, 4, 2, 5] , require or assume strong regularity of the parametric matrix. Since strong regularity is only a sufficient condition for regularity of a parametric matrix in a given interval box, these methods sometimes fail especially when the parameter intervals are large. In [6] Neumaier and Pownuk proposed an iterative method, the best known interval method so far for solving parametric linear systems. The method has the following advantages:
Definition 1 ([2]). A parametric matrix A(p)
• it does not require strong regularity of A(p) on [p];
• the method is applicable for large parameter intervals;
• it usually provides rigorous solution estimation with a small overestimation factor;
• the method is scalable to comparatively high-dimensional systems involving many parameters. In [6] the merits of the method are demonstrated on linear systems with over 5000 variables and over 10000 parameters which appear in finite element (FE) analysis of uncertain truss structures.
Inspired by parametric linear systems that appear in FE analysis of linear elastic problems with interval parameters, the only structural assumption of the method is that the parametric linear system (1) has the form
with interval parameters isolated only in D and b. In general, not every parametric system can be represented in the form (3) . In FE analysis of truss structures form (3) appears naturally when deriving the element stiffness matrices. As we will show in Section 3.2, there are other domain-specific problems that can benefit from the method. However the corresponding parametric systems are in the general form (1) and some interval parameters appear in both the matrix and the right-hand side vector. Therefore, the goal of the present paper is two-fold: g.1 to present a way for testing if a general parametric system can be transformed into a form similar to (3) , where the parameters are involved in the diagonal matrix D, and to construct this form;
g.2 to generalize the method of Neumaier and Pownuk for suitable parametric systems involving parameter dependencies in both the matrix and the right-hand side vector.
The paper is organized as follows: Section 2 is devoted to parametric solution sets that have linear boundary with respect to some (or all) parameters. Some sufficient conditions for a parameter to exhibit this property are derived basing on an algorithm for explicit description of a parametric united solution set. The implications of these conditions for achieving the goal [g. 1] above are presented at the end of Section 2.2 and for the more general class of parametric AE-solution sets are discussed in Section 2.3. In Section 3.1 the iterative method from [6] for finding outer estimation of Σ p uni is generalized to the case of dependencies between the matrix and the right-hand side vector. Section 3.2 contains some numerical examples showing that parametric solution sets with linear shape appear in various domain specific problems and demonstrating the advantages of the theory presented in the paper. Section 4 contains some conclusions.
Solution Sets with Linear Shape
In this section we present some properties of the parametric solution sets that are implied from the explicit description of the solution set.
Explicit description of parametric solution sets
A general procedure, called Fourier-Motzkin-like elimination of the parameters, that leads to a Oettli-Prager-type description of a parametric united solution set is proposed in [7] and improved in [8] .
Starting from the following trivial description of Σ p uni ,
where
Theorem 1 below shows how the parameters in the trivial set of inequalities can be eliminated successively in order to obtain a new description not involving 
where inequalities (6) , (7) and (8), (9) , (10) , respectively, are given by
and for α, β ∈ T , α < β 
The inequalities (8) are called end-point inequalities because they are obtained by combining (6) with (7) . The inequalities (9) are called cross inequality pairs because they are obtained by combining two inequality pairs (6) . Note that the resulting inequalities (8) and (9) have the form (6) which allows the elimination process to continue with the next parameters. The following corollary is indispensable in the implementation of Theorem 1 and keeps the degree of the polynomials involved in the cross inequalities (9) minimal.
Corollary 1 ([7]). With the notations and the assumptions of Theorem
1 for α, β ∈ T , let f k 1 (x),f αk 1 (x),f βk 1 (x) be real-valued functions such that f αk 1 (x) = f k 1 (x)f αk 1 (x), f βk 1 (x) = f k 1 (x)f βk 1 (x).
Then the assertion of Theorem 1 remains true if
In this paper we apply Corollary 1 when f k 1 (x) is a common factor for all α, β ∈ T and the correspondingf αk 1 (x),f βk 1 (x) are numerical constants.
Definition 2 ([8]). A parameter
p k , 1 ≤ k ≤ K, is
of 1st class if it occurs in only one equation of the system (1).

Definition 3 ([8]). A parameter
of 2nd class if it is involved in more than one equation of the system (1).
It does not matter how many times a 1st class parameter appears within an equation. A parameter p k is of 1st class iff the vector b k − A k x has only one nonzero component. A parameter p k is of 2nd class iff the vector b k − A k x has more than one nonzero components.
It was proven in [8] that, independent of the order of parameter elimination, the elimination of 1st class parameters does not introduce any cross inequalities. Cross inequalities are generated only by the elimination of 2nd class parameters. The number of cross inequalities and the degree of the polynomials involved in them may increase with each eliminated 2nd class parameter. Thus, we can estimate the shape of a parametric solution set, i.e., the maximal degree of the polynomial equations describing the solution set boundary. An important consequence for the 1st class parameters is given by the following corollary.
Corollary 2 ([1]).
The infimum/supremum of a parametric solution set is attained at particular end-points of the intervals for the 1st class parameters.
Main Results
Definition 4. A parametric solution set is called linear, in other words its shape is linear, if the boundary of the solution set consists of parts of hyperplanes.
The inequalities describing a linear parametric solution set involve only linear functions on the coordinate variables.
Theorem 2. Let for some parameter
x is the vector of coordinate variables. If g k (x) = const for A k = 0 and g k (x) = const otherwise, then every cross inequality generated in the elimination of this parameter by Theorem 1 involves polynomials whose degree is not greater than the maximal degree of the polynomials involved in the two inequalities that were combined.
Proof. For 1st class parameters p k the proof is given in [8] . Let p k be a 2nd class parameter. With the notations of Theorem 1 let the first k 1 − 1 eliminated parameters be of 1st class and next we eliminate the parameters 2 , by Corollary 1 the cross inequalities (9) generated in the elimination of p k 1 read as follows
It is obvious that all polynomials involved in the terms of (11) are of first degree. In the elimination of the next parameters, the inequalities (11) will be combined with the parameter inequalities (10) . Thus, at the end of the parameter elimination process the solution set characterizing inequalities (11) will involve only polynomials of first degree. In general, the parameters p μ , μ = k 1 + 1, . . . , k 2 , are involved in both the initial inequalities (8) and the cross inequalities (11) . Thus, the vector of coefficients for a currently eliminated parameter
where T is the indexes of the hitherto generated cross inequalities involving p μ .
. This implies that the elimination of all remaining parameters p μ , μ = k 1 + 1, . . . , k 2 , may increase the number of the characterizing cross inequalities. However, it will not increase the degree of the polynomials involved in the generated new cross inequalities. The number of the cross inequalities generated in the elimination of the parameters p μ , μ = k 2 + 1, . . . , K, will (in general) increase and the degree of the polynomials involved in these inequalities will (in general) increase too.
The theorem can be proven also if we do not fix the above order of parameter elimination. However, the proof will be more cumbersome. Proof. The proof is trivial.
Lemma 1. For a given parameter p
k , k = 1, .
. . , K, the following conditions are equivalent: (i) the nonzero elements of
While verifying that a parameter contributes linearly to the boundary of a parametric solution set, based on the condition of Lemma 1 (ii), can be done in a programming environment supporting symbolic algebraic computations, verifying the equivalent condition of Lemma 1 (iii) can be based on a pure numeric representation. However, in both cases one should avoid using inexact representations of the numerical values and has to use rational numbers.
For any parameter that satisfies the conditions of Theorem 2 (and therefore Lemma 1 conditions), we will call that it contributes linearly to the boundary of Σ p uni . In other words, the boundary of Σ p uni is linear with respect to this parameter.
Corollary 3. The infimum/supremum of a parametric solution set is attained at particular end-points of the intervals for the parameters that satisfy the conditions of Theorem 2 (and therefore Lemma 1 conditions).
The next example demonstrates that the conditions of Theorem 2 are only sufficient for a parametric solution set to have linear shape. The parameters in a linear system may not satisfy the conditions of Theorem 2 while the solution set has linear shape.
Example 1. Consider the parametric linear system A(p)x = b(p), where
Neither of the 2nd class parameters p 1 , p 2 satisfies the requirements of Theorem 2. Nevertheless, the parametric united solution set
has linear shape. The solution set is described by the following inequalities
These can be obtained either by applying (14) to All parameters that appear only on the right-hand side of a parametric system contribute linearly to the boundary of the solution set. In what follows we consider a slightly modified (and equivalent) representation of the parametric system (1) by renaming the parameters that appear only on the right-hand side of the system. Namely, we consider the parametric linear algebraic system in the form
Solving these inequalities gives the line segment
A(p)x = b(p, q) A(p) := A 0 + k 1 k=1 p k A k , b(p, q) := b 0 + k 1 k=1 p k b k + K k=k 1 +1 q k b k .(15)
Theorem 3. Consider the parametric system (15). Denote by g k (x) the GCD of the elements of
A k x, k = 1, . . . , k 1 . Let g k (x) be a nonconstant polynomial for every k = 1, . . . , k 1 . Define L := (l 1 | . . . |l k 1 ) ∈ R n×k 1 , where l k := A k x/g k (x) ∈ R n R := (r 1 | . . . |r k 1 ) ∈ R k 1 ×n , where r k := ( ∂g k (x) ∂x 1 , . . . , ∂g k (x) ∂x n ) ∈ R n .
If there exists
t k ∈ R such that t k l k = b k := ∂b(p, q)/∂p k for every k = 1, . . . , k 1 , then (i) Σ uni (A(p), b(p, q), [p], [
q]) has linear shape and (ii) the parametric system (15) is equivalently represented as
Proof. (i) All parameters p, q satisfy the conditions of Theorem 2. In particular,
follows trivially by the construction.
Theorem 3 shows when 2 and how a linear system in general parametric form (1) can be represented in an equivalent form (16) , where the parameters that appear in the matrix A(p) are isolated in a diagonal matrix. The latter representation allows a more efficient handling of the parameter dependencies by the iteration method presented in Section 3.
Implications for the Parametric AE-Solution Sets
The parametric united solution set (2) is only a special case of the huge class of parametric AE-solution sets defined by
for any two disjoint index sets A ∪ E = {1, . . . , K}. Deriving the explicit description of the parametric AE-solution sets in [1] , it was shown that the elimination of universally quantified parameters does not generate any cross inequalities. In other words, the shape of a parametric AE-solution set is determined only by the existentially quantified parameters. Therefore Theorem 2 is valid also for the existentially quantified parameters of this most general case. Respectively, Corollary 3 generalizes to
Corollary 4. The infimum/supremum of a parametric AE-solution set is attained at particular endpoints of the intervals for the universally quantified parameters and for the existentially quantified parameters that satisfy the conditions of Theorem 2 or the conditions of Proposition 1.
The most important application of Corollaries 3, 4 is for sharpening the bounds of the solution set enclosures. Thus, the above results expand the scope of applicability of the considerations in [9, Section 3] about sharpening the outer bounds of a parametric AE-solution set.
In the special case of a parametric united solution set let L be the index set of the parameters that satisfy the conditions of Theorem 2 and for a given
be the set of all interval endpoints and K = {1, . . . , K}. Then Σ p uni can be obtained either by the combinatorial approach as
or following the approach presented in [10, 11] 
In [6, Theorem 5.1] Neumaier and Pownuk proved that if the system . Corollary 3 has a bigger scope of applicability. It can be applied either to all parameters of a system if they all satisfy the conditions of Theorem 2, or only to those parameters that satisfy these conditions. While [6, Theorem 5.1] proves that the solution set is monotone on the parameters, Corollary 3 does not imply monotonicity.
The solution set may not be monotone on a given parameter and the interval hull of the solution set can be attained at the endpoints of the interval for this parameter. This is demonstrated in Example 3.
Theorem 2 can facilitate the solution of other interval problems related to parametric solution sets. An example is finding an inner interval estimation of the parametric AE-solution set with linear shape [12] .
Iterative Solution Enclosure
In this section we generalize the method developed by Neumaier and Pownuk in [6] .
The Method
Consider the parametric system (16).
Theorem 4.
Let D 0 ∈ R n×n be such that A 0 + LD 0 R is invertible and put (16) is related to y = Rx(p, q) by the equations
(ii) If there are vectors w ≥ 0, w > 0 and w such that
Proof. The proof follows the one given in [6] . For completeness we present it below. (i) Equation (17) follows from (18)- (20),
Since w > 0, we conclude that β ≤ α, and (21) follows.
We now assume p ∈ 
until some stopping test holds, and then get the enclosure
for all x satisfying (16) and for some p ∈ [p], q ∈ [q]. The stopping criterion could be same as that one used in [6] , when the sum of widths of the components of [d] does not improve by a factor of 0.999 but after at most 10 iterations, or another one.
Numerical Examples
The parametric method, proposed by Neumaier and Pownuk [6] , is implemented in C-XSC [14] . Both the original method and its present generalization for dependencies in both the matrix and the right-hand side vector are implemented in the environment of Mathematica .
Our first example demonstrates the advantages of the proposed generalized method for efficient solving of parametric systems that involve dependencies in both the matrix and the right-hand side vector and having solution set with linear shape.
Example 2. Consider the system A(p)x = b(p) where
The original method from [6] gives [ In [6] the method is illustrated on parametric systems stemming from FE analysis of truss structures. As concluded therein, "the method is significantly more accurate and significantly more faster than the element-byelement method [13] ". Our next example demonstrates that other practical problems may require solving parametric linear systems that have linear shape of the solution set and involve dependencies in both the matrix and the right-hand side vector. Fig.  1 after [15, 16] . It consists of five nodes and eleven branches. The electric parameters have the following nominal values: e 1 = e 2 = 100V, e 5 = e 7 = 10V, R j = 100Ω, j = 1, . . . , 11.
Example 3. Consider the resistive circuit (direct current) presented in
We will consider the resistances R j , j = 1, . . . , 11, of the branch elements as unknown but bounded to vary within 10% tolerance intervals. The tolerance analysis problem is to find bounds for all node voltages V i , i = 1, . . . , 5.
The method of loop analysis is used to set up the following system of parametric equations 4 [11, 10] . This way one can determine which parameter endpoints generate the infimum (resp. the supremum) of a given solution component. We applied this approach in order to [11, 10] . 
Without loss of generality we substitute in the system
where all the parameters are uncertain and vary within given intervals 6 , modeling the insulin secretion after Cobelli [18] and propose to change the variables: 
and for the transformed problem the algebraic system is [17] .
The method from [6] is known as the best parametric method so far. Our next example shows that in some special cases this may be not so. 
Conclusion
In this paper we presented some sufficient conditions for a parametric united solution set to have linear boundary with respect to a given parameter. These conditions, presented in Lemma 1, are simple and easy verifiable. The examples, provided in Section 3.2 and [6] show that interval linear systems, where the parameters satisfy Theorem 2, appear in various application domains. The method from Theorem 4 can be applied to linear systems that resulted from discretization of linear elliptic partial differential equations with interval-valued parameters in any application domain.
For parametric solution sets having linear boundary with respect to some parameters we can improve their outer interval estimations in two ways: (i) Fix the values of the parameters that satisfy Theorem 2 at appropriate endpoints of their intervals and find sharper bounds for the respective parametric systems involving the remaining less number of interval parameters.
(ii) By Theorem 3 one can represent a general parametric system in a form (16) where the interval parameters are isolated in a diagonal matrix. This conversion theorem allows expanding the scope of applicability of the method from [6] to other problem domains than truss structures. Theorem 4 generalizes the method from [6] to account for the dependencies between the matrix and the right-hand side vector. The generalized method expands the scope of applicability and increases the sharpness of the solution enclosure retaining all good properties of the original method that are mentioned in the Introduction and demonstrated in [6] .
Finally, the conditions for a parameter to contribute linearly to the boundary of a solution set are applicable in the more general context of parametric AE-solution sets and to other tasks regarding a parametric solution set. These applications are discussed in Section 2.3 of this paper.
