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α-DIRAC-HARMONIC MAPS FROM CLOSED SURFACES
JU¨RGEN JOST, JINGYONG ZHU
Abstract. α-Dirac-harmonic maps are variations of Dirac-harmonic maps, analogous to
α-harmonic maps that were introduced by Sacks-Uhlenbeck to attack the existence problem
for harmonic maps from surfaces. For α > 1, the latter are known to satisfy a Palais-Smale
condtion, and so, the technique of Sacks-Uhlenbeck consists in constructing α-harmonic
maps for α > 1 and then letting α → 1. The extension of this scheme to Dirac-harmonic
maps meets with several difficulties, and in this paper, we start attacking those. We first
prove the existence of nontrivial perturbed α-Dirac-harmonic maps when the target mani-
fold has nonpositive curvature. The regularity theorem then shows that they are actually
smooth. By ε-regularity and suitable perturbations, we can then show that such a sequence
of perturbed α-Dirac-harmonic maps converges to a smooth nontrivial α-Dirac-harmonic
map.
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1. Introduction
Harmonic maps from closed Riemann surfaces and their variants are important both in
mathematics as tools to probe the geometry of a Riemannian manifold and in physics as
ground states of the nonlinear sigma model of quantum field theory. They represent a bor-
derline case for the Palais-Smale condition and therefore cannot be directly obtained by
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standard tools. In [20], Sacks-Uhlenbeck introduced the notion of α-harmonic maps which
for α > 1 (which we shall always assume in this paper) makes the problem subcritical for the
Palais-Smale condition. To get the existence of harmonic maps, they consider the conver-
gence of α-harmonic maps when α decreases to 1. In general, there are bubbles (harmonic
spheres) preventing the smooth convergence of α-harmonic maps. Luckily, a nonpositive
curvature condition on the target manifold can exclude such bubbles, and they can therefoe
obtain the existence of harmonic maps into such manifolds in any given homotopy class.
There is another harmonic map type problem that is even more difficult and subtle, even
though it has a deep geometric significance. Motivated by the supersymmetric nonlinear
sigma model from quantum field theory, see [7][11], Dirac-harmonic maps from spin Rie-
mann surfaces into Riemannian manifolds were introduced in [5]. Mathematically, they are
generalizations of the classical harmonic maps and harmonic spinors. The action functional
for Dirac-harmonic maps from spin Riemann surfaces is conformally invariant, like the orig-
inal action functional for harmonic maps. From the PDE point of view, Dirac-harmonic
maps are solutions of an elliptic system consisting of a second order equation and a first
order Dirac equation, and the standard PDE methods do not be directly apply to get the
regularity of weak solutions.
In fact, the existence of Dirac-harmonic maps from closed surfaces is a tough problem. Dif-
ferent from the Dirichlet problem (see [13] and the references given there), even if there is no
bubble, the limit may still be trivial, in the sense that the spinor part ψ vanishes identically.
So far, there are only a few results about the Dirac-harmonic maps from closed surfaces,
see [2] and [6] for some existence results of uncoupled Dirac-harmonic maps (here uncou-
pled means that the map part is harmonic) based on index theory and the Riemann-Roch
theorem, respectively. Another possible approach to this problem uses the heat flow, like
Branding[3] and Wittmann [24]. Other important approaches come from critical point the-
ory and homology theory, see Isobe [9][10], but so far, this only works in the one-dimensional
case, where one speaks of Dirac-geodesics.
In this paper, we want to start an approach via critical point theory. In critical point
theory, the Palais-Smale condition is a very strong and useful tool. In general, it fails for
the energy functional of harmonic maps from spheres [12]. Therefore, it is not expected in
the case of Dirac-harmonic maps. Actually, even for the α-Dirac-harmonic maps, it is still
unknown, while it is true in the α-harmonic maps case. In [9], Isobe proved the Palais-Smale
condition for the action functional of nonlinear or perturbed Dirac geodesics,
(1.1) L(φ, ψ) = 1
2
∫
S1
|φ˙|2ds+ 1
2
∫
S1
〈ψ, /Dψ〉ΣS1⊗φ∗TNds−
∫
S1
F (φ, ψ)ds,
where s is the angular coordinate on S1, φ˙ denotes the s-derivative of φ, and F is a nonlinear
perturbation satisfying some growth and decay conditions with respect to ψ.
Given this state of affairs, in this paper, we shall systematically study critical point theory
according to Palais-Smale for α-Dirac harmonic maps for α > 1. Since the natural space on
which the variational integral is defined is only a Banach, but not a Hilbert space, we need
to develop appropriate Banach space tools, like pseudo-gradients. And since our functionals
are not bounded from below, we need to look for critical points other than minima, and
therefore, we shall need to carefully investigate the Palais-Smale condition for our action
functional. Moreover, since variational schemes produce only weak solutions, we shall need
to deal with the issue of their regularity.
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In more precise terms, we shall first prove the Palais-Smale condition for the action func-
tional Lα of perturbed α-Dirac-harmonic maps from closed Riemann surfaces:
(1.2) Lα(φ, ψ) = 1
2
∫
M
(1 + |dφ|2)α + 1
2
∫
M
〈ψ, /Dψ〉ΣM⊗φ∗TN −
∫
M
F (φ, ψ).
The difficulty is to prove the convergence of the map parts, which is solved by combining the
ideas in [23] and [9]. With the Palais-Smale condition in hand, we want to prove the existence
of nontrivial perturbed α-Dirac-harmonic maps. Then an obstacle arises when we deform the
configuration space. Since our configuration space is no longer a Hilbert manifold, we have
to use the pseudo-gradient flow. However, we need the spinor part of the pseudo-gradient
vector field to be of a certain nice structure. Once having such a special pseudo-gradient
vector field, by the deformation lemma, we can prove the following result. As usual in the
calculus of variations, we shall need certain standard growth conditions (F1)-(F5) on the
nonlinearity F ; they are
(F1) There exist p ∈ (2, 4) and C > 0 such that
K|Fψ(φ, ψ)| ≤ C(1 + |ψ|p−1)
for any (φ, ψ) ∈ Fα,1/2(M,N).
(F2) There exist µ > 2 and R1 > 0 such that
0 < µF (φ, ψ) ≤ 〈Fψ(φ, ψ), ψ〉
for any (φ, ψ) ∈ Fα,1/2(M,N) with |ψ| ≥ R1.
(F3) There exist q < 4 and C > 0 such that
Fφ(φ, ψ) ≤ C(1 + |ψ|q)
for any (φ, ψ) ∈ Fα,1/2(M,N).
(F4) For any (φ, ψ) ∈ F , we have
F (φ, ψ) ≥ 0.
(F5) As |ψ| → 0, we have
F (φ, ψ) = o(|ψ|2) uniformly in φ ∈ N.
Theorem 1.1. Let M be a closed surface and N a compact manifold. Suppose F satisfies
(F1)− (F5) with 4α
3α−2
≤ µ ≤ p ≤ 3
4
µ + 1 for α ∈ (1, 2]. Let R1, R2 and ρ be as in Lemmas
6.1 and 6.2. Then we have mθ < cθ <∞ and cθ is a critical value of Lα in F .
Here θ is a given homotopy class of maps, mθ is the minimizing α-energy in θ, cθ is defined
as:
(1.3) cθ = inf
γ∈Γ(Qθ;R1,R2 )
supLα(γ(Qθ;R1,R2)),
and Γ(Qθ;R1,R2) is defined in Definition 4.12, Qθ;R1,R2 is defined by (6.2). In particular, when
N has nonpositive curvature, our solution is nontrivial.
Corollary 1.2. Let M be a closed surface and N a compact Rienmannian manifold with
non-positive curvature. Suppose F satisfies (F1) − (F5) with 4α
3α−2
≤ µ ≤ p ≤ 3
4
µ + 1 for
α ∈ (1, 2]. Then for any homotopy class θ ∈ [M,N ], there exists a non-trivial solution
(φ, ψ) ∈ W 1,2α(M,N) × H1/2(M,ΣM ⊗ φ∗TN) to the perturbed α-Dirac-harmonic map
equations (2.10) and (2.11) with φ ∈ θ.
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Since α > 1, φ in the theorem above is continuous. It is natural to expect the smoothness
of the weak solutions. Due to the perturbation F , Fψ will produce ‖ψ‖3L4 according to the
proof in [4]. Therefore, the proof there can not apply to our situation directly. To overcome
it, we need to control the L∞-norm of ψ first. The same phenomenon happens in the proof
of the ε-regularity. The following regularity theorem shows that such a nontrivial solution
is actually smooth.
Theorem 1.3. Suppose F ∈ C∞ satisfies (F1) and (F3) for some p ≤ 2 + 2/α and q ≥ 0.
Then any weakly perturbed α-Dirac-harmonic map is smooth.
Now, we get a sequence of perturbed α-Dirac-harmonic maps {(φk, ψk)}, which are the
critical points of the functionals:
(1.4) Lαk (φ, ψ) =
1
2
∫
M
(1 + |dφ|2)α + 1
2
∫
M
〈ψ, /Dψ〉ΣM⊗φ∗TN − 1
k
∫
M
F (φ, ψ),
where F satisfies the assumptions in Theorem 1.2 and Theorem 1.3. For example, one can
just take F = |ψ| 4α3α−2 . Since the proof of Theorem 1.3 depends on the oscillation of φ,
which cannot be uniformly controlled for φk, we need the ε-regularity theorem. This kind
of regularity theorem was introduced by Sacks and Uhlenbeck for the α-harmonic maps in
[20]. When coupled with the Dirac equation, this was handled [4] for Dirac-harmonic maps
and in [13][14] for a sequence of α-Dirac-harmonic maps(α → 1). We have to modify here
the growth conditions (F1) and (F3) for the derivatives of F ; we need
(F6) |Fψ(φ, ψ)| ≤ C|ψ|r−1 for 3 < r ≤ 2 + 2/α,
(F7) |Fφ(φ, ψ)| ≤ C|ψ|q for q > 2.
Theorem 1.4. Suppose F satisfies (F6) and (F7). There is ε0 > 0 and α0 > 0 such that if
(φ, ψ) : (D, gβγ)→ (N, gij) is a smooth perturbed α-Dirac-harmonic map satisfying
(1.5)
∫
M
(|dφ|2α + |ψ|4) ≤ Λ < +∞ and
∫
D
|dφ|2 ≤ ε0
for 1 ≤ α < α0, then we have
(1.6) ‖dφ‖D˜,1,p + ‖ψ‖D˜,1,p ≤ C(D,N,Λ, p)(‖dφ‖D,0,2 + ‖ψ‖D,0,4),
and
(1.7) ‖ψ‖L∞(D˜) ≤ C(D,N,Λ)‖ψ‖D,0,4
for any D˜ ⊂ D and p > 1, where C(D,N,Λ, p) denotes a constant depending on D,N,Λ
and p.
With this ε-regularity, one can easily prove
Theorem 1.5. For the α0 given in Theorem 1.4 and each α ∈ (1, α0), let (φk, ψk) be the
smooth critical points of the functional Lαk in (1.4) with uniformly bounded energy:
(1.8) E(φk, ψk;M) :=
∫
M
(|dφ|2α + |ψ|4) ≤ Λ < +∞.
Suppose F satisfies (F6) and (F7). Then there exist a subsequence, still denoted by {(φk, ψk)},
and a smooth α-Dirac-harmonic map (φ, ψ) such that
(1.9) (φk, ψk)→ (φ, ψ) in C∞loc(M)
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Since the convergence in the theorem above is smooth on all of M , the action functional
of the α-Dirac-harmonic map (φ, ψ) is strictly bigger than mθ. Then the convexity of the
action functional tells us that (φ, ψ) is a nontrivial α-Dirac-harmonic map. Thus, we obtain:
Corollary 1.6. LetM be a closed surface and N a compact Rienmannian manifold with non-
positive curvature. For the α0 given in Theorem 1.4 and each α ∈ (1, α0), if the sequence of
perturbed α-Dirac-harmonic maps {(φk, ψk)} satisfies the uniform bounded energy condition
(1.8), then there exists a nontrivial α-Dirac-harmonic map from M to N with φ in the given
homotopy class θ.
Remark 1.7. To get the existence of a Dirac-harmonic map, it is natural to consider the
convergence of a sequence of α-Dirac-harmonic maps as α decreases to 1. By the joint work
of the first author with Lei Liu and Miaomiao Zhu in [14], under the uniform bounded energy
condition and no bubble condition, there exists a Dirac-harmonic map with the map part in
the given homotopy class. However, in general, we cannot guarantee that the Dirac-harmonic
map is nontrivial.
The rest of the paper is organized as follows: In Section 2, we derive the Euler-Lagrange
equations and define the configuration space. In Section 3, we prove the Palais-Smale con-
dition for the action functional of perturbed α-Dirac-harmonic maps. In Section 4, we
construct a special pseudo-gradient vector field and deform our configuration space by the
negative pseudo-gradient flow. Besides, we also recall some facts about the linking geometry.
In Section 5, we prove the uniqueness of α-harmonic maps under the assumption that the
target manifold has nonpositive curvature. In Section 6, we give the proof of Theorem 1.1
and Theorem 1.2. In Section 7, we prove Theorem 1.3. In the last section, we prove Theorem
1.4 and Theorem 1.5.
2. Euler-Lagrange equations and configuration space
2.1. Euler-Lagrange equations. Let (M, gβγ) be a compact surface with a fixed spin
structure, ΣM the spinor bundle. For any X ∈ Γ(TM) and ξ ∈ Γ(ΣM), the Clifford
multiplication is skew-adjointness:
(2.1) 〈X · ξ, η〉ΣM = −〈ξ,X · η〉ΣM ,
where 〈·, ·〉ΣM denotes the Hermitian inner product induced by the metric gβγ. Choosing a
local orthonormal basis {eβ}β=1,2 on M , the usual Dirac operator is defined as /∂ := eβ · ∇β,
where ∇ stands for the spin connection on ΣM (here and in the sequel, we use the Einstein
summation convention). One can find more about spin geometry in [15].
Let φ be a smooth map from M to a compact Riemannian manifold (N, h) of dimension
n ≥ 2. Let φ∗TN be the pull-back bundle of TN by φ and consider the twisted bundle
ΣM⊗φ∗TN . On this bundle there is a metric 〈·, ·〉ΣM⊗φ∗TN induced from the metric on ΣM
and φ∗TN . Also, we have a connection ∇˜ on this twisted bundle naturally induced from
those on ΣM and φ∗TN . In local coordinates {yi}i=1,...,n, the section ψ of ΣM ⊗ φ∗TN is
written as
ψ = ψi ⊗ ∂yi(φ),
where each ψi is a usual spinor on M . We also have following local expression of ∇˜
∇˜ψ = ∇ψi ⊗ ∂yi(φ) + Γijk(φ)∇φjψk ⊗ ∂yi(φ),
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where Γijk are the Christoffel symbols of the Levi-Civita connection of N . The Dirac operator
along the map φ is defined as
(2.2) /D := eα · ∇˜eαψ = /∂ψi ⊗ ∂yi(φ) + Γijk(φ)∇eαφj(eα · ψk)⊗ ∂yi(φ),
which is self-adjoint[12]. Sometimes, we use /Dφ to distinguish the Dirac operators defined
on different maps. [5] introduced the functional
L(φ, ψ) :=
∫
M
(|dφ|2 + 〈ψ, /Dψ〉ΣM⊗φ∗TN)
=
∫
M
hij(φ)g
αβ ∂φ
i
∂xα
∂φj
∂xβ
+ hij(φ)〈ψi, /Dψj〉ΣM .
(2.3)
with Euler-Lagrange equations
(2.4) τm(φ)− 1
2
Rmlij〈ψi,∇φl · ψj〉ΣM = 0,
(2.5) /Dψi = /∂ψi + Γijk(φ)∇eαφj(eα · ψk) = 0,
where τm(φ) is the m-th component of the tension field[12] of the map φ with respect to the
coordinate on N , ∇φl ·ψj denotes the Clifford multiplication of the vector field ∇φl with the
spinor ψj , and Rmlij stands for the component of the Riemann curvature tensor of the target
manifold N . Denote
R(φ, ψ) := 1
2
Rmlij〈ψi,∇φl · ψj〉ΣM∂ym
. We can write (2.4) and (2.5) in the global form
τ(φ) = R(φ, ψ)
/Dψ = 0.
(2.6)
Solutions (φ, ψ) of (2.6) are called Dirac-harmonic maps from M to N .
In this paper, we try to apply the critical point theory to the existence problem of Dirac-
harmonic maps from closed surfaces. For the one-dimensional case, Takeshi Isobe[9] proves
the existence of nontrivial nonlinear Dirac-geodesics on flat tori, which are critical point of
(2.7) L(φ, ψ) = 1
2
∫
S1
|φ˙|2ds+ 1
2
∫
S1
〈ψ, /Dψ〉ΣS1⊗φ∗TNds−
∫
S1
F (φ, ψ)ds,
where s is the angular coordinate on S1, φ˙ denotes the s-derivative of φ, and F is a nonlinear
interaction term satisfying some growth and decay conditions with respect to ψ. The Euler-
Lagrange equations are:
∇ ∂
∂s
φ˙−R(φ, ψ) + Fφ(φ, ψ) = 0,
/Dψ − Fψ(φ, ψ) = 0.
(2.8)
In particular, Isobe proved that there exists a non-trivial solution (φ, ψ) to (2.8) with φ in any
given free homotopy class of loops on a flat torus. In [10], Isobe reconsidered this problem
through homology theory. By constructing and computing a Morse-Floer type homology, he
obtains several existence results for perturbed Dirac geodesics. Some of them do not need
the curvature restriction on the target manifold.
To generalize Isobe’s result to closed surfaces, we need to overcome two obstacles. One is
to prove the Palais-Smale condition in the two dimensional setting, the other is to construct
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a nice pseudo-gradient vector field. Since the energy functional E(φ) =
∫
M
|dφ|2 in general
does not satisfy the Palais-Smale condition in two dimension, analogously to α-harmonic
map[20], we consider
(2.9) Lα(φ, ψ) = 1
2
∫
M
(1 + |dφ|2)α + 1
2
∫
M
〈ψ, /Dψ〉ΣM⊗φ∗TN −
∫
M
F (φ, ψ).
Similar to the computations in [9], one can get the Euler-Lagrange equations for Lα:
(2.10) τα(φ) := τ((1 + |dφ|2)α) = R(φ, ψ)− Fφ(φ, ψ),
(2.11) /Dψ = Fψ(φ, ψ).
2.2. Configuration space. We will define a configuration space for our functional Lα that
is a natural modification of the configuration space in [9]. In fact, we focus on W 1,2α-
maps(α > 1) and H1/2-spinors. By the Nash embedding theorem[17], we can embed N into
Euclidean space RL for some large L. We define the W 1,2α-maps on N as
(2.12) W 1,2α(M,N) := {φ ∈ W 1,2α(M,RL)| φ(x) ∈ N for a.e. x ∈M},
where φ ∈ W 1,2α(M,RL) means that both φ and its weak derivative ∇φ are in L2α(M,RL).
By the Sobolev embedding theorem, any φ ∈ W 1,2α(M,N) is continuous. Therefore, the pull-
back bundle φ∗TN is well-defined, and we can consider H1/2-spinors along φ ∈ W 1,2α(M,N)
defined as
H1/2(M,ΣM ⊗ φ∗TN) :={ψ ∈ H1/2(M,ΣM ⊗ RL)|
ψ(x) ∈ ΣM ⊗ Tφ(x)N for a.e. x ∈M},
(2.13)
where RL = M × RL is the trivial RL-bundle over M and we regard Tφ(x)N as a subset of
R
L for each x ∈M by the above embedding.
Consider the Banach space Fα,1/2 := W 1,2α(M,RL)×H1/2(M,ΣM ⊗RL). Since Fα,1/2 is
a product space, the norm can be induced from the norms on the two subspaces. We view
the map component as the horizontal part and the spinor component as the vertical part.
The horizontal part is a Banach space with the usual norm. The vertical part is actually a
Hilbert space with the following inner product[1][8][10]:
(2.14) (Y1, Y2)1/2,2 = ((1 + |D|)Y1, Y2)2,
where (·, ·)2 is the L2-inner product on M and D := /∂ ⊗ 1. With respect to this product
structure, we can write
(2.15) dLα = dHLα + dVLα,
where
(2.16) dHLα(φ, ψ)(X) = (−τα(φ) +R(φ, ψ)− Fφ(φ, ψ), X)2
and
(2.17) dVLα(φ, ψ)(Y ) = (∇VLα(φ, ψ), Y )1/2,2,
(2.18) ∇VLα(φ, ψ) = (1 + |D|)−1( /Dψ − Fψ(φ, ψ)).
Now, we can define a configuration space Fα,1/2(M,N) as
(2.19) Fα,1/2(M,N) := {(φ, ψ)| φ ∈ W 1,2α(M,N), ψ ∈ H1/2(M,ΣM ⊗ φ∗TN)},
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which is a Banach submanifold of Fα,1/2 with the tangent space at (φ, ψ) ∈ Fα,1/2(M,N)
being
(2.20) T(φ,ψ)Fα,1/2(M,N) = W 1,2α(M,φ∗TN)×H1/2(M,ΣM ⊗ φ∗TN).
The space W 1,2α(M,N) is a Banach manifold[23] whose tangent space at φ ∈ W 1,2α(M,N)
is
TφW
1,2α(M,N) =W 1,2α(M,φ∗TN)
:= {X ∈ W 1,2α(M,RL)| X(x) ∈ Tφ(x)N for a.e. x ∈M}.
(2.21)
So, to see (2.20), it suffices to show the vertical part, which is the same as in [9].
Let us go back to our Lagrangian Lα. On Fα,1/2(M,N), since H1/2 can be continuously
embedded into L4[22], Lα is well-defined if for example F (φ, ψ) grows at most like |ψ|4 as
|ψ| → ∞.
3. The Palais-Smale condition
In this section, we prove the Palais-Smale condition for Lα for a certain class of nonlin-
earities F . We assume in this section that F ∈ C1(Fα,1/2(M,N)) satisfies the following
conditions:
(F1) There exist p ∈ (2, 4) and C > 0 such that
(3.1) |Fψ(φ, ψ)| ≤ C(1 + |ψ|p−1)
for any (φ, ψ) ∈ Fα,1/2(M,N).
(F2) There exist µ > 2 and R1 > 0 such that
(3.2) 0 < µF (φ, ψ) ≤ 〈Fψ(φ, ψ), ψ〉
for any (φ, ψ) ∈ Fα,1/2(M,N) with |ψ| ≥ R1.
(F3) There exist q < 4 and C > 0 such that
(3.3) Fφ(φ, ψ) ≤ C(1 + |ψ|q)
for any (φ, ψ) ∈ Fα,1/2(M,N)
The constants C in this paper may different between lines. From now on, we denote
Fα,1/2(M,N) by F for short. Let us recall the Palais-Smale condition:
Definition 3.1. A sequence {(φn, ψn)} ⊂ F is a Palais-Smale sequence if the following are
satisfied:
(1) sup
n≥1
|Lα(φn, ψn)| <∞,
(2) ‖dLα(φn, ψn)‖T ∗
(φn,ψn)
F → 0.
We say Lα satisfies the Palais-Smale condition on F if any Palais-Smale sequence has a
convergent subsequence in F . By Sobolev embedding and conditions (F1) (F3), dLα(φ,ψ) is a
bounded linear map on F . Thus, Zorn’s proposition (see page 30 in [23]) implies Lα is C1
on F . Therefore, if Lα satisfies the Palais-Smale condition on F , and so, any Palais-Smale
sequence has a subsequence converging to a critical point.
The following is the main theorem in this section. The proof for the vertical part follows
the one in [9]. For the horizontal part, the method in [9] no longer applies, because dHLα
cannot be written as a combination of a linear and a compact operator. Although the proof
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in [23] is not valid for our case either, one estimate there inspired our convergence proof for
the horizontal part. For completeness, we also give the proof for the spinor part.
Theorem 3.2. If F satisfies conditions (F1), (F2), (F3) with 4α
3α−2
≤ µ ≤ p ≤ 3
4
µ + 1 for
α ∈ (1, 2], then Lα satisfies the Palais-Smale condition on F .
Proof. We first prove that any Palais-Smale sequence is bounded.
Let {(φn, ψn)} ⊂ F be a Palais-Smale sequence. By the structure on Fα,1/2, we have
|dLα(φn, ψn)(0, ψn)| = |dVLα(φn, ψn)(ψn)| = |(∇VLα(φn, ψn), ψn)1/2,2|
= |( /Dψn − Fψ(φn, ψn), ψn)2| ≤ ‖ψn‖1/2,2,
(3.4)
where we have used ‖dVLα(φn, ψn)‖ → 0 as n→∞. This implies
2Lα(φn, ψn)− dLα(φn, ψn)(0, ψn)
=
∫
M
(1 + |dφn|2)α +
∫
M
〈ψn, /Dψn〉 − 2
∫
M
F (φn, ψn)−
∫
M
〈 /Dψn − Fψ(φn, ψn), ψn〉
=
∫
M
(1 + |dφn|2)α − 2
∫
M
F (φn, ψn) +
∫
M
〈Fψ(φn, ψn), ψn〉
≤ C + ‖ψn‖1/2,2.
(3.5)
For simplicity, we denote all positive constants that are independent of n by C.
On the other hand, by (F2), there exists a constant C > 0 such that
(3.6) 〈Fψ(φ, ψ), ψ〉 ≥ µF (φ, ψ)− C
for any (φ, ψ) ∈ Fα,1/2(M,N). Plugging this into (3.5), we get
(3.7)
∫
M
(1 + |dφn|2)α + (µ− 2)
∫
M
F (φn, ψn) ≤ ‖ψn‖1/2,2 + C.
Integrating (F2), we know
(3.8) F (φ, ψ) ≥ C|φ|µ − C
for any (φ, ψ) ∈ Fα,1/2(M,N). Plugging this into (3.7) yields
(3.9) ‖φn‖2α1,2α + ‖ψ‖µµ ≤ C(‖ψn‖1/2,2 + 1).
Consider the spectral decomposition
(3.10) H1/2(M,ΣM ⊗ RL) = H−0 ⊕H00 ⊕H+0
with respect to the operator D := /∂ ⊗ 1, where H−0 , H00 and H+0 are the closures in
H1/2(M,ΣM ⊗ RL) of the spaces spanned by the negative, the null and the positive eigen-
spinors of D, respectively. Denote by P−0 : H
1/2(M,ΣM ⊗ RL) → H−0 , P00 : H1/2(M,ΣM ⊗
R
L) → H00 and P+0 : H1/2(M,ΣM ⊗ RL) → H+0 the corresponding spectral projections. By
this decomposition, we write φn = ψ
−
n,0 + ψ
0
n,0 + ψ
+
n,0 with ψ
−
n,0, ψ
0
n,0 and ψ
+
n,0 being P
−
0 ψn,
P00ψn and P
+
0 ψn, respectively. The square of the H
1/2- norm of ψ+n,0 ∈ H+0 is equivalent to
([1])
(3.11)
∫
M
〈ψ+n,0, |D|ψ+n,0〉+ ‖ψ+n,0‖22 =
∫
M
〈ψ+n,0,Dψ+n,0〉+ ‖ψ+n,0‖22.
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Together with (2.2), this implies
‖ψ+n,0‖21/2,2 ≤ C
∫
M
〈ψ+n,0,Dψn〉+ C‖ψ+n,0‖22
≤ C
∣∣∣ ∫
M
〈ψ+n,0, /Dψn〉
∣∣∣+ C ∫
M
|dφn||ψ+n,0||ψn|+ C‖ψn‖22
≤ C
∣∣∣ ∫
M
〈ψ+n,0, /Dψn〉
∣∣∣+ C‖φn‖1,2α‖ψn‖4‖ψ+n,0‖4α/(3α−2) + C‖ψn‖22
≤ C
∣∣∣ ∫
M
〈ψ+n,0, /Dψn〉
∣∣∣+ C‖φn‖1,2α‖ψn‖1/2,2‖ψn‖4α/(3α−2) + C‖ψn‖22,
(3.12)
where we have used the Ho¨lder inequality and the Sobolev embedding H1/2 ⊂ L4 for
surfaces[22].
Again, as in (3.4), we have
(3.13) dLα(φn, ψn)(0, ψ+n,0)| = |
∫
M
〈 /Dψn − Fψ(φn, ψn), ψ+n,0〉| ≤ ‖ψ+n,0‖1/2,2.
This and (F1) give us∣∣∣ ∫
M
〈ψ+n,0, /Dψn〉
∣∣∣ ≤ ∫
M
|Fψ(φn, ψn)||ψ+n,0|+ ‖ψ+n,0‖1/2,2
≤ C
∫
M
(1 + |ψn|p−1)|ψ+n,0|+ ‖ψn‖1/2,2
≤ C‖ψn‖p−1µ ‖ψ+n,0‖µ/(µ−p+1) + C‖ψn‖1/2,2
≤ C‖ψn‖p−1µ ‖ψn‖1/2,2 + C‖ψn‖1/2,2,
(3.14)
where we have used the Ho¨lder inequality and assumption p ≤ 3
4
µ+ 1.
Now, plugging (3.14) into (3.12), we have
‖ψ+n,0‖21/2,2 ≤C(‖ψn‖p−1µ ‖ψn‖1/2,2 + ‖φn‖1,2α‖ψn‖1/2,2‖ψn‖4α/(3α−2)
+ ‖ψn‖22 + ‖ψn‖1/2,2).
(3.15)
Since α ∈ (1, 2], the Ho¨lder inequality and (3.9) imply
(3.16) ‖ψn‖2 ≤ C‖ψn‖4α/(3α−2) ≤ C‖ψn‖µ ≤ C(‖ψn‖1/µ1/2,2 + 1)
and
(3.17) ‖φn‖1,2α ≤ C(‖ψn‖1/2α1/2,2 + 1).
Plugging (3.16) and (3.17) into (3.15), we get
‖ψ+n,0‖21/2,2 ≤C‖ψn‖(p−1)/µ1/2,2 ‖ψn‖1/2,2 + C(‖ψn‖1/2α1/2,2 + 1)‖ψn‖1/2,2(‖ψn‖1/µ1/2,2 + 1)
+ C‖ψn‖2/µ1/2,2 + C‖ψn‖1/2,2 + C.
(3.18)
Similarly,
‖ψ−n,0‖21/2,2 ≤C‖ψn‖(p−1)/µ1/2,2 ‖ψn‖1/2,2 + C(‖ψn‖1/2α1/2,2 + 1)‖ψn‖1/2,2(‖ψn‖1/µ1/2,2 + 1)
+ C‖ψn‖2/µ1/2,2 + C‖ψn‖1/2,2 + C.
(3.19)
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Since the usual Dirac operator has finite dimensional kernel, dim(H00) <∞. Noting that the
H1/2-norm and the L2-norm are equivalent on H00 ([1]), we have
(3.20) ‖ψ−n,0‖21/2,2 ≤ C‖ψ−n,0‖22 ≤ C‖ψn‖22 ≤ C(‖ψn‖2/µ1/2,2 + 1).
Combining (3.18), (3.19) and (3.20), we obtain
‖ψn‖21/2,2 ≤C‖ψn‖(p−1)/µ1/2,2 ‖ψn‖1/2,2 + C(‖ψn‖1/2α1/2,2 + 1)‖ψn‖1/2,2(‖ψn‖1/µ1/2,2 + 1)
+ C‖ψn‖2/µ1/2,2 + C‖ψn‖1/2,2 + C.
(3.21)
Since 4α
3α−2
≤ µ ≤ p ≤ 3
4
µ + 1 < µ + 1 and α ∈ (1, 2], (3.21) tells us that {ψn} is uniformly
bounded inH1/2(M,ΣM⊗RL). Therefore, from (3.17), {φn} is also bounded. Thus, {φn, ψn}
is a bounded sequence.
Next, we show {ψn} has a convergent subsequence. As in [9], we write the vertical gradient
of Lα as
(3.22) ∇VLα(φ, ψ) = LV ψ +KV1 (φ, ψ) +KV2 (φ, ψ),
where
(3.23) LV = (1 + |D|)−1D : H1/2(M,ΣM ⊗ RL)→ H1/2(M,ΣM ⊗ RL)
is bounded linear and
(3.24) KV1 (φ, ψ) = (1 + |D|)−1(Γijk(φ)∇eαφj(eα · ψk)⊗ ∂yi(φ)),
(3.25) KV2 (φ, ψ) = −(1 + |D|)−1Fψ(φ, ψ).
Because both |ψ∇φ| and Fψ(φ, ψ) belong in Lr with r > 4/3, both KV1 and KV2 are compact.
We write ψn = ψ
−
n,0 + ψ
0
n,0 + ψ
+
n,0. Since L
V is invertible on H±0 and ∇VLα(φn, ψn)→ 0, we
have
(3.26) ψ±n,0 = o(1)− (LV )−1K(φn, ψ±n,0),
where o(1) → 0 as n → ∞. From the boundedness of {(φn, ψn)} and the compactness of
(LV )−1K on H±0 , we know ψ
±
n,0 has a convergent subsequence. Again, since dimH
0
0 < ∞,
ψ0n,0 also has a convergent subsequence. Thus, {ψn} has a convergent subsequence.
Last, for the convergence of {φn}, we consider the α-energy functional
(3.27) Eα(φ) :=
∫
M
eα(dφ) :=
1
2
∫
M
(1 + |dφ|2)α.
for any φ ∈ W 1,2α(M,RL). Then the second derivative of eα at dφ with respect to the
direction dϕ is
d2eαdφ(dϕ, dϕ) =
1
2
d2
dt2
∣∣∣∣∣
t=0
(1 + 〈dφ+ tdϕ, dφ+ tdϕ〉)α
= 2α(α− 1)(1 + |dφ|2)α−2〈dφ, dϕ〉2 + α(1 + |dφ|2)α−1|dϕ|2
≥ α|dφ|2α−2|dϕ|2.
(3.28)
For any φi, φj ∈ W 1,2α(M,RL), we define
(3.29) c(t) := b+ t(a− b),
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where a := dφi and b := dφj. Then (3.28) implies
(3.30) d2eαc(t)(a− b, a− b) ≥ α|c(t)|2α−2|a− b|2.
We also have
(3.31) dEαφ (ϕ) =
d
dt
∣∣∣∣∣
t=0
∫
M
eα(dφ+ tdϕ) =
∫
M
deαdφ(dϕ)
and
(3.32)
∫ 1
0
d2eαc(t)(a− b, a− b) = deαa (a− b)− deαb (a− b).
Now, we can control ‖dφi − dφj‖2α as follows.
(dEαφi − dEαφj )(φi − φj) =
∫
M
(deαdφi − deαdφj )(dφi − dφj)∫
M
∫ 1
0
d2eαc(t)(dφi − dφj, dφi − dφj)
≥
∫
M
∫ 1
0
α|c(t)|2α−2|dφi − dφj|2
≥ C‖dφi − dφj‖2α2α,
(3.33)
where the last inequality comes from the Sublemma 3.18 in [23] stated as follows:
Lemma 3.3. Let V be a finite dimensional real vector space with a norm | · |. Let m be a
positive integer. Then there exists a positive constant C such that
(3.34)
∫ 1
0
|x+ ty|mdt ≥ C|y|m
for any x, y ∈ V .
To estimate the left-hand side of (3.33), we decompose dHLα as
(3.35) dHLα(φ, ψ) = Jφ+KH1 (φ, ψ) +KH2 (φ, ψ) +KH3 (φ, ψ),
where
(3.36) KH1 (φ, ψ) = −Γmijφiβφjγgβγ(1 + |dφ|2)α−1
∂
∂ym
,
(3.37) KH2 (φ, ψ) =
1
2α
Rmjkl〈ψk,∇φj · ψl〉
∂
∂ym
,
(3.38) KH3 (φ, ψ) = −
1
α
Fφ(φ, ψ)
and J : W 1,2α(M,RL)→ (W 1,2α(M,RL))∗ =W−1,2α/(2α−1)(M,RL)
(3.39) Jφ = −div((1 + |dφ|2)α−1∇φ).
By Sobolev embedding, KH = KH1 +K
H
2 +K
H
3 : F → (W 1,2α(M,RL))∗ is compact. Again,
we can write
(3.40) J = o(1)−KH .
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The boundedness of {(φn, ψn)} and the compactness ofKH imply that J(φn) has a convergent
subsequence. In particular, for any ε, there exists an integer Nε such that
(3.41) |(J(φi)− J(φj))(φi − φj)| ≤ ε‖φi − φj‖1,2α
for i, j > Nε. Together this with (3.33) and
(3.42) (dEαφi − dEαφj)(φi − φj) = (J(φi)− J(φj))(φi − φj),
we get
(3.43) ‖dφi − dφj‖2α ≤ (Cε‖φi − φj‖1,2α) 12α ≤ (Cε) 12α ,
where we have used the boundedness of {φn}. Therefore, {dφn} contains a Cauchy subse-
quence in L2α. Hence, by Sobolev embedding, {φn} has a convergent subsequence.

4. Negative pseudo-gradient flow and linking geometry
4.1. Negative pseudo-gradient flow. In this section, we want to deform our configuration
space Fα,1/2(M,N). On a Hilbert manifold, the differential and the gradient are equivalent
to each other. However, this fails on Banach manifolds, and one has to use a pseudo-gradient
flow instead. In general, there alway exists a pseudo-gradient vector field for a C1 functional,
but there may be no explicit expression. To get some nice properties, we need to construct
a special pseudo-gradient vector field for Lα. Precisely, we want a pseudo-gradient vector
field with the vertical part being the vertical gradient ∇VLα. Before we do this, let us recall
the definition of a pseudo-gradient vector.
Definition 4.1. [18] Let M be a Cr+1(r ≥ 1) Finsler manifold and f : M → R be a C1
function. A vector X ∈ TpM is called a pseudo-gradient vector for f at p if X satisfies
(i) ‖X‖ ≤ 2‖dfp‖,
(ii) dfp(X) ≥ ‖df‖2.
A vector field is called a pseudo-gradient vector field for f if at each point of its domain
it is a pseudo-gradient vector for f . It is well-known that
Lemma 4.2. [18] There exists a locally Lipschitz pseudo-gradient vector field for f on M∗.
On Fα,1/2(M,N), we denote the set of regular points of Lα by
(4.1) F˜ := {(φ, ψ) ∈ Fα,1/2(M,N)| dLα(φ,ψ) 6= 0}.
The main result in this section is
Theorem 4.3. Suppose F ∈ C1,1loc in the fiber direction. Then there exists a locally Lipschitz
pseudo-gradient vector field ω for Lα on F˜ of the form of ω = X ⊕ a∇VLα for some vector
field X and a constant a ∈ (1, 2).
Proof. We divide F˜ into two subsets
A = {(φ, ψ) ∈ Fα,1/2(M,N)| dHLα = 0, dVLα 6= 0},
B = {(φ, ψ) ∈ Fα,1/2(M,N)| dHLα 6= 0}.(4.2)
For any a ∈ (1, 2), a∇VLα always satisfies (i) and (ii) in Definition 4.1 for dVLα. Our
assumption implies that a∇V Lα is locally Lipschitz. Therefore, it suffices to show that there
is a locally Lipschitz vector field that satisfies (i) and (ii) in Definition 4.1 for dHLα.
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Over B, since dHL 6= 0, we have a vector X˜φ for each (φ, ψ) ∈ B such that ‖X˜φ‖ = 1 and
dHLα(φ,ψ)(X˜φ) > 23‖dHLα(φ,ψ)‖. Then, set Xφ = 32‖dHLα(φ,ψ)‖X˜φ. So Xφ satisfies Definition
4.1 for dHLα with strict inequalities in (i) and (ii). Then extend Xφ to be a C1 vector
field in a neighborhood of (φ, ψ) (say by making it “constant” with respect to a chart at
(φ, ψ))[18]. Therefore, for each point (φ, ψ) ∈ B, there is a C1 pseudo-gradient vector field
ω = X ⊕ a∇VLα for Lα defined in some neighborhood of (φ, ψ).
For A, we just use the C1 vector field ω = 0⊕ a∇VLα. Then, for any point in F˜ , we have
(4.3) ‖ω‖ = a‖∇VLα‖ < 2‖∇VLα‖ ≤ 2‖dLα‖
and
(4.4) dLα(φ,ψ)(ω) = a‖∇VLα(φ, ψ)‖2.
So, ω satisfies (i) in Definition 4.1. To check (ii), we take any point (φ, ψ) ∈ A. Then
(4.5) ‖dLα(φ,ψ)‖2 = ‖∇VLα(φ, ψ)‖2 < a‖∇VLα(φ, ψ)‖2.
Together with Lα ∈ C1, this implies that
(4.6) dLα(φ′,ψ′)(ω) = a‖∇VLα(φ′, ψ′)‖2 ≥ ‖dLα(φ′,ψ′)‖2
holds in some neighborhood U of (φ, ψ). So, ω also satisfies (ii) in Definition 4.1. Thus, for
each point (φ, ψ) ∈ A, there is a neighborhood U of (φ, ψ) such that ω = 0 ⊕ a∇V Lα is a
pseudo-gradient vector field for Lα in U . Finally, to get the pseudo-gradient vector field in
the theorem, we can patch these local pseudo-gradient vector fields together by a partition
of unity[18][19]. Thus, we complete the proof.

Theorem 4.3 gives us a nice pseudo-gradient vector field, but it is only locally Lipschitz.
Therefore, its integral curve may not exist globally. To remedy this, it suffices to integrate
a truncated pseudo-gradient vector field. The argument can be found in [19]. Different from
our case, Isobe [9] used it directly on the gradient of the action functional. Now, we deform
our configuration space by integrating the following ODE:
(4.7)
d
dt
(φt, ψt) = −η(φt, ψt)ω(φt, ψt),
(4.8) (φt, ψt)|t=0 = (φ, ψ).
The function η is chosen such that (4.7) and (4.8) have a global unique solution. In particular,
η satisfies η(φ, ψ)‖ω(φ, ψ)‖ ≤ 1 for all (φ, ψ) ∈ Fα,1/2(M,N). See Appendix A in [19].
Note that the solution ψt to (4.7) belongs to H
1/2(M,ΣM ⊗ φ∗tTN) for each t ≥ 0 and
the space depends on t. So we translate it into a flow on a function space which does not
depend on t. To do so, we consider the parallel transport. For each x ∈ M , we denote
by Pt(x) : Tφ(x)N → Tφt(x)N the parallel transport along the curve t 7→ φt(x). We put
ψ˜t(x) := (1⊗Pt(x)−1)ψt(x), that is, for ψt(x) = ψit(x)⊗ ∂∂yi (φt(x)), we define
(4.9) ψ˜t(x) := ψ
i
t(x)⊗Pt(x)−1
(
∂
∂yi
(φt(x))
)
∈ ΣM ⊗ φ∗TN.
α-DIRAC-HARMONIC MAPS FROM CLOSED SURFACES 15
Thus, the vertical part of (4.7) is transformed to
(4.10)
d
dt
ψ˜t = −aηt(ψ˜t)P−1t ∇VLα(φt,Ptψ˜t),
where ηt(ψ˜t) = η(φt, ψt) and a is the constant in Theorem 4.3.
Since the proofs of Lemma 7.2-Lemma 7.6 in [9] only rely on the Sobolev embedding and
the vertical part of the gradient vector field, which is kept up to a constant in our case,
these nice properties (Lemma 7.2-Lemma 7.6 in [9]) generalize to our configuration space
Fα,1/2(M,N). Due to their usefulness, we list them here and refer to [9] for the proofs.
Lemma 4.4. Let (φt, ψt) and Pt be as above. Pt defines a bounded linear map Pt = 1⊗Pt :
H1/2(M,ΣM ⊗ φ∗TN) → H1/2(M,ΣM ⊗ φ∗tTN) ⊂ H1/2(M,ΣM ⊗ RL) which depends
coutinuously on t with respect to the operator norm.
Lemma 4.5. Let φ, φ˜ ∈ W 1,2α(M,N) be such that ‖φ − φ˜‖∞ < ι(N). We define Tφ,φ˜(x) :
ΣM⊗Tφ(x)N → ΣM⊗Tφ˜(x)N by Tφ,φ˜(x) = 1⊗Pφ(x),φ˜(x), where Pφ(x),φ˜(x) : Tφ(x)N → Tφ˜(x)N
is the parallel transport along the unique length minimizing geodesic between φ(x) and φ˜(x).
Then the map Tφ,φ˜ defined by (Tφ,φ˜ψ)(x) = Tφ,φ˜(x)ψ(x) for a.e. x ∈ M is a bounded linear
map Tφ,φ˜ : H
1/2(M,ΣM ⊗ φ∗TN) → H1/2(M,ΣM ⊗ φ˜∗TN). Moreover, its operator norm
satisfies
(4.11) ‖Tφ,φ˜‖H1/2→H1/2 ≤ C(‖φ‖1,2α, ‖φ˜‖1,2α)
for some constant C(‖φ‖1,2α, ‖φ˜‖1,2α) depending only on ‖φ‖1,2α and ‖φ˜‖1,2α.
Consider Tφ,φ˜ as Tφ,φ˜ : H
1/2(M,ΣM ⊗ φ∗TN) → H1/2(M,ΣM ⊗ RL). For any ψ ∈
H1/2(M,ΣM ⊗ φ∗TN) ⊂ H1/2(M,ΣM ⊗ RL) we have
(4.12) ‖Tφ,φ˜ψ − ψ‖1/2,2 ≤ C(‖φ‖1,2α, ‖φ˜‖1,2α)‖φ− φ˜‖1,2α‖ψ‖1/2,2
for some constant C(‖φ‖1,2α, ‖φ˜‖1,2α) depending only on ‖φ‖1,2α and ‖φ˜‖1,2α.
Lemma 4.6. Let φ, φ˜ ∈ W 1,2α(M,N). We denote by P+(φ) : Fφ → F+φ the spectral
projection onto the positive eigenspace of /Dφ. For ψ ∈ Fφ := H1/2(M,ΣM ⊗ φ∗TN), we
have
(4.13) ‖P+(φ˜) ◦ Tφ,φ˜ ◦ P+(φ)ψ − P+(φ)ψ‖1/2,2 ≤ C(‖φ‖1,2α, ‖φ˜‖1,2α)‖φ− φ˜‖1,2α‖ψ‖1/2,2,
where the H1/2-norm on the left side is taken in H1/2(M,ΣM ⊗ RL), Tφ,φ˜ is defined as in
Lemma 4.5 and C(‖φ‖1,2, ‖φ˜‖1,2α) depending only on ‖φ‖1,2α and ‖φ˜‖1,2α.
Lemma 4.7. Let φ : [0, 1] ∋ t 7→ φt ∈ W 1,2α(M,N) be piecewise C1 and Pt(x) : Tφ0(x)N →
Tφt(x)N the parallel transport along the curve [0, 1] ∋ s 7→ φs(x) ∈ N . Set /˜Dt := P−1t ◦ /Dφt◦Pt.
Then Kt := (1+ /˜D
2
t )
−1/2 /˜Dt − (1+ /D2φ0)−1/2 /Dφ0 : H1/2(M,ΣM ⊗ φ∗0TN)→ H1/2(M,ΣM ⊗
φ∗0TN) defines a continous family of compact operators with respect to the operator norm.
Note that the decomposition of ∇VLα is not unique. For our purposes, we need to use a
decomposition that is different from those presented in (3.22). Let T > 0 be arbitrary. For
t ∈ [0, T ], we write
(4.14) ∇VLα(φt, ψt) = P−1t→T ◦ (1+ /D2φT )−1/2 ◦ /DφT ◦Pt→Tψt +K(T, t;φt, ψt),
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where /DφT denotes the Dirac operator along the map φT , P
−1
t→T = 1⊗P−1t→T and P−1t→T (x) :
Tφt(x)N → TφT (x)N is the parallel transport along the curve [t, T ] ∋ s 7→ φs(x) ∈ N . Then
(4.10) can be written as
(4.15)
d
dt
ψ˜t = −ηt(ψ˜t)(LT,V ψ˜t + K˜(T, t; ψ˜t)),
where LT,V := P
−1
T ◦ (1 + /D2φT )−1/2 /DφT ◦ PT and K˜(T, t; ψ˜t) = P−1t K(T, t;φt, ψt). As in
Lemma 4.7, PtLT,V − LVPt : H1/2(M,ΣM ⊗ φ∗TN)→ H1/2(M,ΣM ⊗RL) is compact and
continuously depends on t and T . So, K˜ is also compact.
Regarding φt and ψ˜t in ηt(ψ˜t) and K˜(T, t; ψ˜t) as already known functions, integration of
of (4.15) yields
(4.16) ψ˜t = exp
(
−
∫ t
0
ηs(ψ˜s)dsLT,V
)
ψ + Kˆ(T, t;ψ),
where
(4.17) Kˆ(T, t;ψ) = −
∫ t
0
exp
(∫ τ
t
ηs(ψ˜s)dsLT,V
)
ητ (ψ˜τ )K˜(T, τ ; ψ˜τ )dτ
is a compact map from [0, 1]× [0, 1]×H1/2(M,ΣM ⊗ φ∗TN) to H1/2(M,ΣM ⊗ φ∗TN) (see
Lemma 7.3 in [9]).
Since t ∈ [0, T ] is arbitrary, we take T = t and obtain
(4.18) ψ˜t = exp
(
−
∫ t
0
ηs(ψ˜s)dsLt,V
)
ψ +K(t, ψ),
where K(t, ψ) := Kˆ(t, t;ψ) : [0, 1] × H1/2(M,ΣM ⊗ φ∗TN) → H1/2(M,ΣM ⊗ φ∗TN) is a
compact map.
Remark 4.8. The advantage of the form of ψ˜t in (4.18) is that the bounded linear operator
exp
(
− ∫ t
0
ηs(ψ˜s)dsLt,V
)
commutes with the spectral projection of the operator P−1t /DφtPt.
This fact will be used in the section below.
4.2. Linking geometry. In this section, we give a linking argument parallel to that of [9]
within our framework. Since the proofs only rely on those properties generalized in the
section above, we again refer to [9] for details.
Definition 4.9. We define
C := {Θ ∈ C0([0, 1]× F ,F) : Θ satisfies the following (1), (2), (3)}
(1) Θ(0, (φ, ψ)) = (φ, ψ) for (φ, ψ) ∈ F .
(2) For 0 ≤ t ≤ 1 and (φ, ψ) ∈ F , writing Θ(t, (φ, ψ)) =: (φ,ψt), we have φt ∈ W 1,2α(M,N)
and ψt ∈ H1/2(M,ΣM ⊗ φ∗tTN). Moreover, φ : [0, 1] ∋ t 7→ φt ∈ W 1,2α(M,N) is piecewise
C1.
(3) Let (φt, ψt) = Θ(t, (φ, ψ)) be as in (2). For all 0 ≤ t ≤ 1, there holds
(P−t ⊕ P 0t )ψt = P−t (Ptψ) + P 0t (Ptψ) +K(t, ψ),
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where Ptψ(x) = (1 ⊗ Pt(x)ψ(x)) and Pt(x) : Tφ(x)N → Tφt(x)N is the parallel trans-
port along the curve [0, 1] ∋ s 7→ φs(x) ∈ N , P−t and P 0t are the spectral projection
of H1/2(M,ΣM ⊗ φ∗tTN) onto the negative and the null eigenspaces of /Dφt, respectively.
K : [0, 1]×H1/2(M,ΣM ⊗ φ∗TN)→1/2 (M,ΣM ⊗ RL) is a compact map.
Definition 4.10. Let S ⊂ F be a closed subset and Q ⊂ F a submanifold with relative
boundary ∂Q. We say that S and Q link with respect to C if the following holds: For any
Θ ∈ C which satisfies Θ(t, ∂Q) ∩ S = ∅ for all t ∈ [0, 1], we have Θ(t, Q) ∩ S 6= ∅ for all
t ∈ [0, 1].
Lemma 4.11. For φ0 ∈ W 1,2α(M,N) and R1, R2, ρ > 0 with 0 < ρ < R2, we define
Sρ = {(φ, ψ) ∈ F+ : ‖ψ‖1/2,2 = ρ}
and
QR1,R2 = {(φ0, ψ) ∈ F−φ0 ⊕ F0φ0 : ‖ψ‖1/2,2 ≤ R1} ⊕ {(φ0, re+) : 0 ≤ r ≤ R2},
where F = F− ⊕ F0 ⊕ F+ is the spectral decomposition of F with respect to the operator
D. The fiber over φ ∈ W 1,2α(M,N), Fφ := H1/2(M,ΣM ⊗ φ∗TN) is decomposed as Fφ =
F−φ ⊕ F0φ ⊕ F+φ , where F−φ , F0φ and F+φ are, respectively, the positive, the null, and the
negative spaces with respect to the spectral decomposition of the operator /Dφ and e
+ ∈ F+φ0
is such that ‖e+‖1/2,2 = 1. Then Sρ and QR1,R2 link with respect to C.
Now, we give an explicit deformation class, which is useful in this paper.
Definition 4.12. We define
Γ(Q) := {γ(1, ·) ∈ C0(F ,F) : γ ∈ C0([0, 1]×F ,F) satisfies the following (1), (2), (3)}
(1) γ(0, (φ, ψ)) = (φ, ψ) for any(φ, ψ) ∈ F .
(2) γ(t, (φ, ψ)) = (φ, ψ) for 0 ≤ t ≤ 1 and (φ, ψ) ∈ ∂Q.
(3) γ(t, (φ, ψ)) is written as γ(t, (φ, ψ)) = (φt, ψt), where φt ∈ W 1,2α(M,N), ψ ∈ H1/2(M,ΣM⊗
φ∗tTN) and φ : [0, 1] ∋ t 7→ φt ∈ W 1,2α(M,N) is piecewise C1. Moreover, ψt is of the follow-
ing form:
ψt = Pt(Lφt(ψ) +K(t, ψ)),
where Pt is as in Definition 4.9, K : [0, 1]×H1/2(M,ΣM⊗φ∗TN)→ H1/2(M,ΣM⊗φ∗TN) is
a compact map and Lφt(ψ) = exp(−σ(t;φ, ψ)Lt,V )ψ. Here Lt,V = P−1t ◦(1+ /D2φt)−1/2 /Dφt ◦Pt
and σ : [0, 1]× F → R is a continuous bounded function.
Lemma 4.13. Let S ⊂ F be a closed subset and Q a submanifold of F with the relative
boundary ∂Q. Assume that S ⊂ F+ and S and Q link with respect to C. Then for any
γ ∈ Γ(Q), we have γ(Q) ∩ S 6= ∅.
5. Uniqueness of α-harmonic maps
The uniqueness of harmonic maps can be found in [12](see Theorem 9.7.2). In this section,
for completeness, we prove the analogous theorem for α-harmonic maps. The key is still the
convexity of the α-energy function. So we now derive the second variation formula for the
α-energy.
Let fst(x) := f(x, s, t) be a smooth family of maps from M × (−ε, ε)× (−ε, ε) to N . The
α-energy function is
(5.1) Eα(f) =
1
2
∫
M
(1 + |df |2)α,
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where df = ∂f
∂xα
dxα = ∂f
i
∂xα
dxα ⊗ ∂
∂f i
. In the following, ∇ is the Levi-Civita connection in the
pullback bundle f ∗TN and everything will be evaluated at s = t = 0. Then
∂2
∂t∂s
∣∣∣∣
s=t=0
(
1
2
(1 + |df |2)α
)
=
∂
∂t
(
α(1 + |df |2)(α−1)〈∇ ∂
∂s
df, df〉
)
=
∂
∂t
(
α(1 + |df |2)(α−1)〈∇ ∂
∂xβ
∂f
∂s
dxβ , df〉
)
= α(1 + |df |2)(α−1)
(
〈∇ ∂
∂t
∇ ∂
∂xβ
∂f
∂s
dxβ , df〉+ 〈∇ ∂
∂xβ
∂f
∂s
dxβ,∇ ∂
∂xγ
∂f
∂t
dxγ〉
)
+ 2α(α− 1)(1 + |df |2)(α−2)〈∇ ∂
∂xβ
∂f
∂t
dxβ , df〉〈∇ ∂
∂xγ
∂f
∂s
dxγ , df〉.
(5.2)
Let us set V := ∂f
∂s
∣∣
s=t=0
and W := ∂f
∂t
∣∣
s=t=0
. Then (5.2) becomes
∂2
∂t∂s
∣∣∣∣
s=t=0
(
1
2
(1 + |df |2)α
)
= α(1 + |df |2)(α−1)
(
〈∇ ∂
∂t
∇ ∂
∂xβ
∂f
∂s
dxβ , df〉+ 〈∇V,∇W 〉
)
+ 2α(α− 1)(1 + |df |2)(α−2)〈∇ ∂
∂xβ
V dxβ, df〉〈∇ ∂
∂xγ
Wdxγ, df〉.
(5.3)
Here, by the Ricci identity, we have
〈∇ ∂
∂t
∇ ∂
∂xβ
∂f
∂s
dxβ, df〉
= 〈∇ ∂
∂xβ
∇ ∂
∂t
∂f
∂s
dxβ +RN (
∂f
∂t
,
∂f
∂xβ
)
∂f
∂s
dxβ, df〉
= 〈∇ ∂
∂xβ
∇ ∂
∂t
∂f
∂s
dxβ, df〉 − trM〈RN(df, V )W, df〉f∗TN ,
(5.4)
where we used the definition of the Riemann curvature tensor R(X, Y )Z = ∇X∇Y Z −
∇Y∇XZ − ∇[X,Y ]Z. Plugging (5.4) into (5.3), we obtain the following second variation
formula.
Theorem 5.1. For a smooth family f = fst of finite α-energy maps between manifolds M
and N with fst(x) = f00(x) for any point x ∈ ∂M in the case of ∂M 6= ∅, the second
variational formula with V := ∂f
∂s
∣∣
s=t=0
,W := ∂f
∂t
∣∣
s=t=0
is
∂2
∂t∂s
∣∣∣∣
s=t=0
Eα(f)
= α
∫
M
(1 + |df |2)(α−1)(〈∇V,∇W 〉 − trM〈RN(df, V )W, df〉f∗TN )
+ 2α(α− 1)
∫
(1 + |df |2)(α−2)〈∇ ∂
∂xβ
V dxβ , df〉〈∇ ∂
∂xγ
Wdxγ, df〉
+ α
∫
M
(1 + |df |2)(α−1)〈∇ ∂
∂xβ
∇ ∂
∂t
∂f
∂s
dxβ, df〉.
(5.5)
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Since the Euler-Lagrangian equation for a α-harmonic map is
(5.6) τα(f) = tr∇((1 + |df |2)(α−1)df) = 0,
under the assumptions of Theorem 5.1, we can deal with the last term in (5.5) as follows
α
∫
M
(1 + |df |2)(α−1)〈∇ ∂
∂xβ
∇ ∂
∂t
∂f
∂s
dxβ, df〉
= −α
∫
M
〈∇ ∂
∂t
∂f
∂s
dxβ,∇ ∂
∂xβ
((1 + |df |2)(α−1)df)〉
= −α
∫
M
〈∇ ∂
∂t
∂f
∂s
, tr∇((1 + |df |2)(α−1)df)〉.
(5.7)
Therefore, plugging (5.7) into (5.5), we have
Corollary 5.2. All α-harmonic maps to non-positive curved manifolds are stable.
When the target manifold has non-positive curvature, any two homotopic maps can be
connected by geodesics. In this case, we also have the convexity of the α-energy.
Lemma 5.3. Under the assumptions of Theorem 5.1 with f = ft, for α ≥ 1, if N has
non-positive sectional curvature and
(5.8) ∇ ∂
∂t
∂f
∂t
∣∣∣∣
t=0
≡ 0,
then the α-energy function is convex, that is,
d2
dt2
∣∣∣∣
t=0
Eα(ft) ≥ α
∫
M
(1 + |df |2)(α−2)
(
(1 + |df |2)|∇V |2 + 2(α− 1)〈∇ ∂
∂xβ
V dxβ, df〉2
)
≥ 0.
By such convexity, one can prove the uniqueness of α-harmonic map in the classical way
(see [12] Theorem 9.7.2).
Theorem 5.4. Let M be a compact manifold and N a complete Rienmannian manifold.
Assume that N has non-positive curvature. Let f0, f1 : M → N be homotopic α-harmonic
maps (α ≥ 1). Then there exists a family ft : M → N (t ∈ [0, 1]) of α-harmonic maps
connecting them, for which the α-energy Eα(ft) is independent of t, and for which every
curve γx(t) := ft(x) is geodesic, and ‖ ∂∂tγx(t)‖ is independent of x and t. If N has negative
curvature, then f0 and f1 either are both constant maps, or they both map M onto the same
closed geodesic or they coincide.
If M has boundary ∂M and f0|∂M = f1|∂M , then f0 = f1.
6. Existence results
In this section, we will prove the main existence results for perturbed α-Dirac-harmonic
map. To do so, we still need some more preparations.
Let N be a compact Riemannian manifold and θ ∈ [M,N ] be a free homotopy class of
maps in N . We define Fθ = {(φ, ψ) ∈ Fα,1/2(M,N) : φ ∈ θ}. For each α, it is well-known
that there exists an α-energy minimizing map φ0 ∈ θ in the class θ [20]. From now on, we
fix α > 1. Denote
(6.1) mθ := inf
{
1
2
∫
M
(1 + |dφ|2)α : φ ∈ W 1,2α(M,N) ∩ θ
}
=
1
2
∫
M
(1 + |dφ0|2)α.
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Now, we fix such a map φ0 ∈ θ in the following. For R1, R2 > 0 and 0 < ρ < R2, we define
(6.2) Qθ;R1,R2 = {(φ0, ψ) ∈ F−θ,φ0 ⊕ F0θ,φ0 : ‖ψ‖1/2,2 ≤ R1} ⊕ {(φ0, re+) : 0 ≤ r ≤ R2}
and
(6.3) Sθ;ρ = {(φ, ψ) ∈ F+θ : ‖ψ‖1/2,2 = ρ},
where e+ ∈ F+θ,φ0 is such that ‖e+‖1/2,2 = 1 and Fθ,φ = F−φ = H1/2(M,ΣM ⊗ φ∗TN) is the
fiber over φ of the fibration Fθ →W 1,2α(M,N)∩θ. F±θ ,F0θ are similar to the ones in Lemma
4.11. We also define
(6.4) aθ;R1,R2 = sup{Lα(φ, ψ) : (φ, ψ) ∈ ∂Qθ;R1,R2}
and
(6.5) bθ;ρ = inf{Lα(φ, ψ) : (φ, ψ) ∈ Sθ;ρ}.
Before we prove the existence of a critical point of Lα, we need some crucial estimates for
aθ;R1,R2 and bθ;ρ.
6.1. Estimate of aθ;R1,R2. In this subsection, we prove the following estimate.
Lemma 6.1. There exists R1, R2 > 0 such that aθ;R1,R2 ≤ mθ provided F satisfies (F2) and
(F4) F (φ, ψ) ≥ 0 for any (φ, ψ) ∈ F .
Proof. Write ψ = ψ− + ψ0 + re+, we have
(6.6) Lα(φ0, ψ) = mθ + 1
2
∫
M
〈ψ−, /Dφ0ψ〉+ C(e+)r2 −
∫
M
F (φ0, ψ),
where C(e+) = 1
2
∫
M
〈 /Dφ0e+, e+〉 > 0.
By (F2), we get
(6.7)
∫
M
F (φ0, ψ) ≥ C
∫
M
|ψ|µ − C.
On the other hand, Ho¨lder’s inequality implies
(6.8)
∫
M
|ψ− + ψ0|2 + r2
∫
M
|e+|2 =
∫
M
|ψ− + ψ0 + re+|2 ≤ C
(∫
M
|ψ|µ
)2/µ
.
Combining these, we obtain
Lα(φ0, ψ) ≤mθ + 1
2
∫
M
〈ψ−, /Dφ0ψ〉+ C(e+)r2
− C
(∫
M
|ψ− + ψ0|2 + r2
∫
M
|e+|2
)µ/2
+ C.
(6.9)
Since the square of the H1/2-norm of ψ− ∈ F−φ0 is equivalent to −
∫
M
〈ψ−, /Dφ0ψ−〉, there
exists C(φ0) > 0 such that
(6.10)
∫
M
〈ψ−, /Dφ0ψ−〉 ≤ −C(φ0)‖ψ−‖21/2,2.
Plugging (6.10) into (6.9) and noting that the L2-norm is equivalent to the H1/2-norm on
F0θ,φ0, one gets
(6.11) Lα(φ0, ψ) ≤ mθ + C(e+)r2 − C(φ0)‖ψ−‖21/2,2 − C(‖ψ0‖µ1/2,2 + rµ) + C.
α-DIRAC-HARMONIC MAPS FROM CLOSED SURFACES 21
We choose R2 > 0 such that C(e
+)r2−Crµ+C ≤ 0 for r ≥ R2. This is possible because µ > 2.
We then set M1 = max
0≤r≤R2
(C(e+)r2 − Crµ +C) > 0 and take R1 such that C(φ0)‖ψ−‖21/2,2 +
C‖ψ0‖µ1/2,2 ≥M1 whenever ‖ψ− + ψ0‖21/2,2 = ‖ψ−‖21/2,2 + ‖ψ0‖21/2,2 ≥ R21.
For such R1 and R2, the lemma holds. Indeed, any point in ∂QR1,R2 is in one of the
following three subsets:
(1) ‖ψ− + ψ0‖1/2,2 = R1 and 0 ≤ r ≤ R2;
(2) ‖ψ− + ψ0‖1/2,2 ≤ R1 and r = 0;
(3) ‖ψ− + ψ0‖1/2,2 ≤ R1 and r = R2.
For (1) and (3), by (6.11), the choices of R1 and R2 imply Lα(φ0, ψ) ≤ mθ.
For (2), by (F4), we have
Lα(φ0, ψ) = mθ + 1
2
∫
M
〈ψ−, /Dφ0ψ〉 −
∫
M
F (φ0, ψ)
≤ mθ −
∫
M
F (φ0, ψ) ≤ mθ.
(6.12)
This case analysis completes the proof.

6.2. Estimate of bθ,ρ. In this subsection, we will prove
Lemma 6.2. For R2 in Lemma 6.1, there exists 0 < ρ < R2 such that
(6.13) bθ,ρ > mθ
provided F satisfies (F1), (F4) and
(F5) F (φ, ψ) = o(|ψ|2) uniformly in φ ∈ N as |ψ| → 0.
We need some preparations before we prove the lemma above. For (φ, ψ) ∈ Sθ,ρ, we have
(6.14) Lα(φ, ψ) = 1
2
∫
M
(1 + |dφ|2)α + 1
2
∫
M
〈ψ, /Dψ〉ΣM⊗φ∗TN −
∫
M
F (φ, ψ).
We first estimate the term 1
2
∫
M
〈ψ, /Dψ〉ΣM⊗φ∗TN . For this, we define
(6.15) λ+(φ) = inf
{∫
M
〈ψ, /Dψ〉 : ‖ψ‖1/2,2 = 1, ψ ∈ F+φ
}
.
Thus,
(6.16)
∫
M
〈ψ, /Dψ〉 ≥ λ+(φ)ρ2
for (φ, ψ) ∈ Sθ,ρ.
First of all, we investigate some properties of λ+(φ).
Lemma 6.3. For any φ ∈ θ ∩W 1,2α(M,N), we have λ+(φ) > 0.
Proof. By definition of λ+(φ), λ+(φ) ≥ 0 for any φ ∈ θ∩W 1,2α(M,N). To prove the lemma,
we assume on the contrary that λ+(φ) = 0 for some φ ∈ θ ∩W 1,2α(M,N). In other words,
there exist ψn ∈ F+φ such that
(6.17) ‖ψn‖1/2,2 = 1 and
∫
M
〈ψn, /Dψn〉 → 0
as n→∞.
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We assume that (taking a subsequence if necessary) there exists ψ∞ ∈ F+φ such that
ψn ⇀ ψ∞ weakly in H
1/2 and ψn ⇀ ψ∞ strongly in L
2 as n→∞.
As before, the square root of ψ 7→ ∫
M
〈ψ, /Dψ〉 + ‖ψ‖22 defines a norm on F+φ which is
equivalent to the H1/2-norm. By the weak lower semi-continuity of the norm, we get
(6.18)
∫
M
〈ψ∞, /Dψ∞〉+ ‖ψ∞‖22 ≤ lim
n→∞
(∫
M
〈ψn, /Dψn〉+ ‖ψn‖22
)
.
By (6.17) and (6.18) and
∫
M
〈ψ∞, /Dψ∞〉 ≥ 0 (since ψ∞ ∈ F+φ ), we obtain
∫
M
〈ψ∞, /Dψ∞〉 = 0.
This implies ψ∞ = 0. Then there is a constant C such that
(6.19) 1 = ‖ψn‖21/2,2 ≤ C
(∫
M
〈ψn, /Dψn〉+ ‖ψn‖22
)
→ 0
as n→∞. This is a contradiction. So we complete the proof.

We next prove:
Lemma 6.4. The map W 1,2α(M,N) ∋ φ 7→ λ+(φ) ∈ R is continuous.
Proof. Let φ ∈ W 1,2α(M,N). By the definition of λ+(φ), for any ε > 0, there exists ψε ∈ F+φ
such that
(6.20) ‖ψε‖1/2,2 = 1 and
∫
M
〈ψε, /Dψε〉 < λ+(φ) + ε.
Let φ˜ ∈ W 1,2α ∩ L∞(M,N) be another map such that ‖φ − φ˜‖W 1,2α∩L∞ is small. Because
ψε /∈ F+φ˜ in general, we cannot use ψε as a test spinor to estimate λ+(φ˜). In order to get a
suitable test spinor, we need parallel translation. Denote by ι(N) > 0 the injectivity radius
of N . For any y, z ∈ N with d(y, z) < ι(N) (d(y, z) is the geodesic distance between y and z
in N), Py,z defined as in Lemma 4.5 depends smoothly on y, z. By Lemma 4.5, Tφ,φ˜ψε ∈ Fφ˜.
To make it belong to F+
φ˜
, we need to modify it.
We define ψ˜ε := P
+(φ˜)Tφ,φ˜ψε ∈ F+φ˜ . By Lemma 4.6, we have
(6.21) ‖ψ˜ε − ψε‖1/2,2 ≤ C(‖φ‖1,2α, ‖φ˜‖1,2α)‖φ− φ˜‖1,2α.
This and (6.20) give us
λ+(φ) + ε ≥
∫
M
〈ψε, /Dφψε〉
≥
∫
M
〈ψε − ψ˜ε, /Dφψε〉+
∫
M
〈ψ˜ε, /Dφ˜ψ˜ε〉+
∫
M
〈ψ˜ε, /Dφψε − /Dφ˜ψ˜ε〉
≥ λ+(φ˜)− C(‖φ‖1,2α, ‖φ˜‖1,2α)‖φ− φ˜‖1,2α,
(6.22)
where 〈·, ·〉 is the metric on ΣM ⊗ RL.
Since ε > 0 is arbitrary, we obtain
(6.23) λ+(φ˜)− λ+(φ) ≤ C(‖φ‖1,2α, ‖φ˜‖1,2α)‖φ− φ˜‖1,2α.
Reversing the roles of φ and φ˜ in (6.23), we arrive at
(6.24) |λ+(φ˜)− λ+(φ)| ≤ C(‖φ‖1,2α, ‖φ˜‖1,2α)‖φ− φ˜‖1,2α.
This completes the proof.
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
Let Mα(θ) = {φ ∈ θ ∩ W 1,2α(M,N) : Eα(φ) = mθ} be the set of energy minimizing
maps in the class θ, where Eα is defined in (3.27). Because the α-energy of φ satisfies the
Palais-Smale condition for α > 1[23], we know
Lemma 6.5. Mα(θ) is compact for α > 1.
As a corollary of Lemmas 6.3, 6.4 and 6.5, we have:
Corollary 6.6. There exist δ(θ) and λ+(θ) > 0 such that for any φ ∈ θ∩W 1,2α(M,N) with
dist(φ,Mα(θ)) := inf{‖φ− ϕ‖W 1,2α : ϕ ∈Mα(θ)} < δ(θ), there holds λ+(φ) ≥ λ+(θ).
Proof. Suppose the corollary is not true, then there exist φn ∈ θ ∩W 1,2α(M,N) such that
λ+(φn) → 0 and dist(φn,Mα(θ)) → 0. By the compactness of M(θ), after taking a subse-
quence if necessary, we assume that there is φ∞ ∈M(θ) such that φ→ φ∞ in W 1,2α(M,N).
By Lemmas 6.3 and 6.4, we have λ+(φn)→ λ+(φ∞) > 0, which is a contradiction.

We also need to investigate the maps far away from the set Mα(θ).
Lemma 6.7. Let δ(θ) > 0 be as in Corollary 6.6. There exists ε(θ) such that for any
φ ∈ θ ∩W 1,2α(M,N) with dist(φ,Mα(θ)) ≥ δ(θ), we have 1
2
∫
M
(1 + |dφ|2)α ≥ mθ + ε(θ).
Proof. For any fixed α > 1, if such a ε(θ) does not exist, then there exist {φn} such that
(6.25) dist(φn,Mα(θ)) ≥ δ(θ)
and
(6.26)
1
2
∫
M
(1 + |dφn|2)α ≤ mθ + 1
n
.
Since mθ is the minimizing energy of E
α, {φn} is a minimizing sequence for Eα. Therefore,
the Palais-Smale condition implies that, after taking a subsequence if necessary, there is a
critical point φ∞ ∈ θ ∩W 1,2α(M,N) of Eα such that φn → φ∞ strongly in W 1,2α(M,N). In
fact, φ∞ ∈Mα(θ). This contradicts (6.25).

Now, we can prove Lemma 6.2.
Proof of Lemma 6.2. Let (φ, ψ) ∈ Sθ,ρ be arbitrary. If φ satisfies dist(φ,Mα(θ)) < δ(θ), by
Corollary 6.6, we have
1
2
∫
M
(1 + |φ|2)α + 1
2
∫
M
〈ψ, /Dψ〉 ≥ mθ + λ
+(φ)
2
‖ψ‖21/2,2
≥ mθ + λ
+(θ)
2
ρ2.
(6.27)
If φ satisfies dist(φ,Mα(θ)) ≥ δ(θ), Lemma 6.7 implies
(6.28)
1
2
∫
M
(1 + |φ|2)α + 1
2
∫
M
〈ψ, /Dψ〉 ≥ mθ + ε(θ).
Therefore, we have
(6.29)
1
2
∫
M
(1 + |φ|2)α + 1
2
∫
M
〈ψ, /Dψ〉 ≥ mθ +min
{
λ+(θ)
2
ρ2, ε(θ)
}
.
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On the other hand, by (F1), (F4), (F5), for any ǫ > 0 there exist Cǫ such that
(6.30) 0 ≤ F (φ, ψ) ≤ ǫ|ψ|2 + Cǫ|ψ|p
for any (φ, ψ) ∈ F .
Now take ǫ = λ
+(θ)
4
and write C = Cǫ. By (6.29), (6.30) and Sobolev embedding, we
obtain
Lα(φ, ψ) = 1
2
∫
M
(1 + |φ|2)α + 1
2
∫
M
〈ψ, /Dψ〉 −
∫
M
F (φ, ψ)
≥ mθ +min
{
λ+(θ)
2
ρ2, ε(θ)
}
− λ
+(θ)
4
∫
M
|ψ|2 − C
∫
M
|ψ|p.
(6.31)
There exists 0 < ρ0 < R2 such that for 0 < ρ < ρ0, we have
(6.32) min
{
λ+(θ)
2
ρ2, ε(θ)
}
=
λ+(θ)
2
ρ2
and
(6.33)
λ+(θ)
4
ρ2 − Cρp > 0.
Thus, for any ρ ∈ (0, ρ0), we have Lα(φ, ψ) ≥ mθ + 12ρ2ε(θ). This implies
(6.34) bθ;ρ ≥ mθ + 1
2
ρ2ε(θ) > mθ.
Hence, we complete the proof.

Remark 6.8. It follows from the proof above that the estimate (6.13) is uniform in k if we
replace F by 1
k
F instead.
6.3. Critical value of Lα. We define
(6.35) cθ = inf
γ∈Γ(Qθ;R1,R2 )
supLα(γ(Qθ;R1,R2)),
where Γ(Qθ;R1,R2) is defined in Definition 4.12. Similar to [9], by Lemma 4.7, one can prove
that Γ(Qθ;R1,R2) is closed under composition. With this property, we obtain the following
main existence result in this paper:
Theorem 6.9. Let M be a closed surface and N a compact manifold. Suppose F satisfies
(F1)− (F5) with 4α
3α−2
≤ µ ≤ p ≤ 3
4
µ + 1 for α ∈ (1, 2]. Let R1, R2 and ρ be as in Lemmas
6.1 and 6.2. Then we have mθ < cθ <∞ and cθ is a critical value of Lα in F .
Proof. By Lemmas 4.11 and 4.13, we know γ(Qθ;R1,R2) ∩ Sθ;ρ 6= ∅ for any γ ∈ Γ(Qθ;R1,R2).
Therefore, Lemma 6.2 implies
(6.36) cθ ≥ inf
(φ,ψ)∈Sθ;ρ
Lα(φ, ψ) = bθ;ρ > mθ.
On the other hand, since the identity map belongs to Γ(Qθ;R1,R2) and Qθ;R1,R2 is bounded,
by Sobolev embedding, we get
(6.37) cθ ≤ supLα(Qθ;R1,R2) <∞.
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It remains to show that cθ is a critical value of Fα. Suppose this is not the case, we set
ε¯ =
bθ;ρ−mθ
2
> 0. By integrating (4.7)(see Deformation Lemma in [19][21]), we can find
0 < ε < ε¯ and Φ ∈ Γ(Qθ;R1,R2) such that
(6.38) Φ(1,Lαcθ+ε) ⊂ Lαcθ−ε,
where Lαc = {(φ, ψ) ∈ Fθ : Lα(φ, ψ) < c}. Here, note that our negative psudo-gradient
flow belongs to Γ(Qθ;R1,R2) by (4.18). Also, observing that aθ;R1,R2 ≤ mθ < cθ − ε¯, we have
Φ(1, (φ, ψ)) = (φ, ψ) for any (φ, ψ) ∈ ∂Qθ;R1,R2.
Choose γ ∈ Γ(Qθ;R1,R2) such that Lα(γ(1, Qθ;R1,R2)) < cθ + ε. Since Φ ◦ γ ∈ Γ(Qθ;R1,R2) as
we said before the theorem, we have the following contradiction
(6.39) cθ ≤ supLα(Φ(1, γ(1, Qθ;R1,R2))) < cθ − ε.
Thus we complete the proof.

Theorem 6.9 gives us a solution to the perturbed α-Dirac-harmonic map equations (2.10)
and (2.11). Let us denote this solution by (φθ, ψθ). From (F5), we know F (φ, 0) = 0 and
Fψ(φ, 0) = 0 for any φ ∈ N . Therefore, we cannot exclude the possibility that the solution
in Theorem 6.9 is a trivial solution, that is, ψθ = 0. If ψθ = 0, then Fφ(φθ, 0) = 0 by (F5),
which tells us that φθ is an α-harmonic map. On the other hand, Lα(φθ, ψθ) = cθ > mθ.
Therefore, the α-energy of φθ is
1
2
∫
M
(1 + |dφθ|2)α = cθ > mθ. So, we get a corollary:
Corollary 6.10. Under the assumption of Theorem 6.9, we get a critical point (φθ, ψθ) with
value cθ. Then one of the following holds:
(1) There exists a non-trivial perturbed α-Dirac-harmonic map (φθ, ψθ) on N ; or
(2) There exists an energy non-minimizing α-harmonic map φθ in θ.
In particular, when N has non-positive curvature, Theorem 5.4 excludes the possibility
(2) in the corollary above. Finally, we obtain an existence result about non-trivial solutions.
Theorem 6.11. Let M be a closed surface and N a compact Rienmannian manifold with
non-positive curvature. Suppose F satisfies (F1) − (F5) with 4α
3α−2
≤ µ ≤ p ≤ 3
4
µ + 1 for
α ∈ (1, 2]. Then for any homotopy class θ ∈ [M,N ], there exists a non-trivial solution
(φ, ψ) ∈ W 1,2α(M,N) × H1/2(M,ΣM ⊗ φ∗TN) to the perturbed α-Dirac-harmonic map
equations (2.10) and (2.11) with φ ∈ θ.
7. Regularity theorem
In this section, assuming 1 < α ≤ 2 as before, we are going to prove a regularity theorem
for a weakly perturbed α-Dirac-harmonic map, defined as a critical point (φ, ψ) ∈ Fα,1/2 :=
W 1,2α(M,N)×H1/2(M,ΣM ⊗ φ∗TN). Precisely, we want to prove:
Theorem 7.1. Suppose F ∈ C∞ satisfies (F1) and (F3) for some p ≤ 2 + 2/α and q ≥ 0.
Then any weakly perturbed α-Dirac-harmonic map is smooth.
Since the smoothness is a local property, it suffices to prove the local version of Theorem
7.1. So we fix a domain Ω ⊂M , which is mapped into a local chart {yi}i=1,...,n on N . Then
the weakly perturbed α-Dirac-harmonic map (φ, ψ) satisfies the following system in the weak
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sense.
div((1 + |dφ|2)α−1∇φm) =− Γmijφiβφjγgβγ(1 + |dφ|2)α−1 +
1
2α
Rmjkl〈ψk,∇φj · ψl〉
− 1
α
Fmφ (φ, ψ),
(7.1)
(7.2) /∂ψm = −Γmij∇φi · ψj + Fmψ (φ, ψ).
According to the proof in [4], Fψ will produce ‖ψ‖3L4 . Therefore, the proof there cannot
directly apply to our situation. To overcome it, we control the L∞-norm of ψ first. Since
(φ, ψ) ∈ Fα,1/2, by the Sobolev embedding, we can prove that ψ actually belongs to W 1,s for
any 2 < s < 2α.
Lemma 7.2. Let (φ, ψ) ∈ Fα,1/2 be a weak solution of (7.1) and (7.2). Suppose F satisfies
(F1) for some p ≤ 2 + 2/α. Then ψ ∈ C0,γ(M,ΣM ⊗ φ∗TN) for any 0 < γ < 1− 1
α
.
Proof. Since M is closed, it is sufficient to prove the interior estimate. That is, we can apply
the equation (7.2) and the elliptic estimate for the first order equation (see [5]) to the spinor
multiplied by a cut-off function. For simplicity, we still use ψ instead. The Ho¨lder inequality
implies
(7.3) ‖∇φ · ψ‖s0 ≤ ‖∇φ‖as0‖ψ‖ as0
a−1
for any a, s0 > 1. We set
(7.4) as0 = 2α and
as0
a− 1 = 4.
Then 4/3 < s0 =
4α
α+2
≤ 2. By (F1), to make Fψ ∈ Ls0, we need p ≤ 2 + 2/α. If s0 = 2, that
is, α = 2 and p ≤ 3, then the elliptic estimate for the first order equation (see [5]) implies
ψ ∈ W 1,2 ∩ Lr for any r > 1. If s0 < 2, then, by Sobolev embedding and (7.2), we have
ψ ∈ Lr0 , where r0 = 2s02−s0 = 4α2−α > 4. Again, by setting
(7.5) as1 = 2α and
as1
a− 1 = r0,
we have s1 =
2αr0
2α+r0
. To make Fψ ∈ Ls1 , it is sufficient to set α+2α s1 ≤ r0, that is, s1 ≤ αr0α+2 .
Since r0 > 4,
2αr0
2α+r0
< αr0
α+2
. Now, we take s1 =
2αr0
2α+r0
. Then s1 > s0 and
(7.6) 2− s1 = 4α + 2r0 − 2αr0
2α + r0
=
2(α− 1)
2α + r0
(
2α
α− 1 − r0
)
.
If r0 =
4α
2−α
≥ 2α
α−1
, that is, α ≥ 4/3, we have s1 ≥ 2. Then ψ ∈ W 1,2 ∩ Lr for any r > 1.
Otherwise, for α < 4/3, we get s1 < 2. By Sobolev embedding, we have
(7.7) r0 < r1 =
2s1
2− s1 =
4αr0
4α + 2r0 − 2αr0 .
Again, if r1 ≥ 2αα−1 , that is, α ≥ 6/5, we have s2 = 2αr12α+r1 ≥ 2. Then ψ ∈ W 1,2 ∩ Lr for
any r > 1. Otherwise, we get r2 =
2s2
2−s2
. Repeating this procedure, for each α, after finitely
many steps, we obtain ri ≥ 2αα−1 . Then ψ ∈ W 1,2 ∩ Lr for any r > 1. By Ho¨lder’s inequality,
ψ ∈ W 1,s for any 2 < s < 2α. Then ψ ∈ C0,γ for any 0 < γ < 1 − 2
s
< 1 − 1
α
. Thus, we
complete the proof.

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Now, for completeness, we just follow the idea in [5]. We need two lemmas. One is
Lemma 7.3. Let (φ, ψ) be a weak solution of (7.1) and (7.2). Suppose F satisfies (F3) for
some q ≥ 0. For any ε > 0, there is a ρ > 0 such that
∫
B(x1,ρ)
(1 + |dφ|2)α−1|∇φ|2η2 ≤ ε
∫
B(x1,ρ)
(1 + |dφ|2)α−1|∇η|2 + Cε
(∫
B(x1,ρ)
|ψ|4η4
) 1
2
+ Cε
∫
B(x1,ρ)
(1 + |ψ|q)η2,
(7.8)
where B(x1, ρ) ⊂ Ω, η ∈ W 1,2α0 (B(x1, ρ,R) and C only depends on N and the constant in
(F3).
Proof. Denote G = (G1, · · · , Gn), where
(7.9) Gm = Γmijφ
i
βφ
j
γg
βγ(1 + |dφ|2)α−1 − 1
2α
Rmjkl〈ψk,∇φj · ψl〉+
1
α
Fmφ (φ, ψ).
Then the weak form of (7.1) is
(7.10)
∫
Ω
(1 + |dφ|2)α−1gβγ∇βφi∇γζjgij =
∫
Ω
Giζjgij
for any ζ ∈ W 1,2α(Ω,RL). Now, we choose ζ(x) = (φ(x)− φ(x1))η2, then
(7.11) ∇βζ i = ∇βφiη2 + 2(φi(x)− φi(x1))η∇βη.
Plugging this into (7.10), one gets
∫
B(x1,ρ)
Giζjgij
=
∫
B(x1,ρ)
(1 + |dφ|2)α−1∇βφi∇γζjgβγgij
=
∫
B(x1,ρ)
(1 + |dφ|2)α−1∇βφigijgβγ(∇γφjη2 + 2(φj(x)− φj(x1))η∇γη)
=
∫
B(x1,ρ)
(1 + |dφ|2)α−1|∇φ|2η2
+ 2
∫
B(x1,ρ)
(1 + |dφ|2)α−1η(φj(x)− φj(x1))gij∇βφi∇γη.
(7.12)
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Now, we estimate the left-hand side of (7.12).
∫
B(x1,ρ)
Giζjgij =
∫
B(x1,ρ)
Γiklφ
k
βφ
l
γg
βγgij(φ
j(x)− φj(x1))(1 + |dφ|2)α−1η2
− 1
2α
Riklm〈ψl,∇φk · ψm〉(φj(x)− φj(x1))gijη2
+
1
α
F iφ(φ, ψ)(φ
j(x)− φj(x1))gijη2
≤ CN sup
B(x1,ρ)
|φ(x)− φ(x1)|
∫
B(x1,ρ)
(1 + |dφ|2)α−1|∇φ|2η2
+ CN sup
B(x1,ρ)
|φ(x)− φ(x1)|
(∫
B(x1,ρ)
|∇φ|2
) 1
2
(∫
B(x1,ρ)
|ψ|4η4
) 1
2
+ C sup
B(x1,ρ)
|φ(x)− φ(x1)|
∫
B(x1,ρ)
(1 + |ψ|q)η2.
(7.13)
where we have used (F3). For the second term in the right-hand side of (7.12), we have
∣∣∣∣2
∫
B(x1,ρ)
(1 + |dφ|2)α−1η(φj(x)− φj(x1))gijgβγ∇βφi∇γη
∣∣∣∣
≤ 2 sup
B(x1,ρ)
|φ(x)− φ(x1)|
∫
B(x1,ρ)
(1 + |dφ|2)α−1|∇φ||∇η||η|
≤ 1
2
∫
B(x1,ρ)
(1 + |dφ|2)α−1|∇φ|2η2
+ 2 sup
B(x1,ρ)
|φ(x)− φ(x1)|2
∫
B(x1,ρ)
(1 + |dφ|2)α−1|∇η|2
(7.14)
By estimates (7.13), (7.14) and (7.12), we have
1
2
∫
B(x1,ρ)
(1 + |dφ|2)α−1|∇φ|2η2 − 2 sup
B(x1,ρ)
|φ(x)− φ(x1)|2
∫
B(x1,ρ)
(1 + |dφ|2)α−1|∇η|2
≤ CN sup
B(x1,ρ)
|φ(x)− φ(x1)|
∫
B(x1,ρ)
(1 + |dφ|2)α−1|∇φ|2η2
+ CN sup
B(x1,ρ)
|φ(x)− φ(x1)|
(∫
B(x1,ρ)
|∇φ|2
) 1
2
(∫
B(x1,ρ)
|ψ|4η4
) 1
2
+ C sup
B(x1,ρ)
|φ(x)− φ(x1)|
∫
B(x1,ρ)
(1 + |ψ|q)η2.
(7.15)
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Since φ is continuous, we can choose ρ so small that CN sup
B(x1,ρ)
|φ(x)− φ(x1)| < 14 . Then
∫
B(x1,ρ)
(1 + |dφ|2)α−1|∇φ|2η2 ≤ 8 sup
B(x1,ρ)
|φ(x)− φ(x1)|2
∫
B(x1,ρ)
(1 + |dφ|2)α−1|∇η|2
+ 4CN sup
B(x1,ρ)
|φ(x)− φ(x1)|‖φ‖1,2
(∫
B(x1,ρ)
|ψ|4η4
) 1
2
+ 4C sup
B(x1,ρ)
|φ(x)− φ(x1)|
∫
B(x1,ρ)
(1 + |ψ|q)η2.
(7.16)
Now, take ρ still smaller so that sup
B(x1,ρ)
|φ(x)− φ(x1)|max{8, ‖φ‖1,2} ≤ ε. Then
∫
B(x1,ρ)
(1 + |dφ|2)α−1|∇φ|2η2 ≤ ε
∫
B(x1,ρ)
(1 + |dφ|2)α−1|∇η|2
+ Cε
(∫
B(x1,ρ)
|ψ|4η4
) 1
2
+ Cε
∫
B(x1,ρ)
(1 + |ψ|q)η2,
(7.17)
where C only depends on N and the constant in (F3).

The other lemma is
Lemma 7.4. Let φ ∈ W 1,2α+2 ∩W 3,2α(B(x0, R), N) and (φ, ψ) be a weak solution of (7.1)
and (7.2). Suppose F ∈ C∞ satisfies (F1) and (F3) for some p ≤ 2 + 2/α and q ≥ 0. Then
for R small enough, we have
(7.18) ‖∇2φ‖L2(B(x0,R2 )) ≤ C‖dφ‖L2α(B(x0,R)),
where C1 > 0 is a constant depending on |φ|C0(M,N), R, ‖ψ‖L∞(M,ΣM⊗φ∗TN) and the constants
in (F1) and (F3).
Proof. Choose a local coordinate {yi} in a neighborhood U of φ(x0) such that Γijk(φ(x0)) = 0.
Let R be so small that B := B(x0, R) is mapped into U by φ. Since φ is continuous, we can
choose R small enough such that |φ(x) − φ(x0)| < δ for a given δ to be determined later.
Then (7.2) implies
|/∂ψ| ≤ |Γijk(φ(x))− Γijk(φ(x0))||dφj||ψk|+ |Fψ(φ, ψ)|
≤ CN |φ(x)− φ(x0)||dφ||ψ|+ |Fψ(φ, ψ)|
≤ CNδ|dφ||ψ|+ |Fψ(φ, ψ)|
(7.19)
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Noting that /∂(ψη) = η/∂ψ +∇η · ψ, we get
‖/∂(ψη)‖L4/3(B)
≤ ‖η/∂ψ‖L4/3(B) + ‖∇η · ψ‖L4/3(B)
≤ CNδ‖|dφ||ψ|η‖L4/3(B) + ‖η|Fψ(φ, ψ)|‖L4/3(B) + ‖|∇η||ψ|‖L4/3(B)
≤ CNδ‖dφ‖L2(B)‖|ψ|η‖L4(B) + ‖|∇η||ψ|‖L4/3(B) + C1‖η(1 + |ψ|p−1)‖L4/3(B)
≤ CNδ‖dφ‖L2(B)‖|ψ|η‖L4(B) + ‖|∇η||ψ|‖L4/3(B) + C(C1, ‖ψ‖L∞)‖η‖L4/3(B)
(7.20)
where we have replaced the constant C in (F1) by C1, and C(C1, ‖ψ‖L∞) denotes a constant
depending on C1 and ‖ψ‖L∞(B).
By the elliptic estimate for the first order equation (see [5]), we have
(7.21) ‖∇(ψη)‖L4/3(B) + ‖ψη‖L4(B) ≤ CR‖/∂(ψη)‖L4/3(B).
Now, choose R and C0 so small that CRCNδ‖dφ‖L2(B) < 12 . We obtain from (7.20) and (7.21)
that
(7.22) ‖∇(ψη)‖L4/3(B) + ‖ψη‖L4(B) ≤ C‖|∇η||ψ|‖L4/3(B) + C(C1, ‖ψ‖L∞)‖η‖L4/3(B),
which implies
(7.23) ‖|∇ψ|η‖L4/3(B) + ‖ψη‖L4(B) ≤ C‖|∇η||ψ|‖L4/3(B) + C(C1, ‖ψ‖L∞)‖η‖L4/3(B).
For ζ ∈ W 1,2α0 (B,RL), we have
(7.24)
∫
B
(1 + |dφ|2)α−1gβγ∇βφ∇γζ = −
∫
B
div((1 + |dφ|2)α−1∇φ)ζ =
∫
B
Gζ.
Choosing ζ = gστ∇σ(ξ2∇τφ), where ξ ∈ C∞0 (B,R) will be determined later, we get∫
B
gβγgστ∇σ((1 + |dφ|2)α−1∇βφ)∇γ(ξ2∇τφ)
= −
∫
B
gβγgστ (1 + |dφ|2)α−1∇βφ∇σ∇γ(ξ2∇τφ)
= −
∫
B
gβγgστ (1 + |dφ|2)α−1∇βφ(∇γ∇σ(ξ2∇τφ)− ξ2(RM)ρσγτ∇ρφ)
= −
∫
B
Ggστ∇σ(ξ2∇τφ)−
∫
B
gβγgστ (1 + |dφ|2)α−1ξ2∇βφ(RM)ρσγτ∇ρφ
=
∫
B
gστ∇σG∇τφξ2 −
∫
B
gβγgστ (1 + |dφ|2)α−1∇βφ(RM)ρσγτ∇ρφξ2.
(7.25)
Note that
gβγgστ∇σ((1 + |dφ|2)α−1∇βφ)∇γ(ξ2∇τφ)
= gβγgστ ((1 + |dφ|2)α−1∇σ∇βφ+ 2(α− 1)(1 + |dφ|2)α−2〈∇σ∇φ,∇φ〉∇βφ)
· (ξ2∇γ∇τφ+ 2ξ∇γξ∇τφ)
= (1 + |dφ|2)α−1|∇2φ|2ξ2 + 2ξ(1 + |dφ|2)α−1gβγgστ∇2σβφ∇γξ∇τφ
+ 2(α− 1)(1 + |dφ|2)α−2gβγgστ 〈∇σ∇φ,∇φ〉∇βφ∇2γτφξ2
+ 4ξ(α− 1)(1 + |dφ|2)α−2gβγgστ 〈∇σ∇φ,∇φ〉∇βφ∇τφ∇γξ.
(7.26)
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We control the last three terms as follows:
(7.27) |2ξ(1 + |dφ|2)α−1gβγgστ∇2σβφ∇γξ∇τφ| ≤ 2(1 + |dφ|2)α−1|dφ||ξ∇ξ||∇2φ|,
|2(α− 1)(1 + |dφ|2)α−2gβγgστ 〈∇σ∇φ,∇φ〉∇βφ∇2γτφξ2|
≤ 2(α− 1)(1 + |dφ|2)α−2|∇2φ|2|∇φ|2ξ2
≤ 2(α− 1)(1 + |dφ|2)α−1|∇2φ|2ξ2,
(7.28)
|4ξ(α− 1)(1 + |dφ|2)α−2gβγgστ 〈∇σ∇φ,∇φ〉∇βφ∇τφ∇γξ|
≤ 4(α− 1)(1 + |dφ|2)α−2|∇2φ||∇φ|3|ξ∇ξ|
≤ 4(α− 1)(1 + |dφ|2)α−1|∇2φ||∇φ||ξ∇ξ|.
(7.29)
Plugging these estimates into (7.26), we have
gβγgστ∇σ((1 + |dφ|2)α−1∇βφ)∇γ(ξ2∇τφ)
≥ (1− 2(α− 1))(1 + |dφ|2)α−1|∇2φ|2ξ2
− (2 + 4(α− 1))(1 + |dφ|2)α−1|∇2φ||∇φ||ξ∇ξ|
≥ 1
2
(1 + |dφ|2)α−1|∇2φ|2ξ2 − 3(1 + |dφ|2)α−1|∇2φ||∇φ||ξ∇ξ|.
(7.30)
For the integrands in the left-hand side of (7.25), we have the estimates
(7.31) −
∫
B
gβγgστ (1 + |dφ|2)α−1∇βφ(RM)ρσγτ∇ρφξ2 ≤ CM(1 + |dφ|2)α−1|∇φ|2ξ2
and
gστ∇σG∇τφξ2 ≤ |dφ||∇G|ξ2
≤ CNξ2|dφ|
(
(1 + |dφ|2)α−1|dφ|3 + (1 + |dφ|2)α−1|dφ||∇2φ|
+ (α− 1)(1 + |dφ|2)α−2|dφ|3|∇2φ|+ |dφ|2|ψ|2 + |dφ||∇ψ||ψ|
+ |∇2φ||ψ|2
)
+ C3(1 + |ψ|q)|dφ|2ξ2 + C3(1 + |ψ|q−1)|dφ||∇ψ|ξ2,
(7.32)
where we have replaced the constant C in (F3) by C3 and take CN > 1.
By (7.30), (7.31) and (7.32), (7.25) becomes∫
B
(1 + |dφ|2)α−1|∇2φ|2ξ2
≤ 6
∫
B
(1 + |dφ|2)α−1|∇2φ||∇φ||ξ∇ξ|+ CM
∫
B
(1 + |dφ|2)α−1|∇φ|2ξ2
+ CN
∫
B
(1 + |dφ|2)α−1|dφ|4ξ2 + CN
∫
B
(1 + |dφ|2)α−1|dφ|2|∇2φ|ξ2
+ CN
∫
B
|dφ|3|ψ|2ξ2 + CN
∫
B
|dφ|2|∇ψ||ψ|ξ2 + CN
∫
B
|∇2φ||dφ||ψ|2ξ2
+ C(C3, ‖ψ‖L∞)
∫
B
|dφ|2ξ2 + C(C3, ‖ψ‖L∞)
∫
B
|dφ||∇ψ|ξ2
=: I + II + III + IV + V + V I + V II + V III + IX
(7.33)
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For small ε1 > 0, we have
(7.34) I ≤ 6ε1
∫
B
(1 + |dφ|2)α−1|∇2φ|2ξ2 + 6
ε1
∫
B
(1 + |dφ|2)α−1|dφ|2|∇ξ|2
and
(7.35) IV ≤ CNε1
∫
B
(1 + |dφ|2)α−1|∇2φ|2ξ2 + CN
ε1
∫
B
(1 + |dφ|2)α−1|dφ|4ξ2.
Choosing η = |dφ|ξ in (7.23), we obtain
‖|∇ψ||dφ|ξ‖L4/3(B) + ‖ψ|dφ|ξ‖L4(B) ≤ C‖|∇(|dφ|ξ)||ψ|‖L4/3(B)
+ C(C1, ‖ψ‖L∞)‖|dφ|ξ‖L4/3(B).
(7.36)
Now, we control the remaining terms in the right-hand side of (7.33) as follows:
V ≤ CNε1
∫
B
|dφ|2|ψ|4ξ2 + CN
ε1
∫
B
|dφ|4ξ2
≤ CNε1
(∫
B
|ψ|4
)1/2(∫
B
|ψ|4|dφ|4ξ4
)1/2
+
CN
ε1
∫
B
|dφ|4ξ2
≤ 2CNC2ε1
(∫
B
|ψ|4
)1/2
‖|∇(|dφ|ξ)||ψ|‖2L4/3(B)
+ 2CNC
2(C1, ‖ψ‖L∞)ε1
(∫
B
|ψ|4
)1/2
‖|dφ|ξ‖2L4/3(B) +
CN
ε1
∫
B
|dφ|4ξ2,
(7.37)
where we denote (C(C1, ‖ψ‖L∞))2 by C2(C1, ‖ψ‖L∞). By
‖|∇(|dφ|ξ)||ψ|‖2L4/3(B)
≤ 2‖|∇2φ|ψξ‖2L4/3(B) + 2‖|dφ||∇ξ||ψ|‖2L4/3(B)
≤ 2
(∫
B
|∇2φ|2ξ2
)(∫
B
|ψ|4
)1/2
+ 2
(∫
B
|dφ|2|∇ξ|2
)(∫
B
|ψ|4
)1/2
= 2
(∫
B
|ψ|4
)1/2(∫
B
|∇2φ|2ξ2 +
∫
B
|dφ|2|∇ξ|2
)
,
(7.38)
we have
V ≤ 4CNC2ε1
(∫
B
|ψ|4
)(∫
B
|∇2φ|2ξ2 +
∫
B
|dφ|2|∇ξ|2
)
+ 2CNC
2(C1, ‖ψ‖L∞)ε1
(∫
B
|ψ|4
)1/2
‖|dφ|ξ‖2L4/3(B) +
CN
ε1
∫
B
|dφ|4ξ2,
(7.39)
V I ≤ CN‖|∇ψ||dφ|ξ‖L4/3(B)‖ψ|dφ|ξ‖L4(B)
≤ 2CNC2‖|∇(|dφ|ξ)||ψ|‖2L4/3(B) + 2CNC2(C1, ‖ψ‖L∞)‖|dφ|ξ‖2L4/3(B)
≤ 4CNC2
(∫
B
|ψ|4
)1/2(∫
B
|∇2φ|2ξ2 +
∫
B
|dφ|2|∇ξ|2
)
+ 2CNC
2(C1, ‖ψ‖L∞)‖|dφ|ξ‖2L4/3(B)
(7.40)
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V II ≤ 1
2
∫
B
|∇2φ|2ξ2 + C
2
N
2
∫
B
|dφ|2|ψ|4ξ2
≤ 1
2
∫
B
|∇2φ|2ξ2 + C2NC2
(∫
B
|ψ|4
)1/2
‖|∇(|dφ|ξ)||ψ|‖2L4/3(B)
+ C2NC
2(C1, ‖ψ‖L∞)
(∫
B
|ψ|4
)1/2
‖|dφ|ξ‖2L4/3(B)
≤ 1
2
∫
B
|∇2φ|2ξ2 + 2C2NC2
(∫
B
|ψ|4
)(∫
B
|∇2φ|2ξ2 +
∫
B
|dφ|2|∇ξ|2
)
+ C2NC
2(C1, ‖ψ‖L∞)
(∫
B
|ψ|4
)1/2
‖|dφ|ξ‖2L4/3(B)
(7.41)
and
IX ≤ C(C3, ‖ψ‖L∞)R1/2‖|dφ||∇ψ|ξ‖L4/3(B)
≤ C(C3, ‖ψ‖L∞)R1/2 + C(C3, ‖ψ‖L∞)R1/2‖|dφ||∇ψ|ξ‖2L4/3(B)
≤ 2C(C3, ‖ψ‖L∞)R1/2
(∫
B
|ψ|4
)1/2(∫
B
|∇2φ|2ξ2 +
∫
B
|dφ|2|∇ξ|2
)
+ C(C3, ‖ψ‖L∞)R1/2,
(7.42)
where we have used 0 ≤ ξ ≤ 1. Plugging these estimates into (7.33) and choosing ε1 and R
so small that
(7.43) max{4CNC2, 2C(C3, ‖ψ‖L∞)}(1 + ‖ψ‖4L4(B)) <
1
12
and (6 + CN)ε1 <
1
12
,
we get
1
12
∫
B
(1 + |dφ|2)α−1|∇2φ|2ξ2
≤ 6
ε1
∫
B
(1 + |dφ|2)α−1|dφ|2|∇ξ|2 + CN
ε1
∫
B
(1 + |dφ|2)α−1|dφ|4ξ2
+ CM
∫
B
(1 + |dφ|2)α−1|∇φ|2ξ2 + CN
∫
B
(1 + |dφ|2)α−1|dφ|4ξ2
+
1
3
∫
B
|dφ|2|∇ξ|2 + CN
ε1
∫
B
|dφ|4ξ2 + 5C2NC2(C1, ‖ψ‖L∞)‖dφ‖2L4/3(B)
+ C(C3, ‖ψ‖L∞)(1 + ‖dφ‖2L2).
(7.44)
Therefore, we obtain∫
B
(1 + |dφ|2)α−1|∇2φ|2ξ2
≤ C
∫
B
(1 + |dφ|2)α−1|dφ|2|∇ξ|2 + C
∫
B
(1 + |dφ|2)α−1|dφ|4ξ2 + C
∫
B
|dφ|2α + C.
(7.45)
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Now, for ε > 0, let ρ > 0 be as in Lemma 7.3, and choose a cut-off function ξ ∈
C∞0 (B(x1, ρ)) ⊂ B(x0, R) such that
0 ≤ ξ ≤ 1, ξ = 1 in B(x1, ρ/2), |∇ξ| ≤ 4
ρ
in B(x1, ρ).
Denoting Bρ := B(x1, ρ) for simplicity, we get∫
Bρ
(1 + |dφ|2)α−1|dφ|4ξ2
=
∫
Bρ
(1 + |dφ|2)α−1|dφ|2(|dφ|ξ)2
≤ ε
∫
Bρ
(1 + |dφ|2)α−1|∇(|dφ|ξ)|2 + Cε
(∫
Bρ
|ψ|4(|dφ|ξ)4
) 1
2
+ Cε
∫
Bρ
(1 + |ψ|q)(|dφ|ξ)2
≤ 2ε
∫
Bρ
(1 + |dφ|2)α−1|∇2φ|2ξ2 + 2ε
∫
Bρ
(1 + |dφ|2)α−1|dφ|2|∇ξ|2
+ Cε
(∫
Bρ
|ψ|4|dφ|4ξ4
) 1
2
+ Cε
∫
Bρ
|dφ|2.
(7.46)
It follows from (7.36) and (7.38) that
‖|ψ||dφ|ξ‖2L4(Bρ) ≤ 2C2‖|∇(|dφ|ξ)||ψ|‖2L4/3(Bρ) + 2C2(C1, ‖ψ‖L∞)‖|dφ|ξ‖2L4/3(Bρ)
≤ 4C2
(∫
Bρ
|ψ|4
)1/2(∫
Bρ
|∇2φ|2ξ2 +
∫
Bρ
|dφ|2|∇ξ|2
)
+ 2C2(C1, ‖ψ‖L∞)‖|dφ|ξ‖2L4/3(Bρ).
(7.47)
Therefore, ∫
Bρ
(1 + |dφ|2)α−1|dφ|4ξ2
≤ 2ε
∫
Bρ
(1 + |dφ|2)α−1|∇2φ|2ξ2 + 2ε
∫
Bρ
(1 + |dφ|2)α−1|dφ|2|∇ξ|2
+ Cε
(∫
Bρ
|∇2φ|2ξ2 +
∫
Bρ
|dφ|2|∇ξ|2
)
+ Cε‖|dφ|ξ‖2L4/3(Bρ) + Cε
∫
Bρ
|dφ|2
≤ Cε
(∫
Bρ
(1 + |dφ|2)α−1|∇2φ|2ξ2 +
∫
Bρ
(1 + |dφ|2)α−1|dφ|2|∇ξ|2
)
+ C
∫
Bρ
|dφ|2α + C,
(7.48)
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where the constants C are different between lines as before. Substituting (7.48) into (7.45),
we have
(7.49)
∫
Bρ
(1 + |dφ|2)α−1|∇2φ|2ξ2 ≤ C
∫
Bρ
(1 + |dφ|2)α−1|dφ|2|∇ξ|2 + C
∫
Bρ
|dφ|2α + C,
hence, ∫
Bρ/2
(1 + |dφ|2)α−1|∇2φ|2 ≤ C
ρ2
∫
Bρ
(1 + |dφ|2)α−1|dφ|2 + C
∫
Bρ
|dφ|2α + C
≤ C
ρ2
∫
Bρ
(1 + |dφ|2)α + C.
(7.50)
Covering B(x0,
R
2
) with B(x1,
ρ
2
) and using (7.50) we obtain (7.18).

Now we can prove the main theorem in this section.
Proof of Theorem 7.1. First we show that φ ∈ W 2,2 ∩W 1,4(B(x0, R2 ), N). This can be done
just by replacing weak derivatives by difference quotients in the proof of Lemma 7.4. Denote
(7.51) ∆hi φ(x) :=
φ(x+ hEi)− φ(x)
h
,
where (E1, · · · , EL) is an orthonormal basis of RL and h ∈ R. ∆h = (δh1 , · · · , δhL). Similar to
(7.45), we have∫
B(x0,R)
|∇(∆hφ)|2ξ2
≤ C
∫
B(x0,R)
(1 + |∆hφ|2)α|∇ξ|2 + C
∫
B(x0,R)
(1 + |dφ|2)α−1|∇φ|2|∆hφ|2ξ2
+ C
∫
B(x0,R)
|dφ|2α + C.
(7.52)
Using
(7.53) C
∫
B(x0,R)
(1 + |∆hφ|2)α|∇ξ|2 ≤ C
∫
B(x0,R)
(1 + |dφ|2)α|∇ξ|2
and applying the Lemma 7.3 to the second term in the right-hand side of (7.52), we obtain
(7.54)
∫
B(x1,
ρ
2
)
|∇(∆hφ)|2ξ2 ≤ C
ρ2
∫
B(x1,ρ)
(1 + |dφ|2)α + C.
Then by Lemma A.2.2 in [12] implies the weak derivative ∇2φ exists and (7.18) still holds.
Since φ ∈ W 2,2, we have φ ∈ W 1,p for any p > 0. Together with the Lemma 7.2 and the
equation (7.1), we know φ ∈ W 2,p for any p > 0. Thus, φ ∈ C1,γ. By the elliptic estimates
for the equation (7.2), we have ψ ∈ C1,γ. Then the standard arguments yield that both φ
and ψ are smooth. This completes the proof.

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8. α-Dirac-harmonic maps
In this section, we want to approximate the α-Dirac-harmonic maps by the perturbed
α-Dirac-harmonic maps. More precisely, by Theorem 6.11 and Theorem 7.1, we have a
sequence of perturbed α-Dirac-harmonic maps (φk, ψk), which are the critical points of the
functionals
(8.1) Lαk (φ, ψ) =
1
2
∫
M
(1 + |dφ|2)α + 1
2
∫
M
〈ψ, /Dψ〉ΣM⊗φ∗TN − 1
k
∫
M
F (φ, ψ),
where F satisfies the assumptions in Theorem 6.11 and Theorem 7.1. If (φn, ψn) converges
to (φ, ψ) smoothly, then we get the existence of nontrivial α-Dirac-harmonic maps. We now
come to the ε-regularity which we shall need to investigate the convergence.
Theorem 8.1. Suppose F satisfies
(F6) |Fψ(φ, ψ)| ≤ C|ψ|r−1 for 3 < r ≤ 2 + 2/α,
(F7) |Fφ(φ, ψ)| ≤ C|ψ|q for q ≥ 0.
There is ε0 > 0 and α0 > 0 such that if (φ, ψ) : (D, gβγ)→ (N, gij) is a smooth perturbed
α-Dirac-harmonic map satisfying
(8.2)
∫
M
(|dφ|2α + |ψ|4) ≤ Λ < +∞ and
∫
D
|dφ|2 ≤ ε0
for 1 ≤ α < α0, then we have
(8.3) ‖dφ‖D˜,1,p + ‖ψ‖D˜,1,p ≤ C(D,N,Λ, p)(‖dφ‖D,0,2 + ‖ψ‖D,0,4),
and
(8.4) ‖ψ‖L∞(D˜) ≤ C(D,N,Λ)‖ψ‖D,0,4
for any D˜ ⊂ D and p > 1, where C(D,N,Λ, p) denotes a constant depending on D,N,Λ
and p.
Note that (8.4) is a consequence of the proof of Lemma 7.2 and (F6). This is different
from the proof in [4]. Our proof of the theorem above is based on the ones in [4] and [16].
For the proof of the theorem, we need alemma.
Lemma 8.2. There are ε0 > 0 and α0 > 0 such that if (φ, ψ) and F satisfy (8.2) and (F6),
(F7), respectively, then
(8.5) ‖φ‖D1,1,4 ≤ C(N,D1)(‖dφ‖D,0,2 + ‖ψ‖2D,0,4 + ‖ψ‖qD,0,4).
Proof. Choose a cut-off function η ∈ [0, 1] with η|D1 ≡ 1 and Supp(η) ⊂ D. As before, (φ, ψ)
locally satisfies the system
div((1 + |dφ|2)α−1∇φm) =− Γmijφiβφjγgβγ(1 + |dφ|2)α−1 +
1
2α
Rmjkl〈ψk,∇φj · ψl〉
− 1
α
Fmφ (φ, ψ),
(8.6)
(8.7) /∂ψm = −Γmij∇φi · ψj + Fmψ (φ, ψ).
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(8.6) implies∣∣∣∣∣∆φm + (α− 1)〈∇
2φ,∇φ〉∇φm
1 + |dφ|2
∣∣∣∣∣ ≤ |Γmijφiβφjγgβγ|+ 12α |Rmjkl〈ψk,∇φj · ψl〉|
+
1
α
|Fmφ (φ, ψ)|.
(8.8)
Then
(8.9) |η∆φ| ≤ (α− 1)|η∇2φ|+ CN |∇φ∇φη|+ 1
2α
CN |ψ|2|∇φη|+ C|ψ|qη.
Since
(8.10) |η∇2φ| = |∇2(ηφ)−∇η∇φ−∇2ηφ| ≤ |∇2(ηφ)|+ C(|φ|+ |dφ|)
and
(8.11) |∇φη| = |∇(φη)− φ∇η| ≤ |∇(φη)|+ C|φ|,
we have
|η∆φ| ≤ (α− 1)|∇2(ηφ)|+ CN |∇φ∇(φη)|+ CN
2
|ψ|2|∇φη|
+ C|ψ|qη + C(|φ|+ |dφ|).
(8.12)
Therefore,
|∆(ηφ)| ≤ (α− 1)|∇2(ηφ)|+ CN |∇φ∇(φη)|+ CN |ψ|2|∇φη|
+ C|ψ|qη + C(|φ|+ |dφ|).(8.13)
Thus, for any p > 1, we get
‖∆(ηφ)‖D,0,p ≤ (α− 1)‖ηφ‖D,2,p + CN‖∇φ∇(φη)‖D,0,p + CN‖|ψ|2∇φη‖D,0,p
+ C‖|ψ|qη‖D,0,p + C‖φ‖D,1,p.
(8.14)
Without loss of generality, we assume
∫
D
φ = 0 so that ‖φ‖D,1,p ≤ C‖dφ‖D,0,p. By taking
p = 4/3 in the inequality above and Ho¨lder’s inequality, we obtain
(8.15) ‖∇φ∇(φη)‖D,0,4/3 ≤ ‖∇φ‖D,0,2‖∇(φη)‖D,0,4,
(8.16) ‖|ψ|2∇φη‖D,0,4/3 ≤ ‖ψ‖2D,0,4‖∇φ‖D,0,2
and
(8.17) ‖|ψ|qη‖D,0,4/3 ≤ ‖ψ‖qD,0,4.
On the other hand, let c(p) be the operator norm of ∆−1 : Lp(D)→ W 2,p(D) ∩W 1,20 (D).
Then we get
(8.18) ‖∆(ηφ)‖D,0,p ≥ (c(p))−1‖ηφ‖D,2,p.
Plugging the above estimates into (8.14), we have
((c(4/3))−1 − (α− 1))‖ηφ‖D,2,4/3
≤ C(N,D1)(‖∇φ‖D,0,2‖φη‖D,1,4 + ‖ψ‖2D,0,4‖dφ‖D,0,2 + ‖ψ‖qD,0,4 + ‖dφ‖D,0,4/3).
(8.19)
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Together with the Sobolev inequality ‖φη‖D,1,4 ≤ C1‖φη‖D,2,4/3, this implies
(((c(4/3))−1 − (α− 1))C−11 −
√
ε0C(N,D1))‖ηφ‖D,1,4
≤ C(N,D1)(‖ψ‖2D,0,4 + ‖dφ‖D,0,2 + ‖ψ‖qD,0,4).
(8.20)
Now we choose α0, ε0 > 0 such that
(8.21) (c(4/3))−1 − (α0 − 1) > 1
2
(c(4/3))−1
and
(8.22) ε0 ≤ 1
2
((c(4/3))−1 − (α0 − 1))C−11
C(N,D1)
,
then we get (8.5). Thus we complete the proof.

Proof of Theorem 8.1. Choose D˜ ⊂ D2 ⊂ D1 ⊂ D and a cut-off function η ∈ [0, 1] with
η|D2 ≡ 1 and Supp(η) ⊂ D1. Taking p = 2 in (8.14) onD1(we temporarily assume
∫
D1
φ = 0),
we have
‖∆(ηφ)‖D1,0,p ≤ (α− 1)‖ηφ‖D1,2,2 + CN‖∇φ∇(φη)‖D1,0,2 + CN‖|ψ|2∇φη‖D1,0,2
+ C‖|ψ|qη‖D1,0,2 + C‖φ‖D1,1,2.
(8.23)
As in the proof of Lemma 8.2, we get
‖ηφ‖D1,2,2 ≤ C(N,D1)(‖∇φ‖2D1,0,4 + ‖ψ‖2D1,0,4‖∇φ‖D1,0,4
+ ‖|ψ|qη‖D1,0,2 + ‖φ‖D1,1,2)
≤ C(N,D1)(‖∇φ‖2D1,0,4 + ‖ψ‖4D1,0,4 + ‖ψ‖qD1,0,4 + ‖φ‖D1,1,2)
≤ C(N,D1)(‖φ‖2D1,1,4 + ‖ψ‖4D1,0,4 + ‖ψ‖qD1,0,4 + ‖φ‖D1,1,4).
(8.24)
By Lemma 8.2, we obtain
(8.25) ‖φ‖D2,2,2 ≤ C(N,D1)(‖ψ‖2D1,0,4 + ‖ψ‖4D1,0,4 + ‖ψ‖qD1,0,4 + ‖ψ‖2qD1,0,4 + ‖dφ‖D1,0,2).
The Sobolev inequality gives us
‖dφ‖D2,0,p ≤ C(N,D1)(‖ψ‖2D1,0,4 + ‖ψ‖4D1,0,4 + ‖ψ‖qD1,0,4 + ‖ψ‖2qD1,0,4 + ‖dφ‖D1,0,2)
≤ C(D,N,Λ, p)(‖dφ‖D,0,2 + ‖ψ‖D,0,4)
(8.26)
for any p > 1. This also holds for φ without
∫
D1
φ = 0.
Now, since φ ∈ W 1,p and ψ ∈ Lp for any p > 1, the estimates in the theorem follow
from the standard Lp-estimate for the Dirac operator and the W 2,p-estimate for the Laplace
operator immediately.

With the ε-regularity in hand, one can easily prove the following theorem.
Theorem 8.3. Let (φk, ψk) be smooth critical points of the functional L
α
k in (8.1) with
uniformly bounded energy:
(8.27) Eα(φk, ψk;M) :=
∫
M
(|dφ|2α + |ψ|4) ≤ Λ < +∞.
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Suppose F satisfies (F6) and (F7). Then there are a subsequence, still denoted by {(φk, ψk)},
and a smooth α-Dirac-harmonic map (φ, ψ) such that
(8.28) (φk, ψk)→ (φ, ψ) in C∞loc(M)
Proof. Define the energy concentration set to be
(8.29) S :=
⋂
r>0
{x ∈M | lim
k→∞
E(φk;B(x, r)) ≥ ε0}
where ε0 is the positive constant in Theorem 8.1 and B(x, r) is the geodesic ball in M with
center at x and radius r. Suppose S is not empty, let us say p ∈ S. By the definition, we
have
(8.30) E(φk;B(xk, rk)) =
ε0
2
with xk → p and rk → 0 as k →∞. Let
(8.31) uk(x) = φk(xk + rkx), vk(x) = r
1
2
k ψk(xk + rkx).
Then (8.30) becomes
(8.32) E(uk;B1) =
ε0
2
.
However,
(8.33) Eα(uk;B1) :=
∫
B1
|duk|2α = r2α−2k
∫
B(xk ,rk)
|dφk|2α ≤ r2α−2k Λ→ 0
as k →∞. This contradicts (8.32). Thus, S is empty.
Now, for any point x ∈M , there exist r > 0 and a subsequence of k →∞ such that
(8.34) E(φk;B(x, r)) < ε0.
Then by the ε-regularity Theorem 8.1 and standard elliptic theory, we have
(8.35) ‖φk‖Cl(B(x,r/4)) + ‖ψk‖Cl(B(x,r/4)) ≤ C
for any l > 0. Since {(φk, ψk)} has uniformly bounded energy, up to a subsequence if
necessary, {(φk, ψk)} has a weak limit (φ, ψ). Then the regularity Theorem 7.1 tells us that
(φ, ψ) is a smooth α-Dirac-harmonic map, and (8.35) implies (8.28).

References
1. Bernd Ammann, A variational problem in conformal spin geometry, Habilitation (Hamburg, 2003)
(2003).
2. Bernd Ammann and Nicolas Ginoux, Dirac-harmonic maps from index theory, Calculus of Variations
and Partial Differential Equations 47 (2013), no. 3-4, 739–762.
3. Volker Branding, On the evolution of regularized dirac-harmonic maps from closed surfaces, arXiv
preprint arXiv:1406.6274 (2014).
4. Qun Chen, Ju¨rgen Jost, Jiayu Li, and Guofang Wang, Regularity theorems and energy identities for
Dirac-harmonic maps, Mathematische Zeitschrift 251 (2005), no. 1, 61–84.
5. , Dirac-harmonic maps, Mathematische Zeitschrift 254 (2006), no. 2, 409–432.
6. Qun Chen, Ju¨rgen Jost, Linlin Sun, and Miaomiao Zhu, Dirac-harmonic maps between riemann surfaces,
MPI MIS Preprint: 76/2015.
40 JU¨RGEN JOST, JINGYONG ZHU
7. Edited Pierre Deligne, Pavel Etingof, Daniel S Freed, Lisa C Jeffrey, David Kazhdan, John W Morgan,
David R Morrison, and Edward Witten, Quantum fields and strings. a course for mathematicians,
Material from the Special Year on Quantum Field Theory held at the Institute for Advanced Study,
Citeseer, 1999.
8. Wenmin Gong and Guangcun Lu, On coupled Dirac systems, Discrete & Continuous Dynamical Systems-
A 37 (2017), no. 8, 4329–4346.
9. Takeshi Isobe, On the existence of nonlinear Dirac-geodesics on compact manifolds, Calculus of Variations
and Partial Differential Equations 43 (2012), no. 1-2, 83–121.
10. Takeshi Isobe and Ali Maalaoui, Morse-Floer theory for super-quadratic Dirac-geodesics, arXiv preprint
arXiv:1712.08960 (2017).
11. Ju¨rgen Jost, Geometry and physics, Springer Science & Business Media, 2009.
12. , Riemannian geometry and geometric analysis, Springer, 2017.
13. Ju¨rgen Jost, Lei Liu, and Miaomiao Zhu, Existence and asymptotic analysis for solutions of a mixed
elliptic-parabolic boundary value problem coupling a harmonic-like map with a nonlinear spinor, MPI
MIS Preprint: 35/2017.
14. , Geometric analysis of a mixed elliptic-parabolic conformally invariant boundary value problem,
MPI MIS Preprint: 41/2018.
15. H Blaine Lawson Jr and Marie-Louise Michelsohn, Spin geometry, volume 38 of Princeton Mathematical
Series, Princeton University Press, Princeton, NJ, 1989.
16. Fanghua Lin and Changyou Wang, The analysis of harmonic maps and their heat flows, World Scientific,
2008.
17. John Nash, The imbedding problem for Riemannian manifolds, Annals of mathematics (1956), 20–63.
18. Richard S Palais, Critical point theory and the minimax principle, Proc. Symp. Pure Math, vol. 15,
American Mathematical Society Providence, 1970, pp. 185–212.
19. Paul H Rabinowitz, Minimax methods in critical point theory with applications to differential equations,
no. 65, American Mathematical Society, 1986.
20. Jonathan Sacks and Karen Uhlenbeck, The existence of minimal immersions of 2-spheres, Annals of
mathematics (1981), 1–24.
21. Michael Struwe, Variational methods. Applications to nonlinear partial differential equations and Hamil-
tonian systems. 4th edition, Springer-Verlag, Berlin,, 2008.
22. Michael E Taylor, Pseudodifferential operators, volume 34 of Princeton Mathematical Series, Princeton
University Press, Princeton, NJ, 1981.
23. Hajime Urakawa, Calculus of variations and harmonic maps, American Mathematical Society, 2013.
24. Johannes Wittmann, Short time existence of the heat flow for dirac-harmonic maps on closed manifolds,
Calculus of Variations and Partial Differential Equations 56 (2017), no. 6, 169.
Max Planck Institute for Mathematics in the Sciences, Inselstrasse 22, 04103 Leipzig,
Germany
E-mail address : jost@mis.mpg.de
Max Planck Institute for Mathematics in the Sciences, Inselstrasse 22, 04103 Leipzig,
Germany
E-mail address : jizhu@mis.mpg.de
