Subspace Decomposition for Graphon LQR: Applications to VLSNs of
  Harmonic Oscillators by Gao, Shuang & Caines, Peter E.
1Subspace Decomposition for Graphon LQR:
Applications to VLSNs of Harmonic Oscillators
Shuang Gao and Peter E. Caines
Abstract—Graphon control has been proposed and developed
in [1]–[4] to approximately solve control problems for very large-
scale networks of linear dynamical systems. In this paper, linear
quadratic regulation (LQR) problems for graphon dynamical
systems are studied. Graphon couplings appear in states, controls
and cost, and these couplings may be represented by different
graphons. Based on invariant subspace decompositions, this work
provides a solution method for a class of such problems where
the local dynamics is homogeneous but the network couplings
are heterogeneous among the coupled subsystems. By exploring a
common invariant subspace of the couplings, the original problem
is decomposed into a network coupled LQR problem of finite
dimension and a decoupled infinite dimensional LQR problem.
A centralized optimal solution and a nodal collaborative optimal
control solution are established. The complexity of these solutions
involves solving one nd × nd dimensional Riccati equation and
one n × n Riccati equation, where n is the dimension of each
nodal agent state and d is the dimension of the (nontrivial)
invariant subspace shared by the coupling operators. For sit-
uations where the graphon couplings do not admit exact low-
rank representations, approximate control is developed based
on low-rank approximations. Finally, an application to the
regulation of harmonic oscillators coupled over large networks
with uncertainties is demonstrated.
Index Terms—Graphon, graphon control, optimal control,
complex networks, large-scale systems, very large-scale networks.
I. INTRODUCTION
The study of very large-scale networks (VLSNs) of dynam-
ical agents is motivated by systems such as smart grids, the
Internet of things, 5G communications, the spread of epidemics,
very large-scale robotic networks and biological neuronal
networks, among others. Furthermore, research concerning the
control of dynamical systems on complex networks typically
involves the following: controllability [5], control energy [6],
input node selection [7], low-complexity control synthesis
problems with simplified objective (e.g. consensus [8] or
synchronization [9]), simplified control (e.g. pinning control [7]
and ensemble control [10]), low-rank (e.g. mean field) coupling
[11]–[13], or patterned coupling [14]. However, the control of
dynamical processes and agents on VLSNs still requires new
theories, in particular those which generate scalable solutions.
In a recent effort to solve control problems for very large-
scale networks of linear dynamical systems, graphon control
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has been introduced to generate scalable approximate control
solutions [1]–[3]. Dynamical systems coupled over networks
of arbitrary sizes may be modeled by graphon dynamical
control systems based on graphon theory [15]–[17] and
infinite dimensional linear system theory [18], [19]. Under this
representation a limit graphon control problem is formulated
based on the limit graphon (or an estimated graphon based upon
given data) and an approximate solution to the original finite
network control problem is then generated [3]. Since a limit
graphon system is an infinite dimensional, an important issue in
this graphon control methodology is the systematic generation
of control laws for the corresponding infinite dimensional limit
control problem.
This article presents a study that provides solutions to a class
of such problems based on invariant subspace decompositions,
which generalizes the preliminary version based on eigen-
decompositions in [4]. The underlying common finite dimen-
sional invariant subspace structures of the couplings in the linear
quadratic control problems allow low-complexity solutions.
By exploring this common invariant subspace, the original
problem is decomposed into a network coupled LQR problem
of finite dimension and a decoupled infinite dimensional LQR
problem. Based on this, centralized optimal solutions with low
complexity and nodal collaborative optimal control solutions
which employ the projected (or aggregate) information of the
states of all subsystems and the information of the nodal state
are established.
The key idea for generating the low complexity solutions is
to decouple the original linear quadratic control problems and
formulate equivalent problems of low complexity. The solution
method was first developed for linear quadratic mean-field
control problems in [12], [20] (where couplings are of rank
one). This idea is further generalized and applied to the control
of graphon and network coupled systems in [4], [21], [22]. A
closely related recent paper [23] discusses decoupling linear
quadratic control problems based on state transformations (or
coordinate transformation) to formulate equivalent problems
and applies it to generate low-complexity solutions to cost-
sensitive linear quadratic control problems with mean-field
couplings. Another closely related work [14] studies linear
control systems with a shared pattern (or network) structure in
state, input and output transformations and the corresponding
control synthesis problem.
We note that the control problem in this paper is infinite
dimensional and by choosing a finite dimensional subspace to-
gether with step function graphons, finite dimensional problems
of arbitrary sizes can be represented. The coupling operators
don’t need to share the same eigenfunctions, but should share a
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2common invariant subspace. Furthermore, we establish that the
properties in Assumption (A5) are fundamental to allow low-
complexity and scalable solutions for linear quadratic regulation
problems. Finally, a new approximate control is introduced
to generate control solutions to graphon LQR problems with
general graphon couplings and it can be implemented directly
on networks of finite sizes and allow for uncertainties in the
coupling structures.
This paper is organized as follows: Section II introduces
graphon control systems, their relations to finite network
systems, and graphon-LQR problems. Section III discusses
the invariant subspace of bounded linear operators. In Section
IV, the solution method for graphon-LQR problems via
invariant subspace decompositions are presented. Section V
and Section VI establish the optimal exact control and the
approximate control, respectively. Finally, Section VII presents
the application of the solution method to the regulation of
coupled harmonic oscillators on graphs with uncertainties.
Notation
R and R+ denote the set of all real numbers and that of
all positive reals respectively. Bold face letters (e.g. A, B,
u) are used to represent graphons, compact operators and
functions. Blackboard bold letters (e.g. A, B) are used to
denote linear operators which are not necessarily compact. We
use Aᵀ to denote the adjoint operator of A. Let I denote the
identity operator for infinite dimensional Hilbert spaces and I
denote the identity matrix. We use 〈·, ·〉 and ‖ · ‖ to represent
respectively inner product and norm. For any c ∈ R+, let Wc
denote the set of all bounded symmetric measurable functions
A : [0, 1]2 → [−c, c]. In this paper, an element in Wc is called
a “graphon”. Clearly any A ∈ Wc can be interpreted as a linear
operator from L2[0, 1] to L2[0, 1] (see e.g. [3]). For a Hilbert
space H, L(H) denotes the set of all bounded linear operators
from H to H. Let ⊗ denote matrix Kronecker product; more
explicitly, the Kronecker product of A = [aij ] ∈ Rn×n and
B = [bij ] ∈ Rm×m is given by
A⊗B =
a11B . . . a1nB... . . . ...
an1B . . . annB
 ∈ Rnm×nm.
Finally, let ⊕ denote direct sum.
II. GRAPHON-LQR PROBLEMS
A. State space and operators
Consider the space
(L2[0, 1])n , L2[0, 1]× . . .× L2[0, 1]︸ ︷︷ ︸
n
with the inner product defined as follows: for v,u ∈
(L2[0, 1])n,
〈u,v〉 ,
∫ 1
0
〈v(α),u(α)〉Rndα =
n∑
i=1
〈vi,ui〉L2[0,1] (1)
where ui(·) ∈ L2[0, 1] and u(·)(α) ∈ Rn with i ∈ {1, ..., n}
and α ∈ [0, 1]. The corresponding induced norm is given by
‖v‖(L2[0,1])n =
(∫ 1
0
‖v(α)‖2Rndα
) 1
2
=
(
n∑
i=1
‖vi‖2
L2[0,1]
) 1
2
.
(2)
The space (L2[0, 1])n with the above inner product is a
Hilbert space.
Consider any D ∈ Rn and A ∈ Wc. For any v ∈(
L2[0, 1]
)n
, the operator DA ∈ L ((L2[0, 1])n) is defined
by the following linear operation
([DA]v)(α) = D

∫
[0,1]
A(α, β)v1(β)dβ
...∫
[0,1]
A(α, β)vn(β)dβ

= D
∫ 1
0
A(α, β)v(β)dβ, ∀α ∈ [0, 1].
(3)
For the identity operator I, the operation of DI ∈
L ((L2[0, 1])n) is defined by
([DI]v)(α) = D
v1(α)...
vn(α)
 = Dv(α), ∀α ∈ [0, 1]. (4)
Let L2([0, T ]; (L2[0, 1])n) denote the Hilbert space of equiva-
lence classes of strongly measurable (in the Böchner sense [25,
p.103]) mappings [0, T ]→ (L2[0, 1])n that are integrable with
norm ‖x‖L2([0,T ];(L2[0,1])n) = (
∫ T
0
‖x(·, s)‖2(L2[0,1])nds)1/2.
Based on the definitions of the operations in (3) and (4), the
kth (k ≥ 1) powers of DA and DI are respectively given by
(DA)k = DkAk and (DI)k = DkIk = DkI. (5)
Let A = [LaI + DaA] with La, Da ∈ Rn×n and A ∈ Wc.
Clearly, A is a bounded linear operator from
(
L2[0, 1]
)n
to(
L2[0, 1]
)n
. Following [26], A is the infinitesimal generator
of the uniformly (hence strongly) continuous semigroup
SA(t) , eAt =
∞∑
k=0
tkAk
k!
, 0 ≤ t <∞.
Therefore, the initial value problem of the graphon differential
equation
y˙t = Ayt, y0 ∈
(
L2[0, 1]
)n
, 0 ≤ t <∞, (6)
is well defined and has a solution given by yt = eAty0.
Lemma 1 If n×n dimensional matrices La and Da commute,
then
eAt = eLaIteDaAt = eLateDaAt, ∀t ∈ R, ∀A ∈ Wc.
The proof follows that of the matrix exponential case by
replacing the definition of matrix exponentials by semigroups
corresponding to bounded linear operators.
For details on graphons, graphon operators, graphon spaces
and the associated cut metric, readers are referred to [3], [17].
3Fig. 1. Random graphs generated from a stochastic block model [24], their stepfunctions and the graphon limit
B. Linear graphon dynamical systems
The graphon dynamical system model is formulated as
follows:
∂
∂t
x(t, ·) = [LaI+DaA]x(t, ·) + [LbI+DbB]u(t, ·) (7)
x(t, ·),u(t, ·) ∈ (L2[0, 1])n and x(t, α),u(t, α) ∈ Rn. The
graphon linear control system in (7) can be represented in a
more compact form denoted by (A;B) as follows:
x˙t = Axt + But, t ∈ [0, T ], (8)
where A = [LaI+DaA] and B = [LbI+DbB] with A,B ∈ Wc
and La, Lb ∈ Rn×n. xt ∈ (L2[0, 1])n is the system state at
time t, and ut ∈ (L2[0, 1])n is the control input at time t.
Let C([0, T ]; (L2[0, 1])n) denote the set of continuous
mappings from [0, T ] to (L2[0, 1])n. A solution x ∈
L2([0, T ]; (L2[0, 1])n) is called a mild solution of (8) if
xt = e
(t−a)Axa +
∫ t
a
e(t−s)ABusds for all a ≤ t in [0, T ].
Proposition 1 The system (A;B) in (8) has a unique mild
solution x ∈ C([0, T ]; (L2[0, 1])n) for any x0 ∈ (L2[0, 1])n
and any u ∈ L2([0, T ]; (L2[0, 1])n). 2
PROOF Since A generates a strongly continuous semigroup
and B is a bounded linear operator on (L2[0, 1])n, we obtain
this result following [18, p.385].
C. Relation to finite network systems
Consider a network of agents with the following dynamics
x˙it = Lax
i
t + Lbu
i
t +Daz
i
t +Dbv
i
t, t ∈ [0, T ] (9)
where xit ∈ Rn is the state of node i, uit ∈ Rn represents the
control of node i, La, Lb, Da, Db ∈ Rn×n, and the network
coupling of states and that of controls are given by
zit =
1
N
N∑
j=1
aijx
j
t and v
i
t =
1
N
N∑
j=1
biju
j
t .
Note that problems with m control inputs (m < n) for the
nodal dynamics in (9) can be considered by filling zeros into
columns (with indices between m and n) of Lb and Db .
Consider a uniform partition {P1, . . . , PN} of [0, 1], that
is, P1 = [0, 1N ] and Pk = (
k−1
N ,
k
N ] for 2 ≤ k ≤ N . Let the
step function graphon A[N] that corresponds to AN , [aij ] be
given by
A[N](ϑ, ϕ) =
N∑
i=1
N∑
j=1
1
Pi
(ϑ)1
Pj
(ϕ)aij , (ϑ, ϕ) ∈ [0, 1]2,
where 1
Pi
(·) represents the indicator function, that is, 1
Pi
(ϑ) =
1 if ϑ ∈ Pi and 1Pi (ϑ) = 0 if ϑ /∈ Pi. Similarly, define B[N]
based on BN , [bij ]. Let the piece-wise constant function
x
[N]
t ∈ (L2[0, 1])n corresponding to xt , [x1t
ᵀ
, ..., xNt
ᵀ
]ᵀ ∈
RnN be given by x[N]t (ϑ) =
∑N
i=1 1Pi (ϑ)x
i
t, for all ϑ ∈
[0, 1]. Similarly define u[N]t ∈ (L2[0, 1])n that corresponds to
ut , [u1t
ᵀ
, ..., uNt
ᵀ
]ᵀ ∈ RnN . Then the corresponding graphon
dynamical system for the network system in (9) is given by
x˙
[N]
t = (LaI+DaA
[N])x
[N]
t + (LbI+DbB
[N])u
[N]
t ,
t ∈ [0, T ], α, β ∈ R, x[N]t ,u[N]t ∈ (L2pwc[0,1])n
(10)
where A[N],B[N] ∈ Wc represent the corresponding graph (i.e.
step function graphon) couplings and (L2pwc[0,1])
n represents
the set of all piece-wise constant (over each element Pi of the
uniform partition) functions in (L2[0, 1])n.
The trajectories of the graphon dynamical system in (10)
correspond one-to-one to the trajectories of the network system
in (9). Moreover, the system in (8) can represent the limit
system for a sequence of systems represented in the form of
(10) when the underlying step function graphon sequences
convergence in the operator norm or L2[0, 1]2 metric.
D. Optimal control problem
The control objective is to obtain the control law u ∈
L2([0, T ]; (L2[0, 1])n) that minimizes the following cost
J(u) =
∫ T
0
(〈xt,Qxt〉+ 〈ut,ut〉) dt+ 〈xT ,QT xT 〉, (11)
where Q,QT ∈ L
(
(L2[0, 1])n
)
, subject to the system dynamics
in (8). Consider the following assumption:
4(A1) The bounded linear operators Q and Q
T
in
L((L2[0, 1])n) are Hermitian and non-negative, that
is, Qᵀ = Q, QᵀT = QT and for any v ∈ (L2[0, 1])n,
〈v,Qv〉 ≥ 0, 〈v,Q
T
v〉 ≥ 0.
The optimal control problem can be solved via dynamic
programing which gives rise to the following Riccati equation
[18]:
− P˙ = AᵀP+ PA− PBBᵀP+Q, P(T ) = Q
T
. (12)
Given the solution P to the Riccati equation, the optimal control
u∗ , {u∗t , t ∈ [0, T ]} is given by
u∗t = −BᵀP(t)x∗t , t ∈ [0, T ] (13)
and moreover x∗ , {x∗t , t ∈ [0, T ]} is the solution to the
closed loop equation
x˙t =
(
A− BBᵀP(t))xt, t ∈ [0, T ],x0 ∈ (L2[0, 1])n. (14)
See [18] for more details. Notice we reverse the time for the
Riccati equation in [18].
Proposition 2 ([18, p. 385]) Under (A1), there exists a
unique solution to the Riccati equation (12) and furthermore
there exists a unique optimal solution pair (u∗,x∗) as given
in (13) and (14). 2
III. INVARIANT SUBSPACE
Consider a Hilbert space H and let L(H) denote the set of
bounded linear operators from H to H. An invariant subspace
of a bounded linear operator T ∈ L(H) is defined as any
subspace S ⊂ H such that
∀x ∈ S, Tx ∈ S.
Then the subspace S is T-invariant.
Obviously any subspace S ⊂ H is I-invariant. Consider a
self-adjoint compact linear operator A = Aᵀ ∈ L(H). An
application of the spectral theorem [27, Chapter 8, Theorem
7.3] implies that A has non-trivial invariant subspace. Clearly
any eigenspace of A (i.e. the space spanned by some eigenfunc-
tions) is an invariant subspace of A. Let the Hilbert space H
be decomposed by Siv and its orthogonal complement (Siv)⊥
as follows
H = Siv ⊕ (Siv)⊥, (15)
where Siv is an invariant subspace of A. By the orthogonal
decomposition theorem, for any x ∈ H, there exists a unique
decomposition x = xf + x˘ with xf ∈ Siv and x˘ ∈ (Siv)⊥. We
note that for any z ∈ (Siv)⊥, Az ∈ (Siv)⊥ holds, since for
any u ∈ Siv the following hold:
〈u,Az〉 = 〈Aᵀu, z〉 = 〈Au, z〉 = 0. (16)
This means that (Siv)⊥ is also an invariant subspace of A.
Therefore the following property holds:
〈x,Ax〉 = 〈(xf + x˘),A(xf + x˘)〉 = 〈xf ,Axf〉+ 〈x˘,Ax˘〉.
(17)
The above property holds trivially for the identity operator I.
Let S ⊂ L2[0, 1] be an invariant subspace of A ∈ Wc and
consider the subspace of (L2[0, 1])n denoted by
Πn(S) , S × . . .× S︸ ︷︷ ︸
n
⊂ (L2[0, 1])n.
Clearly, by definition, Πn(S ⊕ S⊥) = (L2[0, 1])n. Any
v ∈ (L2[0, 1])n can be uniquely decomposed through its
components as
vi = v
f
i + v˘i, ∀i ∈ {1, ..., n} (18)
where vfi ∈ S ⊂ L2[0, 1] and v˘i ∈ S⊥ ⊂ L2[0, 1]. We call this
component-wise decomposition of v into Πn(S) and Πn(S⊥)
and denote it by v = vf + v˘ where vf ∈ Πn(S) and v˘ ∈
Πn(S⊥).
Then both Πn(S) and Πn(S⊥) are [LaI+DaA]-invariant,
that is,
∀v ∈ Πn(S), [LaI+DaA]v ∈ Πn(S);
∀v ∈ Πn(S⊥), [LaI+DaA]v ∈ Πn(S⊥).
(19)
Furthermore, the following decomposition holds
〈v,[LaI+DaA]v〉
=
〈
vf , [LaI+DaA]vf
〉
+
〈
v˘, [LaI+DaA]v˘
〉
.
(20)
since Πn(S) and Πn(S⊥) are orthogonal to each other.
IV. SOLUTION VIA SUBSPACE DECOMPOSITION
A. Dynamics and cost decomposition
Consider the following assumptions:
(A2) A ∈ Wc and B ∈ Wc share the same invariant
subspace S ⊂ L2([0, 1]).
(A3) Q = LqI + DqQ and QT = LqTI + DqTQT , where
Lq, LqT , Dq, DqT ∈ Rn×n and Q,QT ∈ Wc; Q and
QT share the invariant subspaces S ⊂ L2([0, 1]).
(A4) The invariant subspace S in (A2) and (A3) is the
same.
Denote the component-wise decomposition of xt ∈
(L2[0, 1])n as xt = x˘t + xft where x˘t ∈ Πn(S⊥) and
xft ∈ Πn(S). Similarly, define uft and u˘t.
Lemma 2 Under the assumption (A2), the dynamics in (8)
can be decoupled as follows:
x˙ft =[LaI+DaA]xft + [LbI+DbB]uft , (21)
˙˘xt =[LaI+DaA]x˘t + [LbI+DbB]u˘t. (22)
2
PROOF If the assumption (A2) holds, then both S and S⊥ are
the common invariant subsapces of A and B. This implies
that Πn(S) and Πn(S⊥) are both the common invariant
subspaces of [LaI + DaA] and [LbI + DbB]. Furthermore,
Πn(S) and Πn(S⊥) are orthogonal to each other, and the
state xt ∈ (L2[0, 1])n and the control ut ∈ (L2[0, 1])n both
admit unique component-wise decompositions into Πn(S) and
Πn(S⊥). These lead to the desired decomposition of the
dynamics. 
5Lemma 3 Under the assumption (A3), the cost in (11) can be
decoupled as follows:
J(u) = JS(uf ) + JS⊥(u˘), (23)
where
JS(uf ) =
∫ T
0
(〈xft ,Qxft〉+ 〈uft ,uft〉) dt+ 〈xfT ,QTxfT 〉
(24)
JS⊥(u˘) =
∫ T
0
(〈x˘t,Qx˘t〉+ 〈u˘t, u˘t〉) dt+ 〈x˘T ,QT x˘T 〉.
(25)
2
PROOF Under the assumption (A3), clearly
〈xt,Qxt〉 = 〈xft ,Qxft〉+ 〈x˘t,Qx˘t〉,
〈ut,ut〉 = 〈uft ,uft〉+ 〈u˘t, u˘t〉,
〈xt,QTxt〉 = 〈xft ,QTxft〉+ 〈x˘t,QT x˘t〉.
The above separation holds for any t ∈ [0, T ] and hence we
obtain the cost decomposition in (23). 
Under assumptions (A1)-(A4), the original problem can be
decoupled as separate LQR problems in orthogonal subspaces,
that is, the LQR problem defined by (21) and (24), and the
LQR problem given by (22) and (25). These problems can be
solved independently and the optimal solution is unique.
B. Low-complexity solutions
In certain situations, the above decoupling leads to simplifi-
cations.
(A5) (i) The common invariant subspace S in (A4) of the
underlying coupling operators A, B, Q, and QT is
finite-dimensional;
(ii) Furthermore, the underlying coupling operators A,
B, Q, and QT admit finite low-rank representations
in S, that is, for any v˘ ∈ S⊥, Av˘ = 0, Bv˘ = 0,
Qv˘ = 0 and QT v˘ = 0.
The result below follows Lemma 2.
Corollary 1 Under assumptions (A2) and (A5), the dynamics
in (8) can be decoupled as follows:
x˙ft =[LaI+DaA]xft + [LbI+DbB]uft , (26)
˙˘xt =[LaI]x˘t + [LbI]u˘t. (27)
2
An application of Lemma 3 yields the following result.
Corollary 2 Under the assumptions (A3) and (A5), the cost
in (11) can be decoupled as follows:
J(u) = JS(uf ) + JS⊥(u˘), (28)
where
JS(uf ) =
∫ T
0
(〈xft ,Qxft〉+ 〈uft ,uft〉) dt+ 〈xfT ,QTxfT 〉,
(29)
JS⊥(u˘) =
∫ T
0
(〈x˘t, [LqI]x˘t〉+ 〈u˘t, u˘t〉) dt+ 〈x˘T , [LqTI]x˘T 〉.
(30)
2
C. Projection into a low-dimensional subspace
Consider an arbitrary orthonormal basis {f1 . . . fd} for the
low-dimensional subspace S of dimension d. Note that f1 . . . fd
are not necessarily the eigenfunctions of the operator A, B,
Q, or QT . For all `, k ∈ {1, . . . , d}, let
A`k , 〈Af`, fk〉, B`k , 〈Bf`, fk〉,
Q`k , 〈Qf`, fk〉, QT`k , 〈QT f`, fk〉.
Denote f , {f1, . . . , fd}. Consider the following projections
Projf (·) : (L2[0, 1])n → Rnd,
Projf (·) : L((L2[0, 1])n)→ Rnd×nd
into the subspace Πn(Sf ) with Sf , span{f1, . . . , fd}. We use
the same symbol as it will be clear which projection is used
in the specific context. The projection operations are defined
as follows: for xt ∈ (L2[0, 1])n and any DT ∈ L((L2[0, 1])n)
with T ∈ L(L2[0, 1]) and D ∈ Rn:
Projf (DT) ,
〈f1,Tf1〉 . . . 〈fd,Tfd〉... . . . ...
〈fd,Tf1〉 . . . 〈fd,Tfd〉
⊗D ∈ Rnd×nd,
Projf (xt) , x
p
t = [x
p
1t
ᵀ
, . . . , xpnt
ᵀ
]
ᵀ ∈ Rnd,
(31)
where
xpit , [x
p1
it , . . . , x
pd
it ]
ᵀ
, xp`it , 〈xit, f`〉, i ∈ {1, ..., n}, (32)
and xit ∈ L2[0, 1] represents the ith function component of
xt ∈ (L2[0, 1])n.
According to this definition, we obtain
Projf (DI) = I ⊗D, Projf (DA) = A⊗D,
Projf (DB) = B ⊗D, Projf (DQ) = Q⊗D,
Projf (DQT ) = QT ⊗D.
(33)
for any D ∈ Rn×n, for which the following lemma holds.
Lemma 4 If Sf , span{f1, . . . , fd} forms an invariant sub-
space of A, then for any D ∈ Rn×n, A ∈ Wc and
xt ∈ (L2[0, 1])n, the following holds
Projf (DAxt) = Projf (DA)Projf (xt) = (A⊗D)xpt ∈ Rnd,
〈[DA]xt,xt〉 = Projf (xt)ᵀProjf (DA)Projf (xt)
= (xpt )
ᵀ
(A⊗D)xpt .
(34)
2
For any v ∈ Rn and z ∈ L2[0, 1], let vz ∈ (L2[0, 1])n be
defined as follows: for any α ∈ [0, 1], i ∈ {1, . . . , n},
(vz)(α) = vz(α), (vz)i = viz. (35)
Let the ith component of x`t ∈ (L2[0, 1])n be defined by
x`it = 〈xit, f`〉f` = xp`it f`.
Proposition 3 Under (A1)-(A5), the original problem defined
by (8) and (11) can be transformed into the following equivalent
problem
x˙pt =(I ⊗ La +A⊗Da)xpt + (I ⊗ Lb +B ⊗Db)upt , (36)
˙˘xγt =Lax˘
γ
t + Lbu˘
γ
t , γ ∈ [γ, γ] ∈ [0, 1], (37)
6(a) Comparison between the exact control and the centralized optimal control (b) Projections and auxiliary signals of both state and control
Fig. 2. This is a simulation for the example in Section V-A. It runs on the step function system approximating the graphon dynamical systems based on the
uniform partition of size 40. Note that the step function system represents a network system consisting of 40 nodal subsystems where each subsystem is
indexed by an interval of length 1/40 in [0, 1]. Each subsystem locally generates its control input according to Corollary 3, which requires solving only one
2× 2 Riccati equation and one scalar Riccati equation. The initial states are generated randomly.
where x˘γt , u˘
γ
t ∈ Rn, xpt , upt ∈ Rnd, with the following cost to
be minimized
JS(up) =
∫ T
0
(
xp
ᵀ
t (I ⊗ Lq +Q⊗Dq)xpt + upᵀt upt
)
dt
+ xp
ᵀ
T (I ⊗ LqT +QT ⊗DqT)xpT , (38)
JS⊥(u˘
γ) =
∫ T
0
(
x˘γ
ᵀ
t Lqx˘
γ
t + u˘
γᵀ
t u˘
γ
t
)
dt+ x˘γ
ᵀ
T LqT x˘
γ
T , (39)
where the initial conditions are given by
xp0 = Projf (x0) = [x
p
10
ᵀ
, . . . , xpn0
ᵀ
]
ᵀ ∈ Rnd
and x˘0 = x0 −
∑d
`=1 x
`
0 with x
`
i0 = x
p`
i0 f`. 2
PROOF By performing Projf (·) on both sides of (26), we obtain
(36). The same projection of (29) results in (38). The auxiliary
problem defined by (27) and (30) is the same as the problem
defined by (37) and (39), since the definition of the dynamics
is pointwise, and
JS⊥(u˘) =
∫ 1
0
JS⊥(u˘
γ)dγ (40)
where JS⊥(u˘γ) ≥ 0 for each γ ∈ [γ, γ] ∈ [0, 1], that
is, JS⊥(u˘) is the convex combination of all (non-negative)
elements in {JS⊥(u˘γ) : γ ∈ [0, 1]}. 
At this stage, the optimal control of a VLSN or an infinite
network can be solved based on the optimal control solution
to two decoupled LQR problems, where one requires solving a
Riccati equation of dimension nd× nd and the other requires
solving a Riccati equation of dimension n× n. We note that
the system dynamics (37) of the auxiliary problem is infinite
dimensional as γ takes values in the interval [0, 1].
V. EXACT CONTROL
Theorem 1 Under (A1)-(A5), the optimal control for the
original problem defined by (8) and (11) is unique and is
given by
uot = u˘
o
t +
d∑
`=1
uop`t f` , u˘ot + f ◦ uopt (41)
where f = {f1, . . . , fd},
uopt =− (I ⊗ Lb +B ⊗Db)ᵀΠtxopt ,
−Π˙t =(I ⊗ La +A⊗Da)ᵀΠt + Πt(I ⊗ La +A⊗Da)
−Πt(I ⊗ Lb +B ⊗Db)(I ⊗ Lb +B ⊗Db)ᵀΠt
+ (I ⊗ Lq +Q⊗Dq),
ΠT =I ⊗ LqT +QT ⊗DqT ,
(42)
and the optimal control in the auxiliary direction is given by
u˘oγt = −Lᵀbpitxoγt ,
−p˙it = Lᵀa pit + pitLa − pitLbLᵀbpit + Lq, piT = LqT .
(43)
2
PROOF We have two LQR problems: the LQR problem defined
by (36) and (38), and the LQR problem given by (37) and (39).
By classical finite dimensional LQR [28], the optimal control
law for each LQR problem is unique and is given by (42)
and (43). Then recovering the unique decomposition of the
control input into the component spaces Πn(S⊥) and Πn(S)
as ut = u˘t + uft , we obtain the optimal control law in (41)
for the original problem. 
Corollary 3 Under (A1)-(A5), the nodal collaborative optimal
control for the original problem defined by (8) and (11) is
given by
uoγt = u˘
oγ
t +
d∑
`=1
uop`t f`(γ) , u˘oγt + f(γ) ◦ uopt (44)
where f(γ) = [f1(γ), . . . , fd(γ)], u
op
t is given by (42) and u˘
oγ
t
is given by (43). 2
To implement the collaborative nodal optimal control, each
agent needs to know the projection of states into the subspace,
i.e. xpt = Projf (x
f
t). The projections represent certain aggregate
information of state in certain invariant subspace of the
underlying graphon couplings. Subsystem γ ∈⊂ [γ, γ] ⊂ [0, 1]
can then compute x˘γt = x
γ
t − f(γ)◦xopt together with the local
state xγt .
7A. Illustrative Example
Let A, B, Q and QT be given by the following: for all
(x, y) ∈ [0, 1]2,
A(x, y) = 2 cos(2pi(x− y)) + sin(2pi(x+ y)),
B = cos(2pi(x+ y)),
Q(x, y) = sin(2pix) sin(2piy),
QT (x, y) = cos(2pix) cos(2piy).
(45)
Consider a subspace Sf = span{f1, f2} with f1 =
√
2 sin(2pi·)
and f2 =
√
2 cos(2pi·) in L2[0, 1]. Then Sf is an invariant
subspace of A, B, Q and QT . Then projecting these operators
into the subspace yields
A = Projf (A) =
[
1 12
1
2 1
]
, B = Projf (B) =
[− 12 0
0 12
]
,
Q = Projf (Q) =
[
1
2 0
0 0
]
, QT = Projf (QT ) =
[
0 0
0 12
]
.
Obviously, the projections of these coupling operators into
(Sf )⊥ is zeros. Hence (A5) is satisfied. Let n = 1, La = 2,
Lb = 1.2, Lq = 1, Da = Db = Dq = DqT = 1 and LqT = 2.
Following Proposition 3, the original LQR problem for the
graphon dynamical system with dynamics in (8) and cost in
(11) can be transformed into the LQR control problems defined
by (36), (38), (37) and (39). Based on Corollary 3, the original
problem is solved in the low dimensional subspace and each
subsystem generate its control law and implements it locally.
A simulation result is demonstrated in Fig. 2.
VI. APPROXIMATE CONTROL
If Assumption (A5)-(ii) is not satisfied, that is, A,B,Q
and QT do not admit exact low-rank representations in some
common invariant subspace, one shall approximate these
operators in some finite-dimensional subspace where their
eigenvalues are significant, since these operators are (compact)
Hilbert-Schmidt integral operators and have discrete spectrum
with zero as the only accumulation point. More explicitly,
since for a graphon A ∈ Wc, we have ‖A‖2 < ∞ and
hence the operator A is a compact operator according to
[29, Chapter 2, Proposition 4.7]. Therefore it has a countable
spectral decomposition
A(x, y) =
∞∑
i=1
λ`f`(x)f`(y), (x, y) ∈ [0, 1]2, (46)
where the convergence is in the L2[0, 1]2 sense, {λ1, λ2, ....} is
the set of eigenvalues (which are not necessarily distinct) with
decreasing absolute values, and {f1, f2, ...} represents the set of
the corresponding orthonormal eigenfunctions (i.e. ‖f`‖2 = 1,
and 〈f`, fk〉 = 0 if l 6= k). The only accumulation point of the
eigenvalues is zero [17], that is, lim`→∞ λ` = 0.
Let A = AS + AS⊥ ∈ Wc where AS is the equivalent
linear operator of A in S . That is, for all v ∈ S , Proj(Av) =
Proj(ASv) and the range of AS lies in S. Similarly define
AS⊥ , BS , BS⊥ ,QS , QS⊥ ,QTS and QTS⊥ .
Following Lemma 2, the dynamics can be decoupled as
x˙ft =[LaI+DaAS ]xft + [LbI+DbBS ]uft , (47)
˙˘xt =[LaI+DaAS⊥ ]x˘t + [LbI+DbBS⊥ ]u˘t. (48)
Naively applying the control law in Theorem 1 will ignore the
effect of AS⊥ , BS⊥ , QS⊥ , and QTS⊥ . A special case of this
type of approximations is explored and discussed in [4].
To generate approximate control laws that ensure faster rate
of convergence for (48), a variant of the implementation in
Theorem 1 can be considered.
Consider the following assumption
(A6) (i) The common invariant subspace S in (A4) of the
underlying coupling operators A, B, Q and QT is
finite-dimensional;
(ii) Furthermore, AS⊥ , BS⊥ , QS⊥ and QTS⊥ are
not known and only their operator norms are known.
Approximate Control Implementation: Let’s consider the
case where Lb > 0 and Db ≥ 0. Under (A1)-(A4) and (A6),
the approximate control law is given by the following
ut = u˘
app
t +
d∑
i=1
uopit fi , u˘ot + f ◦ uopt (49)
where f = {f1, . . . , fd},
uopt =− (I ⊗ Lb +B ⊗Db)ᵀΠtxopt ,
−Π˙t =(I ⊗ La +A⊗Da)ᵀΠt + Πt(I ⊗ La +A⊗Da)
−Πt(I ⊗ Lb +B ⊗Db)(I ⊗ Lb +B ⊗Db)ᵀΠt
+ (I ⊗ Lq +Q⊗Dq),
ΠT =I ⊗ LqT +QT ⊗DqT ,
(50)
and the approximate control in the auxiliary direction is
u˘appt = −Lbᵀpitx˘t,
−p˙it = (La +Da‖AS⊥‖op)ᵀpit + pit(La +Da‖AS⊥‖op)
− pit(LᵀbLb −DbLᵀb ‖BS⊥‖op − LbDᵀb ‖BS⊥‖op)pit
+ Lq +Dq‖QS⊥‖op,
piT = LqT +DqT‖QTS⊥‖op.
(51)
This implementation ensures the closed-loop dynamics in the
subspace S⊥ converges faster to the origin than the dynamics
under the optimal control (when AS⊥ , BS⊥ , QS⊥ and QTS⊥
are known), which is illustrated by the following analysis.
The actual dynamics of the auxiliary system is given by
(48). Since AS⊥ , BS⊥ , QS⊥ and QTS⊥ are not known and
only their operator norms are known, the cost in the auxiliary
direction may take the following form
J˜S⊥(u˘) =
∫ T
0
{〈x˘t, [(Lq + I‖QS⊥‖op)I]x˘t〉+ 〈u˘t, u˘t〉} dt
+ 〈x˘T , [(LqT + I‖QTS⊥‖op)I]x˘T 〉.
(52)
Observe that this cost is always greater than or equal to the
actual cost in the auxiliary direction given by
JS⊥(u˘) =
∫ T
0
{〈x˘t, [LqI+QS⊥ ]x˘t〉+ 〈u˘t, u˘t〉} dt
+ 〈x˘T , [LqTI+QTS⊥ ]x˘T 〉.
(53)
8(a) Comparison between the approximate control and the centralized optimal
control
(b) Projected and auxiliary dynamics under the approximate control
Fig. 3. This simulation is based on the approximate control in Section VI. The parameters in the simulation are: La = 2, Lb = 1.2, Lq = 1, LqT = 2,
Da = Db = Dq = DqT = 1. The underlying network couplings A and B are generated from a stochastic block model where connection probabilities are
given by [0.25, 0.05, 0.02; 0.05, 0.35, 0.07; 0.02, 0.07, 0.4] (see Fig. 1) and connection of the coupling weights are 5. Suppose Q = QT = A. The
size of the network is 120. The control is generated by projecting into a subspace with the three most significant eigenvalues. The following operator norms
‖AS⊥‖op = 0.280943, ‖BS⊥‖op = 0.346345, ‖QS⊥‖op = 0.280943 and ‖QTS⊥‖op = 0.280943 are supposed to be known.
That is, for all admissible control u˘, J˜S⊥(u˘) ≥ JS⊥(u˘). The
approximate control considered takes the following special
form
u˘appt = −[LᵀbpitI]x˘t. (54)
This then yields the closed-loop system dynamics
˙˘xt = [LaI+DaAS⊥ ]x˘t + [LbI+DbBS⊥ ][−LᵀbpitI]x˘t.
(55)
Assuming pi(·) is known (it comes from a Riccati equation
to be formulated), by separating the control part, an equivalent
closed-loop dynamics is given by
˙˘xt =
[
LaI+DaAS⊥ −DbLᵀbpitBS⊥
]
x˘t + [L
ᵀ
bpitI]u˘
app
t ,
(56)
where u˘appt = −[LᵀbpitI]x˘t.
The control solution in (51) solves optimally the LQR
problem with dynamics
˙˘xt =
[
LaI+ ‖AS⊥‖opDaI+DbLᵀbpit‖BS⊥‖opI
]
x˘t
+ [L
ᵀ
bpitI]u˘
app
t ,
(57)
and cost in (52). When the same control feedback gain is
applied to the dynamics in (56), the close-loop dynamics
(projected in the subspace S⊥) converges to the origin faster
than the closed-loop dynamics for (57), since the following
difference operator
∆(t) ,
[
LaI+DaAS⊥ −DbLᵀbpitBS⊥
]
− [LaI+ ‖AS⊥‖opDaI+DbLᵀbpit‖BS⊥‖opI]
=Da(AS⊥ − ‖AS⊥‖opI)−DbLᵀbpit(BS⊥ + ‖BS⊥‖opI)
(58)
is always non-positive (i.e. 〈v,∆(t)v〉 ≤ 0 for all v ∈ L2[0, 1]
and all t ∈ [0, T ]).
When (A5)-(ii) also holds, this approximate control imple-
mentation recovers the exact optimal control in Theorem 1.
A numerical illustration is shown in Fig. 3, where the un-
derlying network (or graphon) couplings contain uncertainties
and are generated from a stochastic block model as in Fig. 1.
These networks can be well approximated by low-rank models
and there is usually a clear spectral gap between the most
significant eigenvalues and the rest. Based on the low-rank
approximations, the approximate control is implemented.
VII. REGULATING COUPLED HARMONIC OSCILLATORS
Consider a very large-scale network of coupled harmonic
oscillators
x˙it = α
[
0 1
−1 0
]
xit +
1
N
N∑
j=1
aijx
j
t + β
[
0 0
0 1
]
uit, (59)
where α, β ∈ R+, xit, uit ∈ R2. Here α represents the natural
frequency of the harmonic oscillators, xit , [θit, ωit]
ᵀ is the
state (which could represent, for instance, location and velocity)
and the second component of uit represents the input force of
the ith harmonic oscillator. Suppose the objective is to design
a control law that minimizes the following cost with network
couplings:
J(u) =
1
N
N∑
i=1
{∫ T
0
[
(xit − ηzit)ᵀQ(xit − ηzit) + (uit)ᵀRuit
]
dt
+ (xiT − ηziT )ᵀQT (xiT − ηziT )
}
,
where zit =
1
N
∑N
j=1 aijx
j
t , Q,QT ≥ 0 and R > 0. Denote
La =
[
0 α
−α 0
]
, Lb =
[
0 0
0 β
]
.
Suppose the underlying graph lies in a sequence of graphs
which converges to some graphon limit, as depicted by the
sequence of graphs shown in Fig. 1. One can then formulate
the limit graphon LQR problem for systems distributed on the
underlying graph. Adopting Assumptions 1 - 5, and based upon
the subspace decompositions introduced above, the optimal
control for the limit problem is given by
ut(γ) = −Lᵀb
[
Π˘tx˘t(γ) +
d∑
`=1
Π`tx
`
t(γ)
]
(60)
9(a) Projection-based exact control and optimal control (b) Projection-based approximate control and optimal control
Fig. 4. In this simulation, graphon approximate control and exact optimal control are applied to a network of 60 harmonic oscillators. The graphon approximate
control can apply to networks of arbitrary sizes in the convergent sequence. For illustration purposes, we pick a network with 60 nodes. The underlying
graphs are generated from a stochastic model with connection probabilities [0.25, 0.05, 0.02; 0.05, 0.35, 0.07; 0.02, 0.07, 0.4] (see Fig. 1) and coupling
weights 5. In this specific example, the approximate control employs the projections into the three most significant eigendirections, the residual operators are
AS⊥ , BS⊥ = 0, QS⊥ = QTS⊥ = (I− ηAS⊥ )2 − I, and ‖AS⊥‖op = 0.3864.
where γ ∈ [γ, γ] ⊂ [0, 1] represents a subsystem in the network
with state xt(γ) ∈ R2 and control ut(γ) ∈ R2, Π˘ and Π` are
the solutions to the following matrix Riccati equations
− ˙˘Πt = Lᵀa Π˘t + Π˘tLa − Π˘tLbLᵀb Π˘t +Q,
− Π˙`t = (La + λ`I)ᵀΠ`t
+ Π`t(La + λ`I)
ᵀ −Π`tLbLᵀb Π`t + (1− ηλ`)2Q,
Π˘T = QT , Π
`
T = (1− ηλ`)2QT , 1 ≤ ` ≤ d.
(61)
An approximate control can also be generated based on (49),
(50) and (51).
For the numerical example, we set the following parameters:
α = 10; β = 1.5; Q = I; QT = 2I; R = I; η = 3; N = 60.
The couplings are represented by a graph in a convergent
sequence generated from a stochastic block model as in Fig. 1.
VIII. CONCLUSION
Important future directions include the following: 1) the case
with heterogeneous local dynamics, 2) problems with nonlinear
local dynamics, 3) the study of receding horizon control with
quadratic cost based on graphon approximate representations
and 4) the relation between graphon dynamical systems and
systems described by partial differential equations.
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