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Summary
In this work we reproduce driving techniques used by expert race drivers and ob-
tain the open-loop control signals that may be used by auto-pilot agents driving
autonomous ground wheeled vehicles.
Race drivers operate their vehicles at the limits of the acceleration envelope. An
accurate characterization of the acceleration capacity of the vehicle is required. Un-
derstanding and reproduction of such complex maneuvers also require a physics-based
mathematical description of the vehicle dynamics. Most of the modeling issues of
ground-vehicles/automobiles are addressed using classical mechanics and are already
well established in the literature. On the other hand, lack of understanding of the
physics associated with friction generation results in ad-hoc approaches to tire fric-
tion modeling. In this work we revisit this aspect of the overall vehicle modeling in
order to gain experience and insight into the dominant characteristics of tire friction
generation and to develop a tire friction model that provides physical interpretation
of the tire forces. The new model is free of those singularities at low vehicle speed
and wheel angular rate that are inherent in the widely used empirical static models.
In addition, the dynamic nature of the tire model proposed herein allows the study
of dynamic effects such as transients and hysteresis.
The trajectory planning problem for an autonomous ground wheeled vehicle is
formulated in an optimal control framework aiming to minimize the time of travel and
maximize the use of the available acceleration capacity. The first approach to solve the
optimal control problem is using numerical techniques. Numerical optimization allows
incorporation of a vehicle model of high fidelity and generates realistic solutions. Such
an optimization scheme provides an ideal platform to study the limit operation of the
xx
vehicle which would not be possible via straightforward simulation.
In this work we emphasize the importance of online applicability of the proposed
methodologies. This underlines the need for optimal solutions that require little
computational cost and are able to incorporate real, unpredictably-changing environ-
ments. A semi-analytic methodology is developed to generate the optimal velocity
profile for minimum time travel along a prescribed path. The semi-analytic nature
ensures minimal computational cost while a receding horizon implementation allows
application of the methodology in uncertain environments. Extensions to increase
fidelity of the vehicle model are finally provided.
This thesis consists of three parts. In the first part we develop a new dynamic
tire friction model by extension of the LuGre friction model for point contact of two
bodies. The point contact model is applied on the contact patch of the tire, resulting
in a distributed model of infinite dimension. The steady-state characteristics of the
distributed model are derived for comparison with existing empirical static models
and identification of the distributed model’s parameters. Finite order expressions of
the dynamics of the new tire friction model are derived in order to study its dynamic
behavior. Validation of the dynamic behavior of the proposed model is provided via
comparison with experimental data. In the second part of this thesis we introduce
the optimal control formulation of the trajectory planning problem and pursue the
solution using numerical optimization. Convergence of the optimization algorithm
depends on the complexity of the problem and the accuracy of the initial guess pro-
vided. We obtain the optimal solution by progressively increasing the complexity
of the vehicle model used. Several optimization scenarios are presented for different
road formations and different optimization cost functions, revealing different racing
styles. In the third part of this thesis finally we provide rigorous proof of optimality
of a semi-analytic methodology to generate optimal velocity profiles along prescribed
paths using optimal control theory. A receding horizon implementation is designed
introducing a dynamic scheme to determine planning and execution horizons. An
extension of the semi-analytic methodology to the half-car model with yaw stability





The need to reduce the risk for human lives as well as eliminate the effects of human
error in operating vehicles in hostile and hazardous environments (Fig. 1.1) has mo-
tivated the development of unmanned and autonomous ground, air and underwater
vehicles. Research in the area of mobile robots has led to great advances in navigation
of autonomous ground vehicles addressing problems such as position regulation and
path tracking [12, 13, 14, 15] as well as obstacle/collision avoidance [16, 17, 18, 19, 20].
A
B
Figure 1.1: Autonomous unmanned vehicles are envisioned to eliminate the risk for
human lives in hazardous environments; Military off-road vehicle and mission map.
A common assumption to date has been that the vehicle is moving relatively
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slow and a no-slipping/no-sliding condition is imposed to simplify the vehicle/ground
interaction (Fig. 1.2). Under such conditions a nonholonomic constraint is introduced
and a kinematic model is adequate to describe the equations of motion of the vehicle.
The vehicle is operating in the range of validity of the linearized dynamics away from
the adhesion limits of the vehicle/ground interface (e.g. tires) resembling the way
average drivers operate their automobiles (Fig. 1.3). It is envisioned that the next
generation of auto-pilot agents for autonomous ground vehicles will take advantage
of more of the available acceleration capacity of the vehicle, driving through each
mission as fast as possible, minimizing the exposure to danger. The ultimate goal is
to develop autonomous systems that mimic the behavior of expert race drivers that
operate at the limits of the vehicle’s handling capacity (Fig. 1.3) and intentionally
violate the no-slipping/no-sliding constraints to maximize the vehicle’s acceleration
through a course (Fig. 1.4). In such a mode of operation of a vehicle a kinematic
model is not adequate to describe the equations of motion.
(a) (b) (c)
Figure 1.2: (a) Pure rolling of the tire (No-slip condition); (b) No lateral velocity com-
ponent (No-slide condition); (c) The parallel parking maneuver is a typical example of
a vehicle mode of operation where we have low speed and the no-slip, no-slide condi-
tions hold imposing a non-holonomic constraint. The non-integrable (non-holonomic)
velocity constraint implies that the vehicle may not move sideways which makes this
maneuver somewhat difficult.
The goal of this work is to reproduce driving techniques used by expert race
drivers and obtain the reference signals (open-loop controls) for an auto-pilot agent.
As already mentioned we wish to take advantage of the whole acceleration capacity of
2
Figure 1.3: The average driver (top) operates away from the acceleration limits of
the vehicle denoted by the elliptic envelope. A race-driver (bottom) takes advantage
of the whole acceleration capacity and a linear model is not appropriate anymore to
describe the vehicle dynamics.
the vehicle and thus an accurate characterization of the acceleration envelope of the
vehicle is required. While most of the modeling issues of ground-vehicles/automobiles
are well established in the literature there still remain a few unresolved problems.
Most important is a lack of understanding of the physics associated with friction
generation, which results in ad-hoc approaches to tire friction modeling. We are
thus motivated to revisit this aspect of the overall vehicle modeling in order to gain
experience and insight on the dominant characteristics of tire friction generation.
The trajectory planning problem then needs to be formulated in an optimal control
framework aiming to minimize the time of travel and maximize the use of the available
acceleration capacity. A linear approximation of the vehicle dynamics incorporating
the simplifying assumption of no-slipping/no-sliding is obviously inappropriate when
trying to reproduce race-car drivers behavior. On the other hand, increasing the
fidelity of the vehicle model used results in increasing the complexity of the optimal
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control problem. Care must be taken such that the proposed algorithms are efficient
for online applications. This underlines the need for optimal solutions that require
little computational cost and are able to incorporate real, unpredictably changing
environments.
Figure 1.4: Navigation of mobile robots approaches (left) assume low speeds and
negligible slipping/sliding. Race drivers (right) intentionally induce slipping/sliding
of the vehicle to minimize time of travel during a race. In this work we reproduce
such techniques and obtain the open-loop controls for auto-pilot agents that will drive
autonomous vehicles.
1.2 Current State of Knowledge
Modeling for simulation and control of automotive systems has been a subject of
intense research in the literature. This research has led to several methodologies for
simulating vehicle dynamics in order to evaluate the performance of vehicles, develop
new systems to enhance safety and performance as well as to automate several tasks
during driving. Certain results can also be used to fully automate the operation of
ground vehicles and develop autonomous systems to carry out missions in hazardous
environments.
Control design requires first the development of an accurate mathematical model
that describes the dynamics of the system. Most of the modeling issues regarding
vehicle dynamics have been resolved [21, 22, 2] using classical mechanics. However,
the physics of tire friction generation are not yet completely understood and currently
a great deal of research is focused on modeling the tire forces.
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1.2.1 Tire Friction Modeling
The problem of predicting the friction force between the tire and the ground for
wheeled vehicles is of enormous importance to the automotive industry. Since friction
is the major mechanism for generating forces on the vehicle, it is extremely important
to have an accurate characterization of the magnitude and direction of the friction
force generated at the tire/ground interface. However, accurate tire/ground friction
models are difficult to obtain analytically. Subsequently, in the past several years,
the problem of modeling and predicting tire friction has become an area of intense
research in the automotive community. In particular, anti-lock braking systems (ABS)
and traction control systems rely on knowledge of the friction characteristics. Such
systems have enhanced safety and maneuverability to such an extent, that they have
become almost mandatory for all future passenger vehicles.
The most common class of tire fiction models in research and applications are the
so-called “static” models [23, 24, 25, 1, 26]. These models predict the friction force
(magnitude and direction) for constant vehicle and tire angular velocity as a static
map of the relative velocity of the tire to tire friction force. The major representative
of this class of models is Pacejka’s “Magic Formula” [1, 26]. This is a semi-empirical
model using a set of parameters to fit a mathematical formula to experimental data.
This data corresponds to steady-state (i.e., constant linear and angular velocity) tire
friction measurements in a highly controlled laboratory environment or using specially
designed test vehicles. Under such steady-state conditions, experimental data seem to
support the force vs. slip predictions of these static models. In reality, the linear and
angular velocities can never be controlled independently, and hence, such idealized
steady-state conditions are not reached except during the rather uninteresting case of
cruising with constant speed. The development of the friction force at the tire/road
interface is very much a dynamic phenomenon. In other words, the friction force does
not reach its steady-state value instantaneously, but rather exhibits transient behavior
which may differ significantly from its steady-state value. Experiments performed in
commercial vehicles have shown that the tire/road forces do not necessarily vary
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along the steady-state force versus slip curves, but rather “jump” from one steady-
state curve to the other [27]. In addition, in realistic situations, these variations
are most likely to exhibit hysteresis loops, clearly indicating the dynamic nature
of friction. Slip based static tire friction models also have inherent singularities at
low speeds/wheel angular rates due to the definitions of the slip quantities and thus
caution is required when they are applied to vehicle motion simulations.
Recently, a second class of tire friction models has been developed that capture the
dynamic behavior of friction forces – the so-called “dynamic tire friction models” [28,
29, 30, 31, 5, 32, 33, 34]. In [28] dynamic models were proposed to handle the rate-
independent hysteresis phenomena observed in practice. As an application to this
work, a dynamic elastoplastic friction model was developed in [35]. This friction
model was then applied to the longitudinal motion of a tire in [29] and extended to
the longitudinal/lateral motion in [30, 31]. Slightly different in spirit is the work in
[5] where a static map of relative velocity to friction and the dynamics of slip and slip
angle were used to predict tire friction forces by taking into consideration the effects
of length relaxation.
A significant amount of research has been conducted towards extending the low-
order dynamic friction model of [36], namely the LuGre dynamic model for point
contact, to the motion of a tire. The model of [36] is a dynamic visco-elastoplastic
friction model that accurately captures the dynamic behavior of the friction genera-
tion mechanism in the presence of relative motion between two surfaces. The LuGre
tire friction model was initially introduced in [37] and was later corrected and im-
proved upon in [34, 38] taking into consideration longitudinal-only relative motion
at the contact patch of a tire. Further extension of the longitudinal tire model of
[34, 37, 38] to the plane (longitudinal and lateral) motion of the tire has appeared
in [30, 32, 33]. In [33], the coupling of the forces in different directions has been
neglected, resulting in a set of two independent ordinary differential equations de-
scribing the deflection of the bristles at the contact patch in the longitudinal and
lateral directions. In [32], the coupling of the forces in the longitudinal and lateral
directions was taken into consideration in accordance to an extension of the static
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friction model for longitudinal/lateral motion in [1]. In [32], however, the anisotropy
of the friction characteristics in steady-state and the rotation of the wheel rim about
the vertical axis were neglected. In [39, 40] the LuGre point contact friction model
was first extended to the planar motion of a surface including rotation and then to a
tire model that captures the effects of the wheel rim rotation, using the simplifying
assumption of a uniform normal load distribution. A more complete dynamic model
is presented in [30]. This reference takes into consideration both the coupling of the
friction forces in different directions and the anisotropy of the friction characteristics
in steady-state, as well as the effects of the wheel rim rotation about the vertical axis.
In [30] a discretization of the contact patch has been used in order to achieve a finite
order expression of the dynamics, leading potentially, however, to a large number of
states. Similarly, finite order expressions of the LuGre tire model were proposed in
[30, 32, 33, 34, 37, 38] introducing approximations that, however, do not hurt the
accuracy of the model in steady-state, to obtain lumped models with as a small num-
ber of ordinary differential equations (i.e., states) as possible. Such low-dimensional,
lumped models are necessary for the development and implementation of on-line es-
timation and control algorithms [41, 42]. In particular, in the context of this work
we reserve the term “lumped model” for the mathematical description via a single
ordinary differential equation along each direction, in lieu of a distributed model with
an infinite number of states or a discretized distributed model with a large number
of states.
1.2.2 Vehicle Modeling and Control
Next, we demonstrate the current trend in research on ground vehicle (automobile)
modeling and control towards simulation for performance evaluation/enhancement
as well as development of control systems to assist the driver with or completely
automate certain tasks during driving. A few results, mainly in open-loop control,
concentrate on limit-operation of the vehicle, i.e., taking advantage of the total ac-
celeration capacity of the vehicle to perform a maneuver.
In [43] a linear model of the lateral half-car dynamics with linear friction is used
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to solve the “inverse dynamics” problem. Using as input a lateral acceleration profile
which describes a path of the lateral dynamic states, yaw rate and sideslip angle are
calculated. The steering angle, which is the actual control input, is calculated analyt-
ically from the lateral states, while the longitudinal velocity is considered constant.
In [44] the linear lateral dynamics of a “half-car” model (with linear tire fric-
tion) is used to design sliding steering controllers for automatic path tracking using
robust estimators with vehicle position and yaw rate measurements. Nonlinearities
are introduced into the problem arising from saturation constraints on the steering
angle. The longitudinal dynamics are not taken into consideration and the vehicle
velocity is treated as a constant parameter. In [45] linear and nonlinear controllers
are designed for the same problem using a linear model with linear tire friction. Once
again, the velocity of the car is considered as a constant, but uncertain, parameter.
In [46] yaw rate feedback is used to make the yaw rate dynamics unobservable from
the lateral motion dynamics. The controller makes the yaw dynamics stable and the
human driver is left to deal with the lateral position dynamics. In this work the
lateral tire forces are treated as unknown parameters. An alternative method for
decoupling yaw motion from lateral motion is presented in [47]. Instead of yaw rate
feedback, a measurement of the position error of a look ahead point at some distance
in front of the vehicle along the path is used. The car model is assumed to be linear
with linear tire friction. In [48] and [49] a definition similar to [47] of a “look ahead
offset” is used with linear feedback to design a steering controller to achieve tracking.
A nonlinear model with linear tire friction is used. The linearized model is consid-
ered to prove local stability. Still, in this work the longitudinal dynamics are not
taken into consideration. In [50] another path tracking controller is designed using
4-wheel steering (4WS) and direct yaw control (DYC). In [51] digital optimal control
with road preview is used to design a steering controller for path tracking minimizing
the tracking error. A linearized “half-car” model with linear friction is used while
the longitudinal dynamics are neglected and the longitudinal velocity is treated as
a parameter. In [52] an open-loop and a closed-loop controller are presented for the
problem of path tracking of a “half-car” model (linear with linear friction, no longi-
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tudinal dynamics) through a lane change maneuver. The form of the control input
(steering angle) is pre-specified and contains parameters optimized for travel time
minimization. The closed loop controller is based on a single preview point feedback
which provides the deviation from the path generated by the open loop controller.
A nonlinear, four-wheel car model is used in [53] to design a steering controller for
heading angle and combined heading angle - yaw rate tracking. The model and the
controllers are written in terms of the friction forces. It is suggested that the friction
forces can be estimated. The nonlinear lateral vehicle dynamics with linear friction
are used in [54] to design a steering controller for the C.G. of the vehicle to track the
centerline of the road.
Several references can be found in the literature that deal with the combined lon-
gitudinal and lateral control of an autonomous vehicle. In [55, 56, 57, 58] a half-car
model with linear tire friction is considered and a combined longitudinal and lateral
motion controller for regulation and path tracking is designed based on a Lyapunov
approach. In [59] a numerical optimization problem is solved to obtain the open-
loop control inputs (longitudinal and lateral) for the case of path tracking. Using a
singular perturbation context, the longitudinal control input is considered to be the
longitudinal slip of the wheels. A controller is then proposed for the torque input
to track the desired longitudinal slip history. In [60] combined longitudinal and lat-
eral control design is presented for the problem of target following in a truck convoy.
The longitudinal controller guarantees that a safety distance is kept between the con-
trolled (following) and the leading (target) vehicle. The steering (lateral) controller
eliminates the offset angle between the velocity vector of the following vehicle and the
longitudinal axis of the target. Nonlinear dynamics for the truck vehicles are used,
however linear friction model is adopted. Another result on combined lateral and
longitudinal control for the target following problem of a vehicle in an Automated
Highway System is presented in [61]. A nonlinear bicycle model using Pacejka’s
“Magic Formula” for the tire forces, including aerodynamic forces and longitudinal
weight transfer is introduced. Sliding controllers are designed to regulate the longi-
tudinal spacing between follower and target and the lateral deviation of the center of
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the front bumper of the follower from the road centerline. The control inputs are first
considered to be the friction forces and then by solution of the associated inverse dy-
namics the real control inputs (steering angle and engine torque) are calculated. The
combined control problem is taken into consideration in [62]. A complete nonlinear
car model is used and a nonlinear steering controller using state and “look-ahead”
measurement feedback is proposed for path following. At the same time a second con-
troller is proposed for the longitudinal control in order to track a specified velocity
profile generated by means of numerical optimization.
Next we present results in open-loop control of automobiles in the literature.
Expert race-car drivers operate the vehicles at the limits of their stability envelope,
which makes the role of the different vehicle parameters involved extremely difficult to
investigate solely by means of numerical simulation. To this end, numerical optimiza-
tion techniques have been used in the literature in order to reproduce trajectories
and driving techniques similar to those of expert race-car drivers. In [63] numeri-
cal optimization for a car performing a “lane change” maneuver is presented. The
inverse dynamics are solved by an optimization algorithm which provides the open-
loop control history. The car model used in [63] is rich in the sense that it includes
a nonlinear tire model, load transfer effects and both lateral and longitudinal control
inputs. The task of path tracking is attacked by including the position error from the
specified path in the cost function; this way one avoids the use of state constraints.
In [64] the Newton-Raphson algorithm is used in order to calculate steering and brak-
ing/accelerating inputs for a car to perform a specific maneuver, defined by lateral
and longitudinal acceleration profiles, within some tolerances. The vehicle model is a
comprehensive multi-body dynamics model which includes suspension dynamics and
nonlinear tire friction model. There are no optimization considerations in [64] and the
main use of the approach is to compare the response of different vehicles performing
the same maneuver.
In [65] numerical solutions of the optimal control problem of a car performing
a “lane change” maneuver are presented in order to compare different approaches
for rear wheel steering. The path to the followed by the vehicle is included in the
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cost function, as in [63]. More recently, in [66] the numerical solution of the optimal
time problem for a car driving through a segment of the Suzuka F1 circuit has been
presented. An accurate 3D description of the road is used which even includes bank.
The car model used in that reference is over-simplified, however, as the vehicle is
regarded as a particle. Another approach for the numerical optimization problem is
presented in [67]. The constraint of the road is included as an additional term in
the cost function, while a comprehensive 4-wheel car model, including nonlinear tire
friction, load transfer, aerodynamic forces and driveline constraints is used. In [68]
the authors have solved a similar optimization problem as in [67] using an equally
rich car model and a more efficient optimization algorithm. In addition, the role of
yaw inertia was studied in that reference. In [69] the authors presented the optimal
time solution for the Suzuka and Barcelona F1 circuits and studied the influence of
vehicle mass to the optimal trajectory. A change of the independent variable from
time to distance travelled in the path is common in the above numerical optimization
approaches and makes the optimization problem one of fixed final “time” which is
easier to converge. At the same time, this change of independent variable introduces
a singularity at high vehicle slip angles. High vehicle slip angles are not typically
encountered in F1 race driving; they are, however, often noticed in off-road rally
racing (Fig. 1.4).
Numerical optimization techniques, as presented above, incorporate accurate, high
order dynamical models in the optimization process and thus produce quite realistic
results. However, these numerical optimization approaches are computationally costly
and may not be appropriate for real-time implementation. In order to develop a
scheme for fast autonomous vehicle operation that can be applied in real time, we need
a method that produces optimal or near optimal solutions with low computational
cost. Such methods have been proposed, for instance, in [70, 71] and [72]. The
path in these references is designed using geometric principles, and an “intuitively
optimal” velocity profile is generated using a semi-analytical approach, by taking
into consideration the maximum acceleration available to the vehicle at each point
on the path.
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These open-loop control approaches have been used by researchers to gain intuition
on the governing dynamics of ground vehicles as well as study the role of several vehicle
parameters in the vehicle’s handling characteristics. It is envisioned that efficient
methods to generate optimal open loop control inputs and reference trajectories for
autonomous vehicles may be developed.
1.3 Objectives
In what follows we define the objectives of this work keeping in mind the motivation
and limitations of current results as presented above. The first step, before we can even start studying racing techniques and obtaining
reference signals for auto-pilot agents, is to gain experience and intuition on
the vehicle dynamics. That requires the development of a vehicle model that
provides physical interpretation of the phenomena taking place and enough
fidelity to incorporate all dominant characteristics of the dynamics.
Tire modeling is our first concern since there exists no established theory to
explain the physics of tire friction generation. We follow a different path than
the one usually followed in the literature. Since the physics are not understood,
researchers typically use semi-empirical models based on experimental observa-
tions. In this work we aim to develop a tire model starting from point-contact
friction models that provide a physical interpretation of the friction forces as
a result of elastic deformation of the surfaces in contact. The dynamics of the
friction generation mechanism is then applied to the contact patch of a tire on
the road leading to a dynamic tire friction model. Features neglected in related
results [30, 33, 32], such as coupling of the friction components in longitudi-
nal/lateral directions, non-homogeneous static and dynamic friction character-
istics and rotation of the wheel rim about a vertical (steering) axis, are now
taken in consideration. The dynamic nature of the new tire model makes it
more appropriate for simulations and control design since several singularities
12
and discrepancies of existing static tire models will be avoided. Low order ex-
pressions of the distributed tire model need to be derived for control/estimation
applications. In this work we pursue the derivation of finite order expressions
that not only capture the steady-state behavior of the distributed model but
also its exact dynamic behavior. This allows us to validate existing low-order
approximations.
Overall vehicle modeling is visited next. Most of the issues of automobile sys-
tems modeling have been resolved using classical mechanics. The problem is to
establish a model which is rich and accurate enough to allow us to identify and
interpret race driving techniques in simulations and, on the other hand, simple
enough to make numerical simulations and optimization feasible. The problem of trajectory planning is addressed next. In this work we choose
an optimal control formulation seeking the solution to the minimum time prob-
lem in order to investigate the driving techniques of expert race drivers. Our
first optimization approach is the use of numerical techniques in accordance to
existing results in the literature. However in this work we do not allow sin-
gularities at high vehicle slip angles by choosing time to be the independent
variable. We also choose appropriate control inputs such that racing techniques
that violate the coupling of controls (e.g. “handbrake cornering” and “left foot
braking” for independent braking/acceleration of the wheels of each axle) may
be reproduced.
The advantage of this approach is that it provides freedom to choose the fidelity
of the vehicle model in order to generate realistic solutions and study higher
order effects such as load transfer and suspension dynamics. On the other hand,
we expect increasing computational cost with the increase of the vehicle model’s
level of detail. Unpredictable environments cannot be incorporated (Fig. 1.5)
and the numerical optimization scheme seems to show little promise of ap-
plicability in real-time. In addition, convergence of the optimization algorithm
depends on the accuracy of an initial guess of the optimal solution that needs to
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be provided by the user. To this end we perform a study with increasing level of
detail of the dynamical model. We also consider several optimization scenarios
with different optimization costs in order to reproduce several racing styles. The
numerical optimization scheme still remains a powerful tool for off-line applica-
tions, such as experimentation with vehicle dynamics, vehicle parameter tuning
and optimization, as well as reference signal generation for trajectory planning
in unchanging environments. In order to overcome the major limitation of the numerical optimization schemes
(high computational cost) we next seek analytic solutions of the trajectory op-
timization problem. Initially we provide a rigorous proof of optimality of the
semi-analytical method of [70, 71] and [72], and address problematic cases where
loss of controllability occurs, neglected in these references.
Apart from the low computational cost, the optimization approach has to satisfy
the requirement of applicability in unpredictably changing environments for
on-line implementation (Fig. 1.5). We design a receding horizon optimization
scheme, where the optimal solution is executed up to a finite horizon and then
recalculated from the current position, allowing changes in the environment in
the mean time to be taken into consideration. We have to ensure that at the
end of each executed subarc the vehicle can reach a “safe state” (for example
complete stop) no matter the changes in the environment outside the planning
horizon. Such robustness guaranties are provided by design of a dynamic scheme
that determines planning and execution horizons.
An analytic approach to a complex optimization problem such as the maneu-
vering of a wheeled vehicle subject to saturation constraints is very likely to
compromise the fidelity of the dynamical model used. Care is taken and the
necessary extensions are provided such that no important feature of the vehicle
dynamics is left out from the formulation of the optimal control problem.
Finally, the analytic solution approach, except from satisfying the requirements
for on-line applications, also provides a useful tool to generate “good” initial
14












The LuGre Tire Friction Model:
Derivation and Steady-State
Characteristics
Lack of understanding of the physics of the dry friction generation mechanism poses
a major challenge in developing mathematical models to predict tire friction. The
automotive community currently copes with this challenge through collection of char-
acteristics and properties of the tire friction by means of experimental observation
and the development of empirical models.
In order to isolate and quantify the role of a specific parameter in the tire friction
generation mechanism several experiments for different values of this parameter are
necessary under fixed overall tire operating conditions. Such ideal operating condi-
tions may only be achieved in a highly controllable experimental facility as in Fig. 2.1.
The collected friction force data corresponds to steady-state conditions of constant
vehicle speed v, wheel angular velocity ω and slip angle α (refer to Fig.2.2), normal
load, road condition, tire temperature, inflation pressure etc.
The automotive community has reached an agreement as far as the component
decomposition of the total friction force developed at the contact patch of a tire
(Fig. 2.10). These components are the longitudinal tire force fx, also referred to as
accelerating/braking force, and the lateral tire force fy, also referred to as cornering
17
Figure 2.1: Laboratory tire test machine for the characterization of tire friction prop-
erties [2].
force. It is observed that, along with the longitudinal and lateral friction force com-
ponents at the center of the contact patch, a moment Mz about the vertical axis is
required to complete the overall tire friction force decomposition. Such a moment
appears during cornering and opposes the increase of the slip angle α. This moment
is referred to as “aligning torque” and is a result of the fact that the total force acts

















Figure 2.2: Force and velocity components at the contact patch between the tire and
the ground
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Experimental observation of the tire behavior under different operating conditions
led to several major conclusions about the tire friction generation mechanism. Most
important is the dependence of the generated friction force on the relative velocity
between the tire and the road. The relative velocity at the contact patch is typically
quantified by the non-dimensional slip quantities, longitudinal slip sx and lateral slip







for ωr ≥ Vx (acceleration)
−1 + ωr
Vx
for Vx ≥ ωr (braking)
(2.1)




In all tire force characteristics with respect to a slip quantity, as in Fig. 2.3, we observe
a distinct maximum at the end of an approximately linear region (adhesion region).
Other observations on tire friction come to agreement with what is already estab-
lished by experience in dry (Coulomb) friction. For example, it is observed that the
friction force is approximately a linear function of the normal load applied on the tire




, i = x, y (2.3)
In addition, an eminent dependence of the tire friction forces on the type and/or
condition of the contact surface (Fig. 2.3(c)) exists. It is clear, even to the average
driver, that the tire capacity to generate friction is reduced on a wet or icy road.
Figure 2.3(d) shows the dependence of tire friction to the vehicle (tire translation)
speed. We observe that the friction force capacity of the tire is reduced with increasing
vehicle speed.
Finally, Fig. 2.4 reveals the coupling of the longitudinal and lateral components
of the tire friction force. As mentioned above the tire’s capacity to generate friction
is limited by a distinct maximum for the longitudinal (Fig. 2.3(c),(d)) and lateral
(Fig. 2.3(a)) directions. The experimental plot of Fig. 2.4 shows that the limited
tire capacity translates to an elliptic (or circular) envelope in the fx− fy plane which
provides coupling between longitudinal and lateral components. For example, let that
19
the tire operates such that the maximum braking force is produced. That is a point
on the friction envelope and no lateral (cornering) force is available.
(a) (b)





























































Figure 2.3: Lateral friction force (a) and aligning moment (b) with respect to slip
angle α for different normal loads [2]; Tire friction characteristics for different contact
surfaces (c) and different vehicle speeds (d) [3].
The discussion above cannot do justice to the amount of effort put to research
in tire friction. It is just an introduction to the methodologies currently used by
the industry to overcome the challenges associated with tire friction modeling and a
few only of the major conclusions of this research. In this chapter we describe the
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development of a new dynamic tire friction model from first principles, aiming to
introduce physical interpretation to the modeling process. This is in contrast to the
empirical models that are widely used in research of vehicle dynamics. The major
representative of this class of models, Pacejka’s “Magic Formula” is briefly described
in the next session. The limitations of the steady-state empirical class of models
provide additional motivation for a new approach in tire friction modeling.
2.1 Pacejka’s ‘Magic Formula’
A typical example of an empirical tire friction model is Pacejka’s ‘Magic Formula’
(MF) [1, 26, 73]. In this model a mathematical formula is proposed to generate fric-
tion forces and moments characteristics versus longitudinal and lateral slip quantities
to fit experimental data. The experimental data in this case correspond to steady-
state operation of a tire, that is constant speed, angular rate and slip angle. Such
conditions are practically realizable only in highly controllable experimental environ-
ments (Fig. 2.1).
The ‘Magic Formula’ is as follows
y = Dsin(Carctan(Bφ))
φ = (1 − E)x+ (E/B)arctan(Bx) (2.4)
or in a simplified version
y = D sin(Catan(Bx)) (2.5)
In these formulas y is either the longitudinal and lateral tire friction forces Fx and
Fy respectively, or the aligning torque Mz and the input x is either the longitudinal
slip sx or the slip angle α. The parameters B, C, D and E are identified such
that the characteristics generated by the MF fit experimental data. There is no
physical interpretation of the friction generation mechanism and thus the name ‘Magic
Formula’. The same formula (2.5) with different sets of parameters is used to produce
Fx vs. sx, Fy vs. α and Mz vs. α plots. Each set of parameters corresponds to the
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specific steady-state velocity, normal load, contact surface, temperature, pressure etc
conditions under which the experiment was conducted. As we can see in Fig. 2.5 [1]
we can achieve excellent data fitting with (2.5) in cases of pure acceleration/braking
or pure cornering.
For the combined longitudinal and lateral motion of the tire there is an extension of
the ‘Magic Formula’ to include the ‘friction circle property’ discussed in the previous






The total friction force F (s) on the tire is then computed using the ‘Magic Formula’
(2.5) where x is substituted by the total slip s. The longitudinal and lateral compo-








F 2x + F
2
y (2.8)
and the total friction F (s) is limited in a circle of radius equal to the maximum given
by the ‘Magic Formula’ (2.3).
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Figure 2.4: Experimental friction circle diagram [2].
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Figure 2.5: Fx vs sx, Fy vs α and Mz vs α ‘Magic Formula’ plots fitted to experimental
data from [1].
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Figure 2.6: fx and fy ‘Magic Formula’ plots for combined longitudinal and lateral
tire motion from [1].
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2.2 Derivation of the LuGre Dynamic Tire Fric-
tion Model
The widely used class of steady-state empirical models, such as Pacejka’s MF of the
previous section, provide a useful approach to tire friction modeling. Such models,
however, provide no information about the transient behavior of the tire friction
forces and they are designed to capture only the steady-state operation of a tire. In
addition, they provide friction force predictions as functions of the slip quantities
(2.1) and (2.2) which are ill-defined in low speeds. Singularities of the slip quantities
are directly transferred to the predicted friction forces through a static map (such as
the MF).
A new approach to tire friction modeling is presented next. A physics-based
dynamic friction model for point contact, the LuGre friction model [36], is applied
to the contact patch of a tire and a new tire friction model is developed from first
principles. The new model provides physical interpretation of the friction forces as a
result of elastic deformation of the surfaces in contact. Its dynamic nature allows the
study of the transient behavior of tire friction while the singularities associated with
slip quantities are avoided.
In particular, in what follows we first present a methodology that allows one to
derive a static friction model for combined 2D (longitudinal and lateral) motion.
Using this methodology, we obtain a whole class of dynamic friction models. As
a special case, we present the LuGre friction model for 2D motion which reduces
nicely to the longitudinal motion model in the 1D (longitudinal) case [36]. Next, we
derive a distributed tire friction model for the longitudinal/lateral motion of the tire
by discretization of the contact patch and application of the point-contact friction
model. We finally calculate the steady-state expression of the distributed tire model
and compare it with Pacejka’s MF model to determine a set of realistic parameters
for the former.
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2.2.1 Two-Dimensional Coulomb Friction Model
Recall that the Coulomb friction model for the linear translation of a body, with











−µk for vr > 0,
[−µs, µs] for vr = 0,
µk for vr < 0
(2.9)
where µk is the kinetic and µs is the static friction coefficient. The friction force is
given by F = µFn where Fn is the normal load. Typically, µs ≥ µk > 0.
Consider now the simple case where µs = µk. We can derive the same model as
in (2.9) by applying the Maximal Dissipation Rate Principle [74] to the following set
of admissible friction coefficients
C = {µ ∈ R : |µ−1k µ| ≤ 1}. (2.10)
Notice that if µk = µs then µ ∈ [−µk, µk] is equivalent to the condition µ ∈ C. The
dissipation rate is the product of the friction force with the relative velocity
D(vr, µ) := −µFnvr
The Coulomb friction force coefficient µ∗ is the one in the admissible set that maxi-
mizes the dissipation rate, i.e.,
µ∗ = argmaxµ∈C[−µFnvr(t)], ∀vr,∀t > 0 (2.11)
Theorem 1 ([30]) The solution to (2.10), (2.11) is given by
µ∗ = −sign(vr)µk (2.12)
and the maximum dissipation rate is
D(vr, µ
∗) = −µ∗Fnvr = µkFn|vr| (2.13)
Proof For µ ∈ C the following holds
−µµ−1k µkvr ≤ |µµ−1k µkvr| = |µµ−1k ||µkvr| ≤ |µkvr| = µk|vr|
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which implies,
µk|vr| ≥ −µµ−1k µkvr
µk|vr| ≥ −µvr
sign(vr)µkFnvr ≥ −µFnvr
−µ∗Fnvr ≥ −µFnvr, ∀µ ∈ C
Thus, we have D(vr, µ
∗) = −µ∗Fnvr = µkFn|vr| ≥ D(vr, µ), ∀µ ∈ C. 
Next, consider the case of plane (2D) translation of a body with velocities vrx, vry
relative to the contact surface along the longitudinal and lateral directions, respec-








 > 0 (2.14)
be the matrix of kinetic friction coefficients, with µkx and µky the friction coefficients
for longitudinal motion along the x and y directions, respectively. In general µkx and
µky are different [30].
In analogy to (2.10), the set of admissible friction coefficient vectors µ = [µx µy]
T
may now be defined as
C = {µ ∈ R2 : ‖M−1k µ‖ ≤ 1}, (2.15)
where ‖.‖ denotes the Euclidean norm. The Coulomb friction force coefficient will
again be the one from the admissible set that maximizes the dissipation rate. Thus,
µ∗ = argmaxµ∈C[−FnµTvr(t)], ∀vr,∀t > 0 (2.16)
Theorem 2 ([30]) The solution to (2.15), (2.16) is given by





and the maximum dissipation rate is
D(vr, µ
∗) = −Fnµ∗Tvr = Fn‖Mkvr‖ (2.18)
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Proof For µ ∈ C and by the Cauchy - Schwarz inequality the following holds
−µTM−1k Mkvr ≤ |µTM−1k Mkvr| ≤ ‖µTM−1k ‖‖Mkvr‖ ≤ ‖Mkvr‖
which implies











−Fnµ∗Tvr ≥ −FnµTvr, ∀µ ∈ C
Thus, we have that D(vr, µ
∗) = −Fnµ∗Tvr = Fn‖Mkvr‖ ≥ D(vr, µ) for all µ ∈ C. 
Observe that µ ∈ C does not imply dissipativity of the friction force. Actually,
µ ∈ C implies −µ ∈ C and if FnµTvr ≥ 0 then −FnµTvr ≤ 0. On the other hand,
conditions (2.10), (2.11) or (2.15), (2.16) together imply dissipativity of the friction
force. Since 0 ∈ C, it follows that Fnµ∗Tvr ≤ 0. The set C provides bounds for the
friction forces and also coupling between the forces in different directions; see Fig. 2.7.
In the case where µkx = µky = µk then µ ∈ C ⇔ ‖µ‖ ≤ µk which is a circle in the
µx − µy plane. Observe that for µ∗ from (2.17) we have that ‖M−1k µ∗‖ = 1 which
means that the predicted Coulomb friction coefficient µ∗ always lies on the boundary
of the friction ellipse (Fig 2.7). Thus, the set of admissible friction coefficients can be
rewritten as
C = {µ ∈ R2 : ‖M−1k µ‖ ≤ ‖M−1k µ∗‖} . (2.19)
Finally, observe that the maximization of the dissipation rate was done for the case
where vr 6= 0. Obviously when vr = 0 the dissipation rate D(vr, µ) = 0 regardless of
the value of µ. In this case the friction coefficient is bounded by the static friction







 > 0 , (2.20)
is the matrix of static friction coefficients.
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Figure 2.7: Set C of admissible coefficients for the two-dimensional Coulomb case.
2.2.2 A Class of Two-Dimensional Dynamic Friction Models
Using the set C of admissible friction coefficients and the Maximal Dissipation Rate
Principle in [30, 74] dynamic friction models for the 2D motion of a body are de-
rived. In this section we summarize the results of [30, 74] which will be useful in
our developments. Dynamic models assume that friction is generated due to the in-
teraction forces between microscopic bristles at the contact area; see Fig. 2.9. Most
importantly, dynamic friction models can capture the Stribeck effect [36], according
to which the steady-state friction coefficient decreases monotonically with vr and the
kinetic friction coefficients µkx and µky provide bounds for the friction coefficient com-
ponents only asymptotically, i.e. as ‖vr‖ → ∞ (Fig. 2.8). To this end, let Mk as in







 > 0 (2.21)
be the matrix of stiffnesses of the bristles. Denote by u the relative deformation of a
bristle at the contact area of the body and by F = µFn the associated force. Consider
the elastic and plastic deformations ue = −FnK−1µ and up = u− ue respectively, as
30










Figure 2.8: The Stribeck effect.
shown in Fig. 2.9. Dissipation depends only on the plastic deformation. Therefore,
D(u̇p, µ) = −FnµT u̇p is the dissipation rate that must be positive and maximal.
The friction coefficient µ∗ is then given by the following Quasi-Variational Inequality
(QVI) [30]
D(u̇p, µ
∗) ≥ D(u̇p, µ) ⇒ −(u̇+ FnK−1µ̇∗)T (µ∗ − µ) ≥ 0 (2.22)
∀ µ ∈ C = {µ ∈ R2 : ‖M−1k µ‖ ≤ ‖M−1k µ∗‖} (2.23)
Observe that, in analogy to the Coulomb model of the previous section, the solution µ∗
of the friction model is the one in the admissible set C that maximizes the dissipation
rate. Observe also that we use the expression (2.19) for the set C which provides
the coupling between the friction coefficient components. One cannot use here (2.15)
because this expression, in addition to the coupling of the components, implies that
the friction coefficient components are bounded by the Coulomb friction coefficients
at all time, which contradicts the Stribeck effect (see previous discussion).
The QVI (2.22)-(2.23) has many solutions. In [30, 74] a class of solutions is proposed,
generating a class of dynamic friction models as follows
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Figure 2.9: Microscopic view of dynamics of friction.
Theorem 3 ([30]) Any solution µ∗ of
−FnK−1µ̇∗ − λ(u, u̇, µ∗)M−2k µ∗ = u̇ (2.24)
where µ∗(0) = µ0, satisfies (2.22)-(2.23) for all λ(u, u̇, µ
∗) ≥ 0.
Proof Denote u̇p = u̇ − FnK−1µ̇. For µ ∈ C and by the Cauchy-Schwarz inequality
the following holds
−u̇Tp µ ≤ |u̇TpMkM−1k µ| ≤ ‖Mku̇p‖‖M−1k µ‖ ≤ ‖Mku̇p‖‖M−1k µ∗‖ (2.25)
Note that (2.24) implies that
−FnK−1µ̇∗ − λ(u, u̇, µ∗)M−2k µ∗ = u̇
u̇+ FnK
−1µ̇∗ = −λ(u, u̇, µ∗)M−2k µ∗
Mku̇p = −λ(u, u̇, µ∗)M−1k µ∗
with λ(u, u̇, µ∗) ≥ 0. It follows that (2.25) implies that
−u̇Tp µ ≤ −u̇TpMkM−1k µ∗ = −u̇Tp µ∗
Thus we have that D(u̇p, µ
∗) ≥ D(u̇p, µ) for all µ ∈ C. 
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Several multi-dimensional dynamic friction models can be derived using (2.24) by
choosing different scalar functions λ(u, u̇, µ∗). The LuGre model [74] corresponds to
the specific choice









where g̃(‖Mku̇‖) → 0 when u̇ → +∞. Note that we wish a model which asymptoti-
cally (as u̇ → +∞) approaches the Coulomb model (2.17) presented in the previous
section. Therefore, the function g(u̇) characterizes the steady-state of our dynamic





and λ(u̇) → ‖Mku̇‖ (2.28)










exactly as in (2.17). This justifies the choice of the particular λ(u, u̇, µ∗) in (2.26).
2.2.3 LuGre Friction Model for 2D Motion
The LuGre friction model proposed in the previous section assumes that the friction
is proportional only to the deflection (elastic deformation ue) of the bristles at the
contact point. Henceforth, we will refer to ue as the internal friction state and we
will denote it by z. In fact, it has already been assumed that µ = −(K/Fn)z and
thus µ̇ = −(K/Fn)ż. In order to include the dependence of the friction on the rate
of z and the relative velocity at the point of contact u̇, i.e., in order to include the
damping and the viscous friction effects, we rewrite equation (2.24) in terms of the
internal friction state z. We then have [36]





where for the LuGre model the function λ(u, u̇, z) is given in (2.26). Finally, we choose
g(u̇) and g̃(u̇) to be able to recover the LuGre friction model of [36] for longitudinal


















where Ms is the matrix of static friction coefficients as in (2.20) and vs and γ are
parameters used to achieve desirable steady-state behavior [34, 36]. Finally, the





















Equations (2.26), (2.30), (2.31) and (2.32) represent the LuGre friction model for
combined longitudinal/lateral motion. This model reduces to the longitudinal motion
model of [36] in the 1D case.




















The proposed friction model is then written as follows
żi = vri − C0i(vr)zi (2.34a)





, i = x, y (2.35)
The scalar function λ(vr) is given by (2.26) and the function g(vr) by (2.31). Observe
that the forces in the x and y directions are coupled due to λ(vr). This is consistent
with the two-dimensional Coulomb friction model in (2.17) and Fig. 2.7.
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2.2.4 Two-Dimensional LuGre Tire Friction Model
In this section we apply the LuGre friction model for 2D motion at the contact patch
of a tire in order to derive a model for the tire-road contact forces and moments.
We follow an approach similar to that in [37, 34]. To this end, we assume that
the contact patch of the tire (the area of contact with the road) is approximately
rectangular (Fig. 2.10). We divide the contact patch into infinitesimal elements. For
each element we apply the point LuGre model for 2D motion of equations (2.34)-
(2.35). In order to find the total forces and moments we then integrate the forces
of each element along the patch. It should be mentioned that although we will keep
referring to this friction model as 2D model, it will be in fact a 3-dof model since not











time: t time: t+ dt
zi(t, ζ)
zi(t+ dt, ζ + dζ)
Figure 2.10: Frame of reference and velocities at the contact patch. Derivation of the
distributed tire model.
To this end, let v denote the velocity of the vehicle and let ω denote the angular
velocity of the wheel of radius r. Let α be the side slip angle of the wheel, that is, the
angle between the velocity vector and the x (longitudinal) body axis of the tire. Let
us also assume, for the time being, that the wheel rim is not rotating with respect
to the vertical axis, i.e., the steering angle is constant. In general, the velocity of the
tire has components in both x and y axes. The relative velocity components of the
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elements in the contact patch with respect to the ground are
vrx = ωr − v cos(α) (2.36a)
vry = −v sin(α) (2.36b)
Considering a frame fixed on the contact patch, we observe that the tire elements
move only along the length of the patch (ζ direction). For each tire element on the
patch we can compute the friction using the LuGre model of the previous section.
The internal friction states zi (i = x, y) now become functions of both time t and the
position of the element on the patch ζ.
Let zi(t, ζ) denote the deflections of the patch element along x and y directions re-
spectively, located at the point ζ with respect to the patch frame at a certain time t.
Consider the total deflection of this element between two time instances t and t+ dt.
Since during the time interval dt the element has moved to the location ζ + dζ, and
using (2.34) we have that the total deflections dzi are






dt and using the fact that dζ/dt = |ωr|, the friction model is









|ωr| = vri − C0i(vr)zi(t, ζ) (2.37a)








µi(t, ζ)fn(ζ)dζ, i = x, y (2.38)
where fn(ζ) is the normal load distribution (force per unit length) along the contact
patch and L is the length of the patch. The force distribution along the y direction












For ω = 0 equation (2.37a) reduces to equation (2.34a) of the point contact LuGre
model for ω = 0. This is in agreement with the physics of the problem, as in this case
the tire is a body in pure translation and its dynamics should coincide with those of
a point-contact dry friction model, which are given by equation (2.34a).
To evaluate this distributed model we compare it against other tire models. In
the following we compare the forces predicted by the previous distributed model, in
steady-state, with the MF model.
2.3 Static Behavior of the LuGre Tire Model
2.3.1 Steady-State Conditions
The steady-state characteristics of the model (2.37) are obtained by setting ∂z(t,ζ)
∂t
= 0,
and by imposing that the velocities v and ω (and hence vr) are constant. In this case,





|ωr| (vri − C0i(vr)zi(t, ζ)) , i = x, y, ω 6= 0 (2.40)
Enforcing the boundary condition zi(t, 0) = 0 (no deflection at the entry point of the
patch) and the steady-state conditions of constant v and ω, we may integrate (2.40)
to obtain
















, i = x, y (2.42)
We can now compute the steady-state expressions for the forces and the alignment























Before we proceed with our analysis, a few words about the normal load distrib-
ution fn are in order. One may be tempted to assume uniform load distribution i.e.
fn = const. This is not a realistic assumption, because the uniform load distribution
does not satisfy the natural boundary conditions of zero normal load at the edges of
the patch. In addition, the uniform load distribution would lead to an aligning torque
that does not change sign at higher lateral slip angles, as observed in practice. An
empirical plot of the normal load distribution along the contact patch, taken from [4]
is shown in Fig. 2.11(a). Several possible approximations of the normal load distrib-
ution are shown in Fig. 2.11(b). At this point, we adopt a trapezoidal distribution,











α1ζ for 0 ≤ ζ ≤ a,
fmax for a ≤ ζ ≤ b,
α2ζ + β2 for b ≤ ζ ≤ L
(2.45)
with fmax being the maximum value of the normal load distribution. Here a and b





, α2 = −
fmax
L− b, β2 =
Lfmax
L− b . (2.46)








Note that the trapezoidal normal load distribution satisfies the associated boundary
conditions and allows the effects of the pneumatic trail to appear (sign change in the
aligning torque characteristic). It is quite simple to integrate leading to a relatively
simple average lumped model that we discuss later on. A more realistic expression for
the normal load can of course be used in equations (2.38) and (2.39), thus resulting
in a higher fidelity model. However, such higher order normal distributions would














Figure 2.11: (a) Empirical plots of normal load distribution taken from [4]; (b) Pos-
sible choices of fn(ζ)
Using the solution zssi (ζ) of the internal friction state zi(t, ζ) in steady-state from
(2.41), along with the expressions (2.43) and (2.44) for the steady-state forces and
moment and equation (2.45) for the normal load distribution, the following expres-
sions for the distributed steady-state forces and moment of the distributed model can
be calculated.
The steady-state forces are:


























































+ β2 (L− b)
)
, i = x, y
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The steady-state aligning torque is:








































































































































































































z plots shown in Fig. 2.12. Steady-state plots of longitudi-
nal and lateral forces with longitudinal slip rate, and for different constant values of
lateral slip α, plots of longitudinal and lateral forces with lateral slip and for different
constant values of longitudinal slip, as well as the friction ellipse plots are shown in
Fig. 2.13 and Fig. 2.14. These figures are in qualitative agreement with similar curves
found in the literature [1, 21].
2.3.2 Parameter Identification
In this section, we propose a method to identify the unknown parameters in (2.37) by
comparing the steady-state characteristics of the model to steady-state data. Such
40





























s = 0.03 
Figure 2.12: Steady-state forces F ssx , F
ss
y and aligning moment M
ss
z (Fn = 2000Nt).
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Figure 2.13: Steady-state forces for several constant values of the slip angle (Fn =
2000Nt).
steady-state data are easily obtainable by experiments and can be readily found in
the literature [1]. In particular, we compare the forces and aligning moment predicted
by the steady-state expressions (2.41)-(2.44) to the forces and moment generate by
the MF using the MF parameters shown in Table 2.1. These parameters have been
identified in [1] to fit experimental data.
The identification of the parameters for the LuGre tire model was done by fit-
ting the plots generated by the steady-state expressions (2.43) and (2.44) to the MF
plots with the above parameters. The curve fitting was done using the lsqnonlin
command in MATLAB which solves an associated nonlinear least squares problem.
The data used in generating the plots for the MF corresponded to cases of pure
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Figure 2.14: Steady-State forces for several constant values of the longitudinal slip
(Fn = 2000Nt).
Table 2.1: Parameters for the Magic Formula; taken from [1].
Parameters B C D E
Fx 0.178 1.55 2193 0.432
Fy 0.244 1.5 1936 −0.132
Mz 0.247 2.56 −15.53 −3.92
braking and pure cornering, i.e. there were no lateral forces and aligning moment
during braking and no longitudinal forces during cornering. Thus, the parameters
σ0x, µkx, µsx, σ2x were identified by fitting the longitudinal friction forces plots, the
parameters σ0y, µky, µsy, σ2y were identified by fitting the lateral friction forces and
aligning moment plots simultaneously while the parameters γ, L, a, b and vs were iden-
tified by trial and error in order to achieve best overall fitting of all longitudinal/lateral
forces and aligning moment plots.
The identified parameters are given in Table 2.2. The results are shown in
Fig. 2.15. The Fx plot shown at the top of Fig. 2.15 is for pure braking i.e., lon-
gitudinal motion with α = 0 and vehicle speed 60 km/h. The Fy and Mz plots are for
pure cornering i.e., s = 0, α = 50 and vehicle speed 70 km/h. In all cases the normal
load was Fn = 2000 N. Even for the relatively simple trapezoidal load distribution
the agreement between the curves in Fig. 2.15 is very good, especially for the forces.
Some discrepancy exists in the plot of the aligning moment. This can be explained as
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follows: the MF model for pure cornering provides two independent equations for the
lateral forces and aligning moment and has thus enough freedom to fit both sets of
experimental data. This is somewhat artificial, since it is clear from the physics of the
problem that the lateral forces and the aligning moment are related. The LuGre dy-
namic model naturally captures this coupling. The reason for the slight discrepancy
between the aligning moments at the bottom of Fig. 2.15 is due to the simple normal
load distribution used in this example. A more realistic normal force distribution can
be used if a better fitting for the aligning moment is desired.
The identified parameters a/L and b/L from table 2.2 result in a value for the
rolling resistance coefficient (distance of the total normal load acting point from the
midpoint of the contact patch, normalized by the patch length) of 0.04, which is
realistic in accordance to the discussion on rolling resistance moment in [2].
Table 2.2: Identified Parameters.
Parameter Value Parameter Value
σ0x (1/m) 555 σ0y (1/m) 470
µkx 0.75 µky 0.75
µsx 1.35 µsy 1.40
σ2x,y (sec/m) 0 vs (m/sec) 3.96
L (m) 0.15 γ 1
a/L 0.02 b/L 0.77
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Figure 2.15: Comparison between LuGre and Pacejka (Magic Formula) models. The




The LuGre Tire Friction Model:
Dynamic Behavior
In the previous chapter we derived a physics based dynamic tire friction model with
static characteristics that nicely match widely used empirical models. The dynamic
model of the previous section is a distributed one of infinite dimension. In this
chapter we develop finite order expressions of the dynamics of the distributed LuGre
tire model. In particular, approximate low order expressions, which are useful for
control/estimation applications, are developed by definition of a set of mean states.
The Method of Moments is used to derive an exact finite order expression which is
used to validate the low order approximations. Next, we investigate the effect of
the wheel rim rotation on both the distributed and the low order models. Finally,
we provide experimental validation of the transient behavior of the longitudinal tire
friction model as well as an account of the transient properties of the combined motion
model.
3.1 Approximate Finite Order Expressions
The distributed model (2.37) may not be easy to use for analysis and – most impor-
tantly – control design. In this section, we develop lumped models, described by a
system of ordinary differential equation of low order, which captures the “average”
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behavior of the internal friction states. It is used to approximate the longitudinal and
lateral forces as well as the aligning torque as a function of these “average states,”
at least at steady-state. The approach used in this section mimics the one used in
Refs. [37, 34] for the longitudinal case.
3.1.1 Approximate Average Lumped Model
Recall the expressions for the longitudinal and lateral forces at the contact patch.










fn(ζ)dζ , i = x, y.
Define now, as in [34], the weighted mean internal friction states z̄i along the x and






zi(t, ζ)fn(ζ)dζ, i = x, y. (3.1)










fn(ζ)dζ, i = x, y. (3.2)
The total friction force can then be written in terms of the mean states z̄i as follows,
Fi(t) = −Fn (σ0iz̄i(t) + σ1i ˙̄zi(t) + σ2ivri) . (3.3)
To complete the model we need to determine the dynamics of the mean states. To















































= 0 considering a normal load distribution that
satisfies the boundary conditions at the edges of the contact patch (Fig. 2.11). Thus,
the average lumped model for the friction forces is summarized by the following
equations.
˙̄zi(t) = vri − C0i(vr)z̄i(t) − κi(t)|ωr|z̄i(t) (3.6)
F̄i(t) = −Fn(σ0iz̄i(t) + σ1i ˙̄zi(t) + σ2ivri), i = x, y. (3.7)
Using the definition for κi(t) from (3.5) the friction forces of the lumped model F̄i
from (3.7) are equal to the forces Fi calculated from the distributed model (2.38).
However, the calculation of κi(t) from (3.5) requires the solution zi(t, ζ) from the
partial differential equation (2.37a) of the distributed model. In order to derive a
lumped model which is independent from the distributed model we approximate κi(t)
in such a way that the steady-state solution of the lumped model F̄ ssi is the same with
the steady-state solution of the distributed model F ssi , as it was done in [38, 34, 32].
For constant ω and v, the steady-state of the lumped model is found by setting






, i = x, y (3.8)










, i = x, y (3.9)
and where zssi from (2.41). Calculation of κ
ss
i is not easy using directly the definition
(3.9). Instead, we calculate κssi so that the distributed and the lumped models produce
the same steady-state forces. Enforcing F ssi = F̄
ss






zssi (ζ)fn(ζ)dζ, i = x, y (3.10)



































































, i = x, y









, i = x, y. (3.11)
To calculate a lumped model for the aligning torque, recall first that the expression
for the aligning torque along the contact patch is given from (2.39) and (2.37). Using
the definition of the mean internal fiction state z̄y from in (3.1), the expression for








































































































































































= 0 because of the assumed normal load
































Notice, that by definition, M̂z(t) = Mz(t). However, the calculation of ẑy(t) from
(3.20) requires knowledge of ν(t) from (3.19) which is not easy to obtain. Following
the same reasoning as for the case of the lumped model forces, we approximate ν(t)
in (3.20) by an appropriate constant value, νss by assuming that, at steady-state, the
aligning torque predicted by the lumped model M̂ ssz will be the same with the one
predicted by the distributed model M ssz given in (2.44).
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The steady-state of the lumped model is found by setting ˙̂zy = 0, z̄y = z̄
ss
y and


















where z̄ssy from (3.10) and M
ss
z from (2.44). In order to compute ν
ss we let ˙̂zy = 0,
z̄y(t) = z̄
ss
y and ẑy(t) = ẑ
ss

















where z̄ssy from (3.10) and ẑ
ss
y from (3.22).
In summary, we have presented a low order approximation of the distributed
model (2.37) that we refer to as the average lumped model. The lumped model
is described by equations (3.6), (3.7), (3.20) and (3.21), where the terms κi(t) and
ν(t) are approximated by κssi and ν
ss from equations (3.11) and (3.23) respectively.
The average lumped model reproduces exactly the steady-state characteristics of the
distributed model (2.37) as in Section 2.3.1 but provides no guarantees on the accuracy
of the transient behavior.
3.1.2 Single-State Dynamic Friction Model for 2D Motion
In case we want to simulate the motion of a wheeled vehicle in relatively high ve-
locities, it is common to neglect the self-aligning friction moments. However, these
moments are important and may not be neglected in cases where we want to perform
steering control. In this section, we propose a simplification to the average lumped
model presented in the previous section that uses only a single state (hence a single
ordinary differential equation) in order to compute both the longitudinal and lateral
components of the friction force. Simulations at the end of this section demonstrate
that this simplified model is rich enough to capture the friction force characteristics
at steady-state.
Deur et al in [32] proposed an extension for the longitudinal LuGre tire model of
[37] to the combined longitudinal and lateral motion of the tire, assuming isotropy
of the steady-state friction characteristics, i.e. µkx = µky = µk and µsx = µsy = µs.
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Under these assumptions the model (2.37) proposed in this work reduces to the one


















g(vr) = µk + (µs − µk)e−(‖vr‖/vs)
θ
. (3.25)
By assuming isotropy of both static and dynamic friction characteristics, i.e. σ0x =
σ0y = σ0, σ1x = σ1y = σ1, σ2x = σ2y = σ2 as well as µkx = µky = µk and µsx = µsy =
µs we observe that the coefficients of equations (2.37) or (3.24) are the same for both
i = x, y. It is only the inputs vri that differ and generate the internal friction states





may compute the total friction force using a single friction state z. The equations of

















which is exactly the longitudinal model of [38, 34]. At this point we propose the
calculation of the components of the friction coefficient along the longitudinal and




µ(t, ζ) , i = x, y (3.27)
An average lumped model for (3.26) has been computed in [38, 34] as follows






µ(t) =σ0z̄ + σ1 ˙̄z + σ2vr (3.28b)
where, for simplicity κ can be taken as constant in the interval κ ∈ [1.1, 1.4]. It is
shown in [32] that such a choice for κ results in realistic steady-state characteristics
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under the assumption of uniform normal load distribution. As mentioned, at this
point we neglect the aligning torque and the assumption of uniform normal load
distribution is acceptable.










ss + σ2vr (3.29b)
Using the steady-state expression of the friction coefficient above and separating
the friction components as in (3.27) we demonstrate next that the general static
characteristics of the friction are captured by this simplified model. We construct
plots of the longitudinal and lateral components of the steady-state friction force
with respect to the longitudinal slip rate, and for different constant values of the
lateral slip α; plots of the longitudinal and lateral forces with respect to the lateral
slip, and for different constant values of the longitudinal slip sx; as well as the friction
ellipses of the longitudinal vs. lateral friction forces.
The results are shown in Fig. 3.1 and Fig. 3.2. These are very close to the ones
shown in Fig. 2.13 and Fig. 2.14 generated by the distributed LuGre tire friction
model and capture the steady-state characteristics of Pacejka’s ‘Magic Formula’ from
experiments [1].
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Figure 3.1: Longitudinal and lateral friction forces for several values of the slip angle;
single-state LuGre model.
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Figure 3.2: Longitudinal and lateral friction forces for several values of the longitu-
dinal slip; single-state LuGre model.
3.2 Exact Finite Order Expressions
In the previous section we derived low order approximations of the distributed model
(2.37). The approximate model of Section 3.1.1 is described by a set of three ordi-
nary differential equations and produce exactly the same steady-state characteristics
as the distributed model. However there are no guarantees that the transient behavior
of the approximate model captures the (transient) characteristics of the distributed
one. In this section we use the Method of Moments in order to describe the (exact)
dynamics of the distributed model by a finite (not necessarily low) number of ordi-
nary differential equations. The exact lumped model will be used to evaluate the
dynamic characteristics of the approximate model of Section 3.1.1 as well as other
approximations in the literature.
3.2.1 Exact Lumped Model Using the Method of Moments





pdζ, i = x, y (3.30)
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Integrating by parts, (3.31) gives a recursive formula for the calculation of all moments











For p = 0 equation (3.31) yields
Ṁab0,i = (b− a)vri − C0i(vr)Mab0,i − |ωr|
(
zi(t, b) − zi(t, a)
)
(3.33)
Given any sufficiently smooth normal load distribution fn(ζ), we can approximate fn













Using the definition of the momentsMabp,i, and using (3.34) the friction forces Fi(t), i =























k,i − σ2ivriFn (3.36)






































Equations (3.32), (3.33) require the time history of the internal friction states zi(t, ζ)
for fixed positions on the contact patch, namely, ζ = a and ζ = b. In this section we
discuss the calculation of these terms.
Going back to the original partial differential equation (2.37a) let us consider the
characteristics given by








Let the characteristic y(s) = ζ(t(s)) starting from ζ = 0 at time t− τ for some (still
unknown) τ and ending at ζ = ζ0 at time t. Then
0 ζ0


















Let us follow the solution along the characteristic (Fig. 3.3). To this end, define









= vri − C0i(vr)ξi(t) (3.40)
with initial condition
ξi(t− τ) = zi(t− τ, y(t− τ)) = zi(t− τ, 0) = 0 .
Finally, zi(t, ζ0) = ξi(t) and τ is such that (3.39) holds. By setting ζ0 = a and ζ0 = b
we now have an expression for the last term in (3.33).
3.2.3 The Effect of Normal Force Distribution
In this section we derive the exact aggregate LuGre tire friction model for several
specific cases of normal force distribution fn(ζ). Namely, we provide the moment
calculations for several simple load distributions commonly used in the literature
(e.g., uniform, trapezoidal) [75, 37, 38, 34, 32, 76], as well as for the more realistic
load distribution with quartic dependence. A quartic polynomial produces normal
load profiles for fn which are very close to empirical ones (Fig. 2.11). At any rate,
the methodology developed here may be used to incorporate any smooth or piecewise
smooth fn(ζ) load distribution along the patch.
Exact Lumped Model for Uniform Load Distribution
The uniform load distribution fn(ζ) = c0 is derived from (3.34) with m = 0 while
in equations (3.32) and (3.33) we substitute a = 0 and b = L. The dynamics of
friction are described by five ordinary differential equations with states M0L0,x, M
0L
0,y
from equation (3.33), M0L1,y from equation (3.32) with p = 1 and zx(t, L), zy(t, L)
from equation (3.40). A methodology for choosing appropriate initial conditions to
integrate these ode’s is discussed in Section 3.2.4.
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Exact Lumped Model for Trapezoidal Load Distribution
In [32] it was shown that the LuGre tire friction model with uniform load distrib-
ution reproduced the longitudinal and lateral forces matching very well other em-
pirical models (at least at steady-state). However, this model failed to reproduce
realistic aligning torque characteristics. In order to accurately capture the behavior
of the aligning moment one needs to introduce the effects of pneumatic trail. This
was achieved in [32] with the introduction of a trapezoidal normal load distribution
(Fig. 2.11). Recall that we have introduced the trapezoidal normal load distribution
(2.45) to derive the steady-state characteristics of the distributed model in Section
2.3.1 and the approximate average lumped model in Section 3.1.1.
The normal load distribution of equation (2.45) is only piecewise smooth and the
approximation (3.34) cannot be used directly. In this case, it is necessary to consider
different moments of zi(t, ζ) for different parts of the contact patch. To this end let
M0ap,i(t) for ζ ∈ [0, a], Mabp,i(t) for ζ ∈ (a, b) and M bLp,i (t) for ζ ∈ [b, L]. Thus, the
dynamics of friction are described by a set of nineteen ordinary differential equations






0,i from equation (3.33),
M0a1,i and M
bL







again from equation (3.32). The calculation of zi(t, a), zi(t, b) and zi(t, L) is done
in accordance to the discussion of Section 3.2.2 using equation (3.40). The choice of
initial conditions is discussed in Section 3.2.4.

























− σ2ivriFn, i = x, y (3.41)


































Exact Lumped Model for a Quartic Load Distribution
Next, we introduce yet another approximation for the normal load distribution at
the contact patch. The quartic normal load distribution (Fig. 2.11) is derived from




2 + c1ζ + c0 (3.43)
Using this approximation, one is able to incorporate the effects of the pneumatic trail,
resulting to realistic aligning torque predictions, as well as the natural boundary
conditions of the normal load distribution, i.e. fn(ζ = 0) = fn(ζ = L) = 0. In
addition, the proposed expression is smooth along the whole length of the contact
patch and the pth moment of zi(t, ζ) from ζ = 0 to ζ = L, M
0L
p,i , may be used. Thus,
we avoid splitting the integral (3.31) as was done for the trapezoidal distribution.
This also results in a smaller number of states (and differential equations).
It can be easily shown that in this case the dynamics of the tire friction are
described by a set of thirteen ordinary differential equations with states zx(t, L) and




p,y with p = 0, 1, ..., 4 from equations (3.32)
and (3.33) and M0L5,y from equation (3.32). Once again, the choice of initial conditions
is discussed in Section 3.2.4.
3.2.4 Initial Conditions
The initial condition ξi(0) = zi(0, ζ0) required in (3.40) can be calculated easily by




Under the assumption that during this period v, ω and α are constant, one obtains







Substituting τ from (3.44) in (3.45) one obtains








= zi(0, ζ0) (3.46)
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The same result can also be obtained by assuming that the tire is initially at
steady-state with constant ω, v and α. To this end, we may enforce ∂zi(t,ζ)
∂t
= 0 in







vri − C0i(vr)zi(t, ζ)
)
, i = x, y (3.47)
Taking into consideration the boundary condition zi(t, 0) = 0 (no deflection at the
entry point of the contact patch) and the steady-state conditions of constant ω, v and
α, we may integrate (3.47) to obtain the distribution zssi (ζ) of zi (i = x, y), along the









, i = x, y (3.48)
Note that for ζ = ζ0 the previous expression coincides with (3.46).
Using the expression (3.48), equivalently (3.46), in (3.30) we can then calculate
the initial conditions Mabpi (0) for all the moment equations (3.32), (3.33).
3.2.5 Numerical Simulations
In this section we present numerical simulations of the previously developed lumped
LuGre tire friction models [33, 32, 75] and the approximate average lumped model of
Section 3.1.1 and compare the results with the exact lumped model developed in this
paper. The tire friction models under consideration are subject to the same excitation,
consisting of a linearly decreasing angular rate ω from 32 rad/sec to zero within 2 sec,
and constant velocity v and slip angle α (Fig. 2.10). It should be pointed out that
this is a controlled excitation that can be achieved only in a laboratory environment.
For a wheeled vehicle, reduction in ω is normally accompanied by a reduction in the
vehicle speed v as well.
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Uniform Normal Load Distribution
In [32] two approximate lumped LuGre tire friction models were developed. These
models are summarized in the equations below:
˙̃







z̃i(t), i = x, y (3.49)
Fi(t) =−Fn
(
σ0iz̃i + σ1i ˙̃iz + σ2ivri
)
, i = x, y (3.50)
The two different lumped models correspond to different choices (approximations) of
κi. This term is either approximated as constant, i.e., κi ∈ [1.1 1.4], or as a function
of ω and vr, i.e., κi = κ
ss
i (vr, ω), such that the steady-state solution of the lumped
model captures exactly the steady-state solution of the distributed model. In the










It is shown in [32] that the approximate lumped model captures the steady-state
characteristics of the distributed friction very well, while no guarantees for the accu-
racy of the model during transient were available. Evaluation of the effect of these
transients is now possible via comparison with the exact lumped model presented in
Section 3.2.3.
Two cases are investigated in this section. The first case assumes low tire stiffness
(σ0i = 150 m
−1, i = x, y) while the second case assumes a higher tire stiffness
(σ0i = 500 m
−1, i = x, y). The time histories of the friction forces (Fig. 3.4) show
that the approximations for κi made in [32] are more realistic when the stiffness of the
tire is higher. In this case the steady-state is reached faster. As already mentioned,
the approximate lumped models in [32, 75] were derived having only the accuracy of
the steady-state behavior in mind.
Trapezoidal and Quartic Load Distribution
Next, we compare the dynamic behavior of the approximate average lumped model
of Section 3.1.1 with the behavior of the exact lumped models with trapezoidal and
quartic normal load distribution presented above. In order to make a fair comparison
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Figure 3.4: Time histories for longitudinal and lateral forces for uniform load distri-
bution (left column: σ0i = 150 m
−1, right column: σ0i = 500 m
−1, i = x, y)
between the trapezoidal and the quartic normal load distribution models we have se-
lected the parameters of the two expressions (2.45) and (3.43) such that they produce
the same total normal force Fn and the same pneumatic trail.
We consider the case of a tire with stiffness σ0i = 500 m
−1, i = x, y. The
excitation of the system remains the same as before. The results are shown on the
left column of Fig. 3.6. In Fig. 3.6 the time histories of the friction forces and the
aligning torque are shown. We observe that the three models converge to the same
steady-state, as expected. However, significant differences in the transient behavior
of the three models are also evident. These differences are more apparent in the
lateral force Fy and aligning torque Mz. The discrepancy is due to the fact that
the normal load distribution fn(ζ), along with the distribution of the contact patch
deflection zi(t, ζ), determine the amount of the total friction generated by each tire
element along the contact patch length (see equations (2.37b), (2.38)) at each time
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t. In the case of the approximate lumped model of Section 3.1.1 the use of the states
z̃i(t), i = x, y and ẑy(t) averages out the individual contribution to the total friction of
each tire element, thus resulting in smoother transient behavior of the friction forces
and aligning torque. In the case of the exact lumped model on the other hand, the
product of the individual contact patch deflection zi(t, ζ) with fn(ζ) determines the
amount of friction generated by each tire element in the contact patch; see equations
(2.37b), (2.38). This is true both for the distributed and the exact lumped models. In
Fig. 2.11(b) one observes that the trapezoidal normal load distribution weights more
the tire elements close to the entry point of the contact patch (especially in the area
ζ < a) when compared to the quartic distribution. Similarly, the quartic distribution
places more emphasis than the trapezoidal on the part of the patch ζ > a. Observing
the initial distribution of zssy in Fig. 3.5 we notice that the tire elements close to ζ = 0
are less deformed compared to the tire elements for larger values of ζ. As a result, the
quartic distribution gives higher values for Fy than the trapezoidal distribution at the
initial time. As the time progresses, and ω is reduced, (for example, ω = 20 rad/sec)
the distribution of zssy tends to a uniform one. Since the total normal load is the
same for both the quartic and the trapezoidal distributions, the two distributions will
give similar values after the transients have receded. This is verified from the results
shown in Fig. 3.6.
To provide an additional confirmation of these observations, a second set of nu-
merical simulations was performed, using the approximate model in Section 3.1.1 and
the exact trapezoidal and quartic models respectively, but with a larger slip angle,
namely α = 15◦. The tire stiffness and the excitation remained the same. The re-
sults are shown in the right column of Fig. 3.6. For this case the time histories of
the friction forces and the aligning moment are almost identical for all three cases
of normal load distributions. The bottom plot in Fig. 3.5 reveals that for α = 15◦
the distribution of zssy is very close to a uniform one, thus corroborating the earlier
observations.
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Figure 3.6: Time histories for longitudinal/lateral forces and aligning torque (trape-
zoidal and quartic normal load distribution), left column: α = 4◦, right column:
α = 15◦
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3.3 Effect of Steering Angle Rate
Thus far, we have derived models (distributed, approximate and exact lumped) that
predict the friction forces and moments at the contact patch of the wheel when the
steering angle of the wheel φ remains constant. In order to include the effect of
the angular velocity φ̇ about the vertical axis of the wheel rim we first rewrite the
expression for the relative velocity at the contact patch. We thus have
vrx =ωr − v cos(α) (3.52a)







Observe that in this case the relative velocity vry is a function of the position on the
contact patch ζ. The new definition of the relative velocity vrx and vry can be used
in the distributed model (2.37)-(2.39) to calculate the friction forces and moments
at the contact patch including the effect of φ̇. However, since now vry depends on ζ
the dynamics of the approximate average lumped lumped model (3.4) and (3.18) or
the exact lumped model (3.31) are not valid anymore. In order to include the effect
of φ̇ on the average lumped (approximate or exact) model we propose in this section
a LuGre-type dynamic friction model for the angular motion of the wheel about an
axis normal to the contact area.
Consider as in Fig. 3.7 the rotation of a wheel about an axis normal to the contact
patch. Let, in analogy to Section 2.2.2, assume that the forces developed due to
this rotation are due to microscopic torsional springs/bristles in the contact patch.
Assume also that φp is the plastic angular deformation and φe the elastic angular
deformation of these bristles. Let φ = φp + φe be the total angle of rotation. Denote
by Mz−tor the friction moment due to the relative rotation of the wheel with respect





the associated torsional friction coefficient. Let also µkz be the asymptotic (as φ̇→ ∞)









Figure 3.7: Angular motion of the contact patch.
The elastic and plastic angular deformations are
φe = −k−1z FnLµz−tor and φp = φ− φe (3.54)
respectively. The dissipation rate associated to the friction moment is
D(φ̇p, µz−tor) = −FnLµz−torφ̇p. (3.55)
Following the same reasoning as in the case of the 2D motion in Sections 2.2.2 and
2.2.3, we find the torsional friction coefficient by solving an associated QVI. We then
derive to the following dynamic LuGre-type friction model for the angular relative


















This model can be used to include the effect of φ̇ to the moment predicted by the
lumped model (3.4), (3.18) and (3.15). The total moment predicted by the average
lumped model will then be the summation of Mz−tor and Mz from (3.15) where the
latter is computed using the initial definition of the relative velocity (2.36) without
the φ̇ term,
Mz−total = Mz +Mz−tor. (3.58)
There is a final point that requires further clarification. It is not only the aligning
torque that needs adjustment when we include the effects of the wheel rim rotation.
Since the expression of vry depends on ζ, there should be some adjustment to the
lateral forces as well. To simplify the model, we have assumed that the rotation
of the rim does not affect the longitudinal and lateral friction forces, and that the
definition (2.36) can still be used for the relative velocity input to the lateral friction






φ̇ is much smaller compared to v sin(α) due to the small length of the patch
and the relatively low steering velocity φ̇. Furthermore, in low vehicle velocities the
normal load distribution is closer to a symmetric one. Considering only the rotation
of the wheel rim φ̇ and the symmetry of the normal load distribution results in
cancellation of the lateral friction forces. This is demonstrated in the next section.
In conclusion, we emphasize that the introduction of equations (3.56)-(3.57) to the
average lumped tire model has been done rather artificially. As mentioned earlier,
the effect of φ̇ is captured by the distributed model (2.37)-(2.39) by introducing the
definition (3.52) and without adding any new parameters to the system. In order for
the average lumped model to capture the effect of φ̇ we introduced equations (3.56)-
(3.57) and a new set of parameters σ0z, σ1z, σ2z, µkz, µsz, φ̇s and β. The coefficients of
(3.56)-(3.57) can be identified by comparing the distributed and the lumped models.
Next, we propose a steady-state scenario (v = 0, ω = 0 and φ̇ 6= 0) in order to
predict the torsional torque of the distributed model, and then identify the remaining
coefficients in such a way, that the behavior of the lumped model captures the behavior
of the distributed one at steady-state. Note that for the case v = ω = 0, φ̇ 6= 0 the
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self-aligning torque is zero and the only moment acting normal to the patch is the
torsional moment.
3.3.1 Identification of the Torsional Equation Parameters
In this section we identify the parameters of the torsional equations (3.56)-(3.57)
of the average lumped model by comparing it with the distributed model using a
special steady-state case scenario. In particular, consider the case when ω, v = 0 and









In this particular case, and since ω = 0, the equations of the internal friction states








= vri − C0i(vr)zi (3.60)
where i = x, y. Also, in steady-state, we have ∂zi
∂t





, i = x, y (3.61)
Obviously, and since vrx = 0, we have z
ss
x = 0 and the steady-state longitudinal force
is F ssx = 0.






Now observe that for vrx = 0 the function g(vry) in (2.31) becomes









At this point we make one final assumption. Since v = 0, it is necessary to assume
a symmetric normal load distribution that will impose symmetry in the friction forces.
For simplicity, we choose fn = Fn/L = const. Recall that
µssy = −σ0yzssy − σ2yvry (3.64)
Since zssy is symmetric with respect to the center of the patch (Fig. 3.8), and assuming
a uniform load distribution, we conclude that the lateral forces cancel each other out,
resulting in F ssy = 0.
The total moment predicted by the distributed model (2.39) in case when ω, v = 0
and φ̇ = const. is given by



















Since there is no self-aligning torque in case when ω, v = 0 this equation gives also
the value of the torsional moment in (3.58). Comparing (3.65) with the steady-state












we can identify the parameters µsz, µkz, φ̇s, σ2z and β. For different values of φ̇ we
have identified the parameters µsz, µkz, φ̇s, σ2z and β by comparing the plots generated
by the distributed model steady state (3.65) with the plots generated by the average
lumped model steady state (3.66). The parameters identified using this approach are
shown in the following table, and the result of the curve fitting is shown in Fig. 3.8.
Table 3.1: Identified Parameters
Parameter µkz µsz σ2z φ̇s(rad/sec) β
Value 0.76 0.91 0 74 1
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Figure 3.8: Comparison between M ssz−tor and M
ss
z−total from data fitting; case when
v = ω = 0.
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3.4 Experimental Validation of the Longitudinal
LuGre Dynamic Tire Friction Model
In this section we use the results of an experiment conducted with a specially equipped
test vehicle, provided by Renault, to validate the proposed dynamic friction model.
The test vehicle was driven through a straight path and braking was applied three
times. Measurements of vehicle speed and acceleration and wheel loads and angular
rate were collected and used to calculate the friction coefficients and longitudinal
slip quantities during the experiment. These measurements allow us to identify the
longitudinal parameters of the approximate average lumped LuGre tire friction model
of Section 3.1.1.
3.4.1 Testbed Car Description
The friction data were collected using the “BASIL” car which is a laboratory vehicle
based on a Renault Mègane 110 Kw. The car is equipped with several sensors to
study the behaviour of the vehicle during braking and traction phases. These sensors
are (see Fig. 3.9): an optical cross-correlation sensor that measures the transverse and longitudinal
vehicle velocities a basic inertial measurement unit with a piezoelectric vibrating gyroscope that
measures the yaw rate; a separate sensor measures the roll velocity a magnetic compass that provides directional information two acceleration sensors that measure the longitudinal and lateral accelerations an ABS-system used to derive – via suitable signal processing – the wheels’
velocities; the ABS system was not enabled during the experiments, it was used
only as a wheel velocity sensor
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 a differential GPS (DGPS) system used to locate the vehicle and compute its
trajectory with great accuracy (less than one centimeter); this allows repeated
experiments at the same road location other specific purpose sensors (not described herein) used to measure the throt-
tle angle (which reflects the command acceleration) and the collector pressure
(which reflects the braking command)
Figure 3.9: Sensors and measurement parameters.
For these experiments, a Wheel Force Transducer (WFT) was installed at center of
the rim of the front right wheel (FRW) to measure the dynamic forces and moments
acting between the road and the vehicle at the wheel center. Its inertial effects
are small and hence they were neglected. This sensor gives the complete wrench in
real time, namely the forces Fxc, Fyc, Fzc and the moment Mz. These are shown
in Fig. 3.10. Although the WFT does not measure directly the friction forces and
moments on the tire itself, it is assumed that the rim and tire dynamics can be
neglected so that the forces and moments expressed at the contact patch (according
to ISO 8855 specifications) can be calculated from the forces and moments at the
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wheel center via a simple coordinate transformation; see right drawing of Fig. 3.10.
Such additional rim/tire dynamics can be added to the overall model, if desired. Since
our main objective is to show the ability of the proposed friction model to capture the
overall complex behavior of the friction force and moment characteristics acting on
the vehicle, it was not deemed necessary to incorporate such higher order dynamics.
Although more accurate, such an approach would unnecessarily dilute from the main
results of this work.
A schematic of the completely equipped “BASIL” vehicle, along with the corre-
sponding measurement parameters is given in Fig. 3.9.
Figure 3.10: View of the equipped wheel with the Wheel Force Transducer (WFT);
variables measured and axis systems used are according to ISO 8855 specifications.
Rim and wheel dynamics are neglected so that the FWT forces are related to the
actual forces at the contact patch via a simple coordinate transformation.
Experimental procedure For safety reasons, trials were carried out on a straight,
undeformed, flat and dry road. Before the braking phase, the following conditions
where met:
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 zero vertical load transferred slip velocity closed to zero steering wheel angle closed to zero Fx approximately constant and as small as possible
Most of these conditions may be reached (or approached) by removing the traction
torque in the front wheels. For this, the driver releases the clutch for approximately
two seconds, until the vehicle’s speed decreases to a pre-specified value. Then, the
test driver starts the braking phase and brakes strongly until the grip limit of the
front wheels is reached. Finally, he releases the brake pedal and the front wheels
reach again normal grip conditions (small value of slip velocity). Then, the driver
accelerates again to repeat the same sequence several times. Three such braking
phases were performed and the results were stored in a file for subsequent analysis.
3.4.2 Collected Data
The collected data obtained from the experiments are shown in Figures 3.11 and
3.12. Figure 3.11 shows a snapshot of the measurements of the braking pressure,
the longitudinal speed of the vehicle and the front right wheel (FRW) velocity, for
the three braking phases. Figure 3.12 shows the calculated forces Fxw, Fyw, Fzw at
the contact patch, the calculated camber angle γ and the lateral acceleration Gt, for
the test conditions specified above. The forces Fxw, Fyw, Fzw are derived from the
projection of the measured forces Fxw, Fyw, Fzw in the C−frame onto the W−frame
and they account for the camber and toe angle deviations (see Fig. 3.10).
The values of Fyw and Gt clearly show the low lateral excitation of the vehicle
during braking. The peaks exhibited by these profiles are probably due to the geo-
metrical characteristics of the suspension system that result in nonzero wheel camber
angles and, in particular, to the toe angle compliance.
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Figure 3.11: Braking experiments: measurements of the braking pressure, the lon-
gitudinal speed of the vehicle and the FRW velocity.
3.4.3 Parameter Identification
The data collected include three braking maneuvers, shown in Fig. 3.12. Braking
#1 consists of all data collected between 80 and 83.5 sec, Braking #2 consists of all
data collected between 97 and 100 sec, and Braking #3 consists of the data collected
approximately between 115 and 118 sec; see also the top plot of Fig. 3.12. First, we
compare the (µ, s, v) steady-state solution of the distributed dynamical LuGre model
of Section 2.3.1 with the friction coefficient µ given by the experiments to determine
the longitudinal parameters of the model (σ0x, σ2x, µsx, µkx,vs and γ). This is in
complete analogy to the method we used in Section 2.3.1 to identify the LuGre model
parameters by comparison to the MF. By comparing the time histories of the friction
force given by the model of Section 3.1.1, with the ones given by the experiments we
can determine the rest of the parameters (e.g., σ1x).
In order to identify the model parameters the lsqnonlin command of Matlab
was used by fitting the 3-D (µ,s,v) steady-state solution of the distributed model to
the data of Braking #2. In all cases the patch length was chosen as L = 0.2 m. The
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Figure 3.12: Braking experiments: time-profiles of the forces Fxw, Fyw, Fzw, the
camber angle γ and the lateral acceleration Gt.
results of the identification algorithm are shown in Table 3.2.
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Figure 3.13: Three-dimensional plots of the corresponding (µ,s,v) curves for the col-
lected data and the estimated predicted steady-state LuGre average lumped model.
the LuGre dynamic friction model for the three cases are shown in Fig. 3.14. These
figures indicate that our proposed model captures very well both steady-state and
transient friction force characteristics.
3.5 Dynamic Characteristics of the 2D Model
In the previous section we presented comparison of the transient response of the
longitudinal lumped LuGre tire friction model with experimental data. Validating
the combined longitudinal/lateral behavior of the model is not as straightforward. In
fact, experimental results for combined longitudinal/lateral behavior of tire models
under realistic transient conditions are scarce in the literature. In this section we
present a qualitative validation of the dynamic response of the tire friction for the
combined longitudinal/lateral motion predicted by the proposed model against the
results found in [5].
In [5] a static map of relative velocity to friction and the dynamics of slip and
slip angle development are used to predict tire friction forces by taking into consid-
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eration the effects of relaxation length. Experimental results using a “Mobile Tire
Tester” are presented for different braking inputs. The “Mobile Tire Tester” is an
experimental test-bed that allows independent control of slip angle, rate of rotation
and travel velocity of a tire. Both experimental and simulation results are given in
[5] corresponding to a case of constant travel speed and slip angle and with different
braking profiles which affect only the wheel’s rotation rate.
Similar simulations have been conducted with the model developed in Section
3.1.1 using linearly increasing and “stair-step” increasing braking torques under con-
stant vehicle speed (v = 8 m/sec) and wheel slip angle (α = 4 deg) as in [5]. The
dynamic response of the friction forces (Fig. 3.15) is in complete accordance with the
results given in [5]. In particular, it is verified that the longitudinal and lateral force
components predicted when longitudinal slip is increasing are considerably different
from those predicted when slip is decreasing rapidly (first column of Fig. 3.15, linear
increase of braking torque). This implies that dynamic effects may not be neglected.
We also observe the same patterns in friction development due to steps in torque
(second column of Fig. 3.15, “stair-step” increase of braking torque) as might be in-
troduced by a poor anti-lock braking system or a jerky driver as mentioned in [5].
These results are in agreement with the experimental observations in [5]. Notice in
particular the hysteretic loops in bottom two rows of Fig. 3.15. These loops are ex-
clusively a dynamic phenomenon and cannot be reproduced by steady-state models.
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Figure 3.14: Experimental and simulation results.
79





















































































































Figure 3.15: Dynamic response of friction for linear (left column) and “stair-step”
increasing (right column) braking torque. The results are in complete agreement
with those presented in [5] (α = 4deg. = const., Fn = 2500Nt).
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Part II




The Half-Car Model and Minimum
Time Cornering
Numerical techniques are typically used to address the problem of trajectory op-
timization for ground wheeled vehicles. Such approaches allow the incorporation
of high fidelity vehicle models and generate realistic results. They are extremely
powerful tools for off-line applications such as vehicle performance evaluation and
optimization, as well as trajectory planning for autonomous vehicles in unchanging
environments.
In what follows we first revisit the subject of vehicle dynamics, which is well estab-
lished in the literature, to adopt a vehicle model for our optimization considerations.
The vehicle model that we choose is rich enough to incorporate important effects in
vehicle handling such as normal load transfer and suspension dynamics. Convergence
of the optimization algorithm depends on the complexity of the problem and the
accuracy of the initial guess of the optimal solution. To this end, we also introduce
a simplified/low order version of the model which we use to obtain preliminary re-
sults in minimum time cornering and gain experience with vehicle dynamics and the
optimization algorithm.
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4.1 Dynamics of a Half-Car Model
In this section, the assumptions associated with the half-car model are summarized
and the equations of motion are derived. Two models are presented. The first one
includes wheel and suspension dynamics which allows one to investigate the role of
important effects, such as the longitudinal load transfer, in vehicle handling. The
second half-car model presented here is based on additional simplifying assumptions,
leading to a model of reduced order which is easier to implement in an optimization
algorithm and achieve convergence in case no reliable initial guesses of the optimal
solution are provided.
4.1.1 Assumptions
A typical ground vehicle consists of the main body (frame, passenger area, engine,
transmission) linked to four wheels via the suspension system. Except from transla-
tion and yawing motion during travel, the suspended body performs pitching, rolling
and vertical translation motions. The vehicle interacts with the environment through
tire friction forces, which allow the vehicle to accelerate, decelerate and steer as well
as aerodynamic drag and lift forces generated due to relative motion of the body and
the atmosphere. Steering of the vehicle is generated typically by the front two wheels,
although it is not unusual for steering to be generated by the rear or all four wheels.
The power is transmitted from the engine to the wheels through the transmission
system. Typically, for an off-road vehicle power is transmitted to all four wheels.
Next, we present a list of assumptions taken into consideration to describe math-
ematically the motions of a ground vehicle. We consider no rear wheel steering. For further simplification we can assume
equal steering angles of the front left and front right wheels. We assume that the C.G. is located on the longitudinal vehicle axis. The lon-
gitudinal position of the C.G. is a parameter of our model. The static vertical
load though is equally distributed to the left and right wheels.
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 The rolling motion of the suspended mass is neglected. In addition we assume
that friction forces and velocities appearing on wheels of the same axle are
identical. Taking into consideration all the assumptions above, the model is
now equivalent to a 2-wheel vehicle (half-car) as in Figure 4.1, with one front
and one rear wheel on the longitudinal x body axis of the vehicle. The friction
forces of each wheel of the half-car model is equal to the sum of friction forces
of the wheels of the same axle. The mass of the wheels is neglected. The vehicle is modelled as a single rigid
body. However, equations to describe the rotation of each wheel are necessary in
order to calculate the angular speed of each wheel. This allows the calculation
of the relative velocity of each wheel with the ground and thus the friction forces
generated by each tire by use of a tire friction model. More discussion follows. The aligning moment of the tires is neglected for simplicity as it is common in
the literature [62], [68], [69] for trajectory following/optimization applications. Aerodynamic forces are completely neglected. Engine, transmission and brakes dynamics are neglected. We assume that the
longitudinal control of the vehicle are two independent torques on each wheel.
However, the controls in a real car is one acceleration pedal and one brake
pedal. Thus the input torques of each wheel are coupled. On the other hand,
several race driving techniques, such as “hand-brake cornering” and “left foot



















Figure 4.1: Bicycle Model
4.1.2 Equations of Motion
The equations of motion of the half-car model, shown in Fig. 4.1, taking into consid-
eration the assumptions of the previous section, are presented below.
mẍ= fFx cos(ψ + δ) − fFy sin(ψ + δ) + fRx cosψ − fRy sinψ (4.1)
mÿ= fFx sin(ψ + δ) + fFy cos(ψ + δ) + fRx sinψ + fRy cosψ (4.2)
Izψ̈= (fFy cos δ + fFx sin δ) ℓF − fRyℓR (4.3)
IF ω̇F =TF − fFxr (4.4)
IRω̇R =TR − fRxr (4.5)
In the equations above m is the vehicle’s mass, Iz is the polar moment of inertia
of the vehicle, Ii, i = F,R are the moments of inertia of the front and rear wheels
about the axis of rotation, r is the radius of each wheel, x and y are the cartesian
coordinates of the C.G. in the inertial frame of reference, ψ is the yaw angle of the
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vehicle, ωi, i = F,R is the angular rate of the front and rear wheel. By fij, j = x, y
and i = F,R we denote the longitudinal and lateral friction of the front and rear
wheels, respectively. In this model the inputs are the driving/braking torques TF and
TR at the front and rear wheels respectively, and δ is the steering angle of the front
wheel.
The tire friction forces are calculated using Pacejka’s MF model of Section 2.1.
Equation (2.5) is used to calculate the total friction coefficient of each tire and multi-
plied by the corresponding normal load provides the total friction force. In particular
we have the longitudinal and lateral slip quantities in front and rear axles, in terms
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v sin(β − δ) + ψ̇ℓF cos δ
v cos(β − δ) + ψ̇ℓF sin δ
, (4.9)
where v is the vehicle’s speed v =
√






− ψ. Equation 2.6 is used to calculate the total slip in front and rear
axles, that is sF and sR respectively, which we use to calculate the total friction
forces FF and FR from the Magic Formula (2.5). The longitudinal and lateral friction





Fi(si), i = F,R, j = x, y (4.10)
Fi(si) = fizD sin(Catan(Bsi)), i = F,R (4.11)
The normal load on each axle fiz, i = F,R is affected by the suspension dynamics as
described in the following.
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4.1.3 Suspension Dynamics
The suspension dynamics are essentially added to the overall vehicle model when
studying passenger comfort. They also allow one to incorporate to the model the
effects of dynamic normal load transfer from one wheel to the others during acceler-
ation/braking and cornering of the vehicle.
Normal load transfer appears as a reaction to inertial forces during acceleration
when the vertical distance of the center of gravity of the vehicle is taken into consid-
eration. Normal load transfer may be expressed without introducing the additional
suspension dynamics, but in this case it is expressed as a function of the derivatives
of states of the vehicle model [2]. In some cases, the load transfer is approximated
using the vehicle model’s inputs and states, as in [62], [68] and [69]. In this work we
propose to describe the dynamic normal load transfer by introducing the suspension
dynamics. No approximation is necessary and the effect is completely described by
the states of the system making it possible for the dynamic load transfer effect to be
taken into consideration in a simulation scheme. Having already assumed a half-car
model, we will investigate the normal load transfer in the longitudinal only direction,
i.e load transfer from the front to the rear axle and vice versa.
Let z be the vertical displacement of the center of gravity of the vehicle and θ the
pitch angle of the suspended mass as in Figure 4.2. The dynamics of the vertical and
pitching motion of the suspended mass are described by the following equations.
mz̈= fFz + fRz −mg (4.12)









where, m is the vehicle mass (equal to the suspended mass after neglecting the wheel’s
mass), Iy is the moment of inertia of the vehicle about the center of gravity and the
y body axis. By h we denote the vertical distance of the C.G. from the ground in an
equilibrium state where z = 0. By fiz i = F,R we denote the normal load forces at
the front and rear axle respectively and by Σfix i = F,R we denote the projection
of the total friction force of each wheel on the x longitudinal body axis.
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Figure 4.2: Suspension Dynamics
Consider now the equilibrium state (ż, z̈, θ̇, θ̈ = 0) where z = 0 and θ = 0. The
normal load at each wheel is then the static distribution of the suspended weight
to the front and rear axles, which depends on the longitudinal offset of the C.G. In









Now, given vertical displacement of the C.G. z and pitch angle θ the normal load of
each wheel is given by
fFz = f
o
Fz −KF∆zF − CF ˙∆zF (4.17)
fRz = f
o
Rz −KR∆zR − CR ˙∆zR (4.18)
where
∆zR = z + ℓR sin θ , ∆zF = z − ℓF sin θ
˙∆zR = ż + ℓR cos θ θ̇ , ˙∆zF = ż − ℓF cos θ θ̇
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Unless stated otherwise, the vehicle parameters that we use in this chapter are sum-
marized in Table 4.1.















4.1.4 Reduced Order Half-Car Model
In order to simplify the calculations during the optimization we make some simplifying
assumptions which lead to a model of reduced order. The system as presented in
equations (4.1)-(4.5), (4.12) and (4.13) has TF , TR and δ as inputs. At this point we
make the assumption that we can control the longitudinal slip at each wheel sFx and
sRx directly. The equations of the system in this case will be
mẍ= fFx cos(ψ + δ) − fFy sin(ψ + δ) + fRx cosψ − fRy sinψ (4.19)
mÿ= fFx sin(ψ + δ) + fFy cos(ψ + δ) + fRx sinψ + fRy cosψ (4.20)
Izψ̈= (fFy cos δ + fFx sin δ) ℓF − fRyℓR (4.21)
The inputs of the system are now the longitudinal slip sFx and sRx of the front and
rear wheel respectively and the steering angle δ of the front wheel. We may still
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calculate the “real” inputs TF and TR using the definition (2.1) in order to find the
angular velocity of each wheel from the known inputs sFx and sRx. Differentiating and
using equations (4.4) and (4.5) we can then calculate the required torques. We would
normally consider coupling between the front and rear wheel accelerating or braking
torque (since in a car one pedal controls acceleration of all four wheels; the same
for braking) which would result in coupling of the longitudinal slip quantities in the
front and rear wheels. Since we are considering race car handling, where brakes and
accelerator are sometimes used simultaneously as well as handbrake (which usually
apply only on the rear wheels) we can assume that the longitudinal slip of the front
and rear wheels can be controlled independently. The order of the model may be
further reduced if we assume no dynamic longitudinal load transfer, i.e. fFz and fRz
are given by (4.15) and (4.16) respectively at all times.
4.2 Optimal Control Formulation
In this section we formulate the problem of minimum time or maximum velocity
maneuvering of a vehicle as a problem in optimal control. The system’s dynamics
are derived in the previous sections and given either by (4.1)-(4.5), (4.12) and (4.13)
or by (4.19)-(4.21) depending on the desired level of fidelity of the vehicle model and
the acceptable level of complexity of the problem. In order to formulate an optimal
control problem, it is necessary to define the cost function to be optimized and specify
all state/control constraints and boundary conditions.
In this work we present preliminary optimization results, using the reduced order
model of Section 4.1.4, for three different paths: a 90 deg corner, a U-turn and an S-
turn (similar to lane change maneuver) that the vehicle has to negotiate in minimum
time. The constraint in each case is on the position of the C.G. of the vehicle; this is
demonstrated in Figs. 4.3, 4.4 and 4.5. The origin of the frame of reference is located
at the center of the corner for the 90 deg corner and the U-turn, while for the S-turn
the origin is located at the mid-point of the road segment into consideration.
After gaining experience with the simplified model, we are able to generate initial
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guesses that lead to convergence of the optimization algorithm using the compre-
hensive vehicle model of Sections 4.1.2, 4.1.3. We present a case study, comparing
minimum time versus maximum exit velocity cornering strategies.





















Figure 4.3: State constraint for the 90 deg corner
4.2.1 State Constraints
The state constraint for the 90 deg corner is shown in Fig. 4.3 and can be mathemat-
ically described as follows
8 ≤
√







t = 0 t = t
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Figure 4.4: State constraint for the U-turn




x2 + y2 ≤ 10 when y ≥ 0 (4.25)
The state constraint for the S-turn is shown in Fig. 4.5 and can be described as follows
8 ≤
√
(x+ 9)2 + y2 ≤ 10 when x < 0 and y < 0
8 ≤
√
(x− 9)2 + y2 ≤ 10 when x ≥ 0 and y ≥ 0 (4.26)
In all cases we have added two straight segments of 5m each before and after the
corner so that the car enters the corner after travelling straight and exits the corner
in a posture that will lead to straight travel again. The boundaries of the road at the
straight segments are not included in the state constraint. However, the boundary
conditions as we will see in the next section, take into account the width of the road
as well.
4.2.2 Boundary Conditions














Figure 4.5: State constraint for the S-turn
that the car is travelling straight before and after the corner. The initial and final
position of the car is within the width of the road. Finally, the longitudinal velocities
at the initial and final time and the final time tf are left free.
Using the comprehensive half-car model (4.1)-(4.5), (4.12) and (4.13) we may need
to simplify somehow the problem in order to achieve convergence of the optimization
algorithm. This may be done by “fixing” some of the “free” boundary conditions. For
example, we may choose fixed value for the initial longitudinal velocity. The value
may be taken from the solution using the low order system reduced by a safety factor.
It also makes sense to “fix” the initial conditions for vertical position/velocity (z, ż)
and pitch angle/rate (θ, θ̇) of the suspended mass. The natural choice would be to
consider an initial steady-state where z = ż = θ = θ̇ = 0.
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Table 4.2: Boundary Conditions
90 deg corner U-turn S-turn
x(t = 0) = −5 −10 ≤ x(t = 0) ≤ − 8 x(t = 0) = −14
8 ≤ y(t = 0) ≤ 10 y(t = 0) = −5 −10 ≤ y(t = 0) ≤ −8
8 ≤ x(t = tf ) ≤ 10 8 ≤ x(t = tf ) ≤ 10 x(t = tf ) = 14
y(t = tf ) = −5 y(t = tf ) = −5 8 ≤ y(t = tf ) ≤ 10
ψ(t = 0) = 0 ψ(t = 0) = π
2
ψ(t = 0) = 0
ψ̇(t = 0) = 0 ψ̇(t = 0) = 0 ψ̇(t = 0) = 0
ψ(t = tf ) = −π2 ψ(t = tf ) = −π2 ψ(t = tf ) = 0
ψ̇(t = tf ) = 0 ψ̇(t = tf ) = 0 ψ̇(t = tf ) = 0
ẏ(t = 0) = 0 ẋ(t = 0) = 0 ẏ(t = 0) = 0
ẋ(t = tf ) = 0 ẋ(t = tf ) = 0 ẏ(t = tf ) = 0
4.2.3 Control Constraints
Recall that, in the case of the low order half car model of Section 4.1.4, the control
inputs are the longitudinal slip sFx and sRx of each wheel and the steering angle δ.
The control constraints (same in all optimization scenarios) are
−1 ≤ six≤ 1, i = F,R (4.27)
−0.7 rad ≤ δ≤ 0.7 rad (4.28)
The constraint on the longitudinal slip is imposed by the definition of equation (2.1),
while in the case of the steering angle, the constraint reflects the physical limits of
the steering mechanism.
In the case of the comprehensive half car model of Sections 4.1.2, 4.1.3 the control
inputs are the accelerating/braking torques TF and TR of each axle and the steering
angle δ. The control constraints are
−1000 Nm ≤ Ti≤ 1000 Nm, i = F,R (4.29)
−0.7 rad ≤ δ≤ 0.7 rad (4.30)
The constraints on the accelerating/braking torques reflect the limited power that
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may be provided by the engine/transmission and braking systems.
4.2.4 Optimization Algorithm
The optimal control problem is solved numerically using EZOPT, a direct optimiza-
tion software available by Analytical Mechanics Associates Inc., which uses collocation
to transcribe an optimal control problem to a nonlinear programming problem (NLP).
It provides a gateway to NPSOL, a nonlinear optimization program (for details see
[77]). The optimization algorithm involves discretization of the independent variable
(time). The control inputs are approximated with constant functions for each time
interval. The user is required to provide the system’s dynamics, the cost to be op-
timized, state constraints, boundary conditions and an initial guess for the optimal
control inputs and states time history (Fig. 4.6). The convergence of the algorithm
depends on the complexity of the problem and the accuracy of the initial guess.
Figure 4.6: Numerical optimization scheme.
We have chosen time to be the independent variable resulting in an optimal control
problem of free “final time”. In [67], [68] and [69] time is replaced by travelled distance
as the independent variable resulting in a fixed “final time” optimal control problem,
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which is easier to converge numerically to a solution. However this change of variable
results in a singularity when the vehicle travels with large slip angles. While such a
scenario is never encountered in F1 racing, it is very common in rally-racing where
drivers often drift through corners at large slip angles. This justifies the choice of the
independent variable in this work.
4.3 Results Using the Low Order Half-Car Model
As already mentioned, convergence of the optimization algorithm depends on the
accuracy of the initial guess and the complexity of the problem, including the order
of the associated dynamical system. In order to gain experience with this optimization
scheme as well as insight on the vehicle dynamics we pursue preliminary results using
the simplified half-car vehicle model of Section 4.1.4. In what follows we present the
solutions to the minimum time problem along the paths of Figures 4.3, 4.4 and 4.5.
4.3.1 90 deg Corner
Figures 4.7-4.12 completely describe the optimal solution for the minimum time prob-
lem along the 90 deg corner. Figure 4.7 shows the time histories of the vehicle’s states
except from the cartesian coordinates of the C.G. The later can be seen in Fig. 4.11.
Figure 4.8 shows the optimal control inputs (longitudinal slip of front and rear axle
and steering angle). In Figure 4.9 we can see the development of tire friction in
front and rear axles with respect to time. The friction forces plots appear highly
non-smooth. Recall that the friction forces are calculated as a static map of the dis-
cretized control inputs. Figure 4.10 again shows the friction forces of the tires, only
this time on the longitudinal-lateral friction plane. The dotted circle corresponds to
the friction circle according to the discussion in Section 2.1. Figure 4.12 finally shows
the vehicle’s trajectory radius and the vehicle speed with respect to time. The radius
of trajectory is calculated using the formula for the centripetal force, Fc = mv
2/R




The trajectory (Fig. 4.11) for 0.5 sec ≤ t ≤ 1.8 sec is approximately of constant radius
(Fig. 4.12) and the vehicles motion is close to a steady-state turn, as defined in [22]
and [2], that is constant speed and yaw rate. There are two transient parts in the
trajectory (t ≤ 0.5 sec and 1.8 sec ≤ t), since the boundary conditions enforce that
the vehicle enters and exits the corner travelling straight. The bigger the radius of
the trajectory the higher is the velocity that the vehicle can drive through the corner
for a given maximum centrifugal force (determined by the tire friction limits).
However, observing Fig. 4.7 we notice that the vehicle does not enter or exit the
corner at the limit of the state constraint. This means that there may exist a possible
trajectory of bigger radius. This trajectory would allow the car to drive through the
corner with higher speed, but the distance travelled would also be greater. Such a
trajectory will not necessarily minimize time.
In conclusion, the optimal trajectory in the case of time minimization approaches
a circular arc with such a radius that compromises between the highest possible travel
speed and the shortest distance travelled. In fact there exists a distinct minimum in
the trajectory radius around 1.5 sec. The vehicle decelerates before and accelerates
after this point (Fig. 4.12).
Control History and Response
Figure 4.8 shows the control input history. We observe that the steering angle δ has
an initial negative value. This creates immediately a lateral slip on the front wheel
which generates lateral friction (see Fig. 4.9). This initial lateral friction serves two
purposes. The first is that it operates as a centrifugal force for the vehicle and the
second is that it initiates the yawing motion of the car. This yawing motion results
to a lateral motion of the rear wheel of the vehicle; thus, a lateral slip and lateral
friction (which contributes to the total centripetal force) is also generated at the rear
wheel. We observe that the steering angle is gradually being reduced and actually
at around 2 sec changes its sign (“opposite lock”). This is done in order to damp
97
the yawing motion and eventually eliminate it by the time the car exits the corner.
We observe that there is some overshoot about the desired final yaw angle and the
steering angle changes its sign again at the end.
We observe that the longitudinal slip of the rear wheel is initially (t < 0.5 sec) such
that a braking friction force is generated in order to regulate the speed of the car to a
limit that makes it possible for the car to follow the optimal trajectory. Recall that the
trajectory begins from a straight line and gradually increases its curvature and thus
the maximum velocity possible through the trajectory is decreasing. The longitudinal
slip of the front wheel generates an accelerating friction force which compensates for
the braking component of the front wheel lateral friction force. The situation where
the front wheel is accelerating while the rear wheel is braking resembles the use of
handbrake simultaneously with throttle by expert race drivers of off-road vehicles.
Notice from Fig. 4.9 that the total friction generated by the front tire is equal
to the tire’s force capacity. In case the front tire is not saturated by lateral force,
an accelerating longitudinal force is generated to take advantage of the total force
capacity of the tire. As far as the friction generated by the rear tire, observing
Fig. 4.9 and Fig. 4.10 we notice that it is also most of the times equal to its maximum.
Nonetheless, we observe that friction of the rear tire is not maximum at t ≥ 2.25 sec.
One would expect that since the car is at the exit of the corner there should be
maximum acceleration. However, at this point in time the front wheel is saturated
with lateral friction in order to stop the yawing motion. More acceleration (which is
available since the driven rear tire is not saturated) would require more effort from
the front tire to stop the yawing motion; such an effort in this case is not available,
however.
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Figure 4.7: 90 deg corner, minimum time, states
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Figure 4.8: 90 deg corner, minimum time, control
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Figure 4.10: 90 deg corner, minimum time, friction-circle
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t = 0 t = 0.6 
t = 1.2 
t = 1.8 
t = 2.4 
trajectory 
Figure 4.11: 90 deg corner, minimum time, trajectory






































Figure 4.12: 90 deg corner, minimum time, path radius and vehicle speed
102
4.3.2 U-turn
Figures 4.13-4.18 completely describe the optimal solution for the minimum time
problem along the U-turn (or 180 deg corner, or “hairpin” turn). The generated
optimal states and controls are completely equivalent to those of the 90 deg corner
solution.
Trajectory
The trajectory approaches a circular arc which coincides with the inner road edge in
the middle of the corner (0.5 sec ≤ t ≤ 3.5 sec). As expected the steady-state part of
the trajectory (approximately constant trajectory radius, vehicle speed and yaw rate)
is longer compared to the 90 deg corner. Here too, we observe two transient parts
at the beginning and at the end of the corner such that the boundary conditions are
satisfied. The radius of the trajectory segments is again a compromise between min-
imal travel distance and maximum travel velocity. There exists a distinct minimum
in the trajectory radius at around 2.25 sec. The vehicle decelerates before this point
and accelerates right after (Fig. 4.18).
Control History and Response
The control inputs for the U-turn minimum time problem are also in accordance to
the solution for the 90 deg corner. Once again we observe how the cornering maneuver
is initiated by steering of the front wheels and how the rear wheels come into play
(generate cornering force) as the yaw motion is developed. The tires of the front axle
are saturated at all times with accelerating and cornering forces. The tires of the
rear axle are also most of the times saturated with friction. Only at the end of the
maneuver the rear tire does not generate accelerating friction since the front tire is
working at its maximum capacity to stop the yawing motion with maximum lateral
friction.
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Figure 4.13: U-turn, minimum time, states
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Figure 4.14: U-turn, minimum time, control
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Figure 4.16: U-turn, minimum time, friction-circle
106










t = 0 
t = 0.68 
t = 1.36 
t = 2.04 
t = 2.72 
t = 3.4 
4.08 
trajectory 
Figure 4.17: U-turn, minimum time, trajectory





































Figure 4.18: U-turn, minimum time, path radius and vehicle speed
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4.3.3 S-turn
Figures 4.19-4.24 completely describe the optimal solution for the minimum time
problem along the S-turn (lane change maneuver). The state constraint in this case
consists of two consecutive 90 deg corners of opposite direction.
Trajectory
The trajectory consists of two segments approaching the steady-state cornering, cor-
responding to each one of the two consecutive 90 deg corners, for 0.5 sec ≤ t ≤ 1.5 sec
and 2.25 sec ≤ t ≤ 3.5 sec. We also observe the associated transient parts of the
trajectory in accordance to the results of the optimization scenarios of Sections 4.3.1
and 4.3.2. Once again we may distinguish points of minimum radius at each one of
the two steady-state cornering segments at t = 1 sec and t = 3 sec (Fig. 4.24). The
vehicle decelerates before these points and accelerates right after. At t = 2 sec we
may consider that the two trajectories (corresponding to each of the 90 deg corner)
intersect.
Control History and Response
Once again we observe saturation of the tires with friction except from the transit
from one direction of cornering to the other (around t = 2 sec), and the end of the
maneuver as observed in the previous optimization scenarios. We may also observe
“noisy” control inputs (front longitudinal slip and steering angle) for the second half
of the maneuver at around 2.7 to 3 sec and a jump at the yaw rate of the vehicle.
Similarly we observe “noisy” control inputs close to the end of negotiating the first
corner at around 1.7 to 2 sec. The trajectory is well defined at the beginning and end
due to the specified boundary conditions. Around the middle of the trajectory we
have a large transient due to change of direction which results in these noisy control
inputs before and after the transient. Such spikes could be avoided by selecting strict
optimization tolerances which however makes the optimization algorithm too difficult
to converge.
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Figure 4.19: S-turn, minimum time, states
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Figure 4.20: S-turn, minimum time, control
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Figure 4.22: S-turn, minimum time, friction-circle
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t = 0 t = 0.58 
t = 1.16 
t = 1.74 
t = 2.32 
t = 2.9 
t = 3.48 t = 4.06 
trajectory 
Figure 4.23: S-turn, minimum time, trajectory






































Figure 4.24: S-turn, minimum time, path radius and vehicle speed
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Chapter 5
Minimum Time vs. Maximum Exit
Velocity Cornering
In Section 4.3 we presented solutions to the time minimization problem along several
paths using the simplified vehicle model of Section 4.1.4. Having gained experience in
the optimization scheme and intuition on the basic vehicle dynamics we now pursue
solutions to optimization problems incorporating the comprehensive half-car model
(4.1)-(4.3), (4.12) and (4.13). We consider several optimization scenarios and compare
different racing styles. At the same time we study the role of suspension dynamics
and normal load transfer in limit operation of the vehicle.
In particular, we obtain the numerical solution (trajectory, states and control
inputs) of the optimal cornering problem, along the 90 deg corner, for minimum time
of travel and maximum exit velocity. Two extreme cases for the vertical position of
the C.G. are taken into consideration (h = 1 m and h = 0 m) for each case of the
optimization cost in order to investigate the effects of the suspension dynamics and
longitudinal load transfer. In the case h = 0 m the suspension dynamics are not
included in the overall vehicle dynamics and no load transfer occurs. In order to have
a fair comparison between the h = 0 m and h = 1 m cases, we choose a fixed value
for the vehicle’s initial speed.
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5.1 90 deg Corner - Minimum Time
Figures 5.1-5.8 completely describe the optimal solution for the minimum time prob-
lem along the 90 deg corner. Figures 5.1 and 5.2 show the time histories of the
vehicle’s states and Fig. 5.3 shows the optimal control inputs (front and rear axle
torque and front steering angle). In Fig. 5.4 we show the normal load of each of the
front and rear axles. In Fig. 5.5 we may find the time histories of the vehicle speed,
the vehicle acceleration component along the vehicle longitudinal axis (that excites
the suspension dynamics) and the trajectory radius with respect to time. In Figures
5.6 and 5.7 we have the development of the friction coefficients and friction forces
respectively, at each of the front and rear axles. Finally, Fig. 5.8 shows snapshots of
the vehicle along its trajectory.
5.1.1 Trajectory
The trajectory for the minimum time case through a 90 deg corner, as it can be seen in
Figure 5.8 is in complete accordance to what we saw in Section 4.3.1 corresponding to
the solution using the simplified low order half-car model. Once again, the trajectory
consists of an approximately steady-state segment tangential to the state constraint,
and two transient parts satisfying the prescribed boundary conditions. The vehicle
decelerates until the point of minimum radius of its trajectory and accelerates right
after. Recall that the radius of the trajectory is a compromise between the shortest
distance to travel and the highest average speed through the corner. No significant
differences can be observed between the trajectory with h = 1 m and the one with
h = 0 m (Figure 5.8).
5.1.2 Control History and Response
Now lets have another careful look at the response and control inputs plot and derive
conclusions on the role of the suspension dynamics.
Figure 5.5 shows that the radius of the trajectory for h = 0 m is smaller from the
one for h = 1 m except from the first 0.5 sec that the opposite holds. The magnitude
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of the velocity, again from Fig. 5.5 is also in accordance to the difference in radius,
since higher velocities are possible for higher values of trajectory radii. In fact, in the
h = 0 m we observe an initial acceleration from the initial speed and then deceleration
in the first 0.5 sec. From then on the velocity and trajectory radius are higher for the
h = 1 m.
In the h = 1 m case, where the suspension dynamics and load transfer effects are
active, the initial acceleration is avoided because this would result in load transfer
from the front axle to the rear axle, making the front wheel which initiates cornering
produce less friction force. The front wheel is “more important” in the beginning of
cornering because it is the one initiating centripetal forces and yawing moments. The
rear wheel comes into play (contributes to the cornering forces) after the yaw motion
has developed. At the exit of the corner the rear wheel provides yaw damping end
helps stop the yawing motion. In both cases we have deceleration until the apex of
the corner end then acceleration towards the exit. In the h = 1 m case acceleration
results in normal load transfer to the rear wheel and thus greater yaw damping by the
rear wheel together with less effort from the front wheel to stop the yawing motion.
In the h = 0 m case acceleration towards the exit does not change the normal load
distribution to front and rear axles and the front wheel is saturated with lateral
friction in order to stop the yawing motion not allowing higher travel speed. The
only way for the h = 0 m vehicle to compensate for this loss of speed at the exit is
to gain some time at the entry where acceleration does not make the front wheel to
lose normal load (first 0.5 sec).
The fact that in the h = 1 m case the trajectory radius is higher after t = 0.5 sec
results in less steering angle δ as we can see in Fig. 5.3. We also observe more torque
applied to the rear wheel and less to the front toward the exit of the corner. This
is related to the fact that the load transfer makes the rear wheel “heavier” (and
respectively the front wheel “lighter”) which means that higher torque is needed to
accelerate it.
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Figure 5.1: 90 deg, minimum time, states (a)
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Figure 5.2: 90 deg, minimum time, states (b)
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Figure 5.3: 90 deg, minimum time, control inputs
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Figure 5.4: 90 deg, minimum time, normal loads
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Figure 5.5: 90 deg, minimum time, absolute velocity - longitudinal acceleration -
trajectory radius
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Figure 5.6: 90 deg, minimum time, friction coefficients
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Figure 5.7: 90 deg, minimum time, friction forces
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t = 0 t = 0.59 
t = 1.18  
t = 1.77 
t = 2.36 
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t = 0 t = 0.59 
t = 1.18 
t = 1.77 
t = 2.36 
trajectory
(h = 0m) 
Figure 5.8: 90 deg, minimum time, trajectories
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5.2 90 deg Corner - Maximum Exit Velocity
Figures 5.9-5.16 completely describe the optimal solution for the maximum exit ve-
locity problem along the 90 deg corner.
5.2.1 Trajectory
The trajectory in the exit velocity maximization problem changes considerably com-
pared to the minimum time solution. The transient - steady state - transient pattern
does not appear in this case. We can immediately, however, distinguish the charac-
teristics of the new trajectory independent of the suspension dynamics.
We observe that the trajectory approaches a straight path aligned to the exit, well
inside the corner for both h = 0 m and h = 1 m cases. This part of the trajectory of low
curvature requires little cornering effort and thus the vehicle may start accelerating
fast, while well inside the corner, maximizing its exit velocity.
We also notice that the vehicle starts well inside the state constraint, turns to the
opposite direction of the corner towards the outer edge of the road and then enters
the trajectory segment of low curvature. The characteristics of this transition to the
low curvature part of the trajectory are more apparent in the h = 0 m case, but also
present in the h = 1 m case.
Recall that in this optimization scenario we are maximizing the exit velocity. Time
of travel does not enter the penalty function and thus the trajectory does not have to
be of minimal length. We also observe a considerable difference in travel time between
the h = 0 m and h = 1 m cases. This inconsistency is acceptable since minimum time
is not the goal.
Nonetheless, in this optimization scenario, we encounter the familiar velocity pro-
file which consists of deceleration followed by acceleration. Only in this case the
switching point occurs early in the trajectory, at a point in the transition segment.
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5.2.2 Control History and Response
As already mentioned, there is significant difference in travel time between the so-
lutions for the h = 0 m and h = 1 m cases. The optimization cost (exit velocity) is
however very close. The reason for this discrepancy lies on the normal load transfer
mechanism. In both cases we observe the pattern of deceleration up to a point and
then acceleration right after (Fig. 5.5). In fact some initial acceleration is allowed in
the h = 1 m case.
Deceleration in the h = 1 m case results in load transfer to the front axle (Fig. 5.4)
and thus larger friction forces may be generated by the front tires while decelerating.
This means that the cornering capacity of the front wheels is larger during decelera-
tion. Recall that cornering is initiated by the front wheels and thus the same radius
may be negotiated with higher speed (Fig. 5.5). In fact, the velocity in the h = 1 m
case is higher at all times, compared to the h = 0 m case, which explains the shorter
travel time.
Deceleration in the h = 0 m case does not change the cornering capacity of the
front wheels and thus lower velocity is required for the transit segment. Recall that
both vehicles begin at the same velocity. In order for the h = 0 m vehicle to decelerate
more in the transit segment, it needs more space and thus the longer and curvier
trajectory at the beginning.
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Figure 5.9: 90 deg, maximum exit velocity, states (a)
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Figure 5.10: 90 deg, maximum exit velocity, states (b)
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Figure 5.11: 90 deg, maximum exit velocity, control inputs
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Figure 5.12: 90 deg, maximum exit velocity, normal loads
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Figure 5.13: 90 deg, maximum exit velocity, absolute velocity - longitudinal acceler-
ation - trajectory radius
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Figure 5.14: 90 deg, maximum exit velocity, friction coefficients
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Figure 5.15: 90 deg, maximum exit velocity, friction forces
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t = 0 t = 0.68 
t = 1.36 
t = 2.04 
t = 2.72 
t = 3.4 
trajectory
(h = 0m)  
Figure 5.16: 90 deg, maximum exit velocity, trajectories
133
5.3 Minimum Time vs Maximum Velocity
In this section we demonstrate that using the optimal exit velocity solution as seen
in Section 5.2 may lead to a better overall time through a course containing the
90 deg than using the optimal time solution of Section 5.1. This can serve as a
demonstration of Bellman’s Principle of Optimality which states that constructing a









Figure 5.17: Assume that after a 90 deg corner a long straight road segment follows.
Assume that the course to be negotiated consists of the 90 deg corner followed by
a long straight road segment as in Fig. 5.17. The goal is to minimize time from the
entry point of the corner to the end of the straight segment. Instead of letting the
optimization algorithm to find the optimal solution of this problem we just perform
a set of simulations in order to compare the cornering strategies of Sections 5.1 and
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5.2. That is, after using the optimal control inputs calculated by the optimization
algorithm to negotiate the corner in minimum time and with maximum exit velocity
respectively we then apply a closed-loop control to provide maximum longitudinal
acceleration throughout the straight segment. The closed-loop controller used in the
straight segment is summarized by
TF =−K1(sFx − s∗) (5.1)








where, s∗ is the total slip quantity that maximizes the friction coefficient between
the road and the tire, which can be calculated given the parameters of the “Magic
Formula” and K1, K2 and K3 are the controller gains. Equations (5.1) and (5.2)
guarantee that maximum longitudinal friction is generated by front and rear wheels,
regardless normal load transfer effects. Equation (5.3) stabilizes the yaw angle of
the vehicle at ψ = −π
2
. The last equation of the closed loop controller is necessary
considering the tolerances involved in the optimization algorithm which may result
in small discrepancies of the prescribed boundary conditions at the exit of the corner
which may become obvious without stabilization of the yaw angle after some time of
full longitudinal acceleration.
At this point we need to clarify that in order to make the comparison between the
control strategies of Sections 5.1 and 5.2 fair, we have to assume equal initial velocity
of the vehicle at the entry point of the corner. To this end we have performed
numerical optimization for minimum time through the corner with the same value of
initial velocity as in Section 5.2. The new optimal solution retains exactly the same
characteristics as in Section 5.1 and it is omitted for sake of brevity.
In the left plot of Fig. 5.18 we can see the vertical position of the vehicle y versus
time. We observe that after t = 6 sec the vehicle that had negotiated the corner
with maximum exit velocity is ahead of the vehicle that had negotiated the corner
in minimum time. This shows that the optimal time solution of one segment of the
total trajectory may not be part of the overall optimal time solution.
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In order to make the difference more clear we have performed a second set of
simulations. In this set we have assumed reduced friction coefficient between tire and
road at the straight segment of the road (highlighted area in Fig. 5.17). For example
the road may be wet after the corner. The vertical position of the vehicles (using
the minimum time and maximum exit velocity trajectories) versus time is shown in
the right plot of Fig. 5.18. The control inputs are shown, for the case of the vehicle
negotiating the corner with maximum exit velocity, in Fig. 5.19. For the same case,
the longitudinal friction coefficient of the front and rear wheels as well as the yaw
angle versus time are shown in Fig. 5.20.













optimal time corner case
optimal exit velocity corner case











optimal time corner case
optimal exit velocity corner case
Figure 5.18: Vertical position of the vehicle with respect to time for both cases of
driving through the corner with minimum time and with maximum exit velocity. Left
plot: the same friction throughout the whole trajectory. Right plot: the magnitude of
friction on the straight segment is reduced to half compared to the one on the corner.
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Figure 5.19: Control inputs for the overall trajectory - corner and straight segment.
Maximum exit velocity corner and reduced friction on the straight segment case.
137




























Figure 5.20: Longitudinal friction coefficient of front and rear wheels and yaw angle
with respect to time. Maximum exit velocity corner and reduced friction on the
straight segment case.
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5.4 Drifting Through a Corner
A characteristic of rally race driving, which actually makes the sport so appealing to
watch and distinguishes it from other types of car racing, such as F1 racing, is that
drivers drive through corners inducing drifting, that is driving at high slip vehicle
angles β. In such situations drivers manage to balance the oversteering vehicle by
steering the front wheels to the opposite direction of the corner (applying ’opposite
lock’). In this section we reproduce such a driving behavior as part of an optimal
solution through the same 90 deg corner. To this end we choose a more oversteering
- less stable vehicle configuration. The goal is again to maximize the exit velocity
after the corner.
In order to give the vehicle oversteering behavior the configuration is changed
compared to the one used so far. The vehicle’s weight balance is chosen 50% on
the front axle and 50% on the rear by setting ℓF = ℓR = 1.25 m. This means that
less normal load acts on the rear wheel and thus less friction may be generated by
it making it easier for the rear tire to loose traction. For simplicity we are using in
this case the reduced order vehicle model neglecting the suspension dynamics (h =
0 m). We present the resulting optimal control inputs and trajectory of the maximum
exit velocity problem with the new vehicle configuration (Figures 5.21 and 5.22).
Observing the trajectory in Fig. 5.22 we may conclude that it consists of the same
parts as the trajectories discussed in Section 5.2, i.e. initially the vehicle turns to
the opposite direction of the corner towards the outer edge of the state constraint,
then changes direction on a large curvature part of the trajectory that tangentially
intersects the outer edge of the corner and finally enters the part of the trajectory
of low curvature where it may accelerate towards the exit of the corner. At the
transitional phase where the vehicle drives from large curvature to the final part of
the trajectory of low curvature we observe considerably high values of slip angle β.
At t = 3.17 sec the vehicle reaches the maximum slip angle, which one may observe
in Fig. 5.22 as the difference between the heading of the vehicle longitudinal axis and
the tangent of the trajectory. For 2.9 sec ≤ t ≤ 3.4 sec we observe that “opposite
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Figure 5.21: Optimal control inputs for the maximum exit velocity considering an
oversteering vehicle.
lock” is being applied (Fig. 5.21) in order to decelerate the yawing motion of the
oversteering vehicle which would lead to instability.
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Figure 5.22: Numerical optimization techniques reproduce driving techniques of ex-







Minimum Time Velocity Profile:
Optimality and Receding Horizon
Implementation
Numerical optimization techniques present little promise of on-line applicability due
to the high computational cost and the inability to incorporate unpredictable en-
vironments. In addition, convergence of the numerical optimization algorithm also
depends on the accuracy of the initial guess of the optimal solution. In this chapter
we pursue a semi-analytic approach to generate optimal velocity profiles for minimum
time travel along a prescribed path given the acceleration capacity of the vehicle. The
semi-analytic nature ensures minimal computational cost and a receding horizon im-
plementation allows application to unpredictable/changing environments. We design
a dynamic scheme to determine planning and execution horizons to provide guaranty
of convergence of the receding horizon implementation.
6.1 Problem Statement
Consider a vehicle of mass m travelling along a prescribed path, with given accelera-
tion limits and fixed initial and final position and velocity. We seek the velocity profile
along the path for minimum travel time. The path is described by its radius r(s) at
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each point, which is given as a function of the path length coordinate s, or equiva-
lently by the curvature k(s) along the path (Fig. 6.1). The cartesian coordinates at






















Figure 6.1: A vehicle of mass m travels along the prescribed path r(s) with given
maximum acceleration limits in minimum time.










where, ft is the tangential component of the force along the path, and fn is the normal
(centripetal) force such that the vehicle tracks the prescribed path. The force acting










− 1 ≤ 0. (6.3)
This is shown in Fig. 6.1, where fmaxt is the maximum longitudinal force and f
max
n is


























in order for the initial and final cornering forces to be less than the allowable limit
fmaxn and also in order for some accelerating/braking force ft to be available at t0.
Moreover, it will be assumed that the velocity of the vehicle is always greater than
or equal to zero, that is, ds/dt ≥ 0 for all t ∈ [t0, tf ]. Specifically, the vehicle is not
allowed to reverse direction, a natural assumption for a minimum-time problem.
From now on, and unless stated otherwise, we assume uniform acceleration limits
fmaxt = f
max
n = Fmax, i.e., the total force lies within a circle of radius Fmax.
Consider the following state assignment and change of time scale:






m/Fmax and β , αFmax/m. The state-space representation of the system
may then be written as





where ˙( ) denotes derivative with respect to τ . The control input in this formula-
tion is ft, and the maximum overall acceleration limit Fmax/m translates to a state-










− 1 ≤ 0, (6.8)
where R(z1) , r(z1/(αβ)).









, u ∈ [−1,+1]. (6.9)
In terms of the new control variable u the dynamics of the system is written as






, u ∈ [−1,+1]. (6.10)
In terms of the original variables, the equation of motion, using the elliptic force


















where u ∈ [−1,+1].
Note that the dynamics (6.10) are well defined only for trajectories inside the
region S ⊂ R2 of the state space defined by
S , {(z1, z2) : C0(z1, z2) , z22 − |R(z1)| ≤ 0}. (6.12)
In addition, controllability is maintained only at the interior of the set S. At the
boundary of the set S controllability is lost. The following lemma states that unless
we have a path of constant curvature, the state constraint C0(z1, z2) ≤ 0 is always
inactive for any finite interval of time, hence controllability is maintained for any path
of nonzero curvature. In the following, R′(z1) = ∂R(z1)/∂z1.
Lemma 1 Assume R′(z1) 6= 0 for any z1 ∈ (zα, zβ) ⊂ [z10, z1f ], where z10 = z1(τ0)
and z1f = z1(τf ). Then the manifold ∂S = {(z1, z2) : C0(z1, z2) = 0} is not invariant
for the system (6.10) for any control u.
Proof: Invariance of ∂S with respect to (6.10) implies that
−ż1R′(z1) sgnR(z1) + 2z2ż2 = 0, (6.13)
equivalently,
−z2R′(z1) sgnR(z1) = 0, (6.14)
since ż2 = 0 on ∂S for any u ∈ [−1,+1]. Since z2 > 0 for all z1 ∈ (z10, z1f ), the last
equation is satisfied if and only if R′(z1) = 0.
An immediate consequence of Lemma 1 is the fact that ∂S is invariant under
(6.10) only for paths of constant curvature.
Note that the flow of the trajectories of (6.10) in the vicinity of the constraint




















> 0, if R′(z1) sgnR(z1) < 0. (6.16)
The following corollary is therefore immediate.
Corollary 1 The set S is invariant for the system (6.10) only for paths of monoton-
ically decreasing curvature (increasing radius). Such paths are characterized by the
inequality R′(z1) sgnR(z1) > 0.
Given a certain path, characterized by its radius R(z1), the velocity z2 for which
the constraint C0(z1, z2) = 0 is satisfied is thus of extreme importance for our problem.




When z2(z1) = z2crit(z1) for some z1 ∈ [z10, z1f ] loss of controllability ensures. Corol-
lary 1 essentially states that for paths of monotonically decreasing curvature loss
of controllability can occur only instantaneously. This can also be seen from the
following simple argument. Assume, for instance, that at some point τc ∈ (τ0, τf ),
z2(τc) = z2crit(z1(τc)). The tangential component of the acceleration becomes zero
and ż2(τc) = 0. Since the vehicle travels on a path of monotonically decreasing cur-
vature (increasing radius), |R(z1(τ+c ))| > |R(z1(τc))|, while z2(τ+c ) = z2(τc). It follows
that the square root in the rhs of equation (6.10) will take a positive, non-zero value
at τ = τ+c and the system will regain controllability. For a path of monotonically
increasing curvature (decreasing radius) on the other hand, the condition z2(τc) =
z2crit(z1(τc)) at some point τc ∈ (τ0, τf ) leads to ż2(τc) = 0 and z2(τ+c ) = z2(τc), and
since |R(z1(τ+c ))| < |R(z1(τc))|, it follows that z22(τ+c ) ≥ |R(z1(τ+c ))|. The quantity
inside the square root at the right-hand-side of (6.10) becomes negative at τ+c . The
equations are infeasible and a larger centripetal force than the available one Fmax is
needed for the vehicle to negotiate the path. It follows that for a path of monoton-
ically increasing curvature (characterized by the inequality R′(z1) sgnR(z1) < 0) we
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cannot allow the vehicle to reach z2crit(z1). In Section 6.3.2 we discuss this case in
great detail and we show that optimal paths necessarily remain in S.
We know turn to the solution of the minimum time problem for system (6.10).
6.2 Optimal Control Formulation
In reference to the system (6.10), and given fixed initial conditions z10 = z1, z20 = z2
at τ = τ0 and final condition z1f = z1, z2f = z2 at τ = τf , we desire the optimal
control u that drives the system (6.10) from point A to point B of the cartesian plane





for the path length coordinate z1 and velocity z2 of a point P of the prescribed path
R(z1). Thus, we have z
A
1 = z10, z
A
2 = z20, z
B
1 = z1f and z
B
2 = z2f . Notice that without
loss of generality we may assume that z2(τ) > 0, ∀ τ ∈ (τ0, τf ).





The Hamiltonian for this problem is







+ µC0(z1, z2). (6.19)





















The Kuhn-Tucker conditions imply
µ = 0 for C0(z1, z2) < 0 and µ ≥ 0 for C0(z1, z2) = 0. (6.22)
The transversality condition implies H(τf ) = 0, and since the Hamiltonian does
not depend explicitly on time it also follows that
H(τ) = 0, ∀ τ ∈ [τ0, τf ]. (6.23)
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Consider first the case of an inactive constraint, C0(z1, z2) < 0. In this case µ = 0
and Pontryagin’s Maximum Principle leads to the optimal control




−1 for λ2 > 0,
+1 for λ2 < 0,
(6.24)
which implies,
u∗(τ) = − sgnλ2(τ). (6.25)
Therefore λ2 is the switching function, which determines the value of u
∗.
Let us consider the possibility of a singular control interval in the optimal solution,
i.e., the existence of a time interval (τ1, τ2) ⊂ [τ0, τf ] such that λ2(τ) = 0, for all
τ ∈ (τ1, τ2). Equation (6.20) implies that λ̇1(τ) = 0 for all τ ∈ (τ1, τ2), or equivalently
λ1(τ) = λ10 = constant for all τ ∈ (τ1, τ2). Equation (6.21) implies λ̇2(τ) = −λ10τ for
all τ ∈ (τ1, τ2). In addition, λ2(τ) = 0 and λ̇2(τ) = 0 for all τ ∈ (τ1, τ2), and thus we
have λ10 = 0 and λ1(τ) = λ2(τ) = 0 for all τ ∈ (τ1, τ2). Equation (6.19) then gives
H(τ) = 1 for τ ∈ (τ1, τ2), which contradicts the condition (6.23) that H(τ) = 0 for
all τ ∈ [τ0, τf ].
We have thus proven the following proposition.
Proposition 1 Assuming that throughout the optimal trajectory C0(z1, z2) < 0, there
can be no singular subarc.
This proposition states that to optimally transverse a path in minimum time, the
maximum available force must be used at all times and the optimal trajectory is
composed only of bang-bang subarcs (u = +1 or u = −1), assuming that the optimal
state trajectory remains inside S.
6.3 Solution for Special Cases of Path Curvature:
Inactive Constraint
In the following, we provide solutions to the previous minimum-time problem for
several special cases of R(z1). First, we consider the simplest case when the constraint
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(6.12) remains inactive. According to Lemma 1 this occurs only if R′(z1) 6= 0. We
distinguish two different cases: paths of decreasing curvature and paths of increasing
curvature.
6.3.1 Path of Decreasing Curvature
Consider a path of monotonically decreasing curvature from point A to point B in
the cartesian plane denoted by
P+AB =
{
(z1, R(z1)) : R
′(z1) sgnR(z1) > 0, z1 ∈ [zA1 , zB1 ]
}
. (6.26)
From Proposition 1 we know that the optimal path is composed solely of subarcs of
maximum acceleration or maximum deceleration.
Equation (6.20) with R′(z1) sgnR(z1) > 0 yields λ̇1(τ) ≥ 0, for all τ ∈ [τ0, τf ].
Suppose now that there exists a switching time τ1 ∈ (τ0, τf ). It follows that λ2(τ1) = 0.













since λ1 is non-decreasing. Inequality (6.27) implies that z2(τ) ≤ z2(τ1) for all τ ∈
[τ0, τ1), from which we conclude that τ1 is a switching point from u = +1 to u = −1.
Following the same steps as for the switching point τ1, it is easy to prove that any
other switching point τ2 ∈ (τ0, τ1) has to be from u = +1 to u = −1. Obviously, there
can be no consecutive switching points from u = +1 to u = −1 without a switching
from u = −1 to u = +1 in between. Thus, we rule out the possibility of existence of
a second switching point τ2 ∈ (τ0, τ1). Finally, suppose that there exists a switching
point τ3 ∈ (τ1, τf ). The transversality condition (6.23) implies λ1(τ3) = −1/z2(τ3).
Since λ1 is non-decreasing we have that λ1(τ1) ≤ λ1(τ3) or that −1/z2(τ1) ≤ −1/z2(τ3)
and finally that z2(τ1) ≤ z2(τ3), implying that the vehicle accelerates from τ1 to τ3,
which contradicts the fact that u(τ) = −1 for τ ∈ (τ1, τ3). It follows that we can have
only one switching in the control.
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Let now Z+A (z1) be the characteristic constructed by forward integration of (6.10)
from (zA1 , z
A
2 ) with u = +1, and Z
−
B (z1) be the characteristic constructed by backward
integration of (6.10) from (zB1 , z
B
2 ) with u = −1. We have therefore the following
proposition for the optimal trajectory on paths of monotonically decreasing curvature.
Proposition 2 In the case of a path of monotonically decreasing curvature P+AB there
can be at most one switching in the control, from u = +1 to u = −1. In this case the








It is easy to prove the optimality of (6.28) directly, by showing that z∗2(z1) in (6.28)
maximizes the velocity pointwise for all z1 ∈ [zA1 , zB1 ].
6.3.2 Path of Increasing Curvature
Consider a path of monotonically increasing curvature from point A to point B de-
noted in the cartesian plane by
P−AB =
{
(z1, R(z1)) : R
′(z1) sgnR(z1) < 0, z1 ∈ [zA1 , zB1 ]
}
. (6.29)
Similar to the case of a path of decreasing curvature, the optimal path is composed
only of subarcs of maximum acceleration or maximum deceleration, assuming that the
optimal trajectories remain in the interior of S (Proposition 1). An analysis similar
to the one of Section 6.3.1 can be followed to show that, assuming the trajectories
remain in S, there can be at most one switch in the control, from u = +1 to u = −1.
Below we show that the optimal trajectory does indeed remain in S.
As before, let Z+A (z1) be the characteristic constructed by forward integration of
(6.10) from (zA1 , z
A
2 ) with u = +1, and Z
−
B (z1) be the characteristic constructed by
backward integration of (6.10) from (zB1 , z
B
2 ) with u = −1.
Lemma 2 Assuming zB2 ≤ z2crit(zB1 ), then Z−B (z1) < z2crit(z1) for all z1 ∈ [zA1 , zB1 ).
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Proof: The proof involves two steps. First, we construct the locus M of points in
the z1-z2 plane having the following property: the slope of any trajectory beginning
from any point in M ⊂ S using the control u = −1 is less than or equal to the slope
of z2crit(z1). In the second step we show that for characteristic path starting in S\M
constructed by backward integration of (6.10) with u = −1 remains in S.
To this end, note that the smallest possible slope in the z1-z2 plane of any feasible


































Using (6.31) and (6.32) we may enforce the inequality z′2min ≤ z′2crit by






2 −R2(z1) ≤ 0. (6.33)


















In the limiting case, when z′2min = z
′
2crit, we have z2safe =
√
r2. An explicit relationship
between z2safe and z2crit is given by the equation








2crit = 0, (6.36)
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which implies that z2safe(z1) < z2crit(z1) for all z1 ∈ [zA1 , zB2 ]. The set M is therefore
the area underneath the curve z2safe(z1). It follows that M ⊂ S. The z2crit(z1) and
z2safe(z1) curves for paths of increasing curvature are shown in Fig. 6.2.
To finish the proof, notice that for any trajectory starting in S\M (the area
between the characteristics z2safe(z1) and z2crit(z1) in Fig. 6.2) using u = −1, we have
that z′2min > z
′
2crit. Integrating now backwards in time from z
B
1 to z1 (dz1 < 0) using







or z2min(z1)− z2min(zB1 ) < z2crit(z1)− z2crit(zB1 ). Since z2min(zB1 ) ≤ z2crit(zB1 ) for points
in S\M it follows that z2min(z1) < z2crit(z1). See also Fig. 6.3.
We conclude that for an increasing curvature path P−AB,
Z−B (z1) < z2crit(z1), z1 ∈ [zA1 , zB1 ), (6.38)
given that zB2 ≤ z2crit(zB1 ).







< z2crit(z1), z1 ∈ [zA1 , zB1 ). (6.39)
Hence the constraint (6.12) remains inactive throughout the optimal trajectory. We
have therefore shown the following result for the optimal trajectory on paths of
monotonically increasing curvature.
Proposition 3 In the case of a path of monotonically decreasing curvature P−AB,
there can be at most one switching in the control, from u = +1 to u = −1. In this









Consider a path of increasing magnitude of the radius (decreasing curvature) from
point A to point B as in Fig. 6.4(a), described by the following equation















Figure 6.2: In the area between z2crit and z2safe we can integrate backward in time
with u = −1 without intersecting z2crit.
Assume that the vehicle starts from point A with zero velocity and reaches point B
with zero velocity as well. The switching point SP is determined by the intersection
of the characteristic Z+A (z1) in Fig. 6.4(b), created by forward integration of the
equations of motion (6.10) with initial conditions (zA1 , z
A
2 ) using u = +1, with the
characteristic Z−B (z1), created by backward integration of the equations of motion
with initial conditions (zB1 , z
B
2 ) using u = −1. Equivalently, the optimal solution








Figure 6.5 confirms that the optimality conditions hold, i.e. the switching function
λ2 changes sign at the switching point of the control input.
6.4 Solution for Special Cases of Path Curvature:
Active Constraint
In this section we consider the case when the constraint (6.12) is active, that is

















































Figure 6.3: Optimal solution for a path of decreasing curvature near the state con-
straint.
value (6.17), equation (6.12) implies that (z1, z2) ∈ ∂S. In this case fn = Fmax and
ż2 = 0 from (6.10). The control input u cannot affect the value of the velocity and
loss of controllability ensues. This may also be interpreted as a loss of the ability to
generate tangential force ft, since the whole force capacity Fmax is used to produce
the required centripetal force fn. From Lemma 1 it follows that this case is possible
only for paths of constant curvature. In the remaining of this section we will therefore
consider only paths with R′(z1) = 0.
In order to avoid the difficulty arising from the loss of controllability for the case
of a path of constant curvature, we introduce the constraint
Cǫ(z1, z2) , z
2
2 + ǫ− |R(z1)| = 0, (6.43)
where ǫ > 0 is a small positive scalar. We investigate optimal paths that satisfy this
constraint and the we take ǫ→ 0 to recover the case of C0(z1, z2) = 0 at the limit.
An easy calculation shows that the control law that keeps the vehicle on the








which, upon R′(z1) = 0 yields usc ≡ 0 for any ǫ > 0. Hence limǫ→0 usc = 0.
Consider now a path of constant curvature P0AF . Figure 6.6 shows the characteris-




2 ) with u = +1, the
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u = −1 


































u = +1 
u = −1 
(a) (b)
Figure 6.4: Optimal velocity profile through a path of increasing radius.
characteristic Z0AF (z1) given by z2(z1) =
√
|R(z1)| − ǫ < z2crit(z1), for z1 ∈ [zA1 , zF1 ],
with ǫ > 0, and the characteristic Z−F (z1) constructed by backward integration of
(6.10) from (zF1 , z
F
2 ) with u = −1. Notice that the characteristic Z0AF (z1) is con-
structed with u = 0, which coincides with usc in (6.44) for R
′(z1) = 0. On the
characteristic Z0AF (z1) the constraint (6.43) remains active, i.e., Cǫ(z1, Z
0
AF (z1)) = 0.
Proposition 4 In the case of a path of constant curvature P0AF , assuming ǫ > 0, the










The trajectory from zA1 to z
B
1 in Fig. 6.6 maximizes point-wise the velocity since
it is constructed using maximum acceleration u = +1 from a fixed initial velocity
z2(τ0) = z
A




1 is equal to the maximum
allowable value,
√
|R(z1)| − ǫ. Finally, the trajectory from zE1 to zF1 on Z−F is also of
maximum point-wise velocity, since Z−F is constructed using maximum acceleration
u = −1 backward in time starting from a fixed initial velocity z2(τf ) = zF2 . Thus,
the overall trajectory of (6.45) maximizes the velocity point-wise, which proves the
optimality of the proposed solution.
Let now ǫ → 0 and assume that at some point τc ∈ (τ0, τf ) we have z2(τc) =
z2crit(z1(τc)), as in (6.17). This point corresponds to (z
C
1 , z2crit) in Fig. 6.6. Since
156



































Figure 6.5: Switching function and control input time history for the path shown in
Fig. 6.4(a).
the square root in equation (6.10) becomes zero, the tangential acceleration becomes
zero and hence ż2(τc) = 0. Since we are on a path of constant curvature, z2(τ) =
z2crit(z1(τ)) for all τ ≥ τc and thus once controllability is lost, it cannot be regained.
This means that when the vehicle operates at (zD1 , z2crit), it cannot switch to Z
−
B (z1)
and the vehicle continues to travel with z2crit. We conclude that in case of a path
of constant curvature P0AF , unless the final velocity zF2 = z2crit(zF1 ) we cannot allow
ǫ = 0. We have therefore shown the following corollary.
Corollary 2 Consider the minimum-time problem (6.10), and assume a path of con-
stant curvature, R(z1) = c. If z2(τf ) 6=
√
|c| an optimal solution does not exist.
In the sequel we investigate paths composed of concatenations of paths investi-
gated thus far. Such concatenations will allow us to construct the optimal trajecto-
ries, along with the corresponding optimal controls, by piecing together the solutions





























u = +1 
u = 0 
u = −1 
Figure 6.6: Constant radius path; active constraint case.
6.5 Path with minR(z1)
Consider now a path of increasing curvature P−AC followed by a path of decreasing
curvature P+CB as in Fig. 6.7. We adopt the following notation for the path from point
A to point B
P∓ACB = P−AC ◦ P+CB =
{
(z1, R(z1)) : R
′(z1) sgnR(z1) < 0, z1 ∈ [zA1 , zC1 ),
R′(z1) sgnR(z1) > 0, z1 ∈ [zC1 , zB1 ])
}
, (6.46)
where “◦” denotes the concatenation operator. The function R(z1) has a minimum
at zC1 (see Fig. 6.7).
Let z∗2(z1) denote the minimum time solution from A to B and z
C∗
2 denote the
velocity at point C of the z∗2(z1) trajectory. According to Bellman’s Principle of
Optimality if the solution A → B is optimal then the first part of this solution,
A → C, solves the minimum time problem from A to C with the final condition
z2(τf ) = z
C∗
2 . Similarly, the second part, C → B, solves the minimum-time problem
from C to B with initial condition z2(τ0) = z
C∗
2 .
The velocity zC∗2 is not known a priori however, and the solution A → B cannot
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Figure 6.7: Path with minimum radius at point C, in cartesian coordinates (left);
path radius as a function of path length (right).
be constructed from the solutions A → C and C → B. Nonetheless, we do know
the allowable switchings of the control for the subarcs A → C and C → B from the
analysis in Sections 6.3.1 and 6.3.2.
On the part A → C we have a path of increasing radius, and according to
Section 6.3.1 the possible optimal velocity profiles, summarized in Fig. 6.8(a), are:
u = +1 (Case 1), u = −1 (Case 2) or u = +1 that switches once to u = −1 (Case
3). Similarly, on the part C → B we have a path of decreasing radius and according
to Section 6.3.2 the possible optimal velocity profiles, summarized in Fig. 6.8(b), are:
u = +1 (Case a), u = −1 (Case b) or u = +1 that switches once to u = −1 (Case
c). For Bellman’s Principle of Optimality to hold, the overall solution from A to B
will consist of the subarcs A → C and C → B that correspond to Cases 1,2,3 and
Cases a,b,c (Fig 6.8), respectively. Thus, all the possible optimal velocity profiles
for the overall problem from A to B are all the possible combinations of Cases 1,2,3
and Cases a,b,c. These are shown in Fig 6.9. In the following, we discuss each case
separately in order to compute the optimal velocity at point C.
Case 1a corresponds to u = +1 in both subarcs, A → C and C → B and the
optimal solution z∗2(z1) coincides with the characteristic Z
+
A (z1). Obviously, there is
no other path that satisfies the boundary conditions at points A and B. The velocity
at point C has to be less than or equal to z2crit(z
C
1 ). In this case the optimal velocity
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(a) A → C
























(b) C → B
Figure 6.8: Possible optimal velocity profiles before (left) and after (right) point C.
zC∗2 is determined by the boundary conditions at A and B.
Case 1b corresponds to u = +1 from A → C and u = −1 from C → B.
Contrary to the previous case, it is now possible to satisfy the boundary conditions
at A and B using acceptable control switchings. Consider, for example, the solution
using the sequence of characteristics Z+A (u = +1), Zm (u = −1), Zn (u = +1),
Z−B (u = −1) shown in Fig. 6.9, Case 1b. However, it is obvious that the solution
using one switching from Z+A to Z
−
B maximizes velocity point-wise between A and B
(for the given boundary conditions), and thus this is the optimal solution. Again, the
velocity at point C has to be less than or equal to z2crit(z
C
1 ).
Case 1c corresponds to u = +1 from A → C and switching of the control from
u = +1 to u = −1 along the subarc C → B. This case is similar to the Case 1b.
The overall trajectory consists of one switching from acceleration to deceleration.
However, this time the switching does not take place at point C due to the different
boundary conditions at A and B. Again, the velocity at point C has to be less than
or equal to the critical one.
Case 2a corresponds to u = −1 from A→ C and u = +1 from C → B. Assume,
as shown in Case 2a of Fig. 6.9, that there are other solutions that consist of admissible
switchings, and which satisfy the same boundary conditions at points A and B. In
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Figure 6.9: All possible optimal velocity profiles from A to B.
fact, the solution that corresponds to Case 2a, constructed by the characteristic paths
Z−C and Z
+
C , is the one with the lowest velocity point-wise between A and B. We
conclude that Case 2a will be optimal only if zC∗2 = z2crit(z
C
1 ), which is acceptable since
a path of decreasing curvature follows after point C and controllability is regained
immediately.
Case 2b corresponds to u = −1 in both subarcs, A → C and C → B. It is
completely equivalent to Case 1a if we reverse the boundary conditions at the points
A and B.
Case 2c corresponds to u = −1 from A → C and one switching from u = +1 to
u = −1 in the subarc from C → B. As in Case 2a, unless zC∗2 = z2crit(zC1 ) there are
other solutions that satisfy the boundary conditions at points A and B consisting of
higher velocities at all points between A and B.
Case 3a corresponds to one switching from u = +1 to u = −1 along the subarc
A → C and to u = +1 along C → B. This case is equivalent to the Case 2c if we
switch the boundary conditions of points A and B.
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Case 3b corresponds to one switching from u = +1 to u = −1 along the subarc
A→ C and to u = −1 from C → B. It is equivalent to Cases 1b and 1c; however, in
this case the switching of control occurs before point C.
Case 3c corresponds to one switching from u = +1 to u = −1 along the subarc
A → C and switching from u = +1 to u = −1 along the subarc C → B. Unless
zC∗2 = z2crit(z
C
1 ) there are other solutions that satisfy the boundary conditions at
points A and B, which all consist of higher velocity at all points.
From the previous analysis we conclude that there are only two possible scenarios
for the value of zC∗2 . In Cases 1a, 2a, 3a, 2b and 3b we have z
C∗
2 ≤ z2crit(zC1 ) and
z∗2C is determined by satisfying the boundary conditions of A and B using allowable
control switches. In Cases 2a, 2c, 3a and 3c we have zC∗2 = z2crit(z
C
1 ) and a control
switch from u = −1 to u = +1 at C.
Next, we propose a methodology to construct the overall optimal solution for a
path with curvature switching from increasing to decreasing at a point C. Starting
from (zA1 , z
A
2 ) we construct the characteristic Z
+
A (z1) integrating the equations of
motion (6.10) forward in time using u = +1. Starting from (zB1 , z
B
2 ) we construct
the characteristic Z−B (z1) integrating the equations of motion (6.10) backward in time
using u = −1. Starting from (zC1 , z2crit(zC1 )) we construct the characteristic Z−C (z1)
integrating the equations of motion (6.10) backward in time using u = −1. Finally,
starting from (zC1 , z2crit(z
C
1 )) we construct the characteristic Z
+
C (z1) integrating the
equations of motion (6.10) forward in time using u = +1. The optimal velocity profile












It is easy to show that (6.47) reproduces all the cases of Fig. 6.9.
6.6 Path with maxR(z1)
Consider now a path of decreasing curvature P+AC followed by a path of increasing
curvature P−CB. We adopt the following notation for the path from point A to point
162
B
P±ACB = P+AC ◦ P−CB. (6.48)
Clearly, in this case the function R(z1) has a maximum at z
C
1 . All possible scenarios
that may appear along the subarcs A → C and C → B according to the solutions
presented in Sections 6.3.1 and 6.3.2 may be summarized in accordance to Fig. 6.8.
In Section 6.5 we concluded that Cases 2a, 2c, 3a and 3c may appear as the
optimal solutions only if the velocity at C is zC∗2 = z2crit(z
C
1 ). Since C is a point
of maximum radius, the critical velocity at point C is larger compared to any other
point from A to B. That is,
z2crit(z1) < z2crit(z
C
1 ) for z1 ∈ [zA1 , zC1 ) ∪ (zC1 , zB1 ]. (6.49)
On the other hand, in Cases 2a, 2c, 3a and 3c the velocity at point C is a local
minimum. That is, there exists δ > 0 such that zC∗2 < z2(z1) for z1 ∈ (zC1 − δ, zC1 + δ).
For zC∗2 = z2crit(z
C
1 ) equation (6.49) implies that z2(z1) > z2crit(z1), for all z1 ∈
(zC1 − δ, zC1 + δ), and the vehicle cannot follow the prescribed path. We conclude that
Cases 2a, 2c, 3a and 3c cannot appear as optimal solutions in the case of a path with
a point C of maximum radius.
The only possible scenarios are Cases 1a, 1b, 1c, 2b and 3b, where the optimal
velocity at C is determined by the initial and final boundary conditions. The optimal









Assume that the given path from point A to point B is composed of a finite number of
segments of constant curvature, of segments of monotonically increasing curvature and
segments of monotonically decreasing curvature. Let the total number of segments
be n+ 1. The path from point A to point B can then be expressed as
PAB = P i1AP1 ◦ P
i2
P1P2





where ik ∈ {+, −, 0}, k = 1, 2, ..., n+ 1.
Let I∓ denote the set of indices corresponding to points of minimum radius
of the path PAB, that is, I∓ = {j : ij = −, ij+1 = +}, I0 denote the set of in-
dexes corresponding to the first point of a segment of constant curvature, i.e. I0 =
{j : ij = 0, ij−1 6= 0}.
The following algorithm provides an ǫ-suboptimal velocity profile for minimum
time travel along the path PAB.
ALGORITHM FOR OPTIMAL VELOCITY PROFILE From (zA1 , zA2 ) integrate the equations of motion (6.10) forward in
time with u = +1 to construct the characteristic Z+A (z1). From (zB1 , zB2 ) integrate the equations of motion (6.10) backward in
time with u = −1 to construct the characteristic Z−B (z1). For each point of minimum radius Pk, k ∈ I∓, construct the following
characteristics: the characteristic Z−Pk(z1) by integrating (6.10) back-
ward in time from (zPk1 , z2crit(z
Pk
1 )) using u = −1, and the characteris-





using u = +1. For each segment P0PℓPℓ+1 of constant radius R(z1) = Rℓ where ℓ ∈ I0,
construct the following characteristics: the characteristic Z0PℓPℓ+1(z1)
of constant velocity equal to
√
|Rℓ| − ǫ, for some ǫ > 0, the charac-





using u = −1, and the characteristic Z+Pℓ+1(z1) by integrating forward

























where k ∈ I∓ and ℓ ∈ I0.
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The previous algorithm will give the optimal velocity profile in case I0 = ∅.
Otherwise, and in light of Corollary 2, the solution is suboptimal in the sense that
it can always be improved by taking ǫ → 0 but not zero. Proof of optimality can be
easily provided by showing that this solution maximizes the velocity pointwise. We
demonstrate this fact in the following example.
6.7.1 Example (General Solution)
Consider the path PAB shown in Fig. 6.10(a). We can identify points of minimum
radius at P1, P4 and P9 (I± = {1, 4, 9}), and intervals of constant radius PP5P6
and PP7P8 (I0 = {5, 7}). Figure 6.10(b) shows the construction of the necessary
characteristics using the rules of the previous section. The minimum time solution is
given by (6.52) and it is shown in Fig. 6.11(a).












































































































Figure 6.10: (a) A general case radius profile path; (b) the free boundary conditions
problem solutions for constant radius and minR subarcs.
Consider now the intervals (i) - (viii) along the optimal solution as in Fig. 6.11(b).
In the interval (i) we use maximum acceleration u = +1 from the starting point A
and thus the velocity is maximized point-wise in the interval (i). In (ii) the vehicle
decelerates with u = −1 towards the critical velocity at P4. A trajectory passing
from a point of higher velocity in (ii) would violate the constraint (6.43) at P4. After
P4 we have maximum acceleration and thus point-wise maximum velocity in (iii).
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The velocity in (iv) is equal to the maximum allowable from (6.43). In (v) we have
maximum acceleration and thus maximum velocity as in (iii). Point-wise maximality
of the velocity in (vi) and (vii) is shown in accordance to (ii) and (iii) respectively.
Considering the problem fromB to A, the trajectory in (viii) corresponds to maximum
acceleration from the fixed condition at B and thus it maximizes the velocity point-
wise.
We conclude that the velocity is maximized point-wise throughout the trajectory
from A to B, and thus the trajectory computed using (6.52) is the solution to the
minimum time problem.






































(i) (ii) (iii) (iv) (v) (vi) (vii) 
(viii) 
(a) (b)
Figure 6.11: Optimal velocity profile for the general case path of Fig. 6.10.
6.8 Application to an F1 circuit
In this section we validate the proposed methodology by applying it to an actual road
track. Specifically, we use the previous methodology in order to generate the optimal
velocity profile over a F1 circuit, given the acceleration limits of a typical F1 race car.
The results are compared to the velocity profiles and lap times achieved by expert F1
race drivers.
Figure 6.12(a), taken from [6], shows the cartesian coordinates of the Silverstone
F1 circuit. The data of Fig. 6.12(a) were used to generate the curvature profile
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of this trajectory, which is shown in Fig. 6.12(b). By matching the performance












































Figure 6.12: A trajectory followed by an F1 race car in the Silverstone F1 circuit [6]
and its curvature profile.
characteristics of the vehicles in [68], [6] we can approximate the acceleration limits





+16 − 0.0021v2 m/sec2 for u = +1,
−18 − 0.0021v2 m/sec2 for u = −1,
and
fmaxn /m = 30 m/sec
2.
The optimal velocity profile along the trajectory of Fig. 6.12 is calculated using the
methodology of Section 6.7. The results are shown in Fig. 6.13(b). Figure 6.13(a),
taken from [6], shows the velocity measurements for three laps of an F1 car along the
Silverstone circuit. The optimally calculated lap time using the proposed approach
is 82.7 sec. The measured lap times corresponding to the data of Fig. 6.13(a) are
86.063 sec, 90.891 sec and 85.805 sec respectively for each lap. Note that the record










































Figure 6.13: Velocity profiles through the Silverstone circuit: (a) achieved by human
driver, (b) computed optimal.
6.9 Receding Horizon Implementation
When the environment is changing the optimal profile needs to be generated on-line.
One way to achieve this is for the trajectory optimization to be implemented in a
receding horizon scheme rather than executed in one shot, from the start point to the
end point. In [78] numerical optimization along with a receding horizon scheme was
used for trajectory planning of an autonomous vehicle maneuvering through obstacles.
By including the distance between the end of the horizon and the final destination
point in the total cost, it was shown that the vehicle reaches the final point. In [79]
an extension of the previous optimization scheme was proposed in order to avoid the
entrapment of the vehicle in concave obstacles. The main idea is that the cost function
is estimated off-line for the whole area where the vehicle may move. Areas that may
lead to entrapment are penalized and the estimated cost is taken into consideration
in the total cost. Finally, in [80] the receding horizon strategy of [78] was combined
with a “safety algorithm”. The “safety algorithm” computes an “escape plan” from
the end of the horizon to a “safe” state (such as the vehicle coming to a stop), for each
optimization step. If such an “escape plan” is not feasible, then the last optimization
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step is not executed and the “escape plan” of the previous step is executed instead.
In this work we have assumed that the geometry of the trajectory is computed
separately and it is provided to the velocity optimizer beforehand. Therefore, during
a receding horizon implementation we assume that it is the job of the path planner
to provide a feasible path that ensures obstacle avoidance and guarantees that the
vehicle will reach its final destination. This can be achieved by following the same
strategy as in [78],[79] and [80]. However, guarantees that the velocity will not exceed
the critical value at any point, and that there exists an “escape plan” at the end of
each optimization step, will have to be provided before the velocity optimizer is
implemented in a receding horizon scheme. Below we propose a dynamic scheme to
adaptively choose the planning and execution horizons to provide such guaranties.
6.9.1 Receding Horizon Scheme
Figure 6.14 shows a schematic that demonstrates how the receding horizon scheme
works. The Planning Horizon (PHi) is the distance from the current position up
to the point which the ith optimization step is performed. The Execution Horizon
(EHi) is a fraction of PHi and it is the distance up to the point which the planned
optimization will actually be executed. When the vehicle reaches the Replanning
Horizon RHi, which is a fraction of EHi, the optimization is performed again up to
the new planning horizon PHi+1.
Let the vehicle be at the starting point (s = s0 in Fig. 6.14). The optimization
methodology is applied up to PH1. After the optimization is completed, the vehicle
may start executing the optimal trajectory up to EH1. The shadowed area (i) in
Fig. 6.14 shows the portion of the first optimization that is actually executed. When
the vehicle reaches RH1 the optimization is applied again from the current position
RH1 to the new planning horizon PH2. The portion of the second optimization that
will be actually executed is from EH1 to EH2 and it is shown as the shadowed area (ii)
in Fig. 6.14. The process will end when the final destination is within the execution
horizon. The distance between RHi and EHi is chosen such that enough time is















Figure 6.14: Optimization with receding horizon.
is reached. If the computation is instantaneous RHi and EHi can coincide. As already
mentioned, the semi-analytical nature of the proposed algorithm results in minimal
computational cost and thus from now on we will assume that the replanning and
execution horizons coincide.
6.9.2 Robustness guarantees
In this section we propose an implementation scheme for the receding horizon op-
timization of the velocity profile along a given path. In particular, we propose a
dynamic scheme to determine planning and execution horizons in the z1 domain and
guarantee the existence of an “escape plan” in the end of each executed subarc.
We propose the following formula to determine the planning horizon of the ith
optimization step
PHi = max{Tvi,PHmin}, (6.53)
where vi is the vehicle velocity at the position of the execution horizon of the previous
optimization step EHi−1, vi = z2(EHi−1), T is a constant “reaction” time, and PHmin
is the minimum planning horizon (typically for vi = 0). This is not unlike the way a
human driver chooses a planning horizon, that is, the larger the velocity, the longer
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the “look ahead” distance needs to be. At the initial point A on the path, for the




The optimal solution from the current position EHi−1 to PHi is calculated using (6.52)
and is denoted by iz∗2(z1).
Next, we construct the characteristic from (z1 = PHi, z2 = 0) integrating back-
wards in time using u = −1. This characteristic is denoted by izesc2 (z1) and is referred
to as escape trajectory of the ith optimization step. We choose the execution horizon





izesc2 (z1), z1 ∈ [EHi−1,PHi]
}
. (6.55)
In the case when
{(z1,iz∗2(z1)), z1 ∈ [EHi−1,PHi]}
⋂
{(z1,izesc2 (z1)), z1 ∈ [EHi−1,PHi]} = ∅ (6.56)
we need to increase T in (6.53) to determine a longer planning horizon until we can
find the intersection point of the optimal solution and the escape trajectory (6.55).
At the end of each executed subarc EHi we optimize up to the new planning
horizon PHi+1. The vehicle can decelerate enough to negotiate any corner outside
PHi since we have guaranteed that the vehicle starting from EHi can come to a
complete stop at PHi. In case an obstacle exists after PHi the vehicle can follow
the escape trajectory to avoid collision. The Receding Horizon optimization scheme
terminates when the end point B is within the execution horizon, namely zB1 ≤ EHi
for some i.
The proposed implementation is summarized in the block diagram of Fig. 6.14.
The first optimization step using the above Receding Horizon scheme on the general
case path of Section 6.7.1 is shown in Fig. 6.16. Let the planning horizon PH1 from
(6.53) be at 30m as in Fig. 6.16. The execution horizon EH1 is determined by the in-
tersection of 1z∗2 and
1zesc2 . Observe that the solution generated by this implementation
coincides with the infinite horizon solution of Section 6.7.1. If we randomly choose
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PHx and EHx as in Fig. 6.16 we run the risk of reaching unacceptably high velocities.
For example, the critical velocity at P1 does not allow the vehicle to decelerate enough
and negotiate the sharp turn at P2. In this case notice that there is no intersection
point between the optimal solution and the escape trajectory (characteristic xzesc2 )












Emergency: u = −1 EH from (6.55), execute
zB1 ≤ EH
Figure 6.15: Receding Horizon implementation block diagram.
6.9.3 Numerical Example (Receding Horizon Implementa-
tion)
In this section we apply the proposed receding horizon algorithm to the F1 car tra-
jectory of Section 6.8. We have chosen T = 5 sec, which for this example is enough
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Figure 6.16: Dynamic scheme for determination of EHi.
for the “emergency stop” characteristic to intersect the optimal solution within the
planning horizon for each iteration. The minimum planning horizon was chosen as
PHmin = 200 m.
In Fig. 6.17 the results of the first five steps of the receding horizon scheme are
shown, along with the planning and execution horizons of each step. The solution
(solid line) is compared with the infinite-horizon solution of the optimal velocity
generator of Section 6.8 (dotted line). The two solutions coincide, thus confirming













































Extension to a Half-Car Model
The analytic approach to the complex optimization problem of maneuvering of a
wheeled vehicle subject to saturation constraints presented in the previous chapter
compromises in the fidelity of the dynamical model used. To this end, in this chapter
we extend the methodology described in the Section 6.7 to a half-car model in order
to derive the missing attitude information of the vehicle’s orientation. Care is taken
such that we maintain stability of the yaw dynamics.
7.1 Acceleration Envelope of the Half-Car Model
7.1.1 The Half-Car Model
The equations of motion of a half-car model along a prescribed path as in Fig. 7.1,
are given below
mẍ= (fFx + fRx) cosψ − (fFy + fRy) sinψ, (7.1)
mÿ= (fFx + fRx) sinψ + (fFy + fRy) cosψ, (7.2)
Izψ̈= fFyℓF − fRyℓR. (7.3)
In these equations m is the vehicle’s mass, Iz is the polar moment of inertia of
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the vehicle about its center of mass (C.M.), x and y are the cartesian coordinates of
the C.M. in the inertial frame of reference, ψ is the yaw angle of the vehicle, and fij
(i = F,R, j = x, y) denote the friction forces of the front and rear wheels, respectively,
along the longitudinal and lateral body axes. Note that the speed v of the vehicle is
given by v =
√
ẋ2 + ẏ2.
The tangential and centripetal forces at the center of mass, ft and fn respectively,
are given by
ft = (fFx + fRx) cos β + (fFy + fRy) sin β, (7.4)
fn =−(fFx + fRx) sin β + (fFy + fRy) cos β. (7.5)
The path angle φ and the vehicle slip angle β (see Fig. 7.1) are given by

















Figure 7.1: A half-car model of a vehicle driving along a prescribed path R(s).
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7.1.2 Construction of the GG-diagram
The equations of motion (7.1)-(7.3) are expressed in terms of the friction forces gen-
erated by the front and rear tires fix and fiy, (i = F,R), in the vehicle frame. In
the sequel, we neglect power limitations due to the engine/transmission driveline.
Such an assumption is more realistic when the vehicle operates on surfaces of low
friction coefficient, such as wet road or dirt, where the adhesion limits of the tires are
considerably reduced and dominate the overall acceleration capacity of the vehicle.
The tire friction forces are calculated using Pacejka’s “Magic Formula” model [1]
as follows.
f tireij = −
sij
si
Fi, i = F,R and j = x, y, (7.7)
where f tireij are the components of the front and rear wheel friction forces along the
longitudinal and lateral tire axes respectively, six is the longitudinal slip and siy is






Fx cos δ − f tireFy sin δ, (7.9)
fFy = f
tire
Fx sin δ + f
tire
Fy cos δ, (7.10)
where δ is the steering angle of the front wheel.
The total friction force of the front and rear wheel, Fi, is computed using
Fi = FizD sin(Catan(Bsi)), i = F,R, (7.11)






iy, i = F,R. (7.12)
The friction force at each wheel lies within a circle of radius equal to the maximum
friction force Fmaxi , which is the maximum value of Fi in (7.11) attained at s
max
i . This
is shown in Fig. 7.2.
1The components f tireij should not be confused with fij used in equations (7.1)-(7.3).
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Figure 7.2: Total friction force of the ith wheel with respect to the combined slip as
given by the Magic Formula.
We assume in the sequel that we can control the longitudinal slip six, of the
front and rear wheels independently, as well as the steering angle δ of the front
wheel. This is a realistic assumption for modern vehicles equipped with variable ratio
torque distribution systems such as Acura’s SH-AWD and BMW’s XDrive. Using the
standard definition for the longitudinal slip [1], we may assume that six ∈ [−1,+1].
The expressions for the lateral slip of the front and rear wheels can be computed
from
sRy ,




v sin(β − δ) + ψ̇ℓF cos δ
v cos(β − δ) + ψ̇ℓF sin δ
. (7.14)
Notice that the rear lateral slip sRy is completely determined, for any given oper-
ating condition of the vehicle. Thus, for a given triplet (v, β, ψ̇) – and assuming that
we can control sRx – the rear friction force fR lies on a characteristic curve FR(sRy)
as in Fig. 7.3(a). That is,
fR(sRy) ∈ FR(sRy) ,
{
(fRx, fRy) : fRj =
sRj
sR
FR(sR), sRx ∈ [−1, 1], j = x, y
}
.(7.15)
The front lateral slip sFy, however, depends also on the steering angle δ, which is one
of the control variables. Figure 7.4 demonstrates that for any operating condition
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Figure 7.3: (a) Tire friction characteristic curves for fixed lateral slip siy and longitu-
dinal slip six ∈ [−1,+1] (i = F,R). (b) The whole friction circle can be constructed
by tire friction characteristics for all siy ∈ [−smaxi , smaxi ].
we may generate any front wheel lateral slip, sFy ∈ [−smaxF ,+smaxF ] using a steer-
ing angle δ within a realistic range of δ ∈ [−π/4,+π/4]. Figure 7.3(b) shows that
the whole friction circle can be constructed by characteristics of sFy in the interval
[−smaxF ,+smaxF ]. Thus, given any operating condition of the vehicle, and assuming
that we can control independently the front longitudinal slip and steering angle, the
front friction force fF may be chosen anywhere inside the front wheel friction circle
FF









In Fig. 7.3 we consider the case of a neutrally balanced vehicle (the C.M. is in the
middle of the wheelbase) with same tires in the front and rear wheels. For a neutrally














We conclude that assigning sRx, sFx and δ as the control variables is equivalent to
choosing fR and fF from (7.15) and (7.16), respectively. Hence, in the sequel we treat
fR and fF , as the control to be determined to control the vehicle in lieu of sRx, sFx
and δ.
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v = 30m/sec            
β = 10deg          
dψ/dt = 0.1 rad/sec 
v = 20m/sec            
β = −25deg         







Figure 7.4: Front lateral slip with respect to steering angle for given operating con-
dition of the vehicle.
The resultant force envelope FGG(sRy) at the center of mass of the vehicle, referred
to as the GG-diagram in the vehicle dynamics literature [2], is constructed for each
operating condition of the vehicle (v, β, ψ̇), equivalently sRy, by adding the available
front and rear tire friction forces, as in Fig. 7.5. FGG(sRy) is essentially the Minkowski
sum2 [82] of the front friction circle FF and the rear wheel friction characteristic curve
FR(sRy). That is,
FGG(sRy) = FF ⊕FR(sRy) , {fGG = fF + fR, fF ∈ FF , fR ∈ FR(sRy)} ,(7.18)
where fGG = (fGGx, fGGy) is the resultant force at the center of mass expressed in the
vehicle frame.
The optimal control strategy of Section 6.7 dictates that for minimum time travel
the vehicle should use the maximum available acceleration or deceleration at each
instant of time. For the case of the point mass model of Section 6.7 this corresponds
to u = ±1. The maximum available acceleration for the half-car model is given by
the boundary of FGG(sRy) denoted by ∂FGG(sRy). Notice that for any fGG(sRy) ∈
2Efficient algorithms to compute the Minkowski sum of two sets in the plane can be found in any
good book on computational geometry; see, for instance, [81].
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∂FGG(sRy) there exists unique pair fF (sRy) ∈ ∂FF and fR(sRy) ∈ FR(sRy), such that
fGG(sRy) = fF (sRy)+fR(sRy). In other words, one can define the following one-to-one
mapping
M : ∂FF ×FR(sRy) 7→ ∂FGG(sRy) (7.19)
defined by
fGG(sRy) = M(fF (sRy), fR(sRy)), (7.20)
along with its inverse
(fF (sRy), fR(sRy)) = M−1(fGG(sRy)). (7.21)
This is shown in Fig. 7.6. An extension of the optimal control strategy described
in Section 6.7 now becomes evident. Given an operating condition of the vehicle (v,
β, ψ̇) and the geometry of the path R(s), we can calculate the necessary centripetal
force fn from (6.2) such that the vehicle follows the path. We can also determine the
tangential and normal directions to the path with respect to the orientation of the
vehicle (these are denoted by et and en respectively in Fig. 7.5). The calculated fn
lies along the normal direction en and may be produced by only two possible total
forces f+GG and f
−
GG on ∂FGG (Fig. 7.5). The force f+GG produces an accelerating
tangential force ft, which corresponds to u = +1, and f
−
GG produces a braking force
that corresponds to u = −1. From (7.21) we can determine the friction forces at the
front and rear wheels fF = (fFx, fFy), fR = (fRx, fRy) given f
±
GG (Fig. 7.6). We can
now use these forces to integrate the equations of motion (7.1)-(7.3). The schematic
in Fig. 7.7 describes the procedure to determine the forces fF and fR, equivalently
sFx, sRx and δ, given the state of the system.
7.2 Direct Implementation of the Point Mass Con-
trol Strategy
In this section we implement the control strategy of Section 6.7 to the half-car model
along a path with a point of minimum radius.
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Figure 7.5: GG-diagram for a given operating condition of the vehicle.
Consider the path of Fig. 7.8(a) with radius profile as shown in Fig. 7.8(b). The
radius profile takes its minimum value at point P1. According to the methodology
of Section 6.7 the velocity of the vehicle is equal to vcrit at sP1 = 0 in order for the
generated centripetal force to match the total acceleration capacity of the vehicle.
The vehicle uses maximum deceleration (u = −1) before the point P1 and maximum
acceleration (u = +1) after the point P1.
Our first task is to determine the critical velocity vcrit(sP1) of the half-car model
at P1. For this value of the velocity the centripetal force on the vehicle matches
the vehicle’s acceleration capacity (fn ∈ ∂FGG). As demonstrated in Section 7.1.2
the acceleration capacity FGG of the half-car model depends on v, β and ψ̇. For
consistency, we enforce
β(sP1) = 0, ψ̇(sP1) = v(sP1)/R(sP1). (7.22)
The conditions (7.22) imply that the vehicle satisfies the steady-state cornering re-
quirement [2, 22], at the point of minimum radius P1.
It follows from conditions (7.22) that the lateral slip of the rear wheel at P1 is
sRy(sP1) = −ℓR/R(sP1). (7.23)
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Figure 7.6: Using M−1 we can calculate the front and rear axle forces fF and fR when
the vehicle operates at the limit of its acceleration capacity: Maximum deceleration
case f−GG.
At P1 the rear tire force along the normal direction en coincides with the lateral friction
force fRy, since β = 0. Notice also from Fig. 7.3(a), that fRy(sP1) is maximized when
fRx(sP1) = 0. Recall that we may use any front tire force within the friction circle of
radius FmaxF . In order to maximize the contribution of the front tire to the centripetal
force we therefore choose |fFy(sP1)| = FmaxF and fFx(sP1) = 0. It follows that the






We can now construct the trajectory according to the optimal control strategy
of Section 6.7: We integrate the equations (7.1)-(7.3) forward in time using f+GG and
backwards in time using f−GG from Section 7.1.2, and with initial conditions (7.22)
and (7.24). The vehicle trajectory is shown in Fig. 7.9.
The resulting velocity profile is shown in Fig. 7.10(a) and the vehicle slip angle β
is shown in Fig. 7.10(b). The longitudinal, lateral and total friction forces, fix, fiy
and fi, of the front and rear tires are shown in Figs 7.11(a) and 7.11(b) respectively.




















v, β, ψ̇, R
M M−1
GG-diagramGG-diagram
Figure 7.7: From the operating condition of the vehicle and path geometry, we can
calculate the required centripetal force. Using the GG-diagram we can then calculate
the maximum acceleration/deceleration f±GG, and from M−1 we can calculate the
corresponding front and rear tire forces fF , fR. The equivalent control inputs sRx,
sFx and δ can finally be calculated from fF , fR.
of the vehicle slip angle β and in particular, an oversteering tendency of the vehicle.
Oversteer occurs when the “destabilizing” yaw moment of the front tire ℓFfFy is
greater than the “restoring” yaw moment of the rear tire ℓRfRy [2]. Oversteer appears
as a “nose-in” spin of the vehicle (Fig. 7.9), i.e. when the vehicle slip angle develops
in a direction such as β sign(R) < 0.
Using ℓF = ℓR and FR ⊂ FF for our vehicle configuration, the tendency to
oversteer near the point of minimum radius is easily seen using the fact that at point
P1 we have β = 0, fRy = fR ∈ FR and fFy = fF ∈ ∂FF . Hence near P1 we have
|ℓRfRy| ≤ |ℓFfFy| as it can be confirmed in Fig. 7.11.
In the following we propose a methodology to implement the optimal strategy of
Section 6.7 to the half-car model in a stable manner, that is, by eliminating excessive
oversteer.
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Figure 7.8: (a) A path with a point of minimum radius. (b) Radius profile of the
path.
7.3 Eliminating Oversteer
Vehicle yaw stability characteristics vary with the various possible configurations
of the vehicle, e.g., weight distribution, front-rear-all wheel drive, etc. [2]. In this
section we investigate in great detail the onset of yaw instability when implementing
the minimum-time strategy of Section 6.7 to the half-car model. For demonstration
purposes we consider a neutrally balanced vehicle, with the same tire characteristics
and an inherent oversteering behavior as described earlier.
We propose a control scheme in which the optimal f±GG strategy is interrupted
momentarily by a control law that tends to reduce the magnitude of the vehicle
slip angle. The objective of the proposed stabilizing control law is therefore to: (i)
guarantee that the vehicle remains on the prescribed path, and (ii) generate a yaw
moment to oppose oversteer.
7.3.1 Stabilizing Control
Consider the control strategy such that the friction forces at the front and rear axles
are parallel to the normal direction to the path, i.e.
fTi et = 0, i = F,R. (7.25)
185














t = 0 
t = 1 sec 
t = 2 sec 
t = 3 sec 
t = −1 sec 
t = −2 sec 
t = −3 sec 
Figure 7.9: Direct implementation of the point mass strategy to the half-car model.
Vehicle trajectory.
The forces generated by the front and rear tires contribute only to the centripetal
acceleration of the vehicle and thus




whereas the speed remains constant,
v̇ = 0. (7.27)
The control strategy (7.25)-(7.26) is demonstrated in Fig. 7.12. Recall that for any
given operating condition of the vehicle (v, β, ψ̇), the rear tire force fRy(sRy) lies on
the characteristic curve FR(sRy). Given (7.25) the rear tire friction force is determined
uniquely as in Fig. 7.12. In the same figure we also notice that the front tire force is
uniquely determined so that condition (7.26) is satisfied.
Next, we derive the switching condition that determines the instances when the
control strategy (7.25)-(7.26) must be activated. We also show why this strategy will
lead to a reduction of yaw instability.
Differentiating twice with respect to time equation (7.6) that relates the vehicle
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Figure 7.10: Direct implementation of the point mass strategy to the half-car model:
(a) velocity profile (b) vehicle slip angle.
slip angle β, the vehicle yaw angle ψ and the path angle φ, we obtain















= − tan β, sR = |sRy|
√
1 + tan2 β. (7.30)
Hence, the total rear tire force under the conditions (7.25)-(7.26) is given by
|fR| = F stableR = FRzD sin(Catan(BsR)), (7.31)
with sR from (7.30). The components of the rear and front tire forces along the
vehicle y-axis can be computed by
fRy = fR cos β = sign(R)F
stable
R cos β (7.32)














































































Figure 7.11: Direct implementation of the point mass strategy to the half-car model.
Front and rear tire forces.
The condition for a yaw acceleration to oppose oversteer along a curved path is
sign(R)β̈ > 0. (7.35)
Substituting (7.34) in (7.35) we get
v <
√
R2(ℓF + ℓR)F stableR cos β
Izsign(R)R′ + ℓf |R|m cos β
, vs (7.36)
In summary, we have that switching from f±GG to (7.25), (7.26) when v < vs results
in a yawing acceleration that reduces oversteer.
We also notice that the vehicle acceleration capacity is considerably reduced when
|sRy| > smaxR . Observe, for instance, the characteristic curve FR(−0.6) in Fig. 7.3(a)
which lies entirely inside the friction circle. From the definition (7.13) we conclude
that eliminating oversteer will also reduce the magnitude of sRy. In order to avoid
operating at rear lateral slip magnitudes greater than smaxR we may enforce switching
from f±GG to (7.25), (7.26) when
v ≥ vs − ǫ or |sRy| ≥ smaxR , (7.37)
































Figure 7.12: The front and rear wheel friction forces are uniquely determined in the
oversteer elimination mode.
7.3.2 Example 1: Single Corner
We consider again the reference path of Fig. 7.8. The vehicle trajectory is gener-
ated by first integrating equations (7.1)-(7.3) forward in time accelerating with initial
conditions (7.22) and v(sP1) = min{vcrit(sP1), vs(sP1)−ǫ} and backward in time decel-
erating with the same initial conditions. Figure 7.13 shows the velocity profile using
the previous strategy. In the same figure we have superimposed the velocity profile
of the direct implementation of Section 7.2, as well as the corresponding vs(s) profile.
We notice that we achieve velocity profiles close to the one from the direct imple-
mentation of Section 7.2. The vs(s) profile is discontinuous at the point of minimum
radius sP1 = 0 due to the discontinuity of R
′(s) at sP1 = 0 (Fig. 7.8(b)). Finally,
we notice intervals of constant velocity around s = −12m and s = 10m, which cor-
respond to switching of the control from f±GG to (7.25)-(7.26) due to increase of the
rear lateral slip sRy.
Figure 7.14 shows the slip angle of the vehicle β along the path, as well as the
vehicle slip angle profile corresponding to the direct implementation of Section 7.2.
For comparison, we also plot the slip angle profile for the case when only the first
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Figure 7.13: Stable implementation of the optimal control strategy to the half-car
model: velocity profile.
of the inequalities in (7.37) is used for switching (this is the dashed line denoted by
(i) in the figure). It is clear that the vehicle slip angle along the path is significantly
reduced compared to the direct implementation scheme.
The longitudinal, lateral and total friction forces, fix, fiy and fi of the front
and rear tires are shown in Figs. 7.15(a) and (b), respectively. We can identify the
switching intervals from f±GG to (7.25)-(7.26) as the intervals where |fF | < fmaxF . We
can identify the switchings around s = −12 m and s = 10 m, as we did from the
velocity profile of Fig. 7.13, that are due to the increase of sRy. Close to the origin
we observe high frequency switching from f±GG to (7.25)-(7.26) due to the velocity v
being close to vs (see also Fig. 7.13).
Figure 7.16 shows the vehicle trajectory. We observe that excessive oversteer has
been eliminated. At the same time we have achieved a velocity profile that is close
to the profile generated by direct implementation of the optimal control strategy of
Section 6.7. In fact, we observe that at certain intervals the velocity from the stable
implementation scheme is higher than the one resulting from the direct implementa-
tion. As already mentioned, excessive oversteer and the increase of the vehicle slip
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Figure 7.14: Stable implementation of the optimal control strategy to the half-car
model: vehicle slip angle.
results in reduction of the acceleration capacity. Hence, a stable implementation has
the added benefit that it may also lead to a solution that is closer to the optimal one.
7.3.3 Example 2: S-Turn
Consider the path of Fig. 7.17(a). Figure 7.17(b) shows the corresponding curvature
profile. Consider fixed initial and final velocities v0 = vf = 5m/sec at points A and
B of the path respectively.
According to the methodology of Section 6.7 we construct the following trajecto-
ries: Starting from point A with initial yaw states satisfying (7.22) and velocity v0
we integrate forward in time equations (7.1) - (7.3). The control switches from
f+GG to (7.25), (7.26) when (7.37) holds. The resulting velocity profile V
+
A (s) is
shown in Fig. 7.18 and the vehicle slip angle β+A (s) in Fig. 7.19. Starting from point B with initial yaw states satisfying (7.22) and velocity vf we
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Figure 7.15: Stable implementation of the optimal control strategy to the half-car
model: front and rear tire forces.
integrate backwards in time equations (7.1) - (7.3). The control switches from
f−GG to (7.25), (7.26) when (7.37) holds. The resulting velocity profile V
−
B (s) is
shown in Fig. 7.18 and the vehicle slip angle β−B(s) in Fig. 7.19. Starting from point P1 with initial yaw states satisfying (7.22), and initial ve-
locity
v(sP1) = min{vcrit(sP1), vs(sP1) − ǫ}, (7.38)
we integrate forward in time equations (7.1) - (7.3). The control switches from
f+GG to (7.25), (7.26) when (7.37) holds. The corresponding velocity profile is
V +P1(s) and the vehicle slip angle is β
+
P1
(s) in Figs. 7.18 and 7.19 respectively. Starting from point P1 with initial conditions (7.22), (7.38) we integrate back-
wards in time equations (7.1) - (7.3). The control switches from f−GG to (7.25),
(7.26) when (7.37) holds. The corresponding velocity profile is V −P1(s) and the
vehicle slip angle is β−P1(s) in Figs. 7.18 and 7.19 respectively. Finally, we construct the velocity and vehicle slip angle profiles for P2, V ±P2(s)
and β±P2(s) in Figs. 7.18 and 7.19 respectively, similar to the characteristics
corresponding to point P1.
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t = 0 
t = 1 sec 
t = 2 sec 
t = 3 sec 
t = −1 sec 
t = −2 sec 
t = −3 sec 
Figure 7.16: Stable implementation of the optimal control strategy to the half-car
model: vehicle trajectory.
The switching points for the overall trajectory are chosen by trial and error, in
the area of intersection of the velocity profiles aiming to generate a velocity profile
Vo(s) ≃ min
s
{V +A (s), V −P1(s), V
+
P1
(s), V −P2(s), V
+
P2
(s), V −B (s)}. (7.39)
The first switching from acceleration f+GG to deceleration f
−
GG, for instance, is adjusted





) to the point SPA1 in Fig. 7.18.
Switching control exactly at IPA1 results in a solution Ve(s) that diverges from (7.39).
The velocity profile Vo(s) along the whole path is shown in Fig. 7.18 and the corre-
sponding vehicle slip angle βo(s) is shown in Fig. 7.19. The trajectory of the vehicle
along the path is shown in Fig. 7.20.
7.4 Zero Vehicle Slip Implementation
In this section we present an alternative extension of the methodology of Section 6.7
to produce the (sub)optimal velocity profile for the case of the half-car model. This
time we impose the additional constraint that the vehicle tracks the given path with
zero slip angle in order to completely eliminate yaw instability.
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Figure 7.17: (a) S-turn. (b) Curvature profile of the S-turn.
For exact tracking of the curvature profile κ(s) with vehicle slip angle β = 0 the
centripetal force on the vehicle is
fn = κmv
2 = fFy + fRy. (7.40)
For β = 0 the path angle φ coincides with the yaw angle ψ of the vehicle. That is,
for β = 0
ψ(s) = φ(s), ψ′(s) = φ′(s) = κ(s), ψ′′(s) = φ′′(s) = κ′(s). (7.41)
Notice also that ψ̈ = ψ′′v2 + ψ′v′v. The yaw dynamics (7.3) can then be written as
Izψ
′′v2 + Izψ





2 − (ℓF + ℓR)fRy. (7.43)
Consider now the longitudinal dynamics
mv̇ = ft ⇒ mvv′ = ft. (7.44)






2 − (ℓF + ℓR)fRy
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− m(ℓF + ℓR)
Izκ
fRy. (7.45)
This equation provides an expression for the necessary tangential force ft for the
vehicle to track κ(s), while maintaining β = 0, given the rear lateral force fRy. The
map ft(fRy) in (7.45) is linear and it is shown in Fig. 7.21.








whereas the rear lateral force fRy changes with sRx ∈ [−1,+1] as in Fig. 7.3. Accord-
ingly, we can use (7.45) to find the range of all possible values for ft.
For a given operating condition of the vehicle v, ψ̇ and β = 0 (equivalently, a
given value of sRy), each value of sRx ∈ [−1,+1] corresponds to unique values of fRx
and fRy from (7.7) and a unique value of ft from (7.45). The front tire longitudinal
force fFx is given by
f+Fx(fRx, fRy) = ft(fRy) − fRx, sRx ∈ [−1, 0], (7.47)
f−Fx(fRx, fRy) = ft(fRy) − fRx, sRx ∈ (0,+1]. (7.48)
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Figure 7.19: Stable implementation for the S-turn example: vehicle slip angle.
The front longitudinal forces f±Fx(fRx, fRy) from (7.47) and (7.48), for sRx ∈ [−1,+1]
are shown in Fig. 7.21.
Finally, in order for the front tire friction force to remain inside the front tire




2 − f 2Fy =
√
(fmaxF )
2 − (fRy − κmv2)2 , fmaxFx . (7.49)
The bounds ±fmaxFx from (7.49) are shown in Fig. 7.21.
An extension of the methodology of Section 6.7 to a half-car model tracking a
prescribed path κ(s) with vehicle slip angle β = 0 now becomes evident.
The maximum available accelerating front longitudinal force fFx is given by the
intersection of f+Fx from (7.47) with f
max
Fx from (7.49). This defines f
+
Ry as in Fig. 7.21,
which provides the maximum available accelerating force of the vehicle f+t . The
control f+t corresponds to the maximum acceleration u = +1 for the point mass
model of Section 6.7. If there is no intersection of f+Fx from (7.47) with f
max
Fx from
(7.49) the maximum available acceleration f+t is given for sRx = −1 as in Fig. 7.22(a).
Equivalently, the maximum available decelerating front longitudinal force fFx is
given by the intersection of f−Fx from (7.48) with −fmaxFx from (7.49). This defines f−Ry
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t = 0 
t = 2.82 sec 
t = 4.7 sec 
t = 7.05 sec 
t = 9.4 sec 
Figure 7.20: Stable implementation for the S-turn example: vehicle trajectory.
and f−t . The control f
−
t corresponds to the maximum deceleration u = −1 for the
point mass model of Section 6.7. If there is no intersection of f−Fx from (7.48) with
−fmaxFx from (7.49) the maximum available deceleration f−t is given for sRx = 0 as in
Fig. 7.22(b).
As the velocity decreases, ft from (7.45) becomes negative for all sRx ∈ [−1,+1]
(Fig. 7.23(a)). This implies that there is no available accelerating force ft > 0. Hence,
the vehicle cannot switch from deceleration to acceleration without violating β = 0.
Equivalently, as velocity increases, ft from (7.45) becomes positive for all sRx ∈
[−1,+1] (Fig. 7.23(b)). This implies that there is no available decelerating force
ft < 0. Hence, the vehicle cannot switch from acceleration to deceleration without
violating β = 0. In order to avoid such problematic cases we switch from f±t to the
following control
ft = 0, when f
−
t ≥ 0 or f+t ≤ 0. (7.50)
In other words, the vehicle stops accelerating when there is no available decelerating
force ft < 0 from (7.45). Similarly the vehicle stops decelerating when there is no
available accelerating force ft > 0 from (7.45).
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Figure 7.21: Force diagram for tracking with β = 0.
7.4.1 Numerical Example
Consider the S-turn example of Fig. 7.17. First we need to derive the optimal values
of the states at the points P1 and P2, which are the points of minimum magnitude of
the path radius. Clearly, β(sP1) = β(sP2) = 0. Moreover, from equations (7.41) we
get
ψ̇(sPi) = ψ
′(sPi)v(sPi) = κ(sPi)v(sPi), i = 1, 2. (7.51)
To maximize the centripetal force at P1 and P2 we enforce sRx(sPi) = 0 in order to
maximize fRy. The rear lateral force is calculated from (7.7), given sRy = −κℓr. The
initial velocity v(sPi) is finally calculated from (7.45) by setting ft = 0.
The resulting velocity profile is shown in Fig. 7.24. The figure reveals that–as
expected–the zero-slip implementation of Section 7.4 is conservative compared to the
approach of Section 7.3.3. On the other hand, continuity of the β and β̇ is a-priori
guaranteed using this approach. Figure 7.25 shows the calculated vehicle trajectory.
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Figure 7.22: (a) f+t for sRx = −1. (b) f−t for sRx = 0.
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Figure 7.23: (a) Negative maximum acceleration f+t (b) Positive maximum decelera-
tion f−t .
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Figure 7.24: Zero-slip implementation to S-turn: velocity profile.
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The main objective of this work was to develop methodologies for path planning of
autonomous ground vehicles that take advantage of the full acceleration capacity of
the vehicle, minimizing time of travel and exposure to danger during a mission. It
is envisioned that autopilot agents for autonomous vehicles may be developed that
operate similar to expert race drivers. In this chapter we summarize the conclusions
of this work and discuss possible extensions of the results presented and plans for
future research.
Interpretation of the results of any optimization process requires good under-
standing of the physics governing the system in consideration. In this case, vehicle
dynamics is a subject well established in the literature and most of the modeling is-
sues have been addressed using classical mechanics. Tire friction modeling, however,
still remains an open problem in the literature mainly because of lack of understand-
ing of the physics involved in the dry friction generation mechanism. In this work
we have presented the development of a new dynamic tire friction model, namely
the LuGre tire friction model, that provides physical interpretation of friction as a
force due to the elastic deformation of the tire at the contact area with the road. Its
dynamic formulation allows the study of effects such as transient behavior and hys-
teresis that are empirically observed but cannot be incorporated by the widely used
empirical, steady-state, static tire models. In addition, singularities at low vehicle
speeds are avoided. The derivation involved application of a point contact dynamic
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friction model on the contact patch of a tire resulting in an infinite order distributed
system. We developed several low-order approximate expressions that were validated
by comparison to the exact dynamics of the friction model. We derived an exact
expression of the dynamics of finite order by applying the Method of Moments. We
also presented identification of the new model’s parameters and proof of its validity
by comparison to both existing empirical models and experimental data. This work
towards the development of the LuGre dynamic tire friction model has resulted in
numerous publications [83, 84, 34, 75, 85, 86, 87].
Next, we formulated the problem of trajectory optimization for ground wheeled
vehicles as a problem in optimal control. Our first approach to finding the optimal
solution was in accordance to the current trends in the literature, that is we used
a numerical optimization scheme. In contrast to these current trends, however, we
formulated the problem as one with “free final time” avoiding singularities for high
vehicle slip angles. We demonstrated that such a mode of operation where the vehicle
travels with high slip angle may appear in the optimal solution. Convergence of the
optimization algorithm depends on the complexity of the problem and the accuracy
of the initial guess. The complexity of the model incorporated in our optimization
scenarios was increased with our intuition in vehicle dynamics and our ability to gen-
erate “good” initial guesses. We examined several optimization scenarios for different
road formations as well as a case study of minimum time versus maximum exit veloc-
ity cornering. In the later case we also examined the role of longitudinal load transfer
and suspension dynamics in limit operation of the vehicle. Numerical optimization
schemes provide a powerful tool for off-line analysis of vehicle dynamics, limit opera-
tion and trajectory optimization. It allows the study of several vehicle parameters in
limit operation which would be extremely difficult using straightforward simulation.
In this work we demonstrated optimality of travelling with high vehicle slip angles,
similarly to rally racing techniques, by changing the longitudinal position of the C.G.
and the cornering capacity of the tires.
Numerical optimization schemes present little promise as far as on-line applica-
bility due to the high computational cost, the inability to incorporate unpredictable
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environments and the dependence on the initial guess. In this work we provided rigor-
ous proof of optimality of a semi-analytical methodology to generate optimal velocity
profiles for minimum time travel along a prescribed path given the acceleration ca-
pacity of the vehicle. The semi-analytic nature ensures minimal computational cost.
In addition we designed a receding horizon implementation providing guarantees of
existence of an “escape” maneuver to incorporate unpredictable environments. We
finally extended the semi-analytical methodology from a point mass model to the
half-car model in order to recover the fidelity of the vehicle model (low order model
with no wheel and suspension dynamics) used in the previous numerical optimiza-
tion approach. The semi-analytical methodology satisfies the essential criteria for
on-line applicability. In addition, it provides a powerful tool to generate “good” ini-
tial guesses for a numerical optimization scheme, when even higher model fidelity is
required. The results in trajectory optimization of this work were presented in the
following publications [88, 89, 90, 91].
8.1 Extensions of Current Results
In this section we discuss possible extensions and improvements of the results of this
work towards the development of methodologies to generate reference signals for an
“expert” autopilot for ground wheeled vehicles.
Convergence of the numerical optimization algorithm depends mainly on the com-
plexity of the problem, namely the order of the dynamical model used, and the accu-
racy of the initial guess. In this work we were able to overcome this difficulty by first
introducing a low order model, neglecting wheel and suspension dynamics in order
to obtain preliminary results. Next, we used these preliminary solutions to construct
initial guesses for a new formulation of the problem including a higher order system.
This procedure may be used to further increase the fidelity of the model allowing
us to study more details of the overall vehicle dynamics. For instance the solutions
obtained in this work using a half-car model with wheel and suspension dynamics
can be used to construct initial guesses for a new formulation incorporating the full,
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four wheel, vehicle model (Fig. 8.1). In this case we can study the role of additional
effects such as roll motion and lateral weight transfer.
In order to pursue an analytic solution to the trajectory optimization problem
initially we had to compromise in the fidelity of the vehicle model introducing the
simplified point mass characterization. We were, however, able to provide the neces-
sary extensions to analytically construct a sub-optimal solution using a vehicle model
of level of detail comparable to the one used in the numerical optimization approach.
This was achieved by construction of the acceleration envelope of the vehicle using
the knowledge of the friction capacity of the tires. The friction capacity of the tires
depends linearly on the normal load of the axles. Thus, we can further extend the an-
alytical approach to a vehicle model including suspension dynamics and load transfer
effects by characterizing the acceleration envelope of the vehicle as a function of the
normal load distribution to front and rear axles.
The semi-analytic methodology developed here is more appropriate for online
applications compared to numerical optimization techniques. It may also provide a
tool to generate initial guesses for the numerical optimization scheme. In this way
we may further increase the level of detail of the vehicle model used in the numerical
optimization and study higher order effects.
The main difference in the formulation of the optimal control problem in the nu-
merical and analytical approach is that in the latter we assumed a fixed path to be
followed. The geometry of the path was an additional parameter for optimization
in the numerical scheme. We can combine the analytic methodology with another
optimization scheme that determines (for example numerically) the optimal geometry
of the path to be followed. For example the path may be of minimum distance or
minimum average curvature. In fact, in the analysis of the results of the numerical
optimization scheme we concluded that the geometry of the path compromises be-
tween minimum distance and minimum curvature for minimum time travel and thus
a combined cost seems necessary. Numerical optimization of the path’s geometry is
expected to require little computational cost since the complex vehicle dynamics are

























Figure 8.1: The 4-wheel (full-car) model can be used to study the effects of roll motion
and lateral load transfer in the optimal solution.
8.2 Future Work: Next Generation of Active Safety
Systems for Passenger Vehicles
Under normal operating conditions of an automobile, where the tires operate in the
linear range away from their saturation limit, the driver maintains control of the
vehicle through steering, accelerating and braking. The tires provide the interface
between the vehicle and the road, and when operating in their linear range they
produce friction forces according to the driver’s commands. In such cases accident
avoidance depends on the level of concentration, good health, reflexes etc of the driver.
In limit operation of the vehicle, that is in high speeds and when the tires are
operating near their adhesion limits the average driver is very likely to loose control
of the vehicle when performing an emergency maneuver such as hard braking and/or
obstacle avoidance, thus leading to an accident. This loss of controllability ensues
due to the tires reaching their saturation limit and thus no additional friction forces





Figure 8.2: The semi-analytic methodology to generate reference velocity signals for
minimum time travel along a prescribed path can be combined with a path planner
that will optimize the geometry of the path to be followed.
focused its interest towards developing systems to assist drivers in such situations
aiming to increase the chances of preventing an accident in the first place, rather than
minimizing the effects on the passengers after an accident occurs. This extension of
the vehicle’s overall safety is referred to as “Active Safety”. The results have been
very impressive in the last few decades with the development of such systems as the
anti-lock braking system (ABS) or, more recently, the electronic stability program
(ESP) (Fig. 8.3). While it is commonly acknowledged that the above mentioned
active safety systems have greatly increased safety of modern automobiles, we will
demonstrate in this section that there still remains a lot of room for improvement,
motivated by the results presented in this work.
Anti-Lock Braking System: The ABS system is designed to assist the driver in
emergency braking. Sudden application of the brakes typically result in locking of the
wheels (especially in wet/icy road) at which point the tires capacity to produce lateral
forces is considerably reduced and thus loss of lateral (cornering) control of the vehicle
occurs (Fig. 8.3 (a)). The ABS system reduces the brake pressure on the wheels before
locking occurs, assisting the driver to maintain cornering authority on the vehicle.
The latest trend in the research literature of ABS systems [92, 93, 94, 95, 96] is to
optimize the system’s operation by designing controllers that aim to maximize the
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(a) (b)
Figure 8.3: The latest advances in active passenger vehicle safety has led to the
development of systems such as (a) the anti-lock braking (ABS) (photo from [7]),
that allows the driver to maintain steering control during emergency braking and (b)
the electronic stability program (ESP) (photo from [8]) that helps the vehicle retain
controllability in high speed cornering maneuvers (right vehicle with ESP system, left
vehicle without ESP).
braking tire friction force, and thus minimize the braking distance. In fact, there is
formal proof of optimality of this strategy in [97] which however considers a quarter
car model, i.e. the longitudinal dynamics only of the vehicle. Maximization of the
braking force is achieved by driving the longitudinal slip of the braking wheels to
the value s∗x as in Fig.8.4(a). Considering the friction ellipse envelope (Fig.8.4(b))
where the tire friction force lies (also recall equation (7.7)) we observe that the more
longitudinal (braking) force we demand from the wheel, the less lateral (cornering)
force is left available. And thus, maximizing the braking force results in reduced
available cornering authority which arises a contradiction with the initial purpose of
the ABS systems, that is maintaining steering control during emergency braking.
In the velocity generation methodology presented in the previous chapter we in-
troduced a characterization of the acceleration envelope of the vehicle using the GG-
diagram (Fig.8.5(a)). The GG-diagram takes into consideration the contribution of
front and rear axle forces and provides the maximum available traction/braking forces
for a given velocity of the vehicle in a corner, i.e. for given centripetal force in de-
mand. It is envisioned the a new approach to optimal ABS systems may be developed
where measurements of the steering angle will provide information on the intentions
of the driver about the desired path he decides to follow during an emergency. The
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Figure 8.4: Current research in ABS systems tend towards maximizing the longi-
tudinal (braking) force of each wheel. Taking into consideration the friction ellipse
concept as the force envelope where tire friction lies we conclude that a conflict of
interest arises with the initial purpose of the ABS systems, which is maintaining
steering control during emergency braking.
braking (ABS) controller then will allow only the maximum available braking forces
such that the centripetal force in demand for the maneuver remains available. Similar
ideas may apply for a TCS system with the traction (acceleration) forces.
Electronic Stability Program: The ESP is one of the latest active safety
systems introduced to commercial passenger vehicles. It is a vehicle yaw control
system that aims to assist the driver maintain control of the vehicle during cornering
in cases where the wheels of the front or rear axle are close to the adhesion limit, via
independent braking of the wheels. Intuitively, one would expect that yaw control
of the vehicle would be pursued via steering control. In fact there is significant
research on active steering for vehicle stability with interesting results as in [46], [45].
However, as it is shown in [98], [99] the effect of steer angle control is reduced near
the limit of the tire adhesion. Alternative approaches to yaw control [98], [100], [99],
[101] include independent wheel braking for the generation of the desired control yaw
moment leading to the development of the ESP system.
In a nutshell ESP works as follows (Fig.8.5(b)). Consider the following critical
situations. In the case where the wheels of the front axle loose traction the vehicle
understeers, that is the cornering radius cannot be further reduced and the vehicle
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looses the ability to trace the desired course. Even worse, in the case where the
wheels of the rear axle loose traction the vehicle oversteers, that is starts to spin
uncontrollably in the inward direction of the corner. ESP is a vehicle yaw control
system that aims to assist the driver avoid such undesired and dangerous situations
via independent braking of the wheels. When steering input from the driver and
estimated vehicle slip angle compared indicate that the vehicle understeers, braking
is applied to the inner rear wheel resulting in an inward yaw moment. When oversteer
is sensed braking is applied to the front outer wheel resulting in a stabilizing outward
yaw moment.
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Figure 8.5: (a) The acceleration envelope for a given operating point of a bicy-
cle model (GG-diagram) that provides the maximum acceleration/braking forces;
(b) ESP system: Independent wheel braking produces stabilizing yaw moment
when the tires of the front (b-i) or the rear (b-ii) axle reach the adhesion limit
(www.whnet.com/4x4/esp.html).
At this point we realize that the full available force capacity from all four wheels is
not being used by the ESP system. In case of oversteer the wheels of the rear axle are
saturated with friction and thus no control forces may be generated. Braking force is
being applied to the front outer wheel to generate stabilizing yaw moment while the
front inner wheel is not being used by the control system (braking of this wheel would
result to destabilizing yaw moment). We are thus motivated to explore the benefits
of combining an active steering system in conjunction with ESP. Counter steering of
the front wheels in the oversteer case would get the front inner wheel to contribute
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to the stabilizing maneuver. Note that the front inner wheel is not saturated by the
ESP system and thus may contribute significantly to the total control yaw moment.
A “drive by wire” system such as the active steering as a supplement to ESP is
very realistic given the configuration of modern passenger vehicles. A steering angle
sensor is already being used by the ESP (Fig. 8.6(a)) while the majority of commercial
vehicles already use electric or hydraulic actuators for power steering assist systems.
Thus no additional hardware need to be developed in order for such a system to be
put into practice.
Expert Auto-Pilots: With the addition of various sensors, the sensing capability
of the vehicle control systems is increased. Both the driver’s intention and the external
environmental information of a driving vehicle can now be determined, detected and
even measured (Fig 8.6(b),(c)). The reader is referred to the numerous results in
applications of vision systems in lane and obstacle detection for automobiles [102,
103, 104, 105, 106, 107]. The Lane Departure Warning system for example, available
in Mercedes-Benz’ and Freightliner’s line of heavy trucks, involves a video camera
looking in front onto the road. The system produces a rumbling sound if the vehicle
changes lanes without the prior use of a blinker; left and right lane crossings are
encoded acoustically by a stereo speaker. It is meant to alert those drivers which are
swerving off the lane, possibly because they have fallen asleep.
There is a benefit to extend the driver’s intention driven strategy in traditional
active stability controls to including the environment information driven strategy. For
instance, a vehicle driven on an emergency situation might be put into an imminent
crash if it keeps on its un-safe path (for instance, an approaching guest vehicle is in
the path); a vehicle of a drunken driver or a drowsy driver or a distracted driver (who
is responding to a wireless phone) might drive out of a lane or off the road.
In those cases, the driver’s intention is either wrong or irresponsible, and the envi-
ronmental information obtained from the vehicle equipped sensors might be used to
either override the driver’s intention leading to danger, or take over the responsibility
to avoid the hazards from the irresponsible or improper action of the driver. This
is an on-demand prevention, override or takeover and it can be allowed only if the
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hazards are and the driver’s lack of proper action are reliably identified.
With such a benefit in mind, our future research plans include integrating the
environmental sensors with other active control systems which not only respond to
the driver’s intension but also respond to the detected hazard information. In order to
achieve this, a reference driver model is required that will be based on the optimization
scheme described in this work. It is envisioned that “expert” auto-pilot software
agents will be developed that will completely eliminate human intervention during
emergencies.
(a) (b) (c)
Figure 8.6: (a) Components in Bosch’s ESP system. They include (A) active wheel
speed sensors; (B) steering angle sensor; (C) combined yaw rate sensor/lateral ac-
celerometer; (D) attached electronic control unit (ECU); (E) motor; (F) pressure
sensor, and (G) hydraulic unit. (Photo from [9]); (b) Stereo (binocular) camera set
up of an automobile machine vision system (Photo from [10]); (c) Vision based lane
and obstacle detection results of the GOLD (Generic Obstacle and Lane Detection)
system developed at the university of Parma (Photo from [11]).
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