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DIAC
Se trata de simular un sistema de recepción de baja velocidad para lo cual se opta por un modelo en el
que primero se hará un filtrado a la entrada, después una traslación en frecuencia de la señal seguido de
otro filtrado esta vez más selectivo y con una caída más abrupta y finalmente se implementarán los
algoritmos de decodificación que se elijan.
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1. INTRODUCCIÓN  
1.1. PRESENTACIÓN  
La realización de éste proyecto se basa en simular un sistema de recepción de baja velocidad para lo cual 
se opta por un modelo en el que primero se hará un filtrado a la entrada, después una traslación en 
frecuencia de la señal seguido de otro filtrado esta vez más selectivo y con una caída más abrupta y 
finalmente se implementarán los algoritmos de decodificación que se elijan. Finalmente se contempla la 
opción de pasar esa simulación a lenguaje C y programar un DSP. 
Para la simulación de transmisión no se diseñarán funciones de modulación (QAM, FM, AM, PSK) 
utilizando para ello las definidas en Matlab ya que no es objetivo de este proyecto realizar una 
simulación de transmisión. Tras generar la señal aleatoria se procede a su modulación y muestreo (para 
simular una transmisión a alta frecuencia en la que cada símbolo se repetirá durante varios ciclos de la 
portadora). 
1.2. OBJETIVOS  
El objetivo del PFC es el de simular un receptor de baja velocidad evitando el uso de funciones 
trigonométricas u otros métodos de alto coste para varios tipos de modulaciones, demostrando que el 
resultado es similar al obtenido empleando métodos clásicos. 
1.3. ESTRUCTURA DEL PROYECTO 
La realización del proyecto constará de tres partes: 
-La primera parte consistirá en el estudio y características necesarias para cada uno de los elementos 
que se han definido para el sistema de recepción, eligiendo adecuadamente los tipos de filtro que se 
implementarán (FIR o IIR) en base al estudio de las características de cada uno de ellos, frecuencias de 
entrada y ancho de banda que se traten, métodos de filtrado, algoritmos de decodificación, etc. 
-La segunda parte será la de realizar una simulación de cada uno de esos elementos para ayudar a la 
comprensión del estudio realizado y comprobar que las características y decisiones adoptadas cumplan 
con lo requerido para el sistema de recepción estudiado.  
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-En la tercera y última parte se estudia la posibilidad de pasar esa codificación a lenguaje C adecuando la 
traducción a las bibliotecas y funciones particulares con las que se podría abordar la programación de un 
DSP. 
2. ANÁLISIS DE REQUISISTOS  
2.1. VISIÓN GENERAL DEL SISTEMA 
2.1.1. Moduladores 
Las señales de banda base (banda original de frecuencias) que generan las diferentes fuentes de 
información por lo general no son sencillas de transmitir de forma eficiente. Debido a ello, lo usual es 
modificarlas considerablemente para facilitar su transmisión, proceso al cual se denomina modulación. El 
proceso de modular una señal consiste fundamentalmente en hacer variar algún parámetro de la señal 
portadora (de una frecuencia muy superior a la señal original normalmente) en función de la señal de 
banda base, de forma que la información quede codificada de alguna manera en la señal portadora. 
Los diferentes tipos de modulaciones suelen dividirse en dos tipos: analógica y digital.  La modulación es 
analógica cuando se emplea como moduladora una señal analógica que tiene valores continuos y que 
modifican directamente algún parámetro de la señal portadora, como por ejemplo la amplitud en una 
AM o la frecuencia en FM. La modulación es digital si la moduladora es una señal digital, como por 
ejemplo un tren de pulsos periódico. En forma más precisa, la modulación digital implica una 
transformación por medio de la cual la señal portadora cambia alguno o varios de sus parámetros de 
forma que la señal moduladora queda codificada a través de un conjunto limitado de valores analógicos. 
Si la señal de banda base es originalmente función continua del tiempo, se debe previamente muestrear 
y cuantificar para ser digitalizada. 
Dependiendo del parámetro sobre el que se actúe, tenemos los distintos tipos de modulación, 
separando las denominadas modulaciones analógicas: 
• Modulación de amplitud (AM) 
• Modulación de frecuencia (FM) 
• Modulación de fase (PM) 
• Modulación en doble banda lateral (DBL) 
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• Modulación banda lateral única (BLU) 
• Modulación de banda lateral vestigial (BLV) 
De las que se denominan como digitales: 
• Modulación por codificación en amplitud (ASK – Amplitude shift keying) 
• Modulación por codificación en frecuencia (FSK – Frequency shift keying) 
• Modulación por codificación en fase (PSK – Phase shift keying) 
• Modulación en amplitud y fase (APSK o APK – Amplitude and phase keying) 
• Modulación de amplitud en cuadratura (QAM) 
• Modulación por división ortogonal de frecuencia (OFDM) 
• Modulación por longitud de onda (WDM) 
Cuando la OFDM se usa en conjunción con técnicas de codificación de canal, se denomina Modulación 
por división ortogonal de frecuencia codificada (COFDM). 
También se emplean técnicas de modulación por impulsos, como por ejemplo: 
• Modulación por impulsos codificados (PCM) 
• Modulación por amplitud de pulsos (PAM) 
Como se puede observar, la variedad de modulaciones de tipo digital es mucho mayor que la analógica. 
Esto se debe a las ventajas intrínsecas de la transmisión de una señal digital en lugar de una analógica 
como es principalmente la inmunidad de la información ante el ruido y la facilidad con la que se puede 
tratar la información recibida por los sistemas actuales, por lo que son las más utilizadas actualmente en 
los sistemas de radiocomunicaciones. Las modulaciones analógicas fueron ampliamente utilizadas 
inicialmente debido a que se establecieron primero y aún se utilizan para determinadas aplicaciones 
como la radiodifusión sonora, debido a la simplicidad en el diseño de receptores, aunque están siendo 
sustituidas poco a poco por las digitales y ya han dejado de emplearse en aplicaciones como la señal de 
televisión tradicional o la grabación de audio en VHS. 
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Cualquiera que sea el tipo de modulación, este es un proceso reversible. El mensaje se puede recuperar 
en el receptor mediante el proceso inverso, llamado demodulación. La modulación es el proceso vital de 
cualquier sistema de comunicaciones eléctricas gracias al cual se puede transmitir información de un 
punto a otro situado a kilómetros de distancia, y que facilita y amplía la capacidad de transmisión de 
señales al permitirnos utilizar un espectro de frecuencias mayor. Tan importante es este proceso que con 
frecuencia el sistema de comunicaciones se denomina por el tipo de modulación que emplea. 
Los tipos de modulación que se simularán en este proyecto son los siguientes: 
AM 
AM es el acrónimo de Amplitude Modulation (Modulación de Amplitud) la cual consiste en utilizar una 
señal de baja frecuencia a la que llamamos moduladora, que es la que contiene la información que se 
quiere transmitir, para modificar la amplitud de una señal de mucha mayor frecuencia, denominada 
portadora. A fin de explicar brevemente un tipo de modulación externa a la simulación del proyecto, 
podemos decir que la modulación del tipo doble banda lateral (DBL) es un caso especial de modulación 
AM en la que se elimina la portadora, tal como se puede ver en la siguiente gráfica, donde se representa 
el espectro de un tono modulado en AM y DBL. 
 
Una de las características de la modulación AM es que su demodulación es muy simple y por  lo tanto, 
los receptores son sencillos y baratos de construir, lo cual hace que haya sido una modulación muy 
empleada en diversos sistemas. Otras formas de modulación con características parecidas a AM como la 
modulación por Banda lateral única o la modulación de Doble Banda Lateral son más eficientes en ancho 
de banda o potencia pero como aspecto negativo tienen que los receptores y transmisores son más 
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caros y difíciles de construir, ya que además deben reinsertar la portadora para generar una señal AM 
nuevamente y poder Precuperar la señal trasmitida. 
A continuación se expone la representación matemática de la modulación AM con la definición de todos 
los términos necesarios. 
Consideraremos una señal moduladora (señal que deseamos transmitir) de la siguiente manera: 
( ) )cos( twAty sss ⋅⋅=  
y la señal portadora como: 
( ) )cos( twAty ppp ⋅⋅=  
La ecuación de la señal modulada en AM es la siguiente: 
( ) [ ] t)(w(t)xm+A=ty pnp ⋅⋅⋅⋅ cos1  
Siendo: 
)( ty
 Señal modulada 
(t)xn  Señal moduladora normalizada con respecto a su amplitud  ss A(t)y /  
m
 Índice de modulación (suele ser menor que la unidad) ps
AA /
   
Básicamente, se trata de multiplicar la señal a transmitir por la señal portadora, añadiendo un factor de 
escala que es el índice de modulación, y a su vez sumarle la portadora. El espectro de frecuencia de la 
señal modulada queda centrado a la frecuencia de la señal portadora, teniendo en esa frecuencia una 
delta que  marca la señal portadora y teniendo a cada lado de esta delta, y separadas por ella, tanto la 
parte positiva como la negativa de la señal moduladora (como se pudo ver en la imagen anterior). La 
amplitud de la señal modulada será el producto de la señal moduladora por la amplitud de la portadora, 
sumado a la amplitud de la portadora, y dividido por dos. El resultado de la modulación AM de un tono 
se aprecia de forma temporal en las siguientes imágenes: 
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FM 
La modulación denominada de frecuencia modulada (FM) es una modulación de tipo angular que 
transmite la información a través de una señal portadora variando su frecuencia y manteniendo la 
amplitud constante (en contraposición a la modulación de tipo amplitud modulada (AM), donde la 
información de la señal moduladora aplica una modificación de la amplitud de la onda, mientras que la 
frecuencia se mantiene constante). En aplicaciones analógicas, la frecuencia instantánea de la señal 
modulada es proporcional al valor instantáneo de la señal moduladora.  
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Uno de los factores más importantes en un sistema de comunicaciones y que siempre se trata de 
mejorar en su transmisión y recepción, es la relación señal a ruido, pues implica una mayor inmunidad 
ante éste último sea cual sea el medio de transmisión. Es por ese motivo por el que el sistema de 
modulación FM supuso una gran mejora con respecto a la modulación AM, ya que mejora de forma 
importante la relación señal a ruido y además es más inmune a los efectos de interferencias y 
desvanecimientos (fading). 
La modulación de una señal portadora en FM se puede realizar de distintas formas aunque resulta un 
problema complicado debido a que se necesitan dos características opuestas: estabilidad en frecuencia 
para que ésta solo varíe en función de la señal moduladora y que la señal moduladora varíe la 
frecuencia, lo cual contradice ese efecto de estabilidad que buscamos a priori en cualquier portadora.  
Por ello, la solución directa que se podría considerar de aplicar la señal moduladora a un oscilador 
controlado por tensión (VCO) no es una solución válida. A continuación se exponen varios métodos de 
modulación FM: 
    Modulación del oscilador. En un oscilador estable, que podemos construir con un cristal piezoeléctrico 
como elemento principal, se puede añadir un condensador variable (varactor) que modifique su 
capacidad en función de la amplitud de la señal moduladora. Con ello conseguimos variar ligeramente la 
frecuencia del oscilador al cambiar la capacidad del sistema resonante en función de la señal 
moduladora. Como la excursión de frecuencia que se consigue suele ser pequeña, posteriormente se 
lleva la señal de salida del oscilador a multiplicadores de frecuencia para alcanzar la frecuencia elegida. 
    Modulador con PLL. La idea básica de esta solución es la misma que la del VCO, pero en este caso la 
salida se compara con una frecuencia de referencia para obtener una señal de error, de modo que por 
medio de este sistema con realimentación negativa podemos minimizar cualquier posible error en la 
frecuencia. La señal de error se filtra para dar protección a las variaciones dentro del ancho de banda de 
la señal moduladora, puesto que estas variaciones son las que modulan la salida del VCO.  
Este método se ha impuesto tras la popularización de chips integrados con los elementos propios de un  
PLL, que han hecho que pase de ser el elemento más caro y complejo a estar integrado en un solo 
elemento y tener precios económicos debido a su amplia utilización. Además presenta otras ventajas 
como la de poder cambiar de frecuencia para pasar de un canal a otro y mantiene coherentes todas las 
frecuencias del sistema. 
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La representación temporal de esta modulación queda de la siguiente manera, suponiendo las señales 
moduladora y portadora como sinusoides similares a las presentadas en la modulación AM. 
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PSK 
La modulación por codificación en función de la fase, cuyas siglas son PSK (Phase Shift Keying) es una 
forma de modulación angular que consiste en cambiar la fase de la portadora entre un número de 
valores discretos, que son los que determinan el índice de la modulación. La modulación de tipo PSK se 
basa en la transmisión de una señal portadora cuya frecuencia y amplitud son constantes, pero con M 
posibles fases diferentes para codificar los M símbolos posibles, siendo M el índice de modulación.  
La constelación se compone de puntos desplegados sobre una circunferencia de radio constante, y 
acepta un desfase inicial si no se desea tener símbolos en los ejes de coordenadas, lo que mejora la 
eficiencia. Esta modulación mantiene el módulo constante con alta eficiencia espectral, sin embargo, 
para una mayor optimización interesan símbolos muy separados, y en el caso de la utilización de PSK tan 
solo podemos situar los signos sobre una circunferencia, por lo que es una modulación bastante limitada 
en ese aspecto. 
Esto también es una ventaja en cierto aspecto, ya que una señal modulada en PSK tiene la misma 
potencia en todos los símbolos, por lo que se simplifica el diseño de los amplificadores y etapas 
receptoras ya que la potencia recibida en recepción es constante. 
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Las modulaciones PSK no suelen utilizar un gran número de símbolos ya que la distancia entre ellos 
decrece linealmente según aumenta el índice de la modulación. Sólo en el caso de que se necesite tanto 
una alta eficiencia espectral como una envolvente constante se justificaría usar una modulación PSK con 
un índice de modulación alto, aunque a efectos prácticos su uso no se emplea ya que los niveles de 
disponibilidad en la comunicación suelen ser relativamente bajos y en esos casos se emplean otras 
modulaciones como pueda ser QAM. 
La representación de la constelación de dos modulaciones PSK es la siguiente (4PSK y 8PSK) 
  
QAM 
La modulación de tipo QAM (Quadrature Amplitude Modulation) es una modulación digital basada en 
una modulación de amplitud multinivel, tanto en la componente en fase como en la componente en 
cuadratura. Por lo tanto, su funcionamiento está basado en la transmisión de dos mensajes 
independientes, lo cual se consigue utilizando la misma portadora para modular, pero desfasada π/2 
entre ambos canales, lo cual supone que ambos canales son ortogonales y ambos ocupan el mismo 
ancho de banda, mejorando su eficiencia. 
Las señales del sistema tendrán por lo tanto la siguiente forma: 
)cos()cos()( twQtwIts iii ⋅−⋅=  
Donde Qi e Ii toman una serie de valores discretos (la cantidad de valores posibles es normalmente una 
potencia de 2), equiespaciados y simétricamente distribuidos alrededor de 0. Para entender mejor las 
posiciones que toman los símbolos dentro de un sistema de coordenadas, los valores que suelen 
asignarse de forma general a estas posiciones son Qi, Ii =±1, ±3, ±5,etc. Sin embargo una constante 
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multiplicativa que afecte a toda la señal permitirá ajustar su nivel de amplitud real, manteniendo la 
separación proporcional de estos valores “normalizados” de Qi e Ii. 
Por ejemplo si cada componente en cuadratura se modula con 4 niveles, los valores posibles de I serán (-
3, -1, 1, 3) y los mismos para Q. Por tanto el sistema estará formado por 16 símbolos dados por las 
combinaciones posibles tomando cada valor de I con cada valor de Q. La constelación del sistema será la 
de la siguiente figura. En este caso, al ser M=16 cada símbolo transporta 4 bits. 
 
La información va tanto en amplitud como en la fase de la señal modulada. Consecuencia de esto es que 
la recepción tiene que ser perfectamente coherente y será necesario recuperar la portadora. 
La propiedad más característica de estos sistemas es que son muy eficientes en banda. Sin embargo, 
debido a que la modulación no es de envolvente constante, presenta algunos problemas en canales no 
lineales o con desvanecimiento. 
En cuanto al ruido, la constelación está bien centrada respecto al origen por lo que se optimiza bastante 
bien la probabilidad de error. Sin embargo, debemos tener en cuenta que para una potencia de pico fija, 
a mayor valor de M, menor separación entre los símbolos. En consecuencia, con valores de M altos se 
tiene una probabilidad de error por símbolo bastante elevada. 
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2.1.2. Filtros 
Los filtros son un elemento ampliamente utilizado en cualquier sistema de comunicaciones. Se utilizan 
principalmente para eliminar bandas de frecuencia no deseadas dentro de las señales a tratar, como 
puede ser el ruido introducido en una transmisión por el canal de comunicaciones. 
 En cuanto al tratamiento que aplican a las diferentes frecuencias, los filtros pueden ser clasificados 
como filtros paso bajo, paso alto, paso banda, banda eliminada y paso todo (utilizado para realizar el 
tratamiento deseado con respecto a la fase de una señal). 
Dentro de los diferentes tipos de filtros, también se puede distinguir entre filtros analógicos y filtros 
digitales. Si la señal a filtrar es analógica y no se desea un filtrado digital, los tipos de filtros que se 
pueden realizar son: 
• Filtros analógicos pasivos, que no requieren de ningún tipo de alimentación ya que se realizan con 
componentes pasivos. 
• Filtros analógicos activos, que emplean componentes activos como amplificadores operacionales, 
transistores, etc, y comúnmente emplean estructuras recursivas. 
Si por el contrario se desea realizar un filtrado digital existen de dos tipos de filtrado: 
• Filtros digitales IIR (Infinite Impulse Response, Respuesta Infinita al Impulso). 
• Filtros digitales FIR (Finite Impulse Response, Respuesta Finita al Impulso). 
Un filtro digita puede ser implementado de forma física o mediante programación en un dispositivo 
programable como un DSP para realizar el tratamiento que lo caracteriza sobre una señal de entrada 
digital, que debe ser discreta y estar cuantificada. Los filtros digitales trabajan sobre valores muestreados 
y cuantificados de las señales analógicas recibidas, para lo cual la señal recibida ha debido pasar 
previamente por elementos de muestreo y por conversores A/D. 
Algunas de las aplicaciones más comunes de los filtros digitales son como parte de aplicaciones tales 
como la compresión de datos, procesamiento de señales de voz, procesamiento de imágenes fijas o de 
video,  transmisión de datos o audio digital.  
Las principales ventajas de los filtros digitales sobre los analógicos son las siguientes: 
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− Los filtros digitales pueden tener características que son imposibles de conseguir con filtros 
analógicos, como por ejemplo una respuesta de fase lineal o desfasar todo el espectro de una 
señal en la medida que se desee. 
− La respuesta en frecuencia de los filtros analógicos puede variar con las condiciones ambientales, 
especialmente en función de la temperatura o la humedad ambientales, cosa que no ocurre en 
los filtros digitales, lo que limita o elimina la necesidad de calibrarlos periódicamente. 
− Si el filtro se implementa utilizando un DSP la respuesta en frecuencia de un filtro digital puede 
ajustarse a voluntad según cambien las condiciones del sistema (filtrado adaptativo). 
− El mismo filtro puede procesar varias señales o canales de entrada sin necesidad de duplicar el 
hardware. 
− Las señales digitales pueden almacenarse para su uso posterior sin que sufran ningún tipo de 
degradación. 
− Los avances en el campo de la electrónica hacen posible la fabricación de filtros digitales 
pequeños, de bajo consumo y muy baratos. 
− La precisión de un filtro digital para cumplir las especificaciones dadas está limitada solamente 
por la longitud de palabra del filtro (número de coeficientes), con los filtros analógicos es difícil 
lograr atenuaciones que superen los 70 dB en la banda eliminada utilizando componentes 
convencionales. 
− Los filtros digitales pueden utilizarse a muy bajas frecuencias, donde el empleo de filtros 
analógicos es muy complicado debido a las características de los componentes pasivos que 
requieren, ya que requieren elementos de valores capacitivos e inductivos muy altos.  
Además, los filtros digitales pueden trabajar sobre un amplio rango de frecuencias cambiando la 
frecuencia de muestreo o utilizando sistemas de diezmado e interpolación. 
Sin embargo, los filtros digitales también presentan una serie de desventajas respecto a los analógicos: 
− El ancho de banda que el filtro puede procesar queda limitado por la velocidad del procesador y 
la longitud de palabra del filtro, ya que el número de operaciones incrementa drásticamente si 
se imponen condiciones críticas como caídas muy abruptas, con lo que se puede necesitar un 
procesador más rápido (y por lo tanto más caro) si los criterios de diseño son muy exigentes. 
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− Otro aspecto en contra de la utilización de señales digitales son los efectos de longitud de 
palabra finita. Para pasar de una señal analógica a una digital hay que realizar su muestreo y 
posterior cuantificación. El proceso de cuantificación tiene longitud de palabra finita por lo que 
no se pueden obtener nada más que una cantidad concreta de valores para la señal. Además los 
coeficientes del filtro no serán exactamente iguales a los calculados teóricamente, por lo que la 
ganancia en la banda de paso o atenuación en la banda eliminada puede cambiar y además se 
introducirá mayor error en las operaciones de procesado, factor que puede ser crítico si se 
emplean filtros recursivos de alto orden. Este efecto se suele modelar como una fuente de ruido 
de distribución uniforme y normalmente se trata de que el ruido generado por todo este proceso 
quede enmascarado por el de la propia transmisión de la señal.  
A continuación se pasa a exponer las características de los distintos tipos de filtros digitales: 
 
Filtros FIR 
Los filtros con respuesta al impulso infinita (FIR, acrónimo de Finite Impulse Response) tienen la 
característica principal de que la salida es una combinación de las muestras anteriores y presentes, de tal 
forma que su expresión general es del tipo: 
y[n] = a0 · x[n] + a1 · x[n − 1] + a2 · x[n − 2] + … + aN · x[n − N]  
Donde y[n], que es la salida, queda definida como la suma de la entrada actual y anteriores, multiplicada 
cada una de las muestras por un factor de escala ai hasta la muestra del instante [n − N], que queda a su 
vez multiplicada por el factor aN y que finaliza la serie. 
Los factores ai son los coeficientes del filtro y por lo tanto si se modifican cambiarán las características 
del filtro con lo que podremos lograr la respuesta al impulso que deseemos. Una de las características de 
los filtros FIR cuando representamos su diagrama de polos y ceros es que todos los polos se encuentran 
en el origen de coordenadas. Esto se debe a que no poseen realimentación y se observa de forma directa 
al comprobar que en su expresión numérica no existe denominador, sino que todos los términos están 
en el numerador. 
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La forma más común de diseñar filtros de tipo FIR es por el método de enventanado. Éste método 
consiste en suponer un filtro rectangular ideal de pendiente infinita, que en su representación temporal 
tendría forma de señal sync, y recortar esas “colas” de la señal sync (de ahí la denominación de 
enventanado) para lograr que la longitud de la respuesta del filtro sea de longitud finita. 
Las ventanas más utilizadas son las siguientes: 
• Bartlett 
• Hanning 
• Hamming 
• Blackman 
• Kaiser 
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Filtros IIR 
Los filtros denominados de respuesta al impulso infinita (IIR, acrónimo de Infinite Impulse Response) se 
diferencian de los filtros tipo FIR en que presentan realimentación de la salida de la señal en la entrada, 
lo cual hace que la salida final tenga una duración que puede ser infinita, de ahí el nombre. 
Este tipo de filtros sin embargo presentan ciertas ventajas con respecto a los FIR ya que permite 
implementar filtros con respuesta más compleja.  
La ecuación general de un filtro IIR es la siguiente: 
y[n] = a0 · x[n] + a1 · x[n − 1] + a2 · x[n − 2] + ... + aN · x[n − N]+ 
−b1 · y[n − 1] − b2 · y[n − 2] − b3 · y[n − 3] − ... − bM · y[n −M] 
Donde podemos observar que la salida final no es una función exclusivamente dependiente de la 
entrada actual y posteriores como en el caso de los filtros FIR, sino que contiene además las salidas 
anteriores multiplicadas por diferentes factores de escala, como representan los términos bM · y[n −M]. 
En este caso los coeficientes del filtro vienen dados tanto por los términos aN, que permanecen en el 
numerador de la fracción, como por los bM, que conformarían el polinomio del denominador de la 
fracción. Debido a esto el diagrama de polos y ceros de un filtro tipo IIR presenta una forma claramente 
diferente a la del tipo FIR, ya que en este caso los polos no están concentrados en el origen de 
coordenadas y dependiendo de su distribución como de la de los ceros, obtendremos un tipo de filtro u 
otro. 
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Las características generales de  los filtros IIR son las siguientes: 
• Los polos y los ceros son complejos conjugados (para h[n] real) 
• Todos los polos deben estar dentro de la circunferencia de radio unidad. 
• La región de convergencia de un filtro IIR es desde el polo más alejado del centro hasta ∞ 
• Se suele intentar que el grado del polinomio del numerador sea menor o igual que el grado del 
polinomio del denominador, para evitar polos en ∞. 
Para el diseño de filtros digitales de tipo IIR es muy común el uso del método de la transformación 
bilineal, que consiste en el uso de plantillas analógicas para la creación de un filtro prototipo y el paso de 
esa filtro analógico que hemos diseñado a uno digital realizando la transformación adecuada. 
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FIR vs IIR 
Los filtros FIR ofrecen ciertas características muy interesantes a la hora de diseñar filtros digitales, como 
pueden ser que siempre son estables y que se pueden diseñar para que tengan una fase lineal. Además 
son fáciles de implementar en un DSP y sufren menos las consecuencias de trabajar con longitud de 
palabra finita. Como contrapunto, requieren una gran cantidad de términos en sus ecuaciones para 
obtener transiciones rápidas, lo que hace que sean más lentos y caros en cuanto a su procesado, y 
requieren ser de mayor orden que uno de tipo IIR para lograr el mismo resultado. 
Por el contrario, un filtro IIR que tenga una banda de transición muy corta se puede lograr con un orden 
mucho menor que uno de tipo FIR. Los filtros IIR son muy eficaces y pueden proporcionar pendientes  
muy pronunciadas, aunque al poseer características de realimentación tienen tendencia a entrar en 
oscilación por lo que hay que tener mucho cuidado en su diseño a fin de conseguir estabilidad. Además 
su respuesta en fase no es lineal, por lo que en muchas ocasiones a la salida de un filtro IIR hay que 
poner otro filtro de tipo paso todo a fin de corregir los cambios de fase y hacer que vuelva a ser lineal. 
2.1.3. Demoduladores 
Análogo al proceso de modulación explicado en el apartado 2.1.1. está el proceso de demodulación para 
devolver la señal a sus parámetros originales una vez que se ha realizado la transmisión de la señal. A 
continuación se explicarán los conceptos básicos de demodulación para cada una de las modulaciones de 
las que se realizará una simulación. No obstante no se realizará la simulación del funcionamiento de los  
esquemas de demoduladores hardware ya que no es objeto de éste proyecto. En lugar de ello se 
realizará la programación de funciones de demodulación para cada uno de los casos, que podrían ser 
implementadas en un circuito programable sin necesidad de recurrir a dichas soluciones hardware. 
Los fundamentos básicos de los demoduladores que se programarán son los siguientes: 
AM 
Existen dos posibilidades para la demodulación de una señal x(t) modulada en AM. La primera de ellas, la 
más simple se basa en un circuito detector de envolvente. Para la realización de éste circuito se emplea 
un circuito detector de pico o rectificador (de media onda o de onda completa) seguido de un circuito 
capacitivo-resistivo para seguir de forma lenta los cambios en la amplitud de la señal y finalizando con un 
filtro paso bajo para suavizar el resultado eliminando componentes de alta frecuencia.  
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 La otra opción para la demodulación de una señal modulada en AM es utilizar un demodulador 
coherente. Para la utilización de este método primero se debe implementar un circuito que recupere la 
portadora de la señal, y en ciertos casos también la fase, por lo que es necesario recurrir a la utilización 
de un PLL (Phase Lock Loop). En el caso del sistema de demodulación coherente no es necesario que el 
índice de modulación sea menor que la unidad, al recuperar también la fase de la señal. Este sistema 
tiene mejores prestaciones, pero la construcción del sistema de recepción es más caro. 
 
FM 
Para la demodulación de una señal FM también existen dos métodos habituales. El primero de ellos 
consiste en la utilización de un sistema de discriminadores. Un discriminador es un dispositivo que 
suministra una tensión proporcional a la desviación instantánea de frecuencia. Su implementación puede 
realizarse llevando la señal recibida a una reactancia, de forma que su impedancia varíe con la 
frecuencia, o con el montaje de un bloque RC creando un divisor de tensión al variar la impedancia 
capacitiva en función también de la frecuencia. A la salida del bloque discriminador obtendremos 
entonces una señal modulada en amplitud, de la cual podemos obtener la señal moduladora original con 
el uso de un detector de envolvente.  
El segundo métodos consiste en utilizar un detector con PLL, al igual que se utilizaba para la construcción 
de un modulador coherente para este tipo de modulación. Existen diversas variaciones para su 
construcción tal y como se comentó anteriormente, pero su amplio abanico de posibilidades y su 
popularización han hecho que estos detectores puedan encontrarse fácilmente en circuitos integrados 
que, además, contengan amplificadores de RF y frecuencia intermedia. 
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PSK 
Las comunicaciones modernas tienden claramente a la implantación de un modelo digital debido a sus 
ventajas sobre las señales analógicas. Esto hace que todos los circuitos analógicos de comunicaciones 
tengan que ser sustituidos por sus equivalentes digitales, cuya filosofía más básica es la de emular las 
estructuras anteriores empleando componentes digitales.  
El caso de un demodulador PSK es especialmente significativo ya que guarda muchas similitudes con un 
receptor de FM. El sistema más común de recepción de este tipo de modulación consiste en la 
recuperación de la portadora con un lazo enganchado en fase a una frecuencia M veces mayor que la 
portadora. 
Esto se debe a que en PSK la información tampoco está contenida en la amplitud de la señal ya que los 
posibles valores digitales se encontraban alrededor de la misma circunferencia cuando veíamos su 
representación vectorial. Para este caso debemos implementar, además del recuperador de portadora, 
un recuperador de fase, e implementar a la salida un codificador de fases que determine correctamente 
el símbolo que se ha recibido. 
La implementación de este sistema de recepción presenta varias dificultades. La principal es que la señal 
debe estar perfectamente sincronizada en frecuencia y fase con la transmitida, lo cual no resulta tan 
complicado actualmente debido al gran desarrollo que han sufrido los PLL en su integración y mejora, 
por lo que conseguimos además determinar el momento exacto donde se deben tomar las muestras que 
cuantificaremos. El segundo problema consiste en que a priori no se conoce exactamente cuando ha 
empezado el proceso de transmisión, por lo que determinar el momento en el que se comienza a recibir 
la información del mensaje presenta un problema adicional.  
Para resolver este conflicto se pueden utilizar dos métodos: 
− El primero consiste en enviar previamente una secuencia de entrenamiento. Esto consiste en 
una secuencia de bits conocidos que cumplen la función de permitir al receptor identificar los 
estados de la señal y que se enviaría al comenzar la transmisión de la señal. 
− El segundo consiste en la implementación de una codificación diferencial, donde la información 
esté codificada en las variaciones de la fase con respecto al símbolo anterior. Esta técnica se 
conoce con el nombre de DPSK.  
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QAM 
La señal recibida en cualquier receptor digital, si bien en el caso de la modulación QAM es más crítico 
debido a la alta densidad espectral de la modulación, suele pasarse inicialmente por un filtro que se 
encarga de eliminar el ruido fuera de la banda de transmisión y a continuación se suele utilizar un 
circuito AGC (Control Automático de Ganancia) para aumentar la amplitud de la señal. Debido a la 
importancia de esta primera fase de recepción los sistemas más modernos poseen sistemas LNA (Low 
Noise Amplifier) pegados al receptor para minimizar los efectos de posteriores líneas de transmisión, 
como sucede en los sistemas de recepción de televisión domésticos. 
Tras la fase previa de recepción comentada anteriormente, se encuentra el hardware encargado de la 
demodulación QAM, que es mucho más complejo que el del modulador. Lo primero que se hace es 
muestrear la señal recibida a la frecuencia obtenida por un circuito de recuperación de portadora, a la 
par que se puede implementar un circuito de detección de datos para determinar si la señal recibida es 
válida o no. 
Tras este proceso inicial de muestreo, que se encarga de generar muestras a la frecuencia de símbolo, se 
pasa la señal obtenida por unos filtros paso bajo para obtener la señal en banda base. Si el muestreo 
fuese perfecto, las muestras nos darían exactamente los puntos de la constelación. En la práctica, las 
señales que podemos observar en el diagrama de ojos de la modulación están distorsionados 
principalmente a los efectos del ruido y la distorsión. 
Para eliminar estos efectos y poder realizar una demodulación completa, las señales de ambos canales se 
pasan por un cuantificador que estabiliza la amplitud de las señales recibidas conforme al punto de la 
constelación más cercano. No hace falta decir que cuanto mejor se ajuste el sistema de detección de 
portadora y se minimicen los efectos del ruido y distorsión, las señales de entrada se parecerán más a los 
valores teóricos de cada símbolo, y se minimizará enormemente la probabilidad de error. 
El esquema de un demodulador QAM se representa en la figura siguiente, en el que no se ha incluido la 
fase de filtrado y amplificación que se comentó inicialmente. La señal modulada se multiplica por la señal 
obtenida del recuperador de portadora, que se desfasa 90⁰ para el canal Q. La salida del producto se 
aplica entonces al filtro paso bajo para eliminar componentes espurios y finalmente a los decisores 
multinivel. 
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Como se observa, uno de los elementos más importantes para que el sistema funcione correctamente es 
el recuperador de portadora, al igual que pasaba en la modulación PSK, ya que es muy importante 
mantener la frecuencia y fase de la portadora recibida en sincronismo. 
 
2.2. REQUISITOS  
Considerando las diferentes características y beneficios de cada tipo de filtro se ha optado por la 
implementación de filtros tipo FIR. El hecho de que presenten una respuesta en fase lineal y que no 
entren en oscilación son las consideraciones más importantes. El hecho de que un filtro FIR sea de mayor 
orden (y por lo tanto requiera una capacidad de procesado mayor) queda en parte compensado con el 
uso de los algoritmos de overlap, que se basan en el procesado parcial de la señal de entrada y que 
limitan la necesidad de filtros de orden muy elevado mejorando considerablemente la velocidad de 
procesado de la señal. 
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3. HERRAMIENTAS Y DISPOSITIVOS UTILIZADOS  
3.1. HERRAMIENTAS UTILIZADAS 
Los medios para realizar a cabo este desarrollo será un programa de simulación basado en métodos 
numéricos como puede ser Matlab, así como se estudia la posibilidad de necesitar un compilador de 
lenguaje C y un programador y una placa con un DSP en el caso de abordar la parte de implementación. 
MATLAB, abreviatura de MATrix LABoratory es un software matemático que opera en modo numérico 
principalmente (aunque se ha añadido recientemente un módulo para operaciones simbólicas), que 
ofrece lenguaje de programación propio (lenguaje M), disponible para las plataformas Unix, Windows y 
Apple Mac OS X. 
Algunas de las características más prácticas de MATLAB consisten en su facilidad para manipular 
matrices, representación de funciones, implementación de algoritmos y la posibilidad de integrar 
programas creados en MATLAB con programas en otros lenguajes. MATLAB dispone de una herramienta 
adicional llamada Simulink que amplía sus capacidades de simulación y que facilita enormemente la 
simulación de sistemas prototipo. Además existe un amplio abanico de paquetes específicos que 
implementan las funciones y operaciones más comunes para diversos ámbitos, llamadas toolbox en el 
caso de MATLAB y blocksets para Simulink. 
3.2. DISEÑO DEL SISTEMA  
3.2.1.       Técnicas de filtrado (overlap-add, overlap-save) 
Los métodos de overlap surgen con la necesidad de procesar señales de larga duración. La idea 
fundamental es la de fragmentar esa información en tramos para filtrar cada uno de esos tramos por 
separado y luego unirlos de nuevo para obtener la señal de salida. Con esta solución encontramos 
diferentes ventajas como el hecho de que no es necesario esperar a recibir toda la información para 
realizar el filtrado (en caso de que sea posible, ya que para transmisiones continuas esto sería inviable) 
además de la necesidad de filtros de menor orden y por lo tanto el incremento de la velocidad de 
filtrado. Como contrapartida existe la necesidad de postprocesar los tramos filtrados para “unirlos” y 
entregar la señal de salida correcta. Existen dos métodos de overlap: 
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• Overlap-add: 
Debido a que el proyecto pretende simular la recepción de un canal digital continuo de baja velocidad, la 
señal recibida en un principio sería continua en el tiempo. El problema de tratar con una señal de este 
tipo consiste en la imposibilidad de realizar un filtrado completo de toda la información, por lo que la 
solución comentada anteriormente de filtrar por secciones la información recibida pasa, de forma 
matemática, a resultar en una convolución de dichos fragmentos de la señal por la función de respuesta 
al impulso de dicho filtro. Por ello, el problema queda resuelto realizando dicho proceso en múltiples 
ocasiones, esto es, realizar la convolución de h[n] con cada uno de los segmentos de la señal de entrada 
x[n] , según 
xk[n] = x[n + kL] si  1≤ n ≤ L 
 
 
donde k sirve para indexar cada uno de los fragmentos y L es la longitud del segmento utilizado. La señal 
de entrada x[n] puede reescribirse como suma de dichos fragmentos de la forma: 
[ ] [ ]∑ −=
k
k kLnxnx
 
Utilizando esta nomenclatura, la señal a la salida del filtro viene dada por: 
[ ] [ ] [ ] [ ]∑∑ −∗





−
k
k
k
k kLny=nhkLnx=ny  
La señal de salida yk [n] generada por el filtrado de cada segmento de la señal inicial será de longitud N = 
L+M-1, siendo M la longitud del filtro empleado. El resultado es a la salida es el mismo que de realizar la 
convolución circular de xk [n] con h[n] desde la primera muestra hasta la N. Además, recordando que el 
resultado obtenido al realizar la FFT(fast fourier transform) en lugar de la DFT(discrete fourier transform) 
es prácticamente similar, siendo la FFT un método mucho más rápido, por lo que la realización del 
filtrado de cada uno de los segmentos procesados puede realizarse utilizando la FFT y la IFFT de la 
siguiente forma:  
(h[n]))[n])(x((h[n]))[n])(x(=[n]y kkk FFTFFTIFFT DFTDFT IDFT ⋅≈⋅  
De esta forma, el método se basa en la fragmentación de la señal de entrada en bloques de L muestras, 
de forma que la salida se forma sumando la salida de cada fragmento filtrado, teniendo en cuenta que 
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las M-1 últimos puntos de un fragmento se suman al comienzo de la salida del siguiente fragmento que 
se filtre.  
Este proceso queda explicado visualmente con la siguiente figura 
 
• Overlap-save: 
Los principios fundamentales de este método consisten, al igual que con el método de overlap-add, en 
seccionar la señal de entrada en divisiones que se convolucionarán individualmente con la respuesta 
impulsiva del filtro. Al igual que en el caso anterior la longitud de los segmentos procesados sería N = 
L+M-1, explicándose los fundamentos del uso de la FFT e IFFT de igual manera que en el caso anterior. 
La diferencia con respecto a overlap-add consiste en que la división de la señal de entrada no se realiza 
de forma continua, sino que para el filtrado de un bloque se vuelven a tomar las M-1 últimas muestras 
del previo, y de la salida resultante del filtrado de ese bloque, las M-1 primeras muestras se descartan, 
dejando así una cantidad L de muestras útiles por segmento procesado. 
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La explicación gráfica del concepto de procesado de overlap-save puede observarse en la siguiente 
figura: 
 
De esta forma, cuando formamos la señal de salida y[n], tan solo debemos concatenar la salidas de los 
diversos bloques procesados descartando las primeras M-1 muestras y sin necesidad de realizar ninguna 
operación adicional, como pasaba en el caso de overlap-add, donde había que realizar una suma. 
Éste será el método utilizado en las simulaciones, ya que a pesar de tener que realizar el filtrado por 
bloques en una cantidad superior de veces, resulta más simple y más rápido computacionalmente ya que 
basta con tomar de forma correcta el comienzo de cada segmento a filtrar, sin la necesidad de tener que 
realizar ninguna operación de suma. 
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3.2.2. Método de recepción (Algoritmo CORDIC) 
El concepto básico que describe la filosofía de funcionamiento del algoritmo CORDIC (formado por las 
primeras letras de COordinate Rotation DIgital Computer) es la de un algoritmo basado en la rotación de 
vectores de forma iterativa, las cuales permiten calcular diversas funciones trigonométricas. Más 
concretamente, se rota una cierta cantidad de grados de modo que el vector inicial queda sobre el eje 
deseado, de modo que dado un vector de entrada r = (x,y) podemos rotarlo un ángulo β obteniendo el 
vector r’ = (x’,y’) a su salida. 
El algoritmo además puede utilizarse para realizar diversas operaciones trigonométricas como seno, 
coseno, arco tangente o para transformar coordenadas polares a cartesianas y viceversa. 
Las operaciones necesarias para la implementación del algoritmo son muy sencillas de implementar de 
forma hardware o en su ejecución sobre un dispositivo programable, ya que se basa en sumadores y 
divisores, que al ser en potencias de 2 se traduce en desplazamientos de bits, y además se puede 
programar su precisión definiendo el número de iteraciones que se realizarán antes de obtener el 
resultado final. 
El funcionamiento o aplicación del algoritmo CORDIC está separado en dos modos diferentes: 
Modo rotación: Este modo consiste en la rotación del vector de entrada r = (x,y) un ángulo determinado 
β, obteniendo a la salida el vector rotado r’ = (x’,y’). 
Modo vectorización: Será el modo utilizado para las simulaciones de este PFC.  Consiste en rotar el 
vector de partida el ángulo mitad a la rotación de la iteración previa, sumando o restando ese valor a una 
variable determinada que guardará el valor de la fase del vector, en función del signo de la parte 
imaginaria del vector. De este modo la parte imaginaria del vector rotado queda finalmente sobre el eje 
de coordenadas con amplitud igual al módulo del vector (que es la componente x del vector de entrada), 
multiplicado por un factor de escala, además de la fase del vector inicial que queda almacenada en la 
variable que se creó inicialmente. 
Se da por tanto que para este método tenemos como entrada el vector r = (x,y) y a la salida el módulo R 
de dicho vector y su fase β. 
Para el método de vectorización, las ecuaciones del algoritmo CORDIC quedan de la siguiente manera: 
30 
 
xi+1 = xi – yi . di . 2
-i 
yi+1 = yi + xi . di . 2
-i 
βi+1 = βi – di . tan
-1 (2-i) 
Por lo que en cada iteración el vector obtenido ha sido rotado un ángulo: 
   αi= tan
-1 (2-i) 
Cuyos valores en cada iteración son los siguientes: 
i αi=tan
-1
(2
-i
) 
0 45,00000 
1 26,56505 
2 14,03624 
3 7,12502 
4 3,57633 
5 1,78991 
6 0,89517 
 
Consiguiendo con este mecanismo rotar el vector hasta el eje de coordenadas (fase cero) tras varias 
iteraciones, y pudiendo aproximarnos a cero en la medida deseada. 
Además del proceso paulatino de obtener el vector resultante más cercano al eje de coordenadas en 
cada paso, el otro efecto apreciable sobre las componentes en fase es el cambio en la amplitud de sus 
componentes. Debido a que el vector va aproximándose al eje de coordenadas, la componente yi va 
disminuyendo paulatinamente de amplitud, a su vez que la componente xi va incrementándose ya que 
finalmente almacenará el valor del módulo del vector, multiplicado por el factor de escala previamente 
indicado cuyo valor se aproxima al valor 1.647, y que podemos calcular de forma precisa mediante la 
ecuación: 
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A n  =∏ 1+ 2−2i ≈1.647 
El modo empleado de CORDIC en este pfc corresponde al modo de vectorización. Para las simulaciones 
posteriores, los valores iniciales que toman las componentes del vector  r = (x,y) corresponden a los 
niveles de señal del símbolo que querremos demodular, y del que por lo tanto hemos tenido la 
necesidad de pasar a coordenadas polares para simplificar el algoritmo de demodulación. 
El proceso fundamentalmente consiste en dos etapas, la primera en la que dependiendo del signo de las 
componentes realizaremos una primera rotación de ±90° para situar el vector en el cuadrante adecuado, 
y la segunda donde se ejecutarán las rotaciones iterativos a fin de situar el vector sobre el eje de 
coordenadas, obteniendo finalmente su módulo y fase. Debe indicarse que en este proyecto los valores 
de la fase de la circunferencia se han traducido a los valores 0 y 1, correspondientes a 0° y 360° 
respectivamente. 
Para la primera fase de rotación por ±90° el mecanismo es el siguiente: 
1. Almacenamiento de las componentes en fase y en cuadratura en sus variables correspondientes: 
 Entradas: 
 partereal = parte real del numero complejo 
 imaginario = parte imaginaria del numero complejo (sin j o i) 
Si la fase es negativa rotar +90° 
     x = -imaginario;   siendo  x = parte real del numero 
     y = partereal;    siendo  y = parte imaginaria del numero 
     β = .75; 
Si la fase es positiva rotar -90° 
     x = imaginario; 
     y = -partereal; 
     β = .25; 
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2.Realización de las pseudo-rotaciones y consecución del vector transformado a coordenadas polares. 
Si yi ≥0 entonces di = -1 en otro caso di = 1 
Para realizar las rotaciones 
 xi+1 = xi – yi . di . 2
-i 
 yi+1 = yi + xi . di . 2
-i 
 βi+1 = βi + di.tabla[i] 
Repetiremos el proceso, ya que índice i corresponde al número de iteración realizada. 
Finalmente, dividiremos el valor almacenado en la componente x (modulo del vector) por el factor de 
ganancia del algoritmo, que recordemos era de 1.646760 veces. 
De forma gráfica, podemos observar en los siguientes ejemplos como las rotaciones iterativas son cada 
vez menores ya que en cada paso el desplazamiento en fase es de valor mitad al paso anterior con lo que 
se va aproximando la fase a cero y al final solo hay que realizar la suma de los desplazamientos indicada 
anteriormente. 
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3.2.3. Demodulación 
En la realización de la simulación de este PFC se han aprovechado las características de la salida obtenida 
por el algoritmo CORDIC para diseñar demoduladores AM, FM y MPSK si bien para el caso de un 
demodulador 16QAM se ha trabajado directamente sobre la señal formada por las componentes en 
cuadratura de la señal recibida. 
A continuación se presenta el esquema de la estructura de recepción sobre la que trabajaremos:  
 
Como podemos observar, la primera etapa de la estructura simulada consiste en un filtro paso banda de 
recepción para eliminar las componentes de ruido que introduce el canal antes de realizar la 
multiplicación en frecuencia para obtener la señal transmitida en banda base.  
A efectos de la simulación este filtro inicial no se ha implementado debido a que el objetivo del proyecto 
no es el de comprobar los efectos del ruido de transmisión en los sistemas de demodulación 
programados. 
La siguiente fase consiste en otro filtro tipo FIR para asegurar la estabilidad del sistema, y el paso a los 
sistemas de demodulación que en su mayoría consistirán en la transformación inicial de la señal recibida 
como canales I/Q (partes real e imaginaria de una señal) a variables expresadas como el módulo y la fase 
de la señal recibida y filtrada. Tan solo en el caso de la simulación de una modulación 16QAM, debido a 
las características de su constelación de símbolos, se realizará la demodulación tomando como entradas 
las señales I/Q recibidas. 
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4. PRUEBAS  (test bed)  
4.1. OVERLAP-ADD Y OVERLAP-SAVE 
Como se indicó en el apartado 3.2.1 la idea fundamental de los algoritmos de overlap es la de fragmentar 
la información en tramos para filtrar cada uno de esos tramos por separado y luego unirlos para obtener 
la señal de salida. 
Para la creación de los filtros paso bajo se ha definido la función filtrofir con el objetivo de no repetir 
constantemente los pasos para la creación del filtro y simplificar el código. Las líneas empleadas (solo 
filtro paso bajo) serían las equivalentes al siguiente procedimiento: 
 
% Esta función genera un filtro FIR paso bajo 
%  
% Entradas: 
% frecuencia de paso 
% frecuencia a la que deseamos que no haya salida 
% frecuencia a la que esta muestreada la senial 
% orden del filtro 
% 
% Salidas: 
% respuesta del filtro 
% retardo que introduce el filtro 
  
  
1. Definición de la ganancia del filtro en cada banda 
 
2. Definición de las frecuencias de paso y de corte 
 
3. Creación del filtro mediante el uso de la función específica de matlab 
firpm, introduciendo como parámetros el orden del filtro y las matrices de 
amplitud y frecuencias definidas previamente. 
 
4. Calculo del retardo, para filtros FIR retardo = orden del filtro/2; 
  
 
La implementación realizada en Matlab del algoritmo de procesado Overlap-Add explicado 
anteriormente queda implementada de la siguiente manera: 
 
% Funcion overlap-add 
% 
% Esta función filtra una señal de entrada dividiéndola en partes y aplicando 
% la multiplicación lineal en frecuencia a cada una de ellas para 
% después sumar las salidas, obteniendo el mismo resultado que con la función 
% filter() de matlab. 
%  
% Entradas 
% señal de entrada a filtrar 
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% respuesta impulsiva del filtro 
% longitud del segmento de procesado 
% 
% Salida 
% señal de entrada filtrada 
  
1. Calcular la longitud de la señal de entrada(M) y del filtro (L) 
  
2. Respuesta en frecuencia del filtro con N+L-1 muestras, siendo N la longitud 
del segmento de procesado  
 
3. Calculamos el número de ventanas de N muestras que hay en el vector de 
entrada, redondeando hacia arriba 
 
4. Añadimos ceros al final de la señal de entrada para completar los valores 
de la última ventana de procesado 
  
5. Inicializar una cola de ceros de longitud L-1 
 
6. Bucle for para recorrer las ventanas 
 
    6.1. Cogemos la ventana v-ésima 
     
    6.2. FFT de la señal de entrada, con longitud N+L-1 
     
    6.3. Producto en frecuencia del segmento procesado con el filtro 
     
    6.4. Volvemos al tiempo usando la IFFT 
     
    6.5. Obtenemos el vector de salida 
     
    6.6 Guardamos la cola de la salida para sumarla al comienzo del siguiente 
segmento procesado 
     
7. Añadimos el último transitorio de salida 
 
 
Para comprobar el correcto funcionamiento del algoritmo de filtrado crearemos un módulo de prueba en 
el que generaremos una señal, definiremos las características del filtro y lo crearemos utilizando la 
función filtrofir anteriormente definida, y finalmente filtraremos la señal utilizando la función overadd y 
la función filter de Matlab, para comparar que la salida de la señal filtrada en ambos casos es idéntica. 
Las líneas empleadas para esta comprobación son las siguientes: 
%función de prueba del filtro 
 
1. Creación de la señal a filtrar 
 
2. Definición de la ganancia del filtro en cada banda 
 
3. Definición de las frecuencias de paso y de corte 
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4. Creación del filtro mediante el uso de la función específica de matlab 
firpm, introduciendo como parámetros el orden del filtro y las matrices de 
amplitud y frecuencias definidas previamente. 
  
5. Calculo del retardo, para filtros FIR retardo = orden del filtro/2; 
 
6. Obtención de gráficas con la señal de entrada y la respuesta del filtro 
 
7. Filtrado de la señal utilizando la función de overlap elegida. 
 
8. Representación del espectro de la señal filtrada. 
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Tras la ejecución de dichas líneas de código comprobamos que la salida obtenida al filtrar con la función 
overalap-add entrega como resultado la señal esperada, así mismo se puede comparar la señal de salida 
filtrada con la función de overlap y con la función filter, tras lo que se observa que la diferencia máxima 
entre la salida obtenida con ambos métodos es de  8.8818e-016 +2.2204e-015i ≈0 
 
La implementación realizada en Matlab del algoritmo de procesado Overlap-Save explicado 
anteriormente queda implementada de la siguiente manera: 
% Funcion overlap-save 
% 
% Esta funcion filtra una señal de entrada dividiendola en partes y  
% aplicando la multiplicación lineal en frecuencia a cada una de ellas para 
% despues sumar las salidas, obteniendo el mismo resultado que con la función 
% filter() pero siendo más rápido. 
%  
% Entradas 
% señal de entrada a filtrar 
% respuesta impulsiva del filtro 
% longitud del segmento de procesado  
% 
% Salida 
% señal de entrada filtrada 
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1. Calcular la longitud de la señal de entrada(M) y del filtro (L) 
  
2. Respuesta en frecuencia del filtro de orden N  
 
3. Calculamos el número de ventanas de N muestras que hay en el vector de 
entrada, redondeando hacia arriba 
 
4. Añadimos ceros al final de la señal de entrada para completar los valores 
de la última ventana de procesado 
 
5. Bucle for para recorrer las ventanas 
  
    5.1. Cogemos la ventana v-ésima, con longitud N, y le sumamos la cola de                 
la ventana anterior. 
     
    5.2. FFT de la señal contenida en la ventana seleccionada 
     
    5.3. Producto en frecuencia del segmento a procesar con el filtro 
     
    5.4. Volvemos al tiempo usando la IFFT 
     
    5.5. Obtenemos el vector de salida 
        
 
Para comprobar el correcto funcionamiento del algoritmo de filtrado crearemos un módulo de prueba 
similar al empleado para la comprobación del método overlap-add salvo que sustituiremos la línea en la 
que se filtra utilizando la función con el método overlap-add por la función creada para el método 
overlap-save, para obtener los siguientes resultados: 
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Al igual que en el caso anterior comprobamos que al filtrar con la función de overlap-save obtenemos 
como resultado la señal esperada, así mismo se puede comparar la señal de salida filtrada con la función 
de overlap y con la función filter, tras lo que se observa que la diferencia máxima entre la salida obtenida 
con ambos métodos es de -1.1102e-015 -1.5543e-015i  por lo que queda demostrado que el filtrado de 
una señal mediante los algoritmos de overlap se realiza correctamente. 
Los ejemplos de filtrado para una señal digital se realizarán dentro de los apartados de prueba de los 
demoduladores. 
4.2. DEMODULADOR AM  
En este proyecto se simulará un demodulador AM basado en un detector de envolvente para así 
aprovechar la salida de la función CORDIC, con la que obtenemos la amplitud de las componentes de la 
señal recibida. Para ello se realizará fundamentalmente un seguimiento suave de la amplitud del vector 
de entrada ya que la fase es irrelevante. 
La implementación realizada en Matlab del algoritmo de demodulación AM explicado anteriormente 
queda implementada de la siguiente manera: 
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% Esta función hace una demodulación AM a partir de una señal de entrada 
% basada en las amplitudes de la señal recibida. 
%  
% Entradas: 
% Señal recibida 
% 
% Salidas: 
% Señal AM demodulada 
 
1. Salida = doble del valor absoluto de la señal de entrada -1 
 
Las líneas empleadas para la simulación del sistema completo son las siguientes: 
%función de prueba para la simulación de una señal AM 
 
1. Creación de la señal moduladora y normalizarla 
 
2. Modulación de la señal portadora con la generada en 1 con la función 
existente para ello en matlab 
 
3. Multiplicación de la señal por la exponencial compleja conjugada, en este 
paso se puede introducir una variación de la frecuencia para simular problemas 
en la detección de la portadora. 
 
4. División de la señal en parte real e imaginaria para simular las señales de 
entrada recibidas por el esquema de demodulación. 
  
5. Creación del filtro usando la función filtrofir y filtrado de ambas 
componentes definidas en el punto 4 con la función overlap-save. 
 
6. Creación de una señal de apoyo que será la suma de la parte real e 
imaginaria, y que será la entrada para la función de demodulación. 
 
7. Demodulación de la señal de entrada usando la función demAM 
 
 
41 
 
 
 
42 
 
4.3. DEMODULADOR FM  
Para este caso se simulará un demodulador FM basado en la diferencia de fase en la señal de entrada 
aprovechando la salida de la función CORDIC, con la que obtenemos la fase de las componentes de la 
señal recibida. Para ello se realizará un seguimiento de la fase del vector de entrada ya que el modulo es 
irrelevante. 
La implementación realizada en Matlab del algoritmo de demodulación FM explicado anteriormente 
queda implementada de la siguiente manera: 
% Esta función hace una demodulación FM a partir de una señal de entrada 
% basada en las componentes de la señal recibida. 
%  
% Entradas: 
% Parte real de la señal recibida 
% Parte imaginaria de la señal recibida 
% 
% Salidas: 
% Señal FM demodulada 
 
 
1. Bucle for para obtener los valores de modulo y fase de las componentes de 
entrada. Como los valores de fase son relativos con respecto a la portadora, 
giramos el origen a 180º para no tener saltos de fase bruscos (CORDIC asigna 
el valor 0 a 0º y 1 a 360º). 
2. Bucle for en el que restamos la fase de la muestra anterior a la fase de la 
actual. 
 
3. La salida será la señal creada en 2. dividida entre el valor máximo 
absoluto de toda la señal. 
Las líneas empleadas para la simulación del sistema completo son las siguientes: 
%función de prueba para la simulación de una señal FM 
 
1. Creación de la señal moduladora y normalizarla 
 
2. Modulación de la señal portadora con la generada en 1 con la función 
existente para ello en Matlab 
 
3. Multiplicación de la señal por la exponencial compleja conjugada. 
 
4. División de la señal en parte real e imaginaria para simular las señales de 
entrada recibidas por el esquema de demodulación. 
  
5. Creación del filtro usando la función filtrofir y filtrado de ambas 
componentes definidas en el punto 4 con la función overlap-save. 
 
6. Demodulación de la señal de entrada usando la función demFM 
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Se observa una pequeña variación de escala debido al efecto del transitorio inicial en el proceso de 
normalización de la señal demodulada. 
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4.4. DEMODULADOR MPSK 
Para este caso se simulará un demodulador MPSK basado en la fase en la señal de entrada aprovechando 
la salida de la función CORDIC, con la que obtenemos la fase de las componentes de la señal recibida. 
Para ello se realizará una serie de transformaciones en la fase a fin de normalizarla en los valores 
discretos que componen esta modulación digital.  
La implementación realizada en Matlab del algoritmo de demodulación MPSK explicado anteriormente 
queda implementado de la siguiente manera: 
% Esta función hace una demodulación PSK a partir de una señal de entrada 
% basada en la fase de la señal recibida. 
%  
% Entradas: 
% Parte real de la señal recibida 
% Parte imaginaria de la señal recibida 
% Numero de símbolos de la PSK 
% 
% Salidas: 
% Señal MPSK demodulada 
 
 
1. Redondeo de las señales de entrada ya que debido al filtrado las 
componentes I/Q muestran un rizado. 
2. Bucle for para obtener los valores de modulo y fase de las componentes de 
entrada. 
 
3. La salida será el valor de la fase (entre 0 y 1) multiplicada por el número 
de símbolos. 
Las líneas empleadas para la simulación del sistema completo son las siguientes: 
%función de prueba para la simulación de una señal PSK 
 
1. Creación de la señal digital aleatoria 
 
2. Modulación de la señal digital aleatoria generada en 1 con la función 
existente para ello en matlab, y muestreo de la misma. 
 
3. Filtrado antisolapamiento. 
 
4. Creación del filtro de RF usando la función filtrofir y filtrado de ambas 
componentes con la función overlap-save. 
 
6. Demodulación de la señal de entrada usando la función demMPSK 
 
7. Muestreo de la señal de salida para compararla con la señal origen, 
teniendo en cuenta el retardo que introducen los filtros. 
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4.5. DEMODULADOR 16QAM 
Para este caso se simulará un demodulador 16QAM basado en los valores de amplitud de la señal 
recibida en los canales I/Q. Es la única modulación para la que no se empleará la función CORDIC, ya que 
en este caso es desfavorable el tratamiento de la información recibida como módulo y fase de la señal. 
Para ello se realizará una serie de transformaciones en la amplitud de las señales recibidas en ambas 
componentes, a fin de obtener una serie de valores discretos de amplitud que utilizaremos como 
coordenadas en una matriz que tendrá almacenada la codificación de los símbolos empleados. 
La idea fundamental de este proceso puede verse en las siguientes imágenes, en las que podemos ver 
primero una modulación 16QAM típica centrada en el origen de coordenadas y posteriormente 
observamos cómo se han desplazado todos los puntos de la constelación hacia valores enteros positivos. 
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La implementación realizada en Matlab del algoritmo de demodulación 16QAM explicado anteriormente 
queda implementado de la siguiente manera: 
 
% Esta función traduce a un valor decimal los símbolos recibidos de una   
% señal de entrada modulada en 16QAM. La señal de entrada será la parte real 
% e imaginaria de la señal recibida. 
%  
% Entradas: 
% Parte real de la señal recibida 
% Parte imaginaria de la señal recibida 
% 
% Salidas: 
% Señal 16QAM demodulada 
 
 
1. Multiplicación de ambas componentes por 3, ya que están normalizadas y hay 
cuatro valores simbólicos predeterminados (±1,±1/3) para así trabajar con 
valores enteros y los valores de decisión quedan definidos como -2,0,2. 
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2. Redondeo hacia arriba de las señales de entrada, sumamos 3 a ambas 
componentes para tener solo valores positivos y división entre 2. El resultado 
son valores del cero al tres, por lo que sumamos 1 (en una matriz no se puede 
acceder a la posición cero). 
3. Redondeo hacia abajo (nos quedamos solo con la parte entera ya que todavía 
mantenemos el rizado de las señales de entrada debido al filtrado. 
4. Creación de una tabla donde se codifican los valores correspondientes a 
cada posición de la constelación. 
 
5. Bucle for para obtener los valores digitales correspondientes de cada 
muestra. 
 
Las líneas empleadas para la simulación del sistema completo son las siguientes: 
%función de prueba para la simulación de una señal 16QAM 
 
1. Creación de la señal digital aleatoria 
 
2. Modulación de la señal digital aleatoria generada en 1 con la función 
existente para ello en matlab, y muestreo de la misma. 
 
3. Filtrado antisolapamiento. 
 
4. Creación del filtro de RF usando la función filtrofir y filtrado de ambas 
componentes con la función overlap-save. 
 
6. Demodulación de la señal de entrada usando la función demMPSK, con los 
valores de entrada normalizados. 
 
7. Muestreo de la señal de salida para compararla con la señal origen, 
teniendo en cuenta el retardo que introducen los filtros. 
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5. CONCLUSIONES Y LÍNEAS FUTURAS  
5.1. CONCLUSIONES 
Tal y como se indicaba en la declaración de objetivos de este PFC queda demostrado que el uso de 
algoritmos de alta eficiencia como CORDIC, pudiendo evitar el uso de funciones trigonométricas (de alto 
coste computacional), mejora los requisitos hardware manteniendo una precisión en la salida que se 
puede ajustar en función de las necesidades del diseñador definiendo el número de iteraciones .   
Así mismo el empleo de las técnicas de overlap para el filtrado permite el uso de filtros de menor orden y 
la recepción de sistemas de transmisión continua ya que no precisa de tener toda la señal transmitida 
almacenada para su procesado. A través de la simulación se ha podido apreciar como el resultado ha 
sido el mismo que empleando la función filter de matlab (que sí requiere de la señal completa para 
poder filtrarla). 
5.2. LÍNEAS FUTURAS  
Como futuras líneas de desarrollo de este proyecto podríamos considerar la posibilidad de pasar el 
código desarrollado a lenguaje C adecuando la traducción a las bibliotecas y funciones particulares con 
las que se podría abordar la programación de un DSP. Así mismo y dentro del entorno de simulación 
numérica también se podría realizar el estudio añadiendo un sistema de transmisión real e incluir las 
funciones necesarias para simular un oscilador de enganche en el receptor que recuperase de forma 
automática la frecuencia de la portadora. 
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7. GLOSARIO  
• IIR: (Infinite Impulse Response, Respuesta Infinita al Impulso). 
• FIR: (Finite Impulse Response, Respuesta Finita al Impulso). 
• overlap-add: Método de filtrado fragmentado que consiste en añadir las ultimas muestras del 
bloque procesado anterior al que se está filtrando en ese momento. 
• overlap-save: Método de filtrado fragmentado que consiste en añadir las “colas” de un 
segmento procesado al segmento posterior. 
 
