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Abstract 
 
The impact of climate change on the ecologically and biogeochemically important 
coccolithophore Emiliania huxleyi has been a central question in phytoplankton research of 
the last decade. However, most studies focused on physiological responses while 
evolutionary processes were widely neglected. The present study investigated whether 
strains of E. huxleyi from different geographic origins are locally adapted to their respective 
average seawater temperature of 8°C from Bergen/Norway and 22°C from the 
Azores/Portugal. A reciprocal transplant experiment was conducted to find out whether 
differences between strains from different geographic origins are higher than among strains 
from the same origin. Using microsatellite analysis, I found restricted gene flow and could 
detect two distinct populations. Bergen strains grew faster than Azores strains at 8°C, while 
at 22°C both populations grew approximately equally fast. Photosynthetic efficiency was 
higher in Bergen strains at 8°C, and same in both populations at 22°C. While I found a good 
correlation of effective quantum yield of PSII responses and growth rates for 8°C showing a 
direct relationship between photosynthetic efficiency and growth, at 22°C no correlation 
was found, potentially due to light-limitation. There was a linear negative correlation 
between growth rate and cell size for all treatments, however cells from the Azores were 
generally bigger than cells from Bergen. Temperature-induced phenotypic plasticity of 
growth rate may be adaptive, as the Bergen strains maintained a higher fitness over the two 
exposed temperature conditions than the Azores strains. Moreover, variation in growth 
rates and effective quantum yield of PSII were always higher in both populations in their 
‘non-native’ treatment, also indicative for adaptive phenotypic plasticity. Thus, strains from 
Bergen appear to have better abilities to buffer against environmental fluctuations than 
Azores strains, which is reasonable as Bergen strains encounter stronger temperature 
changes in their natural environment. Genotype-by-environment interactions were found in 
reaction norms of both growth rates and gene expression, so genotypes are affected 
differently by changing temperature conditions, indicating high standing genetic variation. 
My results suggest that high standing genetic variation and phenotypic plasticity may be 
important mechanisms for adaptation of natural E. huxleyi populations to changing 
environments and emphasize the importance of using more than one strain in studies aiming 
to investigate general responses of this species. 
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1. Introduction 
 
Fossil fuel combustion increases the concentration of carbon dioxide (CO2) in the 
atmosphere by an average rate of 1.9% per year (IPCC 2007). This rate, driven by 
anthropogenic emissions, is in an order of magnitude faster than the rate observed for the 
past millions of years (Doney and Schimel 2007). Consequently, climate changes rapidly with 
direct consequences like increasing temperatures and ocean acidification (Doney et al. 
2009). Global mean temperature has increased by 0.8°C over the last 100 years (IPCC 2007). 
Since pre-industrial times, the pH of ocean surface water has dropped by 0.1 and is 
predicted to decrease further by 0.3-0.4 units until 2100 via elevated carbon dioxide uptake 
by the oceans (Orr et al. 2005). Currently, the CO2 ocean uptake accounts for approximately 
one third of fossil fuel emissions (Sabine et al. 2004). Therefore, it is essential to understand 
how marine organisms are affected by climate change. Marine communities are biological 
networks, linked together through various biological interactions and are dependent on the 
performance of other species within the community (Doney et al. 2012). Climate change will 
affect organisms by causing habitat shifts, behavioral changes, altered phenology, and local 
extinctions (Reusch and Wood 2007). Aside from understanding how species will be 
impacted physiologically by climate change, knowledge on ecology, genetic evolution and 
phenotypic plasticity are also important in order to assess the composition and functionality 
of communities (Chevin et al. 2012). It is especially important to understand how keystone 
species will be affected. Coccolithophores are one of the most important phytoplankton 
groups as they are extremely abundant and have a major role in biogeochemical cycling 
(Paasche 2001). Despite the significance of coccolithophores for the global environments, 
their biodiversity, biogeography, ecology and evolution are still not well understood 
(Thierstein and Young 2004). Within this study, the question of whether the coccolithophore 
Emiliania huxleyi is locally adapted to its respective environment will be investigated by 
assessing the role of plasticity between genotypes within two temperature regimes 
according to their biogeographic origin. 
1.1 Emiliania huxleyi 
Although accounting only for one per cent of the global biomass, phytoplankton contributes 
to almost 45% of the world’s primary production (Falkowski et al. 2004). The most abundant 
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calcifying phytoplankton species in the oceans is the coccolithophore Emiliania huxleyi 
(Westbroek et al. 1989). With the exception of polar regions with summer seawater 
temperatures of less than 2°C, E. huxleyi is nearly ubiquitous distributed (Buitenhuis et al. 
2008). Blooms often occur in eutrophic regions (mostly following diatom spring blooms in 
temperate latitudes), but E. huxleyi also occurs in oligotrophic waters of subtropical gyres 
(Tyrrell and Merico 2004). Diatoms are typically dominant due to faster growth rates (Furnas 
1990), but when silicate becomes limited diatoms cannot grow anymore and 
coccolithophores can become dominant (Egge and Aksnes 1992). The blooms that 
coccolithophores form impact climate on increased water albedo, DMS production, and 
changed oceanic CO2 uptake (reviewed in Tyrrell and Merico 2004). Conditions of thermal 
stratification and high irradiance in phosphate-poor environments with excess of nitrate 
seem to promote blooms of E. huxleyi (Paasche 2001). Usually, diploid E. huxleyi cells are 
covered with small, calcified scales called coccoliths, which form a casing that is referred to 
as coccosphere (Westbroek et al. 1989). Coccospheres often consist of multiple layers of 
coccoliths. Morphological differences allow to distinguish morphotypes A, B, B/C, C, and R 
(Medlin et al. 1996, Young and Westbroek 1991). E.huxleyi has a haplo-diploid life cycle 
(Green et al. 1996). 
E. huxleyi belongs to the class of Prymnesiophyceae which, together with the 
Pavlovophyceae, form the division Haptophyta (Jordan et al. 2004). Haptophytes are 
characterized by a ‘haptonema’, a flagellum-like appendage which differs from flagella in the 
arrangement of microtubules. In the fossil record coccolithophores appeared in the upper 
Triassic, reached their highest diversity in the Cretaceous and lost most of this diversity in a 
mass extinction during the Mesozoic/ Cenozoic boundary 65 million years ago (Thierstein 
and Young 2004). The species E. huxleyi diverged from Gephyrocapsa oceanica only 270 kyrs 
ago (Thierstein et al. 1977) and became the dominant coccolithophore 70,000 years ago 
(Bijma et al. 2001).  
1.2 Role of biogeochemical processes in the ocean 
Coccolithophores are among the most important calcifying organisms in the world’s oceans 
due to their role in both ocean primary production and calcium carbonate deposition 
(Westbroek & Linschooten, 1989). About half of the modern calcium carbonate precipitation 
in the oceans is expected to be due to secretion of exoskeletons in coccolithophores 
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(Milliman 1993). They play a major role in controlling the carbonate chemistry and alkalinity 
in the surface oceans.  
1.2.1 Carbonate system of the ocean 
Atmospheric carbon dioxide concentrations are currently increasing to levels that have not 
been seen during the past 420,000 years (IPCC 2007). The oceans play an important role as 
they are one of the earth’s major carbon sinks (Sabine et al., 2004). CO2 fluxes are driven by 
both physical and biological processes: physically by molecular diffusion at the air/sea 
interface when there is a partial pressure difference of CO2 across the interface, and uptaken 
CO2 is then biologically converted to organic carbon compounds by ocean phytoplankton.  
CO2 dissolves in the surface ocean and reacts with sea water to form carbonic acid (H2CO3). 
This again dissociates to bicarbonate ions (HCO3
-) and carbonate ions (CO3
2-) under the 
release of hydrogen ions (H+) (Fig. 1). 
 
Fig. 1: Schematic diagram of the carbonate system in seawater. CO2 is uptaken at the ocean-
atmosphere boundary and dissociates into the different carbonate ion forms. In Feely et al. 2001. 
In today’s conditions, ions are in equilibrium with a distribution of approximately 90% 
bicarbonate, 10% carbonate, and 1% carbon dioxide, forming the dissolved inorganic carbon 
(DIC) pool. Seawater is buffered with respect to changes in hydrogen ions, but an increase of 
CO2 will reduce the carbonate buffering capacity of the surface ocean. Through the larger 
fraction of dissociation of carbonic acid, more hydrogen ions are released and lower the pH. 
The Bjerrum plot (Fig. 2) illustrates the concentration of the carbon ions as a function of pH. 
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Dissociation constants pK1 and pK2 are temperature, salinity, and pressure dependent. The 
increase of CO2 in the ocean will eventually lead to a shift of ion components by lowering the 
pH through increasing the release of hydrogen ions. pH is already lowered by 0.1 units 
compared to pre-industrial values and is predicted to decrease by another 0.3-0.4 units by 
the end of this century (IPCC 2007).  
  
Fig. 2: Bjerrum plot. Concentrations of CO2, HCO3
−, and CO3
2− as functions of pH, dependent on 
salinity and temperature. CO2 dominates for pH below pK1, CO3
2− above pK2, and HCO3
− in between 
(Zeebe and Wolf-Gladrow 2001). 
Further, alkalinity is a natural buffer for carbonate ions in the ocean as it includes other acid-
base species. Total alkalinity is the sum of all ions in the seawater and gives the excess 
amount of anions which can take up protons (Dickson et al. 1981), see Equation 1). 
AT = [HCO
3-] + 2[CO3
2- ] + [B(OH)4
- ] + [OH-] + [HPO4
2- ]+ 2[PO4
3- ] + [SiO(OH)3
- ] + [NH3 ] +  
[HS- ] + ...- [H+ ] - [HSO4
- ] - [HF] -[H3PO4]         (1) 
 
1.2.2 Saturation state of the ocean 
The degree of saturation in seawater of the two major CaCO3 mineral forms, aragonite and 
calcite, is the ion product of the concentrations of calcium carbonate ions (dependent on in 
situ temperature, salinity, and pressure), divided by the stoichiometric solubility product 
(Feely et al. 2004). Currently, most of the oceans are supersaturated with respect to 
aragonite and calcite. The present-day surface saturation state is strongly influenced by 
temperature and is lowest at high latitudes, with minima in the Southern Ocean (IPCC 2007).  
Model simulations project that undersaturation will be reached in only a few decades (Feely 
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et al. 2004). Therefore, conditions harmful to high-latitude calcifiers could develop within 
decades, not centuries as suggested previously (Orr et al. 2005). However, since increasing 
atmospheric CO2 concentrations lower oceanic pH by shifting carbonate ion concentrations, 
it is leading to a decrease of the saturation state with respect to calcium carbonate (Feely et 
al. 2004).  Ocean acidification could thus possibly lead to undersaturation and dissolution of 
calcium carbonate in parts of the surface ocean during the 21st century, depending on the 
magnitude of increase in atmospheric CO2 (Orr et al. 2005). Southern Ocean surface water is 
projected to become undersaturated with respect to aragonite at an atmospheric CO2 
concentration of approximately 600 ppm. This concentration threshold is largely 
independent of emission scenarios (IPCC 2007). Calcifying species have different degrees of 
sensitivity to these changes, because they can control biomineralization in a different degree 
(Doney et al. 2009). 
 
1.2.3 Biological and physical carbonate pump 
The carbon cycle is driven by the biological and the physical carbon pump. Firstly, CO2 
solubility in seawater increases with decreasing temperature, according to Henry’s law 
(Weiss 1974). Atmospheric CO2 is taken up by cold sea water in polar regions, especially in 
the Labrador Sea and Greenland Sea, where due to the higher density of colder water CO2 
sinks with the water masses into the deep sea (Sarmiento and Gruber 2006).  The once 
exported CO2 is upwelled again after approximately 1,000 years in which it was transported 
to the Southern ocean in a balanced ocean-atmosphere reservoir (Sarmiento and Gruber 
2006).  Currently, there is more CO2 entering the ocean than leaving. Secondly, the biological 
pump consists of a soft and a counter-acting hard tissue pump. The soft tissue pump 
encompasses the carbon flux from the surface ocean to the ocean interior by interactions of 
vertically-structured pelagic ecosystems of the photic zone (Longhurst and Glen Harrison 
1989). Organic carbon, produced by primary production is consumed by zooplankton or 
bacteria. A part of this organic carbon is transported vertically as particulate organic carbon 
(POC) and dissolved organic carbon (DOC). Most of it gets respired heterotrophically and is 
converted into dissolved organic carbon (DIC), which is finally upwelled again. Only a small 
fraction sinks into sediments. The DIC concentration is higher at depth than at the surface. 
The hard tissue, or calcium carbonate pump, on the other hand is mainly driven by calcifying 
organisms, where CO2 gets released in the calcification process. 
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 Ca +  2HCO  CaCO + CO +  H O2+ 3- 3 2 2         (2) 
Consequently, the two biological pumps counteract each other with respect to release and 
uptake of oceanic CO2, due to the different processes of photosynthesis and calcification.  
1.2.4 Ballast hypothesis  
The rain ratio is the ratio between export of organic carbon and calcium carbonate 
(Armstrong et al. 2001). It is important as the production and burial of both organic carbon 
and biogenic carbonate provides a potential sink for carbon. POC from the surface ocean is 
faster transported to the interior with ballast minerals such as carbonate biominerals 
because they increase the density (Honjo et al. 1982). Armstrong (2009) hypothesized that a 
large fraction of sinking particles must be ballasted to the seafloor or fluxes would not be 
that high. The transfer rate of POC into the deep sea determines how much atmospheric CO2 
is removed (Ittekkot 1993). Reduced calcification may lead to a decreased flux of organic 
matter (Armstrong et al. 2001). Thus, a decreased calcification in organisms would have 
major impacts on biogeochemical cycling (Zondervan et al. 2001). 
1.2.5 Studies on ocean acidification and climate change  
To understand biological and ecological consequences of climate change on E. huxleyi, many 
studies have been conducted that focus on the impacts of climate change on growth, 
calcification, and photosynthesis in order to predict whether this key species will be able to 
cope with the conditions of the future ocean (e.g. Riebesell et al. 2000; Zondervan et al. 
2001; Zondervan and Riebesell 2002). Most studies found a decrease in calcification under 
elevated pCO2 conditions, which could be a negative feedback on rising atmospheric pCO2 
(Zondervan et al. 2001). Mesocosm studies were conducted for simulating more realistic 
scenarios in which similar results were found (e.g. Buitenhuis et al. 2001, Delille et al. 2005, 
Engel et al. 2005). As climate change not only leads to ocean acidification, but also to 
increasing temperature, enhanced stratification, and consequently reduced nutrient access 
(Bindoff et al. 2007), studies on interactions between several parameters have become of 
interest. E. huxleyi has been found to be sensitive to both changing pCO2 and temperature 
(De Bodt et al. 2010). Also interactive effects of increased pCO2, temperature and irradiance 
were detected (Feng et al. 2008). 
Differential results were found in studies of coccolithophores on ocean acidification, e.g. 
Langer et al. (2006) did not find linear CO2-related responses in the calcification response 
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previously found in two coccolithophore species, and the two investigated species 
responded differently to CO2 changes. In a later study, different physiological responses in E. 
huxleyi were detected to be strain-specific to elevated pCO2 conditions (Langer et al. 2009). 
These strains originated from different parts of the ocean. Recent work discovered a 
distribution of differently calcifying strains in the world’s oceans with an overall trend of 
decreasing calcification with increasing pCO2 as has been found in culture based studies 
earlier. Notably, an unexpected highly calcified morphotype could be found in an upwelling 
region off Chile, in which the trend would have suggested the opposite due to its carbonate 
chemistry (Beaufort et al., 2011). It was argued these differences in strains must have 
genetic bases (Langer et al., 2009). 
1.3 Adaptation and phenotypic plasticity 
Due to the role of calcifying marine microorganisms on marine biogeochemical cycles, an 
important question is how biogeochemical cycles will be affected by changing environmental 
conditions and whether species responses will buffer the changes in biogeochemical cycles 
(Chevin et al. 2012). Studies on organism’s responses to climate change have nearly 
exclusively been short term physiological studies, neglecting the potential for adaptation to 
changing conditions (Hofmann et al. 2010). Studies on the effects of climate change on 
geographically widespread species should also take into consideration genetic, 
morphological, and physiological variability (Cook et al. 2011). Additionally, genetic evolution 
and phenotypic plasticity could affect the functionality and composition of communities 
(Chevin et al., 2012). Therefore, key aspects in predicting future ocean conditions are 
ecological and evolutionary processes. Marine microorganisms are expected to be the first 
group to respond evolutionary to environmental changes (Gabriel and Lynch 1992). In 
selection experiments, Chlamydomonas grown for about a thousand generations in high CO2 
failed to show a direct adaptive response to increased pCO2 conditions (Collins and Bell 
2004).  Only recently it has been shown that strains of E. huxleyi adapted to high pCO2 
conditions calcified more and had higher growth rates than control strains (Lohbeck et al. 
2012). Langer (2009) showed there are differences between strains of E. huxleyi from 
different origins in the ocean. However, whether variation between strains from different 
sites is higher than the variation of strains from the same origin site has yet to be clarified 
(Wood and Leatham 1992). The question is whether signs of adaptation to certain 
environmental factors can be detected in the ocean. Another possibility would be the 
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ubiquitous dispersal of marine microbial species, depicted as the ‘everything-is-everywhere’ 
hypothesis (Finlay 2002, Finlay and Clarke 1999). The hypothesis implies that there is no 
biogeography for microbes: they can survive in a wide range of environments, but grow 
differently well in various environments. Phytoplankton are most likely not evenly 
distributed in the heterogenous oceans because they are passive drifters and ocean currents 
form frontal boundaries (Palumbi 1994). Because they often encounter dramatic temporal 
fluctuations in environmental conditions, their physiological functioning is typically buffered 
against such environmental heterogeneity (Reusch and Boyd, 2012 submitted). As a 
consequence of ocean boundaries, gene pools get disrupted and the local adaptation of 
populations evolves, leading to physiological and morphological differentiation for 
specialization to the respective environment (Medlin 2007). Populations can either adapt 
through selection on new, beneficial mutations or through already existing genetic variation, 
where the latter is considered to be faster (Barrett and Schluter 2008). Standing genetic 
variation is the presence of more than one allele at a locus in a population (Barrett and 
Schluter 2008). A high standing genetic diversity in phytoplankton populations is likely 
(Medlin et al. 1996, Rynearson and Armbrust 2000). In a Ditylum brightwelli bloom a high 
genetic diversity, obtained using microsatellite markers, was retained and most of the daily 
sampled cells were found to be genetically distinct from each other (Rynearson and 
Armbrust 2000). How genotypic diversity is maintained within populations remains a central 
question in ecology (Rainey et al. 2000). So far, a leading explanation for the maintenance of 
this diversity is that temporal fluctuations exert selection pressure on genotypes in 
seasonally changing habitats (Gsell et al. 2012). Phenotypes are controlled both by the 
genotype and the environment (Bradshaw 1965).  Phenotypic plasticity might be an adaptive 
strategy that allows genotypes to cope with different environmental conditions and 
therefore can reflect genetic diversity (De Jong 1990). Phenotypic plasticity is defined as the 
ability of a genotype to change the phenotype in different environments (Bradshaw 1965). If 
individuals can cope with changing conditions through plasticity, that might dampen the 
effects of natural selection and hence slowing genetic divergence (Crispo 2008). 
Phenotypic plasticity and genotype-by-environment interactions can be illustrated via 
conduction of reaction norms (Woltereck 1913). Reaction norms show the response function 
characteristics of single genotypes (Parejko and Dodson 1991) and the plasticity of a trait 
across environments (Schlichting and Pigliucci 1995). There is a genotype x environment 
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interaction when the phenotypic response of a genotype varies across environments and 
when different genotypes perform differently across these environmental conditions (De 
Jong 1990). Response differences between genotypes can be statistically identified as 
genotype-by-environment (G x E) interaction by variance analysis (Bell 1991). Graphically, 
differences in genotypic reaction norms can be shown when slopes are non-parallel or cross 
each other (Gsell et al. 2012), where each line represents the phenotypic response in a 
certain environment of one genotype (Fig. 3, Pigliucci 2005). More plastic genotypes have 
phenotypes that change faster with the environment, and thus having a greater slope 
(Chevin et al. 2012). Models revealed that, in spatial heterogeneity, genotypes are selected 
for higher plasticity (Via and Lande 1985). Further, phenotypic plasticity can evolve by 
natural selection (Scheiner 1993). Plasticity allows for the colonization and success of 
habitats and other forces lead to restricted gene flow, which eventually leads to local 
adaptation (Agrawal 2001). Plasticity is considered to be adaptive when plasticity in 
functional traits enhances survival or reproduction (Richards et al. 2006).  Demographic 
models gain explanatory power by including rapid phenotypic responses (Ezard et al. 2009, 
Ozgul et al.). In Lohbeck’s experiment (2012), differences occurred between strains: while in 
a single-strain experiment strains evolved by selection of new beneficial mutations, in a 
multiclone experiment selection of on pre-adapted genotypes was found. Additionally, in a 
study on Chlamydomonas, relative fitness was found to be sensitive to particular 
combinations of environmental factors (Bell 1991). Hence, the question arises whether 
strains of E. huxleyi are differently affected by environmental changes.  
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Fig. 3: Principle of reaction norm. Reaction norms of two genotypes are shown, where genotype I is 
more plastic because the phenotype change is greater than of genotype II. X-axis: Environmental 
condition, y-axis: phenotypic response  (in Pigliucci 2005). 
Gene expression analysis makes phenotypes which can normally not be detected visible. 
Gene expression may facilitate population persistence and contribute to genetically- based 
reproductive isolation (Pavey et al. 2008). Variation in gene regulation might be a critical 
determinant of phenotypic variation (Reusch and Wood 2007). Gene expression itself can be 
plastic and a result of responses to environmental changes, as such they can show different 
levels of transcriptional regulation in different environments as a reaction norm (Aubin-
Horth and Renn 2009). In model organisms, different genotypes can have different norms of 
gene expression (Landry et al. 2006, Li et al. 2006). However, it would be important to show 
this for ecological more important species. Studies on gene expression in E. huxleyi were 
conducted mainly to understand cellular processes, especially related to calcification 
(Mackinder et al. 2011, Quinn et al. 2006, Richier et al. 2011, Richier et al. 2009). Other 
studies focused on metabolic processes in the context of nutrient availability (e.g. Bruhn et 
al. 2010, Kaufman 2007). Differences could be found in regulating genome expression, 
proteome maintenance, and metabolic processing of calcified and non-calcified strains 
(Rokitta et al. 2011).  
Temperature is one of the major factors influencing physiological processes and metabolic 
rates (Beardall and Raven 2004). Growth rates have been found to be consistent with the 
biogeographical distributions of different coccolithophore species. In a study by Buitenhuis 
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et al. (2008), four different species were grown in a temperatures range from 6 to 25°C. E. 
huxleyi was the only species that grew at all temperatures. Brand (1982) found strains of E. 
huxleyi and Gephyrocapsa oceanica from different regions to have growth optima at 
different temperatures, thus strains are likely to be temperature-selected and show genetic 
variability. A study by Conte et al. (1998) also found differences in E. huxleyi and G. oceanica 
strains’ growth rates of over a range of 6-30°C to be consistent with their cold and warm 
water origins. Notably, a study on temperature responses of a harmful bloom alga, 
Fibrocapsa japonica, showed that strains from three different climate regions show different 
degrees of adaptation to their native environment (De Boer et al. 2005). 
1.4 Aim of the study 
This study aims to investigate whether Emiliania huxleyi strains are adapted to the 
temperature environment of their geographic origin by comparing mean fitness of 
populations and whether phenotypic plasticity has evolved. Additionally, the magnitude of 
strain-specific variation within a population should be investigated. As E. huxleyi was found 
to be able to grow at a broad range of temperatures, it should be highly plastic. Reaction 
norms were conducted to see whether there are no differences in responses of genotypes to 
the same environmental changes or whether there are genotype-by-environment 
interactions. However, aside from the need for more information of physiological responses 
to the changing environment, molecular mechanisms are still poorly understood. So far, I 
could not find any study investigating gene expression on temperature changes in E. huxleyi. 
Additional analysis on gene expression may help to understand relations of transcriptional 
regulation and the corresponding phenotype.  
Hypotheses: 
1. Strains of E. huxleyi are adapted to the average seawater temperature of their 
geographic origin. Strains are performing best in their naturally encountered 
temperature and will be less fit when grown in other temperatures. 
2. Photosynthetic efficiency of PSII is higher when strains are grown in their native 
temperature environment compared to when they are grown in their non-native 
environment.  
3. Gene expression of candidate genes is temperature-and population dependent. In 
the non-native temperature, genes involved in stress-responses are up-regulated. 
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4. Due to the high genetic diversity found in natural phytoplankton populations, there 
will be genotype-by-environment interactions illustrated. As higher plasticity is 
favoured in temporal or spatial heterogeneity (see Via and Lande 1985), Bergen 
strains will show higher plasticity because they should be used to higher seasonal 
temperature fluctuations.  
5.  Microsatellite analysis will reveal genetic differentiation between the Azores and 
Bergen population.   
1.5 Rationale 
As measuring fitness of local and nonlocal genotypes across contrasting habitat types can 
provide indirect evidence for the potential of adaptive evolution (Bradshaw and Holzapfel 
2007, Reusch and Wood 2007), strains from a northern (Bergen, Norway) and a southern 
location (Faial, Azores, Portugal) were kept at their approximate average temperature 
regime and the respective other one, denoted in this study as ‘native’ and ‘non-native’. 
Growth rates µ were measured as a fitness proxy, as well as mean cell size and effective 
quantum yield of PS II (ΔF/Fm’), used here as indirect measurement for photosynthetic 
efficiency at culturing conditions. These parameters were first analysed on the population 
level in order to investigate possible differences between populations. Thereafter, responses 
were compared at the strain level for distinguishing variation between strains. Finally, the 
individual responses were used to investigate genotype-by-environment interactions by 
applying reaction norms. To get insights into the ‘molecular phenotype’, gene expression 
was conducted with candidate genes using real-time quantitative polymerase chain reaction 
(RT-qPCR). In order to detect the population structure, microsatellite analysis was 
performed. To verify that all strains belong to the same morphotype, scanning electron 
microscopy (SEM) images were taken.  
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2. Material and Methods 
 
Strains of Emiliania huxleyi originating from a northern and a southern location were used to 
test for local temperature adaptation. Before conducting an experiment, strains from stock 
cultures were first tested for genetic relatedness using microsatellite markers, and 
approximate growth rates at different temperatures were determined in a pre-experiment. 
In the main experiment growth rates, mean cell sizes, and effective quantum yield of PSII 
were measured. Furthermore, gene expression analysis of candidate genes was 
accomplished via real-time quantitative polymerase chain reaction (RT-qPCR).  
2.1 Experiment 
2.1.1 Experimental design  
Strains of E. huxleyi were isolated from Faial/ Azores, Portugal (where no dense blooms 
occur)  in May/ June 2010 by Lena Eggers and Bergen, Norway (during a bloom) in May 2009 
by Kai Lohbeck. The strains were grown under warm (22°C) and cold conditions (8°C) which 
represent the approximate average temperature of their origin. Stock cultures were kept at 
15°C in tissue culture flasks (Sarstedt, Germany) with green ventilation caps, under 
approximately 120 photons/ m²/ sec PAR and a 13/11 light/dark cycle.  
Experimental temperatures were determined using average surface temperatures of the 
locations the strains originated from (Bergen: 10.2 °C [weatheronline.co.uk], Cape Verde, 
Praia 23.8 °C [sea-temperature.com]). To obtain the same temperature difference from 
stock culture conditions of 15°C, a difference of ±7°C was chosen resulting in experimental 
temperatures of 8 and 22°C. Each strain was replicated five times to measure variation not 
only between strains and locations but also within the strains. If a response in the 
experiment was detected which can be related to the natural origin of the strains, it is 
stronger than the adaptation to the laboratory conditions.  
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Fig. 4 illustrates the experimental design. Six strains from each location were chosen. As 
space was limited in the climate chambers, the experiment had to be split into two parts 
performed one after the other. Here, treatment temperatures were altered between the 
chambers to exclude effects of the climate rooms. Strains were inoculated from stock 
cultures into the experimental culturing bottles and acclimatized for two batch cycles to the 
experimental conditions at 15°C. After that, they were transferred into another temperature 
acclimation cycle at treatment temperatures in order to ensure acclimation. After the test 
cycle measurements of growth rates, cell sizes, chlorophyll fluorescence, and RNA filters 
were taken. 
2.1.2 Culturing 
Flasks were kept in a light cabinet with a photon flux density of 160 ±10 µmol m-2 s-1 under a 
16:8 L/D cycle. In order to determine the positions in the light cabinet of desired photon flux 
density, a Lightmeter in connection with a US-SQS/L Submersible Spherical Micro Quantum 
Sensor (both Walz, Germany) was used.  There was no temperature effect on the light 
Fig. 4: Experimental Design. Strains A= Azores in red, B= Bergen in blue were kept at 15°C for two 
batch cycles, n=5. After transfer to experimental temperature, they were acclimatized for another 
batch cycle to 8 and 22°C, respectively. Thereafter, the test cycle was performed.  Growth rate, cell 
size, and chlorophyll fluorescence were measured, and RNA filters were taken. The time in days of 
each batch cycle is indicated. 
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intensity of the fluorescence tubes. The cultures were rotated ten times twice a day to avoid 
sedimentation of the cells, and their positions were changed in a systematic manner in the 
light cabinet to avoid possible position effects.  
Cultures were grown in sterile filtered (0.2 µm Whatman Polycap 75AS, GE Healthcare, UK) 
artificial seawater (ASW), bottled in 250 mL (Schott Duran, Germany) square flasks filled with 
a minimum headspace of approximately 1 mL to keep air-water-CO2-exchange small. ASW 
included 64 µmol kg-1 nitrate, 4µmol kg-1 phosphate according to Redfield (1963), trace 
metals and vitamins adapted from f/8 (Guillard and Ryther 1962), 10 nmol kg-1 selenium, 2 
mL kg-1 sterile filtered North Sea water (see Lohbeck et al. 2012). After setting up the 
carbonate system, ASW was filled in the culture bottles using a sterile silicon hose. All 
culture work was done under the clean bench with sterile materials. Bottles were stored at 
treatment temperature until inoculation of the algae. After usage, they were cleaned in the 
dishwasher without any dish detergents, washed with Milli-Q water, and finally autoclaved. 
2.1.3  Carbonate system 
For the carbonate system setup, 2380 µmol bicarbonate kg-1 ASW were added (Merck, 
Germany), yielding the total alkalinity (TA) and dissolved inorganic carbon concentrations of 
2380 µmol kg-1. The preparation of the ASW was followed by an aeration of controlled CO2 
gas with 400 µatm pCO2 for 48 hours. Aeration was done under a target treatment 
temperature in a climate chest. DIC samples were taken from the ready-made culture media 
of each batch cycle and were measured colorimetrically (Dickson et al. 2007) using a 
SOMMA autoanalyzer. Total alkalinity was measured from all treatments by open-cell 
acidimetric titration using a Metrohm Basic Titrino 794.  DIC and TA measurements were 
used to calculate CO2 partial pressure in the artificial seawater using the software CO2SYS 
(Lewis and Wallace 1998) with solubility constants of Roy et al. (1993) (Values, see 
Appendix). Average pCO2 levels per treatment before inoculation were 371.8 µatm (±37) in 
15°C, 331.8 µatm (±20) in 8°C, and 337.1 µatm (±14) in 22°C. 
2.1.4 Emiliania huxleyi strains 
Six E. huxleyi strains for each site were taken from stock cultures, inoculated into 250 mL 
(Schott Duran, Germany) square flasks and brought into the climate cabinets. Strains used 
are listed in the below table Tab. 1. 
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Tab. 1: Isolates used in experiment.  Labels of the strains during the experiment and name of stock 
culture are given. 
Bergen Cap Verde 
B1: 75 A1: M23 
B2: 62 A2: M22 
B3: 41 A3: M21 
B4: 85 A4: M19 
B5: 63 A5: M13 
B6: 17 A6: M10 
 
2.1.5 Culture procedures 
For inoculation, volumes containing 100.000 cells were transferred from the old culture 
flasks into the new flasks. This equates to a concentration of 321 cells/ mL. To limit changes 
in carbonate chemistry due to algal growth, cultures were transferred after approximately 8 
generations into the next batch cycle before the cell concentration reached 100.000 cells/ 
mL. A maximum DIC draw down of 9.3% was calculated based on final cell numbers and 
cellular carbon quotas from E. huxleyi following the approach of Bach et al. (2011). In a pre-
experiment, approximate growth rates of the cultures were determined so as to estimate 
the period of growth until inoculation. The duration of a batch cycle was five days in the 
15°C treatment, 3 days in the 22°C treatment and 10 (Bergen) /12 (Azores) days in the 8°C 
treatment. 
2.2 Growth rate/ Cell size counts 
Cell numbers and mean cell sizes were assessed with the Z2 Particle and Size Analyzer 
(Beckmann Coulter, United States). Cell numbers were counted in triplicate for each 
replicate and always conducted at the same time of the day, two hours after light in the 
cabinets was switched on. Before counting, bottles were rotated to homogenize cell density. 
Exponential growth rates (µ) were calculated for each replicate after the following formula: 
d
tt
µ
fin )ln()ln( 0
      (3)
 
Here t0 and tfin represent the cell numbers at the beginning and the end of a growth interval, 
and d is the time in days between these two counts.  
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2.3 PAM chlorophyll fluorescence analysis 
Measurements on chlorophyll fluorescence can provide information on various 
photosynthetic processes and can be used as an indicator for photosynthetic electron 
transport in intact leaves and algae cells, and provide information on the functional state of 
the photosystem II (PSII) (Krause and Weis 1991). Furthermore, they are useful tools in the 
detection of various stress responses in plants (Krause and Weis 1984). Excitation energy 
cannot only be used photochemically, but also be transformed to heat, or transferred as 
emission by fluorescence (Krause and Weis 1991). As such, the rate of photochemical energy 
conversion and the rate of non-radiative energy dissipation are the two major factors 
causing changes in fluorescence yield (Schreiber et al. 1994). Stress reduces the 
photosynthetic efficiency and the amount of fluorescence will increase rapidly (Krause and 
Weis 1991). Chlorophyll fluorescence can be measured with the saturation pulse method 
(Schreiber et al. 1987). Fig. 5 is showing the principle of the method. In the saturation pulse 
method a sufficiently strong light pulse is given which reduces QA fully. Thus, photochemical 
fluorescence quenching becomes suppressed while the remaining quenching is non-
photochemical and fluorescence (Bradbury and Baker 1981). An actinic light pulse is given to 
measure the parameters F0, F, Fm or respectively Fm’ in dark- or light-adapted plants.  The 
minimal fluorescence yield, F0, is observed when all reaction centres are open, this means QA 
(plastoquinone D2- subunit) is fully oxidized. In contrast, when all centres are closed (QA is 
fully reduced), a maximal fluorescence yield, Fm, is reached. The difference between F0 and 
Fm is called variable flourescence, Fv. By illuminating plants with actinic light, QA reduction 
rate is initially higher than the rate of reoxidation by plastoquinone and by PS I activity and 
later adjusting to a steady-state. As a result the fluorescence rise is correlated to the 
exhaustion of the PS II acceptor pool (Murata et al. 1966). The potential maximal PS II 
quantum yield can be calculated with the ratio (Fm- F0)/Fm= Fv/Fm (Butler 1978). It can be 
used as an indicator for the health status of a dark-adapted plant. An alternative, for light-
adapted plants, is the effective quantum yield of PSII: 
F/Fm'
'
'
)(
Fm
FFm
IIY
     (4)
 
Where F is the steady-state fluorescence, Fm’ the maximum fluorescence, and ΔF is the 
difference in fluorescence yield at maximal fluorescence (Fm) and the steady-state (F). This 
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measurement estimates changes in the quantum yield of non-cyclic electron transport, 
giving a measure of photochemical utilised excitation energy (Genty et al. 1989).  
 
Fig. 5: Chlorophyll fluorescence. Resulting from the pulse amplitude modulated fluorometry 
measurements. Within my study, the effective quantum yield of PSII was measured (modified, after 
Schreiber et al., 1994). Therefore, a light pulse at the light intensity of culturing conditions, followed 
by a saturation pulse was given to measure the photosynthetic efficiency of PSII. 
For the measurements a PHYTO-PAM fluorometer and Optical Unit ED-101US/MP with the 
measuring adapter PHYTO-US (Walz, Germany) was used. As dark-adaptation was not 
possible due to the location of the PHYTO-PAM next to a culture bank, samples were kept 
light-adapted. Samples were individually brought from the climate room to the fluorometer 
to assure that no light acclimation occurred to the changed light conditions. As samples 
should be kept at their treated temperature, strains from 22°C could be measured at room 
temperature, while the PHYTO-PAM was cooled for the 8°C samples.  Therefore, a Styropor® 
box was built around the PHYTO-PAM and brought to 8± 2°C by addition of thermal packs 
(Fig. 6). Actinic illumination of 140 µmol m-2 s-1 was applied for 30 sec, followed by a 
saturation pulse to determine the effective quantum yield (Yield = dF/Fm) by four channels 
measuring at different excitation wavelengths (470 nm, 520 nm, 645 nm and 665 nm). From 
these, the mean was calculated for each sample.  
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Fig. 6: Modification of PHYTO-PAM fluorometer. Samples from 8°C should be kept at this 
temperature. Therefore, a box of Styropor® was built around the PHYTO-PAM fluorometer and filled 
with thermal packs until target temperature was reached. 
2.4 Scanning electron microscopy 
For purposes of comparison, it was important that all strains were the same morphotype, 
because they are genetically different (Medlin et al. 1996), and are distinct in several 
characteristics, e.g. growth (Paasche and Klaveness 1970). Because of the origin from which 
they were isolated, cells were expected to be morphotype A. Properties of Type A are: liths 
are medium-sized with 3-4 µm, distal shields are robust, and central area elements curved 
(see Fig. 7).  
 
Fig. 7: Coccolith morphology and denotation of elements. Characteristics of coccolith morphology 
were used for determination of the strain morphotypes (In Paasche 2001). 
To determine the morphotypes of the cultures, strains were checked by scanning electron 
microscopy (SEM). Therefore, approximately 200,000 cells were gently filtered with a 
pressure of ≤50 mbar on polycarbonate filters (Polycarbonate Track-Etch Membrane, 0.2 µm 
Sartorius, Germany) from the 22°C temperature regime. Filters were stored in small glass-
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dishes and dried at room temperature. SEM-images were compiled on a Phenom G2 pure 
desktop SEM (Phenom World, Netherlands) at magnifications of 3500-7000 times.  
In strain B1/75, most of the cells had no coccoliths. As the resolution of the scanning 
electron microscope was not high enough, it could not be determined whether the observed 
cells were a contamination by a different species or if the cells partly lost their ability to 
calcify. Therefore, the strain was excluded from any further analysis. 
2.5 Gene expression 
Gene expression is a rapid technique to quantify amounts of mRNA (Mullis et al. 1986). By 
using a reverse transcription assay, specific mRNA expression from any type of biological 
sample can be quantified (Reviewed in Bustin 2000). RT-qPCR consists of three steps: 1. 
Conversion of RNA into cDNA with reverse transcriptase, 2. cDNA amplification in a PCR, and 
3. Detection and quantification of amplification products in a real-time PCR (Gibson et al. 
1996). For the real-time PCR, fluorescent reporter dyes are used to combine the 
amplification and detection steps in a PCR (Higuchi et al. 1992, Higuchi et al. 1993). The 
resulting fluorescence signal in the PCR is directly proportional to the amount of cDNA 
produced in each cycle during the exponential phase of the reaction. Single reactions are 
characterized by the PCR cycle at which the fluorescence rises above a certain threshold 
cycle, named CT 
 (in Nolan et al. 2006).   
RT-qPCR was applied to quantify the gene expression of several candidate genes which are 
potentially affected by temperature. 
2.5.1 RNA filtering and extraction 
Approximately 250 mL of the cell cultures were filtered with a Whatman® filter cyclopore 
track etched membrane, 0.8 µm (GE Healthcare, UK) at ≤100 mbar. Filters were washed with 
500 µL RNAlater (QIAGEN, Germany), cell suspensions were pipetted into 1,5 mL Eppendorf 
tubes and were placed on ice for several hours until a pellet had formed, and then frozen at -
20°C. 
RNA extraction was done using the RNeasy mini kit animal cells (QIAGEN, Germany). 
RNAlater samples were thawed on ice. 500 µL HPLC-H2O were added to each sample and 
centrifuged for 5 min at full speed in a 5424 Centrifuge (Eppendorf, Germany), and the 
supernatant was removed. Lysis buffer (350 µL) containing β-Mercaptoethanol (1:100) was 
added. Samples were vortexed for 30 sec, followed by a 3 min sonification (Sonorox Digital 
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10P, Bandelin, Germany), and were vortexed again for 30 sec. 350 µL 70% ethanol were 
added and the samples were bound on columns by 15 sec of centrifugation at 10,000 rpm 
(Eppendorf, Germany). After several washing steps according to the protocol, the RNA was 
eluted with 40 µl RNAse-free water and stored at -80 °C. RNA quantity was measured with 
Qubit 2.0 Fluorometer (Invitrogen, Life technologies, Germany).  
2.5.2 cDNA synthesis 
200 ng RNA were added to 15 µL HPLC-H2O. Potential contaminations by genomic DNA were 
removed by the addition of 2.5 µL/reaction gDNA Wipeout Buffer 7x. The reaction was 
incubated for 2 min at 42 °C and after that, kept on ice. A non-reverse transcribed RNA (–RT) 
control was taken to ensure that gDNA wipeout was successful. The samples were then 
reverse transcribed into cDNA by the addition of the Master Mix which contained a mixture 
of oligo-dT and random primers. After an incubation time of 15 min at 42 °C, the reagents 
were inactivated at 95 °C for 3 min. The product was kept on ice, and 2 µL of the sample 
were transferred on a new plate for a dilution of 1:50. The pure cDNA, the dilution, and the 
control were stored at -80 °C. 
2.5.3 Primer 
Primers of candidate genes are taken from different studies (Kaufman 2007, Mackinder et al. 
2011, Richier et al. 2009, Tab. 2). Primers were chosen to be potentially temperature-
impacted: Genes involved in calcification, photosynthesis, general membrane potential 
maintenance, and stress response. Efficiency curves were generated with pooled cDNA from 
several samples of different treatments. For standard curves, the dilution started with 0.1, 
and was further diluted in 1:3 steps until 1:2430. Only primers were used which had an R² of 
>0.95 and an efficiency of 90-110 were used.  
Tab. 2: Candidate genes. Tested candidate genes are listed with the primer sequence and the 
publication of the primers are named. 
Gene 
name 
Full name/ Function Primer sequence Author 
Act Actin GAC CGA CTG GAT GGT CAA G 
GCC AGC TTC TCC TTG ATG TC 
 
Mackinder et al., 2011 
PK Pyruvate kinase  ATG GAC GCA AAG GGA ATG 
 CGA GGA TCT CGT CAA TGT TC 
Mackinder et al., 2011 
CAX3 Cation/H+ Exchanger CTC CTC TGC GTC TTT GCA T 
GAG GGC GGT GAT GAG GTA 
 
Mackinder et al., 2011 
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gammaCA Gamma carbonic 
anhydrase 
TCT CCG CCT CAG TCA ACC 
AAG TTG TCG ACT GTG CAA CC 
Mackinder et al., 2011 
ATPc/c’ Subunit c of the V0 
sector of a Vacuolar 
H+-ATPase 
TAC GGC ACT GCA AAG TCT G 
ACG GGG ATG ATG GAC TTC 
 
Mackinder et al., 2011 
GPA  Glutamic acid, 
proline and alanine 
rich CA2+ binding 
protein 
AGG CCT TCT CCA GCA TCA T 
GTT CAG CGT GCT CTC CGA G 
 
Richier et al., 2009 
SLC4 HCO3—transport, 
AEL1 involved in 
carbon transport and 
pH Homeostasis 
TTC ACG CTC TTC CAG TTC TC 
GAG GAA GGC GAT GAA GAA TG 
 
Mackinder et al., 2011 
RB Small subunit of 
RuBisCO, 
Photosynthesis 
CAA TCG GTC ACC CAG ATG GTA 
GCG ATA TAA TCA CGG CCT TCG 
 
 
Mackinder, personal 
communication 
Alpha 
Tubulin 
Housekeeping gene GCA TCG CCG AGA TCT ACT C 
TCG CCG ACG TAC CAG TG 
 
Mackinder, personal 
communication 
Hsp70 Heat shot protein GAA GAT ACC CCA CCA 
CCG AGT CGA CAA GCC 
Kaufman, 2006 
Hsp90 Heat shock protein CCG TCG GTC GAG AAT 
GCA CCG TGT ACT CGT 
Kaufman, 2006 
CaM Calmodulin, 
Signaltransduction, 
Calcium sensor 
 ATC GAC TTC CCC GAG TTC T 
 CGA GGT TGG TCA TGA TGT G 
Richier et al., 2009 
Alpha CA Carbonic anhydrase AGA GCA GAG CCC TAT CAA CA 
TCG TCT CGA AGA GCT GGA A 
 
Mackinder et a., 2011 
 
2.5.4 RT-qPCR  
The 20 µL reaction contained 10 µL SYBR green, 0.8 µL forward primer, 0.8 µL reverse primer 
(final concentration 200 nM), 4.4 µL HPLCO-H2O, and 4 µL sample (1:50 diluted), HPLC-H2O 
control, or –RT control. Samples were run in technical triplicates with negative controls for 
every sample and primer pair. –RT controls were run with the housekeeping gene Actin. 
qPCR was performed on a Real-Time PCR Cycler (Applied Biosystems, StepOne™Plus Real-
Time PCR system, Germany). The PCR conditions were: 95 °C for 20 sec followed by 40 cycles 
of 95 °C for 3 sec and a final step with 60 °C for 30 sec. In the followed melting program to 
detect the melting point of the PCR products, the temperature was slowly increased from 65 
°C to 90 °C.  
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2.5.5 qRT-PCR data analysis 
Before the data analysis was conducted, raw data were checked with the to the Real-Time 
PCR cycler associated StepOnePlus software (Applied Biosystems, StepOne™Plus Real-Time 
PCR system, Germany). The CT threshold was adjusted 0.2 and meltcurves were checked to 
exclude non-specific priming. qRT data were analysed with ΔCT= CT target gene- CT 
housekeeping gene. Only Actin was used as housekeeping gene for the analysis as there 
were many missing values in α- Tubulin. Normally, standard deviations between triplicates 
on differences up to 0.3 between plates are accepted, but they were far too high in this 
analysis. Tests where triplicates were done on one plate resulted in low standard deviations. 
I could not figure out where the problem originated. All samples with standard deviations 
higher than 2.5 between triplicates were excluded from the analysis. High variations were 
detected for all plates and independent of populations or genes. Therefore, if a signal can be 
detected, it is assumed that it must be a strong biological signal which is greater than the 
high “noise” produced here by these high standard deviations. Samples that did not work 
were not done again due to this high standard deviation. Missing values accounted for 
ATPc/c’: 25%, CAX3: 25%, GPA: 36%, RB: 19%, and SLC4: 19%. All other genes could not been 
used for the analysis. The results have thus to be taken with constraints. 
2.6 Microsatellite analysis 
Microsatellites, or short tandem repeats (STR), are demographic markers used to detect 
patterns of gene flow, migration, and estimation of relatedness on individuals (Oliveira et al. 
2006, Schlötterer 2000, Selkoe and Toonen 2006). They are ubiquitous stretches on non-
coding sides of the DNA (Schlötterer 2000). By consisting of a repetition motif of one to six 
bases, they are extremely polymorphic (Li et al. 2002) and have high mutation rates of 10-2 to 
10-6 mutations/ locus/ generation (Schlötterer 2000). These high rates are a result of so-
called ‘DNA slippage’ and the efficiency of mismatch repair (Schlötterer 2000). Slip-strand 
mutations occur when the nascent and template strand realign out of register during DNA 
replication (Schlötterer 2000). Base-pairing errors occur, which consequently alters the 
number of repeats on the complementary strand synthesized (Oliveira et al. 2006). These 
differences can be targeted in a fragment analysis. In a homozygous locus, allele lengths of 
both homologous chromosomes are the same, whereas in heterozygous loci they are 
different. Microsatellites can be used to distinguish individuals because of their 
differentiation on number of repeats on various alleles (Oliveira et al. 2006). For detecting 
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polymerase chain reaction products of different length, first primers, or oligonucleotides, 
must be designed. These primers flank the repetitive sites on the microsatellite regions 
(Schlötterer 2000). In contrast to the highly variable STRs, sequences of the flanking site are 
generally conserved across individuals (Selkoe and Toonen 2006).  
To test for genetic differentiation, a microsatellite analysis was performed with E. huxleyi 
specific primers (Iglesias-Rodriguez et al. 2006, Iglesias-Rodriguez et al. 2002): S15, E9, F08, 
E10, S37, A08, F11, E5, B12, and E11 (see appendix) for all stock cultures. 
2.6.1  DNA sampling and isolation 
Cells were filtered on 0.8 µm pore size filter with 25 mm diameter (Whatman, GE Healthcare, 
UK) with a pressure of 100 mbar. The filter was washed with 500 µL fASW (sterile filtered 
artificial seawater) and the cell suspension was transferred into Eppendorf® tubes. Tubes 
were then centrifuged (5424 Centrifuge, Eppendorf, Germany) at 5000 rpm for 10 min. The 
supernatant was discarded and the pellets stored at -20°C.  
DNA isolation was done with an Invisorb Spin Tissue Minikit (250) (Invitek, Germany). Briefly, 
400 µL Lysis buffer and 40 µL Proteinase K were added to the cell suspension in a 1.5 mL 
Eppendorf® tube, incubated at 52 °C under continuous shaking until the lysis was completed, 
and centrifuged for 2 min at maximum speed. The supernatant was transferred into a new 
1.5 mL tube, where 200 mL Binding buffer was added, and it was vortexed for 10 sec. 
Suspension was transferred onto a spin filter, incubated for 1 min, and centrifuged at 12,000 
rpm for 2 min. The procedure was followed by adding 550 µL Wash buffer, centrifuged 
another min at 12,000 rpm, which was done two times. Finally, the Spin Filter was then 
placed in a new tube and 200 µL HPLC-H2O were added, incubated for 3 min, and 
centrifuged for 2 min at 9,500 rpm to re-bind the DNA from the column.  
2.6.2 Microsatellite PCR 
Polymerase chain reaction (PCR) was performed with Dream Taq Protocol (Thermo Scientific, 
Germany, Tab. 3).  
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Tab. 3: Dream Taq PCR Protocol.  Components of per 10 µL total volume are given. 
Buffer 10x µL per reaction 
dNTPs (10mM each) 1 
Primer fwd 0,5 
Primer rev 1 
Dream Taq Polymerase 1 
HPLC H20 5,9 
Template DNA 0,5 
 
Optimal annealing temperatures of primers needed to be determined for enhancing the 
quality and quantity of the peaks in the fragment analysis (Tab. 4, Tab. 5). 
Tab. 4: PCR Protocol. Temperature and time of the single steps during PCR are given. Annealing 
temperatures used for the individual primers is given in Tab. 5. 
 94 °C 3 min  
Denaturation 94°C 1 min  
Annealing 54-60 °C * 1 min  
Extension 72 °C 1 min 27x 
 72 °C 10 min  
 4 °C ∞  
 
Tab. 5: Optimized markers. Optimal annealing temperatures for reaching a good peak quality in the 
fragment analysis are shown. Results from tests made. 
Marker Optimized Annealing Temperature 
[°C] 
S15 54 
E5 57 
B12 58 
F11 58 
E11 59 
S37 60 
F08 60 
E9 60 
 
2.6.3  Fragment analysis 
Analysis of the PCR product was performed on an ABI 3130xL genetic analyzer (Applied 
Biosystems, Germany). Fragment analysis reactions contained 9 μL of the Master mix (1:36 
Rox/ HiDi) and 1 μL of the post-PCR product, denaturated for 2 min at 95 °C.  
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2.6.4 Analysis of Microsatellite data 
Analysis of raw data was done using GeneMarker version 1.85 (SoftGenetics LLC, United 
States). Therefore bins and panels were created pairwise with one blue and one green 
marker.  Wright’s FST (1978) was used for population structure assessment. FST- values are 
ranged between 0, meaning a lack of differentiation, and 1 meaning that compared groups 
are distinct. In a more fine-scaled division, values of 0.05 for little genetic differentiation, 
0.05-0.15 moderate genetic differentiation, 0.15-0.25 great genetic differentiation, and 
finally >0.25 very great genetic differentiation are separated (Wright 1978). The F- Statistic 
was done in Arlequin version 3.5 (Excoffier et al. 2005). Plotting of the 3 dimensional 
principal component plot was computed using GENETIX version 4.05 (Belkhir et al. 2004). 
The bar diagram was implemented in Structure version 2.3.3, where a Bayesian clustering 
algorithm detected possible structures among genotypes without any a priori assumptions 
(Pritchard et al. 2000). A genetic admixture model was used and 10000 reiterations of the 
burn in and 100000 Markov chain Monte Carlo repetitions were performed for cluster from 
K= 1 to K = 5. 
2.7 Statistics 
Data were analysed to detect potential differences between i) populations over treatments 
and ii) strains from the same origin using univariate and multivariate analyses of variance 
(ANOVA and MANOVA) using the software package “R” (R Development Core Team 2005).  A 
one-way ANOVA for single treatments was done as “growth rate/ chlorophyll fluorescence/ 
size x population” and two-way ANOVAs were first conducted with “treatment x population” 
to detect overall performance of growth rates, chlorophyll fluorescence, and cell sizes. When 
they were significant, a Tukey-PostHOC test to determine the strains causing significance 
was used. To test for homogeneity the Fligner-Killeen test was conducted on significant 
results. Data were transformed when the test was significant, which is indicated in this case. 
Normality was tested via Shapiro-Wilk’s W- test and graphically examined with a histogram 
(histograms shown in the appendix). Correlations were done for assessing relationships of 
growth rates vs. chlorophyll fluorescence, growth rates vs. size, and size vs. chlorophyll 
fluorescence. Furthermore, Nested ANOVAs were conducted in JMP version 7 (JMP 2007) to 
find out about variations in strains, performed as “strain [population]” which can be read as 
“the levels of ‘strain’ depend on ‘population’”. For the gene expression analysis, a MANOVA 
was conducted although having missing values. With the MANOVA tests for interactions of 
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“treatment and population” were done. Then, a one-way ANOVA for each gene in single 
treatments was conducted. Correlations were done for assessing relationships of growth 
rates vs. chlorophyll fluorescence, and growth rates vs. size. Reaction norms were done for 
testing the interaction of “temperature x strain” of each population, for RT-qPCR data per 
population for each gene. 
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3. Results 
 
In this study, differences in physiological responses to warm and cold temperatures in strains 
from a northern and a southern Emiliania huxleyi population were detected. Population 
structure and morphotypes of all individual strains were determined. Physiological 
responses included growth rates µ, sizes, effective quantum yields, and gene expression as 
indicator for the ‘molecular phenotype’. These responses were first investigated on the 
population level, and later on a strain level, and possible relationships between measured 
parameters were correlated. Lastly, reaction norms were conducted to detect genotype-by-
environment interactions. 
3.1 Population characteristics 
3.1.1 Population structure 
In the microsatellite analysis, pairwise comparison showed population differentiation with 
an FST of 0.148 (p< 0.01), which was graphically presented in Fig. 8. The principal component 
analysis (PCA) plot is showing genetic diversity as distance, based on data for five 
microsatellite primers. Individuals represented as dots in the plot, from same locations were 
grouped together and therefore showed genetic separation. The variance (thus the distance 
between the dots) was higher within the Azores’ than the Bergens’ genotypes.  
 
Fig. 8 Genetic diversity as distance. Each dot represents one individual. yellow= Azores, blue= 
Bergen. The plot is based on data for five microsatellite markers. Two groups can be observed. 
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The bar diagram (Fig. 9) illustrates all individuals from both locations and gives their 
discrimination whether they are more similar to one or the other population. A red bar 
represents the likelihood of a genotype to be clustered within the Bergen group, whereas a 
green bar indicates the likelihood to be clustered into the Azores group. The most likely 
number of genetic clusters was K= 2, thus two distinct groups could be detected. Strain M17 
from the Azores group was arranged closer into the Bergen group. Further, two of the ten 
strains from the Azores were found to have identical alleles in all microsatellite markers used 
for analysis. Only one of these strains was used in the experiment. Also B1/75 was used in 
this analysis and alleles could be detected. As microsatellite primers are supposed to be E. 
huxleyi -specific, there must be E. huxleyi cells in the stock culture.  
 
Fig. 9 Bar diagram of Bayesian clustering. Each bar represents the likelihood of one individual to be 
clustered rather to the one or the other group. From left to right. Azores: A1/M23, M16, A2/M22, 
A3/M21, A4/M19, M17, A5/M13, A6/M10, M8, M7. Bergen:  96, B2/62, 73, 51, 42,B4/85, B1/75, 
B5/63, B3/41, B6/17. K=2, grouping into two populations. Assignment of individuals into groups 
based on similarity. 
From the ten microsatellite markers, only five could be used in this analysis. Marker E10 had 
to be excluded because there were no signals in all samples, while the markers F08, E5, and 
E11 showed too many missing alleles for an analysis. Marker A08 worked for the Bergen 
strains, but failed in the PCR of the strains deriving from the Azores.  
3.1.2 Morphotypes 
SEM-images revealed that all strains from both sites, except stain B1/75, were of 
morphotype A. Lith sizes (sizes of the scales) were about 3-4 µm, and they had robust distal 
shields. The strains from Bergen, Norway (Fig. 10) had a thick inner tube, and the central 
area was calcified consisting of a thin plate. In the cultures of B1/ 75, most cells had no 
coccoliths, but there were still some coccospheres and single coccoliths found in the sample. 
It could not be distinguished whether this was a different organism or a non-calcifying E. 
huxleyi strain therefore it was excluded from the analysis of the experiment. 
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Fig. 10: SEM-images of Bergen. Left to right. Top: B1/ 75, B2/ 62, B3/ 41, Bottom: B4/ 85, B5/ 63, B6/ 
17. Cells of strain B1/75 were widely not having coccoliths therefore it was excluded from the 
analysis. 
Fig. 11 is showing all strains from the Azores having coccospheres. In comparison to the 
isolates from Bergen, inner tubes were thinner, and the central area thicker.  
 
Fig. 11: SEM-images of Azores. Left to right top: A1/ M23, A2/ M22, A3/ M21, bottom: A4/ M19, A5/ 
M13, A6/ M10 
3.2 Population comparison 
3.2.1 Growth rates of populations 
Differences between temperatures and populations were detected in the growth rate 
measurements. Two-way analysis of variance detected a population effect (F=81.952, p 
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<0.0001), a temperature effect (F=10777.954, p <0.0001), and an effect in the interaction of 
these two (F= 45.282, p <0.0001, data were cube-transformed).  Mean growth rate in the 
cold temperature was 0.479± 0.117 d-1, and in the warm 1.557± 0.017 d-1 (Fig. 12). The range 
in the 8°C treatment was from minimum 0.382 to max 0.595 d-1, while in the warm 
temperature treatment growth rates [µ] reached values from 0.446 to 0.649 d-1 among 
strain means. 
 
 Fig. 12: Mean growth rates µ of populations. Growth rates of populations in both treatments.  
 
In the cold treatment, Bergen strains grew faster with a mean of µ= 0.561± 0.036 d-1, in 
comparison to Azores strains with µ= 0.396± 0.063 d-1 (one-way ANOVA, F=217.88 and p < 
2.2e-16). Cultures from the Azores had to be counted and sampled two days later in order to 
get reliable counts and sufficient amounts of RNA for gene expression. In the warm 
treatment both populations grew approximately in the same speed with growth rates of µ= 
1.159± 0.077 d-1 in Bergen strains and 1.545± 0.04 d-1 in Azores strains (one-way ANOVA, F= 
2.243, p= 0.14). 
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3.2.2 Chlorophyll fluorescence  
The pulse-amplitude modulated fluorometry measurements showed a similar pattern to the 
growth rates. Significant differences could again be detected among populations (F= 11.534, 
p= 0.0009627), treatments (F= 103.783, p < 2.2e-16), and their interaction (F= 22.194, p= 
7.514e-06, data were cube-transformed) in the multivariate ANOVA. Maximum effective 
quantum yields (ΦPS II) had a mean of 0.532± 0.028 at 8°C, and were higher in 22°C with 
0.592± 0.006 (Fig 13). 
  
Fig. 13. Mean effective quantum yield of PSII of populations. Effective quantum yields of both 
populations measured in warm and cold treatments, at culture conditions.  
In the cold treatment, mean quantum efficiency yields were lower in the Azores group with 
0.523± 0.047 than in the Bergen 0.553± 0.025 (one-way ANOVA, F= 22.692, p= 1.517e-05). 
Effective quantum yields were same at the high temperature with 0.587± 0.025 in the 
Bergen group, and 0.596± 0.154 in the Azores group (F= 1.5665, p= 0.2162). 
3.2.3 Growth-Chlorophyll fluorescence-Size relationships 
As similar patterns were observed in the growth rates and pulse-amplitude modulated 
fluorometry, this lead to the question whether relationships between parameters could be 
observed.  Therefore, measured responses were correlated to each other.  
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First, regressions were made for growth rates vs. maximum quantum efficiency yields (Fig. 
14). In the 8°C treatment, a high correlation was obtained with an R² of 0.632 (p <0.0001) 
and a slope m= 0.3554. When splitting the regressions into single population fits, it was 
found that R² is higher in the Azores with R² = 0.6691 (p <0.0001), while the fit in Bergen is a 
bit lower with R² = 0.5805 (p <0.0001). However, the obtained correlation in the cold 
treatment was not found in the warm regime. With a fit of R² = 0.0368 (p= 0.142), the 
correlation was weak. This lack of fit is not caused by one population, R² was low in both 
treated groups (Bergen R² = 0.0846, p= 0,119, Azores R²= 0.0067, p= 0.668). 
 
 
Fig. 14: Correlation between growth rate [µ] and ΦPS II at treatment temperatures of both 
populations. Top: Correlation for 8°C, Bottom: Correlation for 22°C. Different symbols are showing 
the populations. Slope and coefficient of determination R² are given in the top right of the graphs. 
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A linear relationship was found in the growth rate-size relationship (R²= 0.9384, F= 1644.072, 
p <0.0001). There was a negative correlation between growth and size from cold to warm 
treatments with a slop of m= -1.3827. The coefficient of determination was a bit higher in 
the Azores with R²= 0.982 (p <0.0001), than Bergen R²= 0.9586 (p <0.0001). A correlation 
was also found when plotting the responses of populations in different treatments against 
growth rate µ and size, showing that Azores were bigger in both treatments. 
 
 
Fig. 15: Relationships between Growth/Size and Temperature.  Top: Correlation growth rates and 
size.  Bottom: Mean size and growth rate of Populations in both treatments. Slope and coefficient of 
determination R² are given in the top right of the graphs.  
3.2.4 Gene Expression 
Of the tested candidate genes, only Actin, GPA, CAX3, SLC4, and RB could be used for 
analysis. In the standard curves, R² or efficiencies were not in the requested range in all 
other primers. Primers for Hsp 70 did not work at all, Hsp 90 (both Kaufman 2007) showed a 
weird signal in the –RT control (see appendix). A product was amplified in high amounts 
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much earlier than signals of normal cDNA standard curve concentrations. I found the same 
signal for CaM (Richier et al. 2009). I tested this twice with different –RT controls but found 
the same results.  
 
 
Fig. 16: Treatment comparison of Gene expression. Top: Comparison of Bergen population at 8°C 
and 22°C, Bottom: Azores population at 8°C and 22°C. Y-axis: dCT gives the fold expression change in 
comparison to the housekeeping gene. 
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Genes were in general more up-regulated in the warm treatment, where the difference was 
more striking in the Bergen group (Fig. 16). Treatment effects were found in CAX3 (two-way 
ANOVA, F= 5.5114, p= 0.0022, treatment: p< 0.0003), GPA (3.871, p= 0.0149, treatment: p= 
0.0035), and RB (F=12.445, p< 0.0001, treatment: p< 0.0001).  
      
 
Fig. 17: Population comparison of Gene expression. Left: Comparison of populations in 8°C, right: 
Comparison of populations in 22°C. Y-axis: dCT gives the fold expression change in comparison to the 
housekeeping gene. 
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Fig. 17 is showing a population comparison in the different treatments. The overlap was high, 
population differences were seen only in RB (two-way ANOVA, F= 12.445, p <0.0001, 
population: 0.0003), where the expression was higher in the Azores group at 8°C and at 22°C. 
The only population x treatment effect was found in RB, seen in a higher regulation within the 
Azores group at 8°C. 
Tab. 6: Nested ANOVA Gene expression. Strain[Population] can be read as ‘the levels of strain 
depend on population’. Significant results p= 0.05 are written in bold letters. Df= degrees of freedom. 
  Df ATPc/c' CAX3 GPA RB SLC4 
8°C Strain[Population] 6 0.1488 <0.0001 0.0284 0.2317 0.0005 
 Population 1 0.063 0.0024 0.9571 0.0001 0.8875 
22°C Strain[Population] 6 0.0071 0.168 0.2614 0.0334 <0.0001 
 Population 1 0.694 0.8154 0.1216 0.3008 0.0036 
 
To investigate whether the variation between or within populations was higher, a Nested 
ANOVA was conducted. In the 8°C treatment, population differences were found in CAX3 
and RB, being more expressed in the Azores group (Fig. 17). In the warm treatment only in 
SLC4 was a difference, as being at average higher expressed in the Bergen group. Differences 
between were detected at low temperature in CAX3, GPA, and SLC4, in high temperature in 
ATPc/c’, CAX3, RB, and SLC4 (Tab. 6).  
 
3.3 Genotype variation and interaction 
Inter-strain variation was generally high between strains, independent of its origin. First, 
physiological measurements were analyzed at the strain level. In the second part, linear 
reaction norms on growth and gene expression were performed. There, the overall plasticity 
between the two populations was compared, followed by detailed analysis of single 
genotypes of both origins. Lastly, reaction norms of the populations in warm and cold 
temperature were analyzed for each gene. 
3.3.1 Growth rates of strains 
Nested ANOVA tested whether differences came from population effects or whether this 
was due to strain variation. In the cold treatment, effects were found in populations (F= 
861.307, p < 2.2e-16), in strains (F= 148.216, p < 2.2e-16), and in their interaction (F= 10.299, 
p= 0.002303). The boxplot of strains from both locations (Fig. 18) depicts the high variation 
as there is almost no overlap of the boxplots, nearly all strains had a different growth rate. A 
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weird increase with strain number is shown in Fig. 18.  Because strains were not counted one 
after the other by increasing strains number, a time effect can be excluded. 
    
Fig. 18: Growth rates in strains at 8°C. Individual strains from both locations in the cold treatment as 
boxplots. As strains were not counted in the order as shown there, the increase in growth rate and 
cell number cannot be due to a time effect. 
At 22°C, nested ANOVA gave no population effect (F= 2.6657, p= 0.10870), only a slight 
strain effect (F= 5.5902, p= 0.02191), as well as a slight interaction effect (F= 6.3986, p= 
0.01455).  As depicted in Fig. 19, mean growth rates of strains were similar, only strains M13 
(A5) and B63 (B5) grew slower.  
 
Fig. 19: Growth rates in strains at 22°C. Individual strains from both locations in the warm treatment 
as boxplots. 
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3.3.2 Photosynthetic efficiency of PSII in single strains 
There was a population (F= 26.2357, p= 4.671e-06), and strain effect (F= 9.2871, p= 
0.003651) in the cold treatment chlorophyll fluorescence measurements at 8°C. It can be 
seen that high variation derived from responses of single strains, where maximum quantum 
efficiency of strains A1/ M23 and A5/ M13  were lower in comparison to the other strains 
(Fig. 20).  
 
Fig. 20: Effective quantum yield of PSII in single strains. Left: Individual strains from both locations 
at 8°C, right: Individual strains from both locations as 22°C.  
In the 22°C treatment of PAM fluorometry measurements, a strain effect (F= 68.5977,p= 
5.272e-11), and a population* strain effect F= 7.1594, P= 0.01), but no population effect (F= 
3.7466,p= 0.05847) were seen. Variation of the replicates B2/ 62 was high within this strain 
(Fig. 20).  
3.4 Reaction norms of growth 
Reaction norms give genotype-specific environment-phenotype functions showing how a 
genotype’s phenotype changes with changing environmental conditions. They can be 
determined with a graph, where each line represents the responses of a genotype. The 
slopes show plasticity of genotypes. When different slopes are presented, this indicates a 
genotype-by-environment interaction of a population or a single genotype, and further 
detectable by ANOVA. Reaction norms were conducted to test for population x environment 
interactions for the mean performance of populations, and genotype x environment 
interactions were tested to compare the performance of single strains within a population.  
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3.4.1 Reaction norms over population 
In a population comparison of plasticity, the regression of Azores was steeper with m= 
0.0821 to the Bergen with m= 0.072 (Fig. 21), showing a higher plasticity of the Azores 
population (multivariate analysis of variance, F= 690.308 and p <0.0001). All single 
parameters and the interaction of temperature and population were significant 
(temperature: F= 2004.897, p <0.001, population: F= 15.56, p= 0.0009, temperature* 
population: F= 8.5992,p= 0.0089). 
 
Fig. 21: Reaction norm of populations over both temperatures. Mean growth rates µ over both 
treatments. X-axis: Temperature in °C, y-axis: growth rate µ [per day]. Red: Azores, blue: Bergen.  
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3.4.2 Reaction norms over strains 
 
Fig. 22: Reaction norms of genotypes in Azores group. X-axis: Temperature in °C, y-axis: growth rate 
µ [per day]. Each slope represents the response of one strain over both treatments.  
 
Genotype-by-environment interactions were found in the Azores group (F= 3407.66, p 
<0.0001). These effects could be seen in an effect in temperature (F= 37211.53, p <0.0001), 
strain (F= 36.118, p <0.0001) and the interaction of the two parameters (F= 16,433, p= 
<0.0001). The plasticity of strains A1/ M23 and A2/ M22 were of highest change in 
comparison to other strains (Fig. 22). A6/ M10 and A4/ M19 reacted similar to the different 
temperatures, as their slopes were relatively parallel. Additionally, A6/ M10 performed best 
in both temperatures. A5/ M13 on the other hand showed the smallest reaction.  
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Fig. 23: Reaction norms of genotypes in Bergen group. X-axis: Temperature in °C, y-axis: growth rate 
µ [per day]. Each slope represents the response of one strain over both treatments. 
In the Bergen population, reaction norms were as heterogeneous as the Azores strains (F= 
7014.13, p= <0.0001). Effects in temperature (F= 62415.22, p <0.0001), strain (F= 44.949, p 
<0.0001), and the interaction temperature* strain (F= 133.04, p <0.0001) were detected. 
There was no genotype performing best in both treatments (Fig. 23). Namely strains B2/ 62 
and B3/ 41 showed a high plasticity. Strains B4/ 85 and B6/ 17 had similar reaction slopes. 
Last, strain B5/ 63 showed the lowest plasticity.   
3.4.3 Reaction norms of Gene expression 
Genotype-by-environment interactions were also detected in the gene expression. Reaction 
norms were either significant between treatments, strains, or both (Tab. 7). Only in GPA, 
there were no significant differences. Detailed linear reaction norms are shown in the 
Appendix. Treatment effects in the Bergen population for all genes analyzed except GPA, 
while in the Azores group only in GPA and RB. Strain effects were found in four genes 
(ATPc/c’, CAX3, GPA, SLC4) in the Azores group and in three in the Bergen group (CAX3, RB, 
SLC4). There were treatment x strain effects in ATPc/c’ and GPA expression in the Azores 
group, and CAX3 and RB in the Bergen group. 
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Tab. 7: ANOVA Genotype-by-environment interactions of gene expression. Treatment 
(Environment) as fixed and strain (Genotype) as random factors, given for each gene. Significance 
level p= 0.05. 
    Azores  Bergen  
    F p F p 
ATPc/c'  treat  1.2117 0.2819 15.8611 0.0008 
  strain  5.8182 0.0039 1.8993 0.1640 
  treat*strain  3.6061 0.0279 1.5415 0.2413 
CAX3  treat  2.7905 0.1068 16.445 0.0007 
  strain  12.029 <0.001 3.4932 0.0359 
  treat*strain  1.8158 0.1690 5.0751 0.0095 
GPA  treat  8.4176 0.0099 3.5889 0.0734 
  strain  9.6289 0.0006 1.5489 0.2363 
  treat*strain  12.9481 0.0001 3.1061 0.0525 
RB  treat  6.1936 0.0198 20.0295 0.0002 
  strain  1.5920 0.2163 4.0260 0.0188 
  treat*strain  1.0593 0.3840 3.4874 0.0313 
SLC4  treat  0.5588 0.4617 5.3743 0.0293 
  strain  26.2354 <0.001 4.7553 0.0097 
  treat*strain  1.6960 0.1934 2.7369 0.0657 
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4. Discussion 
 
Local adaptation occurs when populations in different environmental conditions evolve 
traits that are advantageous in these habitats (Kawecki and Ebert 2004). Reciprocal 
transplant experiments can test for local adaptation using the assumption that at each 
geographic site the native population has a higher fitness than any other population of the 
same species (Savolainen 2011). Genetic differentiation of two geographically distinct 
populations was investigated using microsatellite markers. Moreover, reciprocal growth 
experiments were used to resolve patterns of adaptation and the role of phenotypic 
plasticity in the globally distributed phytoplankton species Emiliania huxleyi. Within this 
study, such a reciprocal experiment was conducted in which strains isolated from two 
different geographic origins were grown in their own native temperature and in the 
temperature of the other location.  Two questions concerning evolutionary processes of E. 
huxleyi were addressed. First, the difference in population specific temperature response 
should be assessed. Different population structure and physiological responses give hints on 
ecotype speciation and are a hint for local adaptation. By amplifying microsatellite loci from 
field isolates and determining their maximum growth rates, genetically and physiologically 
distinct populations of a diatom were found to exist in two adjacent estuaries (Rynearson 
and Armbrust 2004). Here I used a similar approach, although the strains derived from 
geographically widely separated origins. Second, phenotypic plasticity under two 
temperatures was assessed for each strain and over the populations. The magnitude of 
strain specific plasticity was investigated by comparing the performance of strains in 
different temperatures. Reaction norms were analyzed to retrieve possible genotype-by-
environment interactions.  
4.1 Population structure and characteristics 
Microsatellites were used to assess the population structure of the strains from Bergen and 
the Azores. Population structure analysis revealed a moderate to strong genetic variation 
with an FST of 0.148 (p< 0.01) according to Wright (1978). This was in concordance to findings 
of Iglesias-Rodriguez et al. (2006). By analyzing 85 strains of E. huxleyi from different ocean 
regions, they found a FST= 0.09894; p< 0.05. Here, we used the same primers of which some 
primers were not working and primer A08 worked in the Bergen strains, but not in the 
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Azores strains. This could be explained by null alleles that occur when sites where primers 
attach have many point mutations, so that primers cannot bind to the DNA and might 
already be an indication for genetic divergence. Based on microsatellite analysis, two 
populations were detected according the geographical origin of the strains. As illustrated in 
Fig. 8, the Bergen population showed lower variability as the distances of each individual 
were closer than in the Azores group. Groupings into two different populations presented in 
the bar diagram (Fig. 9), lead to an interesting finding of one southern strain (M17) being 
rather grouped into the northern population. A possible explanation could be based on the 
location of the origin of strains: While Bergen strains come from a rather isolated fjord, the 
Azores strains were isolated at a site in the open North Atlantic. The likelihood that cells 
from the Bergen area were drifted to the Azores may be much higher than the other way 
round. Unexpectedly, I found two strains being identical in all alleles, whereas in the study 
by Iglesias-Rodriguez et al. (2006) isolates from a coastal fjord sampled from the same water 
body were found to be genetically distinct in microsatellite alleles. Maybe in identical 
isolates were too few primers used to detect genetic separation or isolates were spreading 
within the bloom. Alternatively, there may have been a cross-contamination in culturing 
work before I got the strains. Nevertheless, limitation to gene flow as found here is a pre-
requisite for local adaptation (Kawecki and Ebert 2004). Also Iglesias-Rodriguez et al. (2006) 
suggested that a moderate genetic differentiation may indicate selection of different strains 
due to environmental conditions or barriers by current systems. A study comparing the 
diatom Ditylum brightwelli in two estuaries found genetically distinct populations using 
microsatellite markers, as well as maximum growth rates between the isolates to be 
different, which indicated different physiological capabilities (Rynearson and Armbrust 
2004). They found genetic and physiological differentiation between populations from 
intermixing estuaries and concluded a restriction in genetic exchange through differential 
selection. A study on the diatom Pseudo-nitzschia pungens revealed strain isolation by 
distance patterns contrasting to Rynearson and Armstrong (2004), and additional phylogeny 
analysis supported the idea that population structuring may have led to speciation which is 
important for diversification in marine phytoplankton (Casteleyn et al. 2010). Concordantly 
with these studies, I found genetic differentiation of the Bergen and the Azores populations. 
This may be explained by limited gene flow, differential selection at the two locations or 
most likely a combination of both. Altogether, these findings support the idea that 
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biogeography also exists in the microbial world, which is in contrast to the hypothesis 
´everything-is-everywhere` which suggests that dispersal of microbial species is potentially 
ubiquitous due to only rarely restriction by geographic barriers (Finlay 2002, Finlay and 
Clarke 1999). 
Scanning electron microscopy (SEM) images revealed that all strains except of one could be 
identified as morphotype A. This morphotype was also found to be dominant in North East 
Atlantic E. huxleyi blooms (van Bleijswijk et al. 1991), and at the Norwegian coast (Young 
1994). For comparison, it is important that all strains belong to the same morphotype. This is 
because different morphotypes were shown to be genetically different (Medlin et al. 1996), 
and are distinct in several phenotypic characteristics, e.g. growth (Paasche and Klaveness 
1970).  
4.2 Between-population differentiation 
To investigate between population differences, exponential growth rate (µ) as fitness proxy, 
effective quantum yield of PSII (ΦPS II) as indicator for photosynthetic efficiency of PSII, cell 
size, and gene expression of candidate genes involved in calcification, proton exchange, and 
photosynthesis were measured. The hypothesis, that populations perform best at their 
natural temperature regime could partly been confirmed: At 8°C, Bergen strains grew on 
average 1.4 times faster than Azores strains, while at 22°C both populations grew 
approximately equally fast, with a tendency of Bergen strains to be faster.  Not surprisingly, 
growth rates were higher at 22°C because metabolic processes are faster at higher 
temperatures as long as temperature does not exceed the optimum. As Bergen strains are 
exposed to low temperatures in their natural environment, they seem to have developed 
mechanisms that they can deal better in this temperature. Strains from the Azores are 
probably not confronted to such low temperatures in their home location with average 
temperature ranges of 15- 25°C (Lafon et al. 2004). The Bergen group, on the other hand, is 
regularly faced with high temperature fluctuations (Hurrell 1995), in the range of 3-20°C 
(Surf-forecast.com). In a study comparing six coccolithophorid strains, Buitenhuis et al. 
(2008) supposed that species inhabiting warm-water habitats are likely to be genetically 
adjusted to higher temperatures than are those inhabiting temperate regions. Another study 
found that coastal strains were more tolerant to low salinities than open ocean strains (see 
Paasche 2001). Similar to these studies, there might also be differences in strains from 
Bergen being potentially more tolerant to temperature variations according to the higher 
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annual environmental fluctuations. However, 22°C is still close to the range Bergen strains 
are naturally encountered to, so this temperature is likely not causing stress to the Bergen 
strains. In an experiment where these strains were grown at higher temperatures, Azores 
strains had higher growth rates in comparison to Bergen strains. At 28°C, while Azores 
strains were still growing, strains from Bergen could grow not anymore (Yong Zhang, 
personal communication). 
Effective quantum yields of PS II (ΦPSII) at culturing conditions of 140 µmol m-2s-1 were 
generally higher in both populations at 22°C than at 8°C. Higher average yields were found 
for Bergen than for the Azores at 8°C, while there were no significant differences between 
the populations at 22°C. In a study on two potential ecotypes of the chlorophyte Valonia 
utricularis from a cold-adapted Mediterranean and from a warm-adapted Indian Ocean 
isolate, it was shown that these isolates have different potentials for acclimation of PSII at 
suboptimal growth temperatures (Eggert et al. 2003). Another example for photosynthetic 
responses of marine macrophytes was given in a comparison of two Laminaria populations 
from the western North Atlantic coast measuring photosynthesis and dark respiration. It was 
suggested that high-temperature tolerance of the potential warm-adapted macrophytes 
appeared to be due to genetic adaptation and was likely to be crucial to the persistence of 
the species near its southern boundary (Gerard and Du Bois 1988). Similar to these studies 
on macrophytes, I found that Bergen strains had a higher photosynthetic efficiency of PSII at 
culturing conditions in 8°C than Azores strains. This may indicate that Azores strains are less 
photosynthetically efficient at low temperatures and hints the presence of ecotype 
specialization. It was especially interesting that in the southern population, variation in ΦPS 
II was high between isolates, showing that strains reacted different to temperature stress. 
Some were more able to manage the temperature than others, which was also reflected in 
their growth rates. Variation between Bergen strains was smaller at 8°C, however it was 
higher at 22°C. Combining these findings with the expression of RB, a gene from the small 
subunit of the enzyme ribulose-1,5-biphosphate carboxlase-oxygenase (RuBisCO), there 
might be a link to the phenotype. The efficiency of photosynthesis is controlled by 
temperature-dependent enzymatic steps of the Calvin cycle. Reducing equivalents and ATP 
are transferred from the light- to the dark cycle where carbon gets fixed. When enzyme 
reactions of the Calvin cycle are slowed due to low temperatures, the electron transport has 
to be down-regulated. In this case excitation energy is dissipated non-photochemically. 
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Maybe beneficial mutations in the Bergen strains resulted in enzymes which help them 
maintaining the photosynthetic efficiency of PSII at low temperatures. As Azores might not 
have these alleles, their carbon fixation capacities are slowed down at low temperatures. A 
possible explanation of the higher regulation of RB at 8°C could be that Azores strains try to 
counteract the low growth rates by increasing photosynthetic carbon fixation capacities. This 
may be a response to counteract a bottleneck in carbon fixation. It is known that cellular 
responses in light variation include an adjustment in the content of RuBisCO (Fisher et al. 
1989), so it seems reasonable that a modulation in the RuBisCO content can also occur in 
temperature changes to increase photosynthetic rates. Overall, genes were more up-
regulated in the warmer treatment, probably due to higher metabolic rates. To investigate 
the expression of Heat shock proteins would have been very interesting as they are 
produced when an organism is exposed to stressful temperatures. The threshold that 
defines when a temperature becomes stressful varies among species and is correlated with 
the conditions the species is adapted and acclimated to (Schlichting and Pigliucci 1995). 
Gene expression was used to get insights on the molecular phenotype. However, it must be 
noted that due to high standard deviations between technical replicates, the interpretations 
of the gene expression results should be regarded with constraints (see 2.5.5).  
Next, I looked at how the measured parameters interacted with each other. The correlation 
of ΔF/Fm’ and growth rate µ was high for the 8°C measurements (R²= 0.63), showing a direct 
relationship between photosynthetic efficiency and growth. Contrasting to the finding for 
8°C, at 22°C no correlation could be found which might be due to light-limitation. As 
indicated before, photosynthesis is temperature-dependent. Carbon can be fixed only as fast 
as the enzymes work. At high temperatures enzyme reactions are faster, so carbon fixation 
depends on the energy amount in form of light.  Light curves conducted in a pre-experiment 
are supporting this idea, in which photosynthesis was light-saturated at actinic light 
intensities of approximately 600 µmol/ m²*sec PAR at 22°C.  
I found a negative linear relationship between growth rate and size. This relationship 
indicates that fixed carbon is either invested in cell size or in dividing faster. When the 
effective quantum yields were low, the growth rates were also low. Combining this finding 
with the correlation of growth and size, results indicate that when photosynthetic efficiency 
is low, the cells may not divide that often and become bigger. As the particle counter only 
measures coccosphere diameter, it cannot be distinguished whether the cell size or the 
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coccosphere is bigger. To prove this, PIC and POC measurements would have been needed. 
They are used to estimate carbon fixation and calcification rates. Further, a decreasing size 
with increasing growth rate at increasing temperatures was found. Also Sorrosa (2005) 
found that cell size of E. huxleyi and Gephyrocapsa oceanica was inversely correlated with 
increasing temperature and supposed that low temperature suppressed coccolithophorid 
growth rate but induced cell enlargement and stimulated the intracellular calcification. One 
of the universal ecological responses to climate warming is supposed to be reduced body 
size, as detected in a meta-analysis of ectotherm marine organisms (bacteria, phyto-and 
zooplankton, fish) (Daufresne et al. 2009).  My findings are in line with this hypothesis, with 
the extension that the magnitude of size changes might be population dependent.  However, 
cell division cycles have been found to be synchronized in cultured E. huxleyi cells (Müller et 
al. 2008). As I always measured cell size at the same time, findings could result from Azores 
strains dividing after the time I counted, while the Bergen strains just divided before. 
4.3 Within-population variation 
Strain variation was compared between and within the populations to assess the phenotypic 
plasticity of strains and overall between populations. Variability between strains was highly 
dependent on temperature and origin, while it was low between strain replicates (showing 
culturing and measurements to be precise). In the growth rate measurements at 22°C, 
overall variation was higher in the Bergen group than in the Azores group, while at 8°C the 
pattern was inverted. Variation was higher in the treatment denoted as the non-native in 
comparison to the native in growth rate and chlorophyll fluorescence measurements.  
Simulations have shown that adaptive plasticity buffers variation in a predictable 
environment, but increases fluctuations in a non-predictable environment (Reed et al. 2010). 
Findings here would thus indicate adaptive plasticity, because variation was higher in the 
non-native treatments which represent the less predictable environments than of the more 
predictable ‘native’ environments. The higher variation in the non-native temperature 
regime indicated different levels of temperature-related fitness between the strains. To see 
whether these differences in performance of strains were compensated by a better or worse 
performance in the other treatment, linear reaction norms were implemented. Reaction 
norms can be conducted for individuals to measure the plasticity and genotype-by-
environment interactions, as well as for populations by comparing the mean of individual 
genotype responses to compare population-by-environment interactions (e.g. Kawecki and 
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Ebert 2004, Pigliucci 2005, Thompson 1991).  Overall, the Bergen population showed a lower 
plasticity through a smaller response to environmental variation than the Azores population 
on growth. On the first view, this deviated from the expectation of showing higher plasticity, 
but resulted from a higher fitness in both temperature regimes. By maintaining fitness 
relative to that of the Azores population, this could be a sign of adaptive plasticity and 
homeostasis of the Bergen population (Thompson 1991). Homeostasis is defined as “the 
property of an organism to adjust itself to variable conditions, or self regulatory mechanisms 
of the organism which permit it to stabilize itself in fluctuating inner and outer 
environments” (Lerner 1954). It may be important in the role of evolutionary responses of a 
genotype in relation to environmental variation (Thompson 1991). The Bergen population 
showed a greater capacity to buffer environmental stress, which is reasonable as they are 
naturally encountered to greater temperature fluctuations. This might be true for a certain 
temperature range, but as noted before, Bergen strains suffer earlier from higher 
temperatures than Azores strains (Yong Zhang, personal communication).  
Genotype-by-environment interactions could be detected on the strain level. As the 
genotypes had reaction norms with different slopes, and were sometimes crossing, it would 
not have been possible to predict a ranking order of genotype performance from one 
temperature to the other.  Contrasting to the results of Gsell et al. (2012) in which they 
compared strains of the diatom Asterionella formosa from two different habitats in reaction 
norms, I found a genotype from the southern location performing best in comparisons to the 
other strains of same origin in both temperatures (A6/M10). A genotype may perform best 
in a certain set of environments, but usually performs less well than other genotypes in a 
different environment (reviewed in Richards et al. 2006). Without costs and constraints on 
plasticity, a genotype producing a locally optimal phenotype would become dominant in a 
population (Kawecki and Ebert 2004). The most important G x E interaction for local 
adaptation is thought to be antagonistic pleiotropy, by which alleles have opposite effects on 
fitness in different habitats (Kawecki and Ebert 2004).  Such antagonistic pleiotropy implies 
that no single genotype is superior in all habitats. As I only measured the response of 
temperature, the strain may perform worse to a different environmental parameter. 
However, G x E interactions were also found in studies with other, mainly more complex 
organisms, e.g. Chlamydomonas (Bell 1991), Daphnia (Giebelhausen and Lampert 2001, 
Mitchell and Lampert 2000), Drosophila (Delpuech et al. 1995), medaka fish (Yamahira et al. 
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2007), and Arabidopsis (Pigliucci and Schlichting 1996). Genotype-by-environment 
interactions in the dinoflagellate Prorocentrum micans from two different origins were 
higher pronounced from strains of the Gulf of Maine than those from George’s Bank (Brand 
1985). I found G x E interactions to be equally pronounced in both populations. G x E 
interactions were also found in co-occuring strains of the diatom Asterionella formosa, 
where it was suggested that this contributes to the maintenance of clonal diversity within 
phytoplankton blooms (Gsell et al. 2012). I found these G x E interactions also within 
populations of E. huxleyi, which are in line with this hypothesis. 
Also the gene expression analysis revealed G x E interactions and different expression 
patterns among populations. The transcription rate of a gene can vary (as seen in some 
genes between populations) such that it appears to be an adaptive phenotype (Pavey et al. 
2008). With the design used in this study, it is possible to grow the same strain under 
different conditions, and a direct comparison of the responses from a genotype under 
different environmental conditions can be made. Therefore, it principally allows the 
assumption of a diverged heritable gene regulation between the populations. Population 
differences in gene expression within this study were not pronounced. It is possible that 
there were differences which could just not be detected due to the high standard deviations 
of technical replicates. Differences between populations have been found in killifish 
(Fundulus heteroclitus) by salinity-dependent patterns of gene expression (Whitehead et al. 
2011, 2012). The authors concluded that the gene expression of these genes appear to have 
diverged by adaptive evolutionary mechanisms among populations. Patterns of the few 
candidate genes used here were not that clear, but indications for such a divergence could 
be obtained in some genes by population-and treatment specific responses. In E. huxleyi, 
different properties of regulating gene expression in haploid and diploid cells were found 
that are evolved in the (temporal) environment they typically inhabit (Rokitta et al. 2011). As 
genes could not directly be related to a morphotype this is difficult to prove here, but 
differences in gene regulation between populations occurred. These differences could 
indicate that gene expression might be heritable or that cells have to adjust or compensate 
differently due to their genetic entity. As results have to be taken with constraints, this is 
only very speculative. 
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4.4 Role of plasticity on marine phytoplankton 
Phenotypic plasticity and genetic evolution are two important components for functioning of 
phytoplankton communities (Chevin et al. 2012). So far, only little concern has been given on 
these components on marine phytoplankton. With average mutation rates of 10-6 per locus/ 
generation, large population size in combination with short generation times, phytoplankton 
is supposed to adapt among the first to climate change in ocean communities (Gabriel and 
Lynch 1992). Due to its mostly asexual reproduction and only rare sexual events (Rynearson 
and Armbrust 2005), it has been questioned why there is still such a high genetic diversity 
maintained. In periods of asexual reproduction, fitness differences among clones can rapidly 
change genotypic frequencies. However, genetic diversity was found to be maintained 
during a diatom bloom (Rynearson and Armbrust 2005).  An  explanation why there is so 
much genotypic variation in blooms of phytoplankton may be the enormous clonal diversity 
due to past sexual reproduction events in combination with frequent changes in the 
environments that prevent individual clonal lineages to become dominant (Rynearson and 
Armbrust 2005). In concordance with other studies, I observed differences between strains 
from different origins. The variation between populations was found to be higher than the 
variation within populations. This fits well to the microsatellite data that indicated limited 
gene flow, which is a pre-requisite for local adaption. Thus local adaptation in E. huxleyi 
appears likely. Taking into account that the strains in their natural environment are exposed 
to different temperature conditions, divergence through ecotype speciation is likely. 
Comparisons of populations revealed differentiation in both phenotypic responses and 
genetic data. The findings contrast the “everything-is-everywhere” idea by Finlay, which 
comprises that microbial species can potentially disperse everywhere due to rarely being 
restricted by geographical barriers. Persistent restricted gene flow based on geographically 
separation may lead to population differentiation and high diversity in planktonic organisms, 
despite the effect of their large population sizes and almost ubiquitous distribution 
(Casteleyn et al. 2010). 
I found genotype-by-environment interactions in both populations for growth rates and 
gene expression in reaction norms. Genotype-by-environment interactions indicated the 
presence and importance of high standing genetic variation. Such high standing genetic 
variation is likely to be important for populations in changing environments. High standing 
genetic variation enhances the potential for fast adaptation on environmental changes, 
Discussion 
 
 63 
because pre-adapted genotypes are likely to be among present genotypes. Phenotypic 
plasticity may be an adaptive strategy as it allows genotypes to cope with a range of 
environments (Gsell et al. 2012). Dependent on the selection pressure different populations 
are encountered to, the amount of plasticity can evolve differently between populations 
(Aubin-Horth and Renn 2009). Thus, phenotypic plasticity might be important for natural E. 
huxleyi populations under different environmental conditions. If phytoplankton populations, 
as seen here, show different capacities to buffer changing environments, this could also lead 
to differential fast responses to e.g. ocean acidification between populations. There is 
increasing evidence that suggest phenotypic plasticity to be important for organisms to 
adapt to climate change (Merilä 2012). In this study, evolved phenotypic plasticity was 
detected.  Plasticity buffers fitness to a certain degree, but climate change might exceed 
these thresholds (Gabriel and Lynch 1992). Anyway, by adding phenotypic mechanisms into 
models, it may improve the ability to predict population responses to climate change (Reed 
et al. 2010). As I found high variation between strains of the same location, it underlines the 
difficulty in predicting ecological dynamics and future ocean scenarios. Many studies used 
only a single strain, although it was already supposed to use more strains in 1992 (Wood and 
Leatham 1992). There is a risk to translate these single strain responses to a general 
response of E. huxleyi to climate change.  De Bodt et al. (2010) used only one E. huxleyi 
strain, where he found interactive effects of pCO2 and temperature on calcification. Feng et 
al. (2008) used only one strain from the Sargasso Sea to test for the interactive effects of 
pCO2, temperature, and irradiance. Langer et al. (2009) already saw the importance of 
strain-specific responses and tested four strains to changing seawater carbonate chemistry. 
The strains originated from different parts of the world.  But also here, he used only one 
strain from each location. Here, I expand the idea to use not only isolates from different 
locations, but also more than one strain from each location.   
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5. Conclusions  
Within this study, I found that between-population differentiation is higher than within-
population variation of Emiliania huxleyi strains from two different geographical origins. 
Restricted gene flow was identified by microsatellite analysis, such that these strains were 
shown to come from two distinct populations. These results may contradict the everything-
is-everywhere hypothesis by Finlay which implies that no biogeographic patterns exist (1999, 
2002). Growth rate measurements as fitness proxy revealed no significant disparity in the 
warm temperature, but a significantly higher fitness of the northern population in the cold 
treatment. Thus, local temperature adaptation according to temperature of geographic 
origin is likely. To verify this suggestion, further populations need to be tested (Kawecki and 
Ebert 2004). Measurements on growth rate and photosynthetic efficiency under culturing 
conditions were in concordance by showing the same picture. A correlation of growth rate 
and effective quantum yield of PSII was found for 8°C which showed a direct relationship 
between photosynthetic efficiency and growth, while at 22°C photosynthesis might be 
limited by light availability. There was a linear negative relationship between growth rates 
and size as found in previous studies. Additionally, a general pattern in size was found as the 
Azores strains were generally bigger. Furthermore, the growth rate and effective quantum 
yield of PSII responses revealed higher variations between strains in the ‘non-native’ 
treatment which indicated adaptive phenotypic plasticity. Reaction norms of growth rate 
obtained adaptive phenotypic plasticity, as the Bergen population was able to maintain 
higher fitness relative to that of the Azores population in both temperature conditions. The 
populations might thus have a different potential to buffer environmental fluctuations. 
Although showing no clear divergence (and RT-qPCR results have to be regarded with 
constraints, see 2.5.5), in some genes population-and treatment-specific differences were 
obtained in transcriptional regulation. Genotype-by-environment interactions were detected 
in responses to both, growth rates and gene expression, indicating the presence of high 
standing genetic variation. High standing genetic variation and phenotypic plasticity are pre-
requisites for fast responses to changing environmental conditions. Thus, my results support 
the idea that high standing genetic variation and phenotypic plasticity may be important 
mechanisms for adaptive evolution in natural E. huxleyi populations. Including this 
phenotype plasticity information into models could improve the ability to predict how E. 
huxleyi will respond to future ocean conditions. Finally, this study underlines the importance 
to use more than one strain in studies, especially when responses are used for predictions. 
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 Appendix 
A CaM and Hsp90 
 
Fig.25: Standard curved of CaM and Hsp90. Left: CaM, right: Hsp90. –RT in pink shows that a product 
is amplified which is even more occurring than product of the dilution series (other colours).  
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B Histograms 
 
 
Fig. 26: Histograms of Growth rates. Top, left: 8°C, right: 22°C. Bottom, left: all data, not 
transformed, right: all data transformed with ^3. 
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Fig. 27: Histograms of Chlorophyll fluorescence. Top, left: all data, right: 22°C. Bottom, left: 8°C 
untransformed, right: 8°C transformed with ^3. 
 
 
 
 
 
 
Fig. 28: Histograms of Size. Top,left: Size at 8°C, right: 22°C, Bottom: All 
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C Microsatellite Primers 
 Tab. 8: Microsatellite primers for Emiliania huxleyi. In this study, primers S15, E9, 
F08, E10, S37, A08, F11, E5, B12, and E11 were used (Iglesias-Rodriguez et al. 2006). 
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D Carbonate System parameters 
Table 9: Carbonate System parameters of the Experiment. DIC and Alkalinity were 
measured, the other parameters calculated with CO2SYS (Lewis and Wallace 1998).  
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E Reaction norms gene expression 
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Fig.29: Reaction norms of gene expression. Reaction norms are given for each candidate gene. Left: 
Bergen, right: Azores. X-axis: Treatment temperature [°C], y-axis: dCT, fold expression change in 
comparison to the HKG. 
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