In this paper we i n troduce the notion of an AR-system over an arbitrary integral domain R. This type of systems can be used for the modeling of delay-dierential systems with (in)commensurable delays. In this approach, the signal space is considered as a module M over R. W e study system equivalence, and show that it is characterized by division properties of the system dening matrices over a ring R M . R M is a ring extension of R, explicitly depending on M. Finally, w e apply these results to delay-dierential systems.
Introduction
In the behavioral approach to dynamical systems, introduced by J.C. Willems (see e.g. [5] , [6] ), a system is described by a triple (T;W;B). Here T is the time-axis, W the space in which the signals take their values, and B | the behavior | is a subspace of the signal space W T . B can be seen as the set of all time-trajectories, satisfying the laws governing the system. An important subclass of behavioral systems are AR (autoregressive) systems. The behaviors of these systems are described by the kernel of a polynomial matrix in the shift-(discrete-time) or dierentiation operator (continuous-time). So there exists a matrix P(s) 2 R[s] pq such that the laws governing the system are given by P( d dt )w = 0 and P()w = 0, for continuous-and discrete-time systems, respectively. Here denotes the unit shift operator: (w(t)) = w(t 1).
Instead of behaviors described by matrices over the polynomial ring R[s] (or R[s; s 1 ]), we consider ARsystems that are characterized by matrices over an arbitrary integral domain. In this way w e are able to study a larger class of systems, including e.g. delay-dierential systems with (in)commensurable time-delays.
Given a matrix over an integral domain R, the corresponding equations may b e i n terpreted in dierent w a ys. Therefore, one has to x the context in which the equations are to be understood, by c hoosing a module M, describing the class of all time-trajectories under consideration. M is a module over R, and takes the place of the signal space W T . Each ring element corresponds to an operator acting on the elements of the module M. With this framework a large class of dynamic equations can be described. Remark 1.1 Unlike the behavioral approach, we do not consider the space W and the time-axis T separately, but the module M of allowable time-trajectories as an entity.
In this way w e m a y endow the signal space with a richer structure.
In this paper we study the problem of system equivalence: when are the behaviors described by dierent ARrepresentations the same? We w ant t o c haracterize system equivalence by division properties on the system dening matrices. The solution to this problem explicitly depends on the module M of all time-trajectories under consideration. Using the module M, the ring R is extended to a ring R M , and system equivalence is characterized by division properties of the system dening matrices over this extended ring.
The results of this paper can be seen as a generalization of the case of dierential-dierence systems with commensurable delays described in [4] . [4] contains already some of the main ideas used here, but in a rather hidden way. Moreover, the proofs are quite dierent. Whereas in [4] most results are based on the fact that in this particular situation the ring R M is a Bezout ring, we here use a more direct approach. (1) The set of all operators that can be obtained in this way is again a ring, which w e denote by R:
We w ant that dierent ring elements correspond to dierent operators, and therefore make the following assumption.
Assumption 2.1 If r 2 R is such that 8m 2 M : r ( m ) = 0, then r = 0 . F ormally, Assumption 2.1 means that the surjective ring homomorphism T between R and R, described by T (r) = r , is also injective. So R and R are assumed to be isomorphic. Assumption 2.1 puts a condition on the module M: this module should not be too small. Since R and R are isomorphic, M may also be considered as a module over R. This means that the pair (R; M) satises the following conditions:
(i) M is a commutative group with respect to addition, (ii) for all r; r 1 ; r 2 
where 1 denotes the identity element o f R .
Next we extend our framework to the multivariable case. Let P 2 R p q and let M be a module over R.
By replacing each e n try p ij of the matrix P by the cor- 
In Denition 2.2 the matrix P characterizes the algebraic structure of the system. The module M determines how the equations described by P should be interpreted. The behavior of a system (P;M q ) is the kernel of the operator P in M q . If no confusion arises on the interpretation at hand, this behavior is also denoted by k er(P). If P and Q are matrices over the ring R with q columns, and a module M over R has been xed, the behaviors B(P;M q ) and B(Q; M q ) are uniquely determined. Although the matrices P and Q may be dierent, it is still possible that their behaviors are the same. Theorem 3.6 Let R be an integral domain and M be a module over R. Then M is also a module over R M .
Here we do not give a proof of this important result.
By denition, M is a commutative group with respect to addition, so one only has to verify that formulae (3) - (6) hold, with R replaced by R M . Theorem 3.6 implies that the rings R M and R M are isomorphic. From (4) and (5), with R replaced by R M , i t follows that the mapping T : R M ! R M : T(r) = r is a surjective ring homomorphism. According to Lemma 3.5, T is also injective. Therefore, M can also be considered as a module over R M .
Let P 2 R p q , and consider the system (P;M q ) o v er R. Since R R M and M is also a module over R M , (P;M q ) can also be considered as a system over the ring R M . This change in point of view does not change the behavior of the system, because both the set of laws governing the system, and the space of all time-trajectories under consideration remain the same. In fact, the class of ARsystems over R is embedded in the class of AR-systems over R M . In this way, our freedom to manipulate the system dening equations determined by the matrix P , without changing the behavior, is enlarged, provided that the ring R M is indeed larger than R. This is often the case, for example for dierential-dierence systems with commensurable delays. Given an integral domain R and a module M over R, the ring R can be extended to the integral domain R M , and M is a module over R M . A t this point w e are in the same situation as before, so one might repeat the same extension procedure in order to obtain a ring extension of Proposition 3.8 indicates that the transition from R to R M is not always a strict ring extension.
System equivalence
For the study of the relationship between system equivalence and division properties over the ring R M , of the matrices characterizing an AR-system, we need an additional assumption. Assumption 4.1 implies that condition (ii) in Denition 3.1 for admissible fractional representations is always satised. For continuous-time systems the assumption is often satised, e.g. for dierential-dierence equations with (in)commensurable time-delays. However, unlike Assumption 2.1, Assumption 4.1 is restrictive. For several discrete-time systems the condition is not satised. Some of these situations may be treated using dierent techniques, not included in this paper.
Remark 4.2 Most results in this section can be adapted
to the situation in which Assumption 4.1 does not hold. However, using this assumption (valid in a lot of interesting applications) the theory becomes more elegant.
The results on system equivalence are divided into two groups. First we consider square matrices; subsequently these results are used in the solution of the general case. 
We prove that U 2 R M q p . Since det(P ) 6 = 0 , det(P) is surjective. For i = 1 ; : : : ; q and for j = 1 ; : : : ; p , w e denote by e i and e j the i-th and j-th unit vector, and by ( Q adj(P)) ij the (i; j)-th entry of Q adj(P ). We h a v e t o s h o w that for all these entries the inclusion ker(det(P)) ker((Q adj(P)) ij ) holds. Let w 1 2 ker(det(P)), and dene w := w 1 e j 2 M p .
Then, according to Cramer's rule P adj(P )(w) = det(P) I(w) = det(P)(w 1 ) e j = 0 :
Hence, by assumption, adj(P)(w) 2 ker(P) ker(Q), so in particular Q adj(P)(w) = 0. This implies that 0 = e T i Q adj(P)(w) = e T i Q adj(P)(e j w 1 ) = =( Q adj(P)) ij (w 1 );
and thus w 1 2 ker((Q adj(P)) ij ). Since w 1 2 ker(det(P)) and the entry (i; j) w ere chosen arbitrarily, w e conclude that U 2 R M q p . Using (9) it is obvious that UP= According to Proposition 4.3, V 2 R M p p , and V Q = P . Now P = V Q = V U P . Since det(P) 6 = 0 , w e h a v e V U = I , and U is invertible over R M with inverse V . Theorem 4.5 solves the question of system equivalence for AR-systems described by a square matrix P (with det(P) 6 = 0, but this condition is not very restrictive).
According to Proposition 4.3, the behavior ker(P) is contained in the behavior ker(Q), if and only if P is a right divisor of Q over R M . If additionally Q is a right divisor of P over R M , the behaviors ker(P) and ker(Q) are the same. Conversely, Theorem 4.5 also characterizes the transformations on P that do not change its behavior: premultiplication with invertible matrices over R M is allowed.
Next we consider the general (non-square) case. Proposition 4.6 Let P = ( P 1 j P 2 ) , with P 1 2 R p p and P 2 2 R p m , and assume that det(P 1 ) 6 = 0 . L et Q = ( Q 1 j Q 2 ) , with Q 1 2 R q p and Q 2 2 R q m . Then B(P;M p+m ) B ( Q; M p+m ) () 9U 2 R M q p : Q = U P:
In the proof of this result we need the following lemma:
Lemma 4.7 Let P 2 R p p with det(P) 6 = 0 . Then P : M p ! M p is surjective. Proof: Let y 2 M p . Since det(P) 6 = 0 , det(P) i s surjective, and thus there exists a w 2 M p such that det(P) I(w) = y . Dene x := adj(P)(w). Then, according to Cramer's rule P(x) = P(adj(P)(w)) = P adj(P)(w) = =det(P) I(w) = y: Proof of Proposition 4.6: Since \(=" is obvious, we only prove \ = ) ". Combining both equalities, we conclude that P = V U P , and Q = UVQ . Since both P and Q have full row rank, both matrices are right-invertible over Q(R), and thus V U = I p , and similarly UV=I q . This implies that p = q, and thus the matrix U 2 R M p p with inverse V satises the claim.
In all results on system equivalence given in this section, the matrices P;Qdescribing an AR-system are assumed to be matrices over the ring R. The transformation matrix U however, is a matrix over R M . Note that in this way also the case of AR-systems over R M (i.e. with matrices P and Q over R M ) is included. According to Proposition 3.8, the ring R M is not extended after application of Denition 3.2: (R M ) M = R M . Therefore, the results of this section remain valid if R is replaced by R M . This means that system equivalence for AR-systems over the ring R M has been characterized by division properties of the systemdening matrices over the same ring R M . In particular, if a matrix P over R M is premultiplied by a n i n v ertible matrix over R M , the behavior does not change. ring elements p 2 R correspond to dierent operators p 2 R, i.e. Assumption 2.1 is satised. So R and R are isomorphic rings, and M is a module over R. B y c hoosing a suitable P 2 R p q , a set of p dierential-dierence equations in q variables can be described as an AR-system (P;M q ) o v er the ring R with behavior B(P;M q ).
Next we v erify whether Assumption 4.1 is satised. In our application this is non-trivial. Fortunately, the results in [3, Section 3] guarantee that Assumption 4.1 is satised. An alternative idea to prove the surjectivity of non-zero elements in R is given in [4] . We conclude that systems described by dierential-dierence equations t into the framework of AR-systems over rings. After introduction of the ring extension R M , the results of Section 4 give a solution to the problem of system equivalence for this type of systems.
In [4] the problem of system equivalence for delaydierential systems with commensurable time-delays (i.e. the case k = 1; only one delay operator ) has been solved in a completely dierent w a y . Let us check whether in this situation our work is consistent with the results in [4] .
Let R = R[s; z] and M = C 1 (R). After substitution of d dt for s and for z (where is the delay operator with time-delay ), a polynomial p 2 R is turned into a dierential-dierence operator p 2 R. Similarly, i f e s
