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Abstract. Computer Vision can provide a great deal of assistance to Intelligent 
Vehicles. In this paper an Advanced Driver Assistance Systems for Vehicle De-
tection is presen ted. A ge ometric model of th e vehicle is defin ed where its en-
ergy function in cludes infor mation of the shape and symmetry of the vehicle 
and the shadow it produces. A genetic algorithm finds the optimum parameter  
values. As the algorithm receiv es info rmation from a road detection modul e 
some geometric restrictions can be applied. A multi-resolution approach is used 
to speed up th e algorithm and w ork in re altime. Examples of re al images are 
shown to validate the algorithm. 
1   Advanced Driver Assistance Systems 
1.1   Motivation 
Several Advanced Driver Assistance Systems (ADAS), t hat nowadays are bei ng re-
searched for Intelligent Vehicles, are based on Computer Vision [1]. One of them has 
the goal of detecting and tracking other vehicles. Present day, commercial equipments 
are based on distance sensors like radar or laser. These sensors have the advantage of 
giving a direct distance measurement and, above all, they are able to work unde r bad 
weather conditions. Their main inconvenience is the field of view, which is very nar-
row, so they can only detect the vehicle in front of the sensor. If the vehicle is over-
taken, there is a step input to the system and the response can be unstable. One alter-
native or complementary sensor is vision. Although it is n ot able to work  under bad 
weather conditions and its information  is much d ifficult to process, it g ives a rich er 
description of the environment that surrounds the vehicle. Besides, many of t he cur-
rent traffic accidents happen under good weather and are due to human errors.  
1.2   Previous Work 
The research on vehicle detection based on an onboard computer vision system can be 
classified in three groups: 
• Bottom-up. T here are some  f eatures that  define a ve hicle (symmetry, edges, 
shadow), and they are looked for sequentially in the image. Their main inconven-
iences are: the vehicle is lost if one feature is not present enough in the image and 
false tracks can deceive the algorithm. 
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• Top-down. There are  o ne o r seve ral m odels of  ve hicles and t he best model i s 
found in the image through a likelihood function. They are more robust than the 
previous algorithms, bu t slower. The algo rithm presented in th is article fo llows 
this approach. 
• Learning based. M ainly, t hey are based on ne ural networks. M any i mages a re 
needed to train the network. They are usually used in conjunction with a bottom-
up al gorithm t o chec k i f a vehicle has been actually detected. Ot herwise, they 
have to scan the whole image and they are very slow 
The shadow under the vehicles is looked for in [2]. To do so, a sample of the road just 
in front of the vehicle is taken and darker zones are searched. For these regions, sym-
metry and vertical edges confirm if there is a vehicle. A similar approach is found in 
[3]. In [4] a formula for symmetry is proposed. An elastic net is place d at the maxi -
mum and it is deformed until the vehicle is found. Interesting zones in the image are 
localized in [5] using Local Orientation Coding. A Back-propagation neural network 
confirms or rejects the presence of a vehicle. [6] follows the previous work but adding 
texture and shadows. The tracking is done using the Hausdorff distance to a model . 
Another ex ample of  fusing shadow, en tropy and  symmetry is fo und i n [7]. In [8], 
shadows and  symmetry are proposed to  localize in teresting zones; a neural network 
confirms the hypothesis. Symmetry is used in [9] to  determine the column of the im-
age where the vehicle is. After that, they look for an U-form pattern to find the vehi-
cle. The tracking is performed with SSD correlation. They use a multi-reso lution 
approach. Edges and symmet ry are also use d in [10]. In [11] overtaking vehicles are 
detected t hrough m otion (i mage difference) an d t he other ve hicles t hrough c orrela-
tion. The dimension of the correlation window is calculated through edge detection. 
Several 3D models of vehicles are used in [12]. The road limits are calculated and the 
geometrical relationship between the camera and t he road is known. Preceding vehi-
cles are detected i n [13 ]. They  calcu late a Mu lticlustered M odified Quadratic D is-
criminant Function through examples, and look for vehicles in regions of 16x16 pix-
els in the image. 
2   Geometrical Models 
As stated i n [14], a global shaped model based image segmentation scheme consists 
of the following blocks: 
• The initial model, M. 
• The de formable model  M(Z). Thi s m odel i s obt ained f rom t he pre vious one 
through the deformation parameters, Z. 
• The likelihood probability density function, P(I|Z), which means the probability 
of the deformation set Z occurs, in the image I. 
• A search algorithm to find the maximum of the posterior probability P(Z|I). 
• The lik elihood f unction P(I|Z) has t o be d esigned t o rea ch i ts maxi mum val ue 
when the deformed model matches image I. 
2.1   Geometrical Model of a Vehicle 
Due to shadows, occlusi ons, weather conditions, etc, the model has to incorporate as 
much information as possible. In this paper, a vehicle is defined by seven parameters 
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(Fig. 1-a): Position (x,y), width and height of the vehicle, windshield position, bumper 
position and roof angle. In a previous research, [15], the seven parameters had a range 
but, while the range of the X and  Y position, and the width and height of the vehicle 
were in pixels, the range of the windshield and bumper position and the roof angle 
were a percentage of the height or width. 
A previous detection of the road limits is done in [2] [10]. This can help the vehicle 
detection step because the se arched area is smaller. In the  present case, both borders 
of the road are found and modelled by equations: 
)()( yfxyfx rl ==  (1) 
that are the slope of the straight lines in this case, but the algorithm would be the same 
if they were parabolas or clotoids. For a specific yv value (Fig. 1-b), the width of the 
road is found: 
lrrvrrvll xxwyfxyfx −=⇒== )()(  (2) 
The xv value of the vehicle and its width are two percentages of the width of the road: 
rwvrxv wKwwKx ==  (3) 
The height of the vehicle is proportional to the width: 
vhv wKh =  (4) 
And finally, the windshield and bumper position and the roof angle are a  percentage 
of the height or width. 
vvbbvwiwi wKhKhhKh αα ===  (5) 
Then, the deformation parameter vector is: 
{ }αKKKKKKyZ bwihwxv ,,,,,,=  (6) 
  
(a)     (b) 
Fig. 1. Geometrical model of a v ehicle. (a) A v ehicle is def ined by seven parameters: Position
(x,y), width and height of the vehicle, windshield position, bumper position and roof angle (b)
The values of this parameters are constrained by the detection of the road. 
3
2.2   Energy Function 
The energy function considers the following three factors: Symmetry, shape and t he 
vehicle shadow (Fig. 2). 
Symmetry 
The symmetry of t he vertical and horizontal edges is considered. For this reason, the  
vertical and hor izontal gradient components of the image are found (Fig. 2-b, Fig. 2-
c). Only the pixels with a high response in one of the components and low in the other 
are taken int o account. T hen, the pairs of pi xels in the same line vote for the ce ntral 
pixel as their symmetry axe. The formulae can be found in [15]. 
Shape 
Shape is defined by two energy terms: one based on the gradient (Fig. 2-b) and the 
other one base d on the distance to the edge s, found before for the sy mmetry energy 
(Fig. 2-d). The formulae can be found in [15]. Here, only the distance formula is ex-
plained, because it has changed from the pr evious research. A distance image is ob-
tained where each  pixel sh ows th e d istance to  th e nearest ed ge. In  order to  emph a-
sized the pixels that are near to the edges, the following look up table is applied 
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From that image, a distance to vertical edge en ergy, DGV, and horizontal edge e n-
ergy, DGH, are calculated, where DG is the global distance energy. 
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Fig. 2. Image processing (a) Image (b) Vertical and horizontal gradients (c) Vertical and horizon-
tal edges (d) vertical and horizontal distances 
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Shadow 
The sh adow en ergy, ESOM, o f a vehi cle wi th height h, w idth w, po sition (x,y), an d 
bumper position m, is defined by th e av erage lev el of grey in th e low er part of th e 
model. Again, the formulae can be found in [15]. 
Global Energy 
The final energy, E, is: 
))()()()(()( ZEkZEkZEkZEkZE SomDDCGBSimA +++−=  (11) 
where kA, kB, kC and kD allow a weighted sum of the energy terms. 
2.3   Likelihood Probability Density Function 
The estimate of a give n deformation Z for the image I, P(I|Z), follows a Gibbs distri-
bution [14]: 
)(exp
1
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K
ZIP −=  (12) 
where K is the normalizing constant. 
The detection problem is t he search of the Maximum A Posteriori (MAP) estima-
tion of Z. 
)(minarg)|(maxarg ZEZIPZ
ZZMAP
∈∈  (13) 
The en ergy function is minimal wh en th e deformed model ex actly mat ches with 
the one presented in the image. 
2.4   Search Algorithm 
Search algorithms have to find a balance between two opposite tasks: exploration of 
the complete search space and the exploitation of certain zones. With exploration, the 
search space is cove red looking for promising areas in which a more det ailed search 
has to be done; that is the exploitation task, where the best solution is looked for in a 
zone known as suitable. The risk is being trapped in a l ocal maximum or minimum. 
Hashing methods a re the ext reme case of e xploration, where gradient-based methods 
(hillclimbing) are the extreme for exploitation. 
Genetic algorithms (GAs) [16] do a parallel search in sev eral directions following 
an optimisation process, whi ch imitates natural selection and evoluti on. To accom-
plish this task, there is a set of possible solutions (the individuals) that exchange in-
formation depending on the fitness of the result in the search for the global maximum. 
GAs robustness relies in their ability to reach a global maximum surrounded by local 
ones. 
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(a)   (b)   (c) 
Fig. 3. Multi-resolution detection at (a) 160x120 (b) 320x240 (c) 640x480 pixels 
  
(a)     (b) 
  
(c)     (d) 
Fig. 4. Advantages of a mu lti-resolution approach. (a) small  errors in the v ehicle detection (b) 
multi-resolution detection (c) wrong detection (d) multi-resolution detection 
3   Results 
The detection of the vehicle is d one for multiple resolutions. A Gaussian pyramid is 
built, w ith d imensions: 160x120, 320x240, and 640x480 pixels. The information o f 
the detection of lower levels is passed to greater levels (Fig.3). Working with a multi-
resolution approach has the main  advantage of working with the best reso lution for 
every circumstance. Take for example Fig. 4-a. The vehicle has been detected but, as 
there are many edges inside  the car, there  are some small errors in t he detection. 
Those edges inside the car have less importance at a lower resolution a nd the detec-
tion is b etter (Fig . 4-b). Bu t, not on ly it is u seful to  improve the resu lts but also  to 
detect successfully a vehicle. As the vehicle is in a cluttered environment, some edges 
in the environment can dece ive th e alg orithm if an  image w ith g reat detail is u sed 
(Fig. 4-c). Again, working first with a smaller image improves the results (Fig. 4-d). 
Another advantage is the saving in computational time. In [15] 550 individuals were 
needed to detect the vehicles  in front of the  camera. With the present approach, only 
32 individuals are needed. That means the algorithm spends now an average time for 
a genetic generation of 0.16 ms instead of the 24ms of [15] (in a Pentium 4 Mobile at 
1.7 GHz). The other parameters of the GA algorithm are: 
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• Crossover probability: 70% 
• Mutation probability: 3% 
• Elitism 
More results are shown, from Fig. 5-a to Fig. 5-e. Some errors are also shown. In  Fig. 
5-f-g, the vehicle detected is taller than the real one. This is because some rectangular 
objects in the environment, like buildings or informative signs are taking as part of the 
vehicle. Also, when the vehicle is very cl ose to t he camera, a smaller vehicle is de -
tected (Fig. 5-h). 
4   Conclusions 
A system based on computer vision for the detection of other vehicles has been pre-
sented in this paper. It is based on a geometric model and its energy function includes 
information of the shape and symmetry of the vehicle and the sha dow it produces. A 
genetic algorithm has been used to find the optimum parameter values. The algorithm 
is able to detect vehicles in front of the camera, and it can also detect late ral vehicles 
and trucks.  
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