Internet of things (IoT) is a technology where all things like household equipments, industrial elements, etc. are monitored by sensors and controlled by actuators. For a large scale IoT application, sensors are needed in huge numbers and all these sensors are powered by small battery. Hence, these miniature devices' lifetime can be improved by means of optimising the power and hence modelling of these sensors is a must for such application. This paper models the sensors for IoT application in the multi-layered IoT network. Reinforcement learning is used for modelling the sensors that model in the physical, routing and network layer. EEIT framework is used to model the nodes that optimise energy consumption in physical, routing and network layer. Physical layer modelling deals with the hardware aspects like transmission power, radio, etc. of the sensors. Routing and networking layer deals with the communication (transmitting and receiving data, dissemination, routing, etc.) capabilities of the sensors. We conduct numerical simulations and emulations using EEIT framework for IoT systems that are helpful for the design for complex IoT systems. Our results are quantified empirically based on the facts lifetime of the sensors, energy usage and communication costs.
Introduction
Wireless sensor networks (WSNs) have wide applications in surveillance, defence, animal habitat monitoring, health care, etc. Since all these applications need sensors and those applications depend mainly on the networking and communication aspects of sensors. Internet of things (IoT) is a technology that drives these sensors to capture and captivate the environmental aspects and reports this information via an IoT layered architecture (shown in Figure 1 ). IoT system comprises of many sensor nodes that are limited in power, coverage area and size. Batteries power the sensors, so replacing them or recharge them will be a tedious task (Akhtar and Rehmani, 2015) . Each node is equipped with components of sensing and processing data as well as for communicating to other nodes. These nodes send or relay data to the sink which are at a receiver end. Because of the advancement in the technologies like MEMS and wireless technologies, the deployment of nodes in a large scale sensor networks gather data from these nodes and replay it to the sink. In such networks, the real challenge lies in the centralised control of managing the nodes (Sarkar et al., 2015) . Among them, a unique characteristic of IoT is that the desired global system performance will be achieved based on local information (Zhang et al., 2012) and decisions collected from each individual node within the network.
The coverage area problem in WSNs can be categorised in two sections: area coverage and target coverage problem, which deals with covering whole, points in given area and for moving targets respectively. Target coverage is addressed in this problem in which sensors have multiple (Mohamadi et al., 2015) power levels that extends the lifetime of networks. A new concept called maximum network lifetime with adjustable ranges (MNLAR) is designed to avoid the toughness in recharging a battery in harsh environments. MNLAR overcomes the problem with less energy consumption (Wang et al., 2014; Vukadinovic et al., 2014) .
Routers can help the nodes to transmit packets to other nodes that ensure the data connectivity between the nodes. Even more number of routers can be used to ensure the connectivity. At times, the sensors might fail due to the depletion of energy, out of transmission range and due to failure of power supply. In some cases, the connectivity is affected because of the signal attenuation due to the interference and the noise. In these cases, maintaining the connectivity is a challenge. Connectivity leads to excess power consumption when the nodes move away from the neighbour nodes and also during the signal attenuation. The nodes boost extra energy in locating the neighbour node to get it connected .
Lifetime of a network is the next fundamental reason for a WSN, as the network dies when the first node runs out of battery. An approach to solve this problem is to reduce the transmission power of the node so that the energy will be maximised and also increase the throughput of the network. Also it improves the channel contention (Martinez and Prades, 2015) . This will increase the network disconnectivity due to the decrease in the neighbourhood nodes. Another idea is to make the radio of the nodes to the sleep mode when they are idle without affecting the connectivity and the coverage of the nodes. This method increases the complexity of the system. The connectivity and the coverage issues suit only to the small scale sensor networks and it does not work well with the large scale IoT networks because of the scalability issues. Theoretical analysis and experimentation results show that these techniques fail when the size of the network is increasing (Li and Xiong, 2013) .
The next issue is the cost incurred while increasing the energy for deployment of the greener IoT. This will be adjusted if the sensors under deployment can be made smart. Smart sensors play a vital role in optimising energy. Smart sensors are those sensors that adjust its parameters themselves as per the environment. It has some intelligence within it that has to manufacture using silicon. Smart sensors collect data and are processed by the IoT gateways. The gateways use various techniques to minimise the energy and it actively involved in the energy management of the entire IoT application . There are some industrial IoT systems uses dynamic transmission power management and the number of packets to be transmitted (Tian et al., 2015) is taken in to account for energy minimisation. Some of these results outperforms the existing protocol for low energy utilisation.
Literature survey
IoTs is a new concept that just evolved and claims that there will be 5 billion devices connect to this medium within the next five years. Since power and energy are the two words that power the entire IoT system, it is necessary and sufficient to handle these issues in this era. This work is based on the power modelling strategies of sensors in IoT, the literature mainly collected from IoT and large scale WSNs. Though there is a difference between the IoT system and WSN system based on the number of parameters and metrics like 6LoWPAN, RPL and CoAP, all other underlying technologies like IEEE 802.15.4 (ZigBee), MAC layers, sensors like skymote, telosb, micaz, etc. are common for both technologies. The gap is filled by collecting literature for the missing components like 6LoWPAN, IPv6 and CoAP (Sheng et al., 2015) . Some paper addresses topology for energy optimisation like Zhang et al. (2012) , weighted topology of WSN is not robust and fault tolerant but node break down is avoided in IoTs. This paper deals with sensor energy, transmission distance and flow of packets when dealing with the topology. Montavont et al. (2014) address the IPv6 over 6LoWPAN, a protocol that is much suitable for IoTs in low power consumption. This combination is implemented in the layer 3 of OSI layer. Hennebert and Dos Santos (2014) address the security features of constrained devices. Uses the inbuilt TSCH, DTLS and IP security mode of IEEE 802.15.43 and embedded into 6LoWPAN of OSI Layer. Dou and Nan (2015) deploy random number of sensors in industrial IoT systems to maintain good coverage and connectivity between them. The sensors are deployed in a Poisson point process. Huang et al. (2014) implements three contributions to achieve green IoT system. First, a framework for IoT deployment is made; secondly, designing an organisation model to realise green IoT; and finally, an algorithm that minimises the energy thereby achieving the greener IoT. The energy occupation is broken down to communication, acquisition, and processing (Martinez and Prades, 2015) . Power modelling is done on all these aspects by considering factors like lifetime, reduced cost and residual energy.
The lifetime of the sensor (Carrabs et al., 2015) is usually predictable if all the nodes homogeneous, but if the sensors are from different families, maintaining the lifetime is critical. This paper handle by elongating the lifetime of sensors though they are from different families using genetic algorithm. Mohamadi et al. (2015) address lifetime of a sensor node is improved mainly depends on the sensing parameter. So instead of single sensing power level, multiple power levels are introduced in the sensors. With the help of learning automata (LA)-based algorithm, the sensors nodes are selected based on minimum energy consumption to track objects in the network. Akhtar and Rehmani (2015) inform about the survey of various renewably energy options and suggests various battery recharging techniques. Wang et al. (2014) address to improve the lifetime of sensors node based in three issues, complete network connectivity, sensing area coverage and reduced power consumption. Network coverage can be achieved by increasing the number of sensors or increase in transmission power. This paper also addresses the minimum number of nodes that are deployed to achieve full network connectivity. Vukadinovic et al. (2014) proposes the use of IEEE 802.11 PSM mode instead of IEEE802.15.4 for power saving in multi-hop connections. The IEEE802.11 has an inbuilt power saving mode that consume less power in the doze mode. IEEE 802.11 is completely used with doze mode to handle the multi-hop -power saving mode (MH-PSM) to minimise energy consumption in the network.
The industry is moving towards the context aware computing (Perera et al., 2014) for IoT applications. Industries develop and deploy IoT products based on the context aware framework that helps in understanding the research trends. Aggregation of data is another area where it consumes more energy and hence has to be optimised for energy efficiency. Data quality and energy are inversely proportional to each other, so there should be a trade off between these two. Xiao et al. (2015) solves this problem using an optimisation algorithm that solves energy usage issue on a per node energy constraint network.
A survey of various trends that were adopted (AlSkaif et al., 2015) using game theory is being used to decide between the services provided by the sensor nodes or to maximise the lifetime of the nodes. Chakraborty et al. (2015) suggested to use a discrete radio model that improves the lifetime of the node. They predict the performance and packet loss calculated for a single hop and multi hop networks. Jurdak et al. (2010) address the sleep cycles of sensor nodes in deep state or light state. Deep sleep states leads to higher energy and higher latency when activated to active state, whereas light sleep mode uses less energy and less latency when activated. So this paper handles adaptive sleeping mode that uses deep sleep or light sleep based on the system demand or state. Life time of sensor motes decided based on the transmission power of the nodes (Cotuk et al., 2014) . Analytical model and simulations were carried out for verifying transmission power to improve the lifetime of sensor network. The slotted channel hoping (TSCH) is studied in Al-Nidawi and Kemp (2015) and a model was formed using Markov chain for mobile node association. Also implemented and tested the mobile TSCH that improves latency in mobile association process.
Power efficient IoT protocol stack
This section will show the IETF suggested protocol stack for IoT. For a constrained network, the following protocols from the physical layer to application layer are optimised for energy and power as shown in Figure 1 
6LoWPAN
The full form of 6LoWPAN is IPv6 over low power wireless area network. Instead of using ZigBee, Bluetooth and other protocols 6LoWPAN protocol has compression mechanism for header and encapsulation. This protocol is used in many platforms by using Wi-Fi, Ethernet cable and other. 6LoWPAN protocol is defined in the RFC6282 standard. 6LoWPAM can also be used over low power RF or Bluetooth the range is very big as compare to other protocols.
Routing protocol for lossy networks
An RPL protocol is used for lossy network and also in network having low power. Directed acyclic graph (DAG) is used to broadcast the message. To construct a tree ETX (expected transmission count) probes DAG is used and its send periodically send ETX probes to the neighbours. This protocol reduces the cost required to develop each object. RPL depends on memory and processing energy, and work for networks having low data rate, high loss such as WSNs. ICMPv6 message format is used; this message is called as RPL control message. This protocol also permits the host server to send the packets in fragment and does not include checksum. The DHCP protocol is configure automatically, which means manual involvement is not require. IEEE802.15 and IEEE 802.15.4e) ZigBee is protocol which work on the standard specified in IEEE 802.15.4. Zigbee methodology is developed for high level communication which is used for personal area network (PAN) having small low power digital radio. Zigbee is simpler and less costly as compared to Wireless personal area network (WPAN) such as Wi-Fi or Bluetooth.
ZigBee (
IEEE 802.15.4e standard is developed specifically for the layer like media access control (MAC) and physical layer. This protocol is managed by IEEE 802.15.4, which was constructed in 2003. It is used in the application like ZigBee, Mi-Fi and wireless HART. As a network Adaptor, it is used in 6LoWPAN and the RFC are defined for the upper layers.
Throughput and energy consumption is improved (Al-Jemeli and Hussin, 2015) in Mac 802.15.4 with the help of cross layer design that could improve energy optimisation by at least 10%.
Devices are believe to interact with each other in conceptualise wireless network. Based on the OSI model, network layers are defined. The standards are only defined for the lower layers in network the communication with the upper layer is made using logical link control. Implementations may depend on other outside devices and are embedded with self-working devices. This standard is the best advisable for reliable networking and lower power networks. This is defining in the RFC 5673 which helps to improve availability, security and reliability in industry.
All of these above mentioned protocols are optimised for use in the constrained devices (motes). Since this paper is addressing the power and energy as an issue, these protocols were used in the experimental evaluation of IoT systems.
Modelling of energy consumption
Energy is a scarce resource that is being consumed by sensors of IoT and hence needs to be modelled. Before modelling, the energy consumption details of a sensor have to be collected. Energy is consumed during transmission, reception of packets, by radio awakening and radio usage, by the system and data dissemination. Energy is depleted usually when the nodes are idle, sleeping and when they are active. Figure 2 shows the system model for a sensor node in IoT system. Active, process and TxRx state consumes power to the maximum as the processor, radio, the transmitter/receiver and the sensors are active during these states. The sleep state is a low power state that consumes just a meagre power to enable the antenna alone in the ON state. The idle state consumes power slightly higher than the sleep state, as the processor and the antenna are ON in the idle state. Table 1 shows the status and states of a given mote. The actual power consumption for these states in the micaz motes is sleep (10 mW), active (1,000 mW), process (620 mW), idle (270 mW) and TxRx (420 mW). So reducing power consumption of these sensors is a must. There are several modelling approaches that have been done in these years to improve the lifetime of these motes. This work adopts the Reinforcement learning technique to model the sensor motes for the IoT systems. The reinforcement learning (RL) model uses Q-factor that identifies the low power consumption state without compromising the performance.
Reinforcement learning
Reinforcement learning is a simulation-based learning that solves Markov decision problems. The preference of being in a state of a finite state machine (FSM) is decided by the models of dynamic programming (DP), heuristics and RL. DP and RL give a best solution when compared with the heuristic which provides a low quality solution. But RL is having upper hand over DP in the modelling effort. With less effort, RL gives the best solution since DP uses more iteration and RL uses less.
In this paper, RL algorithm is used to compute the power optimisation models that suggest the preference of being in a state. Q-factors represent the value function of the algorithms. As per Figure 2 , each state of the system contains two actions, one action refers the low power mode and the other action refers the high power mode. Between any two states there will be two actions on either side with low power and high power mode. When the sensors need the high power mode for critical tasks, the model will suggest the high power mode, other times it suggests the low power mode. The deciding factor is the random probability between the states and the step size suggested the Q-factor. The step size suggested is given below
where P and Q are constant and ε is the error rate. Various other step sizes can be used like 1/h (where h is a constant) which consumes large memory if the number of samples goes beyond 10,000, so the lowest possible step size as shown in equation (1) is preferred that consumes less memory while modelling the system. The modelling equation is given below Since the value function holds by the Q-factor, each state-action is denoted as per Figure 2 { }
In RL, there will be five states and a total of ten state-action pairs. Therefore Q(x, a) denotes the Q-factor of state x when there is an action a. So for a given pair, the Q-factor is 
From equations (2) and (4), we get the value function which is the maximum of the Q-factors
The above equation denotes that, the maximum Q-factor will be the optimal policy for the RL. Using equations (4) and (5) 
Equation (6) estimates the Q-factor instead of the value function which was defined in equation (2). The RL algorithm works in a way as shown in Figure 3 . The random variables are fed in to the algorithm that runs in a simulator and produces a near optimal solution for the problem, but when the same random variables run through dynamic programming, transition and reward matrices have to be computed and then it produces an optimal solution. But RL algorithm avoids the transition and rewards matrices for producing optimal solution. The RL algorithm along with the Q-factor calculation is done for the Figure 2 . For example, a simple calculation of process and idle states is projected in Figure 4 . There are two states and each state has two actions. The actions are based on the power occupation between the states with Low power and high power. So there are two actions from each state to other state. So the value function boils down to a tuple like <H/L, Pi, ri, Ti> where H/L denotes high power/low power, Pi denotes the probability, Ti the transition time between the states and ri being the immediate reward as per the action. The Q factor and the average reward are being calculated for the states shown in Figure 2 and Table 1 . The predicted state for power optimisation is shown in Table 2 . From Table 2 , the state idle to process being the highest reward, so most of the times the motes are programmed to be in the process state for optimising energy and hence power consumption. The next pair being the sleep to idle state, wherever possible the sensor motes have to be programmed to go to the sleep mode rather than idle mode, to make it energy efficient. So in the experimental evaluation, the motes were programmed as per the reward generated by the RL model.
EEIT framework
Energy efficient IoT framework (EEIT) deploys sensor nodes that senses data, transmits to the gateway nodes and then processed. This is the useful cycle in the life of sensors. The power consumption is decided based on the repetition of this process over a period of time. The power consumption factor is decided based on the duty cycle of the transmitter/receiver. As per the model suggested from Table 2 , the motes are programmed to do processing for more time and whenever it is busy in sensing and transmitting later it can be switched to idle and then to sleep state. For deploying the IoT application, there are three different types of nodes were used: sensor nodes (SN) or things nodes, border nodes (BN) or the relay nodes and the base station nodes (BS) as shown in Figure 5 . These three types of nodes form a left-right framework that has a greater flexibility, manageability and also scalable for huge number of nodes. For better handling, the sensor nodes do not communicate themselves with the other nodes in their vicinity. Instead they can communicate to the border nodes. The border nodes might send some signals to the sensor nodes that can be discarded or neglected as the size of the data is very small. The border nodes can communicate with other neighbour relay nodes and they can send the data to the base station nodes. Also the base station nodes can communicate with other base station nodes which are directly connected to the internet and can upload the data to the cloud or the servers. The processing of data happens at the border node; data gathering at the sensor nodes and the base station nodes consolidates the data and upload to the servers. 
Assumptions
• All nodes are not mobile.
• All sensor nodes are homogeneous (the energy level, energy consumption, same components).
• All the border nodes are homogeneous.
• All the base station nodes are homogeneous.
• Base station has huge (almost infinite) energy compared to the sensor nodes and border nodes. 
Energy consumption
The power occupied by a mote in the given network is given below. Since there are three types of nodes, each of these motes consumes power during their operation. The power consumption is occupied in three different ways. Power during sensing (P SENSE ), power consumed during data collection and acquisition (P CACK ) and power consumed by the base station nodes (P BS ). There will be power consumption by other means (P OTHERS ).
The total power occupied by all the three type of motes is
where P BS is the power consumed by the base station (BS). The power will be consumed while routing the packets in the adaptation layer (6LoWPAN). There will be slight overhead also taken in to account while calculating the power consumption. P CACK is the power occupation during data collection and acquisition. Data collected by these nodes consume power. Since the data is collected either in one of the forms during a time slice (data will be collected during every time slice). Also the nodes will be collecting data whenever there is an event triggered.
P SENSE is the power consumption during the sensing of nodes. This usually includes the power occupation in the data link layer or the MAC layer. The exact sensing happens through the radio, transmitter/receiver and the system power due to the switching of semi-conductor components within the nodes.
Sensing power
Since this power is consumed during a message transmission by the sensor nodes to the relay nodes, the power calculation is based on the message per transmission. The modulation effect is neglected and is not calculated for the power calculation If a message is retransmitted then,
where N is the number of transmissions, the sensing power shown in equation (8) is mainly depends on the radio and the messages generated by the radio. The message generation usually follows a probability distribution like Poisson or random process. Also the expected time between the messages is also averaged. The terms P Trans and P Recv will work only during the radio is sending the messages to the next nodes. So these two terms are sporadic in nature (they consume power only when the radio is sending or receiving the messages). Power consumed by base station is due to the mathematical operations like (Mul, Add, Div, Sub, etc). Since the base station is powered with huge energy, the energy calculation for BN and SN will be very minimal. However, the processing of data happens at both the border nodes and the base station nodes.
Power occupation during data collection and acquisition
The relay nodes or the border node mainly collects the data from the sensor nodes and they are responsible for data acquisition and dissemination. Data collection happens in either of the two ways, during regular intervals or during an event. The data collected by the relay nodes only when there is an event is triggered or fired and other times the relay nodes do not collect data. In another case, the data collection happens at regular intervals (at every t time units).
During regular intervals,
Whenever an event is triggered
where E SAMPLE is the energy occupied for collecting a sample N S is the number of samples.
P e is the probability of the occurrence of the event These above power details are evaluated based on the packets sent over these nodes and their battery profile is captured before and after the packets is being sent. For easier verification, the nodes are pinged with 1 to 5 packets/sec. Our methodology calculates power occupation by the CPU and the low power mode of the CPU. The low power mode works similar to our methodology defined in Figure 5 .
Experimental evaluation

Experimental setup
The total power from equations (7), (8), (9), (10) is calculated using the Cooja (Al-Nidawi and Kemp, 2015) framework that emulates the behaviour of the Wismotes and Skymotes. The border nodes were mainly in the processing state as per the RL model shown in Table 2 . So during regular intervals, the border nodes collect data from the sensor nodes. The sensor nodes senses as and when the data is available. Because of this the sensor nodes were programmed with the web-sense module. The border nodes and base station nodes were programmed with RPL (Sheng et al., 2015) border router. Parameters used: 
Result analysis
The nodes were formed according to the Figure 5 (for setting up the nodes, Figure 5 setup was used exactly) and there are as many as 25 nodes were created and programmed. Later the power consumption is computed based on the number of packets sent over the IPv6.
There are five cases where we calculated the power, energy, energy dissipation and lifetime of the nodes by 1, 2, 3, 4, 5 packets/sec and also verified the power when the nodes are idle. Border nodes are programmed with border router that also comes with routing protocol for lossy networks (RPL) protocol that works from top to bottom approach. From the top node, it traverses down to each child and within each child, another child, etc. So pinging with 1 packet or 5 packets/sec will go through the entire tree and Figure 6 shows the power consumption details of Border Nodes when these nodes were pinged with 1 packet/sec and 5 packets/sec. It shows the power consumption that varies from 2.25 mW to 10 mW for CPU and very stray power in the LPM. Figure 7 shows the comparison between the empirical and the theoretical comparison of P SENSE as the upper bound for the theoretical value is somewhere between the 8 uJ whereas the actual power calculated in the experimentation is on a average of <3 uJ. The theoretical analysis is performed when the radio messages are generated using the Poisson process and the transmission and receiving power is averaged during the transceiving of radio messages. Also the Figure 7 shows the energy consumption per bit is decreasing over the time between the radio messages. So more the messages, lesser is the energy consumption per bit. This method is preferable for medium level IoT applications that demands the moderated usage of batteries. Figure 8 shows the power consumption details of border nodes when it is in IDLE mode. The power average is 0.3 mW (approximate). Actually P SENSE includes the transmission and receiving which is given high importance as per the RL algorithm and P CACK includes the data collection. Since the Cooja framework works mainly on the Tx/Rx pattern, the transmission and reception between the nodes is high. So the P CACK is less compared to P SENSE . Sensor nodes on the other hand are programmed with web-sense module that just uses the UDP protocol for their operation and work as per the RL algorithm stated in Figure 2 . So the process to idle state given more chance that the other states. When these nodes pinged with 1 or 5 packets/sec, the power consumption varies from 1.1 mW to 3.7 mW approximately. Figures 9 and 10 show the power consumption details of sensor node. Figure 11 shows the lifetime and battery dissipation of the sensor node and border node. The lifetime of the sensor node is high as the processing of data is not happening in it. Also the battery dissipation is also less in these nodes. The border nodes take less life time as the battery dissipation is more. Figures 12 and 13 show the power consumption of CPU and LPM mode of sensor nodes when various numbers of packets have been pinged. From these results, the power occupation is in the range of 0.01 to 0.09 mW occupied as desired by the EEIT framework. Most of the analysis shows here is the energy consumption of the IoT nodes during routing, networking and also in the physical layer. The power and energy is efficiently optimised and managed by the underlying framework and shows that the energy consumption can be controlled with the help of scheduling the nodes to a corresponding state dynamically when the system is in production. If the nodes are not powered by the states and as it is when runs, the power occupation is increasing to two fold and the lifetime of the node decreases almost by half. Our results show that the lifetime of the node is increased if short messages are communicated to the neighbour nodes. IoT applications and systems demands only shorter message communication and using that information the border nodes and the base station nodes process the data and upload it to the cloud servers. Our results are really helpful for the design for medium range complex IoT systems like smart bridges, smart buildings and vehicle traffic control systems. Our results are quantified empirically based on the facts like lifetime of the sensors, energy usage and communication costs. 
Conclusions
In this paper, we have modelled the sensor motes using RL algorithm that computes the Q-factor and the rewards for state transition. These factors decide the preference of being in a state and the network is modelled according to the outcome of the RL model. Also we have investigated the power consumption of various system components of IoT and model a hierarchical EEIT framework that minimises the cost of deployment, flexibility and scalability all these with the less power consumption. Our work focuses mainly on the routing layer, adaptation layer and the network layer. The power profile can be adjusted also by the MAC and the physical layer along with the upper layers. Our work plays a great role in matching the predictions and the experimentation that validates our model in real IoT applications. To enhance this work, superframing (Yan et al., 2014) can be introduced to minimise more energy consumption using the slotted MAC. These models will be helpful in deploying greener IoT systems for the industrial applications and services.
