One contribution of 21 to a theme issue 'DNA as information' .
MB, 0000-0001-7091-0876
Today there is a very wide consensus on the idea that embryonic development is the result of a genetic programme and of epigenetic processes. Many models have been proposed in this theoretical framework to account for the various aspects of development, and virtually all of them have one thing in common: they do not acknowledge the presence of organic codes (codes between organic molecules) in ontogenesis.
Here it is argued instead that embryonic development is a convergent increase in complexity that necessarily requires organic codes and organic memories, and a few examples of such codes are described. This is the code theory of development, a theory that was originally inspired by an algorithm that is capable of reconstructing structures from incomplete information, an algorithm that here is briefly summarized because it makes it intuitively appealing how a convergent increase in complexity can be achieved. The main thesis of the new theory is that the presence of organic codes in ontogenesis is not only a theoretical necessity but, first and foremost, an idea that can be tested and that has already been found to be in agreement with the evidence.
Epigenesis and design
The most elegant and probably the most influential experiment in embryology was performed by Aristotle some 2400 years ago on chick embryos. Aristotle removed the shell from eggs that had been incubated for different periods of time, and carefully described what he saw: the white spot on the yolk that marks, at the beginning, the position where the embryo is going to appear; the tiny brown lump that begins pulsating on the third day; the protruding bulbs that gradually turn into eyes; the network
Do we understand development?
To a large extent it is legitimate to say that modern embryology has rediscovered the theories of epigenesis and design proposed by Aristotle. Today, in fact, there is a virtually universal consensus on the idea that embryonic development is the result of a genetic programme and of epigenetic processes.
This may give the impression that we now understand, at least in principle, the logic of embryonic development, and all that remains to be done is to fill in the details. In The Problems of Biology, however, Maynard Smith [6, pp. 99 -100] lucidly sounded a note of caution against this attitude:
It is popular nowadays to say that morphogenesis (that is the development of form) is programmed by the genes. I think that this statement, although in a sense true, is unhelpful. Unless we understand how the program works, the statement gives us a false impression that we understand something when we do not . . . . One reason why we find it so hard to understand the development of form may be that we do not make machines that develop: often we understand biological phenomena only when we have invented machines with similar properties . . . and we do not make 'embryo' machines.
In fact, 'understanding' something means explaining it with a model that we are familiar with, and a machine gives us an immediate sense of familiarity. When we see it working before our eyes, we feel that we 'know' it. Actually, we do not even need to build a machine to get this feeling. A description is enough, and so a machine is often a model, or an algorithm. One of the most famous machines of all times was built by Turing with just pencil and paper. Maynard Smith's point, in other words, amounts to saying that to understand embryonic development we need a model or an algorithm that allows us to understand, at least in principle, how a system can increase its own complexity in a convergent way.
Note that we do have a mathematical model that explains how a divergent increase in complexity can take place. That model is provided by the equations of population genetics in the presence of natural selection, and accounts for the fact that in the course of evolution living systems gave origin to the increasingly diverging forms that make up the tree of life. But embryonic development is a convergent, not a divergent, increase in complexity, and this is the key point that any theory of development must explain.
As a matter of fact, we do have such a theory. It was proposed in The Organic Codes [7] , and here it is briefly summarized with a two-step procedure. The first step is to study a phenomenon that has nothing to do with embryonic development but where we have a mathematical model which proves that a convergent increase in complexity does take place. The second step is to look for the most general features of this model and see if we can recognize at least some of them in embryonic development.
The reconstruction model
The images produced by X-rays in radiology or in computerized tomography are projections of three-dimensional bodies on two-dimensional surfaces. From a mathematical point of view, the projections are described by integrals and in order to reconstruct the original structure it is necessary to perform the reverse operation from a plurality of projections obtained at different angles. The algorithms that achieve this goal can be either iterative or non-iterative techniques. The non-iterative algorithms perform a single operation on all projection data and belong to different classes because the reconstructions can be achieved with algebraic methods, with deconvolutions in real space, with Fourier transforms, etc.
The iterative algorithms have been introduced in order to get a satisfactory result with simpler procedures. In these cases, a reconstruction is obtained in stages, each of which generates an approximate structure, and it is therefore necessary to repeat the process many times in order to get progressively closer to the original. Iterative methods are less precise than single-application ones, but their great advantage is that they introduce the time dimension in the process, and this makes them particularly suitable to simulate biological processes.
A fundamental issue in all reconstruction methods is the minimum number of projections that must be collected in order to perform a reconstruction. This number is obtained from basic theorems and has a precise value because the projections must contain (in a condensed form) all the information that was present in the original structure. With algebraic methods, for example, the reconstruction of a structure described by an n × n matrix amounts to solving a set of equations in n × n unknowns, and a solution is possible only if the number of (linearly independent) equations is equal to the number of the unknowns.
The number of equations, on the other hand, is obtained from the number of projections, and this allows us to formulate a completely new problem: is a reconstruction possible when the number of equations is inferior to the theoretical minimum? This is the problem of the reconstruction of structures from incomplete projections, where the projections are said to be incomplete if their number is at least one order of magnitude inferior to the theoretical minimum that is required for a complete reconstruction. This minimum, as we have seen, is the number of projections that collectively contain as much information as the original structure, and our problem is therefore equivalent to asking whether it is possible to make a reconstruction with an initial amount of information that is much lower than that of the original structure.
With non-iterative algorithms this is mathematically impossible, but in the case of iterative techniques the situation could be different. When a reconstruction is performed in many successive stages we could learn from what takes place during the process and discover new properties that may allow us to compensate for the incomplete information of the initial data.
It will be noted that this is a mathematical version of the problem that we face in embryonic development. The genetic information of the embryo remains constant in the course of ontogenesis (just as the information of the projection data remains constant during a reconstruction) but the overall complexity of the system does increase because of the stepby-step addition of new features. This means that the fertilized egg is less complex than the adult organism and embryonic development is truly a convergent increase in complexity. The reconstruction of structures from incomplete data, on the other hand, is another example, albeit very different, of such an increase, and its study could help us understand the logic of what goes on in embryonic development.
A memory-based reconstruction method
The mathematical description of a family of iterative algorithms that are capable of reconstructing structures from incomplete information has been given in The Organic Codes [7] and will not be repeated here. This paper aims instead at describing the logic of these algorithms and will try to make it intuitively appealing with one specific example.
An iterative reconstruction algorithm produces a sequence of pictures that are increasingly more accurate approximations of the original structure. These pictures, on the other hand, are inevitably affected by errors, and in general there is no way of knowing where the errors are falling, except for two cases: the values that are lower than the minimum (0) or greater than the maximum (1) are clearly illegal, and it is possible to correct them by setting to the minimum or to the maximum all values which are, respectively, below or above the legal limits. This operation does improve the results and so it is normally applied at regular intervals. In addition to correcting these illegal values, however, we can do something else. We can keep a record of them. This can be done by using a memory matrix where we store the values of the illegal points before applying the constraint. In this case we need a more complex algorithm, because we must perform in parallel two different reconstructions: one for the structure matrix and one for the memory matrix.
But what is the point of keeping a memory of the errors? The point is that we can study how their patterns change, and this turns out to have unexpected features. As the errors are random, one would expect a completely statistical distribution but this is not always the case. It is true that in many points the errors are totally random, but invariably there are other points where this does not happen. In these points the illegal values keep reappearing without interruptions, and always with the same sign, which explains why they have been called vortices. The interesting thing is that they give us a new type of information. When an illegal value keeps reappearing in the same point for a long enough number of times (we can choose 5, 10 or any other convenient number), we can reasonably conclude that that point is either a minimum or a maximum. We can therefore fix its value, and this means that the total number of unknowns is reduced by one. By repeating this operation, the number of the unknowns becomes progressively smaller and when it reaches the number of equations a complete reconstruction is possible. That is the result we were looking for. The memory matrix allows us to collect information that was not present in the initial data and which is gradually emerging during the reconstruction process. Let us now take a closer look at the memory matrix. The information of the vortices appears in the memory space, but we use that information in the structure space, because it is here that we reduce the number of the unknowns. We are in fact transferring information from the memory space to the structure space with a conventional rule of the type 'If a vortex appears in the memory space, fix the corresponding point in the structure space to a minimum or a maximum'.
A reconstruction from incomplete information, in short, does not require only a memory. It requires memory and codes. The reconstruction memory is where new information appears. The reconstruction codes are the tools that transfer information from the memory space to the structure space.
The code theory of development
Embryonic development is not a reconstruction of structures from projections and it is not achieved by computations, but it is nevertheless a reconstruction from incomplete information, and there may well be general principles that apply to all such cases.
When only a fraction of the information is present at the beginning, a reconstruction is possible only if we collect the missing information in a related but autonomous space, and the memory space is precisely a world where a system can find the extra information that allows it to increase its own complexity. The memory-based reconstruction method, in other words, leads to a general concept: to the principle that there cannot be a convergent increase in complexity without memory.
Another fundamental concept is that information can be transferred from the memory space to the real space only by conventions. In order to decrease the number of the unknowns in real space, it is necessary to give a meaning to the structures that appear in the memory space, and this too is a conclusion whose validity is absolutely general. Real space and memory space are independent worlds, because if they were equivalent (like real space and Fourier space, for example) they would transport the same information and no increase in complexity would be possible. But between two independent worlds there is no necessary link, and no information can be transferred automatically from one to the other. The only bridge that can establish a link between them is a convention or a code. This amounts to another general principle: there cannot be a convergent increase in complexity without codes.
The reconstruction model, in conclusion, gives us four general principles about development:
(1) Epigenesis is a process that allows a system to increase its own complexity in a convergent way. (2) A convergent increase in complexity is equivalent to a reconstruction from incomplete information. (3) In organic systems there cannot be a convergent increase in complexity without organic memories. (4) In organic systems there cannot be a convergent increase in complexity without organic codes.
This is the code theory of development, the idea that embryonic development is a convergent increase in complexity that necessarily requires organic codes and organic memories. This theory is at variance with virtually all present models of development because they do not contemplate the existence of organic codes in ontogenesis.
The code theory was originally proposed with the name of semantic theory [7, 8] but this name was later changed as a result of a theoretical move from semantic biology first to biosemiotics and then to code biology, a move that was described in detail in [9, 10] .
What really matters, for our purposes, is that the theory can be tested. One of its basic requirements is that development is based on organic codes (codes between organic molecules) and this can be tested because the existence of organic codes in embryonic processes can be proved by 
The experimental reality of the organic codes
The code theory of development predicts that many organic codes are at work in living systems, and clearly can be accepted only if there is evidence that these codes exist. In 2003 such evidence was already available, but it circulated only in small circles and did not attract the attention of the scientific community at large. More organic codes came to light in the years that followed, again without attracting much attention, and at this stage it may be useful to make a brief summary of what today is known about them.
In 1975, the American biochemist Gordon Tomkins published a paper entitled 'The metabolic code. Biological symbolism and the origin of intercellular communication' [11] . That was the first announcement of a new organic code after the discovery of the genetic code, but tragically Tomkins died that very year and his new world of biological symbolism remained unexplored.
In 1979, David Elder pointed out that the formation of body segments in annelid worms is described by combinatorial rules that in electronics are known as Gray code, and proposed that the annelid body plan is based on a biological version of those rules that he referred to as epigenetic code [12] .
At the end of the 1980s, Edward Trifonov started a life-long campaign in favour of the idea that genomes simultaneously carry several overlapping codes, not just the genetic code, and gave them the collective name of sequence codes [13] [14] [15] .
Finally, in the 1990s and in the early 2000s, a wide variety of new organic codes came to light. Among them: the Hox code [16, 17] , the adhesive code [18, 19] , the splicing codes [7, [20] [21] [22] [23] [24] [25] [26] , the signal transduction codes [7, 21] , the histone code [27] [28] [29] [30] [31] [32] , the sugar code [33, 34] , the compartment codes [7] , the cytoskeleton codes [7, 35] , the transcriptional code [36] [37] [38] [39] , a universal neural code [40, 41] , a neural code for taste [42, 43] , an odorant receptor code [44, 45] , a space code in the hippocampus [46] [47] [48] [49] [50] , the apoptosis code [51, 52] , the tubulin code [53] , the nuclear signalling code [54] , the ubiquitin code [55] , the bioelectric code [56, 57] , the glycomic code [58] and the acoustic codes [59] .
It has to be underlined that codes have been defined in different ways, a problem that is not uncommon in biology, but in our case this is not a major obstacle because there is an operative definition that can be applied to all codes [7] . This definition, furthermore, has been instrumental in the development of mathematical models that can examine any natural system and tell us whether or not it contains organic codes [60] [61] [62] .
Today, in conclusion, there is ample evidence that organic codes are an integral part of the living world and are involved in a wide variety of biological processes. It remains to be seen, however, whether they are also involved in embryonic development given that most of the present models of ontogenesis do not contemplate any such role for them.
Three classical cases
Protein synthesis is an illuminating example of the interplay that exists between genetic and epigenetic processes. The information of a gene is used to generate a linear chain of amino acids, and then a process of folding transforms this one-dimensional chain into a three-dimensional protein. Note that the linear order in a chain of 100 amino acids, for example, is specified by 100 coordinates, whereas their three-dimensional arrangement in a protein requires 300 coordinates (three for each amino acid). Protein folding amounts therefore to adding the 200 missing coordinates to the 100 provided by the gene, and is therefore a true epigenetic process first because it is not written in the genes and second because it generates a genuine increase in complexity.
In embryonic development, the distinction between genetic and epigenetic processes is more problematic because we need to prove (a) that there are genes uniquely involved in development and (b) that there are true epigenetic processes in ontogenesis. The great achievement of modern embryology has precisely been the ability to prove these two points.
(a) The pioneering work of Lewis [63, 64] [71] and many others has shown that there are genes exclusively dedicated to building the body plan in the first stages of development, genes that have been collectively referred to as the genetic toolkit [72] . (b) The transformations of ontogenesis are of many different types, but in many cases it has been shown that they are the result of true epigenetic processes. Let us briefly examine three classical examples.
(1) Morphogenesis is a coordinated set of cell movements (migrations, invaginations and tubulations of cell sheets) that achieve in an embryo what folding achieves in a protein: a specific three-dimensional form. In both cases, the final form is the result of physical forces [73, 74] whose actions are not written in the genes. According to Beloussov [75] , in particular, mechanical stresses are indispensable for organized cell movements and represent the key to morphogenesis. (2) The classic experiments of Spemann [76] have shown that early embryonic cells can change their histological fate (skin cells, for example, can become nerve cells) if they are transplanted before a critical period, but are totally unable to do so if the transplant takes place after that period. This means that there is a crucial period of development in which something happens that decides the histological fate of the cell and of all its descendants. That something was called determination and represents a cell memory for generations to come. The key point is that the internal organization of the cell is completely dismantled at each cell division, and yet the daughter cells acquire again the determination state of the mother cell without any new genetic intervention, which means that the state of determination, or cell memory, is transmitted to the descendants by epigenetic means. (3) During the development of the nervous systems, some neurons send out 'tentacles' that leave the neural tube and move into the body in search of organs that require nerve connections. The neurons do not have any information about their targets but this is compensated by an overproduction of cells, which ensures that some of them will actually reach the targets. At this point another process comes into play. The organs that need to be innervated send off particular molecules, known as nerve growth factors, that literally save the neurons from certain death. More precisely, neurons are programmed to commit suicide-i.e. to activate the genes of cell death, or apoptosis-at the end of a predetermined period, and nerve growth factors are the only molecules that can switch off this self-destruction mechanism. The result is that the neurons that reach the right places survive, and the others disappear [77] [78] [79] . The neural wiring of the body, in other words, is obtained with genetic and epigenetic processes whose final result is the creation of a three-dimensional network whose geographical information is not written in the genes.
Organic codes in ontogenesis
Morphogenesis, cell determination and the development of the nervous system have been studied for more than a century now, and, of course, the classical papers could not mention organic codes because these had not yet been discovered. Today, however, we can take a new look at those classical cases. 
(a) Morphogenesis
Cells react to mechanical forces and mechanical stress with the standard strategy of signal transduction that they adopt for all signals from the environment. This strategy was discovered when it became clear that the external signals (known as first messengers) never reach the genes. They are invariably transformed by molecular receptors into internal signals (called second messengers) and only these, or their derivatives, reach the genes. What is still largely ignored is that signal transduction is based on organic codes because we find in it the three essential features that define a code: (i) two independent worlds of molecules (first messengers and second messengers), (ii) a set of adaptors (the signal receptors) that create a mapping between them, and (iii) the proof that the mapping is arbitrary because its rules can be implemented in countless different ways [7] . The effects that external signals have on cells, in short, do not depend on what they actually are but on the way in which the cells decode them. Acetylcholine, for example, is a neurotransmitter in the brain, but in the heart it induces relaxation, whereas in skeletal muscles it produces contraction and in the pancreas it has the effect of secreting enzymes [80] . This and countless other examples can be accounted for only by the idea that all signals from the environment, including physical forces and mechanical stress, are decoded by the cell with sets of rules that have been referred to as signal transduction codes [7] .
(b) Cell determination
In eukaryotes, the DNA filament is folded around groups of eight histone proteins called nucleosomes, then it is further folded into spirals of nucleosomes called solenoids, and finally into the fibre of the chromosome. These multiple foldings allow the eukaryotic cells to pack their chromosomes into the tiny space of the nucleus, and for this reason it was initially assumed that histones have a purely packaging role. The experimental data, however, have shown that the 'tails' of the histones (the parts that protrude from the surface of the nucleosomes) are subject to a wide variety of post-translational modifications (in particular acetylation, methylation and phosphorylation) that have dynamic roles and are involved in the activation or the repression of gene activity [81, 82] . Another crucial breakthrough in this field was the discovery that the post-translational modifications of the histones do not act individually but in combinatorial groups. This led David Allis and colleagues to propose that the histone marks operate like letters and words of a molecular 'language' that was referred to as the histone code [27, 29] .
The same concept was independently proposed by Turner [30, 31] , who also pointed out that the histone marks have both short-and long-term effects. The short-term modifications change rapidly in response to external signals and represent a mechanism by which the genome quickly responds to the environment [83] . The existence of long-term effects was revealed by the discovery that many histone modifications survive the trauma of mitosis and are transmitted to the daughter cells. They provide in this way a mechanism of cell memory, in the sense that they enable the cells to 'remember' their specific pattern of gene expression for many generations [84] [85] [86] [87] . It has been shown, for example, that the expression of Hox genes in embryonic development is regulated by histone modifications [88, 89] .
Today, in short, there is good evidence that cell determination and cell memory are based on the combinatorial rules of the histone code [32] .
(c) Development of the nervous system Active cell suicide (apoptosis) is a universal mechanism of embryonic development, one that is used to shape virtually all organs of the body. The key point is that suicide genes are present in all cells and the signalling molecules that switch them on and off are of countless different types. This means that there are no necessary connections between the recognition of a signalling molecule and the activation of the suicide genes. They are two independent processes, and the only realistic solution is that the link between them is established by the conventional rules of an apoptosis code, i.e. a code that determines which signalling molecules switch on the apoptosis genes in which tissue [51, 52] .
Another essential contribution to the development of the brain is provided by molecules that bridge the synaptic cleft and decide which neurons are connected and which are not. They function both as synaptic recognizers and synaptic glue, and recently it has been shown that cadherins and protocadherins are good candidates for these roles. Protocadherins, in particular, have an enormous potential for diversification because their genes contain variable and constant regions like the genes of the immunoglobulins. They could therefore provide the building blocks of a neural system that is capable of learning and memorizing, and, like the immune system, can cope with virtually everything, even the unexpected [90] . This strongly suggests the presence of a code because only a code can generate an enormous diversity with a limited number of rules, and this is why various authors have proposed that the wiring of the nervous system is based on an adhesive code [18, 19] .
Today, in conclusion, there is good evidence that organic codes play a very active part in the development of the nervous system.
Two fundamental mechanisms
Organic codes are mechanisms that operate in living systems, and in order to properly appreciate their role we must temporarily leave the field of ontogenesis and take a look at the other mechanisms of life.
The mechanisms of evolution, in particular, have been one of the most controversial issues in biology and the great debate about them culminated, in the 1930s and 1940s, in the modern synthesis, the theoretical framework where natural selection is regarded as virtually the sole mechanism of evolutionary change. But where does natural selection come from?
Let us start from the fact that the copying of the genes is the elementary act that leads to heredity. When the process of copying is repeated indefinitely, however, another phenomenon comes into being. Copying mistakes becomes inevitable and in a world of limited resources not all changes can be implemented, which means that a process of selection is bound to take place. Molecular copying, in short, leads to heredity, and the indefinite repetition of molecular copying in a world of limited resources leads to natural selection.
That is how natural selection came into existence. Molecular copying started it and molecular copying has perpetuated it ever since. Which means that natural selection would be the sole mechanism of evolution if molecular copying were the sole basic mechanism of life.
The discovery of the genetic code, however, has proved that there are two distinct molecular mechanisms at the basis of life, the copying of the genes and the coding of proteins. The discovery of other organic codes, furthermore, allows us to generalize this conclusion because it proves that coding is not limited to protein synthesis. Life, in other words, is not based on copying alone. It is based on copying and coding, and these two molecular mechanisms give origin to two distinct mechanisms of evolution because an evolutionary mechanism is but the long-term result of a fundamental molecular mechanism.
More precisely, the existence of copying and coding at the molecular level means that there are two distinct types of evolutionary change: evolution by natural selection, based on copying, and evolution by natural conventions, based on coding [7, 8] .
This conclusion is reinforced by the fact that there is a very close relationship between organic codes and the great events of macroevolution. The genetic code was a precondition for the origin of life, the signal transduction codes divided the first cells into three primary kingdoms (Archaea, Bacteria and Eukarya), the splicing codes were instrumental to the origin of the nucleus, the histone code provided the working rules of chromatin, and the cytoskeleton codes allowed the Eukarya to perform internal movements, including those of mitosis and meiosis [7] . All these great events were associated with the appearance of new organic codes, and we can understand why. The reason is that a new code brings genuine novelties into existence because it can create arbitrary mappings and generate relationships that have never existed before in the Universe.
The organic codes, in short, have appeared throughout the history of life and have profoundly shaped it, so it is no wonder that they also had a key role in embryonic development.
Conclusion
The discovery that there are many other organic codes in life in addition to the genetic code has not received much attention, so far, and, therefore, it has not modified the traditional view of biology. As a result, we still have a theoretical framework that contemplates only two codes in Nature: the genetic code that appeared at the origin of life and the codes of culture that arrived almost 4 billion years later. Which amounts to saying that there have been no other codes in between, and therefore that codes are extraordinary exceptions, not normal components of life. Such a situation can perhaps be illustrated with an example from the history of science.
In the eighteenth century, gravity was the only known force in the Universe and electricity was confined to the extravagant phenomena that were observed when some materials were rubbed together or when a kite was sent up into the sky during a storm to catch lightning. It took a long time to change this view, but eventually it became clear that gravitation and electromagnetism are both universal forces and fundamental aspects of reality.
In biology, we are today at the stage at which physics was at the time of Benjamin Franklin, when it became clear that electricity is everywhere in Nature and yet it was considered an extravagance. In a similar way, the dominant view today is that molecular copying is the sole fundamental mechanism of life and the genetic code is an extraordinary singularity.
What is coming to light, instead, is that molecular copying and molecular coding (natural selection and natural conventions) are equally fundamental mechanisms. The world of molecular coding, in other words, is the other side of life that so far has remained hidden from sight just as electromagnetism was in the times of Newton and Franklin.
It should be added that mathematical models did have a role in the rise of electromagnetism, and it was in fact those models that illuminated the experimental data. The model of the reconstruction of structures from incomplete information has nothing to do with the flesh and blood of embryonic development, and yet it is the only one, so far, that makes us understand how a convergent increase in complexity can take place.
