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The problem of concurrency control in the context of mobile devices has
become an important research topic, since in the current society both cell
phones and tablets, and other devices have been used to perform transactions
such as canceling a receipt phone, buy a movie ticket, consult a bank account.
The behavior of the crowd in mobile environments is a relatively new topic
of study which has characteristics that di↵er from traditional approaches
to database. The turnout in the computing environment appeared with the
birth of operating systems with support for multiprogramming, and became a
useful tool for getting the most out of a computer. Since then the competition
has been applied to various computer applications such as databases, the
Internet and multi-agent systems among others.
Parallel processing and management of large volumes of data are more
common nowadays. Therefore, management of transactions to the device and
between devices through the intervention of a web service is more common.
In turn, there are several issues facing mobile environments transaction level.
For example, frequent disconnections and low bandwidth in mind that so-
metimes hinder the proper handling of transactions and endanger both their
integrity and concurrency.
To resolve this situation, have emerged algorithmic proposals which ad-
dress the problem of concurrency control in mobile environments. However,
they have always come limitations of any kind, because they use traditional
methods for handling concurrency in mobile environments.
Among the proposals there are some that are characterized as conservati-
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ve, or holding locks or latches that often are not required, or simply contribute
to a process that leads to a slow transaction processing thus preventing many
transactions arrive to commit.
Conservative proposals are used to manage mobile environments where
the operations are local, thus achieving proper synchronization of these. For
mobile devices, the problem begins in the time database transactions have
not only local but also global, that is, there is a distributed heterogeneous en-
vironment. In situations like the one mentioned is where concurrency control
becomes a di cult issue to resolve, especially when frequent disconnections
occur.
The proposed research has the main objective to study the most im-
portant both pessimistic and optimistic algorithms, as well as some non-
conservative representatives to propose a new approach based on the salient
features of the studied streams that can resolve the problem of concurrency
control in environments considering the frequent disconnects.
Resumen
El problema del control de la concurrencia dentro del contexto de dispo-
sitivos mo´viles se ha constituido en un importante tema de investigacio´n, ya
que en la sociedad actual tanto celulares y tablets, entre otros dispositivos,
han sido utilizados para ejecutar transacciones tales como cancelar un recibo
de tele´fono, comprar una entrada al cine, consultar una cuenta bancaria.
El comportamiento de la concurrencia en ambientes mo´viles es un tema de
estudio relativamente novedoso el cual presenta caracter´ısticas que difieren de
los enfoques tradicionales de bases de datos. La concurrencia en el ambiente
computacional aparecio´ con el nacimiento de los sistemas operativos con
soporte para multiprogramacio´n, y se convirtio´ en una herramienta u´til para
sacar el ma´ximo provecho de un computador. Desde entonces la concurrencia
ha sido aplicada a diversos usos informa´ticos como las bases de datos, la
Internet y los sistemas multiagente entre otros.
El procesamiento paralelo y el manejo de grandes volu´menes de datos son
ma´s comunes en nuestros d´ıas. Por ende, el manejo de las transacciones en el
dispositivo y entre dispositivos mediante la intervencio´n de un web service es
ma´s comu´n. A su vez, existen varios problemas que enfrentan los ambientes
mo´viles a nivel transaccional. Por ejemplo, las desconexiones frecuentes y el
bajo ancho de banda con el que se cuenta en ocasiones dificultan la correcta
manipulacio´n de las transacciones y ponen en peligro tanto su integridad
como su concurrencia.
Con el fin de resolver esta situacio´n, es que han surgido propuestas al-
gor´ıtmicas que garantizan resolver el problema del control de la concurren-
cia en ambientes mo´viles. Sin embargo, siempre han surgido limitaciones de
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alguna ı´ndole, porque utilizan me´todos tradicionales para el manejo de la
concurrencia en ambientes mo´viles.
Dentro de las propuestas existen algunas que se caracterizan por ser con-
servadoras, o sea que llevan a cabo bloqueos o cerrojos que en muchas ocasio-
nes no son requeridos, o bien simplemente contribuyen a un proceso que lleva
a un lento procesamiento transaccional evitando as´ı que muchas transaccio-
nes lleguen a commit.
Las propuestas conservadoras son utilizadas para administrar ambientes
mo´viles donde las operaciones son locales, logra´ndose de esta manera una
adecuada sincronizacio´n de estas. En el caso de los dispositivos mo´viles, el
problema empieza en el momento en que las bases de datos no solamente
tienen transacciones locales sino tambie´n globales, es decir, hay un ambiente
distribuido y heteroge´neo. En contextos como el mencionado es donde el
control de la concurrencia se vuelve un asunto dif´ıcil de resolver, sobre todo
cuando ocurren las desconexiones frecuentes.
La presente propuesta de investigacio´n tiene como principal objetivo es-
tudiar los ma´s importantes algoritmos tanto pesimistas como optimistas, as´ı
como algunos representantes no conservadores, con el fin de plantear una nue-
va propuesta basada en las caracter´ısticas ma´s sobresalientes de las corrientes
estudiadas que pueda resolver el problema del control de la concurrencia en
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Los ambientes de computacio´n mo´viles tienen acceso a la informacio´n me-
diante las conexiones inala´mbricas. Segu´n [5], la unidad mo´vil puede estar
estacionaria, en movimiento o bien conectada intermitentemente a una red.
Conforme los avances tecnolo´gicos se hacen presentes tanto a nivel de soft-
ware como de hardware, es que se ha logrado que el acceso a la informacio´n
contribuya a que actividades tales como pagar cuentas bancarias y transferir
fondos se puedan dar desde cualquier sitio y cuando sea [6].
Actualmente, los dispositivos mo´viles se han constituido en un paradigma
de relevancia dentro del desarrollo tecnolo´gico, tal y como se ha estudiado
en [7], en donde se establece lo siguiente: “Los avances en la comunicacio´n
inala´mbrica y los dispositivos portables han creado un nuevo paradigma de
computacio´n donde los usuarios podra´n acceder a la informacio´n desde dife-
rentes ubicaciones f´ısicas”.
Dentro de este paradigma, el control de la concurrencia se ha constituido en
un tema de gran intere´s dentro del campo de investigacio´n de los MDBMS,1
ya que los protocolos tradicionales para resolver los conflctos entre transac-
ciones locales funcionan bien para bases de datos locales como pasa con 2PL2,
pero no necesariamente para bases de datos distribuidas que son las utiliza-
das para dispositivos mo´viles, donde se incorporan transacciones globales que
requieren de otro tipo de protocolos no tan conservadores.
1Sistema Administrador de Bases de Datos Mo´vil (del ingle´s Mobile Data Base Mana-
gement System).
2Bloqueo de dos fases (del ingle´s two-phase-locking ).
3
4Segu´n [3], en un ambiente de computacio´n mo´vil, los usuarios pueden eje-
cutar transacciones en l´ınea, independientes de su ubicacio´n f´ısica. En un
contexto mo´vil, diferentes host dispositivos pueden actualizar datos de for-
ma simulta´nea, lo cual puede resultar en inconsistencia de la informacio´n.
Aunque se han venido utilizando te´cnicas de bloqueos en este tipo de am-
bientes, no es la mejor solucio´n por la condicio´n de movimiento y de ubicacio´n
del dispositivo y de aspectos tales como el ancho de banda, las desconexiones
frecuentes y las altas tasas de transacciones fallidas.
La investigacio´n tiene como principal objetivo proponer un algoritmo que
resuelva el problema del control de la concurrencia dentro de los ambientes
mo´viles, tomando como base soluciones exitosas. Para ello, se ha optado por
hacer un ana´lisis comparativo de los diferentes algoritmos, de forma tal que
se puedan estudiar tanto sus ventajas como sus desventajas y que el nuevo
modelo sea h´ıbrido y basado en las soluciones estudiadas.
Dentro de los algoritmos analizados, se pueden distinguir dos categor´ıas: los
conservadores o no agresivos y los no conservadores o agresivos. El primer
grupo se caracteriza sobre todo por la forma en que llevan a cabo los blo-
queos o cerrojos, ya que en muchas ocasiones son considerados innecesarios.
A su vez, el segundo grupo se fundamenta en permitir que las operaciones se
ejecuten pero manteniendo una fase de precommit, brindando una mayor li-
bertad, sin perder de vista que pueda haber transacciones que deben evitarse
por el conflicto que ocasionan.
El enfoque algor´ıtmico que se propone en la investigacio´n contempla las forta-
lezas de los algoritmos analizados, tanto conservadores como no conservado-
res, as´ı como tambie´n algunas otras ideas que son producto de la investigacio´n
y experimentacio´n haciendo novedoso el planteamiento de la propuesta al no
utilizar cerrojos ni abortos y, adema´s, considerar las desconexiones que pueda
tener el dispositivo.
El algoritmo se fundamentara´ en un modelo formal, el cual tendra´ un conjun-
to de definiciones y reglas que sera´n la base para la construccio´n algor´ıtmica.
En cuanto al modelo formal, se explicara´ mediante una representacio´n ma-
tema´tica el cumplimiento del control de la concurrencia, considerando las
desconexiones que se puedan dar. Como un aporte adicional, el modelo ma-
tema´tico considerara´ la actuacio´n humana dentro del proceso mediante la
representacio´n de un intervalo de tiempo, el cual es variable.
5En el modelo computacional, se llevara´ a cabo la implementacio´n de un
simulador, que sera´ el encargado de crear de forma virtual las situaciones
en donde se den problemas de concurrencia y desconexiones frecuentes.
1.1. Definicio´n del problema
El control de la concurrencia en bases de datos heteroge´neas o para ambientes
distribuidos, se ha constituido en un problema de investigacio´n de gran intere´s
dentro del campo de las ciencias de la computacio´n [2], [5], [8],[9].
Segu´n [10], “una transaccio´n mo´vil es toda aquella transaccio´n que se da
desde un dispositivo mo´vil”. Eso quiere decir que existen diferentes tipos de
posibilidades de que se puedan dar inconvenientes tanto en software como en
hardware al procesar las transacciones.
Como se menciona en [3], dentro de un entorno de dispositivos mo´viles existe
una gran problema´tica por solucionar, ya que cada estacio´n mo´vil puede
actualizar en forma simulta´nea los datos, incurriendo as´ı en la inconsistencia
de estos.
Las transacciones mo´viles pueden gestarse bajo una serie de condiciones que
producen la inconsistencia de los datos. Por otra parte, para [2], los entornos
de bases de datos distribuidas que utilizan los ambientes mo´viles presentan
una serie de incovenientes que son objeto de estudio: la variabilidad del ancho
de banda, la reduccio´n del espacio de almacenamiento, las desconexiones
frecuentes, la fuente de alimentacio´n baja de las bater´ıas, etc.
Es por este motivo, como se ha mencionado previamente, que los autores
citados dejan en claro que las desconexiones frecuentes y todo lo que implica
su administracio´n constituyen un problema que esta´ siendo estudiado no solo
por su impacto dentro de la administracio´n de las transacciones, sino por-
que existe inconsistencia de datos muy evidentes, sobre todo cuando dichas
desconexiones se dan de una manera constante, como suele pasar en nuestro
pa´ıs con la red de telefon´ıa celular de empresas que ofrecen estos mismos
servicios.
Los algoritmos conservadores resuelven el problema del control de la concu-
rrencia, cuando se trata de los DBMS3. Sin embargo, estas propuestas no
resuelven de una forma eficiente el control de la concurrencia cuando se trata
3Sistema Administrador de Bases de Datos (del ingle´s Data Base Management System).
6del procesamiento de base de datos distribuidas en contextos mo´viles ya que
emplean algoritmos conservadores que presentan bloqueos que no son muy
adecuados para los ambientes distribuidos.
Por su parte, existen otras propuestas que s´ı resuelven el problema del control
de la concurrencia contemplando las desconexiones frecuentes de una manera
no conservadora, pero que en realidad por la tecnolog´ıa que requieren es dif´ıcil
su implementacio´n en Costa Rica. Tal es el caso de ECHO4[11] y BUC5 [12].
Estas propuestas sera´n explicadas con detalle en el Cap´ıtulo 4.
Con base en la problema´tica planteada, es que nace la siguiente pregunta de
investigacio´n:
¿Que´ caracter´ısticas debe tener un modelo h´ıbrido para el manejo del control
de la concurrencia en ambientes mo´viles, tomando en cuenta las desconexio-
nes frecuentes?
1.2. Justificacio´n
La investigacio´n se considera pertinente, ya que contribuir´ıa a garantizar el
control de la concurrencia en ambientes mo´viles tomando en consideracio´n
desconexiones frecuentes. Por desconexio´n se entiende la condicio´n que se
presenta cuando un equipo mo´vil es incapaz de comunicarse con algunos
o todos los puntos de la red. A pesar del gran auge que han tenido las
redes inala´mbricas, au´n siguen presentando una gran desventaja: son menos
confiables que las redes cableadas.
De acuerdo con [13] se estima que la tasa de error de las redes cableadas
presenta una magnitud de 10 10 por 10 4 de su contraparte inala´mbrica, lo
que propicia que de cada megabit transmitido, un kilobit sera´ erro´neo.
Es importante resaltar que en nuestro pa´ıs las empresas que ofrecen servicios
de telefon´ıa celular presentan una red de telecomunicacio´n con problemas
en la sen˜al a lo que se le an˜ade lo irregular de nuestros suelos y formas de
nuestros valles, llanuras, montan˜as, etc.
La razo´n ma´s importante del planteamiento que se sugiere es que no hay
al d´ıa de hoy una investigacio´n hecha en este campo en nuestro pa´ıs cuyas
4Me´todo de Control de Concurrencia (del ingle´s Concurrency Control Method).
5Broadcasted and Updated Cycles.
7caracter´ısticas este´n basadas en el no uso de cerrojos ni de abortos, consti-
tuye´ndose as´ı en una investigacio´n novedosa para Costa Rica, siendo la ma´s
beneficiada toda aquella poblacio´n que utiliza algu´n dispositivo mo´vil y que
se ve afectada por las desconexiones frecuentes. Otra razo´n importante del
porque´ se puede considerar relevante la investigacio´n, es que cada d´ıa que
pasa ma´s costarricences se suman a utilizar en sus diferentes actividades los
dispositivos mo´viles, ya que les permite acceder a informacio´n de forma re-
mota y concurrente, sin validar el correcto manejo transaccional que se debe
tener para asegurar la concurrencia tanto de las transacciones que se esta´n
dando con el dispositivo como fuera de este.
La importancia del acceso cuando sea y donde sea segu´n [8], se ha vuelto
una realidad y una necesidad. Pa´ıses como Japo´n, Alemania y China utilizan
la tecnolog´ıa mo´vil como parte de sus vidas cotidianas facilitando de esta
manera la realizacio´n de actividades diarias, ya que no necesitan estar f´ısi-
camente en los lugares donde deben efectuar las tareas sino que lo pueden
hacer donde tengan conectividad.
Es por este motivo que nuestro pa´ıs va cada d´ıa ma´s hacia un desarrollo
similar y varios son los proyectos que se desean culminar haciendo uso de
la tecnolog´ıa mo´vil. As´ı por ejemplo realizar el pago de servicios ba´sicos
como agua, luz, electricidad y telefon´ıa, por medio de sistemas que este´n
ejecuta´ndose en Internet dentro de las plataformas mo´viles son casos de su
posible aplicacio´n.
Sin embargo, nuestra red de telefon´ıa mo´vil ha presentado una serie de de-
ficiencias en cuanto a la sen˜al brindada, a tal punto que segu´n la ubicacio´n
donde se encuentre un ciudadano no existe sen˜al o bien ocurren desconexio-
nes frecuentes, de ah´ı que ante la necesidad de proporcionar un control de
concurrencia de los datos es que ser´ıa muy u´til desarrollar una investigacio´n
como la propuesta.
81.3. Objetivos
A continuacio´n se describen los objetivos: general y espec´ıficos de la investi-
gacio´n.
1.3.1. General
Proponer un modelo para el manejo del control de la concurrencia en am-
bientes mo´viles considerando desconexiones frecuentes.
1.3.2. Especı´ficos
Identificar y comparar los principales algoritmos que resuelven el pro-
blema del control de la concurrencia en ambientes mo´viles.
Crear un modelo formal que resuelva el problema del control de la con-
currencia en ambientes mo´viles considerando desconexiones frecuentes.
Crear un modelo algor´ıtmico que resuelva el problema del control de
la concurrencia en ambientes mo´viles considerando desconexiones fre-
cuentes.
Disen˜ar e implementar el modelo algor´ıtmico planteado considerando
desconexiones frecuentes.
Evaluar el algoritmo que resuelve el problema del control de la concu-
rrencia en ambientes mo´viles considerando desconexiones frecuentes.
1.4. Antecedentes
Seguidamente, se presentan algoritmos que resuelven tanto el problema del
control de la concurrencia u´nicamente como los que lo hacen contemplando
las desconexiones frecuentes.
1.4.1. El problema de la concurrencia en ambientes mo´viles
El control de la concurrencia es una de las ma´s importantes maneras de
administrar las transacciones que se ejecutan d´ıa con d´ıa en diferentes dispo-
sitivos en general y mo´viles en particular. La mayor´ıa de los algoritmos que
9resuelven el control de la concurrencia se basa en tres mecanismos: locking
y timestamps los cuales consisten en establecer bloqueos sobre el esquema o
tabla de la base de datos a utilizar (locking), as´ı como estampillas de tiempo
(timestamps) para garantizar un orden sobre las solicitudes que se llevan a
cabo sobre cualquier esquema o tabla de la base de datos por parte de un
dispositivo mo´vil. El problema radica en que esos mecanismos resuelven el
control de la concurrencia, pero en historias locales; sin embargo, en ambien-
tes distribuidos con historias globales no trabajan tan eficientemente ya que
los dispositivos se ven afectados cuando por ejemplo se bloquea un esquema o
tabla y se hace en forma general, sin considerar aquellas transacciones que no
forman parte de un problema de concurrencia para un escenario espec´ıfico.
Una primera propuesta es [3], en donde se trabaja el esquema AVI, el cual
maneja como solucio´n al problema la invalidacio´n del cache´. Este consiste en
evitar el mecanismo de bloqueo tradicional que se ha empleado por error en
los entornos mo´viles. Segu´n [5], la movilidad y las desconexiones frecuentes
han hecho que los me´todos tradicionales no sean eficientes en este contexto.
A su vez, otras propuestas que garantizan el control de la concurrencia en
ambientes mo´viles utilizando mecanismos tradicionales son los siguientes [8]:
Forced Conflicts Under Full Autonomy plantea que para alcanzar la seriali-
zacio´n global es necesario el uso de etiquetas, consideradas como ı´tems. El
objetivo del uso de etiquetas es poder establecer un orden a la hora de llevar
a cabo las transacciones tanto de conflictos directos como de conflictos indi-
rectos as´ı como de transacciones locales y globales. La principal desventaja
de este algoritmo es que en muchas ocasiones conduce a numerosos abortos,
dado el uso de pol´ıticas conservadoras que provocan baja concurrencia.
Site Graph Algorithm plantea pol´ıticas conservadoras al igual que el caso
anterior. Esta´ basado en el uso de grafos no dirigidos para poder llevar a cabo
transacciones concurrentes. Cuando ocurre algu´n conflicto, la transaccio´n
entra en un delay hasta que se termine el ciclo en el grafo. Al igual que
el anterior, e´ste sufre de baja concurrencia, ya que un ciclo en el grafo no
necesariamente indica un conflicto.
Locking Schemes plantea que la mayor´ıa de los sistemas de bases de datos
hace uso de este algoritmo para el control de la concurrencia a nivel de sitios
locales. Esta´ basado en la estrategia de bloqueos o cerrojos. El problema de
esta estrategia radica en que cuando se producen bloqueos a nivel global,
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estos pueden afectar tambie´n a nivel local y producir problemas en mu´ltiples
sitios, provocando as´ı que se reduzca tanto la carga u´til, a ambos niveles.
V-Lock representa un ejemplo de algoritmo de pol´ıtica no conservadora, el
cual plantea el uso de tablas de bloqueo globales al tener un wait-for-graph
global, utilizado para resolver potenciales bloqueos globales. Una de las des-
ventajas de este algoritmo radica en que se ve afectado por el overhead de la
red, es decir, por la baja tasa de transferencia. Por otra parte, esta´ capacitado
para poder regular la frecuencia de las sen˜ales en la comunicacio´n. Trabaja
con respuestas ack por cada una de las transacciones que han sido llevadas
a cabo en forma satisfactoria y es considerado un grafo dirigido, en donde
cada uno de sus nodos representa las transacciones. La misio´n del algoritmo
es detectar ciclos haciendo uso del wait-for-graph. La pol´ıtica que utiliza es
la de profundidad primero (DFS6).
Otras propuestas que resuelven el problema del control de la concurrencia se
desarrollan en [14], [15], [16], [17].
1.4.2. El problema de la concurrencia en ambientes mo´viles enfoca-
do en desconexiones frecuentes
Segu´n [18], un ambiente de computacio´n mo´vil usualmente se caracteriza por
las desconexiones frecuentes. Las desconexiones frecuentes pueden aumentar
la probabilidad de que las transacciones se pierdan o bien produzcan bloqueos
innecesarios que bajan el redimiento transaccional de las operaciones globales
en los diferentes sistemas de bases de datos.
As´ı por ejemplo, si una transaccio´n esta´ esperando un recurso que lo ten´ıa
otra transaccio´n que se encuentra en estado de desconexio´n, un buen algo-
ritmo deber´ıa permitir que el administrador de transacciones abortara las
transacciones en estado de desconexio´n. Es importante recordar que estra-
tegias tales como: locking, optimism y time-stamp tradicionalmente se han
aplicado en ambientes distribuidos pero no han dado buenos resultados por
ser estrategias conservadoras en los ambientes mo´viles, ya que se trata de
entornos externos y distribuidos.
Por otro lado, el me´todo ECHO propuesto en [11] es un ejemplo de protocolo
para el control de la concurrencia en entornos distribuidos. Esta´ basado en
6Bu´squeda en Profundidad Primero (del ingle´s Depth-first Search)
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la te´cnica Information Broadcasting, que se puede resumir en las siguientes
caracter´ısticas:
Trabaja muy bien cuando la cantidad de sitios que sera´n accesados es
muy grande.
Cuanta mayor cantidad de informacio´n haya mejor es su desempen˜o.
Esta´ basada en mayor control de la concurrencia ante la re´plica de los
datos en diferentes bases de datos.
Esta´ compuesto, principalmente, por sitios broadcaster, sitios de usua-
rios finales y sitios intermedios.
El e´xito del protocolo ha radicado en el uso del Information Broadcasting,
conjuntamente con la idea de poder limitar el nu´mero de sitios que esta´n en
actualizacio´n, sin caer en bloqueos que pueden ser estrategias innecesarias
y conservadoras. Esto no ser´ıa posible si solamente se utilizara la red de
comunicacio´n convencional. Otro de los aspectos importantes del me´todo es
que toma en cuenta la recepcio´n de posibles fallos, o sea, que toma en cuenta
las desconexiones frecuentes.
En este framework se encuentran los tres servidores de datos, los cuales son
el sitio de broadcaster, el cual se encarga de enviar un mensaje broadcast a
otros servidores. A su vez, el servidor de broadcaster para usuarios finales e
intermedios facilita el uso de cache´ que utiliza el contenido broadcast.
Dentro de las limitaciones se encuentran las de los usuarios finales, los cua-
les tienen bastante limitada la capacidad cuando el contenido del broadcast
necesita ser modificado o editado, para llevar a cabo re´plicas sobre los sitios
intermedios. Las re´plicas mencionadas requerira´n de control de concurrencia
para as´ı poder evitar mu´ltiples versiones del mismo objeto broadcaster.
Dentro de los elementos que presenta la informacio´n esta´n: multimedia con
texto, v´ıdeo o gra´ficos, sonidos o hiperlinks creados y editados por mu´ltiples
autores posiblemente en diferentes sitios. Debe estar disponible para prolon-
gadas lecturas.
La idea ba´sica del algoritmo es similar al Optimistic. El me´todo permite ac-
tualizar transacciones que sera´n invocadas independientemente en cualquier
sitio actualizador sobre cualquier re´plica. Con el fin de evitar inconsistencias
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en la actualizacio´n, la operacio´n de actualizacio´n no llega hasta un estado de
commit. Al igual que otros algoritmos, se hace uso del timestamp con el fin
de validar si es posible o no poder llevar a cabo la actualizacio´n.
El me´todo ECHO no se basa en algoritmos de control de la concurrencia
fuertes, tales como el algoritmo de dos fases, ya que e´stos son realmente
eficientes en contextos en donde la cantidad de informacio´n no sea mucha, ya
que la cantidad de bloqueos que se producira´ sera´ realmente impresionante
segu´n cambie la cantidad de sitios. Es por este motivo que el me´todo ECHO
hace uso de modelos de consistencia de´biles, los cuales permiten un cierto
nivel asincro´nico y no requieren estar causando cerrojos o bloqueos por cada
actualizacio´n que se ejecute sobre los sitios.
El broadcasting en ECHO es parte del intercambio de mensajes con el fin
de coordinar las transacciones de actualizacio´n. A diferencia de los me´todos
tradicionales, los cuales u´nicamente esta´n basados en comunicacio´n con la
red, este me´todo si da soporte a sitios de actualizacio´n grandes. Esta´ basado
en broadcasting, te´cnica que permite que los mensajes puedan ser recibidos
por ma´s de un sitio al mismo tiempo.
Otra propuesta es BUC, el cual segu´n [12], es un ejemplo exitoso donde se
resuelve el problema del control de la concurrencia en ambientes mo´viles y, a
diferencia de los modelos tradicionales, s´ı tiene mejor rendimiento en lo que
respecta a desconexiones frecuentes.
La propuesta BUC se caracteriza por la te´cnica de Broadcast and Updated
Cycles, la cual trabaja mediante ciclos de actualizacio´n de mensajes, algo
similar a ECHO, haciendo uso de una te´cnica denominada Data Broadcast.
Adema´s, es importante sen˜alar que resuelve los problemas de consistencia que
se dan durante el proceso de broadcast y administra el overlap actualizando
los data items en el servidor. Esta´ basada en la arquitectura data cycle, la cual
es propuesta para ambientes broadcast. Se fundamenta en que no es posible
lograr la misma eficiencia en modelos tradicionales de control de concurrencia
como lo es 2PL, principalmente por los bloqueos que no vienen al caso en
situaciones como desconexiones frecuentes y bajo ancho de banda.
Esta propuesta permite controlar mejor los abortos y evitar los bloqueos que
hacen que se cree un gran overhead. Otros me´todos empleados son el uso de
logs de invalidacio´n, el uso de grafos y los me´todos de invalidacio´n en general.
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La principal caracter´ıstica de BUC consiste en dar un tiempo de respuesta
eficiente en relacio´n con la carga u´til y reducir el overhead de la actualizacio´n
de las transacciones. A diferencia de los me´todos tradicionales, BUC si da un
mejor soporte a problemas causados por la red, tales como las desconexiones
frecuentes.
Una tercera propuesta es planteada por [18] en donde se expone el caso
del protocolo Check-Out/Check-In que soporta ambientes con desconexiones
frecuentes. En dicho protocolo se explica que los recursos de las estaciones
mo´viles son limitados y que necesariamente hay que estar solicitando recursos
al servidor. El problema se da ba´sicamente cuando se esta´ en periodo de
desconexio´n, cuando el protocolo guarda en cola las transacciones que estaban
en estado de desconexio´n y luego las actualiza en su base de datos sobre el
servidor que esta´ repara´ndose. Lo anterior lo hace basado en los datos de la
cola Check-In.
Las propuestas anteriores comparten el hecho de resolver el problema del
control de la concurrencia tomando o considerando las desconexiones fre-
cuentes. El problema que presentan estas propuestas, es que esta´n disen˜adas
o dirigidas a pa´ıses con un alto nivel de desarrollo y con menos problema´tica
en cuanto a la red de telefon´ıa y telecomunicaciones como las que tenemos
en Costa Rica. Situacio´n que complica no solo su implantacio´n en nuestro
pa´ıs sino tambie´n su adecuado uso. Es por este motivo, que personalizar una
solucio´n a la problema´tica planteada en esta investigacio´n es lo ma´s adecua-
do para garantizar el adecuado desempen˜o dentro de un contexto como el
nuestro.
Con respecto a la organizacio´n del resto del documento, se hizo de la siguiente
manera: el Cap´ıtulo 2 corresponde al Marco Teo´rico, donde se desarrollara´ la
teor´ıa necesaria para el entendimiento del problema; dentro de los apartados
esta´n: dispositivos mo´viles, control de la concurrencia en dispositivos mo´viles,
MDBMS y ventajas y desventajas de propuestas algor´ıtmicas que resuelven
el problema del control de la concurrencia. Cap´ıtulo 3, Metodolog´ıa, donde
se explica la forma en que se alcanzara´n los objetivos. Cap´ıtulo 4, se lleva a
cabo un ana´lisis comparativo entre los principales algoritmos que resuelven el
problema del control de la concurrencia en ambientes mo´viles. Cap´ıtulo 5 co-
rresponde al modelo Formal y Computacional; en esta seccio´n se presentara´ la
base matema´tica y algor´ıtmica que sustenta el nuevo modelo. En el Cap´ıtulo
6 denominado Disen˜o Experimental, se describen los experimentos llevados
a cabo as´ı como las me´tricas utilizadas para la evaluacio´n del desempen˜o del
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modelo. Por otra parte, en el Cap´ıtulo 7 se estudia el Ana´lisis de Resultados,
que corresponde al apartado donde se discute sobre los resultados obtenidos
respecto al modelo planteado y los otros modelos ya existentes. Finalmente,
en el Cap´ıtulo 8 se presentan las conclusiones del trabajo, as´ı como las l´ıneas
futuras para desarrollar tesis o trabajos de investigacio´n sobre el tema.
Capı´tulo2
MARCO TEORICO
Para desarrollar la propuesta de la presente investigacio´n, fue necesaria la
recopilacio´n bibliogra´fica de algunos autores que han investigado en el cam-
po de los dispositivos mo´viles, as´ı como del control de la concurrencia. A
su vez, se caracterizara´n algunas de las propuestas de algoritmos que han




Una posible definicio´n de los dispositivos mo´viles es: “...Los agentes mo´viles
son aquellos que son capaces de trasmitirse ellos, tanto el programa como
el estado de los atributos, a trave´s de una red de computadoras”[4]. Estos
dispositivos interactu´an dentro de un ambiente mo´vil, el cual involucra el
acceso de informacio´n a trave´s de conexiones inala´mbricas [1].
A su vez, el acceso de la informacio´n en esta clase de dispositivos debe darse:
“...en cualquier momento y a donde sea”[1]. Segu´n la frase anterior, el acceso
a la informacio´n en los dispositivos mo´viles no tiene un lugar fijo, ni un
momento determinado, lo cual implica mayor dificultad en el control de la
concurrencia, ya que se presentan muchas interrupciones que pueden causar
la inconsistencia de los datos. La forma de acceso a la informacio´n es muy
similar a la de la tecnolog´ıa de bases de datos distribuidas, donde el entorno
distribuido juega un papel indispensable.
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La idea del uso de las terminales mo´viles radico´ ba´sicamente en la sustitucio´n
de los RPC,1, los cuales presentan una gran limitante y es que dados dos pro-
cesos como se aprecian en la Figura 2.1 seccio´n (a), cuando se comunican un
cliente y un servidor a trave´s de la red, si el proceso cliente env´ıa un mensaje
al proceso servidor y este no lo contesta, entonces el proceso cliente quedara´
indefinidamente esperando a que el proceso servidor lo haga, lo cual podr´ıa
resultar bastante caro en relacio´n con tiempo y costo de procesamiento.
Figura 2.1: Modelo de RPC vs Modelo dispositivos mo´viles [1]
1Llamados a Procedimientos Remotos (del ingle´s Remote Procedure Call)
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En la Figura 2.1 seccio´n (a), se aprecia el cla´sico modelo cliente-servidor
basado en RPC, en donde un proceso cliente trasmite informacio´n o datos a
trave´s de la red a la plataforma donde esta´ el proceso servidor.
Por otra parte, en el caso de la Figura 2.1 seccio´n (b), en vez de invocar un
me´todo, se env´ıa un programa el cual interactuara´ con el proceso del lado
del servidor, compartiendo el mismo espacio de direccio´n.
De esta manera, cuando el dispositivo ha terminado las interacciones, este
retorna al cliente como se ilustra en la Figura 2.1 seccio´n (b), con el resultado
requerido, haciendo un uso mucho ma´s eficiente de los recursos de la red que
el del modelo cla´sico. Lo anterior favorecera´ enormemente el buen desempen˜o
del dispositivo, debido a que estos dispositivos tienen grandes problemas en
lo que respecta al env´ıo de la informacio´n por el ancho de banda y la latencia
de la red, en un momento de mucho tra´fico de paquetes.
Es as´ı como el modelo que emplea agentes, Figura 2.1 seccio´n (b), solamente
ocupara´ la red cuando se requiera enviar el agente de la plataforma donde
este´ el recurso, y cuando haya terminado la o las tareas que se asignaron
corresponder´ıa su devolucio´n a la plataforma desde donde se envio´ original-
mente.
El modelo de los agentes mo´viles es mucho mejor que el de RPC, ya que
permite que dispositivos mo´viles tales como: hand-held, palm y smartphones
no gasten tanto recurso al hacer los llamados en forma remota, sino que el
agente este´ ya sea del lado del cliente o del servidor segu´n se requiera [4].
En el caso de los agentes mo´viles, se trasmite tanto el agente como el estado
del programa conjuntamente con el contador de programa [4]. Este u´ltimo se
utiliza para que el agente sepa do´nde quedo´ la u´ltima vez.
2.1.2. Caracterı´sticas de los dispositivos mo´viles
A continuacio´n se presenta un resumen de las principales caracter´ısticas de
un dispositivo mo´vil.
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Cuadro 2.1: Caracter´ısticas de los dispositivos mo´viles [4]
Caracter´ıstica Descripcio´n
Interoperabilidad heteroge´nea Software y hardware heteroge´neos
Transacciones y control de concurrencia Se basa en el principio ACID
Distribucio´n transparente Debe ser portable e interoperable
Representacio´n transparente Diferentes nombres y formatos
Bu´squeda Inteligente y navegacio´n de Datos Interfaces y bu´squedas eficientes
Localizacio´n transparente Datos transparentes para usuarios
Dependencia de la localizacio´n Datos dependientes del usuario o sistema
Soporte a conexiones de´biles y desconexiones Constante acceso a los datos
Serializacio´n Estados de las variables del mo´vil
Ejecucio´n local y remota Lugar y caracter´ısticas del agente
Seguridad Vulnerabilidad, latencia y procesador
Cambios constantes Constantes cambios remotos
Dentro de las caracter´ısticas fundamentales de los dispositivos esta´n: inter-
operabilidad, localizacio´n, bu´squeda inteligente y navegacio´n, serializacio´n,
ejecucio´n local y remota. Dichas caracter´ısticas son de gran importancia en
contextos en los que se necesita una comunicacio´n remota con el fin de llevar
a cabo tareas transaccionales.
2.1.3. Arquitectura de las redes de dispositivos mo´viles
Segu´n [2], una red de dispositivos mo´viles es vista como un conjunto de
elementos que interactu´an entre si. Dentro de estos elementos, se tienen como
principales: Mobile Host y Fixed Host. El Mobile Host, corresponde a la
estacio´n mo´vil de trabajo, mientras que el Fixed Host corresponde al servidor
o web service encargado de procesar las solicitudes hechas por las estaciones
de trabajo.
A continuacio´n se presentan un esquema que resume la iteracio´n entre el
Mobile Host y Fixed Host.
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Figura 2.2: Arquitectura de un red mo´vil [2]
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2.1.4. Tipos de dispositivos mo´viles
Ba´sicamente se manejan dos tipos: los estacionarios y los mo´viles. Para efec-
tos de la investigacio´n, se explicara´n en detalle los mo´viles o en movimiento
[1]. Los dispositivos mo´viles deben ser capaces de adaptarse a las condicio-
nes de cambio [1]. Dentro de esas condiciones de cambio se pueden citar las
siguientes:
El ambiente de red.
Los recursos disponibles de la aplicacio´n.
Es importante destacar que la autonomı´a del dispositivo y la dependencia ha-
cia el servidor del cual obtiene la informacio´n es cr´ıtica, ya que pueden existir
factores que ocasionen problemas en el manejo del control de la concurrencia,
como lo son:
Las frecuentes desconexiones de la red.
El bajo ancho de banda.
Las restricciones de poder.
Dado que el ambiente es cambiante en los dispositivos mo´viles, las aplica-
ciones deben adaptarse al nivel de soporte que puedan brindar sistemas es-
tacionarios como los servidores. El concepto de mo´vil implica mucho ma´s
diversidad de rangos y cantidades de acceso a datos [1]. Por lo tanto, los
ambientes remotos deben acceder informacio´n que se encuentra localizada en
diferentes gestores de base de datos, lo cual dificulta no solo su procesamiento
sino tambie´n su control.
Al igual que los sistemas mo´viles, los sistemas administradores de base de
datos distribuidas presentan una capa para un sistema global la cual permite
el acceso distribuido a mu´ltiples y preexistentes sistemas de bases de datos
locales. De ah´ı la importancia de tener que serializar el control de la concu-
rrencia en un ambiente como el descrito anteriormente, ya que aunque haya
un buen manejo del control de la concurrencia en relacio´n con los sistemas
de bases de datos locales, si no se serializa nada garantiza que se mantenga
la concurrencia de los datos, ya que la historia local estar´ıa desfasada de la
historia global.
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Los MDBMS2 son los que permiten el acceso a largas cantidades de da-
tos sobre un medio inala´mbrico. El acceso a los datos por parte de mu´ltiples
usuarios ocasiona que haya que administrar concurrentemente las transaccio-
nes. La importancia de los MDBMS es que permiten lograr una coordinacio´n
adecuada entre el sistema global y cada uno de los sistemas administrado-
res locales, permitiendo as´ı mantener el control de la concurrencia en forma
adecuada y que tanto el software como el hardware de diferentes sistemas
locales sean transparentes para el usuario. Cada uno de los sistemas locales
presenta un esquema de integracio´n [1], el cual permite una vista lo´gica y
global de la informacio´n.
2.1.5. A´rea de aplicacio´n
Dentro de las a´reas de aplicacio´n de los dispositivos mo´viles se tienen las
siguientes: telefon´ıa celular para comunicacio´n, transportes de trenes y ae-
roplanos que comunican datos locales con sistemas supervisores, as´ı como el
acceso a informacio´n Web ya sea para uso personal o de negocios, entre otros
[19].
2.2. El control de la concurrencia
2.2.1. Definicio´n
El control de la concurrencia se puede definir como el proceso que:
“...coordina las operaciones de mu´ltiples transacciones que operan en paralelo
y acceden datos compartidos” [1].
“El control de la concurrencia se usa como significado de incremento de la
carga u´til y reduce el tiempo de respuesta” [1].
En el caso de los dispositivos mo´viles, el acceso compartido entre datos se
vuelve una tarea dif´ıcil de controlar, ya que se tienen diferentes sistemas
administradores de bases de datos a nivel local con datos que pueden variar
de un sistema local a otro.
2Sistema Administrador de Bases de Datos Mo´vil (del ingle´s Mobile Data Base Mana-
gement System)
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2.2.2. El modelo transaccional mo´vil
El modelo transaccional mo´vil se caracteriza por tener transacciones tanto
locales como globales. Las transacciones locales son las que pertenecen a los
sistemas administradores de bases de datos locales, mientras que las globales
son aquellas que no esta´n espec´ıficamente en un sistema administrador, sino
que pertenecen a todos.
En la Figura 2.3 se representa el modelo local, el cual para lograr el control
de la concurrencia utiliza una serie de colas (CPU, IO, Comunicacio´n) que
permiten la administracio´n de los recursos por parte del Sistema Operativo.
La salida de las colas anteriores conduce a mensajes que son enviados a un
sistema global para el manejo de transacciones globales.
Es importante rescatar que los modelos locales reciben transacciones del mo-
delo global como se aprecia en la Figura 2.4, y estas son conducidas a una
cola de transacciones listas y activas.
Finalmente, otro de los aspectos de importancia de este sistema radica en
el manejo de los bloqueos mediante el uso de colas de inicio y de bloqueo
respectivamente, garantizando de esta manera administrar las transacciones
que esta´n en estado de bloqueo.
A su vez, la Figura 2.4 permite interpretar que cada sistema administrador
de bases de datos local tiene su propia administracio´n del control de la con-
currencia. Ahora bien, tanto el sistema global como el local se intercambian
informacio´n como se ha mencionado, siendo esta informacio´n (transacciones)
el objeto de estudio de la presente investigacio´n, espec´ıficamente cuando ocu-
rren las desconexiones frecuentes. En el modelo global, las transacciones de
los MDBMS locales se constituyen en las entradas mediante mensajes en el
modelo global. Para una mejor administracio´n del modelo se tiene un pla-
nificador, el cual administra las operaciones: write, read, commity abort. El
planificador, recibe transacciones tanto de la cola de activos como de la de
listos.
El esquema o modelo global opera de manera similar que el local, siendo
de mucho ma´s dif´ıcil administracio´n el control de la concurrencia ya que se
deben sincronizar las transacciones locales de cada MDBMS.
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Figura 2.3: Esquema de transacciones locales [1]
Es importante destacar el hecho de que los manejos locales y globales son
diferentes, que no es lo mismo el manejo del control de la concurrencia en las
transacciones globales que las locales, ya que la historia global es ma´s dif´ıcil
de serializar que las locales y estas u´ltimas poseen un sistema administrador
propio.









Cada vez que un dispositivo mo´vil env´ıa una transaccio´n a la base de datos,
e´sta es dividida en otras subtransacciones, las cuales pueden ser transacciones
locales dentro de una historia global. Por otra parte, tenemos los MDAS 3,
encargados de proveer acceso global sin requerir un conocimiento preciso del
acceso local; as´ı el sistema podra´ procesar una consulta de usuario en sus
propios te´rminos.
3Sistema de acceso mo´vil de datos (del ingle´s Mobile Data Access System)
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Segu´n [19], cada subtransaccio´n mo´vil incluye una o ma´s transacciones glo-
bales. Cada una de las transacciones globales representa transacciones locales
con sus propios recursos. Para un MDBMS local, las subtransacciones globa-
les son tratadas como cualquier otra transaccio´n local [19].
Las transacciones son manejadas en una estructura de datos conocida como
a´rbol, en donde la transaccio´n de la ra´ız es la que se conoce como la transac-
cio´n de ma´s alto nivel por ser la que esta´ en el nivel ma´s arriba, es decir, en
el nivel cero. Las dema´s transacciones son conocidas como subtransacciones.
Al igual que los a´rboles convencionales, los niveles ma´s bajos corresponden
a las hojas, que son aquellos nodos que no tienen subtransacciones. El hijo
del mismo padre se conoce como siblings.
2.2.3. La administracio´n transaccional y el control de la concurren-
cia
El modelo del control de la concurrencia debe satisfacer las propiedades
ACID4, que corresponden a: Atomicidad, Consistencia, Aislamiento y Dura-
bilidad [1]. Uno de los principales problemas de este modelo en el contexto de
los ambientes mo´viles es que se hace dif´ıcil mantener la autonomı´a ya que las
operaciones locales esta´n fuera de control del sistema global. La desventaja
es que se pueden producir grandes desfases, frecuentes abortos, inconsisten-
cias y cerrojos segu´n del protocolo que se seleccione. Otro de los aspectos
por contemplar es que el esquema de administracio´n de transacciones de un
MDBMS deber´ıa garantizar correctitud bajo todas las circunstancias [1], es
decir que la integridad de los datos se mantenga y esto se logra mediante el
control de la concurrencia.
Un protocolo efectivo de control de la concurrencia deber´ıa entonces poder
procesar correctamente y simulta´neamente aquellas transacciones mu´ltiples
[1].
El control de la concurrencia en sistemas de bases de datos heteroge´neos se
refiere a la serializacio´n de transacciones tanto globales como locales. Los
sistemas globales tienen informacio´n sobre las transacciones globales, pero
las transacciones locales no son vistas a nivel global [1]. Lo anterior ocasiona
4Atomicidad, consistencia, aislamiento y durabilidad(del ingle´s, atomicity, consistency,
isolation, durability )
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un problema de concurrencia entre la historia local y la historia global; de
ah´ı la importancia de la serializacio´n que contribuye a evitar este tipo de
conflicto.
En cuanto al aislamiento, la forma ma´s simple de implementarlo es correr
solamente un programa al mismo tiempo como se menciona en [20]. Esto
significa que todos los programas sean cortos, que todos los datos este´n cen-
tralizados en la memoria principal y que todos los datos sean accedidos por
un simple procesador.
Las dema´s propiedades son: atomicidad, que se refiere a que deben ser ope-
raciones irreductibles; durabilidad, que se refiere a que durante el proceso
de la transaccio´n debe tener un per´ıodo de tiempo establecido para que se
lleve a cabo la transaccio´n y, finalmente, debe ser consistente, lo cual significa
que los resultados deben prevalecer en el tiempo y no darse inconsistencia de
estos.
2.2.4. El control de la concurrencia en MDAS
La principal diferencia entre los MDAS y los MDBMS es la conexio´n en los
servidores y los clientes a trave´s de un ambiente inala´mbrico y dispositivos
que requieren del acceso a los datos [1]. Sin embargo, ambos entornos proveen
el acceso a datos compartidos globales y en ocasiones as soluciones de MDAS
sirven o se adaptan bien para MDBMS con tan solo contemplar movilidad y
acceso inala´mbrico.
Una transaccio´n consiste en una coleccio´n de operaciones: read(r), write(w),
commit(c) y abort(a) [1].
Los MDAS esta´n conformados por una estructura jera´rquica similar a la de
los MDBMS. Una transaccio´n global puede ser enviada por cualquier nodo
de la jerarqu´ıa, ya sea por un nodo local o por un nodo esquema. Una vez
que la transaccio´n se recibe, esta se dividide en subtransacciones, las cuales
se procesan en una estructura.
Es importante resaltar que la resolucio´n de la coordinacio´n esta´ dada por
un nodo coordinador que es el que contiene la informacio´n y es el encarga-
do de manipular las transacciones globales [1]. A su vez, en los sistemas de
bases de datos distribuidas, existe una tabla que mantiene un cerrojo de las
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transacciones globales hasta que no se haya garantizado que se han serializa-
do en un modelo bastante r´ıgido, el cual ocasiona grandes esperas de otras
transacciones que realmente no tienen por que´ estar bloquedas.
Los MDAS coordinan las transacciones globales sin ninguna informacio´n de
control de ningu´n MDBMS local [1].
2.2.5. El control de la concurrencia en MDBMS
Los sistemas administradores de bases de datos locales son auto´nomos; sin
embargo, la informacio´n sobre la serializacio´n no esta´ disponible a nivel glo-
bal. Los MDBMS debera´n tener una historia serializable para un buen desem-
pen˜o y ejecucio´n de las transacciones concurrentes, lo cual implica que el
orden de las historias locales debe ser consistente con respecto al de la his-
toria global. Los MDBMS requieren atender conflictos directos e indirectos
entre transacciones globales. En los MDBMS, cada una de las transaccio-
nes mo´viles, subtransaccio´n, es etiquetada de acuerdo con el a´rbol donde se
encuentran las transacciones. La consecuencia de violar el orden de las eti-
quetas tanto local como global es un aborto de las transacciones mismas. A
continuacio´n se ofrece un gra´fico como muestra de una transaccio´n mo´vil.
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Figura 2.5: Ejemplo de una transaccio´n mo´vil [1]
Segu´n la figura 2.5, una transaccio´n mo´vil (MT) esta´ compuesta por varias
subtransacciones mo´viles (MST). Cada MST puede operar en una o varias
bases de datos locales. A su vez, cada MST esta´ conformada por una o varias
transacciones globales (GT) y e´stas a su vez de una o varias subtransacciones
globales(GST), ejecutadas en un sitio local.
2.2.6. Leyes del control de la concurrencia
Por otra parte, segu´n [20], la consistencia es la propiedad esta´tica, el control
de la concurrencia es el problema, la serializacio´n es la teor´ıa y el cerrojo es
la te´cnica.
Cada transaccio´n debe verse como un estado consistente, pero puede haber
ocasiones en que se ejecutan concurrentemente y las conductas de algunas
pasan a ser inconsistentes [20].
La primera y la segunda ley de la concurrencia respectivamente son:
La ejecucio´n concurrente deber´ıa no causar malos funcionamientos en
aplicaciones.
La ejecucio´n concurrente deber´ıa no tener bajo rendimiento o mucho
ma´s altos tiempos de respuesta que la ejecucio´n serial.
La mayor parte de los malos funcionamientos se debe a que existen muchos
programas con variedad de respuestas distintas entre muchos procesadores
con muchos almacenamientos de memoria.
El control de la concurrencia es un mecanismo que presenta un alto overhead,
lo cual puede ser bastante costoso [20]. La segunda regla favorece a algoritmos
simples no complejos.
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2.2.7. Las tres dependencias negativas
Los ciclos pueden tomar tres formas gene´ricas, a saber [20]:
Actualizacio´n perdida
Un ejemplo de este caso es: Supo´ngase que dos personas esta´n escri-
biendo un programa juntas, cada una toma una copia del programa y
lo cambia independientemente. Posteriormente se retorna el programa
a la biblioteca de programas; el programa finalizara´ solamente con los
cambios de la primera persona o solo con los cambios de la segunda,
pero no con ambos, perdie´ndose as´ı una de las dos actualizaciones.
Lectura sucia
Continuando con el ejemplo anterior, supo´ngase que la primera persona
instala tentativamente una versio´n del programa en la biblioteca y la
otra la usa. Posteriormente, la primera persona se da cuenta de que
tuvo un error y de que debe corregirlo reversando el cambio y creado
as´ı una nueva versio´n del programa. La lectura antes de llevarse a cabo
el cambio ser´ıa lo que corresponde a una lectura sucia.
Lectura irrepetible
Con base nuevamente en el ejemplo anterior, supo´ngase que la primera
persona hace una lectura de una versio´n 1, mientras ma´s tarde se instala
la versio´n 2 por parte de la segunda persona. Cuando la primera persona
desee volver a hacer una lectura, encontrara´ que la versio´n ha variado,
lo cual no le garantizara´ la consistencia de la lectura. Por ese motivo
se define como irrepetible ya que esa lectura fue u´nica en su momento.
Como se han explicado mediante los ejemplos dados en el apartado anterior,
existen diferentes escenarios de la vida real, en la que se puede dar un proble-
ma de control de concurrencia sobre los datos que esta´n siendo actualizados.
De ah´ı, que el modelo propuesto, no solo debera´ contemplar las actualizacio-
nes perdidas, las lecturas sucias y las lecturas irrepetibles sino cualquier otra
situacio´n que ponga en peligro la concurrencia de los datos y de esta manera
garantice la integridad de los mismos.
A continuacio´n se presenta la metodolog´ıa de la investigacio´n donde se le




En este apartado, se describen las diferentes fases que se siguieron para lograr
el alcance de cada uno de los objetivos planteados, con el fin de proponer el
modelo para el manejo del control de la concurrencia en ambientes mo´viles,
tomando en cuenta las desconexiones frecuentes.
3.1. Primera fase
La primera fase consistio´ en investigar los principales algoritmos que cumpl´ıan
con el manejo del control de la concurrencia en ambientes mo´viles. Esta fase
esta´ ligada al cumplimiento del primer objetivo secundario. La motivacio´n
de haber hecho este ana´lisis previo de los algoritmos ma´s representativos en
el a´rea ha sido poder contar con un cuadro-resumen o sumario el cual se
ha desarrollado en el Cap´ıtulo 4 de la investigacio´n, donde se plantearon las
fortalezas y debilidades de cada uno de los doce algoritmos analizados.
Mediante el ana´lisis de la caracterizacio´n de los algoritmos, lo cuales fueron
divididos en tres categor´ıas: pesimistas, optimistas y conservadores, se toma-
ron como insumo las fortalezas obtenidas y se tomaron muy en cuenta las
debilidades para no plasmarlas en el nuevo modelo.
Como parte del cumplimiento de esta fase se planteo´ como indicador el estu-
dio de un mı´nimo de cinco modelos. Sin embargo, es importante resaltar que
se lograron analizar doce modelos en el contexto del problema del control
de la concurrencia en dispositivos mo´viles. Lleva´ndose a cabo siete estudios




La segunda fase toma como base la primera con el fin de plantear un modelo
tanto a nivel formal como algor´ıtmico. Esta fase esta´ ligada al segundo obje-
tivo secundario y le dio el formalismo matema´tico a la propuesta del modelo.
En el a´mbito formal, se planteo´ el modelo mediante definiciones matema´ticas
relacionadas con las transacciones globales y locales propias de un modelo
transaccional mo´vil. Como secciones, el modelo matema´tico conto´ con: siste-
ma mo´vil, transacciones mo´viles, transacciones locales y globales, conflictos
directos e indirectos, fixed host, mobile host, desconexiones frecuentes y la-
tencia de la red.
Adema´s, se planteo´ el algoritmo que representa la implementacio´n que se
hizo del modelo. La representacio´n algor´ıtmica representa la solucio´n compu-
tacional del problema planteado. En este caso, se disen˜o´ tanto una solucio´n
algor´ıtmica para el cliente como para el servidor, con la diferencia que el
servidor es el que contiene el monitor, el cual valida si existe o no problema
transaccional a la hora de revisar las historias globales correspondientes a
todas las transacciones locales de cada uno de los dispositivos.
3.3. Tercera fase
Se analizo´ e implemento´ un simulador tomando la implementacio´n algor´ıtmi-
ca y matema´tica planteada en la segunda fase. Esta fase esta´ ligada al tercer
objetivo secundario de la investigacio´n y tiene como principal resultado el
simulador que resuelve el problema planteado.
Para lograr el objetivo planteado en esta fase, fue necesaria la implementacio´n
en el lenguaje de programacio´n Java, espec´ıficamente en el ambiente Android
de los algoritmos planteados en la segunda fase. En relacio´n con la imple-
mentacio´n, se empleo´ el modelo cliente-servidor hilado y la virtualizacio´n de
simuladores de celulares. Ver Anexo.
3.4. Cuarta fase
Con el fin de evaluar el desempen˜o del simulador, fue necesario el plantemien-
to de un disen˜o experimental, donde se definieron me´tricas de evaluacio´n de
desempen˜o (ver Cap´ıtulo 6) as´ı como un modelo estad´ıstico para analizar los
33
resultados (ver Cap´ıtulo 6). Esta fase esta´ relacionada con el cuarto objetivo
secundario cuyo producto esperado es la evaluacio´n del desempen˜o del simu-
lador desarrollado. Con el objetivo de cumplir con la evaluacio´n propuesta se
llevo´ a cabo un benchmarking (ver Cap´ıtulo 6) entre el algoritmo propuesto
y uno de los algoritmos del estudio planteado (ver Cap´ıtulo 4). Tambie´n se
llevo´ a cabo un ana´lisis u´nicamente sobre el algoritmo propuesto que inclu´ıa:
tiempo promedio de commit, tasa de transacciones en conflicto y tasa de
transacciones sin conflicto. La evaluacio´n de estos dos tipos de evaluaciones
de desempen˜o se encuentran detalladas en el Cap´ıtulo 7.
Es importante resaltar que esta metodolog´ıa fue iterativa, por lo que las fases
1, 2, 3 y 4 se ejecutaron de forma secuencial hasta lograr el cumplimiento del
objetivo general, es decir buscando lograr la eficacia del modelo. A su vez,
los pasos 5,6, 7 y 8 se utilizaron con el fin de optimizar el resultado obtenido,
es decir alcanzar eficiencia en el resultado del modelo.
Como se puede apreciar en la Figura 3.1, tanto para los pasos de construccio´n
como de optimizacio´n del modelo siempre, se siguio´ la estrategia de seguir
al paso anterior en el caso de la optimizacio´n y de avanzar al paso siguiente
en el caso de la bu´squeda de la solucio´n; Lo cual permitio´ ir del ana´lisis
preliminar de los estudios hasta la evaluacio´n de los resultados obtenidos
relacionados con la comparacio´n computacional y la evaluacio´n de desempen˜o
de la solucio´n obtenida.
A continuacio´n se presenta el ana´lisis comparativo entre los estudios que
resuelven el problema del control de la concurrencia. En este ana´lisis se le
explicara´ al lector las ventajas y desventajas de los diferentes modelos estu-
diados, los cuales han sido lo que han servido como base para el planteamiento
de la nueva propuesta formal y algor´ıtmica.
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Figura 3.1: Metodolog´ıa de la investigacio´n
Capı´tulo4
ANALISIS COMPARATIVO
A continuacio´n, se presenta un ana´lisis comparativo entre diferentes algorit-
mos que resuelven el control de concurrencia en el contexto de ambientes
mo´viles. Segu´n [21], [22] y [3], se pueden clasificar los algoritmos en los si-
guientes grupos: las estrategias pesimistas (ver Cuadro 4.1) y las estrategias
optimistas (ver Cuadro 4.2), las estrategias conservadoras basadas en blo-
queos y cerrojos,[23], [24] y las estrategias h´ıbridas como la presentada en
[3]. Esta u´ltima se refiere a una combinacio´n de las caracter´ısticas de las
pesimistas y de las optimistas. Seguidamente se describen las dos primeras.
4.1. Control de concurrencia: estrategias pesimistas, op-
timistas y conservadoras en ambientes mo´viles
Las estrategias pesimistas trabajan bajo el siguiente principio “Do not allow
any transaction to use the same shared data item, unless it is completed”[25].
En la estrategia pesimista, las transacciones son bloqueadas, hasta que esta
no es exitosamente ejecutada, permitiendo as´ı que los recursos puedan ser
utilizados por transacciones que esta´n en la cola de espera.
Uno de los factores importantes por contemplar en el contexto de los dis-
positivos mo´viles son las desconexiones frecuentes. Es por este motivo que
es importante, para evitar el problema de starvation, que cada transaccio´n
tenga un tiempo asignado. Por lo tanto, si los resultados de las transacciones
que se encuentran fuera de l´ınea no son estipulados dentro de un tiempo
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estimado, la transaccio´n puede ser abortada y el recurso solicitado puede ser
adquirido por otra transaccio´n en espera.
Segu´n [26], las estrategias pesimistas, tales como Two Phase Locking (2PL),
requieren frecuentes intercambios de mensajes, reduciendo as´ı el thoughput
del sistema. Otro de los problemas que se puede presentar, es que inesperadas
desconexiones pueden hacer que se indefinan los tiempos de bloqueo.
Otra de las estrategias empleadas en el contexto de los dispositivos mo´viles
es la optimista. Esta estrategia trabaja el siguiente principio: “First perform
operations, check for conflicts later”[25]. Es importante enfatizar que se han
hecho estudios de esta corriente y se han creado modelos algor´ıtmicos que han
contribuido en el estado del arte del tema [27],[28], [29], [30], [31], [32]. Para
los protocolos de commit, bajo esta estrategia el conflicto es tolerado en la fase
de lectura. Sin embargo, si el sistema queda en un estado de inconsistencia,
la te´cnica de resolucio´n del conflicto se aplica en la fase de validacio´n.
La estrategia optimista permite que muchos usuarios puedan leer al mismo
tiempo datos que son compartidos. Cuando las transacciones llegan a commit,
el recurso le´ıdo por otros usuarios ha sido invalidado. Para implementar esta
te´cnica se utiliza una estrategia llamada broadcasting, la cual es utilizada
sobre todo en pa´ıses desarrollados donde hay tecnolog´ıas de comunicacio´n
satelital. Se caracteriza por ser costosa y de una implementacio´n compleja.
Las pol´ıticas conservadoras (ver Cuadro 4.3) tienen como rasgo presentar
bloqueos del recurso por utilizar. Algunos de los ejemplos usan la te´cnica
de estampillas de tiempo o timestamps. Por otra parte, otros ejemplos de
esta categor´ıa de protocolos se basan en abortos, los cuales bajan la tasa de
commit y de concurrencia.
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4.1.1. Modelos pesimistas en ambientes mo´viles
A continuacio´n, se analizan los principales algoritmos pesimistas segu´n el
enfoque dado por [25]:
DHP-2L (Lam-2000)
TCOT (Kumar-2002)
Mobile Speculative Locking y Prioritized Concurrency Control (Reddy-
1999)
Prioritized Concurrency Control (Nizamuddin-2010)
Es importante rescatar que el ana´lisis se hizo considerando las fortalezas y
debilidades de cada uno de ellos.
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Cuadro 4.1: Modelos pesimistas de control de concurrencia en ambientes
mo´viles
Autor Modelos Descripcio´n Fortalezas Debilidades
[33] DHP-2L Distributed real
time locking pro-
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4.1.2. Modelos optimistas en ambientes mo´viles
A continuacio´n, se analizan los principales algoritmos o´ptimistas segu´n el





Es importante rescatar que el ana´lisis se hizo considerando las fortalezas y
debilidades de cada uno de ellos.
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Cuadro 4.2: Modelos optimistas de control de concurrencia en ambientes
mo´viles
Autor Modelos Descripcio´n Fortalezas Debilidades
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4.1.3. Modelos conservadores en ambientes mo´viles






Es importante rescatar que el ana´lisis se hizo considerando las fortalezas y
debilidades de cada uno de ellos.
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Cuadro 4.3: Modelos conservadores de control de concurrencia en ambientes
mo´viles
Autor Modelos Descripcio´n Fortalezas Debilidades






























Podr´ıa llegar a in-























que se esta´n actua-
lizando. Cuando la
cantidad de infor-
macio´n es poca, no
es tan eficiente ya
que esta´ basado en
2PL.













No es tan eficien-
te en entornos pe-





camente, por lo que
no es fa´cil de adqui-
rir.
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4.2. Comparacio´n de los modelos clasificados
Como se ha mencionado, se clasificaron los modelos en tres categor´ıas: la pesi-
mista, la optimista y la conservadora. En relacio´n con la pesimista, se pueden
recuperar modelos donde se producen bloqueos, se reinician las transaccio-
nes, se trabaja bajo el principio de time out. En el caso de los optimistas,
estos modelos presentan como caracter´ısticas: se dan bloqueos en tiempo
real, se emplean los timestamps, se trabaja bajo prioridad en la transaccio´n,
se trabaja bajo el modelo mo´vil planteado en secciones previas que incluye
tanto transacciones locales como globales y se conceden tiempos de espera
en relacio´n con ma´ximos tiempos de ejecucio´n. Otra de las caracter´ısticas so-
bresalientes es que se trabaja con la te´cnica de broadcasting cuya desventaja
es que no es sencilla de implementar, pero para los ambientes mo´viles con
desconexiones frecuentes ofrece un gran rendimiento.
A su vez, los modelos conservadores comparten entre otras caracter´ısticas:
timestamp, serializacio´n global, establecimiento de estrategias de orden pa-
ra evitar conflictos directos e indirectos. Se emplean grafos no dirigidos, se
presentan ciclos y baja concurrencia. Otro aspecto por considerar de esta
clasificacio´n es que sufren delays y falsos abortos.
Al analizar las caracter´ısticas anteriores, y por ser un ambiente mo´vil el que
se plantea, es que no se tomara´n en cuenta los bloqueos ni el reinicio de
las transacciones en su totalidad de no ser posible llegar a commit. Aunque
si es importante destacar que si se hubiera contado con una red inala´mbrica
satelital como en pa´ıses desarrollados como Japo´n, China y EEUU, se hubiera
integrado dentro de las caracter´ısticas la te´cnica Information Broadcasting.
Tomando en cuenta todas estas fortalezas y debilidades citadas previamente
y por el tipo de problema planteado en la presente investigacio´n, es que se
tomaron en cuenta las ma´s favorables para el contexto mo´vil y las descone-
xiones frecuentes. Por lo tanto, el modelo propuesto puede ser considerado
como h´ıbrido.
Dentro de las caracter´ısticas que tendra´ la nueva propuesta esta´n:
Se implemento´ la aplicacio´n utilizando el modelo cliente-servidor con el
fin de poder utilizar diferentes tipos de escenarios distribuidos mediante
un mismo gestor de base de datos, pero con varias instancias. Tanto el
cliente como el servidor estuvieron representados con hilos (threads)
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Se utiliza el paradigma de orientacio´n a objetos y las transacciones
se implementaron como objetos (instancias de clase). Dando esto un
mejor manejo de las validaciones, tanto del cliente como del servidor.
No presenta bloqueos o cerrojos. Trabaja con un monitor implementado
del lado del servidor que permite que se lleve a cabo cualquier tipo de
transaccio´n siempre y cuando no sea hacia un mismo esquema o tabla
y que haya al menos una de esas transacciones que sea de escritura.
No lleva a cabo abortos, ni reinicia recursos del sistema para atender
las transacciones que tuvieron conflicto de concurrencia.
Contempla las desconexiones frecuentes. Trabaja tres tipos de posibles
desconexiones: por un problema de entrada y salida, por un problema
de interrupcio´n o bien por algu´n problema con el objeto transaccio´n
entre el cliente y el servidor.
Simula el tiempo que puede durar un usuario en llevar a cabo todo
el proceso transaccional con el dispositivo mo´vil. Lo anterior lo ha-
ce mediante una funcio´n aleatoria que calcula en milisegundos dicha
actividad.
Trabaja con estampillas de tiempo (timestamp) con el fin de evitar
conflictos entre operaciones de escritura a un mismo esquema o tabla
de una base de datos.
No sufre de delays por no trabajar con abortos.
No limita el nu´mero de estaciones mo´viles que se esta´n actualizando.
Tiende a mantener constante su desempen˜o, au´n cuando la cantidad
de transacciones se duplica.
Es capaz de procesar considerable cantidad de transacciones (Ver Cap´ıtu-
lo 7), espec´ıficamente en el ana´lisis de resultados.
No incurre en ciclos, por el tipo de solucio´n basada en casos, resuelve
las situaciones de conflicto.
A nivel de implementacio´n, la propuesta se caracterizo´ por:
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Se implemento´ la aplicacio´n utilizando el modelo cliente-servidor con el
fin de poder utilizar diferentes tipos de escenarios distribuidos mediante
un mismo gestor de base de datos, pero con varias instancias. Tanto el
cliente como el servidor estuvieron representados con hilos (threads)
Se utiliza el paradigma de orientacio´n a objetos y las transacciones
se implementaron como objetos (instancias de clase). Dando esto un
mejor manejo de las validaciones, tanto del cliente como del servidor.
El objeto transaccio´n inclu´ıa: indicador del dispositivo, identificador de
transaccio´n, tipo de operacio´n, esquema o tabla (dataitem),notificacio´n
y timestamp.
A continuacio´n se le presentara´ al lector el planteamiento tanto del modelo




MODELO FORMAL Y COMPUTACIONAL
Con el propo´sito de una mejor comprensio´n y ana´lisis del algoritmo, se ha he-
cho una caracterizacio´n en dos modelos: la especificacio´n formal y algor´ıtmi-
ca. En el modelo formal se dara´ la especificacio´n matema´tica, mientras que
en el computacional se explicara´ el algoritmo, as´ı como cada una de sus
instrucciones.
5.1. Modelo formal
Antes de definir los conceptos ba´sicos del modelo, se establecera´n varias de-
finiciones previas necesarias para su entendimiento.
5.1.1. Sistema mo´vil
Definicio´n 1:
Sea FH el servidor del sistema mo´vil propuesto y mhw cada una de las
estaciones de trabajo, se tiene que MHS 2 {mh1,mh2, ...,mhn}.
Definicio´n 2:
Sea thi, los Threads del servidor, se tiene que FHS 2 {th1, th2, ..., thm} y
cada uno de los thi, es empleado para atender a los mhw respectivos.
Definicio´n 3:
Sea Thj, los Threads de una estacio´n mo´vil mhsw, se tiene que mhsw ! thj





Sea FH la representacio´n del servidor del modelo propuesto, se tiene que
FH esta´ conformado FH = {Socket,QueueTrans} y estos a su vez esta´n
conformados Socket = {IP, Puerto}, QueueTrans 2 {tg1, tg2, ..., tgx}.
5.1.3. Mobile host
Definicio´n 5:
Sea MH, la representacio´n del dispositivo mo´vil del modelo propuesto, se
tiene que MH = {Socket,QueueTrans,QueueWait, QueueDesconection},
donde Socket = {IP, Puerto},QueueTrans 2 {tl1, tl2, ..., tlx} yQueueWait 2
{tl1, tl2, ..., tly} y QueueDesconection 2 {tl1, tl2, ..., tlz}.
5.1.4. Transaccio´n mo´vil
Definicio´n 6:
Sea MHS = {mhs1,mhs2, ...,mhsn} el conjunto de n dispositivos mo´viles
involucrados en un cierto escenario y T = {t1, t2, ..., tm} el conjunto de m
transacciones que llevan a cabo cada uno de los dispositivos.
Se puede definir la funcio´n t: T !MHS, donde t(Ti) ✓MHS. Ahora bien,
si se aplica para varios dispositivos, se tendr´ıa t(mhsi) con t(mhsi) ✓MHS
y por abuso, ver a t(mhs) en vez de t({mhs}).
Por otra parte, la definicio´n formal de una transaccio´n mo´vil se puede repre-
sentar as´ı:
Notacio´n 1:
Sea t(i) = ↵a1, ..., an  tal que
t(i) = ↵ = begin , ti(r) 2 {idTrans, idMH, dataItem, timeStamp, read, write},
tipOp 2 {read, write}   = commit
Adema´s, las operaciones read y write sera´n representadas como tipOpi, no
siendo un problema para el control de la concurrencia cuando el tipo de
operacio´n es solo lectura; es decir, tipOpi = read.
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Notacio´n 2:
Se puede ver a ti como una cadena de posibles operaciones donde se podr´ıa
dar el problema de control de la concurrencia en casos como los siguientes:
Si ai tiene un tipOpi = read en el MH y tipOpj = write en el FH y
la operacio´n esta´ en espera en el servidor.
Si ai tiene un tipOpi = write en el MH y tipOpj = write en el FH, y
las dos sobre el mismo dataItem.
Si ai tiene un tipOpi = write en el MH y tipOpj = read en el FH,
pero no la u´ltima versio´n actualizada.
Se debe tener en consideracio´n que bajo el modelo planteado, solo se tendra´
e´xito por parte del mo´vil, en la medida en que   se pueda dar. Para que
esto sea posible, es necesario que el mo´vil ejecute todas las transacciones que
se encuentran pendientes pero siempre manteniendo la concurrencia tanto a
nivel local como a nivel global.
5.1.5. Transaccio´n local-global
Definicio´n 7:
Sea tg una transaccio´n global y tlp una transaccio´n local, Se tiene que tlp 2
T . y tg = {tl1, tl2, ..., tls}, donde (tla 2 tg y tipOpi = write) o tla 2 tl y
tipOp 2 {read, write}.
5.1.6. Conflicto directo-indirecto
Seguidamente, se presentara´ la especificacio´n formal tanto de conflictos di-
rectos como de conflictos indirectos:
5.1.7. Conflicto directo
Definicio´n 8:
Sea ti una transaccio´n mo´vil y tiene un conflicto directo con t; y dataItem
un recurso determinado, se tiene t(a) = dataItem y t(b) = dataItem y pueden
tener conflictos de control de concurrencia:




Sean dos transacciones ta y tb; se dice que ta y tb presentan un conflicto
indirecto, si existen t1, ..., tn transacciones tales que ta tiene conflicto directo
con tb y ti con ti+1 con:
i = 1, ..., n  1. Se dice que un conflicto indirecto se presenta cuando:
ta(x), tb(x).
ta tiene conflicto directo con t1 y t1 tiene conflicto con t2, ..., tn y este
con tb.
Considerando que cada elemento del conjunto Y es visto como una transac-
cio´n t(yi) y puede ser de ı´ndole directa, es decir, controlada por un DBMS
local o bien de ı´ndole indirecta donde la transaccio´n forma parte tanto del sis-
tema local como del sistema global, afectando as´ı el conocimiento que tenga
la historia global de la local.
5.1.9. Desconexio´n frecuente
Definicio´n 10:
Sea DF una desconexio´n frecuente; esta puede darse ya sea por parte de
MHi o FH, es decir, por parte del dispositivo mo´vil o bien del servidor
respectivamente.
Notacio´n 3:
Se puede ver a D como una condicio´n de desconexio´n relacionada con un
estado W 2 {IE, IOE,CNotFE} del sistema, el cual para cumplirse debe
darse lo siguiente:
Si W = {IE, IOE,CNotFE} entonces MHi o FH sufrio´ una desco-
nexio´n del sistema y D 2 {BackupDB}
Sino entonces MHi o FH no sufrio´ una desconexio´n del sistema y
D /2 {BackupDB}
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5.1.10. Latencia de la red
Definicio´n 11:
Sea   el tiempo representado por la latencia de la red, entonces   esta´ con-
formado por valores discretos y   2 {1, 2, ..., 5000} correspondientes a los
milisegundos que puede durar el servidor en atender una transaccio´n prove-
niente de algu´n mhsi.
5.2. Modelo algorı´tmico
El modelo computacional consiste en dos algoritmos los cuales representan
tanto el lado del cliente (Mobile Host) como el lado del servidor (Fixed Host).
Para la construccio´n de los algoritmos, se tomo´ como referencia la investiga-
cio´n hecha en [9],[43].
Como se ha mencionado en previos apartados, los dos tipos de transacciones
ba´sicas por representar en el algoritmo sera´n:
Transacciones globales.
Transacciones locales.
Las transacciones globales, estara´n representadas por un agente llamado ser-
verQueue, el cual se manejara´ dentro del servidor (Fixed Host). Otra estruc-
tura similar sera´ administrada por parte del cliente (Mobile Host) llamada
clientQueue.








El primer para´metro de la estructura anterior se refiere al identificador de la
transaccio´n que sera´ ejecutada por parte de alguna estacio´n remota o Mobile
Host. Seguidamente, se presenta el identificador de Mobile Host (id-MH) el
cual representa un valor u´nico y exclusivo que distingue el dispositivo mo´vil.
Por su parte, en relacio´n con el dataItem, corresponde al objeto al cual se
le aplicara´ la operacio´n que puede ser como se ha descrito en el modelo
formal, una operacio´n de escritura o bien de lectura. Dicha operacio´n esta´
representada por el para´metro tip-Op. En el caso del timeStamp, corresponde
a una estampilla de tiempo con un valor u´nico, necesaria para diferenciar la
transaccio´n del resto en cuanto a su tiempo de llegada.
5.2.1. Algoritmo cliente (Mobile Host)
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1: Inicializate queueTrans, queueWait y queueDesc
2: CreateTransactions
3: if backupDB.getQueueDesconex()==null then




8: while !queueDesc AND !queueWait AND !queueTrans do
9: read Transaction
10: if connectFixed-Host then
11: createSocket
12: writeTransaction
13: if TransacctionNotif then
14: ExecuteTransaction
15: print Successful Transaction
16: Noconflict = Noconflict + 1
17: else
18: NoExecuteTransaction
19: print Conflict Transaction
20: add QueueWait







28: if IOException then
29: BackupDB
30: end if
31: if InterruptedException then
32: BackupDB
33: end if




38: print Tiempo de Commit
39: print Transacciones con Conflicto
40: print Transacciones sin Conflicto
Algoritmo 1: Cliente (Mobile Host)
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Dentro de las principales secciones del algoritmo Cliente esta´n:
Una primer seccio´n para verificar si existio´ desconexio´n y procesarlas
(backupDB).
Se maneja un ciclo contemplando las tres colas utilizadas en el modelo:
desconexio´n, espera y transacciones.
Una vez dentro del ciclo, se procede a enviar la transaccio´n al servidor
y a contabilizar si e´sta tuvo o no tuvo conflicto.
Si la notificacio´n del servidor es positiva se lleva a cabo el commit, de lo
contrario se vuelve a ejecutar sin reiniciar ni reservar recursos extras.
Cuando ya se hayan procesado las colas, se procede al reporte de es-
tad´ısticas: tiempo de commit, transacciones sin conflicto y transaccio-
nes con conflicto
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5.2.2. Algoritmo servidor (Fixed Host)
1: Inicializate queueTrans





7: ts = ts + 1
8: queueTrans.add(TIn)
9: queueTransAux = queueTrans
10: while queueTransAux AND queueTransAux.size > 1 do
11: TOut = queueTransAux.poll
12: if TIn.IdMH()=TOut.IdMH() AND
TIn.DataItem()=TOut.DataItem() AND TOut.tipOp()=W then
13: if TIn.tipOp()=R then
14: TIn.setNotif(FALSE)
15: end if
16: if TIn.tipOp()=W then











Algoritmo 2: Servidor (Mobile Host)
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Dentro de las principales secciones del algoritmo Servidor esta´n:
Trabaja una cola de transacciones que corresponden a las transacciones
globales (monitor transaccional). Este monitor sera´ el encargado a de
aplicar las reglas de control de concurrencia.
Trabaja un ciclo infinito para procesar toda la cantidad de clientes que
sean aceptados por el socket.
Se analizan los posibles escenarios donde pueda haber problema de
control de concurrencia.
Las comparaciones se hacen entre la transaccio´n entrante y las transac-
ciones que se encuentran en la cola del servidor
Se le notifica al cliente respecto a si puede o no llevar a cabo la transac-
cio´n (llevarla hasta commit)
A continuacio´n se le presentara´ al lector el planteamiento del disen˜o experi-
mental. Seccio´n que permitira´ tener mayor claridad en relacio´n a la validacio´n
de los resultados obtenidos del simulador implementado.
Capı´tulo6
DISEN˜O EXPERIMENTAL
Seguidamente, se procedera´ a explicar en forma detallada co´mo fue que se
hizo la experimentacio´n de la investigacio´n propuesta.
6.1. Implementacio´n de un simulador
Con el objetivo de validar la nueva propuesta algor´ıtmica planteada en el
cap´ıtulo 5, se llevo´ a cabo un simulador en el lenguaje de programacio´n Java,
espec´ıficamente en la plataforma Android. Es importante destacar que tanto
los dispositivos mo´viles (Host) como el servidor(Fixed) esta´n representados
por hilos(threads) para poder trabajar la programacio´n de forma concurrente.
El simulador cuenta con dos clases: el Mobile Host (MH) y el Fixed Host
(FH).
El principal objetivo de este apartado ha sido constatar que la propuesta
computacional logra resolver el problema de control de concurrencia.
Dentro de la simulacio´n, las operaciones relacionadas con escribir o con leer
sobre una base de datos fueron representadas mediante la simbolog´ıa write
(W) y read (R).
6.2. Escenarios del simulador





Representa el hilo servidor, el cual, como se ha mencionado, esta´ espe-
rando las solicitudes de los hilos clientes los cuales se conectara´n a este
para mandarle la transaccio´n y de esta manera poder comparar si la
transaccio´n se encuentra o no dentro del contexto de la historia global.
Una configuracio´n de dispositivos que var´ıa segu´n el escenario
La configuracio´n aumenta segu´n sea el escenario, con el fin de probar
el simulador con distinta cantidad de transacciones y dispositivos. Se
fue haciendo una exigencia cada vez mayor del algoritmo propuesto,
conforme se iban probando cada uno de los cinco escenarios planteados.
La forma en que fueron obtenidas las transacciones
Como se trata de una simulacio´n, la generacio´n del orden de las transac-
ciones se hace mediante una funcio´n de aleatoriedad, con el fin de cum-
plir con uno de los principios ba´sicos de un experimento citado en [44],
donde se establece que la aleatoriedad es uno de los principales elemen-
tos de un experimento y que lo distingue de un cuasi-experimento o
caso de estudio.
.
Es importante rescatar, que las desconexiones fueron simuladas dentro de
cada uno de los escenarios expuestos en el Cuadro 6.1 y correspondera´ a
un rango de un mı´nimo de 1 y un ma´ximo de 5 desconexiones la(s) cual(es)
sera´(n) calculada(s) por medio de una funcio´n aleatoria en el lenguaje de
programacio´n Java.
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Cuadro 6.1: Escenarios del sistema mo´vil simulado
Escenario Configuracio´n Generacio´n
transaccional
E1 Web service, dos
dispositivos mo´vi-




E2 Web service, dos
dispositivos mo´viles
(2 celulares) y 400
transacciones.
Aleatoria
E3 Web service, dos
dispositivos mo´viles
(2 celulares) y 800
transacciones.
Aleatoria
E4 Web service, tres
dispositivos mo´viles
(3 celulares) y 1200
transacciones.
Aleatoria
E5 Web service, tres
dispositivos mo´viles




6.3. Definicio´n de me´tricas
Esta seccio´n define cada una de las me´tricas que fueron empleadas para el
ana´lisis de resultados:
Cuadro 6.2: Me´tricas para comparar los algoritmos























Se refiere a una
transaccio´n eje-
cutada con con-









Se refiere a una
transaccio´n eje-
cutada sin con-




6.4. Comparacio´n entre algoritmos
Tomando en cuenta la definicio´n de las me´tricas anteriores, se llevo´ a cabo
una comparacio´n entre el modelo propuesto y un algoritmo conocido como
[3], analizado en el Cap´ıtulo 3 de la investigacio´n propuesta. Se selecciono´
este estudio, principalmente por ser uno de los algoritmos analizados, por
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la facilidad de acceso al algoritmo que utilizaron, por seguir la arquitectura
cliente-servidor, por ser reciente (an˜o 2008), por se un algoritmo h´ıbrido
y por que era el algoritmo con caracter´ısticas ma´s fa´ciles de adaptar a los
escenarios de prueba de la presente propuesta de investigacio´n. Es importante
dejar claro que ambos algoritmos fueron corridos bajo estructuras semejantes
con el fin de mantener la validez del experimento y de la comparacio´n.
Seguidamente se presenta el algoritmo tanto a nivel del cliente como a nivel
del servidor de la propuesta hecha en [3] e inspirado y basado en otros estudios
[45], [46], [35], [45], [47], [48], [49], [50]:
Figura 6.1: Algoritmo del Cliente en Moiz-Algorithm[3]
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Figura 6.2: Algoritmo del Servidor en Moiz-Algorithm[3]
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6.5. Disen˜o de ana´lisis estadı´stico
El ana´lisis estad´ıstico se siguio´ tomando como referencia [44] como literatura
base; sin embargo se tomaron en cuenta otras referencias tales como: [51], [52],
[53], [54]. Dentro de los principales apartados esta´n: la variable de respuesta
del estudio, la unidad experimental, el orden de la corrida, la recoleccio´n de
los datos, el modelo estad´ıstico, el ana´lisis de los resultados y las limitaciones
del disen˜o.
6.5.1. Variable de respuesta del estudio
Como variable del estudio se empleo´ el tiempo promedio de commit en los
algoritmos estudiados en relacio´n con los cinco escenarios planteados. Este
tiempo se obtuvo sacando el promedio del tiempo de commit que se da entre
cada dispositivo. Segu´n sea el escenario, este promedio es el resultado de
dividir la suma de los tiempos de commit de cada dispositivo, segu´n el caso
entre la cantidad de dispositivos.
La variable de respuesta correspondio´ a la transaccio´n y su representacio´n
interna fue:
Cuadro 6.3: Estructura de una transaccio´n
Transaccio´n Descripcio´n
IdTransaccio´n Corresponde a la identificacio´n de
la transaccio´n
idMovil Corresponde a la identificacio´n
del dispositivo
dataItem Corresponde al esquema (tabla)
por consultar o modificar
tipOp Corresponde al tipo de transac-
cio´n por ejecutar (Write o Read)




En relacio´n con la unidad experimental, esta estuvo conformada por las ope-
raciones tanto Write como Read generadas por parte del simulador.
6.5.3. Orden de la corrida
El orden de corrida se hizo de manera aleatoria para seguir uno de los prin-
cipios ba´sicos del disen˜o experimental [44]. El orden de la corrida del experi-
mento fue:







6.5.4. Recoleccio´n de los datos
La recoleccio´n de los datos se hizo en forma simulada, es decir que la represen-
tacio´n de las transacciones fue hecha por parte de un simulador programado
en Java espec´ıficamente en Android. Como entradas se utilizaron tanto Wri-
te como Read. Otro de los aspectos importantes es que se utilizo´ el mismo
esquema o tabla de la base de datos (la tabla clientes) con el fin de simu-
lar los posibles escenarios de conflicto de control de concurrencia entre los
dispositivos.
6.5.5. Modelo estadı´stico
El modelo estad´ıstico utilizado fue el de efectos fijos segu´n [44, p. 141]:
Yijk = µ+ ⌧i +  j + ✏ijk, i = 1...a y j = 1...b, k = 1...r donde:
µ es la media poblacional de los escenarios: Escenario-1, Escenario-2,
Escenario-3, Escenario-4 y Escenario-5.
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⌧i es el efecto del tratamiento i-es´ımo. Dentro de los tratamientos esta´n:
Escenario-1, Escenario-2, Escenario-3, Escenario-4 y Escenario-5.
 j es el efecto del bloque j-es´ımo. Dentro de los bloques esta´n: JD-
Algorithm, Moiz-Algorithm.
✏ijk es el usual NID(0, 2).
6.5.5.1. El Anova
El Anova que se empleo´ fue el correspondiente al modelo Randomized Com-
plete Block Design(RCBD). Las razones por la que se utilizo´ este Anova
fueron:
Como se ha mencionado, la simulacio´n que se llevo´ a cabo hizo uso de
aleatorizacio´n no solo por el orden de la corrida indicado en el Cuadro
6.4 , sino tambie´n por la forma de calcular las transacciones Write(W)
y Read(R).
Se utilizaron todos los tratamientos, es decir los niveles del factor es-
cenario, por lo que se empleo´ un disen˜o completo.
Se utilizaron bloques (los algoritmos), con el fin de estudiar el compor-
tamiento de los usuarios pero por bloques o grupos homoge´neos.
Es importante contextualizar algunos te´rminos. As´ı por ejemplo, el uso de a
para tratamientos, es decir los escenarios: Escenario-1, Escenario-2, Escenario-
3, Escenario-4 y Escenario-5 y b para bloques: JD-Algorithm, Moiz-Algorithm.
[44, p. 146]
6.5.5.2. El criterio de rechazo
El criterio de rechazo de H0 correspondiente para RCBD fue:
f0 > f↵,(a 1),(b 1)
Para el caso del problema, si se da que f0 > f↵,(a 1),(b 1) entonces se
rechaza H0, lo cual significara´ que existe al menos una media aritme´tica
de algu´n escenario de los propuestos que no fue igual. Por otra parte, si
H0 no se rechaza, significa que todos los escenarios tuvieron la misma
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media aritme´tica y para efectos del estudio significar´ıa que todos los
algoritmos tuvieron el mismo tiempo promedio de commit.
Es importante y transcendental tener en cuenta que´ significa cada valor
de la expresio´n matema´tica. As´ı por ejemplo, el f0 representa el valor
de Fisher para el estudio. Otro aspecto importante es el valor del nivel
de significancia ↵, el cual normalmente es 0,05 y por medio de e´l se
puede obtener el nivel de confianza para rechazar o no rechazar H0. En
un caso como ↵ = 0,05, el nivel de confianza ser´ıa de 95 por ciento de
confianza estad´ıstica de rechazar la hipo´tesis.
6.5.5.3. La hipo´tesis de la investigacio´n
La hipo´tesis de la investigacio´n es probar que existe diferencia significativa
entre el algoritmo propuesto (JD-Algorithm) y el algoritmo estudiado (Moiz-
Algorithm) y si es as´ı analizar la diferencia producida entre algoritmos.
6.5.5.4. La hipo´tesis estadı´stica
Seguidamente, se presenta la hipo´tesis estad´ıstica:
H0 : µ1 = µ2 = µ3 = µ4 = µ5
H1 : µi 6= µj, al menos un i 6= j
Cada µi representa la media aritme´tica de cada escenario. Con esta hipo´tesis
estad´ıstica, se valido´ la igualdad de las medias de los diferentes escenarios
del sistema, tomando en cuenta los dos bloques (algoritmos) utilizados.
Segu´n la hipo´tesis planteada previamente, cada µi represento´ la media aritme´ti-
ca de cada uno de los algoritmos estudiados.
6.5.6. Ana´lisis de resultados
El ana´lisis de resultados se dio mediante boxplots para poder analizar los
percentiles de cada uno de los algoritmos. Por otra parte, en cuanto a los
tests estad´ısticos que se aplicara´n esta´n:
Test de normalidad
Se pretende probar la normalidad de la poblacio´n de datos, desde el
punto de vista estad´ıstico. Para esto se recomienda utilizar el Test
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de Shapiro-Wilk utilizado en varios estudios tales como [55], [56], [57]
para poblaciones menores a 30 y para mayores se utiliza el Test de
Kolmogorov-Smirnov [56],[58].
Test de igualdad de varianzas
Se validan las varianzas, las cuales con respecto a la teor´ıa de pro-
babilidades se refieren a una medida de dispersio´n que representa las
diferencias con la media elevadas al cuadrado. Se suelen hacer algunos
tests para comprobar la igualdad. Sin embargo, para efectos de la in-
vestigacio´n se utilizo´ el Test de Bartlett el cual ha sido ampliamente
aplicado [59],[60],[61]. Otro estudio que se aplica para verificar la igual-
dad de varianzas es Levene Test [62], [63], [64]. Este se caracteriza por
ser no parame´trico, es decir ma´s sensible a la distribucio´n normal de
los datos por estudiar. Mientras que el utilizado en el presente estudio
(Bartlett) es parame´trico, o sea menos sensible a la distribucio´n normal
de los datos por estudiar.
Independencia
Se valida el principio de independencia presente en la teor´ıa de pro-
babilidad. Este principio establece que dos sucesos aleatorios son inde-
pendientes entre s´ı cuando la probabilidad de cada uno de ellos no esta´
influenciada por que el otro suceso ocurra o no, es decir, cuando ambos
sucesos no esta´n relacionados. En el caso de modelo propuesto al no
seguir un esquema anidado, cada transaccio´n adquiere independencia
en s´ı misma aunque compartan en comu´n un mismo esquema o tabla.
Seguidamente, se detallan los resultados de la propuesta experimental plan-




Esta seccio´n tiene como principal objetivo mostrarle al lector el desempen˜o
obtenido por el algoritmo propuesto desde el punto de vista de las me´tricas
definidas en el Cap´ıtulo 6 de la presente propuesta de investigacio´n. Para
la evaluacio´n y ana´lisis de los resultados, se han tomado como referencia
dos posibles escenarios comparativos. El primer escenario corresponde a un
benchmarking con una propuesta conservadora [3]. El segundo escenario co-
rresponde a un ana´lisis del algoritmo en cuanto a su desempen˜o. Para ello se
tomo´ en cuenta: tiempo de commit, complejidad algor´ıtmica, transacciones
conflictivas y transacciones sin conflicto.
7.0.7. Ana´lisis de la comparacio´n entre algoritmos
Seguidamente se le presenta al lector en el Cuadro 7.1 un resumen del tiempo
promedio de commit (TPC), tanto del algoritmo propuesto como del algorit-
mo conservador.
Para la comprobacio´n de la idoneidad del modelo estad´ıstico se llevaron a
cabo los siguientes tests y plots estad´ısticos:
1. Comprobacio´n de normalidad
En la Figura 7.1, se obtuvo que los residuos del experimento son nor-
males, ya que el valor de p en este caso fue de 0,0515, valor que es mayor
al ↵ = 0,05 por lo tanto no se rechaza H0. Al no rechazar H0 signifi-
ca que existe normalidad en los datos. Por lo tanto, se puede concluir
que se esta´ trabajando con una poblacio´n estad´ısticamente normal El
resultado obtenido en R se muestra en la Figura 7.1.
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Cuadro 7.1: Tiempo promedio de commit por escenario (segundos)
Escenario Mo´viles Transacciones JD-Algorithm Moiz-Algorithm
E1 2 200 376 778
E2 2 400 684 1150
E3 2 800 1537 3400
E4 3 1200 1593 4550
E5 3 2400 3170 6520
Figura 7.1: Shapiro para normalidad
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Por otra parte, para poder visualizar la normalidad se empleo´ un plot
de normalidad en R llamado qqplot, el cual se muestra en la Figura 7.2.
Segu´n el comportamiento de las observaciones en esta gra´fica y por la
distribucio´n que presentan las observaciones, existe un comportamien-
to de normalidad que ratifica conjuntamente con el Test de Shapiro el
hecho de que la poblacio´n tiende a la normal, principio de gran impor-
tancia para poder llevar a cabo el estudio de Anova [65]. Por otra parte,
es importante sen˜alar la presencia de dos at´ıpicos o valores conocidos
como outliers. Este tipo de observaciones puede ser interesante para
posibles ana´lisis.
Figura 7.2: Gra´fica para normalidad
2. Comprobacio´n de igualdad de varianzas
Seguidamente, se muestra en la Figura 7.3 co´mo el valor de p =
0,1553 > 0,05, por lo que se puede asegurar igualdad de varianzas
segu´n el test de Bartlett. En la Figura 7.3, se presenta la prueba de
igualdad de varianzas hecha en R para el bloque algoritmo:
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Figura 7.3: Bartlett para igualdad de varianzas(Algoritmo)
A su vez, en la Figura 7.4, correspondiente a los escenarios, el valor
de p = 0,4334 > 0,05 comprobando que s´ı existe igualdad de varianzas.
Es importante rescatar que aunque en ambos casos (algoritmos y esce-
narios) existe igualdad de varianzas, hubo un valor ma´s alto en el caso
del pvalue de los escenarios con respecto a los algoritmos, da´ndose una
diferencia de p = 0,2781
Figura 7.4: Bartlett para igualdad de varianzas(Escenarios)
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Con el fin de poder visualizar la igualdad de varianzas, se muestra en
la Figura 7.5 la comprobac´ıon. La forma de interpretarla es mediante
la no aparicio´n de patrones en los residuos indicando as´ı igualdad de
varianzas cuando no hay patrones claros y establecidos.
Figura 7.5: Gra´fica para igualdad de varianzas
3. Supuesto de independencia
En teor´ıa de probabilidades, se dice que dos sucesos aleatorios son in-
dependientes entre s´ı cuando la probabilidad de cada uno de ellos no
esta´ influida porque el otro suceso ocurra o no, es decir, cuando ambos
sucesos no esta´n relacionados. Con base en lo anterior y dado que el pre-
sente experimento fue hecho de forma simulada utilizando la aleatorie-
dad, cada observacio´n obtenida fue calculada totalmente independiente
respecto a las otras.
De ah´ı, que segu´n este principio de probabilidades se puede asumir
independencia de las observaciones de las muestras.
Sobre la base de los estudios anteriores (normalidad, igualdad de varianzas e
independencia), se puede aplicar el Anova en estudio.
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En la Figura 7.6 se muestra el Anova del experimento basado en el Cua-
dro 7.1 de datos obtenidos, producto de los resultados de los algoritmos
implementados:
Figura 7.6: Anova de la simulacio´n
Dentro de los aspectos ma´s relevantes estuvieron:
1. El rechazo de H0 ya que el p = 0,04994 fue menor al ↵ = 0,05, lo que
demuestra que s´ı existe diferencia de medias, es decir que las medias
de los tratamientos (escenarios) no son todas iguales. O sea, existe al
menos un par de ellas que difieren.
2. Respecto al valor de p = 0,4172 en el caso del bloque (algoritmo), se
puede interpretar que al igual que en el caso anterior, s´ı existieron dife-
rencias significativas entre las medias de los algoritmos JD-Algorithm
y Moiz-Algorithm. Lo anterior se debio´ a que el valor de p = 0,14457 es
menor a ↵ = 0,05 por lo que hay rechazo de H0 lo cual quiere decir que
el algoritmo propuesto tuvo un comportamiento distinto del algoritmo
conservador caracterizado por no llevar a cabo cerrojos sobre los mis-
mos esquemas y no reiniciar recursos para llevar a cabo transacciones
que estuvieron en conflicto.
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Al ser rechazada la hipo´tesis nula, se puede inferir que no todas la medias
aritme´ticas tanto de los tratamientos como de los bloques son iguales. Es
decir, existe al menos un par de medias diferente tanto en los tratamientos
como en los bloques.
Con el fin de verificar cua´l o cua´les de esas medias fueron iguales o diferentes,
se aplico´ un estudio de Fisher LSD fundamentado en [66], para descubrir el
par o los pares de medias que difirieron y en cua´nto difirieron.
A continuacio´n en la Figura 7.7, se muestra el resultado en R del estudio de
Fisher LSD :
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Figura 7.7: Fisher LSD
Segu´n la Figura 7.7, los pares de medias significativamente diferentes son
aquellos que no poseen la misma letra y esto se puede calcular como se
muestra en el Cuadro 7.2.
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Cuadro 7.2: Pares de medias significativas segu´n Fisher LSD
(ij) abs(yi   yj) Relacio´n Dif. Significativa
1-2 abs(577.0-917.0)= 340 340 < 2684,4 No
1-3 abs(577.0-2468.5)=1891.5 1891,5 < 2684,4 No
1-4 abs(577.0-3071.5)= 2494.5 2494,5 < 2684,4 No
1-5 abs(577.0-4845.0)=4268 4268 > 2684,4 S´ı
2-3 abs(917.0-2468.5)= 1551.5 1551,5 < 2684,4 No
2-4 abs(917.0-3071.5)=2154.5 2154,5 < 2684,4 No
2-5 abs(917.0-4845.0)= 3928 3928 > 2684,4 S´ı
3-4 abs(2468.5-3071.5)=603 603 < 2684,4 No
3-5 abs(2468.5-4845.0)=2376.5 2376,5 < 2684,4 No
4-5 abs(3071.5-4845.0)=1773.5 1773,5 < 2684,4 No
Basado en el Cuadro 7.2, se puede inferir:
1. El par de medias con mayor diferencia significativa fue 1 y 5 correspon-
diente a 4268 segundos.
2. El par de medias que tuvo la diferencia significativa ma´s baja fue 1 y
2, presentando una diferencia de 340 segundos.
3. El escenario con mayor media fue el 5 (2400 transacciones) con 4845,0
segundos y con menor media fue el escenario 1 con 577,0 segundos.
A continuacio´n, se muestra en la Figura 7.8 el boxplot correspondientes a los
bloques del estudio (algoritmos).
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Figura 7.8: Boxplot por algoritmo
De la Figura 7.8 tomando en cuenta los resultados de la herramienta es-
tad´ıstica R, se puede decir del primer algoritmo (propuesto), mientras que
el segundo corresponde al algoritmo conservador, que presenta un n = 5
correspondiente a los cinco escenarios planteados y explicados en cap´ıtulos
previos.
1. Algoritmo-1 (JD-Algorithm) tuvo un valor mı´nimo de 376 segundos, un
percentil 25 de 684 segundos, un percentil 50 o sea la mediana de 1537
segundos y un percentil 75 con un valor ma´ximo de 1593 segundos. A
su vez, presenta una observacio´n outlier con un valor de 3170 segundos.
2. Algoritmo-2 (Moiz-Algorithm) tuvo un valor mı´nimo de 778 segundos,
un percentil 25 de 1150 segundos, un percentil 50 o sea la mediana de
3400 segundos, un percentil 75 con un valor de 4550 segundos y un
valor ma´ximo de 6520. A su vez, presenta una observacio´n outlier con
un valor de 3170 segundos.
Seguidamente, se presentan en la Figura 7.9 los resultados obtenidos en R:
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Figura 7.9: Estad´ısticas en R del boxplot algoritmo
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Seguidamente, se muestra en la Figura 7.10 el boxplot correspondiente a los
escenarios.
Figura 7.10: Boxplot por escenario
De la Figura 7.10 y tomando en cuenta los resultados de la herramienta
estad´ıstica R, se puede decir de los escenarios que presentan un n = 2 corres-
pondiente a los dos algoritmos planteados y explicados en cap´ıtulos previos
lo siguiente:
1. Escenario-1 tuvo un l´ımite inferior y un percentil 25 de 376 segundos,
un percentil 50 o sea la mediana de 577 segundos y un percentil 75 con
un valor ma´ximo de 778 segundos.
2. Escenario-2, se tuvo un l´ımite inferior y un percentil 25 de 684 segundos,
un percentil 50 o sea la mediana de 917 segundos y un percentil 75 con
un valor ma´ximo de 1150 segundos.
3. Escenario-3, se tuvo un l´ımite inferior y un percentil 25 de 1593 segun-
dos, un percentil 50 o sea la mediana de 2468,5 segundos y un percentil
75 con un valor ma´ximo de 3400 segundos.
4. Escenario-4, se tuvo un l´ımite inferior y un percentil 25 de 1593 segun-
dos, un percentil 50 o sea la mediana de 3071,5 segundos y un percentil
75 con un valor ma´ximo de 4550 segundos.
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5. Escenario-5 presento´ un l´ımite inferior y un percentil 25 de 3170 segun-
dos, un percentil 50 o sea la mediana de 4845 segundos y un percentil
75 con un valor ma´ximo de 6520 segundos.
Seguidamente, se presentan en la Figura 7.11 los resultados obtenidos en R:
Figura 7.11: Estad´ısticas en R del boxplot escenario
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7.0.8. Ana´lisis de desempen˜o del algoritmo propuesto
A continuacio´n se presenta un ana´lisis del desempen˜o del algoritmo, tomando
en cuenta: tiempo de commit, transacciones en conflicto, transacciones sin
conflicto y considerando los cinco escenarios estudiados. A su vez, se analiza
la complejidad algor´ıtmica de la nueva propuesta con el fin de dar explicacio´n
al comportamiento de los resultados obtenidos.
7.0.8.1. Tiempo de commit y tasas de transacciones
En relacio´n con el tiempo de commit de la Figura 7.12, se puede deducir que
se mantuvieron muy semejantes los resultados obtenidos por ambos mo´viles,
donde se dio una diferencia para el escenario-1 con 200 transacciones de 50
segundos, mientras que para el escenario-2 con 400 transacciones de 31 segun-
dos. Sucedio´ lo mismo para el caso del escenario-3 que con 800 transacciones
hubo una diferencia de 25 segundos. De ah´ı que la poca diferencia menciona-
da se ve reflejada en la Figura 7.12, donde la gra´fica presenta pra´cticamente
la misma posicio´n excepto por las diferencias ya indicadas. En este caso,
lo interesante es destacar co´mo a pesar de haber existido un incremento en
las transacciones, el comportamiento del algoritmo se mantuvo similar para
ambos dispositivos en cuanto a su tiempo de conclusio´n transaccional.
Por otra parte, en el caso de la Figura 7.13, la diferencia s´ı fue ma´s nota-
ble pero sobre todo entre el dispositivo-2 y el dispositivo-3, no as´ı entre el
dispositivo-1 y el dispositivo-2. Entre el dispositivo-1 y el dispositivo-2, exis-
tio´ para el escenario-4 una diferencia de 26 segundos con 1200 transacciones,
mientras que para el escenario-5 la diferencia fue de 11 segundos con 2400
transacciones. En el caso de la diferencia entre el dispositivo-2 y dispositivo-3
fue de 52 segundos para el escenario-4 y de 79 segundos para el escenario-
5. De ah´ı que en la Figura 7.13 se pueda ver una diferencia ma´s notable
entre el dispositivo-3 con respecto al dispositivo-2 que la que se da entre el
dispositivo-2 y el dispositivo-1 que presentan diferencia en segundos poco
significativa.
En la Figura 7.14 correspondiente a las transacciones con conflicto, esce-
narios 1-3, es notable que la tasa porcentual estuvo entre 30.52% y 36.12%
entre valores mı´nimos y ma´ximos, mantenie´ndose una diferencia de aproxi-
madamente 5.6% en te´rminos generales. Al igual que en el ana´lisis anterior, la
tasa de transacciones en conflicto se mantiene constante au´n con el aumento
transaccional existente.
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Figura 7.12: Tiempo de commit(segundos), escenarios 1-3
En la Figura 7.15 correspondiente a las transacciones con conflicto, escena-
rios 4-5, es notable que la tasa porcentual estuvo entre 40.81% y 61.12% entre
valores mı´nimos y ma´ximos, mantenie´ndose as´ı una diferencia de aproxima-
damente 20.32% en te´rminos generales. En este caso, la diferencia porcentual
es ma´s significativa, siendo un importante aspecto por contemplar el aumento
transaccional y de dispositivos en estudio.
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Figura 7.13: Tiempo de commit(segundos), escenarios 4-5
Figura 7.14: Transacciones con conflicto(%), escenarios 1-3
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Figura 7.15: Transacciones con conflicto(%), escenarios 4-5
En la Figura 7.16 correspondientes a las transacciones sin conflicto, escena-
rios 1-3 es de sen˜alar que la tasa porcentual estuvo entre 63.88% y 70.18%
entre valores mı´nimos y ma´ximos, mantenie´ndose una diferencia de aproxi-
madamente 6.3% en te´rminos generales. Lo que quiere decir que al igual que
en ana´lisis anteriores, para estos escenarios el algoritmo se mantiene cons-
tante a pesar del aumento transaccional.
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Figura 7.16: Transacciones sin conflicto(%), escenarios 1-3
En la Figura 7.17 correspondiente a las transacciones sin conflicto, escenarios
4-5, la tasa porcentual estuvo entre 38.88% y 59.19% entre valores mı´nimos
y ma´ximos, mantenie´ndose de este modo una diferencia de aproximadamente
20.31% en te´rminos generales. En este caso, s´ı hay un dato interesante de
analizar como lo es la tasa con conflicto obtenida por parte del mo´vil-3 en el
escenario-4, ya que el porcentaje fue de 38.88%, el cual podemos considerar
como un porcentaje muy bajo con respecto a los obtenidos y lo ma´s desta-
cable que en el escenario-5 la tasa se mantuvo en relacio´n a las dema´s au´n
procesando el doble de las transacciones. Lo anterior se puede interpretar co-
mo un outlier o un valor que se encuentra fuera del comportamiento normal
del algoritmo.
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Figura 7.17: Transacciones con conflicto(%), escenarios 4-5
7.0.8.2. Ana´lisis de complejidad algorı´tmica
Seguidamente se presenta el algoritmo del cliente con la complejidad al-
gor´ıtmica por l´ınea de co´digo implementada. Lo importante es que la comple-
jidad algor´ıtmica en el caso del cliente fue de ✓(n) correspondiente al proce-
dimiento de respaldo de las transacciones cuando ocurre una desconexio´n por
parte del servidor o bien del dispositivo. Para el estudio de la complejidad
algor´ıtmica se tomaron como base los estudios de [67], [68] , [69], [70] y [71]
7.0.9. Algoritmo cliente (Mobile Host)
En el caso del ana´lisis algor´ıtmico del servidor, se tiene que presentara´ una
complejidad algor´ıtmica por l´ınea de co´digo implementada al igual que el
ana´lisis anterior y que en este caso se tienen dos escenarios:
1. Primer escenario. Si se tomara en consideracio´n el ciclo infinito del ser-
vidor, el cual es parte de la implementacio´n del modelo cliente-servidor
se tendr´ıa una complejidad de ✓(n) en este caso y de ✓(n) en el caso de
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1: Inicializate queueTrans, queueWait y queueDesc // ✓(1)
2: CreateTransactions // ✓(n)
3: if backupDB.getQueueDesconex()==null // ✓(1) then
4: Sin Transacciones desconectadas // ✓(1)
5: else
6: Transacciones desconectadas // ✓(1)
7: end if
8: while !queueDesc AND !queueWait AND !queueTrans // ✓(n) do
9: read Transaction // ✓(1)
10: if connectFixed-Host // ✓(1) then
11: createSocket // ✓(1)
12: writeTransaction // ✓(1)
13: if TransacctionNotif // ✓(1) then
14: ExecuteTransaction // ✓(1)
15: print Successful Transaction // ✓(1)
16: Noconflict = Noconflict + 1 // ✓(1)
17: else
18: NoExecuteTransaction // ✓(1)
19: print Conflict Transaction // ✓(1)
20: add QueueWait // ✓(1)





26: sleep(RandomNumber (5000)) // ✓(1)
27: closeSocket // ✓(1)
28: if IOException then
29: BackupDB // ✓(1)
30: end if
31: if InterruptedException then
32: BackupDB // ✓(1)
33: end if
34: if ClassNotFoundException then
35: BackupDB // ✓(1)
36: end if
37: end while
38: print Tiempo de Commit // ✓(1)
39: print Transacciones con Conflicto // ✓(1)
40: print Transacciones sin Conflicto // ✓(1)
Algoritmo 3: Complejidad algor´ıtmica Cliente (Mobile Host)
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la bu´squeda efectuada para encontrar transacciones en conflictos, por
lo que nos dar´ıa una complejidad algor´ıtmica de ✓(n2).
2. Segundo escenario. S´ı se toma en cuenta que en realidad la aplicacio´n de
las transacciones de una estacio´n mo´vil es de complejidad ✓(1), ya que el
✓(n) del ciclo infinito corresponde a todas las posibles conexiones que se
puedan dar por parte de las estaciones mo´viles entonces la complejidad
algor´ıtmica ser´ıa de ✓(n) correspondiente a la bu´squeda u´nicamente.
Por lo tanto, para efectos de la presente investigacio´n se analizara´ la comple-
jidad basada en el segundo escenario y con lo cual se puede concluir que la
complejidad algor´ıtmica real de la propuesta es de ✓(n).
7.0.10. Algoritmo servidor (Fixed Host)
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1: Inicializate queueTrans





7: ts = ts + 1
8: queueTrans.add(TIn)
9: queueTransAux = queueTrans
10: while queueTransAux AND queueTransAux.size > 1 do
11: TOut = queueTransAux.poll
12: if TIn.IdMH()=TOut.IdMH() AND
TIn.DataItem()=TOut.DataItem() AND TOut.tipOp()=W then
13: if TIn.tipOp()=R then
14: TIn.setNotif(FALSE)
15: end if
16: if TIn.tipOp()=W then











Algoritmo 4: Servidor (Mobile Host)
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1: Inicializate queueTrans // ✓(1)
2: while TRUE // ✓(n) do
3: create Socket // ✓(1)
4: read TIn // ✓(1)
5: TIn.setTimeStamp(TRUE) // ✓(1)
6: TIn.setTimeStamp(ts) // ✓(1)
7: ts = ts + 1 // ✓(1)
8: queueTrans.add(TIn) // ✓(1)
9: queueTransAux = queueTrans // ✓(1)
10: while queueTransAux AND queueTransAux.size > 1 // ✓(n) do
11: TOut = queueTransAux.poll // ✓(1)
12: if TIn.IdMH()=TOut.IdMH() AND
TIn.DataItem()=TOut.DataItem() AND TOut.tipOp()=W // ✓(1)
then
13: if TIn.tipOp()=R // ✓(1) then
14: TIn.setNotif(FALSE) // ✓(1)
15: end if
16: if TIn.tipOp()=W // ✓(1) then
17: if TIn.T imeStamp() > tOut.T imeStamp() then




22: if TIn.IdMH()=TOut.IdMH() AND
TIn.DataItem()=TOut.DataItem() // ✓(1) then









El planteamiento de un modelo en el contexto del control de la concurrencia
con lleva a considerar varios elementos propios del ambiente mo´vil. As´ı por
ejemplo, cuando se trabaja con dispositivos mo´viles es necesario tomar en
cuenta la limitada capacidad y memoria que poseen este tipo de dispositivos.
Adema´s de considerar una serie de inconvenientes posibles dentro de los cua-
les esta´n: el bajo ancho de banda, la latencia de la red y las desconexiones
frecuentes.
A nivel de la presente investigacio´n, el planteamiento de la pregunta de inves-
tigacio´n sobre la caracterizacio´n de los modelos que resuelven el problema del
control de la concurrencia, trajo consigo la incorporacio´n a la nueva propues-
ta de una serie de caracter´ısticas que permitieron no solo la posibilidad de
garantizar su correcto desempen˜o, sino tambie´n lograr el objetivo planteado
a nivel tanto de eficiencia como de eficacia.
Con el fin de contestar a la pregunta de investigacio´n, es que se lista a conti-
nuacio´n las principales caracter´ısticas que tomando como referencia el modelo
planteado deber´ıa tener un modelo mo´vil con desconexiones frecuentes:
Implementar la aplicacio´n utilizando el modelo cliente-servidor con el
fin de poder utilizar diferentes tipos de escenarios distribuidos mediante
un mismo gestor de base de datos, pero con varias instancias (clientes).




Evitar bloqueos o cerrojos. Trabajar con un monitor implementado del
lado del servidor que permita que se lleve a cabo cualquier tipo de
transaccio´n siempre y cuando no sea hacia un mismo esquema o tabla
y que haya al menos una de esas transacciones que sea de escritura.
No llevar a cabo abortos, es decir reiniciar recursos del sistema para
atender las transacciones que presenten conflicto de concurrencia.
Contemplar las desconexiones frecuentes. Trabajar almenos tres tipos
de posibles desconexiones: por un problema de entrada y salida, por un
problema de interrupcio´n o bien por algu´n problema con la transaccio´n
entre el cliente y el servidor.
Simular el tiempo que puede durar un usuario en llevar a cabo todo
el proceso transaccional con el dispositivo mo´vil. Lo anterior se har´ıa
mediante una funcio´n aleatoria que calcule en milisegundos dicha acti-
vidad.
Trabajar con estampillas de tiempo (timestamp) con el fin de evitar
conflictos entre operaciones de escritura a un mismo esquema o tabla
de una base de datos.
Evitar los delays. Una alternativa es trabajar con abortos.
No limitar el nu´mero de estaciones mo´viles que este´n actualiza´ndose.
Procurar que el algoritmo pueda mantener constante su desempen˜o,
au´n cuando la cantidad de transacciones sea incremental.
Procurar que el modelo sea h´ıbrido es decir que no sea totalmente
conservador.
Permitir que el volumen transaccional sea alto , es decir hacer pruebas
de hasta 2400 transacciones (800 transacciones por dispositivo).
No incurrir en ciclos, permitir solucio´n basada en casos, para resolver
las situaciones de conflicto.
La lista anterior, permite dar una respuesta a la pregunta de investigacio´n
planteada en la presente investigacio´n. Adema´s con el fin de tener una base
ma´s solida de ana´lisis, se llevo´ a cabo un estudio de Anova donde se logro´
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determinar las diferencias estad´ısticas tanto a nivel de escenarios como a
nivel de algoritmos.
Cada uno de los objetivos fueron cumplidos de forma exitosa. Por ejemplo, en
el objetivo relacionado con el ana´lisis comparativo se hizo un ana´lisis de 12
estudios con una distribucio´n de 4 pesimistas, 4 optimistas y 4 conservadores.
En este objetivo fue posible establecer las diferencias existentes entre las
diferentes familias de algoritmos e identificar tantos las ventajas como las
desventajas.
En el caso del objetivo relacionado con el planteamiento del modelo formal y
algor´ıtmico se pudo rescatar como novedoso el manejo de las desconexiones
como un respaldo local en el dispositivo de las transacciones que no se termi-
naron de ejecutar. Otro de los elementos importantes, dentro de los modelos,
es contemplar el tiempo de uso del dispositivo como si lo estuviera utilizando
un usuario.
A nivel del objetivo que planteo´ implementar el modelo, lo rescatable fue
utilizar tanto el cliente (mobile host) como el servidor (fixed host) a trave´s
del uso de threads, los cuales permitieron por las caracter´ısticas de ser pro-
cesos ligeros o lightweight una programacio´n que requirio´ de menos recursos
computacionales. El otro aspecto importante de utilizar los threads fue el
manejo de las desconexiones, ya que la propiedad de interrupcio´n se facilito´
por ser parte del uso de los threads.
En relacio´n a la hipo´tesis de la investigacio´n correspondiente a si exist´ıa o
no diferencia significativa entre los diferentes escenarios, la cual correspond´ıa
al objetivo de evaluacio´n del modelo, se rescato´ por medio del estudio de
Anova y de diferencias significativas (Fisher LSD), que si existio´ diferencia
significativa entre el algoritmo propuesto (JD-Algorithm) y el algoritmo estu-
diado (Moiz-Algorithm) espec´ıficamente entre el escenario 1 y el escenario-5,
as´ı como entre el escenario-2 y el escenario-5. Lo anterior no solo se puede
explicar por la diferencia de transacciones las cuales segu´n el escenario se
van incrementando al doble, sino por el tiempo promedio de commit obte-
nido. As´ı por ejemplo para el caso del escenario-1, el tiempo promedio fue
de 376 milisegundos y para el escenario-2 fue de 684,2 milisegundos. Contra-
rio al escenario-5 que conto´ con 3170 milisegundos. Da´ndose una diferencia
significativa clara.
En cuanto a la comparacio´n entre algoritmos, el estudio estad´ıstico dejo´ muy
claro que la propuesta (JD-Algorithm) fue superior en cada uno de los es-
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cenarios en relacio´n con la propuesta (Moiz-Algorithm). Es importante re-
saltar que la propuesta (JD-Algorithm) no utilizo´ te´cnicas tradicionales de
sema´foros como s´ı lo hizo la propuesta (Moiz-Algorithm). Dentro de lo que s´ı
compartieron fue el no reinicio de las transacciones y tambie´n el no manejo
de los bloqueos.
A su vez en relacio´n a la complejidad algor´ıtmica se logro´ obtener un ✓(n),
que justifica el comportamiento del algoritmo de mantenerse en cuanto a los
resultados de una manera constante.
Dentro de las limitaciones que presento´ la nueva propuesta esta´n:
La te´cnica Information Broadcasting por su costo econo´mico y comple-
jidad de implementacio´n, no fue tomada en cuenta.
No se implemento´ prioridades en las transacciones excepto por el uso
de los timestamp que representaron una prioridad de tiempo.
El modelo no trabajo´ con transacciones anidadas, es decir que exista
una transaccio´n principal que tenga asociada otras sub-transacciones.
En el modelo planteado, cada transaccio´n es independiente entre s´ı, es
decir tiene sus propios recursos computacionales aunque esto no signi-
fica que no pueda acceder un mismo esquema o tabla.
No se contempla la propiedad de timeout ya que no fue necesario el uso
de bloqueos.
El uso de sema´foros u otros mecanismos de espera no fueron empleados.
Excepto el sleep en la implementacio´n, como parte de la simulacio´n del
proceso de uso del dispositivo por parte de los usuarios.
Como se ha explicado el cumplimiento de los objetivos planteados fue hecha
de una manera exitosa, aunque como en todo proceso de desarrollo de una
investigacio´n quedan aspectos que no se lograron cumplir y que pueden ser
considerados como trabajo futuro. Es de esta forma que se podra´ considerar
como trabajo futuro:
Manejar las transacciones no solo con timestamp tal y como se hizo
sino con algu´n criterio de prioridad.
Manejar transacciones anidadas con estructuras ma´s complejas donde
los recursos sean compartidos.
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Manejar la tecnolog´ıa de agentes inteligentes para simular el paso de
mensajes y el broadcasting.
Incorporar en el ana´lisis ma´s estaciones de trabajo y si es posible he-
teroge´neas, es decir que no sean de un mismo tipo de dispositivo tales
como: Palms, Pocket PC y Tablets.
Pasar de la simulacio´n a la realidad utilizando la intervencio´n del usua-
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ANEXOS
Figura 8.1: Cliente implementado en Java
Figura 8.2: Servidor implementado en Java
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Figura 8.3: Objeto transaccio´n implementado en Java
Figura 8.4: Experimento implementado en R
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Figura 8.5: Transacciones sin conflicto
Figura 8.6: Transacciones con conflicto
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Figura 8.7: Reporte de tiempo de commit
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Figura 8.8: Reporte de transacciones con conflicto y sin conflicto
Figura 8.9: Tipos de desconexiones en Android
112
Figura 8.10: Transacciones recuperadas despue´s de una ca´ıda
Figura 8.11: Aviso de desconexio´n
