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Abstract
We explore the stability of Lagrange relative equilibrium by using a coordinate sys-
tem introduced in the work [44] on the problem of the infinite spin. First we give a
system of practical equations of motion which is suitable for investigating the stability
of relative equilibrium solutions. After we prove that every relative equilibrium solu-
tion is always not stable in the sense of Lyapunov, we reduce the orbital stability of
relative equilibrium solution to the Lyapunov stability of an quilibrium point. By the
celebrated KAM theorem, we prove that Lagrange relative equilibrium is stable in the
sense of measure, if it’s spectrally stable, but six special resonant cases. Indeed, under
this condition, there are a great quantity of KAM invariant tori in a small neighbourhood
of Lagrange relative equilibrium, and thus there are a great quantity of quasi-periodic
solutions in a small neighbourhood of Lagrange relative equilibrium. Furthermore, these
tori or quasi-periodic solutions form a set whose relative measure rapidly tends to 1. We
also investigated the effective (exponential) stability of Lagrange relative equilibrium by
the celebrated Nekhoroshev’s theory. We proved that Lagrange relative equilibrium is
effectively stable for almost every choice of positive masses, if it’s spectrally stable. And
this is right for a large open subset of spectrally stable space of masses.
Key Words: N-body problem; Relative equilibrium; Stability; Central configura-
tions; KAM; Nekhoroshev; Normal Forms; Lagrange triangular.
2000AMS Subject Classification 34B15 70F10 70F16 70G75.
1 Introduction
We consider N particles with positive mass moving in an Euclidean space R2 interacting
under the laws of universal gravitation. Let the k-th particle have mass mk and position~rk ∈R2
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(k = 1,2, · · · ,N), then the equation of motion of the N-body problem is written
mk~¨rk = ∑
1≤ j≤N, j 6=k
mkm j(~r j−~rk)
|~r j−~rk|3 , k = 1,2, · · · ,N. (1.1)
where | · | denotes the Euclidean norm in R2. Since these equations are invariant by transla-
tion, we can assume that the center of mass stays at the origin.
The problem of stability of motion the N-body problem is one of the major problems in
mathematics or even in science. However, there are various stability concepts in modern lit-
erature, e.g., Lyapunov stability, Lagrange stability, Poisson stability, linear stability, spectral
stability, orbital stability, effective stability and stability in the sense of measure etc. Beyond
doubt, Lyapunov stability is what we all want most and the most difficult to obtain. Note that
orbital stability is essentially a kind of stability in the sense of Lyapunov.
For the N-body problem, the first result on stability was due to Laplace and Lagrange: the
Laplace theorem on the absence of secular perturbations of the semiaxes. The result was on
the stability of the solar system in the sense of Lagrange stability. The method of Laplace is
using a perturbation analysis neglecting terms in the mass of second-order and higher. Then
Poisson and Jacobi [20] extended the perturbation analysis to third-order terms in the mass,
and concluded that Lagrange stability of the solar system is not guaranteed by the method the
truncation of the order in the perturbation analysis.
Next major breakthrough is the well known Arnold’s theorem [3, 11, 7], a success of mod-
ern celebrated KAM theory, which claims that: for sufficiently small masses of the planets,
Lagrange stability of the solar system is guaranteed for a set of positive Lebesgue measure
of initial conditions. In particular, in the planar restricted circular three-body problem, by the
well known Kolmogorov-Arnold’s theorem [1], if the mass of Jupiter is sufficiently small,
then the motion of the the asteroid is stable in the sense of Lagrange stability for most of the
initial conditions.
Since the independent work of Gascheau in 1843 [12] and Routh in 1875 [41] on linear
stability of Lagrange relative equilibrium of the three-body problem, there are a good deal of
work on linear stability of the N-body problem, please see [26, 29, 39, 40, 27, 19, 18, etc]
and the references therein.
The problem of Lyapunov stability has been solved only for Lagrange relative equilibrium
in the planar restricted circular three-body problem, by a great amount of work based upon
KAM theory in the 1970s. Please see [?, 22, 25, 42, 28, etc] and the references therein. How-
ever, due to the possibility of the well known Arnold diffusion, the method has the limitation
that, the number of degrees of freedom of the problem is not more than 2.
For physical application, it’s natural to consider a sort of “effective stability”, i.e., stability
up to finite but long times. More precisely, for any solution q(t) of a system, with initial
condition in a small ε-neighbourhood of the equilibrium point q0 of the system, one could
guaranty the estimate |q(t)− q0| = O(εa) for all times |t| ≤ T (ε), where a is some positive
number in the interval (0,1), and T (ε) is a “large” time such that T (ε) = O( 1εb ) or even
more stronger T (ε) ∼ exp( 1εb ) for some positive number b. The latter stronger forms of
stability is well known as exponential stability. The exponential stability was first stated by
Moser [30] and Littlewood [24, 23] in particular cases. A general framework in this direction
was developed by Nekhoroshev [33, 32]. Then a great amount of work focus on the effective
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stability of Lagrange relative equilibrium in the planar or spatial restricted circular three-body
problem, please see [15, 6, 16, 4, 14, etc] and the references therein.
As a matter of fact, the stability over long times has been investigated by Birkhoff [5]
using the method of normal form going back to Poincare´.
Although a great amount of work on stability has been appeared, however, even in the
basic case of the planar three-body problem, it seems that nobody consider the problem of
nonlinear stability of Lagrange relative equilibrium. One of the reason may be that one could
not reduce the degeneracy of the equations of motion caused by integral of the N-body prob-
lem well. Inspired by the work on the problem of the infinite spin [44], we find that a co-
ordinate system introduced in [44] is suitable for relative equilibrium solutions of the planar
N-body problem, so it is natural to utilize the coordinate system to investigate the stability of
the problem of relative equilibrium solutions of the planar N-body problem. In the coordinate
system, the degeneracy of the equations of motion according to intrinsic symmetrical charac-
teristic of the N-body problem can easily be reduced. In fact, one can effectively describe the
motion of every orbit in a small neighbourhood of a relative equilibrium solution, and obtain
practical equations of motion. This is one important reason we can investigate the nonlinear
stability of relative equilibrium solutions.
The paper is structured as follows. In Section 2, we recall some notations, and some pre-
liminary results including a moving frame and equations of motion in [44]. In Section 3, we
simply discuss the orbital and linear stability of relative equilibrium solutions of the planar
N-body problem, to prepare for investigating the effective stability and stability in the sense
of measure of Lagrange relative equilibrium in the planar three-body problem. In Section 4,
we recall some classical aspects of Hamiltonian system what we need. In Section 5, we give
the Birkhoff normal form of the Lagrange triangular point. Although the construction of the
normal form is simple in concept but technically complicated in operations, which require
some computer assistance; the analysis was performed with the aid of Mathematica. In Sec-
tion 6, we investigate the stability in the sense of measure of Lagrange relative equilibrium ,
in particular, it’s shown that there are a great quantity of quasi-periodic solutions in a small
neighbourhood of Lagrange relative equilibrium. Finally, in Section 7, we investigate the
effective stability of Lagrange relative equilibrium.
2 Preliminaries
In this section we recall some notations and definitions given in [44] that will be needed
later. In particular, we recall a moving frame and a concomitant coordinate system introduced
to study collision orbits in [44], because we find that equations of motion in the moving frame
and the concomitant coordinate system are also useful to investigate the stability of relative
equilibrium solutions.
Let (R2)N denote the space of configurations for N point particles in Euclidean space R2:
(R2)N = {~r = (~r1, · · · ,~rN) :~r j ∈ R2, j = 1, · · · ,N}. It would be well if the cartesian space
(R2)N is considered as a column space. Then~r ∈ (R2)N can be written as
~r = (x1,x2, · · · ,x2N)>,
here “>” denotes transposition of matrix. It’s also true that~r j =(x2 j−1,x2 j)> for j= 1,2, · · · ,N.
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Consider the opposite of the potential energy (force function), kinetic energy, total energy,
angular momentum, the moment of inertia and Lagrangian, respectively, defined by
U(~r) = ∑
1≤k< j≤N
mkm j
r jk
,
K(~˙r) =
N
∑
j=1
1
2
m j|~˙r j|2,
H(~r,~˙r) =K(~˙r)−U(~r),
J(~r) =
N
∑
j=1
m j~r j×~˙r j,
I(~r) =
N
∑
j=1
m j|~r j−~rc|2,
L(~r,~˙r) = L=K+U=∑
j
1
2
m j|~˙r j|2+∑
k< j
mkm j
r jk
.
where |~r j| =
√
x22 j−1+ x
2
2 j, r jk = |~rk−~r j|,~r j×~˙r j = x2 j−1x˙2 j− x˙2 j−1x2 j and~rc is the center
of mass.
Then it’s well known that the equations (1.1) of motion are the Euler-Lagrange equations
of the the action functional A defined by
A(~r(t)) =
∫
L(~r(t),~˙r(t))dt.
Let M be the matrix
diag(m1,m1,m2,m2, · · · ,mN ,mN),
here “diag” means diagonalmatrix. Let’s introduce a scalar product and a metric on the space
(R2)N :
〈~r,~r〉=
N
∑
j=1
m j|~r j|2 = (x1,x2, · · · ,x2N)M(x1,x2, · · · ,x2N)> = x>Mx,
‖~r‖=
√
〈~r,~r〉,
then the cartesian space (R2)N is a new Euclidean space.
Observe that the equations (1.1) of motion are invariant by translation, there is usually an
assumption that the center of mass~rc is at the origin. Let X denote the space of configurations
whose center of mass is at the origin; that is, X= {~r = (~r1, · · · ,~rN)∈ (R2)N :∑Nk=1 mk~rk = 0},
or,
X= {~r ∈ (R2)N : 〈~r,E1〉= 0,〈~r,E2〉= 0},
where
E1 = (1,0, · · · ,1,0)>,E2 = (0,1, · · · ,0,1)>.
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Note that, for a configuration~r ∈ X, we have
‖~r‖=
√
I(~r).
Let ∆ be the collision set in (R2)N . Then the set X\∆ is the space of collision-free configura-
tions.
Let’s recall the important concept of the central configuration:
Definition 2.1 A configuration ~r ∈ X\∆ is called a central configuration if there exists a
constant λ ∈ R such that
N
∑
j=1, j 6=k
m jmk
|~r j−~rk|3 (~r j−~rk) =−λmk~rk,1≤ k ≤ N, (2.2)
or
∇U=−λ~r, (2.3)
where ∇U is the gradient of U with respect to scalar product 〈,〉.
The value of λ in (2.2)(or (2.3)) is uniquely determined by
λ =
U(~r)
I(~r)
. (2.4)
Given m j( j = 1,2, · · · ,N) and a fixed λ , let CCλ be the set of central configurations
satisfying equations (2.2).
There are several equivalent definitions of central configurations, one of the equivalent
definitions considers a central configuration as a critical point of the function I
1
2U.
Let O(2) and SO(2) be the orthogonal group and special orthogonal group of the plane
respectively. Set
A(θ) =
(
cosθ −sinθ
sinθ cosθ
)
∈ SO(2).
Given a configuration~r, let ~ˆr := ~r‖~r‖ be the unit vector corresponding to~r henceforth. In
particular, the unit vector ~ˆr is called the normalized configuration of the configuration~r.
For a configuration~r = (~r1, · · · ,~rN), let
~r⊥ = (~r⊥1 , · · · ,~r⊥N )
denote
A(
pi
2
)~r = (A(
pi
2
)~r1, · · · ,A(pi2 )~rN),
as an illustration, we have E2 = E⊥1 . Similarly, set
A⊥(θ) = A(
pi
2
)A(θ) =
dA(θ)
dθ
.
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A central configuration E3 will be called nondegenerate, if the kernel of the Hessian of
I
1
2U evaluated at E3 is exactly span{E3,E4}, where E4 = E⊥3 is another central configuration.
Given a central configuration
E3 =~r = (~r1, · · · ,~rN) = (x1,x2, · · · ,x2N)>,
a straight forward computation shows that the Hessian of I
1
2U evaluated at E3 is
I
1
2 (λM+B)−3I− 12λMxx>M,
where B is the Hessian of U evaluated at E3 and can be viewed as an N×N array of 2× 2
blocks:
B=
 B11 · · · B1N... . . . ...
BN1 · · · BNN

The off-diagonal blocks are given by:
B jk =
m jmk
r3jk
[I− 3(~rk−~r j)(~rk−~r j)>
r2jk
],
where I is the identity matrix of order 2. However, as a matter of notational convenience, the
identity matrix of any order will always be denoted by I, and the order of I can be determined
according context. The diagonal blocks are given by:
Bkk =− ∑
1≤ j≤N, j 6=k
B jk.
Let us investigate the matrix
D := I
1
2 (λ I+M−1B)−3I− 12λxx>M
which can be viewed as the linearization of the gradient ∇U at the central configuration E3.
Since the matrix D is symmetric linear mapping with respect to the scalar product 〈,〉, there
are 2N orthogonal eigenvectors of D with respect to the scalar product 〈,〉. It’s easy to see
that:
DE1 = I
1
2λE1,
DE2 = I
1
2λE2,
DE3 = 0,
DE4 = 0.
Therefore an orthogonal basis {E1,E2,E3,E4, · · · ,E2N} can be chosen as 2N orthogonal eigen-
vectors of D. Then
{Eˆ1, Eˆ2, Eˆ3, Eˆ4, · · · , Eˆ2N}
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consisting of eigenvectors ofD is a standard orthogonal basis of the space (R2)N with respect
to the scalar product 〈,〉, that is,
(Eˆ1, Eˆ2, Eˆ3, Eˆ4, · · · , Eˆ2N)>M(Eˆ1, Eˆ2, Eˆ3, Eˆ4, · · · , Eˆ2N) = I.
If λ j ∈ R is the eigenvalue of D corresponding to Eˆ j ( j = 1,2, · · · ,2N), it’s evident that
(Eˆ1, · · · , Eˆ2N)−1D(Eˆ1, · · · , Eˆ2N) = diag(λ1,λ2, · · · ,λ2N),
in addition, λ1 = λ2 = I
1
2λ , λ3 = λ4 = 0.
Then it follows that
(Eˆ1, · · · , Eˆ2N)>(I 12 (λM+B)−3I− 12λMxx>M)(Eˆ1, · · · , Eˆ2N) = diag(λ1, · · · ,λ2N), (2.5)
(Eˆ1, · · · , Eˆ2N)>(λM+B)(Eˆ1, · · · , Eˆ2N) = diag(λ ,λ ,3λ ,0, λ5‖E3‖ , · · · ,
λ2N
‖E3‖). (2.6)
It is noteworthy that the subspaces span{Eˆ1, Eˆ2}, span{Eˆ3, Eˆ4} and span{Eˆ5, · · · , Eˆ2N}
of the space (R2)N are invariant under the action of the transformation
ρA~r = (ρA~r1,ρA~r2, · · · ,ρA~rN),
where A ∈O(2) (or SO(2)) and ρ > 0.
Then let’s give a moving frame to describe the motion of the particles in some neighbour-
hood of a relative equilibrium solution of the Newtonian N-body problem effectively.
For any configuration~r ∈X\span{Eˆ5, · · · , Eˆ2N}, it’s easy to see that there exists a unique
point A(θ(~r))Eˆ3 on S such that
‖A(θ(~r))Eˆ3−~r‖= minθ∈R‖A(θ)Eˆ3−~r‖,
where S = {A(θ)Eˆ3 : θ ∈ R} is a unit circle in the space (R2)N with the origin as the center.
θ in the point A(θ(~r)) can be continuously determined as a continuous function of the in-
dependent variable~r. SetΞ3 =A(θ)Eˆ3,Ξ4 =A(θ)Eˆ4, · · · ,Ξ2N =A(θ)Eˆ2N , then {Ξ3,Ξ4, · · · ,Ξ2N}
is an standard orthogonal basis of X, and
span{Ξ3,Ξ4}= span{Eˆ3, Eˆ4}, span{Ξ5, · · · ,Ξ2N}= span{Eˆ5, · · · , Eˆ2N}.
{Ξ3,Ξ4, · · · ,Ξ2N} is the moving frame for us.
Set r = ‖~r‖, then~r = r~ˆr. In the moving frame,~ˆr can be written as~ˆr =∑2Nk=3 zkΞk. It’s easy
to see that z4 = 0 and
z3 =
√√√√1− 2N∑
j=5
z2j . (2.7)
Then the total set of the variables r,θ ,z5, · · · ,z2N can be thought as the coordinates of ~r ∈
X\span{Eˆ5, · · · , Eˆ2N} in the moving frame.
Geometrically, to make the direct-viewing understanding of the coordinates r,θ ,z5, · · · ,z2N ,
please see Figure 1. Note that the z-axis in Figure 1 denotes the space span{Eˆ5, · · · , Eˆ2N}.
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Eˆ3
Eˆ4
z
~r = r~ˆr
S
~ˆr
z3Ξ3
θ
∑2Nj=5 z jΞ j
A⊥(θ)Eˆ3
A(θ(~r))Eˆ3 = Ξ3
θ
Figure 1: the coordinates in the moving frame
Note that minθ∈R‖A(θ)Eˆ3−~r‖≥ 1 if~r∈ span{Eˆ5, · · · , Eˆ2N}. Therefore, if minθ∈R‖A(θ)Eˆ3−
~r‖ < 1, then~r ∈ X\span{Eˆ5, · · · , Eˆ2N}. So we have legitimate rights to use the coordinates
(r,θ ,z5, · · · ,z2N) in a neighbourhood of a relative equilibrium.
As in [44], we can write the equations of motion in the above given coordinates. Recall
that, by using the coordinates r,θ ,z5, · · · ,z2N , the kinetic energy and force function can be
respectively rewritten as
K(~r) =
r˙2
2
+
r2
2
(z˙23+
2N
∑
j=5
z˙2j +2θ˙
2N
∑
j,k=5
〈Eˆ j, Eˆ⊥k 〉z˙ jzk + θ˙ 2),
U(~r) =
U(z3Eˆ3+∑2Nj=5 z jEˆ j)
r
.
It’s noteworthy that the variable θ is not involved in the function U(z3Eˆ3 +∑2Nj=5 z jEˆ j),
this is a main reason of introducing the moving frame. In particular, the variable θ is not
involved in the Lagrangian L, that is, the variable θ is an ignorable coordinate.
Since U(z3Eˆ3+∑2Nj=5 z jEˆ j) only contains the variables z j ( j = 5, · · · ,2N), we will simply
write it as U(z) henceforth. Of course, we always think that z = (z5, · · · ,z2N)>.
We can expand U(z) as
U(z) = U(Eˆ3)+∑2Nk=5 dU|Eˆ3(Eˆk)zk +dU|Eˆ3(Eˆ3)(z3−1)+
1
2 [∑
2N
j,k=5 d
2U|Eˆ3(Eˆ j, Eˆk)z jzk +2∑
2N
k=5 d
2U|Eˆ3(Eˆ3, Eˆk)(z3−1)zk +d2U|Eˆ3(Eˆ3, Eˆ3)(z3−1)2]
+ 13! [∑
2N
i, j,k=5 d
3U|Eˆ3(Eˆi, Eˆ j, Eˆk)ziz jzk +3∑
2N
j,k=5 d
3U|Eˆ3(Eˆ3, Eˆ j, Eˆk)(z3−1)z jzk]+ · · ·
8
where “· · ·” denotes higher order terms of z j ( j = 5, · · · ,2N), and dU|Eˆ3 ,d2U|Eˆ3,d3U|Eˆ3 de-
note respectively the differential, second order differential, third order differential of U at
Eˆ3.
Then it follows from (2.3) (2.4) (2.6) (2.7) that
U(z) = λ +
1
2
2N
∑
k=5
λkz2k +
1
6
2N
∑
i, j,k=5
d3U|Eˆ3(Eˆi, Eˆ j, Eˆk)ziz jzk + · · · . (2.8)
Set q jk = 〈Eˆ j, Eˆ⊥k 〉, then the square matrix Q := (q jk)(2N−4)×(2N−4) is an anti-symmetric
orthogonal matrix. Set ai jk = d3U |Eˆ3(Eˆi, Eˆ j, Eˆk), then ai jk is symmetric with respect to the
subscripts i, j,k.
Thus the Lagrangian L can be rewritten as
L =
r˙2
2
+
r2
2
(z˙23+
2N
∑
j=5
z˙2j +2θ˙
2N
∑
j,k=5
q jkz˙ jzk + θ˙ 2)+
U(z)
r
=
r˙2
2
+
r2
2
(z˙23+
2N
∑
j=5
z˙2j +2θ˙ z˙
>Qz+ θ˙ 2)+
1
r
(λ +
1
2
2N
∑
k=5
λkz2k +
1
6
2N
∑
i, j,k=5
ai jkziz jzk + · · ·).
By computing ddt
∂L
∂ z˙k
− ∂L∂ zk ,
d
dt
∂L
∂ r˙ − ∂L∂ r , ddt ∂L∂ θ˙ − ∂L∂θ , it follows that the equations of motion
are the following:
r2[
zk∑2Nj=5(z¨ jz j+z˙
2
j)
z23
+
3zk(∑2Nj=5 z j z˙ j)
2
z43
+ z¨k + θ¨ ∑2Nj=5 qk jz j +2θ˙ ∑
2N
j=5 qk j z˙ j]
+2rr˙[
zk∑2Nj=5 z˙ jz j
z23
+ z˙k + θ˙ ∑2Nj=5 qk jz j]− 1r ∂U(z)∂ zk = 0, k = 5, · · · ,2N
r¨− r(z˙23+∑2Nj=5 z˙2j +2θ˙ ∑2Nj,k=5 q jkz˙ jzk + θ˙ 2)+ U(z)r2 = 0,
2rr˙(∑2Nj,k=5 q jkz˙ jzk + θ˙)+ r
2(∑2Nj,k=5 qk j z¨kz j + θ¨) = 0,
(2.9)
It’s noteworthy that the degeneracy of z3,z4 according to intrinsic symmetrical character-
istic of the N-body problem (i.e., the Newton equations (1.1) are invariant under the transfor-
mation (~r, t) 7→ (ρA~r,ρ 32 t)) has been reduced in the coordinates r,θ ,z5, · · · ,z2N .
Note that, by using the coordinates r,θ ,z5, · · · ,z2N , the angular momentum J can be rep-
resented as
J=
N
∑
j=1
m j~r j×~˙r j =
N
∑
j=1
m j~r⊥j ·~˙r j = 〈~r⊥,~˙r〉= r2(θ˙ +
2N
∑
j,k=5
q jkz˙ jzk) =
∂L
∂ θ˙
where~r⊥j ·~˙r j denotes the Euclidean scalar product of~r⊥j and ~˙r j in R2.
3 Linear and Orbital Stability
For the central configuration E3, let’s consider a relative equilibrium ρA(ωt)E3 of the
Newtonian N-body problem. Without loss of generality, suppose that ‖E3‖= 1, i.e., E3 = Eˆ3.
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Then a straight forward computation shows that the angular momentum J of the relative
equilibrium ρA(ωt)E3 is just ωρ2 and λ = ρ3ω2.
By the coordinates (r,θ ,z5, · · · ,z2N), the relative equilibrium ρA(ωt)E3 is just a solution
of (2.9) such that
r = ρ,θ = ωt,z5 = 0, · · · ,z2N = 0.
According to the well known definition of Lyapunov stability, it’s demanded to investigate
the time-dependent change of the quantities r− ρ,θ −ωt,z5, · · · ,z2N under the equations
(2.9). More precisely, we need consider the solution (r,θ ,z5, · · · ,z2N), such that the initial
conditions r(0),θ(0),z5(0), · · · ,z2N(0) and r˙(0), θ˙(0), z˙5(0), · · · , z˙2N(0) are all small, of the
following system
(r+ρ)2[
zk∑2Nj=5(z¨ jz j+z˙
2
j)
z23
+
3zk(∑2Nj=5 z j z˙ j)
2
z43
+ z¨k + θ¨ ∑2Nj=5 qk jz j +2(θ˙ +ω)∑
2N
j=5 qk j z˙ j]
+2(r+ρ)r˙[
zk∑2Nj=5 z˙ jz j
z23
+ z˙k +(θ˙ +ω)∑2Nj=5 qk jz j]− 1r+ρ ∂U(z)∂ zk = 0, k = 5, · · · ,2N
r¨− (r+ρ)[z˙23+∑2Nj=5 z˙2j +2(θ˙ +ω)∑2Nj,k=5 q jkz˙ jzk +(θ˙ +ω)2]+ U(z)(r+ρ)2 = 0,
2(r+ρ)r˙(∑2Nj,k=5 q jkz˙ jzk + θ˙ +ω)+(r+ρ)
2(∑2Nj,k=5 qk j z¨kz j + θ¨) = 0.
Note that we abuse the notations r,θ in the interest of conciseness, their true meanings are
r−ρ,θ −ωt above.
We introduce new variables:
Zk = z˙k, k = 5, · · · ,2N, ϒ= r˙, Θ= θ˙ .
Then the above system becomes:
z˙k = Zk, k = 5, · · · ,2N
Z˙k =−[ zk∑
2N
j=5(Z˙ jz j+Z
2
j )
z23
+
3zk(∑2Nj=5 z jZ j)
2
z43
+ Θ˙∑2Nj=5 qk jz j +2(Θ+ω)∑
2N
j=5 qk jZ j]
− 2ϒr+ρ [
zk∑2Nj=5 Z jz j
z23
+Zk +(Θ+ω)∑2Nj=5 qk jz j]+
1
(r+ρ)3
∂U(z)
∂ zk
, k = 5, · · · ,2N
r˙ = ϒ,
ϒ˙= (r+ρ)[z˙23+∑
2N
j=5 Z
2
j +2(Θ+ω)∑
2N
j,k=5 q jkZ jzk +(Θ+ω)
2]− U(z)
(r+ρ)2 ,
θ˙ =Θ,
Θ˙=−∑2Nj,k=5 qk jZ˙kz j− 2ϒr+ρ (∑2Nj,k=5 q jkZ jzk +Θ+ω),
(3.10)
Linearizing the above system at original point yields the following variational equations
z˙k = Zk, k = 5, · · · ,2N
Z˙k =
λkzk
ρ3 −2ω∑2Nj=5 qk jZ j, k = 5, · · · ,2N
r˙ = ϒ,
ϒ˙= 3ω2r+2ρωΘ,
θ˙ =Θ,
Θ˙=−2ωϒρ ,
(3.11)
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or 
z˙
Z˙
r˙
ϒ˙
θ˙
Θ˙
=

0 I
Λ
ρ3 −2ωQ
0 1 0 0
3ω2 0 0 2ρω
0 0 0 1
0 −2ωρ 0 0


z
Z
r
ϒ
θ
Θ
 (3.12)
where
z = (z5, · · · ,z2N)>, Z = (Z5, · · · ,Z2N)>
and Λ= diag(λ5, · · · ,λ2N).
Following Moeckel’s approach in [29], we define linear stability and spectral stability of
the system (3.10):
Definition 3.1 If the eigenvalues of the matrix in the variational equations (3.12) are either
zero or purely imaginary, the relative equilibrium ρA(ωt)E3 is called spectral stability; if
the origin is a stable solution of the variational equations, that is, the relative equilibrium
is spectrally stable and the matrix is further diagonalizable, then the relative equilibrium
ρA(ωt)E3 is linearly stable.
If the solution is not spectrally stable, it follows from the well known Lyapunov’s theorem
of stability that the solution is not stable in the sense of Lyapunov. However, if the solution
is spectrally stable but not linearly stable, it’s possible that the solution is stable in the sense
of Lyapunov; similarly, if the solution is linearly stable, it’s possible that the solution is not
stable in the sense of Lyapunov.
It is easy to see that a Jordan canonical form of the submatrix

0 1 0 0
3ω2 0 0 2ρω
0 0 0 1
0 −2ωρ 0 0

is

0 1
0 0
ω
√−1 0
0 −ω√−1
.
As a result, we have
Theorem 3.1 The relative equilibrium ρA(ωt)E3 is spectrally stable if and only if the eigen-
values of the matrix
(
0 I
Λ
ρ3 −2ωQ
)
are either zero or purely imaginary; furthermore, the
relative equilibrium ρA(ωt)E3 is always not linearly stable.
In the following, we will further prove that the relative equilibrium ρA(ωt)E3 is always
not stable in the sense of Lyapunov.
To this end, it’s necessary to take the angular momentum J into consideration. According
to the angular momentum J is constant along solutions of the equations (3.10), J = ωρ2
11
defines an invariant set. Note that
(r+ρ)2(
2N
∑
j,k=5
q jkz˙ jzk +Θ+ω) = J.
Thus let us turn our attention to the following equations of r,ϒ,θ ,z5, · · · ,z2N ,Z5, · · · ,Z2N :
z˙k = Zk, k = 5, · · · ,2N
Z˙k =−[ zk∑
2N
j=5(Z˙ jz j+Z
2
j )
z23
+
3zk(∑2Nj=5 z jZ j)
2
z43
− ( 2Jϒ
(r+ρ)3 +∑
2N
j,i=5 q jiZ˙ jzi)∑
2N
j=5 qk jz j
+2( J
(r+ρ)2 −∑2Nj,i=5 q jiZ jzi)∑2Nj=5 qk jZ j]+ 1(r+ρ)3
∂U(z)
∂ zk
− 2ϒr+ρ [
zk∑2Nj=5 Z jz j
z23
+Zk +( J(r+ρ)2 −∑2Nj,i=5 q jiZ jzi)∑2Nj=5 qk jz j], k = 5, · · · ,2N
r˙ = ϒ,
ϒ˙= (r+ρ)[z˙23+∑
2N
j=5 Z
2
j +
J2
(r+ρ)4 − (∑2Nj,k=5 q jkZ jzk)2]−
U(z)
(r+ρ)2 ,
θ˙ = J
(r+ρ)2 −∑2Nj,k=5 q jkZ jzk−ω,
(3.13)
Linearizing the above system at original point yields the following variational equations
z˙k = Zk, k = 5, · · · ,2N
Z˙k =
λkzk
ρ3 −2ω∑2Nj=5 qk jZ j, k = 5, · · · ,2N
r˙ = ϒ,
ϒ˙=−ω2r,
θ˙ =−2ωrρ ,
(3.14)
or 
z˙
Z˙
r˙
ϒ˙
θ˙
=

0 I
Λ
ρ3 −2ωQ
0 1 0
−ω2 0 0
−2ωρ 0 0


z
Z
r
ϒ
θ
 (3.15)
It is easy to see that a Jordan canonical form of the submatrix
 0 1 0−ω2 0 0
−2ωρ 0 0
 is 0 ω√−1 0
0 −ω√−1
.
Although what is now facing on stability is better than that in the above (3.12), we have
Theorem 3.2 The relative equilibrium ρA(ωt)E3 is linearly stable for the variational equa-
tions (3.15) if and only if the eigenvalues of the matrix
(
0 I
Λ
ρ3 −2ωQ
)
are either zero or
purely imaginary and
(
0 I
Λ
ρ3 −2ωQ
)
is further diagonalizable; however, the relative equi-
librium ρA(ωt)E3 of the system (3.13) is always not stable in the sense of Lyapunov.
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The result is similar to the case of the two-body problem: any elliptic solution of the two-
body problem is always not stable in the sense of Lyapunov, but is orbitally stable. Indeed,
the proof of the above theorem attributes to the discussion of the two-body problem.
Proof of Theorem 3.2:
Let’s consider the solution of the system (3.13) such that z5(0), · · · ,z2N(0) and Z5(0), · · · ,Z2N(0)
are all zero.
Then the equations reduce to
r˙ = ϒ,
ϒ˙= J
2
(r+ρ)3 − λ(r+ρ)2 ,
θ˙ = J
(r+ρ)2 −ω.
This is just a kind of equations of the two-body problem. As a matter of fact, the coor-
dinates from the given moving frame {Ξ3,Ξ4} for the two-body problem are just the usual
polar coordinates, and the equations of motion (2.9) are just{
r¨ = rθ˙ 2− λr2 ,
2rr˙θ˙ + r2θ¨ = 0.
The theorem is now evident from the well known results of the two-body problem.
2
Therefore, we naturally consider the orbital stability of the relative equilibrium in the
following.
Recall the definition of the coordinates from the moving frame, it’s clear that the quantity
∑2Nj=5 z
2
j +∑
2N
j=5 Z
2
j + r
2+ϒ2 gives a measure of the distance from the point (z,Z,r,ϒ,θ ,Θ) to
the orbit of the relative equilibrium. So it suffices to investigate the stability of the original
point of the following system of z,Z,r,ϒ
z˙k = Zk, k = 5, · · · ,2N
Z˙k =−[ zk∑
2N
j=5(Z˙ jz j+Z
2
j )
z23
+
3zk(∑2Nj=5 z jZ j)
2
z43
− ( 2Jϒ
(r+ρ)3 +∑
2N
j,i=5 q jiZ˙ jzi)∑
2N
j=5 qk jz j
+2( J
(r+ρ)2 −∑2Nj,i=5 q jiZ jzi)∑2Nj=5 qk jZ j]+ 1(r+ρ)3
∂U(z)
∂ zk
− 2ϒr+ρ [
zk∑2Nj=5 Z jz j
z23
+Zk +( J(r+ρ)2 −∑2Nj,i=5 q jiZ jzi)∑2Nj=5 qk jz j], k = 5, · · · ,2N
r˙ = ϒ,
ϒ˙= (r+ρ)[z˙23+∑
2N
j=5 Z
2
j +
J2
(r+ρ)4 − (∑2Nj,k=5 q jkZ jzk)2]−
U(z)
(r+ρ)2 .
(3.16)
That is, we have
Theorem 3.3 The relative equilibrium ρA(ωt)E3 is orbitally stable in the sense of Lyapunov
if and only if the original point of the system (3.16) is stable in the sense of Lyapunov.
For simplicity, we may take ρ = 1 from now on. Then J= ω and λ = ω2.
First, let’s investigate the linear stability of the original point of the above system (3.16).
Although the method has some differences from the classical works in [29, 39, etc], there is
not any new results for linear stability. So we only consider some special cases to reveal the
good of the coordinates from the moving frame.
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By the variational equations
z˙
Z˙
r˙
ϒ˙
=

0 I
Λ
ρ3 −2ωQ
0 1
−ω2 0


z
Z
r
ϒ
 (3.17)
if the original point of the above system (3.16) is linearly stable, it’ necessary that the roots
of the characteristic polynomial∣∣∣∣ xI −I−Λ xI−2ωQ
∣∣∣∣= ∣∣x2I−2ωxQ−Λ∣∣
are all on the imaginary axis. Due to Q> = −Q, the above characteristic polynomial is an
even function of x. Let
f (x2) = x2n+ cn−1x2n−2+ · · ·+ c2x4+ c1x2+ c0
be the above characteristic polynomial, where n = 2N− 4. Then it’ necessary that the roots
of f are all negative numbers or zero. It follows that
c j ≥ 0 f or j = 0,1, · · · ,n−1.
Furthermore, if ck = 0, then c j = 0 for 0≤ j ≤ k−1.
A straight forward computation shows that:
cn−1 = 2nω2−∑2Nj=5λ j
c0 =Π2Nj=5λ j
It follows from (2.6) that
2N
∑
j=5
λ j = (2N−5)λ +
2N
∑
k=1
∑
j 6=k
m j
r3jk
= (2N−5)λ + ∑
1≤ j<k≤2N
m j +mk
r3jk
.
Thus
(2N−3)λ > ∑
1≤ j<k≤2N
m j +mk
r3jk
.
From the inequality above, Roberts [39] proved that any relative equilibrium of N equal
masses is not spectrally stable for N ≥ 24306.
When the central configuration E3 is collinear, the case becomes simpler. Suppose E3 =
~r = (x1,0,x2,0, · · · ,x2N−1,0,)> ∈ (R×0)N ⊂ R2N , then the matrix B jk = m jmkr3jk
( −2 0
0 1
)
,
so M−1B becomes: 
A11
m2
r312
D · · · mN
r31N
D
m1
r312
D A11 · · · mNr32N D
...
... . . .
...
m1
r31N
D m2
r32N
D · · · ANN

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where D =
( −2 0
0 1
)
and the diagonal blocks are given by:
Akk =− ∑
1≤ j≤N, j 6=k
m j
r3jk
D
It follows that if
(λ I+M−1B)E= λ∗E f or E ∈ (R×0)N ,
then
(λ I+M−1B)E⊥ =
3λ −λ∗
2
E⊥.
That is to say, if a vector E ∈ (R× 0)N is one eigenvector of D with eigenvalue λ∗, then
E⊥ ∈ (0×R)N ⊂ R2N is also one eigenvector of D with eigenvalue 3λ−λ∗2 .
So {E5,E6, · · · ,E2N−1,E2N} can be considered as {E5,E6 =E⊥5 , · · · ,E2N−1,E2N =E⊥2N−1},
then Q becomes block diagonal with block J =
(
0 −1
1 0
)
:
Q =
 J . . .
J
 .
It follows that the characteristic polynomial f (x2) becomes
f (x2) =
N
∏
k=3
(
x4+(4λ −λ2k−1−λ2k)x2+λ2k−1λ2k
)
.
According to a well known result due to Conley [36], we know that λ2k−1λ2k < 0, thus the
central configuration E3 is not spectrally stable. This result has been proved by Moeckel [29].
Furthermore, we have the following result of collinear central configurations:
λ2k =
3λ −λ2k−1
2
, λ2k−1 > 3λ . (3.18)
So we may consider only noncollinear central configurations for stability of the relative
equilibrium.
When N = 3, the problem is especially simple, because of Q=
(
0 1
−1 0
)
or
(
0 −1
1 0
)
.
Then the roots of the characteristic polynomial
f (x2) = x4+(4λ −λ5−λ6)x2+λ5λ6
are all on the imaginary axis if and only if
4λ ≥ λ5+λ6
λ5λ6 ≥ 0
(4λ −λ5−λ6)2−4λ5λ6 ≥ 0.
(3.19)
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Set β = m1m2+m3m2+m1m3. As~r is a equilateral triangle such that ‖~r‖= 1 and whose
center of masses is at the origin, without loss of generality, suppose
m1+m2+m3 = 1,
~r = (−
√
3m3
2
√
β
, 2m2+m3
2
√
β
,−
√
3m3
2
√
β
,−2m1+m3
2
√
β
,
√
3(m1+m2)
2
√
β
,−m1−m2
2
√
β
)>.
Then
E3 =~r,
E4 =~r⊥,
λ = β 3/2,
(3.20)
the matrix λ I+M−1B is
β 3/2

4m1+9m3
4 −3
√
3m3
4 m2 0 −5m34 3
√
3m3
4
−3
√
3m3
4
8m2−m3+4
4 0 −2m2 3
√
3m3
4
m3
4
m1 0
4m2+9m3
4
3
√
3m3
4 −5m34 −3
√
3m3
4
0 −2m1 3
√
3m3
4
12−8m2−9m3
4 −3
√
3m3
4
m3
4
−5m14 3
√
3m1
4 −5m24 −3
√
3m2
4
9−5m3
4
3
√
3(m2−m1)
4
3
√
3m1
4
m1
4 −3
√
3m2
4
m2
4
3
√
3(m2−m1)
4
m3+3
4

As a result of (2.6), λ5,λ6 and {E5,E6} can be obtained by calculating eigenvectors of the
above matrix.
A straight forward computation shows that the remaining eigenvalues of the matrix λ I+
M−1B are
λ5 =
3
2
(
1−
√
1−3β
)
β 3/2, λ6 =
3
2
(√
1−3β +1
)
β 3/2.
As a result, (3.19) becomes
β ≤ 1
27
,
or more precisely,
m1m2+m3m2+m1m3 ≤ (m1+m2+m3)
2
27
.
This result has been proved by Gascheau in 1843 [12] and Routh in 1875 [41] respectively.
Without loss of generality, suppose m1 ≥ m2 ≥ m3. Then it’s easy to see that
m1 >
1
18
(√
69+9
)
> 0.961478,m2+m3 < 0.038521.
Let Ω be the space of masses of the planar three-body problem, then Ω could be represent
as
Ω= {(β ,m1) : β ∈ (0, 13 ],m1 ∈ [
1
3
,1),β −m1(1−m1)> 0,4β ≤ 1+2m1−3m21}.
But to study stability, it suffices to consider the subset Ωss of Ω corresponding to spectral
stability:
Ωss = {(β ,m1) ∈Ω : β ∈ (0, 127 ],m1 ∈ (
√
69+9
18
,1)}. (3.21)
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ΩΩss
β -m1 +m12 = 0
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y β -m1 +m12 = 0
Ωss
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0.96
0.97
0.98
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1.00
μ
y
Enlargement of Ωss
Figure 2: spaces Ω and Ωss of masses
For convenience’s sake, to make the direct-viewing understanding of sizes of geometric areas
Ω and Ωss etc, we would better draw their pictures in a new system of variables µ,y via the
diffeomorphism: {
β = yµ,
m1 = 1−µ.
The spaces Ω and Ωss of masses in the variables µ,y can be seen Figure 2. Please note that
the space Ωss is much smaller than Ω.
Some tedious computation further yields the corresponding eigenvectors
E5 =
(
m1−m3
κm1
m3
, 3m2−2α−1√3κm1
m3
, m2−α−m1κm2
m3
, α+3m3−1√3κm2
m3
, α−m2+m3κ ,
α+3m1−1√
3κ
)>
E6 = E
⊥
5 ,
where
κ =
√
4βm3 (2−6β +α−3αm2)
3m1m2
,
α =
√
1−3β .
4 Classical Results of Hamiltonian System
In this section, let’s recall some aspects of Hamiltonian system what we need.
We consider an analytic Hamiltonian system, with n degrees of freedom, having the origin
as an equilibrium point:
H(p,q) = ∑
j≥2
H j(p,q), (4.22)
17
where H j is a homogeneous polynomial of degree j in (p,q) for every j ≥ 2.
Since we are interesting in stability, we confine ourself to the eigenvalues of the quadratic
part H2 of the Hamiltonian are all distinct and purely imaginary. Then in suitable symplectic
coordinates, the quadratic part H2 takes the form
H2 =
n
∑
j=1
ω j(p2j +q2j)
2
. (4.23)
Here every ω j is called a characteristic frequency, and ϖ = (ω1, · · · ,ωn) is called the fre-
quency vector.
Definition 4.1 A frequency vector ϖ satisfies a resonance relation of order l > 0 if there
exists a linear relationship
(k,ϖ) = k1ω1+ · · ·+ knωn = 0, (4.24)
where k = (k1, · · · ,kn) ∈ Zn such that |k|= |k1|+ · · ·+ |kn|= l.
Definition 4.2 A frequency vector ϖ is said to be (c,υ)-Diophantine for some c,υ > 0 if we
have
|(k,ϖ)| ≥ c|k|υ , ∀k ∈ Z
n such that |k| 6= 0.
A (c,υ)-Diophantine frequency vector ϖ is also said to be strongly incommensurable.
Definition 4.3 A Birkhoff normal form of degree l for the Hamiltonian (4.22) is a polynomial
of degree l in symplectic variables x,y that is actually a polynomial of degree [l/2] in the
variables ρ j =
x2j+y
2
j
2 .
Given l ≥ 4, assume that the frequency vector ϖ is nonresonant up to order l. The well-
known Birkhoff theorem [5] states that, in some neighbourhood of the origin, there exists a
symplectic change of variables (p,q) 7→ (x,y), near to the identity map, such that in the new
variables the Hamiltonian function is reduced to a Birkhoff normal form Hl(ρ) of degree l
up to terms of degree higher than l:
H(p,q) =H(x.y) =Hl(ρ)+O(|x|+ |y|)l+1.
Let us consider a nearly-integrable Hamiltonian written in action-angle variables ρ,ϕ
defined by x j =
√
2ρ j cosϕ j,y j =
√
2ρ j sinϕ j
H(ρ,ϕ) =Hl(ρ)+Rl(ρ,ϕ), (4.25)
where R(ρ,ϕ) = O(‖ρ‖)[l/2]+1, here ‖ρ‖= max1≤ j≤n |ρ j|.
Let’s recall the important concepts of non-degenerate and isoenergetically non-degenerate
(see [2]):
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Definition 4.4 The Hamiltonian system (4.22) or (4.25) is called to be non-degenerate in a
neighbourhood of the equilibrium point if
det
(
∂ 2Hl
∂ρ2
|ρ=0
)
6= 0;
The Hamiltonian system (4.22) or (4.25) is called to be isoenergetically non-degenerate in a
neighbourhood of the equilibrium point if
det
(
∂ 2Hl
∂ρ2 |ρ=0 ϖ>
ϖ 0
)
6= 0.
Then it is well known that:
Theorem 4.1 (KAM [3, 31]) A non-degenerate or isoenergetically non-degenerate Hamil-
tonian in a neighbourhood of an equilibrium point has invariant tori close to the tori of the
linearized system. These tori form a set whose relative measure in the polydisc ‖ρ‖< ε tends
to 1 as ε→ 0. In an isoenergetically non-degenerate system such tori occupy a larger part of
each energy level passing near the equilibrium position.
Furthermore, on the relative measure of the set of invariant tori in the polydisc ‖ρ‖ < ε we
have
Theorem 4.2 ([37, 8, 21]) Consider a non-degenerate or isoenergetically non-degenerate
Hamiltonian in a neighbourhood of an equilibrium point. If the frequency vector ϖ does not
satisfy resonance relations of order up to and including l ≥ 4, then the relative measure of
the set of invariant tori in the polydisc ‖ρ‖< ε is at least 1−O(ε l−34 ). If the frequency vector
ϖ satisfies the strong incommensurability condition, i.e., (c,υ)-Diophantine condition, then
this measure is 1−O(exp(−c˜ε −1υ+1 )) for a positive number c˜ = const.
Let us further consider effective stability of a nearly-integrable Hamiltonian
H(ρ,ϕ) = (ρ,ϖ)+R2(ρ,ϕ). (4.26)
First, under (c,υ)-Diophantine condition we have
Theorem 4.3 ([14, 13, 15]) Assume the frequency vector ϖ is (c,υ)-Diophantine, then there
exist c1,c2,c3 = const > 0 such that for every orbit (ρ(t),ϕ(t)) of (4.26), with ‖ρ(0)‖ < ε ,
one has
‖ρ(t)−ρ(0)‖ ≤ c1ε3 f or |t| ≤ c3 exp(c2ε −1υ+1 ),
provided ε is sufficiently small.
Although all of the (c,υ)-Diophantine frequency vectors are abundant in measure, how-
ever, non-Diophantine frequency vectors form a dense open set in the space of frequency
vectors. Therefore, Diophantine frequency vectors could be quite exceptional in some sense.
Definition 4.5 ([35]) Let h be a real analytic in the vicinity of the closed ball Br of radius
r > 0 in Rn and has no critical points in Br. Then h is steep if and only if its restriction h|P to
any proper affine subspace P⊂ Rn admits only isolated critical points.
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Definition 4.6 Let h be a polynomial of degree l in ρ1, · · · ,ρn such that
h(ρ) = h1(ρ)+ · · ·hl(ρ),
where is h j(ρ) a homogeneous polynomial of degree k in ρ1, · · · ,ρn. We say that the function
h is
• convex at ρ = 0, if the quadratic form h2(ρ) is either positive or negative definite;
• quasi-convex at ρ = 0, if
h1(ρ) = 0,h2(ρ) = 0 ⇒ ρ = 0;
• directionally quasi-convex at ρ = 0, if
h1(ρ) = 0,h2(ρ) = 0,ρ1, · · · ,ρn ≥ 0 ⇒ ρ = 0.
Theorem 4.4 ([17, 10, 34, 38, 4]) Consider the Hamiltonian (4.25) in a neighbourhood of
the origin ρ = 0. Assume the frequency vector ϖ is nonresonant up to order 4 and the
unperturbed Hamiltonian Hl is a (directionally) quasi-convex function, then there exist two
positive constants a,b such that, for sufficiently small ε , any orbit (ρ(t),ϕ(t)) of (4.25), with
‖ρ(0)‖< ε , satisfies
‖ρ(t)−ρ(0)‖ ≤ c1εa f or |t| ≤ c3 exp(c2ε−b),
here c1,c2,c3 = const > 0.
Remark 4.1 Two positive constants a,b in Theorem 4.4 can be chosen as a = 1+σn+σ ,b =
1
n+σ
for any σ ≥ 0, for instance, a = 1n ,b = 1n or a = 12 ,b = 12n . It should be no surprise that two
constants a,b in Theorem 4.4 are worse than that in Theorem 4.3.
Remark 4.2 Note that there are some differences between Theorem 4.4 and the celebrated
Nekhoroshev theorem [33]. In his celebrated 1977 article [33], Nekhoroshev conjectured
that, if the function Hl is steep, a weaker condition than convex or quasi-convex properties,
the Theorem 4.4 above is also correct, however, this conjecture is not complete answered up
to now. Note that directionally quasi-convex function may be not steep.
5 The Birkhoff Normal Form
To discuss the stability of the three-body problem, it would be best to employ Hamiltonian
equations.
Recall that the Lagrangian is
L(z,r,θ , z˙, r˙, θ˙) =
r˙2
2
+
(1+ r)2
2
[z˙23+
2N
∑
j=5
z˙2j +2(θ˙ +ω)
2N
∑
j,k=5
q jkz˙ jzk +(θ˙ +ω)2]+
U(z)
1+ r
.
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It follows from the Legendre Transform that the Hamiltonian is
H(z,r,θ ,w,s,ϑ) =
r˙2
2
+
(1+ r)2
2
(z˙23+
2N
∑
j=5
z˙2j +2θ˙
2N
∑
j,k=5
q jkz˙ jzk + θ˙ 2−ω2)−U(z)1+ r ,
where
wk = ∂L∂ z˙k = (1+ r)
2[
zk∑2Nj=5 z˙ jz j
z23
+ z˙k +(θ˙ +ω)∑2Nj=5 qk jz j],
s = ∂L∂ r˙ = r˙,
ϑ = ∂L∂ θ˙ = (1+ r)
2(∑2Nj,k=5 q jkz˙ jzk + θ˙ +ω).
Obviously, the ignorable coordinate θ yields that the quantity ϑ is a first integral and is
just J(= ω). Therefore we can consider the Hamiltonian H is just a function of the variables
z,r,w,s.
A straight forward computation shows that:
H(z,r,w,s) =−3ω
2
2
+
s2
2
+
ω2r2
2
+
∑2Nk=5 w
2
k
2
+
∑2Nk=5(ω
2−λk)z2k
2
−ω
2N
∑
k, j=5
qk jwkz j + · · ·
where · · · denotes higher order terms.
Let’s further compute the cubic and quartic terms of the Hamiltonian H for the three-body
problem. As a matter of notational convenience, set
q0 = r,q1 = z5,q2 = z6, p0 = s, p1 = w5, p2 = w6.
Then the Hamiltonian H for the three-body problem is
H(p,q) = p
2
0
2 +
(1+q0)2
2 [z˙
2
3+ z˙
2
5+ z˙
2
6+2θ˙(q1z˙6−q2z˙5)+ θ˙ 2−ω2]− U(z3E3+q1E5+q2E6)1+q0
=−3ω22 +
p20+ω
2q20
2 +
p21+p
2
2
2 +
(ω2−λ5)q21+(ω2−λ6)q22
2 +ω(p1q2− p2q1)+ · · · ,
where
z3 = 1− 12(q21+q22)− 18(q21+q22)2+ · · · ,
z˙23 = (p1q1+ p2q2)
2+ · · · ,
z˙5 = p1+ωq2−2q0 (p1+ωq2)+
[
p1q22−2p2q1q2+3p1q20− p1q21+ωq2(3q20+q21+q22)
]
−2q0
[
p1q22−2p2q1q2+2p1q20− p1q21+q32ω+2q20q2ω+q21q2ω
]
+ · · · ,
z˙6 = p2−ωq1−2q0 (p2−q1ω)+
[
p2q21−2p1q2q1+3p2q20− p2q22−ωq1(3q20+q21+q22)
]
−2q0
[
p2q21−2p1q2q1+2p2q20− p2q22−ω(q31+2q20q1+q22q1)
]
+ · · · ,
θ˙ =−2ωq0+
[
p1q2− p2q1+ω(3q20+q21+q22)
]−2q0 [p1q2− p2q1+ω(2q20+q21+q22)]
+
[(
3q20+q
2
1+q
2
2
)
(p1q2− p2q1)+ω
(
5q40+3
(
q21+q
2
2
)
q20+
(
q21+q
2
2
)2)]+ · · · .
It follows that the part of kinetic energy in the Hamiltonian H is
p20
2
+
(1+q0)2
2
[z˙23+ z˙
2
5+ z˙
2
6+2θ˙(q1z˙6−q2z˙5)+ θ˙ 2−ω2] =
1
2
(−ω2−2ω2q0)
+
1
2
[
2ω(p1q2− p2q1)+ p20+ p21+ p22+ω2(3q20+q21+q22)
]−2ωq0(p1q2− p2q1)
−q0
[
p21+ p
2
2+ω
2(2q20+q
2
1+q
2
2)
]
+ω(3q20+q
2
1+q
2
2)(p1q2− p2q1)+
ω2
2
(q21+q
2
2)
2
+
1
2
[3(p21+ p
2
2)q
2
0+(p1q2− p2q1)2− (p1q1+ p2q2)2+5q40+3(q21+q22)q20]+ · · · .
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Some tedious computation further yields
U(z3E3+q1E5+q2E6) = λ +
1
2
(λ5q21+λ6q
2
2)+a30q
3
1+a12q1q
2
2+a21q
2
1q2+a03q
3
2
+a40q41+a13q1q
3
2+a22q
2
1q
2
2+a31q
3
1q2+a04q
4
2+ · · · ,
where
a30 = (13α+5)a3012,
a12 =−3(9α+5)a3012,
a3012 =
m3β 3(α−1)2(α−3m1+1)[3α(2α−1)+(2−5α)(m2−m3)+3m1(3α−2m2+2m3)]
36
√
3κ3m21m
2
2
;
a21 =−3(9α−5)a2103,
a03 = (13α−5)a2103,
a2103 =−m3β
3(α+1)2(α+3m1−1)[10α2+α−9αm2+9αm3−3(α−4)m1−18m21−2]
108κ3m21m
2
2
;
a40 =
[
−(α2−1)2 (40α3−123α2+35)−27(41α4+8α3+50α2−35)m1m2m3]a4004,
a04 =
[(
α2−1)2 (40α3+123α2−35)−27(41α4−8α3+50α2−35)m1m2m3]a4004,
a4004 =
[m1(8−13α2−4α+3(4α−1)(m2−m3))+(α−1)(1−8α2+α+(7α−1)(m2−m3))+3(4α−7)m21+18m31]
1296κ4m31m
4
2/(β 7/2m3)
;
a22 =
a4004
[
(297β−64)+ 3(297β
2−527β+96)m1
β +
(−1485β2+2504β−448)m21
β2
+
(891β2−1284β+224)m31(2β+(1−m1)2)
β3
]
m2m3/(54β 3)
;
a13 =−a31
=
[β+m3(3m3−2)](α+3m1−1)[8α2−α−7α(m2−m3)+m1(3α−3(m2−m3)+6)−9m21+(m2−m3)−1]
4
√
3κ4m31m
3
2/(35β 11/2m3)
.
So the Hamiltonian H is
H =−3ω
2
0
2
+H2+H3+H4+ · · · , (5.27)
where
ω0 = ω = β 3/4,
H2 = 12 [p
2
0+ p
2
1+ p
2
2+2ω0 (p1q2− p2q1)+ω20 (q20+ (3α−1)2 q21− (3α+1)2 q22)],
H3 = 2ω0 p2q1q0−2ω0 p1q2q0− p22q0− p21q0−ω20 q30−a03q32
−a12q1q22−a21q21q2−a30q31−
ω20
4
q0
(
(3α+1)q21+(1−3α)q22
)
,
H4 =
3
2
p21q
2
0+
3
2
p22q
2
0−
1
2
p21q
2
1+
1
2
p22q
2
1+
1
2
p21q
2
2−
1
2
p22q
2
2−3ω0 p2q1q20+3ω0 p1q2q20
−ω0 p2q31+ω0 p1q32−ω0 p2q1q22+ω0 p1q21q2+ω20
3
2
q40−2p1 p2q2q1+a21q0q2q21
+a30q0q31−a31q2q31+a12q0q32+a03q0q1q22−a13q1q32+(
ω20
2
−a04)q42+(
ω20
2
−a40)q41
+(ω20 −a22)q21q22+
3ω20
4
q20
(
(α+1)q21− (α−1)q22
)
.
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We now look for a change of variables from (p,q) to (x,y) such that H2 takes the form
ω0(x20+ y
2
0)
2
− ω1(x
2
1+ y
2
1)
2
+
ω2(x22+ y
2
2)
2
.
Let J denote the usual symplectic matrix
( −I
I
)
. A straight forward computation
shows that the eigenvalues of the matrix J ∂
2H2
∂ 2(p,q) are
±ω0i, ±ω1i, ±ω2i,
where
ω1 = µ1ω0, µ1 =
√
1−
√
1−27β
2 ,
ω2 = µ2ω0, µ2 =
√
1+
√
1−27β
2 .
Note that we can restrict our attention to the variables p1, p2,q1,q2. For the eigenvalues
ω1i,ω2i, the corresponding eigenvector are(
3α−γ
4 β
3/4, i(3α+γ)ω13α+γ−4 ,
4iω1β−3/4
3α+γ−4 ,1
)⊥(
3α+γ
4 β
3/4, i(γ−3α)ω2−3α+γ+4 ,− 4iω2β
−3/4
−3α+γ+4 ,1
)⊥
where
γ =
√
1−27β .
It follows that we can introduce the following symplectic transformation to reduce the
Hamiltonian H: 
p0 =
√
ωx0
q0 =
y0√
ω
p1 =
ω0(3α−γ)
4
√
2γω1
4−3α−γ
x1+
ω0(3α+γ)
4
√
2γω2
4−3α+γ
y2
p2 =
(γ−3α)
√
γω2−3α+γ+4√
2γ
x2−
(3α+γ)
√
γω1−3α−γ+4√
2γ
y1
q1 =−
2
√
2
√
γω2−3α+γ+4
γω0 x2−
2
√
2
√
γω1−3α−γ+4
γω0 y1
q2 = 1√
2
√
γω1−3α−γ+4
x1+ 1√
2
√
γω2−3α+γ+4
y2
(5.28)
Then the Hamiltonian H becomes
H(x,y) =−3ω
2
0
2
+
ω0(x20+ y
2
0)
2
− ω1(x
2
1+ y
2
1)
2
+
ω2(x22+ y
2
2)
2
+H3(x,y)+H4(x,y)+ · · · ,
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But we’d better introduce the following complex symplectic transformation to reduce the
Hamiltonian H: 
x0 =
ζ0√
2
+ iη0√
2
y0 =
η0√
2
+ iζ0√
2
x1 =
ζ1√
2
+ iη1√
2
y1 =
η1√
2
+ iζ1√
2
x2 =
ζ2√
2
+ iη2√
2
y2 =
η2√
2
+ iζ2√
2
(5.29)
where i denotes the imaginary unit. Then the Hamiltonian H becomes
H(ζ ,η) = iω0ζ0η0− iω1ζ1η1+ iω2ζ2η2+H3(ζ ,η)+H4(ζ ,η)+ · · · ,
Note that a formal series
f =∑
k,l
fk,lζ kη l, k, l ∈ N3
in the variables (ζ ,η) ∈ C6 represents a real formal series in the variables (x,y) if and only
if
fk,l = i|k+l| fl,k.
We perform the change of variables (ζ ,η) 7→ (u,v) with a generating function
u0η0+u1η1+u2η2+S3(u,η)+S4(u,η)+ · · · ,
such that in the new variables (u,v) the Hamiltonian function reduces to a Birkhoff normal
form of degree 4 up to terms of degree higher than 4:
H(ζ ,η) = H(ζ (u,v),η(u,v)) =H(u,v)
= iω0u0v0− iω1u1v1+ iω2u2v2− 12 [ω00(u0v0)
2+ω11(u1v1)2+ω22(u2v2)2
+2ω01(u0v0u1v1)+2ω02(u0v0u2v2)+2ω12(u1v1u2v2)]+ · · · ,
where S3 and S4 are forms of degree 3 and 4 in u,η , and
ζ = u+
∂S3
∂η
+
∂S4
∂η
+ · · · , v = η+ ∂S3
∂u
+
∂S4
∂u
+ · · · .
First, it’s easy to see that β = 127 yields that frequency vectors ϖ = (ω0,−ω1,ω2) satisfies
a resonance relations of order 2; and all of resonance relations of order 3 or 4 satisfied by ϖ
are 
ω0−2ω1 = 0 i f f β = 136 ,
ω2−2ω1 = 0 i f f β = 16675 ,
ω0−3ω1 = 0 i f f β = 322187 ,
ω0+ω1−2ω2 = 0 i f f β = 641875 ,
ω2−3ω1 = 0 i f f β = 175 .
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For other values of β , we make use of the relation
H(u+
∂S3
∂η
+
∂S4
∂η
+ · · · ,η) =H(u,η+ ∂S3
∂u
+
∂S4
∂u
+ · · ·) (5.30)
to find the Birkhoff normal form of degree 4.
Equating the forms of order 3 in u,η of (5.30) we obtain
iω0(
∂S3
∂η0
η0− ∂S3∂u0 u0)− iω1(
∂S3
∂η1
η1− ∂S3∂u1 u1)+ iω2(
∂S3
∂η2
η2− ∂S3∂u2 u2)+H3(u,η) = 0.
(5.31)
It follows that S3 can be determined. Then by equating the forms of order 4 in u,η of
(5.30) we obtain
iω0(
∂S4
∂η0
η0− ∂S4∂u0 u0)− iω1(
∂S4
∂η1
η1− ∂S4∂u1 u1)+ iω2(
∂S4
∂η2
η2− ∂S4∂u2 u2)+H3→4+H4(u,η)
+
1
2
[ω00(u0v0)2+ω11(u1v1)2+ω22(u2v2)2+2ω01(u0v0u1v1)+2ω02(u0v0u2v2)
+2ω12(u1v1u2v2)] = 0,
where H3→4 is the forms of order 4 of H3(u+ ∂S3∂η ,η).
It follows that S4 and the Birkhoff normal form of degree 4 can be determined.
For the Birkhoff normal form of degree 4 :
H(u,v) = iω0u0v0− iω1u1v1+ iω2u2v2− 12 [ω00(u0v0)
2+ω11(u1v1)2+ω22(u2v2)2
+2ω01(u0v0u1v1)+2ω02(u0v0u2v2)+2ω12(u1v1u2v2)]+ · · · ,
we can switch to action-angle variables, the above Birkhoff normal form becomes
H(ρ,ϕ) = ω0ρ0−ω1ρ1+ω2ρ2+ 12 [ω00ρ
2
0 +ω11ρ
2
1 +ω22ρ
2
2
+2ω01ρ0ρ1+2ω02ρ0ρ2+2ω12ρ1ρ2]+ · · · ,
(5.32)
where ρ j = iu jv j ( j = 0,1,2) are action variables, and
ω00 =−3,
ω01 =−
√
γ+1
(
21γ3−40γ2+15γ+4)
12
√
6
√
βγ(2γ−1) ,
ω02 =−
√
γ+1
(
21γ2+19γ−4)
4
√
2γ(2γ+1)
,
ω12 =
√
3β
4(18225β 2−1107β +16)m1m2m3 [(360855β
2−32265β +624)m31+
(−360855β 2+32265β −624)m21+3β (120285β 2−10755β +208)m1−4β 2(432β +43)],
25
ω11 =
(γ−1)(1211γ4−1336γ3+279γ2+158γ−76)
72γ2 (10γ2−11γ+3) −
3β 3
(
31γ2+286γ−236)
8(γ−1)γ2(5γ−3)m1m2m3 ,
ω22 =−
(γ+1)
(
1211γ4+1336γ3+279γ2−158γ−76)
72γ2 (10γ2+11γ+3)
− 3β
3 (31γ2−286γ−236)
8γ2(γ+1)(5γ+3)m1m2m3
.
We conclude this section with the following result:
Theorem 5.1 The set Γr of β ∈ (0, 127) corresponding to resonant frequency vectors ϖ =
(ω0,−ω1,ω2) is countable and dense. The set Γd of β ∈ (0, 127) corresponding to (c,υ)-
Diophantine frequency vectors ϖ = (ω0,−ω1,ω2) is a set of full measure for υ > 6.
Proof. First, it is easy to see that Γr is countable.
Let’s recall that
ω0 = β 3/4, ω1 = µ1ω0, ω2 = µ2ω0,
µ1 =
√
1−
√
1−27β
2 , µ2 =
√
1+
√
1−27β
2 .
Set
Γ0 = {ϖ = (ω0,−ω1,ω2) : β ∈ (0, 127)},
Γ1 = {(1,−µ1,µ2) : β ∈ (0, 127)},
Γ2 = {(µ1,µ2) : β ∈ (0, 127)}.
Due to
µ21 +µ
2
2 = 1,
Γ1,Γ2 are geometrically circular arcs. We parameterize Γ2 as
µ1 = cosϑ ,µ2 = sinϑ , ϑ ∈ (pi4 ,
pi
2
).
Then the following mappings are diffeomorphisms:
β 7→ ϖ 7→ (1,−µ1,µ2) 7→ (µ1,µ2) 7→ ϑ ,
(0, 127) → Γ0 → Γ1 → Γ2 → (pi4 , pi2 ).
Let’s consider resonance relations
k0− k1µ1+ k2µ2 = 0.
Even if we consider only the case of k0 = 0, it is easy to see that the points in Γ2 such that
−k1µ1+ k2µ2 = 0
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are dense in Γ2. Therefore it follows from the diffeomorphism above that Γr is also dense in
the interval (0, 127).
For fixed k = (k0,k1,k2) ∈ Z3,c and υ such that |k| > 0,0 < c < 1,υ > 6, let’s consider
the inequality
|k0− k1 cosϑ + k2 sinϑ |< c|k|υ .
First, it is easy to see that
k21 + k
2
2 > 0.
Set
k1 =−
√
k21 + k
2
2 sinϑ0, k2 =
√
k21 + k
2
2 cosϑ0.
Then we have −k0− c|k|υ√
k21 + k
2
2
< sin(ϑ +ϑ0)<
−k0+ c|k|υ√
k21 + k
2
2
.
But it is easy to show that for any δ > 0, the measure of the set
{x ∈ [−2pi,2pi] : y−δ < sinx < y+δ}
does not exceed σ
√
δ , here σ is a constant number. Hence the measure of the set of ϑ such
that
|k0− k1 cosϑ + k2 sinϑ |< c|k|υ
does not exceed σ
√
c
4
√
k21+k
2
2|k|
υ
2
≤ σ
√
c
|k|υ2
.
Since the number of values of k with |k|= n does not exceed 25n2, the measure of the set
Γc,υ ⊂ (pi4 , pi2 ) of ϑ such that
|k0− k1 cosϑ + k2 sinϑ |< c|k|υ
for any |k|> 0 does not exceed
∞
∑
n=1
25σ
√
cn2
n
υ
2
≤ 25σ√cσυ ,
here the constant συ depends only on υ . As c→ 0, the measure of the set Γc,υ tends to zero.
Therefore it follows from the diffeomorphism above that the measure of the set (0, 127)\Γd is
zero.
The proof of the theorem is now complete.
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Figure 3: masses space Ωps and resonance
6 Stability in the Sense of Measure
Taking the resonance relations of (5.32) into consideration, from now on, we confine
ourselves to the following space of masses of the planar three-body problem
Ωps = {(β ,m1) ∈Ωss : β ∈ (0, 127)\{
1
75
,
32
2187
,
16
675
,
1
36
,
64
1875
}}. (6.33)
We now investigate degeneracy and isoenergetical degeneracy of the the Hamiltonian
(5.32).
A straight forward computation shows that
det
 ω00 ω01 ω02ω01 ω11 ω12
ω02 ω12 ω22
= −27β
128(16−675β )2(1−36β )2γ4m21m22m23
fdeg (6.34)
and
det

ω00 ω01 ω02 ω0
ω01 ω11 ω12 −ω1
ω02 ω12 ω22 ω2
ω0 −ω1 ω2 0
= −27β fisodeg64(16−675β )2(1−36β )2(1−27β )2m21m22m23 , (6.35)
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where
fdeg =
2(1−36β )2
3
(52542675β 3+178185258β 2−9896841β −47632)β 4
−11(397050199920β 5−40790893923β 4+4055047758β 3−243771759β 2+6417616β
−59392)β 3m1+(5465578392450β 6+19309935720393β 5−3995019640449β 4
+327340481715β 3−13039336341β 2+250520816β −1857536)β 2m21+(2408448
−15298708984020β 6−29436067209393β 5+7048034089254β 4−562788423405β 3
+20645100208β 2−359200768β )βm31+3[(1821859464150β 6+4980794507091β 5
−1182106602432β 4+94244985459β 3−3452615664β 2+59975680β −401408)
m41(2β +m
2
1−2m1+1)],
fisodeg = (1−36β )2(52542675β 3+178185258β 2−9896841β −47632)β 4
−6(1114633724580β 5−129174146793β 4+12399204438β 3−701681085β 2+17908688β
−163328)β 3m1+3(2856548519100β 6+9467506918989β 5−1979796586608β 4
+162904807989β 3−6502400730β 2+125103520β −928768)β 2m21−24(992795560920β 6
+1777266330759β 5−427262272146β 4+34351179507β 3−1270282468β 2+22280704β
−150528)βm31+9(952182839700β 6+2412746489943β 5−573816097674β 4
+46035466371β 3−1699679520β 2+29762048β −200704)m41(2β +m21−2m1+1).
Therefore, the Hamiltonian (5.32) is non-degenerate if and only if
fdeg 6= 0,
and the Hamiltonian (5.32) is isoenergetically non-degenerate if and only if
fisodeg 6= 0.
Thus the set Vfdeg of points (β ,m1) such that the Hamiltonian (5.32) is degenerate is a real
algebraic variety. So is the set Vfisodeg of isoenergetically degenerate.
Definition 6.1 ([43]) An algebraic partial manifold P in Rn is a point set, associated with a
number ν , with the following property. Take any p∈ P. Then there exists a set of polynomials
f1, · · · , fν of rank ν at p (i.e., the number of independent differential d f1(p), · · · ,d fν(p) is ν),
and a neighborhood N of p, such that P
⋂
N is the set of zeros in N of these f j. The number
n−ν is the dimension of the partial manifold.
Theorem 6.1 ([43]) Let V ⊂Rn be a real algebraic variety, then V can be split as a union of
a finite number of partial algebraic manifolds:
V = P1
⋃
P2
⋃
· · ·
⋃
Ps,
each Pj being an algebraic partial manifold in V , and the Pj being disjoint. Here, the dimen-
sion n j of Pj are decrease. Furthermore, s ≤ 2n− 1 and each Pj has but a finite number of
topological components.
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Figure 4: plots of Vf and Vg
It follows that the real algebraic varieties Vfdeg and Vfisodeg are union of a finite number of
zero-dimensional points and one-dimensional “curves”. To make the direct-viewing under-
standing of the real algebraic varieties Vfdeg and Vfisodeg , we give the plots of zero locus sets of
fdeg and fisodeg, please see Figure 4.
So the Hamiltonian (5.32) is non-degenerate and isoenergetically non-degenerate for al-
most every choices of (β ,m1). Furthermore, a straight forward computation shows that f and
g can not be 0 at the same time in the space of masses Ωps.
As a result, it follows from Theorem 4.1 (KAM), Theorem 4.2 and Theorem 5.1 that
Theorem 6.2 Possibly except the following cases corresponding to resonance
β = 175 ;β =
32
2187 ;β =
16
675 ;β =
1
36 ;β =
64
1875
in the space of masses of the planar three-body problem, there are a great quantity of KAM
invariant tori in a small neighbourhood of Lagrange relative equilibrium , provided that
β < 127 . Furthermore, these tori form a set whose relative measure rapidly tends to 1 as the
neighbourhood shrinks to zero, in particular, the relative measure exponentially tends to 1 for
almost every β ∈ (0, 127).
As a corollary, we have the following results:
Theorem 6.3 Possibly except the following cases corresponding to resonance
β = 175 ;β =
32
2187 ;β =
16
675 ;β =
1
36 ;β =
64
1875
in the space of masses of the planar three-body problem, there are a great quantity of quasi-
periodic solutions in a small neighbourhood of Lagrange relative equilibrium , provided
that β < 127 . Furthermore, these quasi-periodic solutions form a set whose relative measure
rapidly tends to 1.
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Theorem 6.4 Possibly except the following cases corresponding to resonance
β = 175 ;β =
32
2187 ;β =
16
675 ;β =
1
36 ;β =
64
1875
in the space of masses of the planar three-body problem, Lagrange relative equilibrium is
stable in the sense of measure for any β ∈ (0, 127).
7 Effective Stability
We now turn to effective stability.
First, it follows from Theorem 4.3 and Theorem 5.1 that
Theorem 7.1 For almost every choice of positive masses of the planar three-body problem
such that β ∈ (0, 127), there exists a small neighbourhood N of Lagrange relative equilibrium
such that for every orbit (ρ(t),ϕ(t)) in N, one has
‖ρ(t)−ρ(0)‖ ≤ c1ε3 f or |t| ≤ c3 exp(c2ε−b),
provided ε is sufficiently small, here c1,c2,c3 = const > 0 and the constant b is any number in
the interval (0, 17). Therefore, Lagrange relative equilibrium is exponentially stable for almost
every choice of positive masses of the planar three-body problem, provided that β < 127 .
Although all of the choices of positive masses of the planar three-body problem yielding
exponential stability in above Theorem 7.1 are abundant in measure. However, according to
Theorem 5.1, all of these choices may be quite exceptional in some sense, for example, they
would not allow any error of masses measurement, but it’s impossible for no error of masses
measurement.
So let’s investigate directional quasi-convexity of the Birkhoff normal form H2(ρ). As a
matter of convenience, first of all, let’s give the following result.
Lemma 7.2 The Birkhoff normal form H2(ρ) is
• convex at ρ = 0, if and only if
det
(
ω00 ω01
ω01 ω11
)
> 0,det
 ω00 ω01 ω02ω01 ω11 ω12
ω02 ω12 ω22
< 0;
• quasi-convex at ρ = 0, if and only if
a0a2−a21 > 0;
• directionally quasi-convex at ρ = 0, if and only if
a0 6= 0
a2 = 0
a0(a0+2a1
µ1
µ2 )> 0
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or 
a0 6= 0 and a2 6= 0
a0h(
µ1
µ2 )> 0
−a1a2 ) /∈ [0,
µ1
µ2 ]
or 
a0 6= 0 and a2 6= 0
a0h(
µ1
µ2 )> 0
a0h(−a1a2 ))> 0−a1a2 ∈ [0,
µ1
µ2 ]
where
a0 = ω00µ21 +2ω01µ1+ω11,
a1 =−ω00µ1µ2+ω02µ1−ω01µ2+ω12,
a2 = ω00µ22 −2ω02µ2+ω22,
h(x) = a0+2a1x+a2x2.
Proof. Recall that
H2(ρ) = ω0ρ0−ω1ρ1+ω2ρ2+ 12 [ω00ρ
2
0 +ω11ρ
2
1 +ω22ρ
2
2
+2ω01ρ0ρ1+2ω02ρ0ρ2+2ω12ρ1ρ2].
(7.36)
By ω00 =−3, it follows that H2(ρ) is convex at ρ = 0 if and only if the quadratic form
ω00ρ20 +ω11ρ
2
1 +ω22ρ
2
2 +2ω01ρ0ρ1+2ω02ρ0ρ2+2ω12ρ1ρ2
is negative definite, that is,
det
(
ω00 ω01
ω01 ω11
)
> 0,det
 ω00 ω01 ω02ω01 ω11 ω12
ω02 ω12 ω22
< 0.
Thanks to
ω0ρ0−ω1ρ1+ω2ρ2 = 0,
or
ρ0 = λ1ρ1−λ2ρ2,
the quadratic form
ω00ρ20 +ω11ρ
2
1 +ω22ρ
2
2 +2ω01ρ0ρ1+2ω02ρ0ρ2+2ω12ρ1ρ2
reduces to the quadratic form
a0ρ21 +a2ρ
2
2 +2a1ρ1ρ2.
Then it is evident to see that H2(ρ) is quasi-convex at ρ = 0, if and only if
a0a2−a21 > 0;
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H2(ρ) is directionally quasi-convex at ρ = 0, if and only if{
λ1ρ1 ≥ λ2ρ2 ≥ 0
a0ρ21 +a2ρ
2
2 +2a1ρ1ρ2 = 0
⇒ ρ1 = ρ2 = 0,
or a0 6= 0 and the equation
h(x) = a0+2a1x+a2x2 = 0
has no roots in the interval [0, µ1µ2 ]. As a result, it is easy to see that the theorem holds.
2
Let Ωc,Ωqc,Ωdqc be the subset of the space Ωps of masses corresponding to convexity,
quasi-convexity and directional quasi-convexity respectively. Then a straight forward com-
putation shows that Ωc is empty, that is, H2(ρ) is not convex at ρ = 0 for any point in the
space of masses of the three-body problem.
For quasi-convexity, a straight forward computation shows that
a0a2−a21 =−det

ω00 ω01 ω02 ω0
ω01 ω11 ω12 −ω1
ω02 ω12 ω22 ω2
ω0 −ω1 ω2 0
 ,
as a result,
a0a2−a21 > 0⇔ fisodeg > 0,
andΩqc is empty for 175 < β <
1
36 and
64
1875 < β <
1
27 but not for 0< β <
1
75 or
1
36 < β <
64
1875 .
To make the direct-viewing understanding of the space Ωqc, please see Figure 4 and 5.
For directional quasi-convexity, it follows from Lemma 7.2 that
Ωdqc =Ωpdqc \Ωndqc,
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here
Ωpdqc = {(β ,m1) ∈Ωps : a0h(µ1µ2 )> 0},
Ωndqc = {(β ,m1) ∈Ωpdqc : a2 6= 0,0 <−a1a2 <
µ1
µ2 ,a0h(−
a1
a2
)≤ 0}.
Some tedious computation shows that Ωndqc is empty, and for (β ,m1) ∈Ωps,
a0h(
µ1
µ2
)> 0⇔ fdqc > 0,
where
fdqc = [
(
236−62γ4−479γ3+1299γ2−994γ)(γ+1)2
m1m2m3
+729
(
76−401γ3+81γ2−18γ)]
[
3β
(
16−469476β 3+71469β 2−2199β)
m1m2m3
+
(
1509030β 3+2316519β 2−133983β +1936)].
As a result, the space Ωdqc = Ωpdqc is a subset of Ωps satisfying fdqc > 0. It’s easy to see
that the space Ωdqc is a large part of the space Ωps geometrically. To make the direct-viewing
understanding of the space Ωdqc, please see Figure 6.
To sum up, we have
Theorem 7.3 The Birkhoff normal form H2(ρ) is
• never convex at ρ = 0, i.e., Ωc is empty;
• quasi-convex at ρ = 0, if and only if (β ,m1) ∈Ωqc, here
Ωqc = {(β ,m1) ∈Ωps : fisodeg > 0, β ∈ (0, 175)
⋃
(
1
36
,
64
1875
)};
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• directionally quasi-convex at ρ = 0, if and only if (β ,m1) ∈Ωdqc, here
Ωdqc = {(β ,m1) ∈Ωps : fdqc > 0}.
To study stability, it suffices to consider directional quasi-convexity. It follows from The-
orem 4.4 that
Theorem 7.4 For every choice of positive masses of the planar three-body problem satisfying
(β ,m1) ∈Ωdqc, there exists a small neighbourhood N of Lagrange relative equilibrium such
that for every orbit (ρ(t),ϕ(t)) in N, one has
‖ρ(t)−ρ(0)‖ ≤ c1εa f or |t| ≤ c3 exp(c2ε−b),
provided ε is sufficiently small, here c1,c2,c3 = const > 0 and the constants a,b can be chosen
as a= 1+σn+σ ,b=
1
n+σ for any σ ≥ 0. Therefore, Lagrange relative equilibrium is exponentially
stable for every choice of positive masses in the space Ωdqc.
Remark 7.1 For other choice of positive masses in the space Ωps \Ωdqc, one should extend
and apply a more general Theorem 4.4 to explore exponential stability. As a matter of fact,
there is a more general Theorem 4.4 in [4] with a weaker condition than directional quasi-
convexity, the condition is nearer to steepness, that is, the Birkhoff normal formH3(ρ) is 3-jet
nondegenerate at ρ = 0. But computation is too complicated to obtain the Birkhoff normal
form H3(ρ).
Let’s give the following result that the Birkhoff normal form H2(ρ) is steep, although
there is no proof of a general Theorem 4.4 under the condition of steepness at present.
Theorem 7.5 Possibly except the following cases corresponding to resonance
β = 175 ;β =
32
2187 ;β =
16
675 ;β =
1
36 ;β =
64
1875
in the space of masses of the planar three-body problem, H2(ρ) is steep in some neighbour-
hood Brβ of the original point for any β ∈ (0, 127), where
rβ =
β 3/4√
5+ 9
(1−36β )2(1−27β ) +
106
(27β−1)2(36β−1)2(675β−16)2m21m22m23
.
Proof. We divide our proof in two steps.
First, for every choice of positive masses of the planar three-body problem satisfying
(β ,m1) ∈Ωps, we prove that H2(ρ) has no critical points in Brβ . (step 1)
Assume the point ρ = (ρ0,ρ1,ρ2)> is a critical point of H2(ρ), then
∂H2
∂ρ
= 0,
or
Wρ =−ϖ>, (7.37)
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here
W =
∂ 2H2
∂ρ2
=
 ω00 ω01 ω02ω01 ω11 ω12
ω02 ω12 ω22
 ,
and ϖ = (ω0,−ω1,ω2) is the frequency vector.
It follows that
ω20 +ω
2
1 +ω
2
2 ≤ (ω200+ω211+ω222+2ω201+2ω202+2ω212)(ρ20 +ρ21 +ρ22 ). (7.38)
The aim is to prove that (7.38) yields the following estimation
ω20+ω
2
1+ω
2
2
ω200+ω
2
11+ω
2
22+2ω
2
01+2ω
2
02+2ω
2
12
> rβ . (7.39)
A straight forward computation shows that the equations
ω11 = 0, ω22 = 0, ω12 = 0
have not any solution for 0 < β < 127 and 0.96 < m1 < 1, thus
ω211+ω
2
22+2ω
2
12 > 0.
By virtue of
ω211+ω
2
22+2ω
2
12 =
9
32(27β −1)2(36β −1)2(675β −16)2m21m22m23
[
β 4(1−36β )2
3
(52542675β 4−254067678β 3+24800847β 2−387536β +3456)
+6(1092450983580β 5−177644083959β 4+12794359374β 3−478172835β 2
+8933708β −65728)β 4m1−β 2m21(8796996017100β 7+1736483408451β 6
−260078284944β 5+7108908219β 4+541625274β 3−40867544β 2+981888β
−8192)+4(6037174483920β 7−2675577372453β 6+422084648466β 5
−35545883265β 4+1718731704β 3−47333488β 2+688128β −4096)βm31
− (8796996017100β 7−4818222493029β 6+805786218810β 5−69657248025β 4
+3410662284β 3−94469792β 2+1376256β −8192)m41
(
2β +m21−2m1+1
)
],
it is easy to see that
ω211+ω
2
22+2ω
2
12 <
106
(27β −1)2(36β −1)2(675β −16)2m21m22m23
for 0 < β < 127 and 0.96 < m1 < 1.
Thanks to
2ω201+2ω
2
02 =
9
(
775656β 3−63135β 2+1701β −16)
8(1−36β )2(27β −1)
36
and
−16 < 775656β 3−63135β 2+1701β −16 <−16
81
f or 0 < β <
1
27
,
we have the following estimation
9+
2
9(1−36β )2(1−27β ) < ω
2
00+ω
2
11+ω
2
22+2ω
2
01+2ω
2
02+2ω
2
12
< 9+
18
(1−36β )2(1−27β ) +
106
(27β −1)2(36β −1)2(675β −16)2m21m22m23
.
Consequently,
ω20+ω
2
1+ω
2
2
ω200+ω
2
11+ω
2
22+2ω
2
01+2ω
2
02+2ω
2
12
> β
3/2
5+ 9
(1−36β )2(1−27β )+
106
(27β−1)2(36β−1)2(675β−16)2m21m22m23
,
then it follows that H2(ρ) has no critical points in Brβ .
Our task now is to prove that a restriction H2|P of H2(ρ) to any proper affine subspace
P⊂ R3 admits only isolated critical points. (step 2)
Suppose that H2(ρ) admits nonisolated critical points in some proper affine subspace
P⊂ R3, then by virtue of (7.37) and ϖ 6= 0, it follows that P is a two-dimensional plane. Let
P= Span(ξ1,ξ2), ξ1,ξ2 are independent. Then we have the relations
Rank(Wξ1,Wξ2,−ϖ>) = Rank(Wξ1,Wξ2) = 1 (7.40)
So the matrix W is noninvertible, and the frequency vector ϖ> belongs to the image set of
linear operator W , in other words,
ϖ> ∈ Span(
 ω00ω01
ω02
 ,
 ω01ω11
ω12
 ,
 ω02ω12
ω22
). (7.41)
A straight forward computation shows that for every choice of positive masses satisfying
(β ,m1) ∈Ωps, (ω02,ω12,ω22) and (ω01,ω11,ω12) are independent. Hence
det
 ω00 ω01 ω02ω01 ω11 ω12
ω02 ω12 ω22
= 0, det
 1 ω01 ω02−λ1 ω11 ω12
λ2 ω12 ω22
= 0.
Some tedious computation shows that for (β ,m1) ∈ Ωps, the equations above cannot hold at
the same time.
SoH2(ρ) is steep in some neighbourhood Brβ of the original point for any (β ,m1)∈Ωps.
The proof of the theorem is now complete.
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8 Conclusion
For the planar three-body problem, based on a coordinate system introduced in the work
[44], which allows us to obtain a system of practical equations of motion which is suitable
for describing the motion of particles in a neighbourhood of relative equilibrium solutions,
we mainly discussed the nonlinear stability of Lagrange relative equilibrium.
On the basis of this system of practical equations of motion, first, similar to the case of the
two-body problem, we prove that every relative equilibrium solution is always not stable in
the sense of Lyapunov. Then it’s shown that a relative equilibrium solution is orbitally stable
in the sense of Lyapunov if and only if the original point of the system is stable in the sense
of Lyapunov. Before discussing the nonlinear stability, we need some information on linear
stability. Although all this information are well known, it is clear that it is more convenient
to get this information by using the method in this paper.
Next, it’s necessary to get the Birkhoff normal form of the Lagrange triangular point.
Although the construction of the normal form is simple in concept, but it is one of main
obstacles to investigate stability. Certainly, computationally intensive can’t be avoided in
celestial mechanics. Thus this paper requires some computer assistance.
By virtue of the celebrated KAM theorem, we proved that Lagrange relative equilibrium
is stable in the sense of measure, except possibly six special resonant cases, if it’s spectrally
stable. Indeed, there are a great quantity of KAM invariant tori in a small neighbourhood of
Lagrange relative equilibrium , provided that the mass parameter β ∈ (0, 127 ], except possibly
six special resonant cases β = 175 ,
32
2187 ,
16
675 ,
1
36 ,
64
1875 ,
1
27 . In particular, there are a great quan-
tity of quasi-periodic solutions in a small neighbourhood of Lagrange relative equilibrium.
Furthermore, these tori or quasi-periodic solutions form a set whose relative measure rapidly
tends to 1.
We also investigated the effective (exponential) stability of Lagrange relative equilibrium
by the celebrated Nekhoroshev’s theory. First, we proved that Lagrange relative equilibrium is
effectively stable for almost every choice of positive masses of the planar three-body problem,
except a dense but zero measure set of masses, if it’s spectrally stable. Then we proved that
Lagrange relative equilibrium is effectively stable for any choice of positive masses in a large
open subset of spectrally stable space of masses. This large open subset is described by
directional quasi-convexity.
Finally, we proved that the Birkhoff normal form of the Lagrange triangular point is steep
provided that the mass parameter β ∈ (0, 127 ], except possibly six special resonant cases. This
may be useful for further research of Lagrange relative equilibrium.
38
References
[1] V.I. Arnold. Proof of a theorem of a. n. kolmogorov on the invariance of quasi-periodic
motions under small perturbations of the hamiltonian(kolmogoroff theorem on invari-
ance of quasi-periodic motions under small perturbations of hamiltonian). Russian
Mathematical Surveys, 18:9–36, 1963.
[2] V.I. Arnold, V. Kozlov, and A. Neishtadt. Dynamical Systems III. Mathematical As-
pects of Classical and Celestial Mechanics, Encyclopaedia of Mathematical Science.
Springer, Berlin, 2006.
[3] V.I. Arnold. Small denominators and problems of stability of motion in classical and
celestial mechanics. Russian Mathematical Surveys, 18(6):85, 1963.
[4] G. Benettin, F. Fasso`, and M. Guzzo. Nekhoroshev–stability of L4 and L5 in the spatial
restricted three-body problem. Regul. Chaotic Dyn, 3(3):56–72, 1998.
[5] G. D. Birkhoff. Dynamical systems, volume 9. American Mathematical Soc., 1927.
[6] A. Celletti and A. Giorgilli. On the stability of the lagrangian points in the spatial
restricted problem of three bodies. Celestial Mechanics and Dynamical Astronomy,
50(1):31–58, 1990.
[7] L. Chierchia and G. Pinzari. The planetary n-body problem: symplectic foliation, re-
ductions and invariant tori. Inventiones mathematicae, 186(1):1–77, 2011.
[8] A. Delshams and P. Gutie´rrez. Estimates on invariant tori near an elliptic equilibrium
point of a hamiltonian system. Journal of Differential Equations, 131(2):277–303, 1996.
[9] A. Deprit and A. Deprit-Bartholome. Stability of the triangular lagrangian points. The
Astronomical Journal, volume 72 :173–179, 1967.
[10] F. Fasso`, M. Guzzo, and G. Benettin. Nekhoroshev-stability of elliptic equilibria of
hamiltonian systems. Communications in mathematical physics, 197(2):347–360, 1998.
[11] J. Fe´joz. De´monstration du the´ore`me d’arnoldsur la stabilite´ du syste`me plane´taire
(d’apre`s herman). Ergodic Theory and Dynamical Systems, 24(5):1521–1582, 2004.
[12] M. Gascheau. Examen dune classe de´quations diffe´rentielles et applicationa un cas
particulier du probleme des trois corps. Compt. Rend, 16(7):393–394, 1843.
[13] A. Giorgilli. Rigorous results on the power expansions for the integrals of a hamiltonian
system near an elliptic equilibrium point. In Annales de l’IHP Physique the´orique,
volume 48, pages 423–439, 1988.
[14] A. Giorgilli. On the problem of stability for near to integrable hamiltonian systems. In
Proceedings of the International Congress of Mathematicians Berlin, volume 3, pages
143–152, 1998.
39
[15] A. Giorgilli, A. Delshams, E. Fontich, L. Galgani, and C. Sim. Effective stability for
a hamiltonian system near an elliptic equilibrium point, with an application to the re-
stricted three body problem. Journal of Differential Equations, 77(1):167–198, 1989.
[16] A. Giorgilli and C. Skokos. On the stability of the trojan asteroids. Astronomy and
Astrophysics, 317:254–261, 1997.
[17] M. Guzzo, F. Fasso`, and G. Benettin. On the stability of elliptic equilibria. Mathematical
Physics Electronic Journal [electronic only], 4:1–ps, 1998.
[18] X. Hu, Y. Long, and S. Sun. Linear stability of elliptic lagrangian solutions of the planar
three-body problem via index theory. Archive for Rational Mechanics and Analysis,
213(3):993–1045, 2014.
[19] X. Hu and S. Sun. Morse index and stability of elliptic lagrangian solutions in the planar
three-body problem. Advances in Mathematics, 223(1):98–119, 2010.
[20] C.J. Jacobi. Vorlesungen u¨ber dynamik. G. Reimer, 1866.
[21] A. Jorba and J. Villanueva. On the persistence of lower dimensional invariant tori under
quasi-periodic perturbations. Journal of Nonlinear Science, 7(5):427–473, 1997.
[22] A.M. Leontovich. On the stability of the lagrange periodic solutions of the restricted
problem of three bodies. In Soviet Math. Dokl, volume 3, pages 425–428, 1962.
[23] J.E. Littlewood. The lagrange configuration in celestial mechanics. Proceedings of the
London Mathematical Society, 3(4):525–543, 1959.
[24] J.E. Littlewood. On the equilateral configuration in the restricted problem of three bod-
ies. Proceedings of the London Mathematical Society, pages 640–640, 1959.
[25] A.P. Markeev. Libration points in celestial mechanics and astrodynamics. Moscow
Izdatel Nauka, 1978.
[26] J.C. Maxwell. On the Stability of the Motion of Saturn’s Rings. 1859.
[27] K.R. Meyer and D.S. Schmidt. Elliptic relative equilibria in the n-body problem. Jour-
nal of Differential Equations, 214(2):256–298, 2005.
[28] K.R. Meyer and D.S. Schmidt. The stability of the lagrange triangular point and a
theorem of arnold. Journal of differential equations, 62(2):222–236, 1986.
[29] R. Moeckel. Linear stability analysis of some symmetrical classes of relative equilibria.
In Hamiltonian Dynamical Systems, pages 291–317. Springer, 1995.
[30] J. Moser. Stabilita¨tsverhalten kanonischer differentialgleichungssysteme. Nachr. Akad.
Wiss. Gottingen. Math.-phys. Kl. Iia, 1955, 01 1955.
[31] J. Moser and W.T. Kyner. Lectures on Hamiltonian systems. Number 81. American
Mathematical Soc., 1968.
40
[32] N.N. Nekhoroshev. An exponential estimate of the time of stability of nearly-integrable
hamiltonian systems. Uspekhi Matematicheskikh Nauk, 32(6):5–66, 1977.
[33] N.N. Nekhoroshev. Exponential estimate of the stability time of near-integrable hamil-
tonian systems. Russ Math. Survey, 32:N6, 1977.
[34] L. Niederman. Nonlinear stability around an elliptic equilibrium point in a hamiltonian
system. Nonlinearity, 11(6):1465, 1998.
[35] L. Niederman. Hamiltonian stability and subanalytic geometry. In Annales de l’institut
Fourier, volume 56, pages 795–813, 2006.
[36] F. Pacella. Central configurations of the n-body problem via equivariant morse theory.
Archive for Rational Mechanics and Analysis, 97(1):59–74, 1987.
[37] J. Po¨schel. Integrability of hamiltonian systems on cantor sets. Communications on
Pure and Applied Mathematics, 35(5):653–696, 1982.
[38] J. Poschel. On nekhoroshev’s estimate at an elliptic equilibrium. International Mathe-
matics Research Notices, 1999(4):203–215, 1999.
[39] G.E. Roberts. Spectral instability of relative equilibria in the planar n-body problem.
Nonlinearity, 12(4):757, 1999.
[40] G.E. Roberts. Linear stability of the elliptic lagrangian triangle solutions in the three-
body problem. Journal of Differential Equations, 182(1):191–218, 2002.
[41] E.J. Routh. On laplace’s three particles, with a supplement on the stability of steady
motion. Proceedings of the London Mathematical Society, 1(1):86–97, 1874.
[42] A.G. Sokolskii. Proof of the stability of lagrangian solutions for a critical mass ratio.
Soviet Astronomy Letters, 4:79–81, 1978.
[43] H. Whitney. Elementary structure of real algebraic varieties. Annals of Mathematics,
pages 545–556, 1957.
[44] X. Yu. On the problem of infinite spin in the total collision of the planar N-body prob-
lem. arXiv:1911.11006 [math.DS], 2019. 2019.
41
