During the operation process of the high voltage circuit breaker, the changes of vibration signals can reflect the machinery states of the circuit breaker. The extraction of the vibration signal feature will directly influence the accuracy and practicability of fault diagnosis. This paper presents an extraction method based on ensemble empirical mode decomposition (EEMD). Firstly, the original vibration signals are decomposed into a finite number of stationary intrinsic mode functions (IMFs). Secondly, calculating the envelope of each IMF and separating the envelope by equal-time segment and then forming equal-time segment energy entropy to reflect the change of vibration signal are performed. At last, the energy entropies could serve as input vectors of support vector machine (SVM) to identify the working state and fault pattern of the circuit breaker. Practical examples show that this diagnosis approach can identify effectively fault patterns of HV circuit breaker.
Introduction
As an import part of the electric system, a HV circuit breaker is a key device to control and protect the power network. Therefore, the action reliability of HV circuit breaker is extremely important in the electric system. In recent years, research on diagnosis method of circuit breaker is growing fast, and many new techniques have been used in practice, in which the technique based on the analysis of the vibration signal has gradually become hot [1] [2] [3] .
Many vibration signals produced by circuit breaker contain a number of pieces of important information, which can be used to evaluate the machinery state of circuit breaker. Through the analysis of vibration signals acquired by the piezoelectric sensor, the running states of circuit breaker are convenient and accurate to diagnose. To analyze the vibration signal, some signal processing methods, such as wavelet [4, 5] and EMD [6, 7] , have been used in practice. Wavelet analysis has become popular in the past decade as a method for time-frequency representation. In principle, wavelet transform (WT) uses short windows at high frequencies and long windows at low frequencies, which renders WT more suitable for dealing with nonstationary time series. Nonetheless, wavelet analysis is also limited by the fundamental uncertainty principle, in which both time and frequency cannot simultaneously be resolved with the same precision. Moreover, the results of WT analysis depend on the choice of the mother wavelet, which is arbitrary and may not be optimal for the time series under scrutiny. In contrast to the WT approach, the empirical mode decomposition (EMD) [8] method adaptively decomposes nonstationary time series into narrow-band components, namely, intrinsic mode functions (IMFs), by empirically identifying the physical time scales intrinsic to the data without assuming any basis functions. Thus, the EMD can potentially localize events in both time and frequency, even in nonstationary time series [9] [10] [11] [12] . So, the EMD is a suitable method to process nonlinear and nonstationary signals. However, mode mixing problems brought by EMD greatly restrict its application in practice. EEMD is the repeated EMD by adding Gauss white noise in each of the decompositions. It takes advantage of the uniform 2 Mathematical Problems in Engineering distribution statistical characteristics of Gauss white noise in frequency domain [13] . Through this method, EEMD could decompose signal continuously in different scales. Therefore, the problem of mode mixing will be eliminated effectively. A nonstationary vibration signal is decomposed into a series of intrinsic mode functions (IMFs) by EEMD. The envelope of IMF can be obtained through Hilbert transform and separated by equal-time segment. Then, we can get the energy entropy of each envelope of IMF with the energy entropy theory. Those IMF energy entropies can form the entropy vector, and this could serve as the input vector of SVM for judging circuit breaker working states and fault types. The experiment result indicates the method that applied the EEMD-energy entropy and support vector machine is effective and has many potential applications in practice.
EEMD Method
EEMD is a new method of signal process; the specific decomposition steps and principles are as follows [14] .
Step 1. Adding the random Gauss white noise ( ) with the mean zero of amplitude and the constant of standard deviation to the original signal ( ) (the standard deviation of white noise is 0.1-0.4 times the size of the original signal.), the function is as follows:
Signal ( ) is the signal that added the th Gauss white noise. The Gauss white noise will directly affect the decomposition of signal by EEMD.
Step 2. Signal ( ) is decomposed into several IMFs ( ) and the margin ( ). The ( ) with the th Gauss white noise is the th IMF decomposition.
Step 3. Repeat Steps 1 and 2 N times. Next, with the principle that the statistical mean of random and independent sequence is zero, the overall average operation for the corresponding IMF could eliminate the effects of multiple Gauss white noise on the real IMF. The final IMF is written as
in which the is the th IMF component of original signal by EEMD. When is larger, the sum of the white noise of IMFS will tend to zero. At this time, the results for EEMD are written as
in which ( ) is the final residual component, representing the average trend of signal. Through EEMD method, we can put any signal ( ) into several of IMFs and a residual component.
The intrinsic mode components ( ) ( = 1, 2, . . .) represent the elements of signal from high to low frequency band; in each band the frequency components are not the same and will change following the change of vibration signal ( ). 
EEMD-Energy Entropy

The Extraction Envelope of the Signal.
Mutation information of signal is often presented in the envelope of the signal. When the operating mechanism of circuit breaker is in action, the high frequency components from the impact can be seen as a signal carrier of the envelope signal. Therefore, the Hilbert method which is used to extract the envelope of signal for diagnosis is very effective in the mechanical fault diagnosis.
For a real signal ( ), the Hilbert transform is defined aŝ
Then, the analytic signal of ( ) is
The amplitude of ( ) is
So ( ) is the envelope of ( ).
The Application of Entropy.
Entropy is an information measure for describing the complexity or irregularity of system. So far, many attempts have been made for estimation of entropy in the complex system, such as Kolmogorov entropy, approximate entropy, and Shannon information entropy [15] . This paper chooses the Shannon information entropy. The information entropy can reflect the uniformity of probability distribution of system. The greater the entropy value , the more uniform the information distribution and the greater the disorder degree of the information. Therefore, it can also be used to describe the uncertainty degree of the system [16] [17] [18] . Let an information system have random information sources 1 , 2 , . . . , , and the probability of each information source appearing in the whole system is 1 , 2 , . . . , , respectively. Then, its information entropy is defined as follows:
Distinguishing normal state and fault state is the essence of fault diagnosis of circuit breaker. The fault can be regarded as different mutations in the normal state. According to this property, this paper proposes the equal-time segment approach to achieve extraction of entropy. The principle is shown in Figure 3 .
In Figure 3 
The Extraction Steps of Entropy.
With the extraction of EEMD-energy entropy of sampling vibration signal as an example, the specific extraction steps are as follows.
Step 1. First vibration signal is denoised by wavelet soft threshold.
Step 2. The denoising signal is decomposed by EEMD and choosing the top 8 main intrinsic mode functions (IMFs).
Step 3. Get the respective analytic signals of the obtained IMFs with Hilbert transform.
Step 4. Extract the envelope of the respective analytic signals.
Step 5. Separate equally the envelope of signal into sections along the time axis, and calculate the energy of each segment according to the following equation:
in which = 1, 2, . . . , , = 1, 2, . . . , 8, and 1 and 2 are the starting and stopping time of the segment.
Step 6. Normalization processing is made to the signal envelope of the segmented energy as follows:
Step 7. According to the basic theory of entropy, the definition of the EEMD-energy entropy for the envelope of signal ( ) is written as
Step 8. Finally, the EEMD-energy entropy vector is
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When we use the method of the EEMD-energy entropy for fault detection, actually, the distribution of normal signals is considered to be as a uniform distribution. Moreover, the distribution of the test signals under fault condition is not uniform. And because the entropy is a measure of signal heterogeneity degree, we can use the EEMD-energy entropy to reflect the deviation degree of fault state relative to the normal state.
SVM
SVM is a promising classifier that minimizes the empirical classification error and at the same time maximizes the margin by determining a separating hyperplane to distinguish different classes of data [19] . The basic idea of support vector machine is to create a hyperplane as the optimal separating hyperplane. The optimal separating hyperplane can not only make all samples correct classification but also have the maximum distance to the nearest point of the training data. To enable the optimal separating hyperplane method to be generalised, Cortes and Vapnik introduced nonnegative variable and the penalty factor . The are a measure of the misclassification errors and the is a given value and subject to the constraints of (12) . Then, the constraint conditions of the hyperplane are written as
Hence, the optimal separating hyperplane is given by
By introducing the kernel function ( ⋅ ), the nonlinear problem could be transformed into a linear problem in high dimension space. The corresponding decision function is written as
The classification performance of SVM is superior to the neural network classifier in the fault diagnosis for small samples. Put as the input vector of SVM, choose the radial basis function (RBF), and use the strategy of "hierarchical SVMs (H-SVMs)" [20, 21] for the mechanical fault diagnosis of circuit breakers.
H-SVMs have a variety of classification structures; this research chooses the skewed tree classification structure; its structure is shown in Figure 4 . H-SVMs classify the four kinds of states that are the normal state C1, the lack of lubrication state C2, the foundation bolt looseness state C3, and the energy storage spring shed state C4 into three levels of classification training and recognition by three SVMs. First, using a SVM to the first level classification, C4 is separated from C1, C2, and C3; the second stage is separating C3 from C1 and C2 by the second SVM; finally, the third SVM is employed to the third grade classification, separating C1 and C2. 
Experiment and Analysis
Collecting the vibration signals of the normal state, the lack of lubrication state, the foundation bolt looseness state, and the energy storage spring shed state from type ZW32-12 of vacuum circuit breaker in laboratory, as shown in Figure 5 , each state collected 20 groups of close-brake vibration signal, including 10 groups for SVM training and 10 groups for testing. Adopting the method of EEMD-energy entropy to calculate each state of the close-brake vibration signals, getting the 8-dimensional entropic vector of each sample, a part of the entropy values is shown in Table 1 .
Then, the received entropic vectors are inputted HSVMs for classification and recognition. Radial basis kernel function is applied in this experiment. Penalty factor and the kernel function parameter are two important parameters for influencing the accuracy and generalization Mathematical Problems in Engineering 5 ability of SVM diagnosis. Common methods of parameter optimization are genetic algorithm, grid method, and particle swarm method. This experiment selects the genetic algorithm to determine the optimal parameters and . Training results are shown in Figure 6 , and recognition results are shown in Table 2 . We could see the four training signals are clearly classified from Figure 6 and the accuracy of recognition results is very high from Table 2 in which three types of accuracy are a hundred percent.
Conclusion
The change of vibration signal of circuit breaker running can reflect circuit breaker operation state. The paper presented an equal-time segment approach based on the EEMD which could influence the change of time, frequency, and energy. Besides, the SVM is effective in solving the circuit breaker status recognition problems that include small samples, nonlinear and high dimension problems. Experimental results show that a combination method of the EEMD, entropy, and SVM for circuit breaker diagnosis to typical fault and normal state has better diagnosis effect.
