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Communicated by the Editors 
Let X,, X,, . . . . X, be random vectors that take values in a compact set in Rd, 
d 2 1. Let Y, , Y,, . . . . Y, be random variables (“the responses”) which conditionally 
on Xi = xi, . . . . X,=x, are independent with densities f(ylq, 0(x,)), i= 1, . . . . n. 
Assuming that 0 lives in a sup-norm compact space @,, of real valued functions, 
an optimal &-consistent estimator 8, of 0 is constructed via empirical measures. 
The rate of convergence of the estimator to the true parameter 6 depends on 
Kolmogorov’s entropy of @q,d. 0 1992 Academic Press. Inc. 
1. INTRODUCTION 
In a recent paper [ 111 the problem of functional estimation was con- 
sidered in a regression setup. The parameter of interest was not necessarily 
a conditional mean but also included the cases of a conditional variance 
or of a quantile, or of any other parameter of the conditional density 
satisfying the mild regularity condition (Al) that is stated in Section 2. It 
has been proved that the L,-optimal rate of convergence (in probability) of 
a minimum distance type estimate depends on the massiveness of the space 
where the unknown smooth parameter lives and not on the nature of this 
parameter in the conditional density. The proof was provided only for the 
case where the independent variables (“the x’s”) take values in a compact 
set in R’ or R2. A conjecture was made that the same result would hold in 
Rd, d > 3, for a refinement of the proposed estimate. The conjecture was 
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based on the results of Ibragimov and Khas’minskii [4] and Stone [7] on 
estimating a conditional mean defined in Rd, da 1. 
In this note it will be shown that the same estimate is also L,-optimal for 
da 3. This extension is of particular importance for at least two reasons. 
The first reason is that achievability of the optimal rates of convergence for 
the proposed estimate will motivate the search for other optimal estimates 
that are easier to compute. The second reason is that now one can claim 
that in such regression type problems, rates of convergence of estimates 
depend on the Kolmogorov’s entropy of the parameter space. Thus, it is 
rather natural and not surprising as Stone [7, p. 10443 has pointed out 
that rates of convergence in density estimation and nonparametric regres- 
sion coincide when the unknown parameters have the same smoothness; 
thus, the same order of entropy. The key observation to the intuitive 
justification and the proof of this result is that a regression type problem 
can be viewed as a multiple density estimation problem. The proof of this 
general result depends on a previous result relating the estimation of the 
derivatives of a function with the derivatives of an estimate [12]. 
The first results in density estimation relating rates of convergence with 
Kolmogorov’s entropy were obtained by Le Cam [6]. For the use of the 
L,-distance and related results see Devroye and Gyorli [2] and Devroye 
Cll. 
2. NOTATIONS, DEFINITIONS, AND THE SETUP 
Let (X,, Y,), . . . . (X,, Y,,) be a sample where Xi, . . . . X, are random 
measurements with values in [0, l]“, d> 1; Y,, . . . . Y, are the corre- 
sponding responses. Conditionally on (Xi, . . . . X,) = (x1, . . . . x,), the random 
variables Y,, . . . . Y, are independent with a distribution of the same form 
but with parameters depending on the measurements xi, i= 1, . . . . n; that is 
YiIXi=xi-f(yIxi, 0(x,)), i= 1, . . . . n, where 8 is an element of a sup-norm 
compact space @,,, of “q-smooth” real valued functions on [0, 1 Id, d 2 1 
(see the defmition of q-smooth functions below). Under the above setup 
0(x) is not necessarily a conditional mean, as in the classical regression 
problem, but any parameter of the conditional density. Thus, 13( .) is called 
a regression type function and the corresponding estimation problem, a 
regression type problem. 
DEFINITION. For any two real valued functions 0 and g on [0, l]“, 
d > 1, their L,(dx) distance and sup-norm distance are given respectively 
by 
lie- 811, = ,,d P(x) - &W’ df)‘:‘? l<q<oo, 
ESTIMATES OF A REGRESSION TYPE FUNCTION 215 
and 
DEFINITION. For any two probability measures P, Q on a space ?!/ with 
a o-field 99, their Kullback information K(P, Q) = E, log(dP/dQ) if P is 
absolutely continuous with respect to Q; otherwise K(P, Q) = +a~. 
In subsequent integrals the area of integration will be omitted when it is 
[0, lld. For s= (si , . . . . sd), a d-tuple of nonnegative integers, [s] = s1 + 
s2 + . . . + Sd, s!=s,!s,!..*s,!. For x= (xi, . . . . xd) in [0, l]“, 1x1 = 
(xf + xi + . . . + x:)“~, xs = x;‘xy.. . xy, for b in R, xb = (x1 b, . . . . x,b). For 
a real valued function f defined in (0, l)d let f’“‘(x,,) denote the sth order 
mixed partial derivative of f at x0, i.e., f’“)(x,) = $c”1j”(xo)/8x;’ . . .$x2, 
let fk(x; x,,) = I,,, c,,~k(f’“‘(x,,)/s!)(~ - x,$ be the kth degree Taylor 
approximation to f about x0. 
The space of “smooth” regression type functions G4,d is the collection of 
p-times differentiable functions in [0, 1 Id, d> 1, uniformly bounded in sup- 
norm with the pth order mixed partial derivatives satisfying the Holder 
condition l&‘)(x) - f@“(y)l <L Ix - yl” for every 8 in @,# with 0 < a < 1, 
~20, and p+a=q. @+ is sup-norm totally bounded and Kolmogorov 
and Tihomirov [S] have shown that the most economical u, dense subset 
of ity @n&d, has cardinality N&a,) N 2(“‘@. The function log, N,,(b), 
b > 0, is called Kolmogorov’s entropy of the space O,,. Note that for not 
complicating the notation more we use O,,, On,q,d omitting L. 
We consider on the real line a family of probability measures {P,,e~,~}, 
XE [o, lid, eE@q,d, dominated by a a-finite measure ,M with densities 
fbl x9 W). In Kecx, the subscript x will be dropped for notational 
convenience. 
The following assumptions will be made on the distributions of the 
variables; a discussion and several examples can be found in Yatracos 
[ll]: 
(AlI C1 It-4 6 Ilf(.lx, t)-f(.Ix,s)ll <C2 It--l, where Cl, C2 
are constants independent of x and 11. I( is the L,-distance. 
(A2) The form of the conditional density is known. 
(A3) For every J E (0, l/d), d> 1, there exists a c > 0 such that 
lim Qn(Cn,d,i) = 1, 
n--tao 
where Cn,d,l = ((X,, . . . . X,): #{i: IXi-xlcn-A}>cn’-“d for all 
x E [0, l]“} and Q” is the distribution of X = (Xi, . . . . X,). 
(A4) W’s,(x), Paz(x) \ ) < c(e,(x) - e2(x))2, for every 8i, 82 in eq,dr 
x E [0, 1 Id; C is a positive constant. 
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The main tool to compute the rate of convergence for the proposed 
estimate is: 
Hoeffding’s Inequality [3]. Let X,, . . . . X, be independent random 
variables such that 0 <Xi< 1, j= 1, . . . . n. Let S, = C’J= r Xj, ES,, = np. 
Assume that p < 0.5. Then 
and 
P[S,<np--k]dexp{-k*/2np(l-p)}. 
A d-optimal estimate is a uniformly consistent estimate (in probability) 
converging to the true parameter at the best possible rate with respect to 
a distance d. The order of the asymptotic minimax bound of the d-error in 
probability provides the best possible rate. Theorem 1 in Yatracos [lo] 
can be used as a tool to compute the asymptotic minimax bound. The same 
notion of optimality has been used by several authors; for example, by 
Stone [7] for an L,-distance, 16 p < co. Thus we have: 
DEFINITION. A sequence of estimators { 4, = t?,,( Y,, . . . . Y,)} is uniformly 
consistent for 8 E 0 with rate of convergence 6, in probability with respect 
to a distance d if 
lim lim sup sup Pe[d(d,, 0) > CS,] = 0 
c+w n-tm BE@ 
and 
lim lim inf inf sup P,[d(T,, 0) > CS,] = 1. 
c-0 n-m T, 866 
3. CONSTRUCTION OF ESTIMATES AND RATES OF CONVERGENCE 
The following lemma will be used in the proof of the theorem: 
LEMMA [ 12, Proposition 23. Under the setup of the regression type 
problem for I~E Oq,d, and T,, any estimator element of Oq,d, da 1, 
l<[sl<p, 
11 T’“’ - k’(‘)ll 4 < C, yn n q-Cs’+C2y;CS1 /IT,-@/,, 
C,, C,, yn are all positive constants. The same inequality holds for densities 
and their estimators, both elements of Oq,d. 
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THEOREM. Let (X,, Y1), . . . . (X,, Y,) be a sample as in the setup of the 
regression type problem. Qn is the distribution of X = (X,, . . . . X,,), 0 is an 
element of Qq+ da 1, and Yi( Xi= xi- PO+,. Assume (Al)-(A4) hold. Then 
we can construct L,-optimal minimum distance estimators 8, of 8 with rate 
of convergence a,, = bz = n-q’(2q + d), a,, h [log, Nq,d(a,,))/n] lf2, d 2 1. 
Proof: Fix a, >O (to be determined later in order to obtain the best 
convergence rate). Let On,q,d be the most economical a, - I( .I] ,-dense 
subset of Bq,d with elements Sj, j= 1, . . . . Nq,d(a,) (in the sequel, Nq,d(a,) = 
N(4). 
Given that X, =x1, . . . . X,, = x, let 
, . . . . n, 1 ,< k < I< N(a,) 
The estimator fl, is defined by 
l<k<l<N(a,) 
We will provide an upper bound for j 16,(x)-O(x)) dx on the event X = 
x E Cn,d,l (as defined in (A3)). We cover [0, 11” with cubes Si, 
i = 1, . . . . bid, of side length b,. Let Nj be the number of coordinates of 
x=(x* ,..., x,) in Si, M=min(Ni; I<i<bid}. 
Restricting attention to Si we will now approximate 8,(x) (resp. 8(x)) 
with the Taylor polynomial 8&x; xi) (resp. 8,(x; xj)) of order p around 
xi E Si. From the integral form of the remainder term in Taylor’s theorem, 
the assumption that the cube Si has side length b, and Holder’s condition 
that holds for @/‘j(x) (resp. B(p)(x)) one can see that the remainder is 
bounded in absolute value by Cbz in both cases; C is a positive constant 
independent of x. From now on all constants will be denoted by C. 
Thus we have 
s s, I’%)-WI dx<2Cb;+d+b;(8,(xj)-8(xj)) 
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We will now consider Taylor expansions of &‘(xj), L~(~‘(x,), 1 6 [s] <p, 
around each x in St. The lemma is used in order to bound the last term 
of (1); thus, a better approximation than the one in Yatracos [ 111 is 
obtained. For any S, 16 [s] < p, we have, for the terms of the sum in (1 ), 
bp’ Is, l&‘(x,) - S(“(xj)l dx 
<2Cb;+d+ 1 bfis+” 
s 
l@+“(x) - tl(S+f’(~)( dx, (2) 
0~[11~p-[s] St 
where s + t is the usual sum between vectors. 
From (1) and (2) we obtain 
s I&z(x) - W)ldx Si 
d Cb;+d + b,d I dn(Xj) - e(Xj) I 
+c c c 
I~CslCp O<[rJ&p-[“I 
b;‘+” s, ~81;F+t’(x)-~(S+f’(x)~ dx 
I 
<Cb;+d+b;(&(xj)-O(xj)l 
+ C 1 <; <p 6s”’ Is, l&‘(x) - @“‘(x)1 dx (3) 
. . 
Repeating (3) for M out of the Ni elements in Si and for all i we obtain 
M II& - 00 < CMb,4 + b; i $,(xj) - 0(x,)1 
j=l 
+CM c b,c”’ (j&‘-O(s’ll. 
1<CSl=sP 
(4) 
From (A3) on the event Cn,d,i with b, =n-’ one has c~‘-“~<ZV~ for all i, 
and cnbf = en1 - Id dM=min(Ni; 1 <i<brd}. Thus, 
II&,-011 <Cb,4+n? i ‘l&(x,)-0(x,)] 
j=l 
+c c bf”’ I[& - @‘l(. (5) 
1$ [sl ,c p 
-b,, D a positive constant large From (5), (6), and the lemma with yn=D 
enough, we obtain 
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From assumption (Al) and the definition of i?, as a minimum distance 
estimator via On,g.d, we obtain 
n-‘jc, len(xj)-e(xj)l Gcu.+cnelsuP{l i [Psi,r(A*.ij)-la,,.,(yj)ll; 
j=l 
1 <k<<Id(a,) 
I 
. (6) 
n 
C CPO(.t j)tAk,l ,  j) - ‘Ak,,,,( yi)l ; 
j=I 
l<k<Z<N(a,) . 
I (7) 
Note that in (7) the relation (1 - C/D) > 0 holds, since D can be chosen as 
large as we wish. 
A bound in probability can be derived for the random variable in the 
right hand side of (7) using Hoeffding’s inequality as in Yatracos [9] to 
obtain with probability tending to one that 
IId, - 811 < C[a, + b; + (log, N(a,))1’2/n*‘2-J. (8) 
Thus, given x E C,,,, an upper bound in (8) is obtained by choosing u, 
and 6, such that a, = bz = ~~‘(*q+~), a, m (log, N(u,))“*/n”*. Note that 
,I = l/(24 + d) c l/d as required in (A3). 
Finally, 
~[:~~8,-~~~~Cu,~=E,.P~~~8,-e~~~C~,~X=x~~~x~~n.d,1,(2~+df~ 
+ E,.P[ I@” - 8(1 > cu, 1 x = x] 
’ I(’ E c;,d, I,(24 + d)) n ‘. 
by means of (8) and (A3). 
This result holds also when p = 0. Using the Lipschitz condition we 
obtain inequalities (l), (4), and (5) without the terms that involve 
derivatives; (7) holds with (1 - C/D) replaced by 1. The rest follows as in 
the case where p > 0. 
Using assumption (A4) and example 1 in Yatracos [lo, p. 11861 one can 
see that the estimator t?, is optimal. 
220 YANNIS G. YATRACOS 
REFERENCES 
[l] DEVROYE, L. (1987). “A Course in Density Estimation.” Birkhluser, Boston. 
[2] DEVROYE, L., AND GY~~RPI, L. (1985). “Nonparametric Density Estimation: The L, 
View.” Wiley, New York. 
[3] HOEFFDING, W. (1963). Probability inequalities for sums of bounded random variables. 
J. Amer. Statist. Assoc. 58 13-31. 
[4] IBRAGIMOV, I. A., AND KHAS’MINSKII, R. Z. (1980). On nonparametric estimation of 
regression. Sou. Math. Dokl. 21 810-815. 
[S] KOLMCMXROV, A. N., AND TIHOMIROV, V. M. (1959). s-entropy and s-capacity of sets 
in function spaces. Uspehki Mar. Nauk. 14 3-86 [Russian]; English translation in Amer. 
Math. Sot. Transl. 2 (1961), 277-364. 
[6] LE CAM, L. M. (1973). Convergence of estimates under dimensionahty restrictions. Ann. 
Statist. 1 38-53. 
[7] STONE, C. (1982). Optimal global rates of convergence for nonparametric regression. 
Ann. Statist. 10 1040-1053. 
[8] STONE, C. (1980). Optimal rates of convergence for nonparametric estimators. Ann. 
Statist. 8, No. 6, 1348-1360. 
[9] YATRACOS, Y. G. (1985). Rates of convergence of minimum distance estimators and 
Kolmogorov’s entropy. Ann. Statist. 13 768-774. 
[lo] YAT~ACOS, Y. G. (1988). A lower bound on the error in nonparametric regression type 
problems. Ann. Statist. 16 1180-1187. 
[ll] YATRACOS, Y. G. (1989). A regression type problem. Ann. Statist. 17 1597-1607. 
[12] YATRACOS, Y. G. (1989). On the estimation of the derivatives of a function with the 
derivatives of an estimate. J. Multivariate Anal. Zs 172-175. 
