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1Performance Analysis of Approximate Message
Passing for Distributed Compressed Sensing
Gabor Hannak, Alessandro Perelli, Norbert Goertz, Senior Member, IEEE, Gerald Matz, Senior Member, IEEE,
and Mike E. Davies, Fellow, IEEE
Abstract—Bayesian approximate message passing (BAMP) is
an efficient method in compressed sensing that is nearly optimal
in the minimum mean squared error (MMSE) sense. Multiple
Measurement Vector (MMV)-BAMP performs joint recovery of
multiple vectors with identical support and accounts for correla-
tions in the signal of interest and in the noise. In this paper, we
show how to reduce the complexity of vector BAMP via a simple
joint decorrelation (diagonalization) transform of the signal and
noise vectors, which also facilitates the subsequent performance
analysis. We prove that the corresponding state evolution (SE)
is equivariant with respect to the joint decorrelation transform
and preserves diagonality of the residual noise covariance for
the Bernoulli-Gauss (BG) prior. We use these results to analyze
the dynamics and the mean squared error (MSE) performance
of BAMP via the replica method, and thereby understand the
impact of signal correlation and number of jointly sparse signals.
Finally, we evaluate an application of MMV-BAMP for single-
pixel imaging with correlated color channels and thereby explore
the performance gain of joint recovery compared to conventional
BAMP reconstruction as well as Group-LASSO.
I. INTRODUCTION
Compressed sensing (CS) is a signal processing technique
aiming at recovering a high-dimensional sparse vector from
a (noisy) system of linear equations [1], [2]. Joint sparsity
refers to multiple vectors having the same support set1, whose
cardinality is typically much lower than the signal dimension.
There are two prominent CS scenarios [3], [4] in the context
of joint sparsity: (i) the multiple measurement vector (MMV)
problem, where the measurement matrices are identical, and
(ii) the distributed compressed sensing (DCS) problem, where
the measurement matrices are independent. Joint sparsity
arises in a number of real-world scenarios, e.g., when multiple
sensors or antennas observe the same signal corrupted by
different channels and noise (e.g., [3], [4]). A prime example
is radio frequency identification (RFID) where the observed
vectors are the received signals at different antennas (of the
same receiver) [5]. Additionally, typical applications are mag-
netic resonance imaging [6], distributed networks [7], wireless
communications [5], and direction of arrival estimation [8].
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In this work, we investigate an approximate message pass-
ing (AMP) solution for joint sparse recovery when there is
possible correlation between the signals (and the noise). We
then evaluate this algorithm in the context of single-pixel
color imaging [9]. In particular, we show the potential of joint
recovery that exploits the correlation between the red, green,
blue (RGB) color intensity channels.
A. Related Work
Several methods for jointly sparse recovery have been pro-
posed in the literature [3], [7], [10]–[19]. AMP was introduced
in [20]–[22] as a large system relaxation of loopy belief propa-
gation to solve a random linear system with sparsity constraint.
Scalar Bayesian approximate message passing (BAMP), its
Bayesian version [23], [24], uses the signal prior explicitly
and is an efficient approximate MMSE estimator. The turbo
BAMP methods in [14]–[16], and their generalization in [25]
for clustered sparse signals, improve the recovery performance
by exchanging extrinsic information about the current support
estimate in each message passing iteration. In [17], [18], [26],
joint sparsity is directly enforced by an appropriate vector
estimator (denoiser) function for the Bernoulli-Gauss (BG)
prior.
The state evolution (SE) formalism developed in [21], [22],
[27] analytically predicts the recovery performance of (B)AMP
algorithms. SE was employed to analyze BAMP for joint
sparsity with a vector estimator and to point out the difference
between the DCS and MMV scenarios in [18]. Recent works
rigorously prove the SE for non-separable non-linearities [28]
and a class of sliding-windows denoisers [29] with Gaussian
i.i.d. measurement matrices. Furthermore, the SE of the Vector
AMP has been derived for a large class of right orthogonally
invariant random sensing matrices [30]. (We highlight that the
acronym Vector AMP should not to be confused with the
vector-prior version of BAMP, considered in this paper for
the MMV/DCS problems.)
In [26], the replica method (a statistical physics tool for
large disordered systems) is used to calculate the MMSE
of the CS measurement (note that [26] refers to MMV and
DCS as MMV-2 and MMV-1, respectively). The replica trick
non-rigorously simplifies the high-dimensional integral for the
MMSE of the Bayesian estimator of the CS channel, thereby
leading to the free energy as a function of the mean squared
error (MSE). The local maxima in the free energy function
correspond to stable fixed points of belief propagation (BP)
and BAMP and thus predict the expected MSE of BAMP. The
2replica analysis in [26] is performed for the BG signal prior
with uncorrelated isotropic unitary signal and uncorrelated
isotropic Gaussian noise distribution, i.e., with a single noise
parameter.
B. Contributions
We consider the vector-prior BAMP algorithm for the
DCS and MMV problems, which uses an appropriate vector
MMSE estimator function and Onsager correction term to
exploit joint sparsity structure, the signal distribution, and
the noise covariance. We provide an analytical performance
prediction for the BAMP algorithm with a BG signal prior
with arbitrary signal and noise correlation by (i) incorporating
a linear joint decorrelation of the measurements, (ii) showing
the equivariance of Bayesian approximate message passing
(BAMP) w.r.t. invertible linear transformations, (iii) extending
the replica analysis from [26] to arbitrary diagonal noise
covariance matrices.
In particular, the joint decorrelation yields a simpler equiv-
alent measurement model with diagonal signal and noise
covariance matrix (under mild conditions, one of the co-
variance matrices can be made the identity matrix). The
simplified model naturally provides the measurement signal-
to-noise ratios (SNRs) of each signal vector and substantially
reduces the complexity of the BAMP iterations. We further
show that the BAMP algorithm is equivariant to invertible
linear transformations, thus, it preserves its properties across
iterations in the transformed domain and delivers a result
equivalent to that obtained with the original measurements.
For the widely used BG prior, we prove that the BAMP
iterations (and the corresponding SE) preserve the diagonal
structure of the (effective) noise covariance, thus implying that
a B-dimensional state (instead of B(B + 1)/2 dimensions) is
sufficient and that every MMV problem can be transformed
into an equivalent DCS problem. Finally, we extend the replica
analysis in [26] to the case of anisotropic noise (i.e., B noise
parameters instead of just 1). The replica analysis yields the
B measurement-wise MSEs of the BAMP estimate in its
stationary points.
C. Outline
The remainder of this paper is organized as follows. In
Section II, we discuss the BAMP algorithm, the estimator
function for the multivariate BG signal prior, and the mul-
tivariate state evolution of BAMP. In Section III, the joint
decorrelation of the signal and the noise vectors is investigated
in the context of BAMP and state evolution; the multivariate
BG signal prior is studied as special case. In Section IV,
we present the multivariate free energy formula for arbitrary
diagonal noise covariance matrices (the details of the replica
analysis are relegated to the appendix). Section V provides
a qualitative discussion and open questions regarding the
effects of signal correlation and the increasing number of
jointly sparse vectors on the dynamics of BAMP. Section VI
evaluates the MMV-BAMP algorithm on a simplified single
pixel imaging problem, highlighting the benefits of exploiting
signal correlation across channels. We close with conclusions
in Section VII.
D. Notation
Uppercase (lowercase) boldface letters denote matrices
(vectors), and serif letters denote random quantities. For a
matrix A (vector a), Ai (ai) denotes its ith row (ith entry).
The all zero matrix and the identity matrix of dimension
M × N are denoted by 0M×N and IM×N , respectively (we
omit the subscript if the dimensions are clear from the context).
The Dirac delta (generalized) function is δ(x). The normal
distribution with mean µ and covariance matrix Σ is denoted
by N (µ,Σ) and N (x;µ,Σ) denotes the value of this normal
probability density function (pdf) at x. The outer product of
a column vector x with itself is denoted by 〈x〉 = xxT . For
a vector x = (x1, . . . , xB)T , diag(x) and diag(x1, . . . , xB)
is the diagonal matrix whose ith diagonal element equals xi.
For a matrix X, D(X) is the diagonal matrix whose diagonal
is identical to that of X, i.e., D(·) is the orthogonal projection
that zeros the off-diagonal elements. The Kronecker product
of two matrices is denoted by ⊗.
II. BAMP WITH VECTOR DENOISER
A. Measurement Model
We consider the measurement model
y(b) = A(b)x(b) + w(b) , (1)
with y(b) ∈ RM , x(b) ∈ RN , w(b) ∈ RM , and A(b) ∈
RM×N , for b = 1, . . . , B. We denote the measurement rate by
R = M/N . We assume that the measurement matrices A(b)
are realizations of Gaussian or Rademacher random matrices
[31] with normalized columns. If the measurement matrices
A(b) are identical (i.e., A(b) = A, b = 1, . . . , B) we have
an MMV scenario; if they are mutually independent then we
have a DCS scenario. We define the length-B column vectors
~xn = (xn(1), . . . , xn(B))
T ,
~ym = (ym(1), . . . , ym(B))
T , (2)
~wm = (wm(1), . . . , wm(B))
T
(similar notation will be used throughout the paper). Joint spar-
sity (cf. JSM-2 in [4]) with sparsity (or nonzero probability)
 requires that ~xn = 0 with probability 1 −  and ~xn 6= 0
with probability . In this work, we focus on signals with
multivariate BG pdf, i.e.,
f~xn(~xn) = f~x(~xn) = (1− ) δ(~xn) + N (~xn; 0,Σ~x), (3)
independent and identically distributed (i.i.d.) over n; here, Σ~x
is the covariance matrix of ~xn given that it is non-zero vector.
The additive noise in (1) is assumed to be i.i.d. Gaussian over
m with zero mean and covariance Σ~w,
~wm ∼ N (0,Σ~w) . (4)
B. Vector-prior BAMP for MMV/DCS
The BAMP method for joint sparse recovery of x(b),
b = 1, . . . , B, [17], [19] is summarized in Algorithm 1
(superscript t indicates the iteration index). Note that scalar
BAMP (i.e., when B = 1) is a special case of Algorithm 1
where MMV and DCS are equivalent. The vector-prior BAMP
3Algorithm 1 BAMP for MMV/DCS
1: input: y(b), A(b), Σ~x, ε, tmax, εtol
2: t = 0, ~ˆxtn = 0B×1, ~r
t
m = ~ym, ∀m,n
3: do
4: t← t+ 1
5: ut−1(b) = xˆt−1(b) + A(b)T rt−1(b) ∀b
6: Σt−1~v =
{
Σt−1~rm for MMV
D
(
Σt−1~rm
)
for DCS
7: ~ˆxtn = F (~u
t−1
n ; Σ
t−1
~v ), ∀n
8: ~rtm = ~ym−
(
A(1)xˆt(1), . . . ,A(B)xˆt(B)
)
m
+ 1M
∑N
n=1 F
′(~ut−1n ; Σ
t−1
~v )~r
t
m ∀m
9: while
∑B
b=1
∥∥xˆt(b)−xˆt−1(b)∥∥2
2
> εtol
∑B
b=1
∥∥xˆt−1(b)∥∥2
2
and t < tmax
10: return xˆ(b) = xˆt(b), ∀b
follows similar steps as ordinary scalar BAMP [20]–[24], [27].
According to the decoupling principle [24], which holds in
the asymptotic regime where M,N → ∞ while MN = R,
the BAMP algorithm decouples the CS measurements (1)
according to
~utn = ~xn + ~v
t
n, (5)
where the effective noise vector is distributed as
~vtn ∼ N (0,Σt~v). The effective noise covariance is estimated
via the empirical covariance Σt~rm = Cov
{
~rt−1m
}
from vectors
~rt−1m in line 6 of Algorithm 1. It has been shown in [18]
that in the DCS scenario only the diagonal entries of the
covariance matrix are retained due to the mixing effected by
the B independent measurement matrices. In the following,
we will simplify notation by occasionally dropping the indices
t and n.
The vector denoiser in BAMP (line 7 of Algorithm 1)
amounts to a vector MMSE estimator of ~xn given the decou-
pled measurements ~un. Using Bayes’ theorem, the denoiser
can be written as:
F (~u; Σ~v) = E~x {~x | ~u = ~u; Σ~v}
=
∫
RB ~zN (~u;~z,Σ~v)f~x(~z) d~z∫
RB N (~u;~z,Σ~v)f~x(~z) d~z
,
(6)
where the covariance of the effective noise is Σ~v = Cov{~r}
(MMV) or Σ~v = D(Cov{~r}) (DCS). For the multivariate BG
prior (3), the vector denoiser becomes
F (~u; Σ~v) = W~u with W =
FN (~u; Σ~v)
FD(~u; Σ~v)
Σ~xΣ
−1
~u . (7)
Here, Σ~u = Σ~x + Σ~v and
FN (~u; Σ~v) = N (~u; 0,Σ~u), (8)
FD(~u; Σ~v) = (1− )N (~u; 0,Σ~v) + N (~u; 0,Σ~u)
The denoiser (7) consists of a multivariate Gaussian Wiener
estimator followed by a joint shrinkage operation.
The BAMP residual is computed in line 8 of Algorithm 1.
As in the original AMP derivation [23], the Onsager correction
term for the residual ~ym −
(
A(1)xˆ(1), . . . ,A(B)xˆ(B)
)
m
is
computed via the derivative of the estimator. In the asymptotic
regime, the Onsager term
1
M
N∑
n=1
F ′(~un; Σ~v)~rm (9)
renders the decoupled measurement vectors ~un Gaussian with
mean ~xn and covariance Σ~v [19], [26]. Here, the Jacobian ma-
trix F ′(~u; Σ~v) = dF (~u; Σ~v)/d~uT of the estimator F (~u; Σ~v)
is given by
F ′(~u; Σ~v)=W−
(
1−FN (~u; Σ~v)
FD(~u; Σ~v)
)
W~un~u
T
n (Σ
−1
~u −Σ−1~v ) .
(10)
The algorithm runs until the relative change in the estimated
signal is below a certain threshold εtol or the maximum
number of iterations tmax is reached. Compared to scalar
BAMP, the vector BAMP algorithm involves the following
crucial modifications:
• a multivariate prior (possibly with joint sparsity structure
and correlation);
• the estimator acts on vectors rather than scalars (6) and
both correlated signal and correlated additive noise are
taken into consideration (more precisely, the full signal
and noise vector pdf is taken into account);
• an Onsager term obtained as the sum of Jacobian matrices
(cf. (9)).
C. State Evolution
SE was originally proposed in [20] for scalar (B)AMP and
extended to the MMV and DCS scenarios e.g. in [18]; it allows
to characterize analytically the expected behavior of BAMP
(note that the Onsager term in [18] is flawed even though
the multivariate SE is correct). In particular, the SE equation
predicts the evolution of the effective noise covariance (the
state) for any signal prior ~x ∼ g~x(~xn) as
Σt+1~v =
{
Σ~w +
1
R E~x,~v {〈e(~x,~v)〉} for MMV,
D
(
Σ~w +
1
R E~x,~v {〈e(~x,~v)〉}
)
for DCS,
(11)
where e(~x,~v) = F (~x + ~v; Σt~v) − ~x is the error achieved by
the MMSE estimator F (~u; Σt~v) and ~v ∼ N (0,Σt~v). The state
in the MMV scenario is in general B(B + 1)/2 dimensional
(since the covariance matrix is symmetric). From (11), the
MSE prediction directly follows as
Cov{~utn − ~xn} = Σt~v,
M̂SEt(b) = R (Σt~v −Σ~w)b,b,
with the MSE per channel being defined as
MSEt(b) =
1
N
‖xˆt(b)− x(b)‖22.
III. DIAGONALIZED VECTOR-PRIOR BAMP
A. Joint Diagonalization for MMV
The BAMP algorithm in Section II-B can deal with arbitrary
signal and noise correlations Σ~x and Σ~w, which in general
results in a nondiagonal Σt~v in the MMV scenario. In the
decoupled measurements ~u = ~x + ~v, it means that there are
4Algorithm 2 joint diagonalization transformation
1: Given Σ~x,Σ~w
2: find P such that PPT = Σ~w
3: G = P−1Σ~xP−T
4: find eigendecomposition QΛQT = G
5: T = Λ−1/2QTP−1
O(B2) SNR relations and B(B + 1)/2 states: each xn(b)
correlates with all xn(b′), b′ ∈ {1, . . . , B} \ {b}, and it is
influenced simultaneously by all effective noise components
v(b′), b′ ∈ {1, . . . , B}.
Under the assumption that the covariance matrices Σ~x and
Σ~w are full rank and using the fact that covariance matrices
are symmetric and positive definite and [32, Thm. 7.6.1.], there
exists a nonsingular (but generally non-orthogonal) matrix T
that simultaneously diagonalizes the covariance matrices of the
signal ~x and the noise ~w. The computation of T is described
in Algorithm 2. In the transformed model
~˜ym = T~ym, ~˜xn = T~xn, ~˜wm = T~wm, (12)
we thus have
Σ~˜x = TΣ~xT
T = IB×B ,
Σ~˜w = TΣ~wT
T = Λ−1 = diag
(
1
SNR(1)
, . . . ,
1
SNR(B)
)
.
Here, the per-channel SNRs are defined as
SNR(b) =
Ex
{‖A(b)x˜(b)‖22}
Ew{‖w˜(b)‖22}
= Λb,b.
Note that the decorrelation can be applied also in the DCS
scenario, given that only the noise covariance Σ~w is nondiag-
onal and the signal covariance Σ~x is diagonal. We emphasize
that in case BAMP operates on the transformed measurements,
the change in the prior distribution has to be accounted for in
a nontrivial manner. That is, the MMSE estimator (6) and its
derivative will have a different form. Consider the SE equation
(11) that describes the expected evolution of the effective noise
covariance over the BAMP iterations. In the MMV scenario,
even if Σ~w and Σt~v are diagonal, Σ
t+1
~v in general will not
be diagonal because the estimator F (~utn,Σ
t
~v) operates on the
overall vector ~utn (the diagonalization described in Algorithm
2 could be performed repeatedly in each iteration). However,
we will see shortly that in the particular case of the BG prior
this is no longer the case. A direct calculation reveals that
Cov{~ym} =
{
Σ~w +
1
R Cov{~xn} for MMV,
Σ~w +
1
RD (Cov{~xn}) for DCS.
Thus, if we know either the noise or signal covariance then
the other can be estimated directly through the measurement
covariance Cov{~ym}. Alternatively, when both covariances are
unknown and the signal is drawn from a BG prior we can
use the expectation-maximization AMP approach introduced
in [33] to estimate both sets of parameters within the iterations.
B. Equivariance of BAMP for MMV
We next establish the fact that for MMV both BAMP and
its SE are equivariant w.r.t. invertible linear transformations of
the input. The proof of this result is provided in Appendix A.
Theorem 1: Algorithm 1 for MMV and its SE are equivari-
ant w.r.t. invertible linear transformations. Denote one BAMP
iteration by (~ˆxt+1n ,~r
t+1
m ,Σ
t+1
~v ) = V(~ym, ~ˆx
t
n,~r
t
m,Σ
t
~v). For any
nonsingular T, we have for all m and n
V(T~ym,T~ˆxtn,T~r
t
m,TΣ
t
~v) = (T~ˆx
t+1
n ,T~r
t+1
m ,TΣ
t+1
~v T
T ).
Furthermore, the SE equation (11) translates to the transformed
domain as
TΣt+1~v T
T = TΣ~wT
T
+
1
R
E~x,~v
{〈F (T(~x + ~v); TΣ~vtTT )−T~x〉} . (13)
Note that (13) holds for any signal prior in the Bayesian
setting, i.e., when the estimator is the MMSE estimator.
Assume that BAMP converges to ~ˆxn with inputs ~yn, Σ~x, and
Σ~w; then, Theorem 1 implies that BAMP with inputs T~yn,
TΣ~xT, and TΣ~wT converges to the solution T~ˆxn.
C. Bernoulli-Gauss Prior
For the BG prior, after applying the transformation T, the
equivalent measurement model becomes
y˜(b) = A(b)x˜(b) + w˜(b) , ∀b (14)
with signal and noise pdfs
f~˜x(~˜xn) = (1− ) δ(~˜xn) + N (~˜xn; 0, I), (15)
f~˜w( ~˜wm) = N ( ~˜wm; 0,Λ−1). (16)
That is, we retain a BG prior in the transformed domain, only
with uncorrelated components. This is a distinctive feature of
the BG prior and in general doesn’t hold for other types of
distributions.
In Appendix B we demonstrate that for the decorrelated
model (14) with BG prior (15)–(16), the BAMP iterations
under the MMV model preserve the diagonal structure of Σt
~˜v
.
It follows that for CS measurements with multivariate BG
signal prior, the decorrelation transformation has to be done
only once before recovery; determining T itself is of negligible
computational effort unless B is very large. These observations
have the following implications:
• The computation of (7) and (9) is significantly simplified,
leading to complexity reductions by a factor of B.
• The dimension of the SE equations is B instead of
B(B+ 1)/2. In other words, B(B+ 1)/2 effective noise
covariance parameters in Σ~v are reduced to B effective
noise variances, which explicitly characterize the MSE
for each signal vector estimate as
M̂SEt(b) = R (Σt
~˜v
−Σ~˜w)b,b.
• Every MMV problem has an equivalent DCS problem
with possibly rescaled SNRs. Furthermore, the analysis
of DCS also covers that of MMV.
5IV. REPLICA ANALYSIS
In [26], the replica method was used to determine the
MSE performance of BAMP for the measurement (1) and the
BG prior (3), assuming Σ~x = I and isotropic uncorrelated
noise, i.e., Σ~w = σ2wI. In this special case MMV and DCS
(referred to as MMV-2 and MMV-1, respectively, in [26])
are equivalent. The analysis is quite sophisticated and the
generalization to arbitrary signal and noise correlations seems
infeasible. However, due to the joint diagonalization approach
from Section III, it suffices to extend the replica analysis to
the case with Σ~x = I and Σ~w = diag(σ2w(1), . . . , σ
2
w(B)).
In particular, the replica method is capable of predicting the
fixed points of BAMP in the asymptotic regime (N,M →∞,
R = M/N = const.), as a function of the set of B
MSEs [34], [35]. We note that rigorous equivalence between
the replica method and SE is not always guaranteed and
requires additional technicalities [36]. Assuming Σ~x = I and
Σ~w = diag
(
σ2w(1), . . . , σ
2
w(B)
)
, we compute in Appendix C,
following the derivation in [26], the free energy F(~E) as a
function of the MSE vector ~E = (E(1), . . . , E(b))T with
E(b) = MSE(b), resulting in
F(~E) = (1− ) ζ(γ) +  ζ
( γ
1 + γ
)
− R
2
B∑
b=1
(
log
2piR
γ(b)
+ γ(b)σ2w(b)−
1− 
R
γ(b)
1 + γ(b)
)
.
(17)
In this expression we used
ζ(η) =
∫
log
(

B∏
b=1
(1 + γ(b))−
1
2
+ (1− ) exp
(
− 1
2
B∑
b=1
η(b)h2(b)
))
Dh
with
γ(b) =
R
E(b) +Rσ2w(b)
;
furthermore, Dh = N (h; 0, I) dh1 . . . dhB denotes the multi-
variate standard Gaussian measure.
The stationary points of F(~E) correspond to fixed points
of belief propagation [37], and hence to those of BAMP
in the asymptotic regime [26]. Thus, we can determine the
component-wise MSEs of BAMP by evaluating (17) and
finding the largest components of ~E that correspond to a
local maximum of F(~E) [38], [39]. Note that for isotropic
noise (σ2w(b) = σ
2
w ∀b), the free energy in (17) simplifies
to the result obtained in [26] with one-dimensional argument
E = E(1) = . . . = E(B). Replica curves for the isotropic
case with B = 1 and B = 10 are shown in Figure 1
and 2 respectively. It is important to point out here that all
the plots are the result of numerical integrations (and no
Monte Carlo simulations). In the free energy function, local
maxima correspond to stable fixed points and local minima
to unstable fixed points, whereas the global maximum of
F(E) corresponds to the MMSE. BAMP typically achieves
the largest MSE associated with a local maximum.
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Figure 1: Free energy function at different rates R for the
isotropic case with B = 1, σ2w = −35 dB and sparsity  = 0.1.
Red squares and black triangles indicate local maxima and
minima, respectively.
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Figure 2: One-dimensional free energy function for B = 10
jointly sparse BG vectors at rates around the phase transition
rate (Σ~w = −35 dB IB).
A. MMSE Gap
In the CS regime of small  and nonzero noise variance, the
MMSE estimate xˆ for a single measurement features a first
order phase transition (PT) characterized by an abrupt change
of the MSE at a certain rate RPT: for rates less than RPT, the
MSE tends to be large, whereas for rates larger than RPT the
MSE tends to be small and plateaus to fixed nonzero value.
This phenomenon can be seen in Figure 1: for rates below
R ≈ 0.16, where the free energy has a single maximum at an
6MSE of about −12 dB whereas for rates larger than R ≈ 0.17
a second local maximum at MSEs less then about −37 dB
appears.
A similarly abrupt phase transition does not appear to occur
when the number of measurements B is sufficiently large.
Figure 3 shows the SE curves for various B with  = 0.1 and
Σ~x = IB . Observe that the “bump” in the SE curve for small
B and large MSE, which corresponds to the first fixed point,
flattens out with increasing B. Eventually for large enough B
we observe that the SE curve ceases to exhibit a first order
PT, so that the MSE changes smoothly with increasing rate
R.
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Figure 3: Noisy SE curves for different number of jointly
sparse BG signals ( = 0.1, Σ~x = IB , Σ~w = −35 dB IB ,
R = 0.25).
The same conclusion can be obtained by investigating
the behavior of the free energy functions. BAMP typically
achieves the largest MSE which corresponds to a local max-
imum in the free energy, whereas the MSE at the global
maximum of the free energy is the MMSE. As pointed out
in [26], whenever the free energy function has a second local
maximum at a larger MSE than the global maximum, BAMP
is not Bayesian-optimal (i.e., does not reach the MMSE). For
B = 1, in Figure 1, a second local (non-global) maximum
appears and thus BAMP is not MMSE optimal in the rate
region 0.19 < R < 0.21, while for B = 10 with isotropic
noise and sparsity  = 0.1 it occurs at R = 0.097 as shown
in Figure 2. We speculate that the vanishing of the first order
PT for sufficiently large B may be a typical behaviour and
something worthy of further investigation.
While the possibility of no phase transition might appear
surprising this relies on the presence of finite measurement
noise. In such a setting there is no exact recovery PT. It would
be interesting to understand what happens when the noise
tends to zero, and see if comparisons could be drawn with
PT results for the related problem of block sparse recovery
[40], [41]. However, under this scenario it is not clear what
would be the role of any anisotropy in the covariance matrices.
Finally, we emphasize that while our analysis here is
asymptotic in the large system limit (N,M, N → ∞), it
is non-asymptotic in the number of jointly sparse vectors B
which are assumed to be O(1). This is in contrast to existing
work [42], [43], where results on the PT like phenomena were
derived for the asymptotic case where B →∞ as N →∞.
V. ANISOTROPIC BAMP DYNAMICS
We now consider the anisotropic scenaro.
A. Correlated CS
The matrix T from Algorithm 2 simultaneously decorrelates
the signal and the noise. While TΣ~xTT = I, the transformed
noise covariance Σ~˜w = TΣ~wT
T depends on Σ~x and Σ~w in a
nontrivial way unless Σ~x and Σ~w commute. In this case, they
have identical eigenvectors, i.e., Σ~x = QΛ~xQT and Σ~w =
QΛ~wQ
T , and we can show
Σ~˜w = Λ~wΛ
−1
~x = diag
(
λ~w(1)
λ~x(1)
, . . . ,
λ~w(B)
λ~x(B)
)
.
Special cases of this situation occur when (i) either Σ~x or Σ~w
is a scaled identity matrix and (ii) when both Σ~x and Σ~w are
diagonal. The per-channel SNRs are then obtained from Σ~˜w
as SNR(b) = λ~x(b)/λ~w(b). While this result does not hold
when Σ~x and Σ~w do not commute, it is possible to derive the
bounds

mink{λ~x(k)}
maxk{λ~w(k)} ≤ SNR(b) ≤ 
maxk{λ~x(k)}
mink{λ~w(k)} .
If a subset x(b1), . . . ,x(bK) of the B signal vectors is
fully correlated, then K − 1 of the SNRs equal 0. Thus,
the model is equivalent to one with B − K + 1 (instead of
B) measurements, but with different SNRs. The free energy
function leads to the same conclusion: when taking the limits
σ2w(b1) = . . . = σ
2
w(bK−1) → ∞ in the B-dimensional free
energy function (17), it can be seen that F(~E) is independent
of E(b1), . . . , E(bK−1). Therefore, the curvature of F(~E)
and hence the location of its stationary points do not depend
on those arguments, such that the B-dimensional free energy
function effectively collapses into a B −K + 1-dimensional
function.
Figure 4 illustates an anisotropic scenario with B = 2 and
the channel noise independent but with different variances:
σ2w(1) = −45 dB, and σ2w(2) = −25 dB. In the top row the
arrows in the MSE plane depict the SE prediction
(MSEt(1),MSEt(2))→ (MSEt+1(1),MSEt+1(2)).
The bottom row shows the free energy function (via gray
shading and contour lines). Note that the free energy function
is no longer symmetric between channels and both the free
energy function and the SE dynamics are nontrivially 2-D.
However, it is interesting to note that the stationary points still
appear to lie on a globally attracting 1-D submanifold. This
raises the question of whether the B-dimensional SE dynamics
can be compressed back into a one-dimensional evolution in
some way.
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Figure 4: SE (top) and free energy (bottom) for B = 2,  = 0.1, Σ~x = I2, σ2w(1) = −45 dB, and σ2w(2) = −25 dB. Red
squares indicate stable fixed points and local maxima whereas black triangles indicate unstable fixed points and saddle points.
There is also a close match between the fixed points of
the SE and the stationary points of the free energy func-
tion, as well as between the SE arrows and the gradient
of the free energy. This match was confirmed in several
other numerical experiments. This opens up the possibility for
more detailed investigations with different sets of parameters
σ2w(1), . . . , σ
2
w(B) to shed light on the performance regions
and dynamics of BAMP. The question arises whether for a
given sparsity  and measurement rate R there is a diversity
function θ,R(σ2w(1), . . . , σ
2
w(B)) that describes the effective
number of jointly sparse measurements based on the individual
SNR. More specifically, we expect such a diversity function
to combine the SNRs such that, for a certain threshold B0, the
global maximum of the free energy equals the BAMP fixed
point for θ,R ≥ B0 while for θ,R < B0 the free energy has
local maxima to the right of the global maximum, which then
is no longer the BAMP fixed point.
VI. APPLICATION OF MMV-BAMP TO SINGLE-PIXEL
COLOUR IMAGING
The MMV-BAMP given in Algorithm 1 was applied to
colour imaging using the “single-pixel”-approach as discussed
in [9]. White light is assumed to illuminate an object and
M random masks of dimension
√
N ×√N (0/1-masks with
exactly N/2 ones) are applied before the intensities of the red,
green and blue (RGB) components are measured by noisy
“single-pixel” sensors for each of the three colours (hence,
B = 3). The image to be acquired is assumed to be jointly
sparse in the 2-D discrete cosine transform (DCT) domain
and drawn from a multivariate BG prior (with the exception
of the DC term - see below). The measurement matrix, A,
that is applied to the vectorized DCT coefficients of the
colour images, x(b), is the product of the M × N matrix,
Φ, of M vectorized random binary masks and the transposed
DCT operator DT : A = ΦDT . As A is the same for all
B = 3 colour channels, we have a multiple measurement
vector (MMV) problem.
For BAMP-schemes to work properly, the measurement ma-
trix A is supposed to have zero mean and columns normalized
to (Euclidean) norm of one: both are not true for A. The
measurement equation with matrix A can, by exploiting the
properties of the sampling matrix and the DCT matrix, be
converted into an equivalent form, in which the requirements
for the measurement matrix are fulfilled; details are given in
Appendix E.
The covariance matrix of the non-zero Gaussian component,
Σ~x, as well as the probability of the non-zero component,
, were determined by the Expectation Maximization (EM)
algorithm [44]. The EM-algorithm was also used to estimate
a Bernoulli-Gaussian model with a diagonal covariance matrix
with the variances on the diagonal used by conventional
BAMP algorithms applied in all three colour channels indepen-
dently. As training material, images of size 100×100 from the
image data base described in [45], [46] were used; the image
used for testing (see Figure 5) was not part of the training
images.
Figure 5 shows the results of a simulation with BAMP
independently applied in each colour channel, MMV-BAMP
(exploiting the cross-correlation between the colour channels)
and conventional AMP with soft thresholding, applied sepa-
rately in each colour channel (the threshold was optimized for
the given application). The measurement noise was chosen to
be independent zero-mean Gaussian with a standard deviation
of σw(1) = 1.5 in the red and the blue channel, while it
8was set to be four times larger for the green component. The
number of measurements was M = 3330 for the image of
size 100× 100, so the sampling rate was R = 0.333.
original
R= 0.33
AMP
R= 0.33
BAMP
R= 0.33
MMV-BAMP
Figure 5: Performance comparison for single-pixel colour
imaging. The image resolution is 100 × 100 (N = 104),
and M = 3330 random masks (rate R ≈ 0.33) were used
to take intensity measurements in each RGB colour channel.
The measurement noise of the green sensor had a standard-
deviation four times as large as the noise of the red and the
blue sensor.
The results in Figure 5 show that MMV-BAMP indeed
works best of all schemes. In particular, the colour mismatch
observed for BAMP and AMP, which is due to the asymmetric
measurement noise in the colour channels, does not occur for
MMV-BAMP, as the scheme can compensate for asymmetric
noise by exploiting the correlation with colour sensors that
have lower noise. Moreover, the edges are less blurry for
MMV-BAMP.
In Table I the noise-mitigation effect for weak components
achieved by MMV-BAMP is further investigated; the recon-
struction SNR values are averaged over 40 natural images.
We observe that the weaker green channel (sensor with larger
noise) benefits significantly from the stronger color channels
(with lower noise variance), due to the correlation between the
colour channels which, on the one hand, is expressed by non-
zero non-main-diagonal elements of the covariance matrix.
On the other hand, it is also the joint sparsity enforced by
the multivariate Bernoulli-Gauss model (cf. (3)) that helps to
mitigate the measurement noise in weaker colour channels.
For the BAMP scheme, which operates with independent
Bernoulli-Gauss priors in each colour channel, the green
channel does not benefit from the lower measurement noise in
Colour component Red Green Blue
Measurement SNR/dB 64.8 51.9 62.6
AMP Recovery SNR/dB 16.5 12.7 14.5
BAMP Recovery SNR/dB 16.6 12.2 14.7
MMV-BAMP Recovery SNR/dB 16.8 14.1 14.9
Group-LASSO Recovery SNR/dB 16.4 13.3 14.5
Table I: Recovery SNR in dB for AMP, BAMP, MMV-
BAMP and Group-LASSO. The 95%-confidence intervals are
approximately ±1dB around the mean values given the table.
The simulation was over 40 natural 100× 100 colour images
from [45], [46]. The sampling rate was R = 0.333 the
measurement noise standard deviation in the green component
was four times larger than for the red and blue component.
the red and the blue channel. For comparison we have also
added to Table I the results for image recovery using the
Group-LASSO scheme [47] which was implemented using the
Alternating Direction Method of Multipliers [48]; the Matlab-
code is available at [49], [50]. The regularization parameter
(controlling the sparsity of the solution) for Group-LASSO
was optimized for the given problem setting by trying a
number of factors and picking the one that achieved the highest
average recovery SNR. This included compromising between
sacrificing performance for the blue channel to gain for the red
and the green from exploiting joint sparsity between the RGB
components. We observe from Table I that for the red and blue
channel - the ones with better measurement SNR - there is little
difference in performance between all schemes investigated,
although MMV-BAMP and BAMP work slightly better than
the other schemes. With respect to the green component -
the one with smaller measurement SNR - we observe that
AMP and BAMP work worse than MMV-BAMP and Group-
LASSO: this means that the latter two schemes successfully
exploit the dependencies between the color channels. And as
Group-LASSO just exploits joint sparsity but MMV-BAMP
additionally exploits the joint distribution, we see a small gain
of MMV-BAMP over Group-LASSO in the green channel.
Moreover, Group-LASSO has a gain over BAMP, presumably
because BAMP does not exploit the joint sparsity of the color
components.
Priors better matched to natural images than the BG model
(3) are likely to lead to better image-recovery performance
(cf. [51]). In what follows we will, however, stick to the
multivariate BG prior (3) to investigate the MMV-BAMP
scheme in more detail, when this prior indeed describes the
data correctly. For this, artificial 100 × 100 color images
were generated by setting all DCT-coefficients to zero apart
from a square part of size 20 × 20 in the upper left-hand
(low-frequency) corner of the “DCT-image” (see Figure 6):
those coefficients were selected randomly with a multivariate
Gaussian distribution. The covariance matrix of the non-zero
Gaussian part of the multivariate prior (3) was chosen as
Σ~x =
4 3 23 4 3
2 3 4
 , (18)
and the probability for a nonzero-component computes as  =
202/1002 = 0.04. The choice of Σ~x in (18) is motivated by the
9covariance matrices that were estimated for natural images by
the EM-algorithm for the data base in [45], [46]. The integer
numbers in (18) were chosen for simplicity but they are close
to the numbers observed for natural images; this also applies
to the choice of the non-zero component probability  = 0.04.
It should be noted that the mean was removed (as described
above) so (18) applies to the DCT coefficients apart from the
DC-component; the latter was chosen to be 20 for all color
channels.
original DCT-coeffs BAMP DCT-coeffs
MMV-BAMP DCT-coeffs MMV-BAMP EM DCT-coeffs
Figure 6: DCT-coefficients for single-pixel imaging with ar-
tificially generated color images that exactly match the mul-
tivariate Bernoulli-Gaussian model. The image resolution is
100 × 100; the square non-zero part of the low-frequency
DCT coefficients has size 20× 20; M = 3330 random masks
(rate R ≈ 0.33) were used to take intensity measurements in
each RGB color channel. The measurement noise of the red
and the green sensors had a standard-deviation eight times as
large as the noise of the the blue sensor. Recovery schemes
were BAMP, MMV-BAMP and MMV-BAMP EM which uses
the EM-algorithm during the BAMP iterations to estimate the
covariance matrix Σ~x and the probability  of the nonzero
component.
Compressive single pixel imaging as described above was
then applied to those artificial images, and once again BAMP
and MMV-BAMP were used as recovery algorithms. In the
example in Figures 6 and 7 a sampling rate of R = 0.333 was
chosen. The single-pixel measurement noise standard deviation
in the red and the green channel was eight times as large
an in the blue channel. As clearly visible from Figure 6,
MMV-BAMP performs much better than BAMP in removing
erroneous DCT-coefficients (red and green dots in the upper
right-hand plot in Figure 6) that fall outside the 20×20 upper-
left-hand square (the “error pixels” are mainly red and green
because those are the weak color channels). The effect is also
original
R= 0.33
BAMP
R= 0.33
MMV-BAMP
R= 0.33
MMV-BAMP EM
Figure 7: Images corresponding to the DCT-coefficients in
Figure 6.
clearly visible in the image domain in Figure 7, where the
image quality by MMV-BAMP recovery is significantly better
than for BAMP.
Recovery performance is quantified by the SNR-values in
Table II where we have also added the results for Group-
LASSO for comparison (the regularization parameter was re-
optimized for the recovery problem for artificial images). We
observe that the measurement SNRs for the red and the green
channels are significantly smaller than for the blue channel,
which is a consequence of the eight-times larger noise standard
deviation.
color component Red Green Blue
Measurement SNR/dB 32.4 32.4 50.5
AMP recovery 2.76 2.81 17.53
BAMP recovery 3.92 3.96 23.32
MMV-BAMP recovery 8.36 9.52 23.91
MMV-BAMP EM recovery 8.34 9.49 23.90
Group-LASSO (moderate λ) rec. 5.00 5.30 6.80
Group-LASSO (small λ) rec. 0.21 0.30 11.10
Table II: Recovery SNR in dB for AMP, BAMP, MMV-BAMP,
MMV-BAMP EM and Group-LASSO (with regularization
parameter λ). The 95%-confidence intervals are all not larger
than ±0.1dB around the mean values given in the table.
The simulation was over 100 artificially generated 100× 100
color images; the square non-zero part of the low-frequency
DCT coefficients had size 20 × 20. The sampling rate was
R = 0.333; the measurement noise standard deviation in the
red and the green component was eight times larger than for
the blue component.
The recovery SNR for BAMP and MMV-BAMP is very
similar for the blue channel, but for the red and the green
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channel MMV-BAMP has a gain of 4.4dB for the red and
5.5dB for the green channel over BAMP: those gains are due
to MMV-BAMP exploiting the dependencies between the color
channels, for which BAMP is blind. For the blue component
MMV-BAMP does not achieve much gain over BAMP, as the
red and the green channels are too weak to provide significant
support for the blue channel; still, an increase in SNR of 0.6dB
can be observed. The difference in the MMV-BAMP gains for
the red and the green channels can be explained by the weaker
coupling between the blue and the red channel as indicated by
the covariance of 2 in (18) instead of 3 between the blue and
the green channel.
For Group-LASSO two settings for the sparsity regulariza-
tion parameter were used, a moderate and a small one. For
the latter, the scheme mainly relies on the measurements for
reconstruction, which is reflected by the larger SNR-value
for the (much stronger) blue channel while the red and the
green channels show bad performance. If a moderate setting
for regularization parameter is used, sparsity enforcement is
stronger, and then the weak red and green channels benefit
from the blue channel, as the enforcement of joint sparsity
leads to a quality increase whenever the blue channel had a
very small (magnitude) DCT coefficient, and the “zero” is
then also enforced in the other two color channels. There
is, however, a significant price to pay: Group-LASSO (as all
other schemes) does not know which color channel has better
measurement SNR, so the scheme does not know that it would
be better to put more weight on the measurements for the blue
channel. Hence, the reconstruction quality for the blue channel
degrades, when the Group-LASSO enforces sparsity across the
color channels and gets it wrong, because of the stronger noise
in the green and red channel. This very clearly shows that
MMV-BAMP has very strong advantages over classical Group-
LASSO, in particular when the quality of the measurements
of the correlated components is different and (as well possible
in practice) unknown to the recovery scheme.
A final, important practical aspect concerns the question of
how to obtain the prior accurately in an application. For the
natural-image example in Figure 5, an image data base [45],
[46] was used to obtain by the EM-algorithm a fixed prior for
all natural images processed by MMV-BAMP (and BAMP). It
has been shown in [33] however, that, if the prior is structurally
known (which would be the multivariate Bernoulli-Gaussian
model (3) for the artificial images generated) but its parameters
are unknown, then the EM-algorithm can be used within the
BAMP-iterations to estimate the prior during signal recovery.
Assuming a BG prior, this concept can be extended to the
MMV BAMP scheme in Algorithm 1 without any knowledge
of the covariance structure of either the joint sparse signal or
the measurement noise. The EM algorithm is applied after line
6 to estimate the parameters of a mixture of two multivariate
Gaussians from the decoupled measurements ut−1(b), b =
1, 2, 3. The component with the larger variances on the main
diagonal is then chosen as the non-zero component. As the
decoupled measurements ut−1(b) in MMV-BAMP form noisy
versions of the signal, the vector-signal’s covariance matrix
Σ~x is calculated from the covariance matrix resulting from
the EM algorithm by subtracting the covariance matrix Σt−1~v
of the effective noise estimated in line 6, i.e. Σ~x = Σ~u −Σ~v.
This concept, denoted by MMV-BAMP EM, was applied to the
artificial images, and the results can be compared with MMV-
BAMP (with Σ~x and  known exactly) in Figures 6 and 7 as
well as Table II: there is no significant difference, and this
is also confirmed by the observation that the EM algorithm
approached during the MMV-BAMP EM iterations the exact
covariance matrix Σ~x and the probability  very closely, even
though in the simulation example there were only 3 × 202
non-zero DCT coefficients to estimate the parameters from.
VII. CONCLUSIONS
We reviewed the multivariate BAMP algorithm for
MMV/DCS CS recovery and its associated multivariate SE.
We established that for arbitrary MMV measurement models
there is an equivalent model in which signal and noise are
both decorrelated. For the widely employed multivariate BG
signal prior, we proved that uncorrelatedness is preserved
during the BAMP and SE iterations; thus, the complexity of
BAMP for BG signals scales only linearly with the number of
jointly sparse vectors. The free energy formula for the jointly
sparse BG CS channel with B degrees of freedom has been
derived and juxtaposed with the multivariate SE. Our results
allowed us to assess the impact of signal correlation and of
the number of jointly sparse vectors on the phase transition
phenomenon and the optimality rate region of BAMP. By
considering single-pixel color imaging as an application ex-
ample, we demonstrated that by MMV-BAMP a significant
increase in recovery quality can be achieved in practice, as
correlation between the components of a vector signal can be
exploited. MMV-BAMP is particularly well suited in settings
where the measurements for the vector components may be of
unknown, different quality. MMV-BAMP inherently estimates
the effective noise covariances, and, with the Expectation Max-
imization algorithm applied during to MMV-BAMP iterations,
it can even estimate parameters of the signal prior if they are
unknown, as long as the Bernoulli-Gauss-structure assumed by
MMV-BAMP is suitable to approximate the true signal prior.
Given that MMV-BAMP also has significantly smaller com-
plexity than conventional approaches such as Group-LASSO,
it is, in summary, more flexible, achieves better performance
at lower complexity and it has no nuisance factors to adjust,
rendering it an excellent tool for practical application.
APPENDIX
A. Equivariance of MMV VBAMP and its SE
Consider Algorithm 1 with the transformed variables Σ~˜x,
T~ˆxtn, T~r
t
m, T~u
t
n, Σ
t
~˜v
. Lines 5 and 6 are trivially equivari-
ant. The equivariance of line 7 follows from the invariance
property of MMSE estimators to affine transformations [52,
Ch. 11.4]. In the residual term (line 8), the equivariance of
~ym−
(
A(1)xˆ(1)t, . . . ,A(B)xˆ(B)t
)
m
is trivial. It remains to
show that the Onsager term is equivariant. Thus, we write the
transformed Onsager term as
1
M
N∑
n=1
F ′(T~un; TΣ~vTT )T~rm
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{1}
=
1
M
N∑
n=1
Cov{~˜x | T~un; TΣ~vTT }
(
TΣ~vT
T
)−1
T~rm
=
1
M
N∑
n=1
E{〈~˜x− E{~˜x}〉 | T~un; TΣ~vTT }T−TΣ−1~v ~rm
=
1
M
N∑
n=1
T E{〈~x− E{~x}〉 | ~un; Σ~v}TTT−TΣ−1~v ~rm
{2}
= T
1
M
N∑
n=1
Cov{~x | ~un; Σ~v}Σ−1~v ~rm
= T
1
M
N∑
n=1
F ′(~un; Σ~v)~rm ,
where {1} and {2} follow from Lemma 2 in Appendix D.
The equivariance of SE follows by similar arguments using
elementary probability theory and the invariance property of
MMSE estimators to affine transformations [52, Ch. 11.4].
B. Diagonality of SE with BG Prior
We show that MMV SE (11) preserves diagonality for the
BG prior. In particular, we prove that if Σt~v, Σ~w and Σ~x are
diagonal, then
Σt+1~v = Σ~w +
1
R
E~x,~v
{
〈F (~x + ~vt; Σ~vt)−~x〉
}
︸ ︷︷ ︸
C
is also diagonal. It suffices to establish that C is diagonal.
Inserting the BG prior (3) and its estimator (7) and writing
out the integrals for (C)i,j (i, j = 1, . . . , B), it is seen that
for i 6= j the integrands have odd symmetry w.r.t. a separable
set of their arguments and thus integrate to 0. It follows that
(C)i,j = 0 for i 6= j and that Σt+1~v is diagonal.
C. Replica Analysis
Following the analysis in [26], we derive an analytical
performance prediction for the BAMP algorithm for MMV
and DCS problems. We consider the measurement model (1)
and the signal prior (3) with Σ~x = I and ~wm ∼ N (0,Σ~w),
where Σ~w = diag(σ2w(1), . . . σ
2
w(B)) is a diagonal matrix with
the noise variances σ2w(b). The special case Σ~w = σ
2
wI was
analyzed in [26]. We follow [26] by assuming the rows of
A(b) to have variance 1N . The straightforward rescaling to
normalized columns is discussed at the end. For the sake of
notational simplicity, the following derivation applies to the
MMV scenario, i.e., A(1) = . . . = A(B) = A. The gener-
alization to DCS is straightforward (cf. [26]). The posterior
pdf of the estimate Xˆ = (xˆ(1), . . . , xˆ(B)) = (~ˆx1, . . . , ~ˆxN )T
reads
fXˆ|Y(Xˆ | Y) =
1
Z
N∏
n=1
f~ˆx(~ˆxn)
M∏
m=1
N ((Y−AXˆ)m; 0,Σ~w)
with Y = (y(1), . . . ,y(B)) = (~y1, . . . , ~yM )T . Furthermore,
Z is the partition function
Z =
∫
RNB
M∏
m=1
N ((Y−AXˆ)m; 0,Σ~w) N∏
n=1
f~ˆx(~ˆxn) d~ˆxn.
Following the argumentation in [26] and the assumptions in
[34], [35], [53]–[56], we determine the stationary points of
the free energy function, which provide the MSEs in the fixed
points of BAMP along with the MMSE for the measurement
model (1). The free energy is defined as
F = lim
N→∞
1
N
EA,X,W {log(Z)} , (19)
but in general is difficult to evaluate. The replica method
[34], [35], [53]–[56] introduces k replicas Xˆ1, . . . , Xˆk of the
estimate Xˆ and approximates the free energy (19) as
F = lim
N→∞
lim
k→0
EA,x,w
{
Zk
}− 1
Nk
. (20)
The self-averaging property that leads to (19) and the replica
trick (20) as well as the replica symmetry assumptions are
assumed to be valid, even though their theoretical justification
is still an open problem [34], [35], [53]–[56]. In order to
evaluate (19), we write
EA,x,w
{
Zk
}
= |2piΣ~w|− k2 EX
{∫ M∏
m=1
Xm
N∏
n=1
k∏
a=1
f~x(~x
a
n) d~x
a
n
}
,
(21)
where
Xm = EA,W
{
exp
(
− 1
2
‖~¯vm‖2
)}
. (22)
Here, we used the vector ~¯vm = Σ¯
− 12
~w ~vm defined in terms
of ~vm = (v1m,1, . . . , v
k
m,1, v
1
m,2, . . . , . . . , v
k
m,B)
T , and Σ¯~w =
Σ~w ⊗ Ik×k, where the elements of ~vm are in terms of
~vam = (v
a
m,1, . . . , v
a
m,B) =
(
A(X−Xˆa) + W)
m
.
Using a Gaussian approximation for the pdf of ~¯vm,
f~¯vm
(
~¯vm
)
= N (~¯vm; 0,Gm) , (23)
(22) can be evaluated as
Xm = |I + Gm|− 12 . (24)
Here, we used the covariance matrix Gm = Cov{~¯vm} =
Σ¯
− 12
~w G¯mΣ¯
−T2
~w with Gm = Cov{~vm}. The matrix G¯m is
composed of B ×B blocks of size k × k as follows:
1) The main diagonal of G¯m consists of entries g1(b) =
EA,w{(vam,b)2}, which is different in each of the B
blocks but identical within a block.
2) The remaining entries in the blocks of the main diagonal
are g2(b) = EA,w{vam,bva
′
m,b}, which are different in each
block but identical within a block.
3) The diagonal entries of the off-diagonal blocks are
g3(b, b
′) = EA,w{vam,bvam,b′}.
4) The off-diagonal entries of the off-diagonal blocks are
g4(b, b
′) = EA,w{vam,bva
′
m,b′}.
Using the normalization of the measurement matrix A, the fact
that ~xan follows the same distribution as ~xn, and the replica
symmetry [34], [35], these values turn out to be
g1(b) =
1
N
N∑
n=1
(xn(b)− xˆan(b))2 + 1,
12
g2(b) =
1
N
N∑
n=1
(xn(b)− xˆan(b))(xn(b)− xˆa
′
n (b)) + 1,
g3(b, b
′) =
1
N
N∑
n=1
(xn(b)− xˆan(b))(xn(b′)− xˆa
′
n (b)),
g4(b, b
′) =
1
N
N∑
n=1
(xn(b)− xˆan(b′))(xn(b)− xˆa
′
n (b
′)).
By introducing the auxiliary quantities
ma(b, b
′) =
1
N
N∑
n=1
xˆan(b)xn(b
′),
Qa(b, b
′) =
1
N
N∑
n=1
xˆan(b)xˆ
a
n(b
′),
qaa′(b, b
′) =
1
N
N∑
n=1
xˆan(b)xˆ
a′
n (b
′),
q0(b, b
′) =
1
N
N∑
n=1
xn(b)xn(b
′),
the covariance values can be written as
g1(b) = − 2ma(b, b) +Qa(b, b) + 1,
g2(b) = −ma(b, b)−ma′(b, b) + qaa′(b, b) + 1,
g3(b, b
′) = q0(b, b′)−ma(b′, b)−ma′(b, b) + qaa′(b, b),
g4(b, b
′) = q0(b, b)−ma(b′, b)−ma′(b′, b) + qaa′(b′, b′).
In the Bayesian setting the distribution of ~xn matches the
distribution of ~ˆxn and that of the replicas ~ˆxan, thus g3(b, b
′) =
g4(b, b
′) = 0. Furthermore, due to the replica symmetry [34],
[35] ma(b, b) = ma′(b, b) = m(b), Qa(b, b) = Q(b), and
qaa′(b, b) = q(b). It follows that the Gm is a structured matrix
that, due to its block structure, can be expressed in terms of
all-ones matrices, identity matrices, and Kronecker products.
Its kB eigenvalues can straightforwardly be determined as
αb1 = g1(b) + (k−1)g2(b), αb2 = g1(b)− g2(b),
where the αb1 have multiplicity 1 and the α
b
2 have multiplicity
k−1. We can thus express (24) as
|I + Gm|− 12 =
[
B∏
b=1
(
1 + k
− 2m(b) + q(b) + σ2w(b)
σ2w(b) +Q(b)− q(b)
)
B∏
b=1
(
1 +
1
σ2w(b)
(Q(b)− q(b))
)k−1]− 12
.
Using the Taylor series approximation
exp
(
−x
2
)
≈ (1 + x)− 12 ,
we obtain
lim
k→0
Xm = exp
(
− k
2
B∑
b=1
− 2m(b) + q(b) + σ2w(b)
σ2w(b) +Q(b)− q(b)
− log(Q(b)− q(b) + σ2w(b))− log(σ2w(b))
)
.
Following the derivation in [26, App.], (21) can be written as
EA,X,W
{
Z
k
}
=
∫
exp
(
kNΦ(m0, mˆ0, q, qˆ, Q, Qˆ)
)
dm0 dmˆ0 dq dqˆ dQ dQˆ .
Remember that we are only interested in the stationary points
of the free energy expression (21). Thus, we set
F = Φ({m(b)∗, mˆ(b)∗, q(b)∗, qˆ(b)∗, Q(b)∗, Qˆ(b)∗}b=1,...,B)
=
1
2
B∑
b=1
(
Q(b)Qˆ(b)− 2m(b)mˆ(b) + q(b)qˆ(b)
)
− R
2
log
(|2piΣ~w|)
− R
2
B∑
b=1
(
− 2m(b) + q(b) + σ2w(b)
Q(b)− q(b) + σ2w(b)
+ log
(
Q(b)− q(b) + σ2w(b)
)− log (σ2w(b))
)
+
∫
RB
f~x(~x)
∫
RB
log
∫
RB
f
~ˆx
(~ˆx)
B∏
b=1
exp
(
− 1
2
qˆ(b) xˆ(b)
2
+ mˆ(b) xˆ(b)x(b) +
√
mˆ(b) xˆ(b)h(b)
)
d~ˆxD~h d~x ,
(25)
where the superscript ·∗ denotes stationary points. The sta-
tionary points are obtained by derivation as
dΦ
dm(b)
= 0 ⇒ mˆ(b)∗ = R
E(b) + σ2w(b)
= γ(b)
dΦ
dq(b)
= 0 ⇒ qˆ(b)∗ = R
E(b) + σ2w(b)
= γ(b)
dΦ
dQ(b)
= 0 ⇒ Qˆ(b)∗ = 0 ,
where we used the substitution E(b) = Q(b) − q(b), and
the fact that in the Bayesian setting q(b)∗ = m(b)∗, and
Q(b)∗ = . Substituting back into (25) and using ~E =
(E(1), . . . , E(B))T , we obtain
F(~E,Σ~w) =
− R
2
B∑
b=1
(
log
(
2pi(σ
2
w(b) + E(b))
)
+
+ σ2w(b)
E(b) + σ2w(b)
)
+
∫
RB
f~x(~x)
∫
RB
log
(∫
RB
f
~ˆx
(~ˆx)
B∏
b=1
exp
(
− 1
2
γ(b) xˆ(b)
2
+ γ(b)xˆ(b)x(b) +
√
γ(b)xˆ(b)h(b)
)
d~ˆx
)
D~h d~x .
where the second integration is over a standard Gaus-
sian measure, i.e., Dh = ∏Bb=1N (hb; 0, 1)dhb =
N (h; 0, I)∏Bb=1 dhb. Inserting the signal prior (3) results in
F(~E,Σ~w) = −
R
2
B∑
b=1
(
log
(
2pi(σ
2
w(b) + E(b))
)
+
+ σ2w(b)
E(b) + σ2w(b)
)
+ (1− )
∫
log
(
(1− )+

∫
exp
(− 1
2
γ(b)xˆ
2
+
√
γ(b)xˆ(b)h(b)
)Dx)D~h
+ 
∫ ∫
log
(
(1− )+

∫
exp
(− 1
2
γ(b)xˆ(b)
2
+ γ(b)xˆ(b)x(b) +
√
γ(b)xˆ(b)h(b)
)D~ˆx)D~hD~x ,
with the measure D~x and D~ˆx analogously to the above.
Writing out the integration measures and further simplifying
leads to
F(~E,Σ~w)
= −R
2
B∑
b=1
(
log
(
2pi(σ
2
w(b) + E(b))
)
+
+ σ2w(b)
E(b) + σ2w(b)
− γ(b)(1 + γ(b))
R(1 + γ(b))
)
+ (1− )
∫
log
(

B∏
b=1
(1 + γ(b))
− 1
2 +(1− ) exp (− 1
2
B∑
b=1
γ(b)h
2
(b)
))D~h
+ 
∫
log
(

B∏
b=1
(1 + γ(b))
− 1
2 +(1− ) exp (− 1
2
B∑
b=1
γ(b)
1 + γ(b)
h
2
(b)
))D~h .
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In order to arrive at (17) that is valid for measurement matrices
with normalized columns we use the equivalence between the
measurement models with normalized rows and normalized
columns and replace σ2w(b) with Rσ
2
w(b):
y = Ax + w ⇔ 1√
R
y = A¯x +
1√
R
w
= y¯ = A¯x + w¯
where A¯ has normalized columns and w¯m ∼ N (0, σ
2
w
R ) if
wm ∼ N (0, σ2w).
D. Estimator Derivative and Conditional Correlation
Lemma 2: Given a realization x of a random vector x ∈ RN
with pdf fx(x) and its noisy observation
u = x + w
with w ∼ N (0,Σ~w) being independent additive Gaussian
noise, its MMSE estimator is
xˆ(u) = E {x | u = u} .
Then, the following relation holds:
Cov {x | u = u} = d
duT
xˆ(u)Σ~w .
Proof 1: Given the definition of the conditional mean and
covariance,
E {x | u,Σ~w} = 1
fu(u)
∫
RN
xfu|x(u | x)fx(x)dx
Cov {x | u,Σ~w} = 1
fu(u)
∫
RN
xxT fu|x(u | x)fx(x)dx
− E {x | u}E {x | u}T ,
we have
d
du
xˆ(u)Σ~w =
1
fu(u)
∫
RN
xfx(x)
d
duT
fu|x(u | x)dx Σ~w
−
∫
RN
1
fu(u)
xfu|x(u | x)fx(x)dx 1
fu(u)
d
duT
fu(u) Σ~w . (26)
Since fu|x(u | x) = N (0,Σ~w) [57],
d
duT
fu|x(u | x) = fu|x(u | x)(x− u)TΣ−1~w . (27)
Furthermore, the MMSE estimator can also be written as [58],
[59]
xˆ(u) = u + Σ~w
1
fu(u)
d
du
fu(u) . (28)
Combining (26), (27), and (28) we have
d
du
xˆ(u)Σ~w =
1
fu(u)
∫
RN
xfu|x(x | u)(x− u)T fx(x)dx
− (xˆ(u)− u) 1
fu(u)
∫
RN
xfu|x(u | x)fx(x)dx
=
1
fu(u)
∫
RN
xxT fu|x(u | x)fx(x)dx− xˆ(u)xˆ(u)T
= Cov {x | u} ,
which completes the proof.
E. Conversion of the measurement equation for single-pixel
imaging into an equivalent form fulfilling the requirements to
apply BAMP-based algorithms
We start from the measurement equation (1), where A(b) =
A = ΦDT for all b = 1, 2, 3 for the MMV problem
considered in the single-pixel imaging application. Hence,
y(b) = ΦDTx(b) + w(b) ,
where x(b), b = 1, 2, 3 are the column-vectorized DCT coef-
ficients of the red, green and blue color channel, respectively.
The M ×N matrix Φ has in its rows the M vectorized 0/1-
random masks (each of dimension 1×N ), which each contains
exactly N/2 ones (this is by design of the sampling matrix).
The N × N matrix DT is the transpose of a DCT matrix
designed such that an
√
N × √N image that is stacked into
a column vector can be processed, with the resulting DCT-
coefficients also being stacked into a column vector. It is given
by the Kronecker product DT = BT ⊗BT (see [60, pp. 60]),
where B is the DCT matrix used in a classical 2D discrete
cosine transform according to Cˆ = BCBT where C is the√
N ×√N image and Cˆ the DCT coefficient image.
For BAMP-schemes to work properly, the measurement matrix
A = ΦDT is supposed to have zero mean and columns
normalized to (Euclidean) norm of one: both are not true. The
first column a1 of A corresponds to the DCT-frequency of
zero, because in the first column of DT each element equals
1/
√
N . Therefore, as N/2 randomly distributed ones are in
each row of Φ, the first M × 1 column vector equals
a1 =
√
N
2
(
1, 1, ..., 1
)T
;
its mean equals
√
N/2 and its Euclidean norm equals√
M · (√N/2)2. (Here, ai denotes ATi according to the
notation previously introduced in Section I-D). For all other
columns a2, ...,aN of A we find that the column means are
very close to zero (as we are summing randomly sampled
cosine sequences). For the column-norms, we find
‖ai‖2 ≈
√
M
2
, i = 2, 3, ..., N .
To meet the requirements for BAMP we, therefore, estimate
the mean of each color channel by taking the mean of
all measurements. If the number of measurements is large
(M = 3330 in our simulation) the measurement noise averages
out and, as each sampling matrix contains exactly N/2 ones
with randomly chosen indices, we sample each image pixel
approximately MN/2 times. Hence, we have
1
M
M∑
i=1
yi(b) =
1
M
M∑
i=1
ΦiX(b) +
1
M
M∑
i=1
wi(b)︸ ︷︷ ︸
≈0
≈ N
2
mean(X(b))
where X(b) is the red/green/blue part of the image (also
stacked into a vector) corresponding to the DCT coefficients
x(b). Therefore,
mean(X(b)) ≈ mean(y(b)) 2
N
.
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As the mean equals the first DCT-coefficient x1(b) up to
a factor
√
N , the first column can be removed from the
measurement matrix and merged with the measurements on
the left-hand side:
y(b)−a1
√
Nx1(b) =
(
a2,a3, ...,aN
)
︸ ︷︷ ︸
reduced measurement matrix

x2(b)
x3(b)
...
xN (b)
+w(b) .
The reduced measurement matrix of size M × (N − 1) now
contains columns that all have approximately zero mean and
the same norm
√
M/4. As a final step, the measurement
equation is divided by the factor of
√
M/4, which results
in
y(b)− a1
√
Nx1(b)√
M/4︸ ︷︷ ︸
.
= y˜(b)
=
(
a2,a3, ...,aN
)
√
M/4︸ ︷︷ ︸
.
= A˜

x2(b)
x3(b)
...
xN (b)
+ w(b)√M/4 .
The new measurement matrix A˜ now has the properties as re-
quired by BAMP and the BAMP recovery process will deliver
all DCT coefficients apart from the first, which corresponds
to the mean of the image and is known from averaging the
measurements.
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