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Abstract
Dialectal Arabic (DA) poses serious challenges for Natural Language Processing (NLP). The number and sophistication of tools and
datasets in DA are very limited in comparison to Modern Standard Arabic (MSA) and other languages. MSA tools do not effectively
model DA which makes the direct use of MSA NLP tools for handling dialects impractical. This is particularly a challenge for the
creation of tools to support learning Arabic as a living language on the web, where authentic material can be found in both MSA and DA.
In this paper, we present the Dialectal Arabic Linguistic Learning Assistant (DALILA), a Chrome extension that utilizes cutting-edge
Arabic dialect NLP research to assist learners and non-native speakers in understanding text written in either MSA or DA. DALILA
provides dialectal word analysis and English gloss corresponding to each word.
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1. Introduction
Computer-assisted language learning is an area where re-
searchers study how to make use of computers to support
learners of a certain language (Chapelle, 2008; Levy and
Stockwell, 2013). Many software tools were designed to
help learners by providing dictionaries, expert feedback,
carefully designed “immersive” experiences, etc. However,
language learners see little support online especially with
real raw materials in the language they are learning. There
is no substitute for a language learner to go online and read
and understand text written by native speakers.
In the case of Arabic, the situation is more challenging
than English and other European languages. The prob-
lem that most learners of Arabic face is that the written
language is radically different from the various forms of
Dialectal Arabic (DA) spoken throughout the Arab World.
Hence, even the most advanced learners of Modern Stan-
dard Arabic (MSA) or Moroccan Arabic (to pick a dialect
randomly) will find themselves confused on the streets of
Cairo as well as on microblogging websites. It is also im-
portant to note that even "native" speakers have trouble un-
derstanding other dialect vocabulary (Holes, 2004). Differ-
ent DAs differ phonologically, lexically, morphologically,
and syntactically from one another and from MSA (Holes,
1986; Watson, 2007; Brustad, 2000; Habash and Rambow,
2006; Habash et al., 2012; Bouamor et al., 2014). For ex-
ample, state-of-the-art MSA morphological analyzers have
been shown to have only 60% coverage of Levantine Ara-
bic verbs (Habash and Rambow, 2006) and 64% coverage
of Egyptian Arabic words (Habash et al., 2012).
While MSA is commonly used in formal written contexts,
people are increasingly using DA on social media platforms
such as Facebook, Twitter or Youtube to share their sto-
ries, opinions, post a comment or give a feedback or com-
ment on a video and interact with the community (Salama
et al., 2014; Sadat et al., 2014). In a recent analysis, Huang
(2015) showed that 42% of a sample of Facebook Arabic
posts are written in DA (most of them in Egyptian).
Using online machine translation systems such as Google
Translate to translate the DA sentences into English of-
ten produces incorrect or nonsense translations because
such systems are trained on MSA-English parallel data.
For instance, in the example given in Figure 1., the wordQº 	®JK. AÓ mAbtfkrš ‘She doesn’t think’,1 was considered
as an out of vocabulary and was erroneously transliter-
ated instead (mAptvkrh). In order to overcome such is-
sues and provide a continuous online/offline assistance, we
present the Dialectal Arabic Linguistic Learning Assistant
(DALILA),2 a Chrome extension that utilizes cutting edge
NLP tools targeted towards DA to assist learners and non-
native speakers in understanding different texts written in
either DA (and also MSA). DALILA provides word analy-
sis and English gloss corresponding to each word.
2. Arabic and its Dialects
Arabic processing is challenging for a number of reasons
(Habash, 2010). Arabic is both morphologically rich (with
many different affixes and clitics) and very ambiguous be-
cause it is written with an orthography that omits short vow-
els. Furthermore, Arabic has a number of variants (MSA
and different DAs). While MSA is the shared official lan-
guage of culture, media and education from Morocco to the
Arabian Gulf countries, it is not the native language of any
speakers of Arabic. DA is nowadays emerging as the lan-
guage of informal communication online; in emails, blogs,
discussion forums, chats, etc., as the media which is closer
to the spoken form of language. A common breakdown
of Arabic varieties into dialect groups identifies five major
Arabic dialect regions: Egyptian, Gulf, Maghrebi, Levan-
tine and Iraqi (Habash, 2010). There are other minor di-
1Arabic transliteration is presented in the Habash-Soudi-
Buckwalter scheme (Habash et al., 2007): (in alphabetical order)
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	XP 	P    	   	  ¨ 	¨ 	¬  ¼ È Ð 	à è ð ø

Â b t θ j H x d ð r z s š S D T Dˇ ς γ f q k l m n h w y
and the additional symbols: ’ Z, Â

@, Aˇ @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
@, wˆ ð', yˆ Zø', h¯ è, ý ø.
2DALILA éÊJ
ËX dlylh¯ is an Arabic word meaning ‘guide[fem]’.
Figure 1: Example of a Facebook post written in Egyptian Arabic and its translation obtained using Google Translate
Chrome Extension on October, 21 2015. The correct English translation is ‘She won’t be thinking about marriage until she
establishes herself. [lit. she not-she-thinks-not in any marriage now until-when she-builds her-future].’
alects as well and some can be considered a different class
on its own, e.g. Yemeni.
Recently, automatic Arabic dialect processing has attracted
a considerable amount of research in NLP (Shoufan and
Alameri, 2015). Most of these focus on the following:
• Morphological processing tools (Pasha et al., 2014;
Habash et al., 2013; Habash et al., 2012)
• Annotation tools (Al-Shargi and Rambow, 2015)
• Resource creation (Zaidan and Callison-Burch, 2011;
Bouamor et al., 2014; Diab et al., 2014; Khalifa et al.,
2016; Al-Shargi et al., 2016), and
• Developing DA to English machine translation sys-
tems (Salloum and Habash, 2011; Zbib et al., 2012;
Sajjad et al., 2013; Elfardy et al., 2014; Al-Badrashiny
et al., 2014; Huang, 2015)
Our system makes use of state-of-the-art suite of tools de-
veloped to perform a morphological, syntactic and semantic
analysis of DA and MSA texts.
3. The DALILA tool
In this section we talk about the motivation behind building
DALILA, we then present our approach to use current re-
search and available technologies to build a simple tool that
is accessible and useful to the general public.
3.1. Motivation
The different challenges of Arabic dialects as discussed
above can be hard for both learners and non-native speakers
within a diverse community such as social networks. Given
that most available resources are developed for MSA such
as Google translate, or the embedded Bing translator inside
Facebook and Twitter, it is convenient to have a resource
that can fulfill the needs of both learners and non-native
speakers to understand DA. Given the differences among
different DAs, this is also helpful for Arabic native speak-
ers from different dialects.
3.2. Solution
There has been much research done in the area of DA.
Such research can be utilized as a backend for tools tar-
geted for the general public. In our work, we opted to de-
velop a browser extension. This will enable the tool to be
cross platform, available to all technology users and can be
used online and offline. There exist many similar exten-
sions for other languages such as Japanese3 and Korean.4
These tools are simple dictionary entries and lookup tables
on the backend, and the front end is a simple graphical user
interface that shows the answer to the user.
3.3. Ingredients of the Extension
We decided to develop a Google Chrome extension for its
simplicity and existing templates and mainly because of the
popularity of the Chrome browser.5 The extension is devel-
oped mainly using JavaScript and JSON (JavaScript Object
Notation) dictionaries for the actual dictionary entries.
3.3.1. Front End
The front end is the interactive part of the extension. Here,
we use the double click on a single word to select it, and
then produce a small pop-up displaying the answers. Fig-
ure 3. shows an example of the actual interaction taking
place.
3.3.2. Backend
The core of the backend is the basic morphological anal-
ysis algorithm used in ALMOR (Habash, 2007) (which is
based on the algorithm of BAMA (Buckwalter, 2004)). By
using the ALMOR algorithm, we have access to any of
3https://code.google.com/p/rikaikun/
4http://www.toktogi.com/
5http://www.w3schools.com/browsers/
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Figure 2: (A) Word selected by double clicking. (B) Pop-up balloon with answers.
In this section we
the database in the ALMOR suite of Arabic Morphological
databases. In the example in Figure 3., we specifically use
the Egyptian Arabic morphological analyzer (CALIMA-
ARZ)’s database (Habash et al., 2012). The database is
converted to separate JSON dictionary files for suffix, stem
and prefix. We also use two simple unigram language mod-
els for part-of-speech (POS) and lemmas (3016 and 12823
unigram entries respectively) based on the Penn Arabic
Treebank (PATB parts 1,2 and 3) (Maamouri et al., 2004;
Maamouri et al., 2006; Maamouri et al., 2009) with the
training data split along the recommendations from Diab et
al. (2013), which is used in the training of Arabic morpho-
logical tagger MADAMIRA (Pasha et al., 2014) that we
later compare to.
The morphological analysis algorithm is implemented in
JavaScript. The main tasks of the algorithm are:
• Word is segmented into every possible ‘pre-
fix+stem+suffix’ sequences, including empty prefixes
and suffixes.
• Each prefix, stem and suffix is checked against the dic-
tionary to find all possible valid forms.
• The combination prefix+stem+suffix analysis with the
highest probability (in terms of POS and lemma
choices) is selected.
• The selected analysis is sent to the front end.
3.4. Evaluation
We perform a manual quantitative analysis on 1,000 words
of Egyptian Arabic taken from the online blog 	Pñm.
' @ è 	QK
A«
ςAyzh¯ Atjwz ‘I wanna get married’.6 For every word, we
evaluate on the correctness of both the top analysis from
MADAMIRA-EGY and the analysis produced by DALILA
6http://wanna-b-a-bride.blogspot.ae
in terms of POS and English gloss (as a substitute for
lemma choice). The results are in Table 1. The results
of MADAMIRA-EGY are comparable to the system eval-
uation by Pasha et al. (2014) where POS accuracy was
92.4%. However, the lemma accuracy reported by Pasha
et al. (2014) is higher than our English gloss accuracy
(87.8%). This is likely due to the difference in the genre
of the training data. The accuracy results of DALILA are
lower than MADAMIRA-EGY by 4.8% and 6.8% absolute
in terms of POS and English gloss, respectively. This is
not unexpected given the simpler disambiguation algorithm
used in DALILA. The difference is small given the tradeoff
of system complexity.
Feature DALILA MADAMIRA-EGY
POS 88.50 93.30
English Gloss 72.70 79.50
Table 1: Results on quantitative analysis of the output of
DALILA and MADAMIRA-EGY
4. Conclusion and Future Work
We presented DALILA, a Chrome extension that utilizes
cutting-edge Arabic dialect NLP research to assist learners
and non-native speakers in understanding text written in ei-
ther MSA or DA. DALILA provides dialectal word analysis
and English gloss corresponding to each word.
In the future, we plan to cover more dialects as their
databases become available. We also plan to use a more
advanced algorithm that would take context into account as
the current algorithm only works on single words. Finally,
we plan to extend the tool’s front end to allow different
styles of presenting information back to the user including
highlighting ambiguity and pronunciation details.
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