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ABSTRACT
Spectrophotometric distances to stars observed by large spectroscopic surveys offer a
crucial complement to parallax distances that remain very important also after the
future Gaia data releases. Here we present a probabilistic approach to modeling spec-
troscopic information for a subset of 4,000 main sequence stars with good parallaxes
(σ$/$ < 0.1) from the LAMOST × TGAS × 2MASS cross-match, yielding a pre-
cise spectroscopic distance estimator with uncertainties of ∼6% for single stars. Unlike
previous approaches to this problem, we explicitly account for the individual parallax
uncertainties in the model building and fully incorporate the fraction of near-equal
binaries of main sequence stars, which would lead to biased distance estimates if ne-
glected. Using this model, we estimate the distance for all (150,000) main sequence
stars from LAMOST Data Release 5, without parallax information. As an application,
we compute their orbital actions, where our more precise distances result in 5 times
smaller action uncertainties. This illustrates how future studies of the Milky Way’s
orbital structure can benefit from using our model. For the fainter and more distant
stars of most current spectroscopic surveys, an approach such as the one presented in
this work will deliver better distances than Gaia Data Release 2.
Key words: Stars:distances, Stars:fundamental parameters, Stars:statistics
1 INTRODUCTION
In the age of Gaia we will have access to ∼ 109 stars with
some form of parallax and proper motions estimates (Gaia
Collaboration et al. 2016a,b). Combined with information
from spectroscopic surveys, the full 6D stellar position-
velocity phase-space measurements will allow us to study
the dynamics and evolution of our Galaxy. For stars with
spectra, the distance estimates will often be the dominant
source of uncertainty. This is especially true if the distance
information comes solely from parallaxes, as those provide
only poor distance estimates for the majority of sources in
the Gaia catalog (Bailer-Jones 2015a). Fundamentally, stel-
lar distances can be derived either from direct parallax esti-
mates, or from the extinction-corrected flux if the intrinsic
luminosities can be inferred from independent astrophysi-
cal information. Even after the advent of Gaia Data Release
(DR) 2, distance estimates beyond parallaxes will be crucial.
Luminosities can be inferred from spectral parameters (log g,
Teff , etc.; Queiroz et al. 2018), from objects classification
(e.g. RR Lyrae; Sesar et al. 2017), or from asteroseismology
(Rodrigues et al. 2014).
? E-mail: coronado@mpia.de
In general, useful distance constraints for stars come
from both parallaxes and spectra. For example, the Tycho
Gaia Astrometric Solution (TGAS) in Gaia DR1 has already
provided parallaxes for 2.5 million stars in the solar vicinity
(d. 200 pc; Michalik et al. 2015, 2014), but they are not
precise enough to be used individually and to probe much
larger distances (Queiroz et al. 2018).
Several ground-based dedicated spectroscopic surveys
targeting individual stars have become available in the last
few years: the Sloan Extension for Galactic Understand-
ing and Exploration (SEGUE; Yanny et al. 2009), the
Apache Point Observatory Galactic Evolution Experiment
(APOGEE, Majewski et al. (2017)), the RAdial Velocity
Experiment (RAVE; Steinmetz et al. 2006), the Gaia-ESO
(GES; Gilmore et al. 2012), Galactic Archaeology with HER-
MES (GALAH; Zucker et al. 2012; Buder et al. 2018), the
Large sky Area Multi-Object fiber Spectroscopic Telescope
(LAMOST; Cui et al. 2012; Zhao et al. 2012), the Experi-
ment for Galactic Undertanding and Exploration (LEGUE;
Deng et al. 2012), among others. These have provided valu-
able data that will allow us to comprehensively study the
chemical composition and structure of our Galaxy.
This calls for methods to determine optimal distance
estimates that incorporate both parallaxes and spectral in-
© 2018 The Authors
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formation. So far, several works have focused on this goal by
making use of the Red Clump as a standard candle (Hawkins
et al. 2017; Ruiz-Dern et al. 2018), by making use of all the
stars common in TGAS and RAVE (McMillan et al. 2017),
or by using several spectroscopic surveys, such as APOGEE,
RAVE, GES and GALAH (Queiroz et al. 2018). However,
none of these works considered unresolved binary stars in
their modeling for estimating the distances. In this work
we follow a similar theoretical approach as the aforemen-
tioned authors, but incorporate binarity explicitly, which
becomes important for main sequence stars. We illustrate
our approach in a study that combines LAMOST data with
TGAS.
This is not the first effort to combine these two sur-
veys. Scho¨nrich & Aumer (2017) already worked towards
assessing distances in the TGAS × LAMOST cross-match,
but only using parallax information. In a different study, Xi-
ang et al. (2017) estimated the absolute magnitude directly
from LAMOST spectra, obtaining the distance moduli for
50,000 stars with a TGAS-based magnitude error smaller
than 0.2 mag, with a 12 percent error in distance. However,
as the authors discuss, these results are obtained with very
high signal-to-noise ratio spectra with a median value of 150,
which will not be available for the majority of stars in large
surveys such as Gaia.
Here, we build a probabilistic model that combines par-
allax and spectroscopic information, using a subset of stars
with precise parallaxes (σ$/$ <0.1) to build a model for
their mean absolute magnitude. This model is then applied
to the entire sample of main sequence stars from LAMOST
DR5.
One of the direct applications of precise distances is to
improve the determination of stellar orbits in the Milky Way,
e.g. characterized by their action distribution (Jφ, JR, Jz),
see Sec. 5.2 for an introduction to orbital actions. In many
circumstances it will remain the case that for stars with spec-
tra, the distance uncertainties – based on parallaxes alone –
will dominate the uncertainties in calculating the orbits or
actions. In Fig. 1 we show the distribution of ∼ 150, 000 main
sequence stars from the LAMOSTxSDSS/GPS1 cross-match
in action space, color-coded by the average metallicity per
Voronoi bin. This illustrates the richness of structure in the
Galactic disc in terms of stellar orbits and chemical abun-
dances. To characterize the complexity of the stellar disc
(e.g. Bovy et al. 2016; Sanders & Binney 2015) and to ex-
plain it in the context of Galaxy formation and evolution
(e.g. Minchev et al. 2017; Grand et al. 2018) has been and
will be the objective of many studies. Precise estimation of
orbits and actions are particularly crucial in action-based dy-
namical modeling approaches of the Milky Way (e.g. Bovy &
Rix 2013; Piffl et al. 2014; Trick et al. 2016), and for studies
investigating orbital properties (e.g. Wojno et al. 2018) or
integrating stellar orbits (e.g. Simpson et al. 2018), to just
name some very recent efforts. Fig. 1 also shows how mea-
surement uncertainties in parallaxes from TGAS translate
into widespread uncertainties in action space (see Sec. 5.2).
In this work we will, drawing on our model for main se-
quence absolute magnitudes, illustrate the improvement of
orbits with better distances.
The structure of the paper is as follows: In Sec. 2 we
describe the data used, in Sec. 3 we present our probabilis-
tic model, while in Sec. 4 we show the results of the best fit
parameters of this model, and show the effects on the compu-
tation of orbital actions using the new estimated distances.
We finally summarize and discuss the possible implications
of our results in Sections 5 and 6.
2 DATA DESCRIPTION
In this section we describe how we construct the sample
that we use to build our model for the mean absolute mag-
nitude, that we then adopt to estimate the distances. First,
we obtain the spectroscopic parameters (Teff, log g, [Fe/H])
from LAMOST DR5 (Wu et al. 2011, 2014), and obtain
their K band magnitude from a cross-match with 2MASS.
Then we cross-match this sample with TGAS, which results
in ∼ 150,000 stars; hereafter, we will refer to this sample as
L⊗T. From L⊗T 40,000 stars have “good” parallaxes with
σ$/$ < 0.1. We will refer to this subsample as L⊗T 10%,
and we show its distribution in the Kiel diagram in Fig. 2.
The remainder of L⊗T contains stars with mostly poor par-
allaxes, hence it is of paramount importance to develop a
method to obtain distances for those stars beyond parallax
information alone.
From the L⊗T 10% sample, we consider main sequence
(MS) stars with 3800 K<Teff<5300 K and log g>4.2. This
sample is highlighted in Fig. 2 with a dashed black rectan-
gle. In Fig. 3 we show this subset of ∼4,000 stars where we
observe two sequences in the MK vs. Teff plane. The primary
sequence of presumed single stars is located at MK ∼ 4 for
Teff = 5000 K; while the secondary and less prominent se-
quence is shifted by about ∼ 0.6 mag towards brighter mag-
nitudes, presumably reflecting unresolved binaries of com-
parable brightness. Based on this subset of MS stars in the
L⊗T 10% sample, we proceed to build our model.
3 A MODEL FOR MAIN SEQUENCE AND
BINARY STARS
In this section we will describe how we obtain stellar dis-
tances by modeling the mean absolute magnitude of main
sequence stars. We start by modeling the K-band absolute
magnitude of main sequence stars (of given log g, Teff and
[Fe/H]) as a sum of two Gaussians, the first one centered
at a mean absolute magnitude MK with dispersion σ1 and
the second one representing the binary sequence and shifted
towards brighter magnitudes MK − 0.6 with dispersion σ2.
We follow a Bayesian approach to calculate the prob-
ability that our proposed model is associated with the ob-
served data. Then, we can write the probability of the model
given the data as:
p(model|data) = p(data|model)p(model)
p(data)
. (1)
Here, we will explicitly include the individual true dis-
tances to the stars as additional free model parameters to
be optimized.
3.1 Building a model for MK
We start by considering that the mean absolute magnitude
MK of MS stars does not only depend on the effective tem-
perature, Teff , but also on metallicity, [Fe/H], as illustrated
MNRAS 000, 1–12 (2018)
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Figure 1. Action distribution (Jφ , JR , Jz ) for ∼ 150,000 main sequence stars of the LAMOST sample with proper motions from the
GPS1 catalog (Tian et al. 2017) color coded by metallicity. Each cell in this voronoi plot contains 100 stars. Overplotted are the Monte
Carlo sampled error ellipses of 5 example stars (in cyan) that result from transforming the measurement uncertainties on the TGAS
parallax into action space. This illustrates both the complexity of the stellar disc in action-abundance space, as well as the need for more
precise distance estimations. Here, we give just a very short overview of the rich structure in actions and metallicity, of which a detailed
description is beyond the scope of this work: Most stars in the Galactic disc are on near circular orbits (JR ∼ 0, Jz ∼ 0). The overdensity of
stars at Jφ = R× vT ∼ 8 kpc× 220 km/s = 1760 kpc km/s is due to the LAMOST survey volume being confined to the solar neighbourhood
around R ∼ 8 kpc (see also Fig. 7). In the vertical action Jz we see the well-known vertical metallicity gradient in the disc (e.g. Ivezic´
et al. 2008). The low metallicities at Jφ < 1300 kpc km/s are a selection effect of the LAMOST survey, which preferentially selects high-z,
low-[Fe/H] stars at smaller radii (see Fig. 7). At large Jz the apparent metallicity gradient, rising with increasing Jφ , can be traced back
to the vT -vs.-[Fe/H] relation of the thick disc (see e.g. Haywood et al. 2013).
in Fig. 3. Hence, we want to determine the mean abso-
lute magnitude using this spectral information. We propose
to directly incorporate the spectroscopic parameters (Teff,
[Fe/H], log g) and not rely on colors. This will allow us to
determine the scatter in the mean absolute magnitude σ di-
rectly from the data, as opposed to other works that rely on
isochrones, a technique first introduced by Burnett & Binney
(2010) and used subsequently by several other works, includ-
ing Carlin et al. (2015) who implemented it with LAMOST
data, but did not provide the obtained distances.
We define the mean absolute magnitude of main se-
quence stars to be a function of the spectroscopic parameters
and expand it up to first order in log g, [Fe/H] and second
order in Teff normalizing each parameter by the mean value
MNRAS 000, 1–12 (2018)
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Figure 2. Distribution in the Kiel diagram of the L⊗T 10% sam-
ple. We observe that the coolest stars are most nearby and have
the best (fractional) parallaxes. The black dashed rectangle high-
lights main sequence stars with 3800 K <Teff <5300 K and log g
> 4.2.
38004000420044004600480050005200
Teff (K)
2.5
3.0
3.5
4.0
4.5
5.0
5.5
6.0
M
K
=
m
K
+
5l
og
1
0
($
/1
00
)
(m
ag
)
−1.25
−1.00
−0.75
−0.50
−0.25
0.00
0.25
0.50
F
e/
H
Figure 3. The mean absolute magnitude MK of MS stars in the
L⊗T 10% sample plotted against Teff and color coded by metal-
licity. The sequence of presumed binary stars appears shifted
roughly 0.6 mag towards brighter magnitudes from the primary
sequence located at MK ∼ 4 for Teff = 5000 K. The units of $ are
in milliarcseconds in this figure.
of the sample: Teff = 4900 K, [Fe/H]= -0.019 and log g =
4.64. This can be expressed as
MK (Teff, log g, [Fe/H] | θK ) = M0 + aT
Teff − Teff
Teff
+aT2
(
Teff − Teff
Teff
)2
+ alogg(log g − log g)
+aFeH ([Fe/H] − [Fe/H]).
(2)
3.2 The probability function including the binary
sequence
An unresolved binary system of two identical stars has the
same color but twice the luminosity of an equivalent single
star. Such systems would form a second sequence or “ridge”
in the Color Magnitude Diagram (CMD) (Hurley & Tout
1998), running almost parallel to the main sequence ∼ 0.7
mag brighter. El-Badry et al. (2018) illustrated that the Teff-
luminosity tracks of unresolved binary stars with different
mass rations q run nearly parallel to the single-star main
sequence for 0.8 < q < 1. As a good fraction of binaries have
mass ratios in this range, such a binary “sequence”1 should
be a generic feature. Indeed, Fig. 3 shows such a binary
sequence among field stars (systems with 0.8 < q < 1), this
is what we observe and what we will model in this work.
We model the distribution of stars in the predicted mean
absolute magnitude MK mentioned in Eq. (2) as the sum of
two Gaussians:
p(MK |θM ) = (1− feqb) ·N(MK, σ1) + feqb ·N(MK −0.6, σ2). (3)
We have added the second Gaussian term that accounts for
the fraction of near-equal binaries (0.8 < q < 1), defined
as feqb. Hereafter, we will use the term binaries to refer to
systems in this q-range. We denote the joint posterior prob-
ability distribution of the proposed model given the obser-
vations as p(θM, {di}|{Di}). We define the model parameters
as
θM = {M0, σ1, σ2, feqb, aT, aT2, alogg, aFeH}, (4)
and the data as
{Di} = {$i, σ$i ,mi, σmi ,Teff,i, log gi, [Fe/H]i}. (5)
We denote the distances to each star as di . Using Bayes the-
orem we can write the posterior probability of our proposed
model as:
p(θM, {di}|{Di}) ∝ p(θM )
∏
i
p(Di |θM, di) p(di |θM ), (6)
Where p(θM ) are the model priors, p(Di |θM, di) is the like-
lihood function and p(di |θM ) is the prior distance for each
star. We use the exponentially decreasing volume density
prior from Bailer-Jones (2015b) for the distances, while we
consider flat priors for the rest of the model parameters.
1 This sequence is more precisely a caustic of the binaries’ track
in the Teff-luminosity plane (El-Badry et al. 2018).
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3.3 A note on extinction
In principle, we would need to correct the apparent mag-
nitudes for dust extinction before applying our model. To
gauge the importance of extinction for our sample we check
the reddening values for each star from the 3-dimensional
dust map by Green et al. (2015). This map provides the
best-fit for E(B-V) in each distance slice, for which we use
1/$. We note that this is an acceptable approximation given
the fact that our sample extends just up to d . 200 pc, and
the errors in the parallaxes are small (σ$/$ < 0.1). We take
the extinction coefficient for the K band (RK) from (Yuan
et al. 2013) to convert from reddening to the K band extinc-
tion, as AK = RK × E(B − V). However, we find that AK < 0.1
and its mean value is ≈ 6x10−2, therefore reddening is not
important in this sub-sample. We emphasize that this pro-
cedure is done to test that the sample we use in building our
model is dust free. But in order to obtain reliable distances
using a different sample, a correction for extinction must be
performed to the apparent magnitude.
4 SPECTROPHOTOMETRIC DISTANCES
4.1 Finding the best-fit model and distances to
stars with good parallaxes
4.1.1 Including measurement uncertainties in the
likelihood
We assume that the observed apparent magnitude mi of each
star is the outcome from measuring the brightness of a star
with true absolute magnitude MKi(Teff, log g, [Fe/H] | θM ) at
a true distance di with some measurement uncertainty σmi .
The observed parallax $i is assumed to be drawn from a
Normal distribution described by the true parallax 1/di and
the observational uncertainty σ$i . The joint likelihood for
each star is therefore:
p(Di |θM, di) = p($i, σ$i |di)p(mi, σmi |θM, di), (7)
where p($i, σ$i |di) = N($i |1/di, σ$i ) is the parallax likeli-
hood, defined as a Gaussian evaluated at $i and centered
around a mean 1/di with dispersion σ$i . We proceed anal-
ogously with the apparent magnitude: p(mi, σmi |θM, di) =
N(mi |mi,true, σmi ), where mi,true is the predicted apparent
magnitude,
mi,true = MKi + AK + 5log10(di) − 5, (8)
and MKi has a possible range of values predicted by the dis-
tribution in Equation (3) given the spectroscopic parameters
of the i-th star and the model parameters θM . The extinc-
tion term AK is only included if necessary (see discussion
in Sections 3.3 and 4.2.2). The likelihood function in Equa-
tion (7) is used in the posterior probability distribution in
Equation (6).
4.1.2 Exploring the space of model parameters
We use emcee (Foreman-Mackey et al. 2013), a python
implementation of Goodman & Weare’s Affine Invariant
Markov chain Monte Carlo (MCMC) Ensemble sampler to
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Figure 4. Mean absolute magnitude model fit to MS stars in the
L⊗T 10% sample. Importantly, the model incorporates the binary
sequence. The color represents the density of the model pdf for the
mean absolute magnitude. This is the best-fit model (parameters
from Table 1), convoluted with a Gaussian of 0.15 mag reflecting
the typical parallax uncertainty, for direct comparison with the
data.
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the ones represented in Fig. 4.
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Table 1. Results obtained with emcee for the parameters of our
model. In Fig. 6 we show the posterior probability for each of
these parameters.
model parameter best fit
peak abs. magnitude in K-band M0 (mag) 4.134+0.004−0.005
width of abs. magnitude distribution σ1 (mag) 0.119 ± 0.008
prefactor of (Teff −Teff) term aT −2.853+0.046−0.043
prefactor of (Teff −Teff)2 term aT2 2.809+0.583−0.567
prefactor of (log g − log g) term alogg 0.694+0.031−0.032
prefactor of ([Fe/H] − [Fe/H]) term aFeH −0.369 ± 0.012
width of binary sequence σ2 (mag) 0.165+0.011−0.010
binary fraction (equal mass binaries) feqb 0.110 ± 0.002
draw samples from the posterior distribution in Equation
(6) for our model parameters and distances. The parameter
space has (8+N) dimensions, the 8 parameters θM and the N
distances di when fitting N stars. To reduce the dimension-
ality of this optimization problem, we start by considering a
subset of 100 stars in the MS L⊗T 10% sample from Fig. 3
to establish the parameter values of our model; these stars
are randomly drawn. We sample the posterior distribution
to find the best parameters that fit our model. In a second
step, we use these values as the initial guess for sampling
all of the stars within the MS L⊗T 10% sample but now
marginalizing over the distances. At the end of this step we
then have obtained the best parameters for the entire MS
L⊗T 10% sample which we illustrate in Fig. 4. The best fit
model parameters do not depend on the exact choice of 100
stars from the L⊗T 10% sample.
Fig. 4 illustrates the pdf density of the modeled MK
defined in Equation (2). For this purpose we use the best
fit parameters presented in Table 1. Note again that we did
not model the number of stars in the (MK ,Teff, log g, [Fe/H])
plane, but rather the value of MK given (Teff, log g, [Fe/H]).
In order to correctly represent the model pdf of the mean
absolute magnitude in Fig. 4 we also have to incorporate
the error in the magnitude. We are considering stars with
10% error in parallax to construct the model which roughly
translates into an error of 0.15 mag. Because we are already
modeling the mean absolute magnitude as a Gaussian, we
incorporate this error in Equation (3) by performing a con-
volution. In Fig. 5 we show a comparison between the data
set and the model pdf of the mean absolute magnitude also
shown in Fig. 4. We observe that our model for the mean ab-
solute magnitude captures the essence of the data, including
binarity.
In Fig. 6 we show the samples from the posterior prob-
ability distribution for each of the parameters of our model.
All parameters are well constrained with relative uncertain-
ties of between 1% and 6%, and only weak covariances.
Having established the best fit for our model param-
eters, we can now proceed to obtain the distances for the
entire MS L⊗T 10% sample.
One advantage of the type of modeling we have applied
is that after finding the best fit for our parameters, we can
treat the model as fixed and apply it to many more stars
that have very bad parallax or no parallax information at
all.
4.2 Distances to stars with no useful parallaxes
4.2.1 Applying the best-fit model for MK
With this model at hand, we can determine distances to en-
tire LAMOST DR5 MS sample, most of which has currently
no parallax information. We combine it with the GAIA ×
PS1 × SDSS (GPS1) catalog (Tian et al. 2017). From this
cross-match we obtain ∼ 150,000 stars (hereafter, L⊗G) with
proper motions from GPS1 and spectroscopic information
log g, Teff, [Fe/H] and line-of-sight velocities from LAMOST
also apparent magnitudes in the K band from 2MASS, and
in the G band from Gaia.
With the final parameters shown in Fig. 6 we proceed to
apply our model to this sample, while the L⊗T 10% data and
model in Sec. 3 and Sec. 4.1 could be treated as dust-free,
this is no longer true for the whole LAMOST sample. So we
first correct the apparent K-band magnitude for extinction
using the method described in detail below in Sec. 4.2.2.
After this step we proceed to calculate their corre-
sponding spectrophotometric distances using the parameters
obtained from the best-fit model illustrated in Fig. 6 and
Table 1.
The posterior distribution presented in Equation (6)
provides a complete description of the distance. However,
we want to obtain a single value of the distance along with
its uncertainty. We do this by taking the median value of
the distribution as the single value for the distance to each
star, and for the uncertainties we consider the 16th and
84th percentile.
With the new calculated distances we illustrate the dis-
tribution of these stars in the galactic X-Y-Z plane in Fig. 7,
where we assume that R = 8 kpc and z=0.025 kpc. From
these distributions we see that we have a sample more or
less confined to the solar neighborhood.
4.2.2 Correcting for Extinction
For the case where we have no parallax information, we can-
not retrieve the reddening values from the dust map by
Green et al. (2015). Instead, we use the color G-K as an
estimator for reddening, following the relationship between
infrared and optical extinction proposed by Cardelli et al.
(1989). We can write the extinction coefficient, AK as a func-
tion of color and Teff as AK = f (G-K|Teff). Because the value
for the Teff comes from spectroscopy, it is independent of red-
dening. In Fig. 8 we plot G-K vs. Teff for the MS L⊗T 10%
sample which has good parallax information and the L⊗G
sample with no parallax information. We observe that the
MS L⊗T 10% sample is tightly constrained in G-K as a func-
tion of Teff and therefore it is not strongly affected by dust
as we already noted in Sec. 3. The dashed line in Fig. 8 rep-
resents this empirical relation, and we use it to obtain the
extinction coefficients in the K band.
The L⊗G sample has a large spread in G-K, indicating
that it is affected by extinction. We quantify the excess in
color with respect to the dashed line in Fig. 8 as the amount
of extinction.
We proceed to write an empirical relation to obtain AK ,
where we follow Cardelli et al. (1989) and use their eq.1
that expresses the mean extinction law as < A(λ)/A(V) >=
a(x) + b(x)/RV and Table 3 for the value of a(x). Here, we
MNRAS 000, 1–12 (2018)
Distances and the role of binarity 7
MK = 4.13
+0.00
−0.00
0.
10
0.
12
0.
14
σ
1
σ1 = 0.12
+0.01
−0.01
−3
.0
−2
.9
−2
.8
−2
.7
a T
aT = −2.85+0.05−0.04
1.
5
3.
0
4.
5
a T
2
aT2 = 2.81
+0.58
−0.57
0.
6
0.
7
0.
8
a l
og
g
alogg = 0.69
+0.03
−0.03
−0
.4
0
−0
.3
6
a F
eH
aFeH = −0.37+0.01−0.01
0.
15
0
0.
17
5
0.
20
0
σ
2
σ2 = 0.16
+0.01
−0.01
4.
12
4.
13
4.
14
4.
15
MK
0.
10
2
0.
10
8
0.
11
4
f e
q
b
0.
10
0.
12
0.
14
σ1
−3
.0
−2
.9
−2
.8
−2
.7
aT
1.
5
3.
0
4.
5
aT2
0.
6
0.
7
0.
8
alogg −
0.
40
−0
.3
6
aFeH
0.
15
0
0.
17
5
0.
20
0
σ2
0.
10
2
0.
10
8
0.
11
4
feqb
feqb = 0.11
+0.00
−0.00
Figure 6. Corner plot showing the samples from the posterior probability for each parameter of our model for the main sequence
considering binary stars. For building the model we use stars in the MS L⊗T 10% sample.
have ignored the slight color dependence in the transforma-
tion between the G and V magnitudes (Jordi et al. 2010)
and have simply treated the G as V band. We consider that
all the points that lay above the dashed line in Fig. 8 are
affected by dust, and therefore must be corrected for extinc-
tion. The points below are not corrected but still remain in
our sample.
We calculate the extinction coefficient AK for each star,
and then we can correct the apparent magnitude and there-
fore proceed to calculate the distances for each star using
our model.
5 DISCUSSION
In the previous sections we have established a model that in
the first step relies on a subset of stars with precise paral-
lax measurements. These stars are used to find the best-fit
parameters for a mean absolute magnitude model for the
MS that depends on spectroscopic information. In a second
step, with the established and now fixed model we can ob-
tain spectrophotometric distances. This allows us to obtain
improved distances even for the stars that have poor or no
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Figure 7. Color coded density distribution in logarithmic bins of the number of stars N in the Galactic X-Y-Z plane for the stars in the
L⊗G sample, corrected by extinction and with distances calculated from our model.
Figure 8. Color G-K vs Teff for MS stars including those without
parallax information from the L⊗G sample in pink dots. Blue
dots show the MS L⊗T 10% sample, they are nearby and slightly
reddened. The dashed line represents the mean location of the
blue dots in this diagram and we use it to write an empirical
relation to represent the extinction coefficient in the K band.
parallax information. In the following we further illustrate
this.
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Figure 9. In both panels of this figure we show the result of the
posterior distribution of the distance for the same star in different
regimes of parallax error. The median value for distance of this
star is d =70 pc. The upper panel shows the results considering
only $ and the lower panel the results when applying our model.
We show the results in the regime of a very good parallax with
σ$ < 5% in light red and σ$ < 10% in yellow. In the bad parallax
regime the upper panel shows the result for σ$ = 20% in light
blue and the lower panel for σ$ > 100%.
MNRAS 000, 1–12 (2018)
Distances and the role of binarity 9
5.1 The effect of parallax uncertainty on the
recovered distances
In this section we will explore how a star’s best fit distance
changes when we consider different regimes of parallax er-
ror. In this experiment, we consider the same star, but vary
its σ$ . In Fig. 9 we show the posterior distribution of the
distances that we obtain if we apply our model with the best
fit parameters from Table 1, for very precise parallaxes and
for a very extreme case of poor parallax:
σ$ = 2%, 6%, > 100%$. We observe that in the limit of
a very good parallax for a star, we obtain a single narrow
Gaussian. However, with bad parallax information, we get
a bimodal distance distribution, as the model relies entirely
on the (also bimodal) absolute magnitude probabilities to
obtain the distances.
Using the same star, we now explore the posterior dis-
tribution of the distance that we obtain if we rely only on
parallax information. This can be seen in the top panel of
Fig. 9. Here we also show results for the very good parallax
regime, with σ$ = 2%, 6%$. As an example of the regime of
“poor parallaxes”, we show the results for σ$ = 20%$. Even
larger parallax uncertainties yield divergent uncertainties on
the distance estimates (Bailer-Jones 2015a).
5.2 Estimating orbital actions from data with
observational uncertainties
In this subsection we will describe a direct application of our
improved distances using the L⊗T sample that contains stars
with poor parallax estimates. From the distribution of stellar
orbits, we can learn about both the dynamics and formation
of the Galaxy. The movement of a star on an orbit can be
easily described by the canonical action-angle coordinates
(θ,J). If we consider an axisymmetric gravitational potential,
then these orbits can be fully determined by three integrals
of motion J = (JR, Jφ, Jz), and they are defined as:
Ji =
1
2pi
∮
pidxi, (9)
where the integral is evaluated along the orbit with position
x(t) and momentum p(t). The actions J label orbits and each
angle variable θ increases linearly with time and indicate
the position of the star along the orbit. JR quantifies the
oscillations inwards and outwards in the radial direction, Jz
quantifies the oscillations in the vertical direction and Jφ
is the component of angular momentum. We redirect the
reader to Binney & Tremaine (2008) Sec. 3.5 for a detailed
description of actions.
To compute the actions we need the full 6D phase
information i.e., velocities (µR.A, µdec, vlos) and positions
(RA, DEC, distance). For this calculation, we make use of
the galpy package, which is a python implementation for
galactic-dynamics calculations (Bovy 2015). We consider the
simple axisymmetric Milky Way potential with a Miyamoto-
Nagai disc, NFW halo and power law bulge that it is im-
plemented in galpy as MWPotential2014 (Bovy 2015). We
transform the position and velocities of each star to Galac-
tocentric coordinates, where we consider the position and
velocity of the sun for the coordinate transformation to be
at (X,Y,Z)= (8, 0, 0.025) kpc and (U,V,W)= (-11 ,230, 7)
km/s, respectively. From the 6D phase information, the dis-
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Figure 10. 1,000 samples of measurement uncertainty ellipse
transformed to action space (JR, Jφ, Jz ) performed via Monte
Carlo sampling for a star in the bad parallax regime (σ$ =
42%$) in the L⊗T sample. These show the extent of the un-
certainties in action space when the parallax is very imprecise.
We compare the results of our model in black dots and consider-
ing only $ in red dots. The white dot shows the action’s mean
measurement.
tance is the one with the largest impact on the action dis-
tribution uncertainties. We translate the uncertainties from
the observations to action space via Monte Carlo sampling
of an error ellipse. We convert each sample of the error el-
lipse from the observable space to Galactocentric cylindrical
coordinates and then to actions. We then run 1,000 samples
of the error ellipse to explore the extent of distance uncer-
tainties.
5.2.1 The effect of improved distances
We compare the distance uncertainties obtained using only
parallax information, and our model considering both paral-
lax and spectroscopy. We have shown already in Sec. 5.1 by
exploring the distance’s posterior distribution, that incorpo-
rating spectroscopic information becomes especially impor-
tant in the regime with very bad parallaxes. When exploring
the action space this effect is also visible. Relying just on
parallaxes causes the measurement uncertainty distribution
to spread out over a large portion of action space as can be
seen in Fig. 10.
5.2.2 The effect of binarity
We can also explore the effect of binarity on the estimate of
a stars orbits, seen in action space. We do this by modeling
the absolute magnitude with only one Gaussian, not consid-
ering the contribution of binary stars. This can be seen in
Fig. 11. Here we show the same star as Fig. 10. We note that
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Figure 11. 1,000 samples of measurement uncertainty ellipse
transformed to action space (JR, Jφ, Jz ) performed via Monte
Carlo sampling for the same star from Fig. 10. Here we com-
pare the samples resulting from our model that considers binary
stars in black dots again and a model that considers one gaussian
i.e, only single stars in blue dots. Again, the white dot shows the
action’s mean measurement.
the model with only just one Gaussian as expected, shows
smaller uncertainties in action space. Nevertheless, the ef-
fect of considering binary stars does not translate into an
important effect in action space.
We have shown that having large uncertainties in the
distances translates also into large uncertainties in action
space, especially when we consider only parallax informa-
tion, as observed in Fig. 10. This effect becomes even more
important when we consider stars with large uncertainties
in parallax. But to quantify how much our model actually
improves the action space in Fig. 12 we plot σJ/J for the
vertical and radial action. To obtain σJ we average over the
1,000 action samples per star. In this figure we plot stars
with large uncertainties in parallax, σ$/$ > 0.15. We ob-
serve that in all of the cases, σJ/J is smaller when we use our
model to calculate the distances. Therefore, having precise
distances clearly has an impact in the calculation of actions.
5.3 Spectophotometric distances and DR2
Now we want to explore in which regime the spectrophoto-
metric distances will be more precise than the parallaxes in
the second data release (DR2) of Gaia. We consider the sam-
ple L⊗G which contains long lived MS stars in the regime
3900 K < Teff < 5300 K, where the MS lifetime is compa-
rable to the age of the disc, i.e, stellar masses lower than
the turn-off mass. For this purpose, we define the fraction
δDMDR2/σ1, which compares the uncertainty in distance
modulus according to the Gaia DR2 parallax to the uncer-
tainty in our model. In particular σ1 is the result of our
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Figure 12. Comparison of the action estimate precision for $
only and the model + $. We show how our model reduces the
uncertainties also in action space by plotting σJ /J for stars with
σ$/$ >0.15. We plot σJz /Jz in the upper panel and σJR /JR
in the lower panel. We observe that σJ /J is always smaller when
we use our model.
model with the best-fit parameters given in Table 1 and
Fig. 6 and indicates the precision we achieve in distance
modulus. The uncertainty in distance modulus from error
propagation of the Gaia DR2 parallax is
δDMDR2 =
5
ln 10
δ$(G)DR2
$(DMphot)
, (10)
where δ$(G)DR2 is the expected parallax uncertainty in
DR2. We estimate this by using the projected end of mis-
sion uncertainty as a function of G magnitude (de Bruijne
2012, their Fig. 10), as
√
3δ$. This takes into account the
fact that we will have roughly 1/3 of the data after DR2.
$(DMphot) is the parallax that corresponds to the most likely
photometric distance modulus to that star using our best fit
model parameters given in Table 1.
We illustrate the results of this comparison in
Fig 13, where stars that lie above the dashed line with
δDMDR2/σ1 > 1 are stars for which our model would per-
form better than Gaia DR2. We also observe that these re-
sults correlate with the effective temperature, showing that
for warmer MS stars in our sample the fraction of stars that
still need spectrophotometric distances is quite large. For in-
trinsically low-luminous (cool) stars the advantage of Gaia
will be greatest. Faint stars in this survey will tend to be
nearby which translates into larger parallaxes with low un-
certainties. On the other hand, luminous stars will be ob-
served up to larger distances, therefore at smaller parallaxes
and with large uncertainties.
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Figure 13. Distance modulus for stars in the regime 3800 K <
Teff < 5300 K in the L⊗G sample compared to δDMDR2/σ, color
coded by effective temperature. δDMDR2/σ corresponds to the
expected parallax uncertainty for DR2 divided by the parallax
that corresponds to the most likely photometric distance to the
star. Stars located above the dashed line are the stars for which
our model performs better than DR2. We see a clear correlation
with temperature.
6 SUMMARY
We have presented a method to calculate spectrophotomet-
ric distances for main sequence stars in the Milky Way,
building a model from parallax and spectroscopic informa-
tion. This model explicitly accounts for the parallax uncer-
tainties in its construction, and accounts for the common
binarity of near equal mass binaries among main sequence
stars. Specifically, we construct a model for the mean abso-
lute magnitude in the K band, MK (Teff , log g, [Fe/H]) from
4,000 MS stars with small (σ$ < 0.1) errors in parallax, in
LAMOST × TGAS.
We then apply this model to LAMOST stars with very
imprecise, or even no parallax information, obtaining good
spectrophotometric distances for 150,000 MS stars in this
sample. This work explicitly takes into account possible bi-
narity of stars, which has not been explicitly considered in
analogous models. Ignoring binaries could result in biased
distances.
We have built a model for the mean absolute magni-
tude of main sequence stars, which mostly draws on on par-
allax information whenever parallaxes are very informative
(δ$ < 10%); for increasingly poorer parallax estimates, this
model gradually draws on the spectrophotometric informa-
tion to estimate the distance modulus. We have shown that
even in the regime of uninformative or missing parallaxes
the model performs well, exploiting the information in the
spectra: we obtain a value for the intrinsic dispersion in the
absolute magnitude of single stars σ = 0.12 mag, which gives
precisions in distance of ∼ 6% for the fainter and more dis-
tant MS stars among current spectroscopic surveys. We show
that if we compare the distance moduli for the 150,000 stars
in LAMOST × Gaia sample to the expected parallax un-
certainties at the end of the Gaia mission presented in de
Bruijne (2012) spectrophotometric distances are still needed.
Especially for more luminous (and more distant) MS stars.
As an application of precise distances we showed that
they greatly improve the precision of orbital action esti-
mates, as distance uncertainties dominate the orbit uncer-
tainties with proper motions from Gaia.
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