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Abstract. A theorem was originally proposed to deal with the stochastic theta methods when they are applied to a linear test
equation with delay and non-delay in a diffusion term. We extend the theorem to a proposition in a general form, and use it for
stability analysis of stochastic orthogonal Runge–Kutta–Chebyshev methods when the methods are applied to the test equation.
INTRODUCTION
We are concerned with stabilized numerical methods for the strong approximation to the solution of stochastic delay
differential equations (SDDEs). A class of such methods is the class of the stochastic theta methods. Comparing
with numerical methods for stochastic differential equations without delay, the issues to analyse numerical methods
for SDDEs are much more complicated. Nevertheless, Huang, Gan, and Wang [1] have analysed mean square (MS)
stability properties of the stochastic theta methods when the methods are applied to a scalar test equation with delay
and non-delay in a diffusion term.
Incidentally, Komori, Eremin and Burrage [2] have studied stabilized explicit numerical methods for SDDEs
and have successfully derived stochastic orthogonal Runge–Kutta–Chebyshev (SROCK) methods. Using a scalar test
equation with pure delay in a diffusion term, they have investigated stability properties of the SROCK methods. In
[2], as a future work they left stability analysis of the SROCK methods for the test equation dealt with in [1]. In the
present paper, we extend a theorem proposed by Huang et al. [1] to a proposition in a general form. After that, we
will apply it to the SROCK methods and the explicit Euler–Maruyama (EM) method in order to analyse their stability
properties.
MAIN RESULT IN A GENERAL FORM
Let us consider the scalar linear test equation
dy(t) = λy(t)dt + (σ1y(t) + σ2y(t − τ))dW(t), t ≥ 0,
y(0) = Ψ(t), t ∈ [−τ,0], (1)
whereτ > 0 is a constant,W(t) is a scalar Wiener process, andΨ is continuous on [−τ,0], and whereλ < 0 and




λτ < −2λ. (2)
Here, note that (2) is equivalent to limt→∞ E[(y(t))2] = 0 for everyΨ in the case thatσ2 , −σ1eλτ andσ1σ2 < 0 or in
the case ofσ1σ2 ≥ 0 [3].
Let yn denote a discrete approximation to the solutiony(tn) of (1) for an equidistant grid pointtn = nh (n =
1,2, . . . ,) with step sizeh > 0. Throughout the present paper, we assume thatτ = Mh holds (M is a natural number),
and defineyn−M, n = 0,1, . . . ,M, byΨ(tn − τ). In addition, let us denoteW(tn+1) −W(tn) by ∆W. Now, suppose that
we have
yn+1 = A(p)yn + B(p)(σ1yn + σ2yn−M)∆W (3)













we obtain the characteristic equation
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= 0) when p, q1,




= 0, then we haveξ =
(A(p))2 + (q1B(p))2. Thus, for|ξ| < 1 we obtain
(A(p))2 + (q1B(p))
2 < 1. (5)







If q1 = 0, (4) reduces toξM+1 = (A(p))2ξM + (q2B(p))2. In a similar way to [2], we can see that all roots of this
equation satisfy|ξ| < 1 if and only if
(A(p))2 + (q2B(p))
2 < 1. (7)
Next, we supposeq1 , 0. Noting that (5) and (7) imply|A(p)| < 1, let us assume it also in this case. For stability
analysis, we utilize the root locus technique similarly to [1]. In order to investigateξ with modulus 1, let us setξ = eiϕ
for ϕ ∈ R. If ξ = eiϕ is a root of (4), thenξ = e−iϕ is also a root. Thus, we devote ourselves to the case ofϕ ∈ [0, π].
We can rewrite (4) as







(cosMϕ − i sinMϕ)
}
. (8)
If ϕ = 0, then (8) leads to
1 = R(p,q1,q2)
def






This has many roots (q1,q2) since|A(p)| < 1 andB(p) , 0, and the roots are described by an ellipse, sayC0, for each
p. On the other hand, ifϕ = π, then (8) has no root for any even numberM, but since (8) leads to




for any odd numberM, this has many roots (q1,q2), and the roots are described by a pair of hyperbolas for eachp.
As q2 = 0 does not satisfy (10), one hyperbolaC+π lies in the upper half plane, and the other hyperbolaC
−
π lies in the
lower half plane. On the other hand, asq1 = 0 satisfies (10),C+π andC
−
π intersects theq2 axis. Next, ifϕ = kπ/M,
k = 1,2, . . . ,M − 1, then (8) obviously does not hold.
Finally, if ϕ ∈ (kπ/M, (k+ 1)π/M), k = 1,2, . . . ,M − 1, then we obtain
2q1q2(A(p))
















by utilizing (11) and comparing the real parts. For any even numberk, we have sinϕ > 0 and sinMϕ > 0. Thus, if
sin(M+1)ϕ ≤ 0, then (12) has no root, and even if sin(M+1)ϕ > 0, (11) has no root since its discriminant is negative.
For any odd numberk, we have sinMϕ < 0 and sin(M + 1)kπM < 0. In addition,
sin(M+1)ϕ
sinMϕ is strictly monotonically




If ϕ ∈ ( kπ+ϕkM ,
(k+1)π




M ], (12) and (11) have many roots (q1,q2).
Consequently, the roots are described by the following curves
C±k =








(double sign in order), wherek = 1,3, . . . , lM andlM denotes the largest odd number satisfyinglM ≤ M. The curves
C+k , k = 1,3, . . . , lM, lie in the upper half plane, and the curvesC
−






Therefore, we have obtained the curvesC0,C±π andC
±
k each of that shows each set of (q1,q2) corresponding to a
root ξ = eiϕ of (4) for ϕ ∈ [0, π]. In a similar way to [1], we have the following:
i) All curvesC0,C±π ,C
±
k do not intersect each other in theq1-q2 plane for a givenp.
ii) The ellipseC0 intersects theq1 axis twice.
iii) WhenM is an odd number,C+π lies above allC
+
k , k = 1,3, . . . , lM, andC
−
π lies below allC
−
k .
From ii) and (9), the origin (q1,q2) = (0,0) lies in the interior ofC0. As the roots of (4) continuously depend on the
coefficients, for (q1,q2) in a neighborhood of the origin, all roots of (4) satisfy|ξ| < 1 due to|A(p)| < 1. Moreover, if
a rootξ = eµ+iϕ hasµ < 0 for a pair (q1,q2) in the interior ofC0, then it keepsµ negative for any (q1,q2) in the interior
of C0. However, when a pair (q1,q2) moves from the interior ofC0 to the exterior, a rootξ = eµ+iϕ with µ < 0 may
once change toξ = eµ+iϕ with µ = 0 andϕ = 0, and may change toξ = eµ+iϕ with µ > 0, continuously. In fact, if we
take aq2 in a neighborhood ofq2 = 0 and take a large|q1| violating (5), then (4) has a rootξ with |ξ| > 1. Due to iii),




When we substituteξ = eµ+iϕ with ϕ ∈ ( kπM ,
kπ+ϕk












eµ sin(M + 1)ϕ
sinMϕ
− (A(p))2 − (q1B(p))2 = 0








we have sinMϕ < 0 andq1(A(p))M + q2 > 0 or< 0 for (q1,q2) on C+k or C
−
k , respectively. Thus,J(q1,q2)q1 > 0 for
C+k , whereasJ(q1,q2)q1 < 0 for C
−
k . In order to get a conclusion, we introduce the following proposition [4, p. 311].
Proposition 1 The critical roots are in the right half plane for any parameter in the parameter region to the left
of the curve(q1(ϕ),q2(ϕ)), when we follow this curve in the direction of increasingϕ, whenever J(q1(ϕ),q2(ϕ)) < 0
and to the right when J(q1(ϕ),q2(ϕ)) > 0.
Note thatq21 decreases whenϕ increases onC
±
k . By applying the proposition to our results, we can see that a root
ξ = eµ+iϕ with µ < 0 once changes toξ = eµ+iϕ with µ = 0, and changes toξ = eµ+iϕ with µ > 0, when a pair (q1,q2)
goes up or down acrossC+k or C
−
k , respectively. Since we do not haveC
±
π for an even numberM, the parameter region
for which all roots of (4) satisfy|ξ| < 1 is determined to be the interior ofC0 only. WhenM is an odd number, we have
C+π andC
−
π above and below the other curves, respectively. In a similar way to [1], we can see that there is no root
with |ξ| < 1 for any parameter in the parameter regions aboveC+π and belowC−π . Thus, we have the same conclusion








s= 3, η = 2.13
FIGURE 1. MS stability domains of the EM method and the SROCK method withs= 3 whenM = 1
Proposition 2 The numerical method (3) with a step size h> 0 is MS-stable for (1) if h,λ, σ1 andσ2 satisfy
|A(p)| < 1 and R(p,q1,q2) < 1.
Here, note thatR(p,q1,q2) < 1 implies (5) and (7). Thus, the proposition is available even ifB(p) can be zero, whereas
a similar theorem in [1] does not allowB(p) = 0.
STABILITY ANALYSIS OF SROCK METHODS
By utilizing Proposition 2, let us analyse the stability properties of the SROCK methods. When applied to (1), the
method withs stages is expressed as
yn+1 = Ps(hλ)yn + Ps(p)(σ1yn + σ2yn−M)∆W,
wherePs(p) = Ts(ω0 + ω1p)/Ts(ω0), ω0 = 1 + (η/s2), ω1 = Ts(ω0)/T′s(ω0), and whereTk(x) is the Chebyshev
polynomial of degreek andη ≥ 0 is a a damping parameter [2]. This yields












Mp < −2p. (13)
Using these, we can compare the stability domain of the SROCK methods,{(p,q1,q2) | |Ps(p)| < 1, R(p,q1,q2) < 1},
with the domain that satisfies (13). In Figure 1, the stability domains of the explicit EM method and the SROCK
method withs = 3 are indicated with the colored part. The other part enclosed by mesh indicates the domain that
satisfies (13). The figure shows that the SROCK method has a much larger stability domain than the explicit EM
method even whens= 3, but it can be further extended along the negative axis ofp ass increases.
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