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Resumen La Ingenier´ıa del Software Guiada por Bu´squeda persigue re-
formular problemas de Ingenier´ıa del Software que a menudo comprenden
objetivos en conflicto, como problemas de optimizacio´n. As´ı, las te´cnicas
que se aplican en esta disciplina buscan una o un conjunto de soluciones
casi-o´ptimas en un espacio de soluciones candidatas con la ayuda de una
funcio´n de aptitud que les permita distinguir las mejores soluciones. La
naturaleza estoca´stica de los algoritmos de optimizacio´n requiere de la
repeticio´n de las bu´squedas para mitigar los efectos de la aleatoriedad.
A la hora de comparar algoritmos, el investigador comparara´ los resul-
tados con mejor calidad (mejores valores en la funcio´n de aptitud, en
indicadores de calidad y rendimiento) devueltos en las bu´squedas, lo que
conlleva un trabajo adicional por parte del investigador. La sobrecarga
que implica esta actividad puede aminorarse si la experimentacio´n se en-
foca de manera colaborativa. Este art´ıculo propone un flujo de trabajo
para la experimentacio´n colaborativa basado en resultados e indicadores
de calidad y rendimiento.
Keywords: metaheur´ısticas, experimentacio´n cooperativa, indicadores
de calidad
1. Introduccio´n
La Ingenier´ıa del Software basada o guiada por bu´squeda une los campos de
algoritmos de Inteligencia Artificial e Ingenier´ıa de Software. En la literatura en-
contramos numerosos trabajos que ponen en valor esta colaboracio´n y que segu´n
Harman et al. [15] se pueden clasificar en tres a´reas principales: ’Clasificacio´n,
aprendizaje y prediccio´n en Ingenier´ıa del Software’, ’Ingenier´ıa del Software
probabil´ıstica’ e ’Ingenier´ıa del Software guiada por bu´squeda’. En clasificacio´n,
aprendizaje y prediccio´n algunos autores proponen modelos de prediccio´n del
riesgo [18], o bien estudian los defectos [17] o predicen el esfuerzo necesario para
la ejecucio´n del proyecto [31]. Te´cnicas probabil´ısticas basadas en redes Baye-
sianas modelan cuestiones de Ingenier´ıa del Software para el control de calidad
[19], la prediccio´n de defectos [29] o el estudio de los requisitos [4] La Ingenier´ıa
del Software guiada por bu´squeda es un campo de investigacio´n cuyo objetivo es
reformular problemas de Ingenier´ıa del Software para automatizar la construc-
cio´n de soluciones a los problemas que abarcan desde el ana´lisis de requisitos
hasta la refactorizacio´n y mantenimiento [15].
Una vez que un problema de Ingenier´ıa del Software se define como un pro-
blema de bu´squeda pueden aplica´rsele diferentes aproximaciones metaheur´ısti-
cas que nos dara´n soluciones de distinta calidad, lo que unido a la naturaleza
estoca´stica de los algoritmos de optimizacio´n, hace que, en la mayor´ıa de los
casos, sea necesario recurrir a la experimentacio´n, en lugar de al ana´lisis pura-
mente teo´rico, a la hora de evaluar las propuestas de investigacio´n en este campo
de investigacio´n.
Un experimento consiste en la manipulacio´n y observacio´n de la realidad
para el estudio detallado de un feno´meno. En Ingenier´ıa del Software es dif´ıcil
describir los experimentos con el detalle suficiente como para que otros puedan
reproducirlos dentro de sus propios resultados de trabajo [16][11]. En el cam-
po de las metaheur´ısticas existen entornos de trabajo que permiten manipular
los experimentos y los resultados de estos [22], incluso definiendo lenguajes y
entornos para describir con precisio´n experimentos centrados en optimizacio´n
con metaheur´ısticas, (e.g. https://examplar.us.es) Pero, en general, cuando bus-
camos la utilizacio´n del me´todo cient´ıfico experimental para la generacio´n de
nuevo conocimiento sobre el proceso de desarrollo de software, estas aproxima-
ciones deben ser recubiertas con un nivel superior de abstraccio´n, donde se defina
un marco unificado de los trabajos partiendo de la Ingenier´ıa del Software, no
so´lo centrado en los algoritmos y sus soluciones.
En este trabajo definimos un proceso comu´n que ayude a los investigadores
a mantener un patro´n esta´ndar y que adema´s, permita a los participantes de los
ensayos de Ingenier´ıa del Software guiada por bu´squeda colaborar para la com-
paracio´n de los algoritmos y la reproducibilidad de los experimentos, haciendo
as´ı verificables los nuevos avances propuestos en cada caso.
El resto del trabajo se organiza como sigue. En la seccio´n 2 se enmarca el
trabajo dentro de la experimentacio´n colaborativa en disciplinas cient´ıficas. A
continuacio´n, la seccio´n 3 describe el flujo de trabajo gene´rico para los ensayos
de Ingenier´ıa del Software guiada por busqueda. Una vez descrito, se instancia
para el caso espec´ıfico del problema de seleccio´n de los requisitos de la siguiente
versio´n del software en la seccio´n 4. Para finalizar, en la seccio´n 5 se presentan
las conclusiones y se esbozan posibles l´ıneas de trabajo futuro.
2. Experimentacio´n colaborativa
Unificar las caracter´ısticas espec´ıficas de experimentacio´n en Ingenier´ıa de
Software y metaheur´ısticas no es una tarea trivial, se requieren mecanismos e
instrumentos que permitan la comunicacio´n entre investigadores. Por una parte,
es necesario mejorar los procedimientos para la investigacio´n en metaheur´ısticas
incrementando la trasparencia de las implementaciones y la compresio´n de cada
una de las partes que las componen [28]. Y por otra, puesto que en ciencia e
ingenier´ıa no tiene sentido hablar de experimentos aislados, el resultado de un
solo experimento no puede ser representativo. En la mayor´ıa de los casos la
experimentacio´n necesita poder ser validada por replicacio´n o al menos debe
existir la posibilidad de comparar, de forma efectiva, los resultados de diversos
ensayos utilizando medidas o indicadores de calidad a nivel del algoritmo en s´ı
y del problema al que se busca solucio´n.
De cara a ser capaces de hacer u´tiles y efectivos los ensayos en el campo de
la Ingenier´ıa del Software guiada por bu´squeda necesitamos unificar el proceso
y as´ı hacer que los resultados sean comparables. La responsabilidad no se debe
centrar en un so´lo investigador, sino ma´s bien en la comunidad [10], por lo que
este proceso unificado debe abordarse desde una perspectiva colaborativa. Lo-
grar la comunicacio´n entre los investigadores es una tarea compleja, que supone
inicialmente sobrepasar barreras para la mera transferencia de conocimiento. Es
necesario acordar cua´les, co´mo y con que´ se ejecutara´n las distintas etapas de
los ensayos experimentales que permitira´n estudiar la validez de la aplicacio´n de
las te´cnicas de bu´squeda a los problemas espec´ıficos de la Ingenier´ıa del Soft-
ware. Adema´s, cada tipo de te´cnica presenta sus propias particularidades: no
es lo mismo aplicar el recocido simulado que un algoritmo gene´tico o un reso-
lutor basado en programacio´n lineal. Del mismo modo, no es igual tratar con
el problema de seleccio´n de requisitos que con el de seleccio´n de los casos de
prueba o de la arquitectura de software. Cada uno presenta dimensiones propias
en la toma de decisiones y para definir la mejor solucio´n. Es decir, adema´s de los
indicadores de calidad a nivel puramente de la te´cnica de bu´squeda utilizada, se
necesita utilizar indicadores de calidad espec´ıficos de cada tipo de problema [2].
La comparabilidad por tanto se definira´ en torno a indicadores que representen
la abstraccio´n y encapsulacio´n del ensayo realizado.
Una nueva aportacio´n en esta disciplina se debe articular en torno a activida-
des gene´ricas, con una clara definicio´n de co´mo e´stas se comunican entre s´ı. Las
tareas individuales pueden desarrollarse por el mismo investigador que propone
el trabajo o bien pueden ejecutarse, o haber sido ejecutadas, por otros investi-
gadores. Por ejemplo, si queremos proponer una nueva te´cnica metaheuristica
no ser´ıa necesario volver a realizar la implementacio´n de otras te´cnicas contra
las que realizar la comparativa, siempre y cuando el ensayo respete la estructura
definida en las tareas gene´ricas y se pueda trabajar a nivel de indicadores. Tam-
bie´n sera´ posible colaborar compartiendo las rutinas implementadas con tal de
que exista y se cumplan los protocolos de interfaz.
3. Actividades gene´ricas de colaboracio´n
De forma general, los ensayos experimentales en Ingenier´ıa del Software guia-
da por bu´squeda son costosos de organizar. Si extrapolamos las ventajas genera-
les de la estandarizacio´n de metaheur´ısticas [20], tener una referencia esta´ndar
que pueda adaptarse o instanciarse en cada caso ser´ıa beneficioso en diversos
aspectos: menor dependencia de los investigadores puesto que se facilitara´ la
automatizacio´n, mejorar la transparencia al registrar los procesos y, por tanto,
saber do´nde se ha de tomar cada decisio´n sobre el ensayo, fomentar la reproduci-
bilidad al explicitar las condiciones experimentales, facilitar las tareas de ana´lisis
de los resultados definiendo los procesos y medidas estad´ısticas, as´ı como los in-
dicadores que abstraen los datos en bruto y ,finalmente, permitir compartir y
generar conocimiento, puesto que tener un marco de referencia permitira´ tra-
bajar cooperativamente distribuyendo responsabilidades y sacar partido de la
experiencia individual.
Este escenario colaborativo se tiene que abordar desde distintos puntos de
vista o niveles. Para eso hemos representado con piscinas o carriles los diversos
participantes en el proceso, (figura 1). Por una parte esta´ el responsable del
ensayo que representa al equipo de investigacio´n que plantea la definicio´n de
una nueva te´cnica a un problema dado. Por otra esta´ el marco colaborativo,
que describe las tres grandes responsabilidades que aparecen cuando se realiza
un ensayo. Estas tareas no tienen porque´ ser realizadas por los investigadores
responsables del ensayo, sino que pueden delegar en trabajos previos o paralelos
desarrollados por otros equipos, siempre y cuando se acojan a esta marco de
referencia.
Los aspectos ba´sicos de un ensayo de Ingenier´ıa del Software guiada por
bu´squeda se articulan en tres niveles de responsabilidades:
El nivel del conjunto de datos sobre el que realizar los ensayos. Debido a las
pol´ıticas de confidencialidad de la mayor´ıa de las empresas de desarrollo de
software comercial, disponer de datos sobre los que aplicar los ensayos no
es nada fa´cil. Una alternativa es utilizar datos publicados en los trabajos
de investigacio´n [7,33]. Otra es extraer los datos de los repositorios pu´blicos
de proyectos de co´digo abierto [32,12]. Pero no existen formatos unificados
para la especificacio´n de estos datos de acuerdo con el problema para el que
van a ser utilizados. Adema´s, en ocasiones se deben trasformar los datos
para adaptarlos al problema, como el caso presentado en Sagrado et al, 2015
[25] donde se muestra como trasformar un problema con dependencias entre
requisitos a un conjunto de datos sin ellas.
Con lo cual, junto con la seleccio´n y formulacio´n del problema, se tendra´
que construir el conjunto de datos sobre los que ejecutar los experimentos.
Se puede recuperar una formulacio´n previa o definir una nueva propuesta lo
que implica, por ejemplo, seleccionar entre estrategias monobjetivo o mul-
tiobjetivo. El escenario de prueba puede ser cualquiera de los ya unificados
para ese problema o bien necesitar la trasformacio´n o extraccio´n de los da-
tos para generar un nuevo escenario, que adema´s generara´ un nuevo caso
disponible para el resto de la comunidad.
El nivel de la te´cnica inteligente a aplicar. Las metaheur´ısticas han sido las
preferidas para afrontar problemas de Ingenier´ıa del Software guiada por
bu´squeda, pero se han aplicado con e´xito otras te´cnicas [14,3]. La estan-
darizacio´n y cooperacio´n en la experimentacio´n con metaheur´ıticas tiene la
ventaja de mejorar la comunicacio´n y reproducibilidad, la interoperativi-
lidad, el ensamblado automa´tico de las metaheur´ısticas, la generacio´n de
conocimiento y la eficiencia [28].
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Figura 1: Flujo de trabajo para un ensayo en Ingenier´ıa del software guiada por
bu´squeda
Cuando queremos aplicar una nueva metaheuristica y establecer su efecti-
vidad, necesitamos compararla bien contra un caso base, o bien contra los
resultados obtenidos por otro conjunto de te´cnicas aplicadas en anteriores
trabajos de investigacio´n. Pero esta cuestio´n no esta´ totalmente resuelta en la
literatura. En primer lugar, algunas metaheur´ısticas tienen muchos para´me-
tros que requieren un ajuste manual (ej. probabilidad de mutacio´n o cruce,
grado de voracidad), y en segundo lugar, porque son de naturaleza estoca´sti-
ca y necesitamos recurrir a profundos estudios estad´ısticos y de indicadores
de calidad para poder hacer una comparacio´n efectiva.
Si la metaheuristica no ha sido antes adaptada a ese problema, entonces
habra´ de serlo. Antes de poder compararla con los resultados de otras, se
debe buscar cua´l es la configuracio´n que mejor resultado presenta. Esta se-
leccio´n de para´metros y la posterior comparativa se debe realizar en base a
indicadores de calidad [35,21] y que son estrechamente dependientes de la
estrategia de resolucio´n (e.g. monobjetivo, multiobjetivo).
El nivel de generacio´n de informes y extraccio´n de conclusiones. El ana´lisis
efectivo de los datos obtenidos durante el ensayo no es una tarea fa´cil. Debe
abordarse, tanto desde el punto de vista de la metaheur´ıstica, como desde el
punto de vista del problema y, en muchos casos, ampliar el ana´lisis al contex-
to concreto del problema o conjunto de datos [3]. Adema´s, en la mayor´ıa de
las ocasiones se deben abstraer los datos utilizando distintos tipos de gra´ficos
y test estad´ısticos que permitan a los investigadores definir conclusiones que
puedan compartirse en un formato unificado a toda la comunidad.
4. Caso del problema de la siguiente versio´n
En esta seccio´n describimos como se instancia el conjunto de actividades
gene´ricas mostradas en la figura 1 a un problema concreto de Ingenier´ıa del
Software (el problema de la siguiente versio´n) aplicando te´cnicas y algoritmos
guiados por bu´squeda.
Seleccionar el problema Nos centraremos en un problema ampliamente cono-
cido en esta disciplina, el problema de la siguiente versio´n o NRP [6], para el que
existen numerosos trabajos que ofrecen buenas soluciones utilizando distintas
aproximaciones [23,1]. La limitacio´n de recursos en los proyectos de desarrollo
de software, obliga a dejar fuera de la siguiente versio´n de una aplicacio´n ya
construida algunas de las propuestas hechas por los clientes. Es decir, el equipo
de desarrollo tiene que decidir cua´l es el subconjunto de requisitos que tiene que
contemplarse. Se busca combinar los me´todos computacionales con la experien-
cia de los expertos humanos para obtener mejores conjuntos de requisitos de los
que se producir´ıan so´lo mediante el juicio experto. Para ello este problema se
formula como sigue.
Formular el problema Las seleccio´n de requisitos presenta variantes en su
formulacio´n, cada una destaca una parte del problema. Se definen requisitos y
clientes y se obliga a satisfacer por completo a los clientes seleccionando todas
sus propuestas [6]; o se definen en la importancia de cada requisito individual-
mente [5], permitiendo la satisfaccio´n parcial de los clientes. En cualquier caso,
los requisitos presentan dependencias o interacciones entre ellos, imponiendo un
orden de desarrollo determinado, pero la versio´n extensa que incorpora todos
los tipos de dependencias entre requisitos no se formulo´ utilizando una repre-
sentacio´n en forma de grafo y matricial hasta el trabajo de del Sagrado et al.
[25].
De esta manera para formular el problema, el responsable del ensayo podra´
reutilizar una formulacio´n ya propuesta o modificar o redefinir alguna de las
existentes, generando un nuevo tipo de problema, por ejemplo, incluyendo el
riesgo asociado a cada requisito como una dimensio´n ma´s.
En nuestro caso, la formalizacio´n parte del conjunto de requsitos que au´n no
han sido desarrollados R = {r1, r2, . . . , rn} y que han sido propuestos por un
conjunto de m clientes. Cada cliente i tiene una importancia para la empresa
dentro del proyecto, wi ∈ R. Cada requisito rj ∈ R tiene un coste cj que recoge
el esfuerzo de desarrollo. El valor del requisito rj para el cliente i se representa
con vij ∈ R. La satisfaccio´n, sj , o valor an˜adido por la inclusio´n de rj en la
siguiente versio´n del software, se puede calcular como, sj =
∑m
i=1 wi ∗ vij .
Si llamamos X ⊆ R al conjunto de requisitos seleccionados, el coste y el valor
de X vienen dados por las funciones:
esfuerzo(X) =
∑
j,rj∈X cj y satisfaccion(X) =
∑
j,rj∈X sj
respectivamente. En relacio´n con la estrategia, consideraremos una versio´n mul-
tiobjetivo del problema que minimice el coste y maximice el valor del conjunto
de requisitos seleccionados (i.e. buscaremos soluciones en un espacio de bu´squeda
de dos dimensiones).
Definir el contexto del ensayo Este proceso implica fijar el conjunto de
datos sobre el que ejecutar las pruebas y, por lo tanto, entra dentro de las
tareas del agente responsable del problema. En nuestra instancia se reutiliza
el caso descrito por primera vez en [13] con el l´ımite de esfuerzo fijado en 60.
No obstante, puede que el conjunto de datos necesitase un pretratamiento, que
ejecuta este agente, para trasformar el problema eliminando dependencias [25] o
definir un nuevo caso extrayendo los datos de repositorios pu´blicos de software
para asignar errores como peticiones de nuevos requisitos [32].
Proponer te´cnicas y estrategias de solucio´n Actualmente, se han propues-
to numerosas te´cnica inteligentes para la solucio´n del problema NRP con e´xito.
Bagnall et al. [6] mostro´ como aplicar ascenso de colinas, algoritmos voraces y
recocido simulado teniendo en cuenta solo un tipo de dependencia. Otras so-
luciones alternativas se han basado fundamentalmente en algoritmos gene´ticos,
[13] Del Sagrado et al. [24] adaptaron un sistema de colonia de hormigas para
requisitos independientes y compararon los resultados con recocido simulado y
un algoritmo gene´tico. Estos algoritmos de colonia de hormigas tambie´n se han
utilizado contemplando so´lo las dependencias de implicacio´n [27]. Todas estas so-
luciones plantean una estrategia con un so´lo objetivo, maximizar la satisfaccio´n
considerando el l´ımite de esfuerzo como restriccio´n. La consideracio´n de todas
las dependencias funcionales dentro del problema de bu´squeda ha sido resuelta
modelando las dependencias como un grafo dirigido [26,1].
Otros trabajos han aplicado una estrategia multiobjetivo con distintas te´cni-
cas metaheur´ısticas de naturaleza gene´tica [34,9,8] y soluciones basadas en colo-
nias de hormigas [25]. La visio´n multiobjetivo se ha usado para aplicar me´todos
exactos [30,14,3] o que reducen el espacio de bu´squeda de las soluciones [32].
Para el ensayo que se esta´ desarrollando en este caso vamos a estudiar la
aplicabilidad de un algoritmo voraz [6] considerando todas las dependencias fun-
cionales. Sus resultados se comparan con los obtenidos mediante una bu´squeda
aleatoria y con el frente de Pareto exacto, tras haber seleccionado un frente tipo
de cada te´cnica aplicada.
Al tratarse de una nueva metaheur´ıstica, deberemos evaluar su rendimiento,
en lo que se ha llamado paso de te´cnica en la figura 1. Aqu´ı entrar´ıa en juego el
ajuste de para´metros y la naturaleza estoca´stica de la te´cnica. Recurriremos al
ana´lisis de indicadores de calidad [35,21] de los resultados obtenidos en una serie
de ejecuciones independientes de la te´cnica. Cada ejecucio´n de la te´cnica nos
proporcionara´ un frente de Pareto sobre el que calcularemos los indicadores de
calidad: hipervolumen, extensio´n (spread), espaciado (spacing) y el nu´mero de
soluciones. La distribucio´n de los datos recopilados sobre estos indicadores ser-
vira´ para darnos una idea del comportamiento individual de la te´cnica. Podemos
ampliar el a´mbito de comparacio´n a otras te´cnicas comparando la distribucio´n
de indicadores calculados sobre el mismo nu´mero de ejecuciones independientes.
Estos indicadores sera´n los que proporcionen el nivel de abstraccio´n suficiente
para permitir la comparabilidad de las te´cnicas.
En nuestro caso de estudio, vamos a comparar las soluciones obtenidas uti-
lizando una te´cnica voraz, basada en la productividad prodj = sj/cj de cada
requisito rj , con las calculadas al realizar una bu´squeda aleatoria. La tabla 1
recoge el resumen estad´ıstico relativo a los indicadores de rendimiento utilizados
para el caso de una te´cnica bi-objetivo, considerando 20 ejecuciones indepen-
dientes.
Tabla 1: Indicadores para 20 ejecuciones (20 frentes)
Algoritmo aleatorio Algoritmo voraz
Hipervol Spread Spacing Sols. Hipervol Spread Spacing Sols.
Min. 29956 0.60 0.25 27.00 30212 0.57 0.28 26.00
1st Qu. 30186 0.65 0.30 28.75 30529 0.61 0.34 28.00
Median 30292 0.68 0.31 30.50 30639 0.62 0.34 29.00
Mean 30274 0.69 0.31 30.65 30644 0.63 0.34 28.95
3rd Qu. 30333 0.72 0.33 32.00 30799 0.64 0.34 30.00
Max. 30541 0.83 0.36 35.00 31101 0.80 0.34 32.00
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Figura 2: Comparativa gra´fica de las distribuciones de los indicadores.
El comportamiento tipo de las te´cnicas se determina en base al valor de
referencia que proporciona la mediana. As´ı, podemos guiarnos por este valor
en los indicadores para seleccionar, de entre las ejecuciones realizadas, un fren-
te de Pareto tipo para cada una de las te´cnicas aplicadas. La tabla 2 recoge los
indicadores del frente de Pareto exacto y de los frentes tipo obtenidos tanto alea-
toriamente, como aplicando la te´cnica voraz y cuya comparativa gra´fica vemos
en la figura 2.
Tabla 2: Indicadores asociados al frente exacto y a los frentes tipo
Hipervol Spread Spacing Sols.
Exacto 31165 0.587 0.341 31
Aleatorio 30339 0.692 0.315 31
Voraz 30637 0.630 0.345 29
La figura 3 muestra el frente exacto y los frentes tipo elegidos. Nos resta
comprobar la similitud entre ellos. Esta tarea se aborda con la ayuda de test-
no parame´tricos sobre la distribucio´n de la productividad de las soluciones en
los frentes de Pareto. La hipo´tesis nula H0 es que los datos de productividad
de dos frentes de Pareto corresponden a poblaciones ide´nticas. Para comprobar
la hipo´tesis aplicamos el test de Mann-Whitney-Wilcoxon para comparar las
muestras independientes. En todos los casos, como el p-valor obtenido es mayor
que el nivel de significancia de 0,05, aceptamos la hipo´tesis nula. Los datos
de productividad asociados a los frentes de Pareto obtenidos con las distintas
te´cnicas corresponden a poblaciones ide´nticas (ver tabla 3).
Tabla 3: Resultados del test del Wilcoxon
Exacto-Aleatorio Exacto-Voraz Aleatorio-Voraz
p-value 0.2425 0.7899 0.1492
Despue´s de obtener toda esta informacio´n sobre la te´cnica, si un investigador
idease una nueva te´cnica, no ser´ıa necesario que volviese a realizar la implemen-
tacio´n de las otras te´cnicas. En vez de eso, se centrar´ıa en ejecutar un nu´mero
determinado de veces su te´cnica sobre el problema integrado en el flujo cola-
borativo, en obtener los indicadores y resultados, para, finalmente, compararlos
con los disponibles. El flujo colaborativo agiliza la comparativa y descarga de
trabajo al investigador.
Extraccio´n de conclusiones y generacio´n de informes Adema´s de mane-
jar y dar formato a los resultados generados directamente de las ejecuciones del
software que implementa las te´cnicas, similares a las mostradas en la figuras 2 y
3 y las tablas, se deben acercar los resultados de los algoritmos de bu´squeda al
problema de Ingenier´ıa del Software al que dan solucio´n. Para ello, es necesario
reinterpretar los resultados propuestos utilizando los te´rminos y medias del do-
minio del problema, y as´ı permitir que el ingeniero del software decida de entre
las soluciones propuestas cua´l es la ma´s apropiada.
Esta trasferencia de los resultados a los proyectos software en desarrollo su-
pone tambie´n la explotacio´n de las te´cnicas de bu´squeda en proyectos reales y
se arbitra en base a indicadores de calidad dependientes de la formulacio´n del
problema. Para el caso que nos ocupa la generacio´n de informes necesita cons-
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Figura 3: Frentes de Pareto.
truir indicadores de productividad, contribucio´n y cobertura tanto de requisitos,
como de clientes y soluciones [2].
Con todos estos datos disponibles el equipo de investigacio´n responsable del
ensayo esta´ en disposicio´n de generar un trabajo de cara´cter emp´ırico para su
difusio´n a la comunidad SBSE o a la comunidad cient´ıfica en general.
5. Conclusiones
Hemos definido un flujo de trabajo unificado para la experimentacio´n cola-
borativa basado en resultados e indicadores de calidad y rendimiento. Con ello
proporcionamos un proceso comu´n que ayuda a los investigadores a mantener
un patro´n esta´ndar y que permite a los participantes de los ensayos de Ingenier´ıa
del Software guiada por bu´squeda, colaborar en la comparacio´n de los algoritmos
y la reproducibilidad de los experimentos.
Para mostrar el uso del flujo de trabajo, se ha instanciado el conjunto de
actividades gene´ricas al problema de la siguiente versio´n aplicando te´cnicas y
algoritmos guiados por bu´squeda simples.
Desde el punto de vista del equipo de investigacio´n, una clara ventaja es
la agilizacio´n de comparativas y la consiguiente descarga de trabajo. As´ı, un
investigador que plantea una nueva te´cnica, no tiene que implementar otras
te´cnicas como referencia y puede concentrarse en la configuracio´n y ejecucio´n
de su propuesta sobre el problema generando solo indicadores y resultados que
podra´ comparar con el resto de resultados disponibles. No obstante, una ne-
cesidad inherente a este enfoque es la existencia de repositorios en los que los
grupos de investigacio´n compartan los resultados de experimentacio´n, siguiendo
los criterios comunes fijados en el flujo de trabajo unificado.
Como trabajo futuro planteamos la extensio´n el flujo de trabajo para cubrir
tambie´n las tareas de explotacio´n de los algoritmos de bu´squeda en los proyectos
software y la posiblidad de incorporarlas dentro de herramientas software que
den soporte a la gestio´n del proyecto de desarrollo.
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