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Abstract 
This study applies a particle filter (PF) and an unscented Kalman filter (UKF) to estimate the headway and velocity of a six-
vehicle platoon system. These two feedback estimators were used to estimate headway and velocity indirectly from several 
measurement variables, such as acceleration rate and velocity, of selected vehicles in the platoon. To evaluate the performance of 
the proposed two estimators, artificial car-following data were created to cover various speed ranges that include some 
acceleration and deceleration scenarios. Also, a comparison of estimation accuracy is conducted when varying the number of 
probe cars installed in the platoon system. Numerical analysis showed that the PF succeeded in estimating headway and velocity 
more accurately than the UKF, even when the number of probe cars installed is fewer and their location is varied within the 
platoon. The estimations by the UKF were inaccurate and the filter was unstable during all probe car penetrations except during 
the 100% installation scenario. The UKF is considered to yield stable and accurate estimates only when all vehicles are equipped 
with the sensing system, whereas the PF does not require numerous probe cars to generate accurate estimates regardless of their 
location in the platoon. 
 
© 2013 The Authors. Published by Elsevier B.V. 
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1. Main text  
A vehicle platoon is a system that consists of multiple car-following vehicles moving longitudinally on an arterial 
road or freeway corridor. In order to achieve a high level of safety within a vehicle platoon, not only the collision 
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avoidance system of a single vehicle but also the cooperative control of multiple vehicles is required. Some studies 
have been proposed to evaluate and mitigate the risk of rear-end collision of a three-vehicle platoon by designing an 
appropriate human machine interface (HMI) [1, 2]. However, applying the HMI to a large platoon is still a difficult 
task since sensing data are not obtained and available in real-time by all platoon vehicles that operate under the 
current car-following conditions. Unfortunately, all such vehicles are not always equipped with a data collection 
system that can measure headway and velocity. To bring a risk mitigation system to the real world in the near future, 
a system is required that can indirectly estimate the headway and velocity of all platoon vehicles from the 
measurement variables of only some probe vehicles of the platoon. 
The author has been attempting to develop a dynamic system to estimate the headway and velocity of a three-
vehicle platoon via the application of feedback estimators. To solve this problem, the author proposes the application 
of a conventional Extended Kalman filter (EKF) and Neural Kalman filter (NKF), a method that requires no 
analytical equations to define the state and measurement equations of both Kalman filters [3]. However, the NKF 
yielded very sensitive estimates, even when the parameters of the artificial neural network were slightly changed, 
and did not provide stable output. The EKF also failed to provide accurate estimates due its inapplicability to 
nonlinear estimations. To overcome this problem, the author introduces a particle filter (PF) and an unscented 
Kalman filter (UKF) that require no first-order approximations during the development of an estimation system [4]. 
In particular, the PF is well known as a powerful tool and has been applied widely to various dynamic estimations, 
such as traffic states estimation [5], estimating visual shapes and motions [6], mobile robot control [7], and target 
tracking [8]. The PF and UKF proved to provide the best results, such as artificial car-following data [4] as well as 
real observation data [9], when estimating the dynamic state of a three-vehicle platoon. 
However, the admirable performance of the PF and UKF, as demonstrated in the author’s previous researches, is 
solely limited to only a three-vehicle platoon and for a short time car-following. The car-following to be evaluated in 
the current study is also restricted to a situation in which three vehicles conduct steady-state traveling until they 
come to a complete stop. The applicability for a larger platoon and/or a longer time period still remains unevaluated. 
This research increases the platoon size from three to six vehicles and attempts to evaluate the applicability of the 
PF and UKF to estimate the dynamic states of a six-vehicle platoon. Since no data are available for an actual car-
following scenario, artificial data are created and used for evaluation. Also, the type of car-following that will be 
evaluated includes both deceleration and acceleration situations for longer periods of time. It is noted that only the 
PF and UKF are selected as feedback estimators, since it was proven that they show better performance compared to 
recent approaches that use an EKF and NKF. 
2. Theoretical background 
2.1. State space model 
The following state and measurement equations are defined as the state-space model, which is required for 
feedback estimation: 
1 1k k kx f x v  and k k ky g x w .  (1) 
where kx and ky  are the state measurement variables at time k  and kv and kw are the system and measurement 
errors, respectively. f  and g  are the possible non-linear functions. Here, 1:ky  and 1:kx  can be denoted as the set of 
all available measurement and state variables up to time k , which can be stated as the following: 
1: 1 2, , ,k ky y y y  and 1: 1 2, , ,k kx x x x . (2) 
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The calculation of the posterior probability 1,k kp x y  when giving a set of all measurement 1:ky  poses an 
estimation problem. If measurement ky  is available, the posterior is updated through Baye’s rule:  
1, 1, 1 1, 1k k k k k k k kp p p px y x y y x y y .  (3) 
where k kp y x  is a likelihood function that describes the likelihood of kx  when giving the measurement ky . 
1, 1k kp x y  is a prior probability of kx  given by: 
1, 1 1 1 1, 1 1k k k k k k kp p p dx y x x x y x . (4) 
where 1,k kp y y  is defined as: 
1, 1 1, 1k k k k k k kp p p dy y y x x y x .  (5) 
1k kp x x  in (4) and k kp y x  in (5) can be provided by the state and measurement equations.  
The posterior and prior probability density functions (PDFs) 1,k kp x y  and 1, 1k kp x y  are limited to 
Gaussian distributions for conventional Kalman filters, whereas the use of a PF does not require any assumptions or 
analytical functions for the PDFs. 
2.2. Particle filter 
The primary purpose of using the PF is to represent the required posterior PDF by a set of random samples with 
associated weights and to compute the estimates based on these samples and weights [10-12].  
Let 
( ) ( )
1: 1 1: 1 1
,
Mi i
k k i
x w denote a set of particles and its associated weights. It is assumed that 
( ) ( )
1: 1 1: 1 1
,
Mi i
k k i
x w  is given by the posterior PDF at time 1k . When providing measurement ky  at time step k , 
the PF computes and updates the particles and weights from 
( ) ( )
1: 1 1: 1 1
,
Mi i
k k i
x w  to 
( ) ( )
1: 1: 1
,
Mi i
k k i
x w . 
Weight is updated through a process called Sequential Importance Sampling (SIS). SIS generates the particles 
based on the proposal distribution q x , which differs from the objective distribution p x , and then gives each 
particle the appropriate weight in order for the particles to be close to the objective PDF. 
The update process for weight is given by: 
( ) ( ) ( ) ( ) ( ) ( ) ( )
1 1: 1 1, 1, 2,...,,
i i
k k
i i i i i
k k k k k k kw w i Mp p qx x y x x x y  (6) 
The PF is a feedback estimator that theoretically places the random particles in the probability field to yield the 
accurate posterior PDF based on Baye’s theory. It is guaranteed that the estimates obtained via the filtering process 
are suboptimal. The estimation process of the PF is as follows: 
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1. Initial sampling: Generate the initial particles ( )0ˆ 1,2,...,
i i Mx  at 0k  from the initial probability 
density function 0ˆp x . 
2. Importance sampling: Generate a one-step prediction of samples ( )ikx  and 
( )i
ky  based on the state and 
measurement equations: 
( ) ( ) ( )
1 1ˆ
i i i
k k kx f x v  
and 
( ) ( )i i
k i ky g x w .
 
(7)
 
3. Importance weight: Calculate the importance weight ( )ikw  for each sample by the following equation: 
( ) ( ) ( ) ( ) ( ) ( ) ( )
1,1 1 1, 2,...,,
i i
k k
i i i i i
k kk k k k kw w i Mp p qx x y x x x y . 
(8)
 
Larger weight is given to particles in which the prediction ( )iky  is closer to the actual measurement ky . 
4. Resampling: The particle ( )ikx is updated to 
( )
0ˆ
ix  in proportion to the importance weight ( )ˆ ikw . 
5. Normalize weight: Normalize the importance weight to ( )ˆ ikw by 
( ) ( ) ( )
1ˆ
i
k
Mi j
k kjw w w . 
 
(9)
 
6. Estimation: From the updated particles, ( )0ˆ
ix , compute the estimate by 
( ) ( ) ( )
1 1
1ˆ ˆ ˆ
M M
i i i
k k k k
i i
w
M
x x x .  
(10) 
2.3. Unscented Kalman filter 
The UKF is also a derivative-free Kalman filter that requires no calculation of partial derivatives for the state and 
measurement equations [13]. The conventional extended Kalman filter (EKF) provides a first-order approximation 
to the optimal estimates, whereas the UKF can accurately obtain the posterior mean and covariance to their second-
order Taylor expansions using a minimal set of carefully chosen sample points, called sigma points [13].The first 
step in the application of the UKF is to generate the sigma point k as: 
,i P k
i
N P ,  (11) 
0, 1 0
ˆ ˆk x ,  , 1 1 ,ˆ ˆ 1, ,i k k i P i Nx ,  , 1 1 ,ˆ ˆ 1, , 2i k k i N P i N Nx  (12) 
1
ˆ
k kf ,  (13) 
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where i  is the i -th column vector of the lower triangle matrix when applying the Cholesky decomposition to kP , 
N  is the number of state variables and  is the scaling parameter. A one-step prediction of the state variables and 
the error covariance are then given by: 
2
0
,
N
i
i
k i khx ,  (14) 
2
, , 1
0
N
Txx
k i i k k i k k k
i
hM x x V .  (15) 
where 1kV is the system error and ih  is the weight defined by 
1 2ih N .  (16) 
The same procedure is applied to compute ky , 
yy
kM , and 
xy
kM  by defining the sigma vectors k  and k  and 
adding the measurement vector 1kW  as follows: 
, ki M i
N M ,  (17) 
0, 1 0k x ,   , , 1, ,i k k i M i Nx ,   , , 1, , 2i k k i M i N Nx  (18) 
k kg ,  (19) 
2
0
N
k i k
i
hy ,  (20) 
2
, , 1
0
N
Tyy
k i i k k i k k k
i
hM y y W , (21) 
2
, ,
0
N
Txy
k i i k k i k k
i
hM x y .  (22) 
The Kalman gain is computed from the error covariance yykM  and 
xy
kM  by using (23). The optimal estimates ˆ kx
and kP  are updated by using (24) and (25). 
1xy yy
k k kK M M ,  (23) 
ˆ k k k k kx x K y y .  (24) 
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xx xx T
k k k k kP M K M K .  (25) 
3. State space model for six-vehicle platoon 
Assuming that six vehicles form a longitudinal platoon system, the headway and velocity dynamics of each 
platoon vehicle are defined as: 
1
1 1 1
i i i i
k k k k tv v  and 1 1
i i i
k k kv v a t , (26) 
where ik , 
i
kv , and 
i
ka  are the headway, velocity and acceleration rate of vehicle i  at time k . t  denotes a 
discrete time step and is set to 0.1 s. 
The acceleration rate can be defined by a conventional car-following model, which is well known as the Gazis-
Herman-Rotery (GHR) model [14]: 
1i i
k k
n mi i i
k T k k v va v ,  
(27)
 
where , ,m n  are the model parameters and T  represents the vehicle reaction time. For simplicity, the reaction 
time is assumed to be zero ( 0T ) under the assumption that errors due to neglecting T  will be minimized by the 
feedback process of the estimator. For the same reason, it is assumed that 1m n . Substituting (26) with (27), 
velocity is redefined as: 
1
1 11 1 1
i i
k k
n mi i i i
k k k k v vv v v t . 
(28)
 
Equations (26) and (28) are regarded as the state equations, whereas (27) can be used as the measurement 
equation for the state space model of a vehicle platoon. It is noted that velocity is also chosen as a measurement 
variable.
 Since the proposed estimators (PF and UKF) attempt to estimate the headway and velocity of the five following 
vehicles, i.e., second to sixth cars, the state variables to be estimated are: 
2 2 6 6 ( ), ,..., ,
T
k kv vx .  (29) 
Measurement variables include the acceleration rate and velocity of some of the selected vehicles equipped with 
a sensing system. A data sensing vehicle is referred to as the probe car. This research employs scenarios in which 
the number of probe cars is two, three and five, so that the measurement variables are provided as:  
( )
,, , Tk ja ja jb jb ka v a vy or ( ), ,, , ,
T
k ja ja jb jb jc jc k
a v a v a vy or 2 2 6 6 ( ),, ..., ,
T
k ka v a vy  .(30) 
The suffixes , ,ja jb jc are the probe car numbers in the platoon. It is preferable that the velocity of the first 
vehicle is also added to the measurement variables. However, it is not included in the measurement variables in this analysis, but explicitly given to the platoon system since the transition of the first vehicle’s speed cannot be 
described and modeled in the state equation. 
36   Hironori Suzuki /  Procedia Computer Science  24 ( 2013 )  30 – 41 
4. Numerical Analysis 
4.1. Preparation of artificial car-following data 
Given the velocity of the first vehicle, the initial headways and velocities of all other vehicles defined in Table 1, 
(26) and (27) simulate the headway and velocity of the 2nd to 6th vehicles in order to generate the “theoretical” data. 
The simulation was done by a simple C programming. Then, the state-space model adds the system and 
measurement errors to the theoretical data and computes the headway, velocity and acceleration rate for all of the 
five following vehicles. These error-contained data are used as an “observation” of the measurement variables. 
A 22-second car-following of a six-vehicle platoon traveling at a steady speed of around 17 m/s was forced to 
decelerate, nearly come to a complete stop and accelerate again to recover to the state of steady flow.  
Table 1. Initial headway and velocity of all five following vehicles 
 2nd vehicle 3rd vehicle 4th vehicle 5th vehicle 6th vehicle 
Initial headway (m) 25.6 13.4 25.6 13.4 25.6 
Initial velocity (m/s) 15.0 13.6 15.0 13.6 15.0 
4.2.  Scenarios 
Three scenarios are prepared for evaluation such that the acceleration rate and velocity are measured for two 
(Scenario 1), three (Scenario 2) and all five probe cars (Scenario 3) out of the six-vehicle platoon. The vehicles used 
as probe cars are given in Table 2. The probe cars are assumed to be located at the end and/or middle of the platoon 
especially for scenarios 1 and 2 instead of testing all combinations of probe car penetration. In Scenario 1, for 
instance, seven cases are prepared for the numerical analysis by selecting two vehicles out of six as probe cars. The 
second and third vehicles in the platoon are regarded as the probe cars in Case 1, Scenario 1.  
Table 2. Probe car numbers and location in each scenario 
 Case 1 Case 2 Case 3 Case 4 Case 5 Case 6 Case 7 
Scenario 1 (two cars) #2, #3 #2, #4 #2, #5 #2, #6 #4, #6 #5, #6 #3, #6 
Scenario 2 (three cars) #2, #3, #4 #3, #4, #5 #4, #5, #6 #2, #4, #6 n/a n/a n/a 
Scenario 3 (five cars) #2~#6 n/a n/a n/a n/a n/a n/a 
4.3.  Evaluation results 
The analysis attempts to compare the theoretical and estimation of headway and velocity for the two estimators, 
PF and UKF, and also an additional index referred to as “no filter”, which provides estimates without applying any 
feedback filters. Also, root mean square error (RMSE) is computed for each estimator to summarize the estimation 
accuracy. 
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4.3.1.  Two probe cars (scenario 1) 
Figures 1 and 2 show a comparison of the theoretical and estimated headway and velocity for case 2, scenario 1. 
The PF accurately estimates the theoretical state variables for both headway and velocity, whereas the UKF failed to 
yield precise estimates, and in particular, the estimation of velocity. 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. estimates of (a) headway and (b) velocity (Case 2, Scenario 1) 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. comparison between theoretical and estimates for all five following vehicles (upper: headway, lower: velocity) (Case2, Scenario 1) 
Because the findings presented here are only limited for case 2, RMSEs were computed and a comparison is 
shown in Figure 3. The results for case 2 are considered to be caused by a general phenomenon, since the RMSEs of 
the UKF are much larger than that of the PF and quite unstable for all seven cases for both the headway and velocity 
estimations. The PF always yielded precise and stable estimates when two probe cars were used, regardless of their 
location in the six-vehicle platoon. 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3. RMSEs for (a) headway and (b) velocity for all seven cases of Scenario 1 
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4.3.2. Three probe cars (scenario 2) 
The estimation results remain unchanged even when three probe cars are used in Scenario 2. Figures 4 and 5 
compare the theoretical and estimated headway and velocity for Case 4, Scenario 2. The estimated velocity is very 
close to the theoretical one for both PF and UKF, whereas the headway by UKF has a significant over- and under- 
estimations. Figure 6 shows that the errors caused by the UKF are still significantly larger than that of the PF and 
unstable for both the headway and velocity estimations, even though the velocity was accurately estimated in some 
cases. When comparing the RMSEs of the PF between scenarios 1 and 2, the absolute errors decrease if the number 
of probe cars increases. A larger number of observations will contribute to an increase in estimation accuracy for the 
PF. 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4. estimates of (a) headway and (b) velocity (Case 4, Scenario 2)zz 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5. comparison between theoretical and estimated results for all five following vehicles (upper: headway, lower: velocity) (Case 4, Scenario 2) 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6. RMSEs for (a) headway and (b) velocity for all four cases in Scenario 2  
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4.3.3. Five probe cars (scenario 3) 
In contrast to Scenarios 1 and 2, the opposite occurrence is observed when installing the sensing system to all 
five following vehicles. As shown in Figures 7 and 8, no over- or under-estimations were observed for the headway 
and velocity estimations for the UKF, whereas there is an overestimation of headway and an underestimation of 
velocity when the PF is applied. Figure 9 shows that the estimation accuracy of the PF is worth than PF although the 
performance of PF is better than UKF in Scenarios 1 and 2.  
 
 
 
 
 
 
 
 
 
 
 
Fig.7. estimates of (a) headway and (b) velocity (Case 1, Scenario 3) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 8. comparison between theoretical and estimated results for all five following vehicles (upper: headway, lower: velocity) (Case 1, Scenario 3) 
 
 
 
 
 
 
 
 
 
 
 
Fig. 9. RMSEs for headway and velocity in Scenario 3 
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4.4.  Discussion 
As with the estimations by the UKF, it is natural to say that a larger number of measurements increases 
estimation accuracy. In other words, however, the estimation accuracy of the UKF can meet such a requirement only 
when all vehicles in the platoon are equipped with the sensing system. Even the use of three probe cars out of the 
five following vehicles is not enough to estimate headway and velocity accurately. As illustrated in Figure 3, for 
example, the estimations made by the UKF are quite unstable when considering the real world installation of the 
estimation system. 
On the other hand, the PF has the ability to estimate headway and velocity accurately even when only two 
vehicles are used as probe cars in the platoon. Even with a lower number of measurements, the PF is able to 
accurately estimate the dynamic state of the platoon vehicles that are equipped with no sensing system. This great 
advantage of the PF comes from its theoretical background. As stated in Section 2.1, the posterior and prior 
probability in (4) and (5) should be of a Gaussian distribution that has only one peak, even for the UKF. For the PF, 
however, there is no restriction or assumption to use Gaussian distributions as the PDFs. This significant feature of 
the PF contributes to an increase in the estimation accuracy even when the number of probe cars is very low. 
However, it should be noted that more a precise investigation is required to clarify the reasons why the accuracy of 
the PF decreases when all five probe cars are used for the estimation. 
5. Conclusion 
This study applied a PF and an UKF to estimate the headway and velocity of a large vehicle platoon, a six-
vehicle platoon. These two feedback estimators were used to estimate headway and velocity indirectly from several 
measurement variables, such as acceleration rate and velocity, of some selected vehicles in the platoon. To evaluate 
the performance of the proposed two estimators, artificial car-following data were created to cover various ranges of 
speed, which included acceleration and deceleration situations. Furthermore, estimation accuracy was compared 
while varying the number of probe cars installed in the platoon. A numerical analysis provided the following: 
 The PF performs very well and accurately estimates headway and velocity even when the number of probe cars is 
lower, such as two or three vehicles out of five, regardless of their location. However, the UKF failed to estimate 
these parameters at an acceptable level and the estimation error was extremely large and unstable when the 
number of probe cars is low.  
 If the system observes the measurement variables for all platoon vehicles (i.e., all five following vehicles are 
regarded as the probe cars), the estimation accuracy of the UKF is improved and becomes much higher than that 
of the PF. 
The UKF yielded stable and accurate estimates only when all vehicles were equipped with the sensing system, 
whereas the PF did not require many probe cars to generate accurate estimates at an acceptable level regardless of 
the location of the probes in the platoon.  
Further issues should be addressed to extend this evaluation to a more general car-following scenario in which a 
much longer time period is used. In this case, the system and measurement equations should be replaced with a 
different model, such as a neural network, to more accurately describe the nonlinearity of the state space model. 
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