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Abstract
Connection coefﬁcients between the two-variable Bernstein and Jacobi polynomial families on the triangle are given explicitly as
evaluations of two-variable Hahn polynomials. Dual two-variable Bernstein polynomials are introduced. Explicit formula in terms
of two-variable Jacobi polynomials and a recurrence relation are given.
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1. Introduction
Bernstein polynomials of two variables of degree n ∈ N0 (see, e.g., [6, Section 18.4]),
Bnij (x, y) :=
(n
i
)(n − i
j
)
xiyj (1 − x − y)n−i−j (0 i + jn), (1.1)
form a basis in the space of all two-variable polynomials, of degree n. Recall that any bivariate polynomial qn(x, y)
of total degree less than or equal to n has on the triangle
T := {(x, y) : x, y0, 1 − x − y0}
a unique Bézier representation, of the form
qn(x, y) =
∑
i+jn
nij B
n
ij (x, y). (1.2)
In some CAGD applications, as for instance surface smoothing problem, polynomial approximants to a function are
obtained in the form
qn(x, y) =
∑
0 lkn
kl Pkl(x, y), (1.3)
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where Pkl(x, y) (0 lkn) are two-variable polynomials, which form an orthogonal system on the triangle T. Now,
there is a need of efﬁcient methods of transformations of the orthogonal polynomial form (1.3) to Bézier form (1.2),
and vice versa. Recently, this problem was discussed by Farouki et al. [7] in case when the polynomials Pkl(x, y) are
a special form of the two-variable Jacobi polynomials, introduced by Koornwinder [11].
In this paper, we consider connections between the Bernstein and Jacobi families, of the type
Bnij (x, y) =
∑
0kmn
cmk(n, i, j) P
(,,)
mk (x, y), (1.4)
P
(,,)
mk (x, y) =
∑
i+jn
aij (n,m, k)B
n
ij (x, y) (mn). (1.5)
Here P (,,)nk (x, y) (n ∈ N; k = 0, 1, . . . , n) are two-variable Jacobi polynomials, deﬁned by ([11]; see also [5, p.
86])
P
(,,)
nk (x, y) := h−1nk R(2k++,−1/2)n−k (x) (1 − x)k R(−1/2,−1/2)k
(
y
1 − x
)
, (1.6)
where , , > − 12 ,
R
(,)
m (t) := (+ 1)m
m! 2F1
( −m,m + + + 1
+ 1
∣∣∣∣ 1 − t
)
(1.7)
is the mth shifted Jacobi polynomial in one variable [10, Section 1.8], and
h2nk ≡ [h(,,)nk ]2 :=
(+ 12 )n−k(+ 12 )k(+ 12 )k(k + )n+1
k!(n − k)!(2k + )(2n/+ 1)()n+k (1.8)
with
 := + ,  := + + + 12 .
In the paper, we use the notation
rFs
(
a1, . . . , ar
b1, . . . , bs
∣∣∣∣ z
)
:=
∞∑
k=0
(a1, . . . , ar )k
(1, b1, . . . , bs)k
zk
for the generalized hypergeometric series (see, e.g., [1, Section 2.1]); here r, s ∈ Z+, z, a1, . . . , ar , b1, . . . , bs ∈ C,
and (c)k is the shifted factorial, deﬁned for any c ∈ C by
(c)0 := 1, (c)k := c(c + 1) · · · (c + k − 1) (k1).
In the sequel, we make use of the convention
(c1, c2, . . . , cp)k :=
p∏
j=1
(cj )k .
Polynomials (1.6) are orthonormal in the region T with respect to the weight function
w
(,,)
J (x, y) := A(,,)x−1/2y−1/2(1 − x − y)−1/2, (1.9)
where
A(,,) := 	(+ 1)
	(+ 12 )	(+ 12 )	(+ 12 )
; (1.10)
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in other words,
〈P (,,)ml , P (,,)nk 〉 = 
mn
lk , (1.11)
where
〈f, g〉 :=
∫∫
T
f (x, y) g(x, y)w
(,,)
J (x, y) dx dy. (1.12)
In Section 2, we show that the connection coefﬁcients cmk(n, i, j) and aij (n,m, k) in (1.4) and (1.5), respectively,
can be given in terms of Hahn polynomials in two variables ([9]; see also [14], or [16], where a slightly different
notation is used),
Hnk(x, y; a, b, c,N) := (N − n + 1)n−k(a + 1)n−k(b + 1)k(−x − y)k
× Qn−k(N − x − y; a, 2k + b + c + 1, N − k)
× Qk(x; b, c, x + y), (1.13)
where n = 0, 1, . . . , N ; k = 0, 1, . . . , n; a, b, c > − 1; N ∈ N, and
Qm(t; , ,M) := 3F2
( −m,m + + + 1,−t
+ 1,−M
∣∣∣∣ 1
)
(1.14)
is themthHahn polynomial in one variable [10, Section 1.5]. Polynomials (1.13) are orthogonal in the discrete triangular
region
TN := {(x, y) : x, y ∈ N0, N − x − y0},
with respect to the weight function w(a,b,c,N)H (x, y) := (b + 1)x(c + 1)y(−N)x+y/x!y!(−a − N)x+y .
In Section 3, we introduce the dual two-variable Bernstein polynomials of degree n ∈ N0,
Dnij (x, y; , , ) (i = 0, 1, . . . , n; j = 0, 1, . . . , i),
deﬁned so that
〈Bnij , Dnlm〉 = 
il
jm.
Obviously, the Bézier coefﬁcients nij in (1.2) are given by
nij = 〈qn, Dnij 〉.
In Section 3.1, we give a recurrence relation satisﬁed by Dnij . In Section 3.2, we express explicitly the dual basis D
n
ij
in terms of Jacobi polynomial basis P (,,)mk (x, y); the connection coefﬁcients are evaluations of two-variable Hahn
polynomials (1.13). An inverse formula is also given (see Section 3.3).
Finally, in Section 4, we point out to an application of the obtained results in surface smoothing.
2. Connections between two-variable Bernstein and Jacobi polynomials
2.1. Jacobi polynomial form of two-variable Bernstein polynomials
Theorem 2.1. For any i, j, n ∈ N0 such that i + jn, we have the expansion
Bnij (x, y) =
∑
0kmn
cmk(n, i, j) P
(,,)
mk (x, y), (2.1)
where
cmk(n, i, j) = (−1)m−k
(n
i
)(n − i
j
)(m
k
) (+ 12 )i(+ 12 )j (+ 12 )n−i−j
hmk m!(+ 1)n+m
× Hmk(j, n − i − j ; − 12 , − 12 , − 12 , n). (2.2)
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Remark 2.2. Observe that cmk(n, i, j) = 0 for k >n − i (cf. (2.9), below).
Proof. It is easy to see that
Bnij (x, y) = Bni (x)Bn−ij
(
y
1 − x
)
, (2.3)
where we use the notation
BNi (u) =
(
N
i
)
ui(1 − u)N−i (0 iN) (2.4)
for the one-variable Bernstein polynomials of degree N (see, e.g., [6, Section 4.1]). Recall that
(i − N)k BNi (x) = (−N)k (1 − x)kBN−ki (x) (0 i, kN), (2.5)
where we adopt the convention that BMi (x) ≡ 0 for i >M . Remember that the polynomial BNi (0 iN ) can be for
N represented in the form ([15]; see also [12])
BNi (x) =
∑
j=0
(−N)j Aj (N, i, , )R(,)j (x), (2.6)
where
Aj(N, i, , ) :=
(
N
i
)
(+ 1)N−i (+ 1)i(2j + + + 1)
(+ 1)j (j + + + 1)N+1 Qj(i, , , N). (2.7)
Using (2.3), (2.5), (1.6) and (2.6), we obtain
Bnij (x, y) = Bni (x)Bn−ij
(
y
1 − x
)
=
n∑
k=0
(−n)k Ak(n − i, j, − 12 , − 12 )
× R(−1/2,−1/2)k
(
y
1 − x
)
(1 − x)kBn−ki (x)
=
n∑
k=0
(−n)k Ak(n − i, j, − 12 , − 12 )R(−1/2,−1/2)k
(
y
1 − x
)
× (1 − x)k
n−k∑
l=0
(k − n)l Al(n − k, i, 2k + , − 12 )R(2k+,−1/2)l (x)
=
n∑
m=0
m∑
k=0
cmk(n, i, j) P
(,,)
mk (x, y),
where
cmk(n, i, j) = hmk (−n)m Ak(n − i, j, − 12 , − 12 )Am−k(n − k, i, 2k + , − 12 ).
Using (2.7), we get
cmk(n, i, j) = hmk (2m + )(2k + )(m + )k(k − n)m−k
(+ 12 )k(k + )m+1(m + )n+1
×
(n
i
)(n − i
j
)
(i − n)k(+ 12 )i(+ 12 )j (+ 12 )n−i−j
× Qm−k(i; − 12 , 2k + , n − k)
× Qk(j ; − 12 , − 12 , n − i). (2.8)
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Hence, in view of (1.8) and
Hmk(j, n − i − j ; − 12 , − 12 , − 12 , n)
= (−1)m−k(+ 12 )m−k(k − n)m−k(+ 12 )k(i − n)k
× Qm−k(i; − 12 , 2k + , n − k)
× Qk(j ; − 12 , − 12 , n − i) (2.9)
(cf. (1.13)), follows (2.2). 
2.2. Bernstein–Bézier form of two-variable Jacobi polynomials
Let us recall that dual Hahn polynomials of one variable are deﬁned by [10, Section 1.6]
Rm((t); , ,M) := 3F2
( −m,−t, t + + + 1
+ 1,−M
∣∣∣∣ 1
)
(0mM) (2.10)
with (t) := t (t + + + 1). Also, remember that the following relation holds:
Qk(t; , ,M) = Rt((k); , ,M), (2.11)
where we use the notation (1.14) (see, e.g., [10, p. 34]).
Theorem 2.3. For any k,m, n ∈ N0 such that 0kmn, we have the expansion
P
(,,)
mk (x, y) =
∑
i+jn
aij (n,m, k)B
n
ij (x, y), (2.12)
where
aij (n,m, k) = C(m, k) (k − n)i
(−n)i Ri((m − k); −
1
2 , 2k + , n − k)
× Rj ((k); − 12 , − 12 , n − i) (2.13)
=
(m
k
) (−1)k Hmk(j, n − i − j ; − 12 , − 12 , − 12 , n)
m!(−n)mhmk (2.14)
with (m − k) := (m − k)(m + k + ), (k) := k(k + ), and
C(m, k) := (−1)m (+
1
2 )m−k(+ 12 )k
k!(m − k)!hmk . (2.15)
Remark 2.4. Observe that aij (n,m, k) = 0 for i > n − k (cf. (2.13), or (2.9)).
Proof. Using the identity ([3]; see also [12], or [13])
R
(,
)
s (t) = (−1)s (
+ 1)s
s!
N∑
j=0
Rj (s(s + + 
+ 1); 
, , N)BNj (t),
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(2.5) and (2.3), we obtain
hmk P
(,,)
mk (x, y)
= R(2k+,−1/2)m−k (x) (1 − x)k R(−1/2,−1/2)k
(
y
1 − x
)
= Um−k
n−k∑
i=0
Ri((m − k); − 12 , 2k + , n − k)
× Bn−ki (x) (1 − x)k R(−1/2,−1/2)k
(
y
1 − x
)
= Um−k
n−k∑
i=0
(k − n)i
(−n)i Ri((m − k); −
1
2 , 2k + , n − k)Bni (x)
× Uk
n−i∑
j=0
Rj ((k); − 12 , − 12 , n − i) Bn−ij
(
y
1 − x
)
= Um−k Uk
n∑
i=0
n−i∑
j=0
(k − n)i
(−n)i Ri((m − k); −
1
2 , 2k + , n − k)
× Rj ((k); − 12 , − 12 , n − i) Bnij (x, y),
where we use the notation Ur := (−1)r ( + 12 )r/r!. Now, formula (2.13) can be readily deduced. Variant (2.14)
follows by (2.11) and (2.9). 
Corollary 2.5. The following equations hold:∑
0kmn
aij (n,m, k) cmk(n, r, s) = 
ir
js (i + jn; r + sn), (2.16)
∑
0 i+jn
aij (n,m, k) cpq(n, i, j) = 
mp
kq (kmn; qpn), (2.17)
where the notation used is that of (2.2) and (2.13).
Proof. The result follows by (2.1) and (2.12). 
Corollary 2.6. For any k, n ∈ N0 such that 0kn, we have
P
(,,)
nk (x, y) =
∑
0 i+jn
a∗ij (n, k)Bnij (x, y), (2.18)
where
a∗ij (n, k) = C(n, k)
(k − n,−k − n − )i
(−n, + 12 )i
Rj (k(k + ); − 12 , − 12 , n − i). (2.19)
Here C(n, k) has the meaning given in (2.15).
Remark 2.7. Notice that a∗ij (n, k) = 0 for i > n − k.
Proof. Putting m := n in (2.12)–(2.13), we obtain the formula (2.18) with
a∗ij (n, k) = aij (n, n, k) = C(n, k)
(k − n)i
(−n)i Ri((n − k); −
1
2 , 2k + , n − k)
× Rj ((k); − 12 , − 12 , n − i).
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Hence, (2.19) follows, as
Ri((n − k); − 12 , 2k + , n − k) = 2F1
( −i, k + n + 
+ 12
∣∣∣∣ 1
)
= (−k − n − )i
(+ 12 )i
(cf. (2.10) and, e.g., [1, p. 69]). 
Lemma 2.8. Coefﬁcients a∗ij ≡ a∗ij (n, k), deﬁned by (2.19), satisfy the recurrence relation
(i + + 12 ) a∗i+1,j + (j + + 12 ) a∗i,j+1 + (n − i − j + − 12 ) a∗ij = 0 (0 i + jn − 1) (2.20)
with the initial values
a∗00 := C(n, k), a∗i+1,0 :=
(n − k − i)(n + + k − i)
(i − n)(i + + 12 )
a∗i0 (0 in − 1). (2.21)
Remark 2.9. Eq. (2.20) may be obtained by analytic continuation method from a difference equation given in [4] for
quantities (2.9) with m = n, and = −a − 12 , = −b − 12 , = −c − 12 , where a, b and c are nonnegative integers.
Remark 2.10. Note that (2.20), being an extension of a relation given in [7] for  =  =  = 12 (case of two-variable
Legendre polynomials), together with (2.21) allows to compute all the elements of the table a∗ij (0 i + jn).
Proof. Contiguous functions
F := 3F2
(
a, b, c
d, e
∣∣∣∣ 1
)
, F (a−) := 3F2
(
a − 1, b, c
d, e
∣∣∣∣ 1
)
,
F(d+) := 3F2
(
a, b, c
d + 1, e
∣∣∣∣ 1
)
satisfy equation
(d − b)(d − c) F (d+) + d(e − a)F (a−) + d(a + b + c − d − e)F = 0. (2.22)
This may be justiﬁed using [1, (3.7.10), (3.7.12) and (3.7.14)]. Let us write formula (2.19) as
a∗ij (n, k) = C(n, k)
(k − n,−k − n − )i
(−n, + 12 )i
fij , (2.23)
where
fij := 3F2
( −j,−k, k + 
+ 12 , i − n
∣∣∣∣ 1
)
(cf. (2.10)). Obviously, fi0 = 1 for i = 0, 1, . . . , n, so that formulae (2.21) now readily follow.Applying identity (2.22)
to F := fij , we get
(i + k − n)(i − k − n − ) fi+1,j + (i − n)(n − i − j + − 12 ) fij + (i − n)(j + + 12 ) fi,j+1 = 0,
and (2.20) follows by (2.23). 
3. Dual two-variable Bernstein polynomials
Dual two-variable Bernstein polynomials of degree n ∈ N0,
Dnij (x, y; , , ) (0 i + jn), (3.1)
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are deﬁned so that
〈Bnij , Dnlm〉 = 
il
jm, (3.2)
where we use the notation of (1.12). Obviously, the Bézier coefﬁcients nij in
qn(x, y) =
∑
i+jn
nij B
n
ij (x, y)
are given by
nij = 〈qn, Dnij 〉.
However, little is known about the dual two-variable Bernstein bases. In Section 3.1, we give a recurrence relation sat-
isﬁed byDnij . In Section 3.2, we express explicitly the dual basisD
n
ij in terms of Jacobi polynomial basis P
(,,)
mk (x, y);
the connection coefﬁcients are evaluations of two-variable Hahn polynomials (1.13). An inverse formula is given in
Section 3.3.
3.1. Recurrence relation for the dual two-variable Bernstein polynomials
Theorem 3.1. Dual Bernstein polynomials of two variables satisfy the recurrence relation
Dn+1ij (x, y; , , ) =
i
n + 1 D
n
i−1,j (x, y; , , ) +
j
n + 1 D
n
i,j−1(x, y; , , )
+
(
1 − i + j
n + 1
)
Dnij (x, y; , , )
+
n+1−i∑
l=0
ϑl (n, i, j) P
(,,)
n+1,l (x, y), (3.3)
where 0 i + jn + 1; Dnij = 0 for i, j < 0 or i, j >n, and
ϑl (n, i, j) := (−1)n+1−l (i − n − 1)l(+
1
2 )n+1−l (+ 12 )l(−1 − l − n − )i
l!(n + 1)! (+ 12 )i hn+1,l
× Ql(j ; − 12 , − 12 , n + 1 − i). (3.4)
Proof. Given a polynomial qn(x, y) of total degree n, we have
qn(x, y) =
∑
0 i+jn
〈qn, Dnij 〉Bnij (x, y). (3.5)
Using the identity
Bnij (x, y) =
i + 1
n + 1 B
n+1
i+1,j (x, y) +
j + 1
n + 1 B
n+1
i,j+1(x, y) +
(
1 − i + j
n + 1
)
Bnij (x, y),
where we adopt the convention that BNij (x, y) = 0 for i, j < 0 or i, j >N , we obtain
qn(x, y) =
∑
0 i+jn+1
〈
qn,
i
n + 1 D
n
i−1,j +
j
n + 1 D
n
i,j−1 +
(
1 − i + j
n + 1
)
Dnij
〉
Bn+1ij (x, y).
Comparing this result with a representation of qn(x, y) as a linear combination of Bn+1ij (x, y), analogous to (3.5), we
obtain
〈qn, Dn+1ij 〉 =
〈
qn,
i
n + 1 D
n
i−1,j +
j
n + 1 D
n
i,j−1 +
(
1 − i + j
n + 1
)
Dnij
〉
,
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thus, the polynomial
z := Dn+1ij −
i
n + 1 D
n
i−1,j −
j
n + 1 D
n
i,j−1 −
(
1 − i + j
n + 1
)
Dnij
of total degree n + 1 must have the form
z(x, y) =
n+1∑
l=0
ϑl (n, i, j) P
(,,)
n+1,l (x, y).
The coefﬁcients ϑl (n, i, j) can be obtained using (2.18), namely we have
ϑl (n, i, j) = 〈z, P (,,)n+1,l 〉 = 〈Dn+1ij , P (,,)n+1,l 〉
=
∑
s+tn+1
a∗st (n + 1, l)〈Dn+1ij , Bn+1st 〉 = a∗ij (n + 1, l),
where the coefﬁcient a∗ij (n+ 1, l) is deﬁned according to (2.19); in particular, it vanishes for l > n+ 1− i (cf. Remark
2.7). Using (2.11), formula (3.4) follows. 
3.2. Jacobi polynomial form of dual two-variable Bernstein polynomials
Theorem 3.2. Dual two-variable Bernstein polynomials (cf. (3.1)) have the following representation:
Dnij (x, y; , , ) =
∑
0kmn
bmk(n, i, j) P
(,,)
mk (x, y) (i = 0, 1, . . . n; j = 0, 1, . . . , i), (3.6)
where
bmk(n, i, j) =
(m
k
) (−1)k Hmk (j, n − i − j ; − 12 , − 12 , − 12 , n)
m!(−n)m hmk . (3.7)
Proof. Substituting (3.6) and (2.1) into (3.2), we obtain

ir
js = 〈Bnrs, Dnij 〉 =
∑
0kmn
0qpn
bpq(n, i, j)cmk(n, r, s)〈P (,,)mk , P (,,)pq 〉
=
∑
0kmn
0qpn
bpq(n, i, j)cmk(n, r, s)
mp
kq
=
∑
0kmn
bmk(n, i, j)cmk(n, r, s).
Hence, by (2.16), it follows that bmk(n, i, j) = aij (n,m, k), where aij (n,m, k) is deﬁned according to (2.14). 
An alternative formula for dual bivariate Bernstein polynomials is given in the next theorem. Let us recall that
one-variable dual Bernstein basis polynomials of degree n,
Dn0 (x; , ), Dn1 (x; , ), . . . , Dnn(x; , ),
are deﬁned so that
〈Dni , Bnj 〉, = 
ij (i, j = 0, 1, . . . , n),
where Bn0 , B
n
1 , . . . , B
n
n are univariate Bernstein polynomials of degree n (cf. (2.4)), and
〈f, g〉, :=
∫ 1
0
f (x) g(x) (1 − x)x dx.
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Recently, it was shown that (cf. [13, Eq. (5.14)])
Dnh(x; , ) = C
n∑
l=0
(−1)l (2l/+ 1)()l
(+ 1)l Ql(h; , , n)R
(,)
l (x), (3.8)
where C := 	(+ 1)/(	(+ 1)	(+ 1)),  := + + 1, and 0hn.
Theorem 3.3. For any i = 0, 1, . . . n; j = 0, 1, . . . , i, we have
Dnn−i,j (x, y; , , ) =
i∑
k=0
ek(n, i, j) (1 − x)kR(−1/2,−1/2)k
(
y
1 − x
)
× Dn−kn−i (x; 2k + , − 12 ), (3.9)
where
ek(n, i, j) = K (−1)k (2k/+ 1)(−i, )k
(−n, + 12 )k
Qk(j ; − 12 , − 12 , i) (3.10)
with K := 	(+ 1)	(+ 12 )/	(+ 1).
Remark 3.4. In particular, we have
Dnn0(x, y; , , ) = K Dnn(x; , − 12 ) =
(+ 1)n
(+ 12 )n
R
(+1,−1/2)
n (x).
The last equality follows by [13, Eq. (5.19)].
Proof. Transforming (3.6) by using subsequently (2.9), (1.6), (1.8) and (3.8), we obtain
Dnn−i,j (x, y; , , )
=
n∑
m=0
m∑
k=0
(−1)kHmk(j, i − j ; − 12 , − 12 , − 12 , n)
k!(m − k)!(−n)mhmk P
(,,)
mk (x, y)
=
n∑
m=0
m∑
k=0
(−1)m (+
1
2 )m−k(k − n)m−k(+ 12 )k(−i)k
h2mk k!(m − k)!(−n)m
× Qm−k(n − i; − 12 , 2k + , n − k)Qk(j ; − 12 , − 12 , i)
× R(2k+,−1/2)m−k (x)(1 − x)kR(−1/2,−1/2)k
(
y
1 − x
)
=
n∑
k=0
(−1)k (−i)k(2k/+ 1)()2k
(−n)k(+ 12 )k(k + )k
Qk(j ; − 12 , − 12 , i)
× (1 − x)k R(−1/2,−1/2)k
(
y
1 − x
) n−k∑
l=0
(2l/(2k + ) + 1)(2k + )l
(−1)l(2k + + 1)l
× Ql(n − i; − 12 , 2k + , n − k)R(2k+,−1/2)l (x)
= K
i∑
k=0
(−1)k (2k/+ 1)(−i, )k
(−n, + 12 )k
Qk(j ; − 12 , − 12 , i)
× (1 − x)k R(−1/2,−1/2)k
(
y
1 − x
)
Dn−kn−i (x; 2k + , − 12 ). 
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3.3. Dual Bernstein polynomial form of two-variable Jacobi polynomials
Theorem 3.5. For any k,m, n ∈ N0 such that 0kmn, we have
P
(,,)
mk (x, y) =
∑
i+jn
dij (n,m, k)D
n
ij (x, y; , , ), (3.11)
where
dij (n,m, k) =
(n
i
)(n − i
j
)
(+ 12 )i(+ 12 )j (+ 12 )n−i−j
×
(m
k
) (+ 12 )m−k(+ 12 )k(k − n)m−k(i − n)k
hmk m!(+ 1)n+m
× Ri((m − k); − 12 , 2k + , n − k)
× Rj ((k); − 12 , − 12 , n − i) (3.12)
= (−1)m−k
(n
i
)(n − i
j
)(m
k
) (+ 12 )i(+ 12 )j (+ 12 )n−i−j
hmk m!(+ 1)n+m
× Hmk(j, n − i − j ; − 12 , − 12 , − 12 , n) (3.13)
with (m − k) := (m − k)(m + k + ), (k) := k(k + ).
Proof. Using (3.11) and (2.12), we obtain

mr
ks = 〈P (,,)mk , P (,,)rs 〉 =
∑
i+jn
p+qn
dij (n,m, k)apq(n, r, s)〈Dnij , Bnpq〉
=
∑
i+j  n
p+qn
dij (n,m, k)apq(n, r, s)
ip
jq
=
∑
i+jn
dij (n,m, k)aij (n, r, s).
Hence, by (2.17), it follows that dij (n,m, k) = cmk(n, i, j), where cmk(n, i, j) is deﬁned according to (2.8) (version
(3.12)), or (2.2) (version (3.13)). 
4. Applications
In computer-aided geometric design it is often necessary to ﬁnd for a given function f the polynomial qn of degree
n that minimizes

2 := 〈f − qn, f − qn〉 (4.1)
(see, e.g., [7]). The parameters ,  and  in the deﬁnition (1.12) of the inner product may be chosen so that some
speciﬁc approximation effects are obtained; in practice, for simplicity one can take ===1/2 (ibidem). Obviously,
the solution can be given in the form
qn(x, y) =
∑
0 lkn
kl Pkl(x, y), (4.2)
where Pkl(x, y) ≡ P (,,)kl (x, y), and
kl := 〈f, Pkl〉/〈Pkl, Pkl〉 (0 lkn). (4.3)
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Note that the coefﬁcients kl do not depend on n. However, the preferred output representation should be compatible
with CAGD conventions, e.g. Bernstein–Bézier form. Furthermore, usually the degree n of the polynomial qn is not
known a priori. Instead, the degree is successively increased until the approximation error (4.1) diminishes below the
prescribed value.
4.1. Conversion from orthogonal polynomial form to Bézier form
Let qn be a polynomial given by the formula (4.2), and let the coefﬁcients kl be known. Using (2.12) in (4.2), we
ﬁnd that the coefﬁcients nij in the Bernstein basis representation,
qn(x, y) =
∑
i+jn
nij B
n
ij (x, y), (4.4)
can be given by the formula
nij =
∑
0 lkn
aij (n, k, l)kl , (4.5)
where the notation used is that of (2.13).
4.2. Recursive construction of Bézier form for least-squares approximation polynomials
Now, consider the problem of converting the polynomial
qn+1(x, y) =
∑
0 lkn+1
kl Pkl(x, y) = qn(x, y) +
n+1∑
l=0
n+1,l Pn+1,l(x, y)
to the Bézier form
qn+1(x, y) =
∑
i+jn+1
n+1ij B
n+1
j (x, y),
under the assumption that the Bézier coefﬁcients nij of the polynomial qn(x, y) are known (cf. (4.4)). Observing that
nij = 〈f,Dnij 〉 (i = 0, 1, . . . , n; j = 0, 1, . . . , n − i),
and using recurrence relation (3.3), we obtain the recursion formula
n+1ij =
i
n + 1
n
i−1,j +
j
n + 1
n
i,j−1 +
(
1 − i + j
n + 1
)
nij +
n+1−i∑
l=0
ϑl (n, i, j)n+1,l (0 i + jn + 1),
where the notation (3.4) is used.
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Appendix A. Connection problems for bivariate Jacobi polynomials
In this section, we give explicit form for the connection between two-variable Jacobi polynomials, and for the so-
called inverse representation formula. (These results, though loosely related to the main subject of the paper, seem to be
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interesting enough to be quoted here). We omit the proofs, which are based on the use of generalized hypergeometric
function representation of Beta type integrals involving product of one-variable Jacobi polynomials ([8, 2, Eq. (7.28)]).
Theorem A.1. For any m, n ∈ N0 such that 0mn, and a, b, c, , , > − 12 , we have
P (a,b,c)nm (x, y) =
∑
0 lkn
pkl(n,m, a, b, c, , , ) P
(,,)
kl (x, y), (A.1)
where
pkl(n,m, a, b, c, , , ) = (−1)m+l
( n
m
) (m
l
)(k − m − 1
k − l
)
× (+
1
2 )k−l (+ 12 , + 12 ,m + )l
h
(,,)
kl n!(+ 1)2l
× (+ 1)m+l (2m + + 1)n−m(b +
1
2 )m
h
(a,b,c)
nm (b + 12 )l(+ 1)k+m
× 4F3
(
m − n,m + n + , l + m + + 1,m − l + 1
2m + + 1, k + m + + 1,m − k + 1
∣∣∣∣ 1
)
× 3F2
(
l − m, l + m + , l + + 12
2l + + 1, l + b + 12
∣∣∣∣∣ 1
)
(A.2)
with  := + ,  := + + + 12 ,  := b + c, and  := a + b + c + 12 .
Theorem A.2. For any i, j ∈ N0 and , , > − 12 , we have
(1 − x)iyj =
∑
0 lkn
qkl(i, j, , , ) P
(,,)
kl (x, y) (n := i + j), (A.3)
where
qkl(i, j, , , ) = (−1)k+l
(
j
l
)(
n − l
k − l
)
× (+
1
2 )k−l (+ 12 )j (+ 12 )l(+ 1)n+l
h
(,,)
kl (+ 1)n+k(+ 1)j+l
. (A.4)
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