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Abstract
In this thesis, analytical analysis and design techniques for wireless com-
munications with diversity are studied. The impact of impairments such
as correlated fading is analyzed using statistical models. Countermea-
sures designed to overcome, or even exploit, such eﬀects are proposed
and examined. In particular two applications are considered, satellite
broadcast to vehicular terminals and communication using transmitters
and receivers equipped with multiple antennas.
Mobile satellite broadcast systems oﬀer the possibility of high data
rate services with reliability and ubiquitous coverage. The design of sys-
tem architectures providing such services requires complex trade-oﬀs in-
volving technical, economical, and regulatory aspects. A satisfactory
availability can be ensured using space, terrestrial, and time diversity
techniques. The amount of applied diversity aﬀects the spectral eﬃ-
ciency and system performance. Also, dedicated satellite and terrestrial
networks represent signiﬁcant investments and regulatory limitations may
further complicate system design.
The work presented in this thesis provides insights to the technical
aspects of the trade-oﬀs above. This is done by deriving an eﬃcient
method for estimating what resources in terms of spectrum and delay
are required for a broadcast service to reach a satisfactory number of end
users using a well designed system. The results are based on statistical
models of the mobile satellite channel for which eﬃcient analytical design
and error rate estimation methods are derived. We also provide insight to
the achievable spectral eﬃciency using diﬀerent transmitter and receiver
conﬁgurations.
Multiple-element antenna communication is a promising technology
for future high speed wireless infrastructures. By adding a spatial dimen-
sion, radio resources in terms of transmission power and spectrum can be
used more eﬃciently. Much of the design and analysis work has focused
iv
on cases where the transmitter either has access to perfect channel state
information or it is blind and the spatial channels are uncorrelated.
Herein, systems where the fading of the spatial channels is correlated
and/or the transmitter has access to partial channel state information are
considered. While maintaining perfect channel knowledge at the trans-
mitter may prove diﬃcult, updating parameters that change on a slower
time scale could be realistic. Here we formulate analysis and design
techniques based on statistical models of the multichannel propagation.
Fundamental properties of the multi-element antenna channel and limi-
tations given by information theory are investigated under an asymptotic
assumption on the number of antennas on either side of the system. For
example, limiting normal distributions are derived for the squared sin-
gular values of the channel matrix and the mutual information. We also
propose and examine a practical scheme capable of exploiting partial
channel state information.
In both applications outlined above, by using statistical models of
the channel characteristics in the system design, performance can be
improved. The main contribution of this thesis is the development of
eﬃcient techniques for estimating the system performance in diﬀerent
scenarios. Such techniques are vital to obtain insights to the impact of
diﬀerent impairments and how countermeasures against these should be
designed.
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Chapter 1
Introduction
In this thesis we consider analysis and design techniques for wireless com-
munications with diversity. Based on statistical channel models, methods
are proposed for two diﬀerent applications; satellite broadcast to moving
vehicles and multiple-input multiple-output point to point communica-
tion. Digital mobile broadcast allows for traditional services such as audio
and video but other, mobile speciﬁc, services like travel information, map
updates and other data services could also be envisioned. Using a satel-
lite system potentially oﬀers the possibility of reliability and ubiquitous
coverage in an eﬃcient manner. Multiple-input, multiple-output, MIMO,
communication systems employ multiple antennas on both the transmit-
ter and the receiver sides of the communication link. This way, the lim-
ited spectral and power resources available can be used more eﬃciently
creating a foundation for tomorrow’s high speed wireless connections.
The purpose of this chapter is to provide a general introduction and
a road-map to the thesis. Section 1.1 provides high level problem formu-
lations and main contributions. A brief introduction to digital wireless
communication systems with emphasis on topics considered in this the-
sis is found in Section 1.2. Section 1.3 provides a background to the
considered mobile satellite broadcast system. An overview of systems
currently deployed, in deployment and in design is provided. We outline
how the overall design process of a commercial mobile satellite broadcast
system could be envisioned and discuss where our results may contribute.
In Section 1.4 we motivate the interest in MIMO communications. To
that end we attempt to provide some intuition to the gain in capacity
that multi-antenna systems can provide. We also provide a background
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to the considered problems. Someone already familiar with these topics
may wish to skip ahead to Section 1.5 which outlines the rest of the the-
sis. Appendix 1.A brieﬂy presents contributions outside this thesis and
extensions of the work presented herein. Finally, Appendix 1.B and Ap-
pendix 1.C provide an overview of the notation and abbreviations used
throughout.
1.1 Analysis and Design Based on Channel
Statistics
While the two considered applications are diverse there are common de-
nominators. In both cases, system performance could be improved if the
transmitter was aware of the current propagation conditions. However,
perfect information about the instantaneous channel state is in most sce-
narios unrealistic. In the broadcast case, even if a feedback channel is
available, collecting information about the current channel conditions for
all receivers would be impossible also for a moderate number of users.
To characterize the channel of a multi-input, multi-output system, es-
timates of the channels between all the diﬀerent transmit and receive
antenna elements are required. If the channel changes rapidly, providing
this information via a feedback channel is costly. There are also a number
of sources of error in the estimates including delay and sampling. Thus
even if the estimates are available they cannot be completely trusted.
Instead of basing the design of the transmitted signal on estimates of
the instantaneous channel response, it is in many cases more favorable
to design the system based on its statistical properties. That is, instead
of adapting to the current quality of the channel, the system is designed
after its usual behavior. For example, the ﬂuctuations in attenuation
of the mobile satellite channel are mainly the result of long term events
due to shadowing and blockages from obstacles surrounding the mobile
terminal. By selecting the parameters of the broadcast system after the
typical distribution of duration and frequency of such events, a robust and
eﬃcient system can be designed. Similarly, maintaining channel estimates
at the transmitter may be prohibitively expensive in a multi-input, multi-
output scenario. As an alternative, feeding back parameters that change
more slowly such as statistical properties may be more attractive. Thus
system design techniques based on the statistical properties of the system
are of interest. For these types of techniques to be eﬀective, eﬃcient
analysis techniques are required. The derivation of such methods is the
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main contribution of this thesis.
With access to eﬃcient analysis techniques, the impact of various im-
pairments can be studied and elaborate designs derived. The behavior of
communication channels is frequently characterized by correlation. For
example, mobile satellite broadcast and MIMO channels are often mod-
eled as correlated in time and space respectively. Unless properly taken
cared of, this type of eﬀect may have a severe impact on the system
performance. Using the derived analysis techniques we propose system
designs that exploit knowledge of channel statistics. This way, the impact
of correlation can be reduced and we show that well designed correlated
systems in some scenarios outperform their ideal uncorrelated counter-
parts.
1.2 Wireless Communication Systems
In this section a brief overview of a general wireless communication sys-
tem with emphasis on the parts considered in the latter part of this thesis
is provided. In particular we try to provide intuition to concepts such as
coding, diversity, and channel capacity.
1.2.1 System Overview
Wireless communication systems such as those considered in this thesis
can be seen as consisting of a number of steps. Below we present an
overview of these steps which is illustrated in Figure 1.1. Standard books
such as [Pro01] describe this process in much more detail.
Source coding: A digital communication system may carry many
diﬀerent kinds of content. For example, streaming and ﬁle delivery
one-way services might be provided by a broadcast system, while
a point-to-point system also may provide data communication and
two-way voice services. In all cases the content should be encoded
in a manner suitable for the data rate available while providing
suﬃcient quality for the end user. To meet this goal the data is
compressed and redundancy removed. The source coding approach
taken depends largely on which type of content is to be provided.
Two-way voice communication has tight delay constraints, but the
requirements on sound quality are relatively relaxed. File delivery
services on the other hand normally require that ﬁles are not dis-
4 1. Introduction
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Figure 1.1: Schematic of a wireless communications system.
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torted by the source encoding process and delivered error free, but
may on the other hand have more relaxed delay requirements.
To some extent, the source coding used in the system also deﬁnes re-
quirements on the rest of the system. For example, error mitigation
schemes used in modern audio coding for digital radio applications
might tolerate losses up to a few percent of the frames in the content
stream [FJK+02]. Similarly, voice encoders used for point-to-point
communication can often tolerate some errors before the distortion
becomes noticeable [Nat88]. For data services, such as the delivery
of ﬁles, requirements on the error rate performance are in general
much more stringent. Depending on what services are considered
and what source coders are used, quality of service requirements on
the content delivery can be established, see for example [Rap95].
Channel coding: Wireless communication is challenging as the
channel impairments create errors in the transmitted data stream.
One eﬃcient technique to overcome these eﬀects is to use channel
coding. A channel code works by adding redundancy to the data in
a structured way, such that when the received data is corrupted by
noise and other error sources, a satisfactory quality in the decoded
data can still be ensured.
Modulation: Transmission over a wireless channel is inherently an
analog time continuous process. Therefore the encoded digital data
symbols are modulated on a time-continuous waveform and up-
converted to a carrier frequency. The resulting signal or signals
are then transmitted over one or more antennas. At reception this
process is reversed; the received data is down-converted, ﬁltered
and sampled resulting in a decision metric suitable for the channel
decoder.
The mobile wireless channel: The mobile wireless communications
channel suﬀers from a number of impairments. In this thesis,
mainly two eﬀects are considered. First, thermal noise disturbs
the received signal. Second, the power of the desired signal may
vary considerably over time, the channel is fading. Fading can
be caused by a number of diﬀerent eﬀects. Most obviously, long
term eﬀects such a shadowing of the line of sight component will
aﬀect the received signal strength. The signal may also arrive at
the receiver along multiple paths. Depending on the lengths of the
diﬀerent paths, diﬀerent components might add constructively or
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destructively. The signal level may therefore ﬂuctuate signiﬁcantly
making reception impossible unless proper countermeasures are ap-
plied.
The combined eﬀect of the modulation, the wireless communica-
tions channel and the demodulation steps can be modeled using a
time-discrete base-band model, see Figure 1.1 and standard refer-
ences such as [Pro01]. The channel impairments are then modeled
using an additive term for the noise and a multiplicative term for
the fading. This will be the approach taken throughout this thesis.
Designing and analyzing communication systems for all possible
combinations of noise and fading would not be practical. Instead
the channel can be modeled in statistical terms and the system
designed after the behavior deﬁned by the channel statistics. The
channel statistics used depend on what type of environment and
what type of services are considered. For example, the mobile satel-
lite broadcast channel is characterized by long term events in term
of shadowing due to obstacles in the terminal environment. As the
satellite power is limited the system must be designed to overcome
this using other means. For indoor WLAN type of applications
the situation is radically diﬀerent. In most cases there is no line
of sight propagation path but the system must rely on multi-path
propagation to communicate.
In this thesis we are in general considering analysis and design tech-
niques for the communication process from channel coding to channel
decoding, i.e. the steps within the dashed box of Figure 1.1.
1.2.2 Channel Coding and Diversity Techniques
To overcome the eﬀects of fading and noise on the channel, coding and
diversity are eﬃcient countermeasures. By adding redundancy in a struc-
tured manner, a channel code can be used to recover data damaged in
the transmission process. An eﬃcient mean to overcome fading is to use
diversity techniques. The idea is to transmit redundant data over inde-
pendent channel realizations such that if some of the transmitted data is
lost due to fading the original data can still be recovered. In many cases
it is favorable to combine diversity and channel coding techniques, such
approaches have for example resulted in space-time coding techniques for
terrestrial [TSC98] and satellite [FKKK01] systems. In this thesis this
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type of coded diversity is considered and we will mainly consider two
means of providing it.
Time Diversity. Due to changes in the relative positions of the
transmitter receiver pair or due to changes in the environment the
communication channel will change in time. Thus, by spreading
the transmission in time, diversity can be provided. The required
duration to achieve reasonably independent channel realizations de-
pends on a number of factors including terminal velocity and car-
rier frequency. It also depends on which eﬀect causes the channel
to fade; fading due to shadowing normally lasts much longer than
fading due to multi-path propagation. Unfortunately, introducing
time diversity means introducing a delay as the data cannot be
recovered until a suﬃcient part of a code word has been received.
From a reliability viewpoint, the longer the time period the data can
be spread over the better. However, most services are associated
with a delay requirement which limits the amount of redundancy
that can be provided. For example, a two-way voice connection
must introduce a minimum of delay to be attractive. Audio and
video streaming services can be attractive even with a consider-
able delay, but even here there are limitations. While it may be
acceptable that an audio or video broadcast service is played out
many seconds or even minutes after the transmission started, a de-
lay when starting the terminal or switching content channel is more
frustrating.
Spatial Diversity. By transmitting and/or receiving the data over
several antennas the correlation in the fading can be reduced and
the performance of the communication system improved. This is il-
lustrated in Figure 1.1. The antenna separation required to achieve
satisfactory results largely depends on the carrier frequency and the
environment. If the fading is mainly caused by shadowing, as for a
mobile satellite channel, the diﬀerent antennas must be suﬃciently
separated to make it unlikely that a single object in the environment
will shadow more than one transmit antenna [VCFS02]. When the
fading is caused by multi-path propagation the antennas can be very
close provided there is suﬃcient near ﬁeld scattering [SFGK00].
Applying diversity techniques will not render the individual channel
realizations completely independent. For example, as there are limits on
the length of an interleaver, there will be some correlation when time
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diversity techniques are applied. This will hold true also for spatial di-
versity techniques. In general, this will mean that the performance of the
diversity scheme is reduced. One of the main contributions of this thesis
is to analyze these types of eﬀects and design countermeasures against the
fading correlation. If properly dealt with, in some situations correlation
may even improve the system performance [MBD89, IUN03].
1.2.3 Channel Capacity
In his landmark work [Sha48], Shannon introduced the channel coding
theorem, perhaps the most famous and important result of information
theory. Roughly speaking, this theorem states that communication over
a channel that introduces errors can take place with arbitrarily low prob-
ability of error as long as the information rate in the communication
is below a threshold called the channel capacity. Conversely, error free
communication at rates above this threshold is not possible. Unfortu-
nately, for most channels, communication at the limit given by capacity
is impractical as it requires inﬁnitely complex receivers and inﬁnitely long
delays. For a more precise deﬁnition of channel capacity, see [CT91].
In this thesis we will use the channel capacity as an indicator of the
maximal performance that can be achieved using more practical coding
and modulation schemes. This is of relevance since modern coding and
modulation schemes [BG96, Gal62] can operate near this limit.
1.3 Mobile Satellite Broadcast
In the future a wide range of entertainment and information data services
will be available for drivers and passengers of moving vehicles. These
could include audio, video and back-seat entertainment as well as traﬃc,
travel and other information. Not all services are necessarily directly
noticed by the end user, for example software and databases in the vehicle
could be updated silently. Most of the services mentioned here could
be well served by an advanced broadcast or multicast wireless system
providing suﬃcient data rates and coverage. Such a system must also be
capable of supporting multiple service classes as the requirements on for
example ﬁle delivery and audio entertainment are vastly diﬀerent.
In this section terrestrial and satellite systems that could provide some
of the services above are described. We brieﬂy discuss mobile satellite
channel impairments and suitable countermeasures. Finally, we present
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a vision for an overall design of a commercial mobile broadcast system
and how our work ﬁts in this framework.
1.3.1 Terrestrial Communication Systems
Broadcast systems today mainly provide information and entertainment
services to mobile vehicles using analog FM radio. While FM radio can
provide a reasonable sound quality, at least given the noisy car envi-
ronment, these systems still suﬀer from shortcomings motivating new
and improved broadcast infrastructures. To begin with, the variation in
terms of the number of simultaneous radio channels is lacking. While
additions to the analog networks, such as the European Radio Data Sys-
tem, RDS [Mar89], can provide some data services, for example limited
traﬃc and travel information, for more advanced data services the data
rates oﬀered are insuﬃcient.
To allow for more advanced services, digital terrestrial broadcast sys-
tems have been designed and spectrum released allowing for a larger
number of audio channels and more advanced data services. An example
of a standard which has been successful in some markets is the Digital
Audio Broadcasting, DAB Eureka-147 [ETS01]. Using digital techniques,
for national coverage, DAB can utilize the available spectrum about one
order of magnitude more eﬃcient than analog FM [RZ93]. With the
advancements in source and channel coding currently designed systems
could provide even greater gains in resource eﬃciency. Better spectrum
utilization allows for more advanced services like higher audio quality
and a greater selection of content. Digital transmission also allows for
data services such as advanced traﬃc and travel information [Mar03].
Terrestrial digital video broadcast standards such as DVB-T [ETS04a]
are currently in deployment in many parts of the world. However these
systems have primarily been designed for ﬁxed services making them less
suitable for mobility and wide area mobile coverage. The more recent
DVB-H standard [ETS04b] will allow for terrestrial data broadcast that
is more suitable for reception in mobile and handheld terminals.
While third generation and beyond mobile phone system have been
designed with multimedia services in mind, they are in general not well
suited for broadcast applications. Apart from the obvious ineﬃciency
in using individual communication links for broadcasting services, data
rates tend to be reduced when the receiver is not near a base station.
Like envisioned in [HM00], these types of systems and mobile broadcast
systems may in the future complement each other. The broadcast system
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can provide high data rate services with extensive coverage requirements,
while the mobile phone system handles return channels and services that
require individual links.
In general, coverage is a problem for terrestrial systems. While provid-
ing coverage for densely populated areas may be attractive, the resource
requirements to provide extensive coverage also in rural areas may be
overwhelming. For mobile services this might become even more appar-
ent as the mobility itself for some designs means that the coverage is re-
duced [DGMD04]. Terrestrial based services are in general also conﬁned
within national limits. For services targeting moving vehicles ubiquitous
coverage is highly desirable. This issue is addressed with the Digital Ra-
dio Mondiale, DRM, standard [ETS04c]. By reusing spectrum earlier
allocated for analog AM radio (< 30 MHz), extensive coverage can be
provided. Unfortunately the amount of suitable spectrum is extremely
limited meaning that the supported data rates will be small. In fact, the
projected data rates are so small that even though state of the art source
coding algorithms are utilized, the music sound quality will only be “near
analog FM.”
The above discussion illustrates some of the inherent limitations of
terrestrial broadcast. Many of these can be addressed by using hybrid
satellite terrestrial networks. For example, it is possible to provide ubiq-
uitous coverage with attractive data rates.
1.3.2 Mobile Satellite Broadcast Systems
Providing broadcast services via a satellite system is attractive as tremen-
dous coverage can be provided using a single transmitter. For services
to moving vehicles this advantage becomes even more apparent as they
can be received also by travelers in remote areas or even by receivers in
diﬀerent countries. A number of commercial mobile satellite broadcast
networks have recently been launched and some projects are running for
the design of next-generation systems.
Commercially Deployed Networks
Over the continental US, two mobile hybrid satellite-terrestrial broad-
cast networks are in commercial operation today, Sirius Satellite Ra-
dio and XM Satellite Radio [Sir05a, XMR05]. Another network, run by
MBCO and TU Media Corporation [MBC05, TUM05], is currently being
launched over Japan and South Korea.
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The two American systems are similar, both mainly targeting ve-
hicular users even if handheld and ﬁxed terminals are available. Both
competitors use licensed spectrum consisting of 12.5 MHz in S-band
(∼ 2300 MHz) which in these systems is used to provide mobile end
users with approximately 4 Mbits per second of data [FJK+02]. The
main service of both these systems is audio. Using advanced source cod-
ing techniques, more than 100 audio channels can be received out of which
60-70 are music channels and the remaining 50-60 are used for talk. Some
additional data services exist, like stock tickers, and in the future the in-
tention is to also provide some video. The services are commercial free,
instead subscriptions are required which cost USD 10–13 (≈ EUR1 8-10)
per month. By the end of 2004 XM had attracted about three million
subscribers expecting to add another two in 2005 [XM 05]. Sirius reached
one million subscribers late 2004, predicting more than 2 million before
2006 [Sir05b].
The system currently being deployed over Japan and Korea diﬀers
from its American counterparts in that it primarily targets hand-held
terminals. Both dedicated terminals and terminals integrated in mobile
phones are foreseen. The service oﬀering is also slightly diﬀerent with
more focus on video and data information. For this system 25 MHz of
S-band capacity has been allocated which is used to provide a total of 7
Mbits per second in audio, video and data services [MSS99, ITU01]. The
system will provide about 10-15 video, 20-30 audio and a number of data
information channels for each of the two target countries [MOB05, Lee04].
Revenue will be generated from advertisement, end user subscriptions and
on-line shopping. For the Korean part, a monthly fee of 13 000 won (≈
EUR 10) is required for basic services with additional fees for premium
and pay per view content. In their Korean network Tu Media Corporation
predicts 8 million subscribers by 2010 [Lee04]. Access to the all non-
premium audio and video channels in the Japanese network requires a
monthly subscription fee of about 2 500 yen (≈ EUR 18), [MOB05].
While mobile satellite broadcast is taking oﬀ in America and Asia,
there is currently no system deployed over Europe. With many diﬀerent
countries and languages, mobile broadcast services with pan-European
coverage would be attractive. This would for example allow international
travelers to have access to their national content. While there may be
commercial potential there are regulatory and technical challenges. To
provide traditional, near real-time, streaming services, terrestrial diver-
1Exchange rates as of end January 2005
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sity is a necessity. For terrestrial repeaters, licenses are required, meaning
that the owner of the network may have to require licenses for all coun-
tries which are to be served. Europe is also located far north meaning
that the satellite elevation angle will be small if geostationary satellites
are used, decreasing the quality of the mobile channel. More elaborate
satellite constellations may reduce this problem; however, other Euro-
pean characteristics such as narrow streets and many small cities may
further complicate system design.
Networks Currently Being Designed
A number of system designs have been proposed in the technical liter-
ature, see e.g.[GG94, WLS99, LGW00]. Here we will just mention two
ambitious system designs that may provide interesting insights to the
future of mobile satellite broadcast.
The S-DMB system considered in the EU MAESTRO-project aims at
providing multimedia broadcast services to mobile phones [CCF+04]. By
using a transmission scheme nearly identical to that already used in third
generation UMTS phones, the additional complexity required in the end
user terminals is minimized. To reduce the bandwidth requirements of
the system, apart from traditional broadcast, forward and store services
are foreseen where the handset automatically stores content based on
user preferences for later play-out.
Another interesting design is developed in the ESA “Mobile Ku-band
Receiver Demonstrator Project,” [KuM04]. In this project innovative
techniques, including advanced channel coding and a novel service con-
cept are designed [EHS+04]. The service concept allows the system to
provide a seamless end user experience even if a large part of the data
is lost. This way mobile broadcast services can be provided without
the need of terrestrial transmitters. Thus infrastructure complexity and
cost can be reduced and regulatory issues alleviated. The system is also
designed to use Ku-band (∼ 10-13 GHz) capacity normally utilized for
direct to home broadcast and other ﬁxed applications. Compared with
the cramped L-band (∼ 1.5-1.6 GHz) and S-band (∼ 2.5-2.6 GHz) nor-
mally considered for mobile satellite services, Ku-band potentially oﬀers
an abundance of spectrum allowing for high data rate services. This
would also allow existing satellites to be utilized in the initial system roll-
out allowing for cost and risk reduction. Using such high frequencies for
a mobile service is not without problems though. The propagation condi-
tions are harsh as even light foliage will attenuate the transmitted signal
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severely. High gain directive receive antennas are also needed to suppress
interference and to provide suﬃcient signal strength. Even though lately
there has been signiﬁcant progress in this area, see e.g. [WW04, SV04],
this type of antennas will always be bulkier and more expansive then
those typically used with dedicated satellite systems in licensed frequency
bands.
1.3.3 The Mobile Satellite Broadcast Channel
In mobile broadcast systems line of sight conditions between the transmit-
ter and the receiver cannot be guaranteed without imposing constraints
on the mobility of the terminal. For terrestrial broadcast suﬃcient power
levels can still be ensured by designing the system with a link margin
that allows for severe attenuations. In the satellite case though, due to
the vast distances involved and power limitations in the satellite, pro-
viding such margins is not practical. Thus mobile satellite broadcasting
is challenging as obstacles in the terminal environment will cause severe,
frequent, and long lasting attenuations in the received signal. One attrac-
tive solution to overcome these channel impairments is to use diversity
techniques [Bri95]. The idea is to provide the same data from diﬀerent
sources such that if one source is temporarily unavailable the original
content can still be recovered. This type of approach is taken in the com-
mercial mobile satellite broadcast systems deployed or in deployment
today [XMR05, Sir05a, MBC05]. These systems overcome the land mo-
bile satellite channel impairments using combinations of time, space, and
terrestrial diversity techniques [FJK+02, MSS99]. An overview of tech-
niques used in other portable and mobile satellite broadcast networks
including WorldSpace and Eureka-147 DAB may be found in [ITU01].
The two systems deployed over the continental US use similar de-
signs to provide diversity. In both cases, two continuously transmitting
satellites are providing space diversity. XM is using two satellites in geo-
stationary orbits. Sirius is using a more elaborate space setup with three
satellites in geosynchronous, highly elliptical orbits. With this choice
of orbit, two satellites are always north of the equator, providing con-
siderably higher elevation angles than what would have been the case
with geostationary satellites. To ensure service availability in scenarios
where space diversity is not suﬃcient the signal from one of the satel-
lites is delayed a few seconds. This is useful when for example driving
through a short tunnel where otherwise both satellite channels would be
blocked. Using space and time diversity, the systems can ensure satisfac-
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tory service availability in rural and suburban areas, both XM and Sirius
targets an availability of better than 99%, see [MN02, Dav02]. For urban
areas however, the above techniques are insuﬃcient. To ensure accept-
able conditions also in these areas both systems have deployed terrestrial
repeater stations which provide coverage in cities and other attractive
areas where satellite coverage is diﬃcult. Mainly because of its more
elaborate satellite infrastructure, the Sirius system requires signiﬁcantly
less repeaters [Lay01].
In Japan and Korea a slightly diﬀerent approach has been taken. Here
only a single satellite is used meaning that space diversity cannot be ex-
ploited. Some time diversity is provided by using low rate codes and
interleavers spanning a few seconds in time [MSS99]. Without space di-
versity, more terrestrial repeaters are necessary. As this system primarily
targets hand held terminals, low power repeaters are used to provide the
services indoors at popular locations such as shopping centers and train
stations.
While diversity techniques are necessary to provide an acceptable ser-
vice quality, providing diversity is not without drawbacks.
Time diversity is provided by spreading the transmitted data in time
and adding redundancy. As the data is spread in time a delay is intro-
duced and the added redundancy reduces the eﬀective data rate. Intu-
itively, using a short delay means that the eﬀect of a channel blockage
becomes more severe, requiring additional redundancy to overcome the
impairment. Thus there is a trade-oﬀ between the amount of delay and
the amount of redundancy applied. Adding delay also increases the mem-
ory requirements in the receiver raising the terminal cost.
Spatial diversity, provided by multiple transmitting satellites or a net-
work of terrestrial repeaters, may be used to ensure that a satisfactory
number of end users receives the service also in diﬃcult terminal environ-
ments. Such techniques require large investments in infrastructure and
may also pose regulatory challenges. In this type of system the available
bandwidth must be shared between the diﬀerent transmitters which in
general lowers the achievable data rates.
The above illustrates some of the aspects that should be considered
in an overall design, taking commercial, service and cost aspects into
account. This is further elaborated below.
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1.3.4 Designing a Commercial Mobile Satellite
Broadcast System
The design of a commercial mobile satellite broadcast system is a com-
plicated trade-oﬀ between commercial, technical, and regulatory aspects.
The intention behind this section is to present a vision for how such a
design could be performed, how commercial requirements could be taken
into account in the technical system design and how the work presented
in this thesis is useful in this process.
Our vision for the design of a commercial mobile satellite broadcast
system is illustrated in Figure 1.2. For the designer of a commercial
broadcast system the goal of the overall system design, including services,
business model, and broadcast network, is to maximize the proﬁt of the
owner of the network. That is, the diﬀerence between the revenue and the
cost for generating those proceeds should be maximized. In this overall
design, the designer would iterate between commercial aspects, e.g. how
much revenue the delivery of a selection of audio, video and data services
could generate, and technical aspects like the cost of the infrastructure
necessary for the content delivery.
In Figure 1.2 broadcast services are delivered to mobile end users. By
complying with certain commercial requirements on the content deliv-
ery, revenue is generated. Requirements on the content delivery include
amount of content delivered, content quality parameters, service and tun-
ing delays, coverage, availability etc. Depending on what requirements
are satisﬁed diﬀerent amounts of revenue are generated, e.g. real-time
services are more attractive than non real-time services and would tend
to generate a larger income. Also, for the end user, the cost is not limited
to content and service provisioning, but does also include equipment and
installation. There might also be non-monetary costs involved, for ex-
ample bulky antennas may aﬀect the appearance of private cars reducing
the perceived value of the service. Note that the ﬁgure does not intend
to imply any particular business model which would be well beyond the
scope of this thesis. For example revenue is not necessarily generated
through end user subscriptions but could come from advertisement or
other sources. Also, the content provider and the deliverer might be
diﬀerent entities etc.
The goal of the overall technical design is to design a broadcast sys-
tem, including transmission scheme, infrastructure, and end user equip-
ment that satisﬁes the commercial requirements on the content delivery
at the smallest possible cost. Note that the cost of complex systems like
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Figure 1.2: Design of a commercial mobile satellite broadcast system.
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hybrid satellite terrestrial broadcast networks is not limited to the cost
of the infrastructure. Normal running expenses may also include license
fees, rental of sites used for terrestrial repeaters etc. In Figure 1.2 we
outline how an overall technical design could be performed.
The commercial requirements on the content delivery system need
to be translated into technical requirements on the system. That is,
the required number of audio and video channels, content quality, cov-
erage etc. should to be translated into technical requirements like data
rates, acceptable delay and service availability. While this might seem
straightforward, this translation implies choices of certain parameters in
the design. For example the choice of source coder will be implied by the
above process. This choice does not only aﬀect the content quality but
also the sensitivity to errors in the transmission.
Regulatory aspects are also important for the system design. They
deﬁne which spectral resources are available. The amount of bandwidth
available deﬁnes how much overhead can be tolerated for coding and
diversity techniques. The carrier frequency used largely deﬁnes the prop-
agation conditions; high carrier frequencies may have a severe impact on
the propagation conditions making the design of the used transmission
scheme more challenging. Licensed frequency bands may also come with
other restrictions, including limitation on terrestrial repeater deployment,
transmission power output etc. Spectrum licenses could also include fees
and restrictions on coverage that also need to be taken into account in
the system optimization.
Given the constraints from the technical requirements and the regu-
lator, the goal of an overall technical design would be to ﬁnd the system
infrastructure that minimizes the cost. This optimization process could
be performed by choosing a system infrastructure, including satellite and
terrestrial transmitter setups as well as end user equipment character-
istics, model the behavior of the various communication channels, and
try to ﬁnd a transmission scheme that satisﬁes the given constraints, see
Figure 1.2. Depending on if the requirements can or cannot be met, more
relaxed or more elaborate system conﬁgurations can be considered until
a well optimized design has been found.
Producing an overall technical design according to the task above is
a challenging task from a communication viewpoint. While techniques
for estimation of terrestrial propagation conditions and design for mobile
terrestrial broadcast networks are well established [RZ93], corresponding
methods for mobile satellite communication are less developed. First,
for the optimization of a transmission scheme employing time and space
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diversity techniques, having a detailed understanding of the long term
propagation statistics is essential. Considerable eﬀorts have during the
last decades been put into improving our understanding of the mobile
satellite channel, see e.g. [LCD+91, LB98, ITU03]. Even though some
interesting work exists on predicting the mobile channel long term statis-
tical properties without explicit channel measurements [STE01], eﬃcient
methods for predicting these properties based on diﬀerent satellite orbits
and geographical terminal locations appear to still need more investiga-
tion. Second, detailed and time-consuming simulations are needed to ﬁne
tune and verify the system design. However, for an iterative design pro-
cess as that outlined in this section, eﬃcient techniques for performance
prediction and optimization of transmission schemes suitable for mobile
satellite broadcast are essential. This problem is addressed in the ﬁrst
part of this thesis.
1.4 Multi-Input, Multi-Output Communi-
cations
As terrestrial wireless communication systems become more popular and
more demanding in terms of data rates, their design becomes increasingly
challenging. Traditionally, there are only a few options to allow for more
users and higher throughput. One way is to allocate a larger frequency
band, however the amount of useful spectrum is scarce. By increasing the
transmit power, the number of bits that can be reliably transmitted over a
certain bandwidth can be increased. Unfortunately, increasing the output
power is not attractive for battery operated devices and for multi-user
systems this will in general also lead to increased interference levels and no
improvement in system capacity. Thus, to improve the situation without
adding additional access points, the actual communication channel needs
to be improved.
One way to improve the channel is to employ multiple element anten-
nas, antenna arrays, at both transmitter and receiver. This way a multi-
input multi-output, MIMO, system is formed. By adding this additional
infrastructure it is possible to create parallel spatial channels allowing for
tremendous increase in spectral eﬃciency [Win87, PK94, FG98, Tel99].
In this thesis we investigate methods for analysis and design of MIMO
systems. The work is based on statistical models describing channel im-
perfections and channel estimate uncertainties. We limit ourselves to the
analysis of a single communication link, interference and other aspects of
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multi-user systems are not considered.
In this section some intuition into the gain from using MIMO is pro-
vided and we discuss why the work in this thesis is of relevance.
1.4.1 The MIMO Link Capacity Gain – Intuition
By being able to exploit spatial properties of the communication chan-
nel MIMO communication systems have the potential to provide several
times the capacity of single antenna systems. The idea behind this gain
is illustrated in Figure 1.3. Here, communication between an nt antenna
transmitter and an nr antenna receiver is considered. For simplicity in
this example we will assume that nr ≥ nt. Note however that such a
constraint does not have to be enforced in general. In all cases the diﬀer-
ent signals transmitted over the transmitter antenna elements share the
same radio resource and hence these will interfere at the receiver antenna
elements.
First, consider system (a). In this case the antenna elements of the
transmitter are well separated and there is line of sight propagation be-
tween the transmitting and the receiving antenna elements. Such a sys-
tem could for example correspond to a number of satellites communicat-
ing with a multi-element antenna terminal. This will be further discussed
in the satellite broadcast part of this thesis. It could also correspond to a
number of single antenna terminals communicating with a multi-antenna
base station. By combining the signals impinging on the diﬀerent ele-
ments of the receiving array in an elaborate manner, the reception of the
receiving array can be made directive. This means that signals transmit-
ted from the diﬀerent elements of the transmitting array can be separated
based on their spatial properties. Thus, in this scenario nt parallel chan-
nels can be formed, each using the same spectral resources. To compare
this MIMO system with its single element antenna counterpart, the prop-
agation conditions must also be taken into account. If the total power
output should be the same, each transmitting antenna in the MIMO case
would only be allowed to transmit with 1/nt of the transmit power of a
single antenna system. As nr copies of the signal can be combined coher-
ently at reception, the signal to noise ratio of each received transmission
will stay at least as good as in the single antenna scenario. This means
that for system (a), nt parallel channels in space can be formed, each
with identical bandwidth and at least as good reception quality as in
the single antenna scenario. Thus the total amount of data that can be
transmitted using a system of type (a) is approximately nt times higher
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(a)
(b)
(c)
Figure 1.3: Three multi-element antenna communication systems. Sys-
tem (a), well separated antennas on the transmitter site – spatial channels
can be formed using directional properties of the receiving array. Sys-
tem (b), the aperture limits the resolution of the array – spatial channels
cannot be formed and the capacity gain from using the arrays is limited.
System (c), no line of sight propagation – multi-path propagation can
be used to resolve spatial channels. Note that provided that the trans-
mitter has access to estimates of the communication channels, identical
spatial channels may be created also if the direction of communication is
reversed.
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than in the single antenna scenario.
Second, consider system (b). In this case the antenna elements of
transmitting array are not well separated. As the resolution of the an-
tenna array is limited by the aperture size, for reasonably sized arrays
separating the transmitted signals based on their spatial properties is in
general not feasible. Thus in this case techniques applicable for system
(a) cannot be applied and in general the gain is limited. Thus, systems
of type (a) would provide an enormous capacity gain, but require arrays
with physical dimensions which are not practical for all scenarios. Sys-
tems with realistic systems dimensions, here exempliﬁed by (b), do not
provide the same gain in performance. Fortunately, if multi-path prop-
agation is taken into account, useful system conﬁgurations exist also for
reasonable array dimensions.
Finally, consider system (c). In this case the antenna apertures are
small, and there is no line of sight propagation between the transmitting
and receiving array. Instead the transmitted signal will be scattered by
the environment surrounding the antennas and the signal will propagate
along multiple paths. An example of a system typically corresponding
to (c) would be an indoor wireless local area network. As the diﬀerent sig-
nals arrive at the receiving antenna elements, due to small diﬀerences in
propagation paths, they will superposition incoherently. Provided there
is suﬃcient scattering around the communicating devices it will again be
possible to resolve nt spatial channels between the transmitter and the re-
ceiver. Again, with a total output power constraint, each spatial channel
will oﬀer similar characteristics as the single spatial channel formed by
a single element antenna system. Thus by parallelizing the transmission
the data rate can be increased on the order of nt times.
1.4.2 The MIMO Communications Channel
The MIMO communication channel can be characterized by the phase
and attenuation properties of the individual spatial channels between the
diﬀerent transmit and receive elements. Depending on the system setup
diﬀerent models are applicable. For examples consider the systems of
Figure 1.3.
For (a) and (b), given that line of sight propagation dominates, each
spatial channel should provide a similar attenuation and only diﬀer in
phase due to the diﬀerences in path length. For (a) the diﬀerence in
received phase characteristics between the transmitting signals is suﬃ-
cient for the receiving array to separate the signals based on their spatial
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properties while for (b) this is not the case.
A signal transmitted from one of the transmit antennas arrives at one
of the receiving elements of system (c) along a large number of paths.
Such channels are commonly modeled as Rayleigh fading, i.e. the at-
tenuation and phase realizations of the spatial channels are drawn from
Rayleigh and uniform random distributions respectively. Under ideal
conditions, with richly scattering environments surrounding both arrays,
the fading process of the channels between the diﬀerent transmit and
receive antennas can be considered independent. This way, the channel
responses corresponding to the diﬀerent transmitter antennas will likely
be suﬃciently diﬀerent to allow eﬃcient signal separation.
1.4.3 System Imperfections
In general the data rate performance of a MIMO communication system
can be improved if the transmitter has access to estimates of the chan-
nel [Tel99]. However, maintaining transmitter channel estimates may
be diﬃcult if the channel is changing for example due to terminal or
environment mobility. Also, for systems such as (c) in Figure 1.3, the
assumption of uncorrelated fading is not realistic. In practice, depend-
ing on the amount of scattering surrounding the antenna sites, there will
always be some correlation in the fading. This illustrates two of the im-
perfections that need to be taken into account in the analysis and design
of this type of system.
Diﬀerent countermeasures can be designed to overcome system im-
perfections such as those discussed above. For example, while it might
not be practical to maintain perfect channel estimates at the transmitter,
updating parameters that changes on a slower time scale may be feasi-
ble. Such parameters could for example include statistic properties of the
channel which change on a slower pace than the individual channel real-
izations. If the eﬀects of diﬀerent statistical properties can be analyzed
in an eﬃcient manner, design schemes based on these properties can be
devised, improving the system reliability and performance. This problem
is addressed in the second part of this thesis.
1.5 Thesis Outline
This thesis treats analysis and design techniques for wireless commu-
nication. In particular diversity techniques are studied in conjunction
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with statistical channel models. Two speciﬁc applications are studied,
mobile satellite broadcast and terrestrial multiple-input, multiple-output
(MIMO) communication. The remainder of the thesis is organized in
three parts.
1.5.1 Part I, Mobile Satellite Broadcast
A mobile broadcast infrastructure, using satellite, terrestrial, and time
diversity techniques, is considered. As terrestrial mobile broadcast is rel-
atively well understood, emphasis is placed on areas where no terrestrial
coverage is available. Based on statistical models, eﬃcient techniques for
estimating the service availability and optimizing system resources are
derived. The models considered are applicable to vehicular users and
characterize the temporal behavior of the channel by the average time
and frequency the user spends in diﬀerent reception quality conditions.
Another contribution in this part of the thesis is a discussion on how the
transmitters of the system can be multiplexed to provide spatial diversity
in a spectrally eﬃcient manner.
This part of the thesis is organized as follows. Chapter 2 presents a
vision for the considered end-to-end system, outlines the part in detail
and states contributions which are also related to other work in the ﬁeld.
Fundamental limitations of diﬀerent methods of organizing the transmit
diversity are discussed in Chapter 3. This organization aﬀects the achiev-
able data rates of the system. We argue that by using a more sophis-
ticated receiver setup the spectral eﬃciency can be radically improved
compared with techniques in use today. In Chapter 4 two transmission
schemes with corresponding system models are proposed. Based on these
models, an eﬃcient technique for estimating the service availability is in-
troduced in Chapter 5. Having an eﬃcient method of estimating the
system performance, elaborate design schemes can be devised. This is
illustrated in Chapter 6. Here several design schemes are discussed, for
example we show how trade-oﬀs between delay and coding overhead can
be analyzed and how diﬀerent transmission schemes compare. Finally,
Chapter 7 provides some concluding remarks and technical insights to an
end-to-end system design. Areas of future work are pointed out and we
discuss issues not covered by our analysis.
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1.5.2 Part II, MIMO Communications with Partial
Channel State Information
In this part a communication link between a transmitter and a receiver
both employing multiple antennas is studied. In particular we are in-
terested in system imperfections such as correlation in the fading of the
diﬀerent spatial channels and access to non-perfect channel state infor-
mation at the transmitter. These issues are here modeled in statistical
terms. Based on an asymptotic assumption we derive techniques for
analyzing the impact of spatial correlation on the system performance.
A practical scheme for exploiting non-perfect transmitter channel state
information is also proposed and evaluated.
Chapter 8 provides a detailed outline of this part including contribu-
tions and relationship with earlier work. An overview of the considered
system and models used in the later chapters are presented in Chapter 9.
Based on an asymptotic assumption on the number of antennas on either
side of the system, Chapter 10 derives statistical properties of the MIMO
channel eigenvalues. These eigenvalues can be seen as the channel gain
in diﬀerent directions and largely determines the achievable system per-
formance. The usefulness of the results in Chapter 10 is illustrated in
Chapter 11 which derives approximations of the mutual information and
the outage capacity of the correlated MIMO channel. The derived ap-
proximations are on a simple form which is useful for further analysis and
design. This is shown in Chapter 12, where the earlier results are used
to optimize the transmission scheme to approach capacity. Inspired by
the results in Chapter 12, in Chapter 13 an eﬃcient method for adapting
a more realistic transmission scheme to non-perfect transmitter channel
state information is proposed. Finally, Chapter 14 concludes this part
and provides some ideas for further work.
1.5.3 Part III Epilogue
The thesis is summarized and common points between the two parts
discussed.
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Appendix 1.A Contributions Outside and
Extensions Beyond This
Thesis
In this section contributions outside the thesis and extensions of the work
herein are presented.
1.A.1 Joint Channel Estimation and Data Detec-
tion for Interference Cancellation
During the last decades, several methods for suppressing interfering sig-
nals using antenna arrays have been proposed, [PN98, PP97]. Most in-
terference suppression methods can be divided into two steps. First,
the wireless channel of the desired user is estimated along with the
channels or some statistics of the interfering signals. Second, the de-
sired data is detected while the interfering signals are suppressed. While
such methods have computational advantages, joint channel estimation
and data estimation methods, where data and channel characteristics
are estimated simultaneously, can show superior performance [CP96].
Examples of algorithms for joint channel estimation and detection in-
clude [TVP96, vdVTP97, AdCS98]. However, there are issues that still
require further attention.
For example, most current communication standards provide training
information, i.e. predetermined symbols included in the transmissions.
From [dCS97] it is clear that a semi-blind receiver that considers both
the known training information and the unknown data simultaneously
achieves better performance than a receiver that only considers the train-
ing information or only considers the unknown data. Also, the training
information used in the wireless systems of today is designed to make
the channel estimation at the receiver as simple as possible. However,
by designing this redundancy more elaborately a system could achieve
better performance. In [SGP02], a scheme for combined channel esti-
mation, equalizing and coding is proposed, this includes a joint design
of training information and error correction coding. Unfortunately, the
proposed scheme is highly computationally complex. If receivers and
training schemes could be invented that allow for eﬃcient and robust
implementations while providing better performance and smaller train-
ing information requirements the wireless networks of today could be
improved.
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A scenario with a one antenna terminal communicating with a multi-
antenna base station is considered. To evaluate the possible perfor-
mance of such a system when generalized training information and non-
synchronized interference is present, a simple semi-blind iterative joint es-
timation and detection algorithm and a Crame´r-Rao bound are proposed.
The estimation and detection algorithm is an extension of the ILSP-
algorithm [TVP96] that allows for inter-symbol and non-synchronized
co-channel interference and that also incorporates generalized training in-
formation in a natural fashion. The derived Crame´r Rao bound is a mod-
iﬁcation of the bound derived in [dCS97] that allows for non-synchronized
interference as well as the generalized training scheme. This work was
presented in,
Cristoﬀ Martin and Bjo¨rn Ottersten. Joint channel estimation and
detection for interference cancellation in multi-channel systems. In
Proceedings of the 10th IEEE Workshop on Statistical Signal and
Array Processing, 2000.
Cristoﬀ Martin and Bjo¨rn Ottersten. On robustness against burst
unsynchronized co-channel interference in semi-blind detection. In
Asilomar Conference on Signals, Systems and Computers, 2000.
and also appeared in the licentiate thesis [Mar02].
1.A.2 Semideﬁnite Programming for Detection in
Linear Systems – Optimality Conditions and
Space-Time Decoding
Optimal maximum likelihood detection of ﬁnite alphabet symbols in gen-
eral requires time consuming exhaustive search methods. The computa-
tional complexity of such techniques is exponential in the size of the
problem and for large problems sub-optimal algorithms are required. In
this work, to ﬁnd a solution in polynomial time, a semideﬁnite program-
ming approach is taken to estimate binary symbols in a general linear
system. A condition under which the proposed method provides optimal
solutions is derived. As an application, the proposed algorithm is used
as a decoder for a linear space-time block coding system and the results
are illustrated with numerical examples. This work was presented in
Joakim Jalde´n, Cristoﬀ Martin, and Bjo¨rn Ottersten. Semideﬁnite
programming for detection in linear systems – optimality condi-
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tions and space-time decoding. In International Conference on
Acoustics, Speech and Signal Processing (ICASSP), April 2003.
1.A.3 Performance Analysis for Maximum Likeli-
hood Detection of Linear Space Time Block
Codes
To adapt the transmission to the channel state information currently
available it is important to be able to eﬃciently estimate the performance
of the transmission scheme. This is illustrated in Chapter 13 where the
data rate is maximized by adapting the transmitted data to the channel
knowledge available at the transmitter. In the design process a simple and
eﬃcient method to predict the error rate performance is required. The
estimator used in Chapter 13 has its limitations however. For example,
the channel statistics must follow a certain structure and by ignoring
self interference the performance of the estimator is sometimes limited.
These aspects have been addressed in
Svante Bergman, Cristoﬀ Martin, and Bjo¨rn Ottersten. Perfor-
mance analysis for maximum likelihood detection of high rate space-
time codes. IEEE Trans. Signal Processing, 2005. Submitted.
and
Svante Bergman, Cristoﬀ Martin, and Bjo¨rn Ottersten. Bit and
power loading for spatial multiplexing using partial channel infor-
mation. In ITG Workshop on Smart Antennas, April 2004.
This work allows for more general transmitter channel state information
models than what was considered in Chapter 13. By including the eﬀects
of crosstalk between diﬀerent spatial carriers the performance of the es-
timator is also improved. Also more general linear dispersive space time
block coding schemes are allowed.
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Appendix 1.B Notation
X, x X is a matrix and x is a column vector.
XT, X∗ The matrix transpose, the conjugate transpose of the
matrix X.
C The set of complex numbers.
I I is an identity matrix.
0 0 is a zero matrix.
X ⊗ Y The Kronecker product of X and Y [Gra81].
vecX The columns of X stacked in a vector.
(X)ij The ith, jth element of the matrix X.
|x| The norm of the vector x, |x|2 = x∗x.
‖X‖F The Frobenius norm of the matrix X, ‖X‖2F =∑
i
∑
j |(X)ij |2.
TrX Trace of X, TrX =
∑
k(X)kk.
δkl Kronecker delta function, δkl = 1 if k = l and δkl = 0
otherwise.
E {X} The expected value of X.
N (m,σ2) Normal distribution with mean m and variance σ2.
CN (m,σ2) Circularly symmetric complex normal distribution with
mean m and variance σ2.
L−→ Convergence in law (distribution).
Pr(X < x) The probability that X is smaller than x.
1.C Abbreviations 29
Appendix 1.C Abbreviations
AM Amplitude Modulation
AWGN Additive White Gaussian Noise
BER Bit Error Rate
BPSK Binary Phase-Shift Keying
CDMA Code Division Multiple Access
DAB Digital Audio Broadcasting
DVB Digital Video Broadcasting
DRM Digital Radio Mondiale
FDMA Frequency Division Multiple Access
FM Frequency Modulation
GSM Global System for Mobile Communications (originally
Groupe Speciale Mobile)
IID Independent Identically Distributed
ILSP Iterative Least-Square with Projection
LDPC Low-Density Parity-Check
LOS Line Of Sight
MIMO Multiple-Input, Multiple-Output
NLOS Non-Line of Sight
OFDM Orthogonal Frequency-Division Multiplexing
PHS Personal Handyphone System
QAM Quadrature Amplitude Modulation
QPSK Quadrature Phase-Shift Keying
RDS Radio Data System
SDMA Spatial Division Multiple Access
SFN Single Frequency Network
SNR Signal-to-Noise Ratio
STBC Space-Time Block Code
TDMA Time Division Multiple Access
ULA Uniform Linear Array
UMTS Univeral Mobile Telecommunications System
WLAN Wireless Local Area Network
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Part I
Mobile Satellite
Broadcast

Chapter 2
System Vision and
Contributions
In this part of the thesis a mobile satellite broadcast system is considered.
To overcome the channel impairments that characterize this type of sys-
tem, space, terrestrial, and time diversity techniques are suitable. The
main contributions are eﬃcient methods for the analysis and design of
suitable transmission schemes. For transmit diversity broadcast systems
we also discuss the fundamental limitations for diﬀerent multiplexing op-
tions.
This chapter is organized in two sections. In the ﬁrst an overview
of the envisioned mobile satellite broadcast system is given. The second
outlines the rest of this part of the thesis and also relates our work to
earlier results.
2.1 End-to-end System Vision
The purpose of the broadcast system considered in this part of the thesis
is to deliver content data to mobile receivers. The delivery of the con-
tent should satisfy certain quality of service requirements. Examples of
such requirements include service availability and maximal delay. The
design of the system should optimally satisfy this purpose at the smallest
possible cost. Here, a hybrid satellite-terrestrial broadcast system is con-
sidered. The system consists of a number of components as illustrated in
Figure 2.1. In this section these are presented in some detail to set the
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stage for the remaining chapters.
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Figure 2.1: An end-to-end mobile satellite broadcast system with trans-
mit diversity.
2.1.1 Services
The system may be used to transfer several diﬀerent types of data content.
Two natural classes of data are streams and ﬁles. A stream would provide
a continuous service like traditional audio and video. A ﬁle distribution
service could provide traﬃc and other travel information [Mar03], updates
for vehicle software, maps etc. Files can also be used to distribute audio
and video content which can be played out according to the preferences
of the end user or according to pre-made play-lists [EHS+04].
Every piece of content is associated with quality of service require-
ments as discussed above. These might be ﬁxed for diﬀerent classes of
content, or dynamically updated. For example, it might make sense to
give priority to important emergency messages which may require shorter
delay and higher reliability than other content.
It should be noted that in Figure 2.1 the content part is simpliﬁed. In
the ﬁgure the content is assumed to already have been source coded. For
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streaming services, to exploit the available data transportation capabil-
ities eﬃciently, variable rate source coders are normally used [FJK+02].
As many content streams are multiplexed together this means that on
average the transmission resource can be used more eﬃciently. However,
given that this resource is ﬁnite the diﬀerent source encoders must be
coordinated.
2.1.2 Channel Encoder
The channel encoder can be seen as consisting of two parts. The ﬁrst part
is an encoder which applies an error correcting code to protect the content
data from noise and channel fades. The amount of coding overhead should
correspond to the quality of service requirement of the content. The
second part is the multiplexer, the purpose of which is three-fold. First,
it divides the communication channel into virtual sub-channels, one for
each input data source. Second, it divides the encoded data stream into
multiple data streams, one for each transmitter in the system. Last,
by allowing multiple codewords to be transmitted simultaneously, the
transmission time for each codeword is prolonged. This way it is possible
to create an outer interleaver of a length that is suﬃcient to handle also
the long term channel impairments of the mobile satellite channel. Again
the exact settings of the multiplexer should be set according to the service
requirements. The principle functionality of the multiplexer is illustrated
in Figure 2.2.
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Figure 2.2: Principle operation of the multiplexer.
For the encoder, the idea is to protect the smallest possible data unit
useful for the receiver applications. For ﬁle delivery type of services a
data unit would correspond to a complete ﬁle while for streaming type
of services it could correspond to one content frame. This design choice
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is motivated by the fact that most ﬁles are useless if they contain errors
and error concealment techniques for streaming services in general discard
partly erroneous frames anyway [FJK+02].
Several multiplexing schemes can be considered to allow multiple ser-
vices to use the same physical channel. In the systems deployed over the
continental US the content data is multiplexed in time. The multiplexing
used in the system in deployment over Japan and Korea is based on mul-
tichannel direct sequence spread spectrum techniques. Such techniques
have also been considered in the literature, see e.g. [GG94, WLS99]. In
this thesis, a time multiplexing scheme will primarily be considered. The
multiplexer divides the incoming data units into segments which are mul-
tiplexed in time and sent to the modulators corresponding to the diﬀerent
transmitters. If only the reception of a single data unit is considered the
transmission of this data unit will therefore appear bursty, see Figure 2.2.
We believe that this is more favorable than for example code division
multiplexing for the following reasons:
1. Using time division multiplexing allows for modulation schemes
with low peak to average power ratios. Thus the power ampliﬁer
in the satellites can be operated near saturation.
2. Because of the burstyness of the transmission, assuming the re-
ceiver is only decoding a fraction of the data units, parts of the
receiver can be turned oﬀ while waiting for data of interest. This
would be similar to the time-slicing schemes used in e.g. DVB-
H [VP04, ETS04b] and allows battery operated receivers to reduce
their power consumption.
3. Last but not least, as we show in Chapter 5 and Chapter 6, by
carefully designing the time multiplexing, exploiting the correlated
nature of the mobile satellite channel, the service availability can
be improved.
It should be noted that many of the techniques presented in this part of
the thesis still are applicable to other types of multiplexers. In Chap-
ter 4 transmission schemes suitable for mobile satellite broadcast will be
considered in more detail.
2.1.3 Modulation and the Mobile Channel
The data streams at the output of the channel encoder are modulated
and transmitted over the diﬀerent transmitters. Thus, the diﬀerent data
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streams are multiplexed on the wireless channel. The modulation used
should be chosen according to the channel and transmitter characteris-
tics. For example, in the North American systems, QPSK modulation
is used for the satellite transmission and OFDM for the terrestrial com-
ponent [FJK+02]. This way, the power ampliﬁers in the satellite can
operate eﬃciently while the terrestrial repeaters can be organized in an
eﬃcient single frequency network and frequency-diversity can be easily
exploited at the receiver. The multiplexing of the diﬀerent transmitters
must also allow for eﬃcient recombination in the receiver. Several options
are available, in the North American system the diﬀerent transmitters are
separated in frequency. In the Japanese/Korean system, the satellite and
the terrestrial transmitters share the same radio resource. The transmit-
ter multiplexing scheme used has implications for the achievable system
performance. This will be discussed in more detail in Chapter 3 and
Chapter 7.
The mobile satellite channel is characterized by long term events
caused by shadowing from objects in the terminal environment. How
severe these events are depends on a number of factors including carrier
frequency and the type of obstacle. The elevation angle to the satellite
is also important. A large elevation angle means that channel blockages
are less likely and of shorter duration. Unfortunately, if geo-stationary
satellites are used the elevation angle will be small unless the coverage
area is close to the equator. This has prompted an interest in alterna-
tive satellite orbits such as the highly elliptical orbit used by the Sirius
system over the continental US. In the literature large constellations of
low-orbit satellites have also been considered. Diﬀerent orbit alternatives
and their impact on mobile satellite broadcast are discussed in [Pro00].
No matter which satellite orbits are chosen, for eﬃcient system analysis
and design, channel models that are manageable yet accurate are essen-
tial. The statistical channel models considered in this thesis are described
in Chapter 4.
2.1.4 Receivers
In the receiver, the signals from the diﬀerent transmitters are received
and recombined, providing the end user with the desired service. In
this thesis we will primarily analyze systems targeting moving vehicles.
Stationary and slow moving receivers are assumed cooperative, ensuring
their antennas are located in acceptable receive conditions.
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2.2 Outline and Contributions
Below this part of the thesis is outlined in some detail. Main contributions
are stated and related to earlier work. Where applicable we also point
out where our results have been published.
In the thesis we mainly address the channel encoder, the transmit
diversity multiplexing and the eﬀects of the mobile channel on the re-
ception, see Figure 2.1. Thus we will not address issues regarding source
coding and transmission scheduling. The remainder of this part consists
of ﬁve chapters. In the ﬁrst, diﬀerent methods of multiplexing the signals
from the diﬀerent transmitters to allow eﬃcient recombination at the re-
ceiver are discussed. We propose the use of a small receiver antenna array
to separate the transmitted signals in space. Such a solution could po-
tentially provide large gains in spectral eﬃciency. In the following three
chapters, transmission schemes suitable for the mobile satellite broad-
cast channel are analyzed and designed. Our results allow for estimation
of the impacts of time and transmit diversity techniques and we believe
these are useful in a design process as that outlined in Section 1.3.4. The
ﬁnal chapter provides conclusions, insights to system design, ideas for
further work and a critical discussion.
2.2.1 Chapter 3, Transmit Diversity Multiplexing:
Fundamental Limitations
To exploit transmit diversity the signals emitted by the diﬀerent trans-
mitters must be designed such that they can be easily recombined at
reception. By using frequency multiplexing as in the systems currently
deployed over the continental US [FJK+02], exploiting this spatial diver-
sity at the receiver is straightforward. Transmitting the same information
at diﬀerent frequencies also reduces the limited and expensive spectrum
available for this type of service. By conﬁguring the diﬀerent transmis-
sions as a single frequency network, in principle a more eﬃcient usage of
the spectrum can be achieved. Such a conﬁguration is considered for the
Japanese/Korean system currently in commercial deployment [MSS99].
Due to the vast distances involved in satellite diversity systems, practi-
cal design of a single frequency network is challenging. Here we discuss
the fundamental limitations of various multiplexing schemes and we pro-
pose the use of a small adaptive antenna at the receiver to separate the
diﬀerent transmissions and improve the spectral eﬃciency. System ar-
chitectures are outlined, an example illustrates the potential gain and
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implementation issues are discussed. This discussion has previously ap-
peared in,
Cristoﬀ Martin, Alexander Geurtz, and Bjo¨rn Ottersten. Spectrally
eﬃcient mobile satellite real-time broadcast with transmit diversity.
In Vehicular Technology Conference, September 2004.
2.2.2 Chapter 4, System Model
This chapter presents system models and transmission schemes suitable
for mobile satellite broadcast systems employing time and transmit di-
versity.
Two transmission schemes suitable for transmission over the mobile
satellite broadcast channel with diversity are presented. The ﬁrst scheme,
symbol level coding, provides time and space diversity by adding an error
correcting code to the data and spreading the transmission over space and
time. If the applied code is suﬃcient, the original data can be recovered
even if parts of the data have been lost during the transmission. If exten-
sive time diversity is provided, this scheme will require large amounts of
memory in the receiver as for optimal performance soft values represent-
ing the likelihoods of the received symbols are required. That motivates
the second scheme, packet level coding, where the transmitted data is di-
vided into packets and two layers of coding are used to protect against
channel impairments. An inner channel code protects individual packets
and an outer erasure code protects if some packets are lost. This way
decisions from the channel code decoding can be taken early relaxing
the receiver memory requirements. Transmission schemes similar to the
latter one have earlier been presented in e.g. [ESS04].
In [WM99] it is shown that if the interleaving used to communicate
over a correlated fading channel is not perfect sometimes system perfor-
mance can be improved by reducing the block size of the code. Anal-
ogously, in Chapter 6 we will show that for mobile satellite broadcast
systems, depending on the acceptable delay in the system and the tem-
poral channel characteristics, the segmentation of the transmitted data
can be optimized to maximize service availability. Therefore we will al-
low for diﬀerent segmentation strategies in both the transmission schemes
outlined above.
To be eﬃcient, mobile satellite communication system designs should
be based on the characteristics of the mobile satellite channel. During
the last decades considerable eﬀorts have been made in measuring and
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modeling such channels [LB98]. In this work diversity techniques are
considered and as long term events, such as signal blockages due to ob-
stacles surrounding the terminal, may last many seconds, models that
include these temporal aspects need to be used. Here, these types of
eﬀects are modeled as a random process that deﬁnes transitions between
diﬀerent states where each state has a physical meaning such as line of
sight, lightly shadowed, or completely blocked signal. Thus the chan-
nel is characterized by the statistical properties of the random process
and the fast fading behavior due to multi-path propagation within each
state. These properties depend on several factors including terminal envi-
ronment, vehicle speed, carrier frequency and satellite elevation. In this
chapter, models where the state transitions are modeled as a Markov
chain are considered [LCD+91, VD92]. Such models have been shown to
be reasonably accurate and, as we will show, allow eﬃcient analysis.
2.2.3 Chapter 5, Service Availability Estimation
In this chapter we propose an eﬃcient technique for estimating the satel-
lite broadcast service availability for moving vehicular terminals. Based
on the statistical channel models and the transmission schemes outlined
in Chapter 4, we propose techniques that allow for quick evaluation of
diﬀerent transmission schemes, parameters, and system conﬁgurations.
Thus the results presented in this chapter are useful in iterative design
processes such as those envisioned in Section 1.3.4.
Our results are partially inspired by earlier work on correlated terres-
trial wired and wireless channels [Cup69, YW95, WM99]. In these papers
the performance of communication systems operating on channels with
time correlation are studied. To model the correlation a two state Markov
model is considered and the performance is estimated by computing the
probability of being a certain number of times in each state of the chain.
In this work, we extend these results to time-varying Markov chains with
an arbitrary number of states and we also allow for more general channel
models and coding concepts.
As a side result, in Appendix 5.A we derive an eﬃcient recursive tech-
nique for enumerating Markov chains. Such techniques have previously
been considered in for example [PB99], however we believe our derivation
and results are signiﬁcantly simpler and we also allow for time-varying
transition probabilities.
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2.2.4 Chapter 6, Design Examples
The design of mobile satellite broadcast networks has been the topic of
several papers in the literature. In [GG94] the authors propose and an-
alyze a system using code division multiplexing techniques to broadcast
to mobile terminals using one transmitting satellite in a single frequency
conﬁguration with a network of terrestrial repeaters. The design does not
foresee time diversity explicitly, but assumes that terrestrial diversity and
a suﬃcient link margin can be used to provide satisfactory quality of ser-
vice. Time diversity aspects are taken into account in [WLS99, LGW00]
which consider mobile satellite broadcast using code and time division
multiplexing designs. In these papers the time diversity is not designed
using a statistical model describing the long term behavior of the chan-
nel but rather to handle signal blockages up to a certain length in time.
Other interesting concepts such as using multi-layer audio source codes to
reduce the tuning delay introduced by long interleavers are also proposed.
In [ESS04] a ﬁle delivery system designed to overcome signal blockages
is outlined. Files that are to be transmitted are divided into packets and
two layers of coding are used to protect against channel impairments. An
inner channel code protects individual packets and an outer erasure code
protects the ﬁle if some packets are lost. By multiplexing the packets
with packets from other ﬁles an extremely long outer interleaver can be
created capable of protecting the data even from long term outages. This
corresponds to the packet level coding scheme in this thesis.
In this chapter we illustrate how the analysis techniques derived in
Chapter 5 can be useful in a system design process. Based on statisti-
cal properties of the mobile satellite channel diﬀerent designs are pro-
posed. For example we show how the coding overhead can be minimized
while guaranteeing acceptable service availability and the trade-oﬀ be-
tween coding overhead and delay is illustrated.
Most of the results of Chapter 5 and Chapter 6 have been submitted
as
Cristoﬀ Martin, Alexander Geurtz, and Bjo¨rn Ottersten. Statisti-
cal analysis and optimal design of mobile satellite broadcast with
diversity. IEEE Trans. Veh. Technol., 2005. Submitted.
and parts of the results have also appeared in,
Cristoﬀ Martin, Alexander Geurtz, and Bjo¨rn Ottersten. File based
mobile satellite broadcast systems: Error rate computation and
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QoS based design. In Vehicular Technology Conference, September
2004.
Cristoﬀ Martin, Alexander Geurtz, and Bjo¨rn Ottersten. Packet
coded mobile satellite broadcast systems: Error rate computations
and quality of service based design. In European Workshop on
Mobile/Personal Satcoms and Advanced Satellite Mobile Systems
Conference, September 2004.
2.2.5 Chapter 7, Concluding Remarks and Future
Work
The contributions of the ﬁrst part of the thesis are summarized, the
results are critically discussed and opportunities for further work are
outlined.
Chapter 3
Transmit Diversity
Multiplexing:
Fundamental Limitations
To avoid outages in real-time services provided by mobile satellite broad-
cast systems their design must overcome radio signal blockages from ob-
stacles in the environment. In practice this can be accomplished using a
combination of time and space diversity. While providing diversity is nec-
essary to ensure a satisfactory service availability, providing it in general
results in lower data rates as redundant information is transmitted. In
this chapter the fundamental limitations of a mobile satellite broadcast
system with space diversity are discussed. We argue that, similar to ter-
restrial MIMO systems, deploying a multiple element receiver allows for
signiﬁcantly improved spectral eﬃciency. While this discussion does not
take time diversity and more detailed channel models into account as it
is done in Chapter 5 and Chapter 6 the same relative comparison should
still hold. We will also brieﬂy touch upon this subject in Chapter 7.
This chapter is organized as follows. Section 3.1 provides an overview
of diﬀerent methods of multiplexing the signals from the diﬀerent trans-
mitters to facilitate eﬃcient signal recombination at the receiver. Where
applicable references to related systems are given. In Section 3.2 example
multiplexing conﬁgurations are outlined. Fundamental limitations on the
data rates the diﬀerent systems can provide are discussed in Section 3.3.
The discussion is concluded with a numerical example in Section 3.4.
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3.1 General
The systems deployed today over the continental US [FJK+02, XMR05,
Sir05a] use a combination of two transmitting satellites and a network
of terrestrial repeaters to provide the necessary spatial diversity and to
ensure coverage also in diﬃcult environments. To separate the vari-
ous transmitted signals at the receiver, the available frequency band
is split in three approximately equal parts which are used by the two
transmitting satellites and the terrestrial repeaters respectively, see Fig-
ure 3.1. In Japan and Korea a system employing a single satellite and
an extensive network of gap-ﬁllers is currently in commercial deploy-
ment [MBC05, MSS99]. As only a single satellite transmitter is used it
is possible to organize the network in an eﬃcient network conﬁguration
where all users share the same radio resource using direct-sequence spread
spectrum techniques.
Satellite
4.2MHz
QPSK
Repeater
4.0MHz
OFDM
Satellite
4.2MHz
QPSK
Satellite
3.7MHz
QPSK
Satellite
3.7MHz
QPSK
Repeater
5.1MHz
OFDM
XMSirius
2320 2332.5 2345
Frequency (MHz)
Figure 3.1: Frequency band allocation and use for the US mobile satel-
lite broadcast systems [FJK+02].
To be able to provide mobile satellite broadcast services to aﬀordable
and small mobile terminals and to get reasonable propagation condi-
tions usage of expensive and scarce licensed radio spectrum is necessary.
Hence, providing such services via a highly eﬃcient air interface is es-
sential. Unfortunately, in current systems, providing satellite diversity
means transmitting identical information over diﬀerent frequency bands
wasting this precious resource.
One way of improving the spectral eﬃciency of broadcast networks is
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to let all transmitters share the same radio resource in what is called
a single frequency network, SFN. This is for example supported by
the terrestrial DAB and DVB standards for broadcast of audio and
video [ETS01, ETS04a]. In principle, the spectral eﬃciency of mobile
satellite broadcast networks could be improved by using similar tech-
niques even though the vast distances between the transmitting satellites
will make the design of such a system more complex and less eﬃcient.
During the last decades, adaptive antenna solutions, where multi-
ple antennas and transceiver chains are employed at the base stations
and/or terminals, have received considerable attention in terrestrial wire-
less communications for their potential to allow diﬀerent users to share
the available radio resources more eﬃciently [PP97]. Commercial mobile
phone base stations which exploit adaptive antenna solutions exist for
the purpose of interference suppression and SDMA1 in at least the GSM
and the (East Asian) PHS systems [Eri00, Arr]. Recently, research has
focused on systems where, by employing adaptive antennas on both sides
of a terrestrial communication link, the data rate can be signiﬁcantly
increased [Tel99]. Adaptive antenna terminals have also been suggested
as means of increasing data rates in broadcast systems allowing multiple
broadcast stations to share the same radio resource [PK94].
In this chapter, we propose the use of small adaptive antennas at the
receivers of a mobile satellite broadcast system as a means to exploit
the satellite and terrestrial spatial transmit diversity and to improve the
spectral eﬃciency. By employing multiple antennas and receiver chains
at each terminal it is possible to separate the diﬀerent impinging signals
based on their spatial characteristics instead of their frequency, time or
code. In principle, such a scheme is capable of providing several times the
spectral eﬃciency of the techniques used today using identical satellite
transmission power, link margins, time and spatial diversity. For com-
parison we outline other possible system conﬁgurations and the potential
gain in spectral eﬃciency is illustrated with a simple example.
3.2 System Conﬁgurations
In this section a few diﬀerent system conﬁgurations are discussed in the
framework of a mobile satellite broadcast infrastructure consisting of s
simultaneously transmitting satellites for space diversity and a single fre-
1SDMA – Spatial Division Multiple Access, in analog with FDMA, TDMA and
CDMA.
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quency network of terrestrial repeaters. For the service, spectrum of
bandwidth (s + 1)B is available. Emitting the same information over
all transmitters means that the broadcasted information can be recov-
ered even if one or more signals are blocked but it does not necessarily
imply that the same signal is transmitted. For example, the modula-
tion formats over the terrestrial and satellite links may be adapted to
the diﬀerent channel conditions and for optimal performance the data
transmitted over the diﬀerent channels can be jointly coded to provide
a coding gain on top of the diversity, see e.g. [FKKK01] and the trans-
mission schemes outlined in Chapter 4. In all system conﬁgurations it
is assumed that a common power output is available from each satellite
and for the diﬀerent setups a common total bandwidth is considered.
The various system setups are visualized with an example system
consisting of s = 2 satellites and a single frequency network of terrestrial
repeaters similar to the systems in commercial use over the continental
US today, see Figure 3.2. In the examples, the total bandwidth available
for the system is thus 3B.
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Figure 3.2: Example system setup consisting of s = 2 simultaneously
transmitting satellites and a network of terrestrial repeaters in a single
frequency network conﬁguration. The system is designed so that the
transmitted data can be recovered even if only a single satellite signal is
received.
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3.2.1 Multiple Frequency Network Setup
For reference a conventional system with the transmitted signals sep-
arated in frequency is considered. To simplify comparisons with more
elaborate transmission setups, the satellite and terrestrial transmitters
use equal bandwidths, i.e. the bandwidth available for each transmitter
is B. The frequency band allocation for our example is illustrated in
Figure 3.3.
Sat. 1
Sat. 2
Ter.
Rep.
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B
Pref
B
Frequency
Frequency
Frequency
Licensed spectrum (3B)
Figure 3.3: Reference single antenna, multiple frequency mobile satel-
lite broadcast network. All transmitters transmit the same information
(albeit possibly using diﬀerent coding and modulation) for diversity. The
y-axis illustrates the received signal power spectral density.
3.2.2 Single Frequency Network Setups
By using diﬀerent frequency bands to transmit the same information,
multiple frequency broadcast networks are wasting valuable bandwidth.
Therefore, in general it is desirable for digital broadcast systems to oper-
ate in a single frequency network conﬁguration where the available radio
resource is shared amongst all transmitters.
In principle, one way to construct a single frequency network would
be to let all transmitters transmit the same signal in the same frequency
band. As diﬀerent receivers are in diﬀerent locations, the transmissions
cannot be synchronized but the various signals will impinge with dif-
ferent delays. For the receiver, the diﬀerent arriving signals appears as
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inter-symbol interference and optimally, the originally transmitted infor-
mation is recovered using maximum likelihood sequence estimation. In
practice, due to the time dispersion of the channel, for high data rates
such schemes would be extremely computationally demanding and there-
fore specially suited modulation schemes need to be employed. Exam-
ples of such schemes include orthogonal frequency division multiplexing,
OFDM, and direct-sequence code division multiplexing.
In OFDM, the chosen modulation scheme for the terrestrial repeater
networks in the XM and Sirius satellite broadcast systems; the data is
parallelized and transmitted on a large number of frequency carriers re-
sulting in a data rate per carrier much lower than the total data rate.
Similarly, in direct-sequence spread spectrum single frequency networks,
such as that chosen for the terrestrial repeaters and single satellite in the
MBCO system [MSS99], the transmitted data is parallelized and trans-
mitted using orthogonal spreading codes similar to the forward link of a
DS-CDMA system. For these schemes to be eﬀective the resulting symbol
period on the parallel channels must be much larger than the time delay
spread of the channel. Clearly, if the channel has considerable length this
requirement may be diﬃcult to fulﬁll. For example, in a mobile system
the coherence time of the channel also needs to be taken into account.
As discussed above, the design of a single frequency network is simpli-
ﬁed if the diﬀerent signals can be synchronized on a symbol period level
at reception. For this reason two single frequency network conﬁgurations
are considered; one where all transmitters use and share the entire spec-
trum and one where the satellites are separated in frequency while the
repeaters share their bandwidth with the satellites. This would mean
that each satellite uses a bandwidth of either (s+ 1)B or (s+ 1)B/s. In
the second conﬁguration the repeaters can synchronize with the signals
transmitted from the satellites and an OFDM or direct-sequence code
division multiplexing approach could be taken to implement the network
in practice, see e.g. [GG94, MSS99]. For the example the bandwidth
conﬁgurations are illustrated in Figure 3.4.
3.2.3 Proposed Adaptive Antenna Receiver Setup
Consider an adaptive antenna receiver consisting of nr antennas each con-
nected to demodulation and analog to digital converters. By combining
the digital outputs from the diﬀerent antennas in an elaborate manner,
various goals can be achieved. For example, by using a maximum ratio
combiner the signal to noise ratio can be improved and the receive diver-
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Figure 3.4: Bandwidth conﬁguration in the two single frequency net-
work conﬁgurations. The y-axis illustrates the received signal power spec-
tral density.
sity exploited to overcome deep fades due to multi-path eﬀects. Such a
use of receive diversity has previously been considered for the land mobile
satellite channel in e.g. [BSB+89, MTHK99] and similar ideas are imple-
mented in the terminals of the MBCO system [MSS99]. In terrestrial
cellular communications, adaptive antennas is an established technique
on the base station side. Here the spatial properties of the antenna ar-
ray are used to lower the interference level in the system, to reduce the
frequency reuse distance and in some systems even to increase the net-
work capacity using SDMA schemes. In SDMA systems several user
terminals are allowed to share the same radio resource, e.g. the same
time/frequency slot in a time division multiple access system. Instead
the diﬀerent terminals are separated at the base station based on spatial
properties of the received and transmitted signals. Examples of commer-
cial use of adaptive antennas today include interference suppression in
GSM [Eri00] and SDMA in the East Asian PHS system [Arr].
Here the use of a small adaptive antenna at the receiver to improve
the spectral eﬃciency of a mobile satellite broadcast system is considered.
Two types of system conﬁgurations are considered.
First, a multiple-frequency conﬁguration where the adaptive antenna
is used to provide a diversity gain is considered. Here an increase in
signal to noise ratio can be provided in stationary conditions and spatial
diversity can also provide robustness against fast fading due to multi-
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path. An identical bandwidth allocation as in the single antenna, multiple
frequency network setup is assumed. For the conﬁguration in our example
see Figure 3.5.
Second, a receiver structure as that depicted in Figure 3.6 is consid-
ered. Here all signals are transmitted using the same radio resource and
thus all transmitters are allocated a bandwidth of (s + 1)B. In this sin-
gle frequency setup the signals arriving from the diﬀerent transmitters
are separated at the receiver based on their spatial properties. If mul-
tiple signals are received they can then be recombined using maximum
ratio combining or a space-time code for improved performance. In prac-
tice, the number of receive antenna elements should at least match the
number of transmitted signals, i.e. nr ≥ s + 1. Notice the similarity of
this approach with the return link in SDMA, Figure 3.7, and that well
established techniques exist for the signal separation, [PP97]. Also, as
the channels between the transmitters and receive antennas can be esti-
mated using the received signals, no physical information regarding the
position of the array, transmitters nor relative antenna element positions
is necessary for the signal separation.
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Figure 3.5: The example system in the two conﬁgurations considered for
use with an adaptive antenna receiver. The y-axis illustrates the received
signal power spectral density per receive antenna.
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Figure 3.6: Principle functionality of an adaptive antenna single fre-
quency satellite/terrestrial receiver.
3.3 Spectral Eﬃciency of the Diﬀerent Con-
ﬁgurations
The Shannon capacity of a channel is the highest data rate where data
can, in principle, be communicated at an arbitrary low probability of
error, see Section 1.2.3. Using modern coding schemes, such as turbo or
LDPC coding, [BG96, Gal62, MN97], one can achieve system performance
near the bounds of capacity and this measure is therefore of relevance. To
estimate the spectral eﬃciency that can be achieved using the diﬀerent
multiplex conﬁgurations of Section 3.2, we assume that these broadcast
systems are designed for a worst case scenario where only a single satellite
signal is received. To keep the results simple a non-fading ﬂat additive
white Gaussian noise channel is used to model the propagation between
this single satellite and the receiver. Thus, to estimate the achievable
spectral eﬃciencies for the diﬀerent system conﬁgurations, we compute
the capacity of a ﬂat AWGN channel, band-limited in the diﬀerent sys-
tem setups as indicated by the ﬁgures in Section 3.2. In the discussion
below we will denote this channel the design channel. Note that as a
mobile environment with non-directive antennas is considered in reality,
the channel would fade due to multi-path. Here we assume that these
kinds of eﬀects are taken into account by providing suﬃcient link margin
and interleaving. Either way, taking more realistic channel models into
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Figure 3.7: Comparison of spatial division multiple access and the adap-
tive antenna, single frequency broadcast network proposed in this chap-
ter. Note that the broadcast network only requires directive reception
and since the diﬀerent signals contain identical information they can be
recombined to improve performance.
account would only obscure the results as the relative performance never
the less should be similar.
The capacity of an AWGN channel, band-limited to W with noise
spectral density of N0/2 and received average power limited to P is well
known to be [CT91],
C = W log2
(
1 +
P
N0W
)
[bits/s].
Based on this result the capacity of the design channel can easily be
derived for the diﬀerent multiplexing conﬁgurations.
3.3.1 Design Channel Capacity Computation
In this section the Shannon capacity for the design channel is computed
for the diﬀerent system conﬁgurations. To be fair, the received signal
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power per receive antenna in all conﬁgurations is Pref and the noise spec-
tral density is N0/2.
First the reference multiple frequency system of Section 3.2.1 is con-
sidered. Here the bandwidth of the received satellite signal is B and the
capacity of the design channel may be found as
Cref = B log2
(
1 +
Pref
N0B
)
. (3.1)
Now consider the single frequency network conﬁgurations, see Sec-
tion 3.2.2. Here the bandwidths for the reference channels would be
(s + 1)B and (s + 1)B/s respectively and the corresponding capacities
are,
CSFN1 = (s + 1)B log2
(
1 +
Pref
(s + 1)N0B
)
(3.2)
and
CSFN2 =
s + 1
s
B log2
(
1 +
sPref
(s + 1)N0B
)
. (3.3)
Finally, the adaptive antenna system conﬁgurations from Section 3.2.3
are considered. For the system with the diﬀerent signals separated in
frequency, the bandwidth of the design channel is B. By combining the
antenna outputs such that the satellite signal is combined coherently and
the noise incoherently the received signal to noise ratio is increased nr
times. Thus the capacity for our design channel would be,
CAdaptive = B log2
(
1 +
nrPref
N0B
)
. (3.4)
When the transmitters are organized in a single frequency network fash-
ion not only is nr times the signal power available, but also s + 1 times
the bandwidth. We have
CSFN,Adaptive = (s + 1)B log2
(
1 +
nrPref
(s + 1)N0B
)
≥ (s + 1)Cref,
(3.5)
where the last inequality follows from the assumption that nr ≥ s+ 1 in
Section 3.2.3 and equality holds if nr = s + 1.
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3.4 Numerical Example
In Figure 3.8 the resulting spectral eﬃciencies of the diﬀerent multiplex-
ing conﬁgurations are illustrated as functions of the design signal to noise
ratio for the single receive antenna, multiple frequency network reference
system. For the adaptive antennas setups an nr = 3 element antenna ar-
ray is used. Using more antennas would further improve performance and
could also simplify the implementation of necessary signal processing. As
this simple example illustrates, by changing the frequency conﬁguration,
signiﬁcant gains in terms of data rate can potentially be realized. Espe-
cially for the two single frequency network conﬁgurations the gain can be
huge. At the same time it should be noted that it is unclear how a sin-
gle antenna single frequency network can be implemented in a multiple
satellite infrastructure and that the gain from a multiple antenna system
comes at the cost of a more bulky and expensive receiver.
In the above discussion the impact of time diversity has not been
taken into account. The next couple of chapters are intended to provide
some additional insights when such eﬀects are included. In Section 7.1 we
will again discuss the impact on the spectral eﬃciency when both time
and space diversity is employed.
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Figure 3.8: Normalized capacities, “spectral eﬃciencies,” for the design
channel of the various system conﬁgurations as functions of the design
SNR for the single antenna multiple frequency reference system. In the
example s = 2 satellites are simultaneously transmitting and nr = 3
antenna elements are employed in the adaptive antenna receivers.
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Chapter 4
System Model
The mobile satellite channel is characterized by long term events in terms
of severe and frequent blockages of the channel due to obstacles in the ter-
minal environment. Thus the transmission scheme of an eﬃcient broad-
cast system must be designed taking these long term correlation char-
acteristics into account. This chapter presents two such transmission
schemes with corresponding statistical channel models. The two trans-
mission schemes both allow for time and transmit diversity techniques,
but diﬀer in performance and computational complexity. In Chapter 5
and Chapter 6 analysis and design techniques for the system model pre-
sented in this chapter are proposed.
Section 4.1 describes two transmission schemes suitable mobile satel-
lite broadcast. To overcome channel impairments coded time and trans-
mit diversity techniques are employed. In an example we illustrate how
the segmentation of the transmitted data aﬀects the system error rate
performance. We will therefore consider the data segmentation as one
design parameter in the transmission scheme. In Section 4.2 land mo-
bile satellite channel models suitable for the transmission schemes are
presented.
4.1 Transmission Schemes
In this thesis we consider transmission schemes designed to protect the
smallest data unit useful for the receiver applications. For ﬁle delivery
type of services a data unit would normally correspond to a complete ﬁle
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while for streaming type of services it would correspond to one content
frame. This design choice is motivated by the fact that most ﬁles are use-
less if they contain errors and error concealment techniques for streaming
services in general discard partly erroneous frames anyway [FJK+02].
To overcome the channel impairments of the mobile satellite channel,
diversity techniques are considered. Spatial diversity can be provided us-
ing multiple transmitting satellites and terrestrial repeaters. To provide
time diversity, error correcting codes of rates lower than a line of sight
link budget implies are used and the data transmission is spread in time.
Two methods are studied, either time diversity is provided using low rate
direct channel codes or by dividing the data unit in packets each pro-
tected by an inner channel code suﬃcient to overcome noise in near line
of sight conditions and an outer erasure code to recover lost packets. In
this paper these schemes are referred to as symbol level coding and packet
level coding respectively. In both cases the transmission of a data unit
consisting of u symbols multiplexed in time with data from other data
units is considered.
4.1.1 Symbol Level Coding
Symbol level coding exploits time diversity by employing a modulation
scheme and a channel code that provides an information rate rs (bits per
channel use) lower than the rate implied by a line of sight link budget and
spreading the transmitted data over a time tdelay. If multiple satellites
are used, the coded data is divided into multiple streams and transmitted
over the diﬀerent satellites. This scheme is illustrated in Figure 4.1. As
we will argue in Section 4.1.4, in some scenarios it is favorable to not
spread the transmitted symbols evenly in time. This is here addressed
with a scheme where the data from a data unit is divided into k segments
each consisting of c symbols before multiplexing with other data units.
Using this multiplexing scheme, an outer interleaver can be created that
is suﬃciently long to cope with long term eﬀects on the channel. Note
that the case of symbol interleaving is included as a special case (c = 1)
and that, if needed, the techniques presented in Chapter 5 can handle
more general, non-uniform, distributions of transmitted symbols in time.
4.1.2 Packet Level Coding
A data unit transmitted using packet level coding is divided into k − l
packets, each consisting of p bits. To overcome blockages, l packets are
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Figure 4.1: Symbol level coding scheme and transmission of a jointly
coded data unit over s satellites. (a) Original data unit consisting of u
bits. (b) Channel code providing an information rate rs (bits per channel
use) added, rs is chosen smaller than a line of sight link budget would
imply. (c) The coded data unit is divided into k segments, each consisting
of c symbols. The segments are divided into one stream for each satel-
lite, multiplexed with segments from other data units and transmitted,
resulting in a time distance tdist between each segment. This way a delay,
tdelay, is introduced from the ﬁrst to the last symbol transmitted by one
satellite.
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added with erasure coding, i.e. an erasure code of rate rp = (k − l)/k is
used. Each packet is modulated and individually channel coded resulting
in an information rate r (bits per channel use) on the symbol level. The
modulation and coding is assumed suﬃcient for a transmitted packet to
be quasi error free provided that there are no signal interruptions for the
duration of the reception of the packet. Time diversity is provided by
spreading the packets evenly over a time tdelay between the ﬁrst symbol
of the ﬁrst packet to the last symbol of the last packet. If multiple
satellites are used, the packets are divided into one stream for every
satellite and tdelay is the delay per satellite. The adaptation of the data for
the channel is illustrated in Figure 4.2. Similar techniques for overcoming
the impairments of the satellite mobile broadcast channel have previously
been introduced in e.g. [ESS04].
4.1.3 Comparison of the Two Schemes
The symbol level coding scheme is optimal in the sense that it uses a
single code to jointly overcome noise and blockages. Thus, if there are no
blockages additional link margin is provided which may prove beneﬁcial
in cases where the terminal is in a shadowed state. This also avoids a
trade-oﬀ problem present in the packet level coding scheme where one
needs to decide how much of the total coding overhead should be used
for direct channel coding and how much should be used to overcome
blockages. On the other hand the packet level coding scheme has practical
advantages. Decoding of the symbol level scheme requires soft values
representing the likelihoods of the received symbols. If tdelay is large
this represents signiﬁcant amounts of memory in the receiver limiting the
amount of time diversity that can be provided. If packet coding is used,
decisions resulting from the channel code decoding can be taken earlier
relaxing this requirement. The packet level coding scheme also makes it
easier to handle data units of diﬀerent sizes. The numerical examples
in Section 6.6 illustrate how the techniques derived in this paper can be
used to estimate the spectral eﬃciency resulting from choosing one of
the transmission schemes. One could also imagine joint schemes where
packet level coding is used as an outer code of a symbol level scheme.
While such schemes are not pursued further herein, the techniques of
Chapter 5 should be possible to extend to such a case provided that the
transmissions of neighboring packets are not overlapping in time, this is
somewhat elaborated on in Section 7.2.
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Figure 4.2: Packet level coding scheme and transmission over s satel-
lites. (a) Original data unit consisting of u symbols. (b) Data unit
divided into k − l packets of p symbols. (c) l redundancy packets added
for erasure coding, resulting in a total transmission size of nt. (d) Packets
modulated and coded resulting in an information rate r (bits per channel
use) to protect against noise in non-blocked conditions. (e) Multiplexing
with packets from other data units and transmission. Packets transmit-
ted over s satellites, the distance in time between two packets transmitted
over the same satellite is tdist resulting in a total delay of tdelay in the
transmission by one satellite.
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4.1.4 Design Parameters
For both schemes there are a number of parameter values that need to be
chosen to provide the desired system performance. Obviously, the coding
overhead to overcome channel blockages and the total acceptable delay
need to be optimized. Intuitively, short delays means that the impact of
a channel blockage becomes more severe increasing the coding overhead
necessary for satisfactory performance. Thus, requirements on a short
delay introduce a cost in terms of additional bandwidth usage. A design
parameter that is less obvious is the number of segments or packets that
are transmitted, k. A small k means that a large part of the transmitted
code word is lost if the signal is blocked. On the other hand, increasing k,
while maintaining a ﬁxed tdelay, reduces tdist meaning that the probability
of loosing consecutive packets or segments increases.
In Figure 4.3, the impact of the choice of k is illustrated through
a simple example. Consider the transmission over a channel with two
states, either the transmitted signal is received or completely lost. This
could be seen as corresponding to the cases of line of sight and com-
pletely blocked propagation conditions for a mobile satellite link. We
assume that an error correcting code suﬃcient for recovery of the origi-
nal data unit provided that two thirds of the transmitted data is received
has been chosen. Similarly to [WLS99, LGW00], we want to design the
transmission scheme to be able to cope with channel blockages up to a
certain length in time, tblock. First, consider a system where the coded
data symbols are spread evenly over a time tdelay, see (a) in the ﬁgure.
Under the assumption of the error correcting performance of the trans-
mission scheme, to guarantee reception, at least a delay of tdelay = 3tblock
needs to be introduced. Second, consider transmitting the coded data in
three bursts as in (b) of the ﬁgure. To satisfy the simple design criterion
of this example, it is suﬃcient to choose tdelay such the separation in time
between two bursts is at least tblock. Thus, using the second scheme the
required delay for error free operation is reduced.
Clearly the design criterion used for Figure 4.3 is overly simpliﬁed.
For example, in a scenario with several short blockages the design (b)
might fail while the more conservative (a) will work as long as the total
duration of blockage does not exceed tblock. On the other hand, if tdelay
is reduced, due to the correlated nature of mobile satellite channels, the
probability of another blockage is also reduced. This illustrates why it is
important to take more realistic models for the temporal behavior of the
mobile satellite channel into account in the design of robust transmission
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tdelay
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Figure 4.3: Example of outer interleaver designs. The dashed curve
illustrates the current receive signal quality as the channel enters a bad
state for the time tblock. The continuous curve shows the number of
coded bits received per time unit. Two multiplexing conﬁgurations are
considered creating diﬀerent interleaving structures. In both cases it is
assumed that the original data can be recovered if two thirds of the
transmission is received in the good state. In (a) the transmitted data
is spread evenly in time while in (b) the data is transmitted in three
bursts. Assuming that there will only be a single blockage of the channel
for the duration of the outer interleaver, the delay, tdelay, introduced to
provide time diversity can be reduced by segmenting the data unit before
transmission.
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schemes exploiting coded time diversity.
4.2 Land Mobile Satellite Channel Model
From a time diversity perspective, the land mobile satellite channel is
characterized by long term blockages and shadowing of the direct path
between the satellite and the mobile terminal. A natural approach to
model this phenomenon is to divide the channel into states where each
state represents one type of event. For example, the long term tempo-
ral behavior of the channel could be modeled as a line of sight state, a
shadowed state, a blocked state and the transitions between these states.
Events acting on a shorter time scale such as fast fading due to multi-path
propagation are modeled by drawing channel coeﬃcients from a random
distribution deﬁned by the current state of the channel. Diﬀerent ran-
dom processes have been proposed to mimic the state durations and the
transitions between diﬀerent states. Examples include Markov processes,
see e.g. [LCD+91, VD92, FGF+97] and “semi-Markov” processes where
general probability distributions are used to model the duration of the
diﬀerent states, see e.g. [ITU03, HVG91, BT02].
Here we consider multi-state channel models where the probability of
being in a certain state at some point in the future only depends on the
current state and not on earlier states, i.e. Markov processes. These seem
to prevail in the channel modeling literature, see e.g. [LCD+91, FGF+97,
VD92], and we only consider discrete time Markov chain models. In this
case, the state transitions of the Markov chain can be seen as sampling
of the channel states.
4.2.1 Symbol Level Coding
To model the communication of a data unit using the symbol level scheme,
a discrete time complex-valued model is considered where the received
data, ys, is the output of a frequency ﬂat fading additive white Gaussian
noise channel with input xs. That is, one use of the channel is modeled
as
ys = hsxs + vs (4.1)
where hs models the fading channel and vs is the noise. This is a reason-
able model for the sampled output of the matched ﬁlter in a synchronized
ﬂat fading system. If needed, most of the techniques presented in the fol-
lowing can be easily extended to more complex channels, for example
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including frequency selective fading or multiple receive antennas. The
signal to noise ratio, ρ, is deﬁned as
ρ =
E{|hsxs|2}
E{|vs|2}
. (4.2)
To model fast fading, at each time instance, hs is independently drawn
from a distribution deﬁned by the current state of a jtot-state Markov
chain with states S1 . . . Sjtot , for an example see Figure 4.4 where a 3-state
model is illustrated. Each of the states are associated with a function,
f1(hs), . . . , fjtot(hs) that deﬁnes the probability distribution from which
hs is drawn. The diﬀerent states of the Markov chain have physical inter-
pretations in the current channel conditions. Examples of interpretations
include line of sight, light shadowing or complete signal blockage. The
long term behavior of this type of channel is thus deﬁned by the transi-
tion probabilities between the diﬀerent states and the short term behavior
by the probability density of hs deﬁned by the state. During the years,
signiﬁcant eﬀorts have been made in estimating these parameters from
channel measurements and physical modeling [LB98, FVCC+01, STE01].
Notice that the transmission time of a segment may be longer than the
sample time between the transitions in the Markov chain. This means
that for a detailed analysis the transition probabilities can be seen as
time varying over the transmission of one code word with diﬀerent tran-
sition probabilities depending on if the transition occurs between two
transmitted segments or within one transmitted segment.
4.2.2 Packet Level Coding
To model the system behavior at packet level of the packet level scheme,
an erasure channel where the transmitted packet, xp, is either perfectly
received or completely lost is considered. The probability of loosing a
packet, ep, is time varying according to the current state of a jtot-state
Markov chain. In one subset of the states the applied channel code allows
for error free decoding of the received packets, ep = 0, while for the re-
maining states the received signal is insuﬃcient, ep = 1. As an example,
consider a two state model with one good state, G, and one bad state, B.
Such a channel is completely characterized by the transition probabilities
between the diﬀerent states, pg and pb, see Figure 4.5. If the transmission
time of a packet is signiﬁcant compared to the average time the physical
channel spends in non-blocked conditions, accurate estimation of the er-
ror probability requires that the probability of receiving partial packets is
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p21
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p31
p32
p33
xs ys
× +
hs vs
Pr(hs > h) = F1(h)
Pr(hs > h) = F2(h)
Pr(hs > h) = F3(h)
Figure 4.4: Example of a (jtot = 3)-state Markov channel like that
considered in the examples of Chapter 6. A ﬂat fading additive white
Gaussian noise channel is considered. The channel coeﬃcient, hs is in-
dependently drawn from a distribution deﬁned by the current state of a
Markov chain.
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taken into account. If the physical channel can be modeled as a two state
model this eﬀect can be included directly in the packet level transition
probabilities, see Appendix 4.A. Note that using techniques originally
derived for Gilbert-Elliot channels, see e.g. [YW95] or Appendix 5.A.4,
the results in Chapter 5 are straightforward to extend to include scenar-
ios where the receiver has some probability of receiving packets partly
received in the bad state or loosing packets received in the good state,
i.e. for states with ep such that 0 ≤ ep ≤ 1.
G B1− pb
pb
pg
1− pg
xp
xp
0
ep = 0 ep = 1
1− ep
ep
Figure 4.5: Example of a (jtot = 2)-state Markov model used for the
packet level coding scheme. A transmitted packet xp is correctly received
if the channel is in state G and lost if the channel is in state B.
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Appendix 4.A Packet Level Markov Model
If large data units are transmitted using the packet level coding scheme
deﬁned in Section 4.1.2, depending on the number of packets the data unit
is divided into there might be a considerable probability of a state change
in the underlying physical channel during the transmission of a packet.
In this appendix it is shown how this eﬀect can be taken into account
when deriving the transition probabilities, pb and pg for the packet level
channel model shown in Figure 4.5.
For the derivation of these transition probabilities the following as-
sumptions and notations are introduced:
• It is assumed that the temporal behavior of the underlying physical
(symbol level) channel model is characterized by a two state Markov
chain. The two states, denoted S1 and S2, are chosen such that the
symbol level coding is suﬃcient to recover a packet entirely received
in S1 while if some part of the packet is received in S2 the packet
is lost. Note that Markov chains with a larger number of states
cannot be reduced to a two state chain. If the symbol level code is
powerful enough to recover packets partly received in S2 the results
in this thesis are straightforward to extend to include such eﬀects.
• The transition probabilities that characterizes the two state Markov
model modeling the physical channel, p11 = 1−p12 and p22 = 1−p21
are assumed available from measurements or other analysis.
• Transmission of one packet spans np samples in the symbol level
Markov chain and there are ndist samples between each packet.
• The stationary probabilities of being in either the good or the bad
state in the symbol level Markov model are given by Pr(S∞1 ) and
Pr(S∞2 ). These probabilities follow from the well known expres-
sions,
Pr(S∞1 ) =
p21
p12 + p21
and Pr(S∞2 ) =
p12
p12 + p21
.
For the packet level Markov model the analog notation Pr(G∞) and
Pr(B∞) is used.
First, pb, the probability of loosing a packet if the previous packet
was received successfully is derived. Note that 1 − pb is the probability
of successfully receiving a packet when the previous packet also has been
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received. If a packet should be successfully received, the ﬁrst sample and
the remaining np − 1 samples of the packet must all have been received
in state S1, we have
1−pb =
(Pr(S∞1 ) + Pr(S
∞
2 )(1− p12 − p21)ndist+1)︸ ︷︷ ︸
(a)
p
np−1
11︸ ︷︷ ︸
(b)
. (4.3)
In (4.3) the part (a) is the probability that the ﬁrst sample of the current
packet is correctly received given that the last sample of the previous
packet was correctly received, see e.g. [WM99], the part (b) gives the
probability that the remaining np − 1 samples of the transmission of the
packet are in S1.
Second, pg, the probability of receiving a packet if the channel was in
the bad state during the transmission of the previous packet, is computed.
This is done by ﬁrst deriving the stationary probabilities of the packet
level Markov channel model. The stationary probability of being in the
good packet state, Pr(G∞), can easily be found,
Pr(G∞) = Pr(S∞1 )p
np−1
11 .
Using that Pr(B∞) = 1− Pr(G∞) and the well known
Pr(G∞) =
pg
pb + pg
and Pr(B∞) =
pb
pb + pg
the transfer probability from the bad to the good state of the packet level
model may be found as,
pg = pb
Pr(G∞)
Pr(B∞)
.
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Chapter 5
Service Availability
Estimation
In the design of a mobile satellite broadcast system there is a large number
of design parameters to choose. Examples include coding rate, interleav-
ing length and data segmentation but one may also consider diﬀerent sys-
tem conﬁgurations in terms of satellites and terrestrial coverage. While
detailed simulations are necessary in a system design process, due to the
large number of parameters, eﬃcient performance estimation techniques
are important. In this chapter we derive an eﬃcient technique for es-
timating the data unit reception probability when the two transmission
schemes deﬁned in Section 4.1 are applied to overcome channel impair-
ments as those deﬁned in Section 4.2.
Based on some simplifying assumptions in Section 5.1, the problem
can be divided into two parts, analyzing the temporal behavior of the
channel and analyzing the code performance over the diﬀerent channel
states. In Sections 5.2 and 5.3 we show how such analysis can be per-
formed while Section 5.4 combines these results to estimate the end user
receive probability. Finally, Appendix 5.A derives eﬃcient enumeration
techniques for Markov chains.
5.1 Simplifying Assumptions
To perform an eﬃcient error analysis a few assumptions regarding the
satellite reception capability and spatial diversity are necessary.
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5.1.1 Satellite Channel Reception
The error analysis techniques proposed in this section require two as-
sumptions on the satellite channel reception:
• The probability of correct decoding only depends on how much of
a transmitted codeword is received in either state.
• The receiver channel state information is always in a steady state.
That is, the receiver channel knowledge does not improve nor de-
teriorate over time. Neither is there any delay in resynchronization
if the synchronization have been lost due to some signal blockage.
Based on the ﬁrst of these assumptions the problem of estimating the
data unit error probability can solved by dividing it into two parts, a
temporal and code performance part. That is, if one can estimate the re-
ceive probability given that the transmitted codeword has been received
in a certain combination of channel states, the probability of error can be
computed from the probability of that distribution of the states. The sec-
ond assumption preserves the Markov property of the channel, meaning
that the states can be eﬃciently enumerated, see Appendix 5.A.
5.1.2 Spatial Diversity
Two types of spatial diversity are considered, space and terrestrial.
For space diversity, with multiple transmitting satellites, it is assumed
that the amount of data received in the diﬀerent states from the various
satellites is statistically independent. In practice, correlation between the
diﬀerent satellite channels is likely and the results achieved for satellite
diversity could be seen as an upper bound on the achievable performance.
It should be noted that as much larger time latencies can be accepted
in broadcast applications than for two-way type of communications, the
transmission of the individual segments or packets over the diﬀerent satel-
lite channels can be separated in time reducing the correlation. This also
means that much of the measurements of satellite correlation and the
analysis of its impact on the communication performance that has been
performed for low latency systems, see e.g. [Lut96, VCFS02], are not
directly applicable.
For terrestrial diversity, with terrestrial repeater stations covering en-
vironments too resource demanding for the satellites, we assume that
all, or a certain percentage, of the users in those environments receive
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the service via the repeaters. Thus, these end users are excluded in the
satellite coverage analysis.
5.2 Temporal Analysis
To estimate the error probability according to the scheme outlined above
the temporal behavior needs to be analyzed, i.e. the probability of re-
ceiving a code word in a certain distribution of states is required. Let
ntot be the total number of state changes, samples, of the Markov chain
that the transmitted code word spans and let n1, . . . , njtot correspond
to the number of samples of a transmitted code word that has been re-
ceived in S1, . . . , Sjtot , i.e. njtot = ntot−
∑jtot−1
j=1 nj . We are interested in
pm(n1, . . . , njtot−1), the probability that of the ntot samples of a transmit-
ted data unit n1 samples are received in S1, n2 in S2 and so on. Given
the transition probabilities of the Markov chain, pm can be eﬃciently
computed using the techniques in Appendix 5.A. For an illustration of
how the probabilities, pm, may appear, see Figure 5.1. If tdelay and k are
large pm(n1, . . . , njtot−1) would converge such that the amount of data
received in the diﬀerent states would correspond to their stationary prob-
abilities. However, as a ﬁnite delay is considered in this example, there
is signiﬁcant variance around this value.
If satellite diversity is considered, the amount of data received in the
diﬀerent states from the diﬀerent satellites is added up. In Section 5.1.2 it
was assumed that the amounts of data received in the diﬀerent states via
the diﬀerent satellites is independent. Thus the probability of receiving
a transmitted data unit in a certain combination of states can be found
by convoluting the individual probability functions of each satellite chan-
nel. For example, in the case of two continuously transmitting satellites,
pm(n1, . . . , njtot−1), the total probability function for the two satellite sig-
nals, can be found as the convolution of the individual probability func-
tions of the two channels, pSat1m (n1, . . . , njtot−1) and p
Sat2
m (n1, . . . , njtot−1),
i.e.
pm(n1, . . . , njtot−1) = p
Sat1
m ∗ pSat2m (n1, . . . , njtot−1), (5.1)
where ∗ denotes (jtot − 1)-dimensional convolution. Since the diﬀerent
satellites are assumed well separated in space, their fading statistics in
the diﬀerent states may vary considerably due to diﬀerences in elevation
angles and satellite antenna design [MN02]. Such eﬀects can be incorpo-
rated in the present analysis by increasing the number of states in the
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Figure 5.1: Example of pm(n1, . . . , njtot−1) for a (jtot = 3)-state Markov
chain model, the darker the plot the higher the probability of that com-
bination of states. The part of the transmitted data unit not received
in either S1 or S2 is received in S3. The transmission of 500 segments
spread over 90 s using a single satellite in the urban environment deﬁned
in Chapter 6 is considered. The diﬀerent states, S1, S2 and S3 correspond
to line of sight, shadowed and blocked conditions respectively. One seg-
ment corresponds to one sample in the Markov chain. Using an inﬁnitely
long interleaver pm would be concentrated around the stationary proba-
bility of the channel, the white “x”. Due to the ﬁnite delay however the
variance around this value is substantial.
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Markov chain, where some states may be unique to one of the satellite
channels.
Note that as long as the Markov assumption on the channel holds,
pm(n1, . . . , njtot−1) can be eﬃciently computed analytically using the
techniques derived in Appendix 5.A. If more elaborate random processes
are considered for the long term behavior of the channel, brute force
enumeration or Monte-Carlo type computations are in general required,
reducing the eﬃciency and precision of the temporal analysis.
5.3 Code Performance
To estimate the data unit error rate performance of the transmission
schemes the performance of the channel code must be known or approxi-
mated. Thus, we must compute or estimate pc(n1, . . . , njtot−1), the prob-
ability of correctly decoding a coded data unit spanning a total of ntot
samples of the jtot-state Markov chain out of which n1, . . . , njtot−1 were
received in S1 . . . Sjtot−1 and the remaining njtot = ntot −
∑jtot−1
j=1 nj in
Sjtot .
In many cases pc cannot be computed exactly but must instead be
estimated in some way. In the literature, diﬀerent bounds and approx-
imations that may be suitable for the symbol level coding scheme ex-
ist. For example [SS01] provides tight bounds on the performance of
modern codes such as LDPC and turbo-like codes. An upper bound
on the error-free code performance of the symbol level scheme can be
found from the capacity of fading Gaussian channels similar to the ca-
pacity results in [ESH04]. Since modern coding schemes such as turbo
or LDPC-codes are known to perform near capacity such a bound is of
relevance [BG96, MN97] and will therefore be considered in the design
examples in Chapter 6. If the receiver has access to perfect channel esti-
mates and the process generating hs is stationary ergodic, with the no-
tation from Section 4.2.1, the channel capacity may be found as [BPS98]
(in nats per channel use),
C = E{log(1 + |hs|2)}. (5.2)
For an end user who receives a share nj/ntot of a transmitted data unit
in Sj , the probability density function of hs is,
f(hs) =
jtot∑
j=1
nj
ntot
fj(hs) (5.3)
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where fj(hs) is the probability density function of hs in Sj . Thus,
from (5.2), the channel capacity of such an end user may be found as
C(n1, . . . , njtot) = E{log(1 + |hs|2)}
=
∫
log(1 + |hs|2)
jtot∑
j=1
nj
ntot
fj(hs)dhs
=
jtot∑
j=1
nj
ntot
Cj ,
(5.4)
where Cj is the channel capacity of the channel in Sj . If an information
rate rs is used in the transmission, the set of end users that reliably can
decode the received data can be upper bounded by the set of users with
n1, . . . , njtot satisfying
C(n1, . . . , njtot) > rs. (5.5)
Hence an approximation of pc that is an upper bound on the achievable
error-free code performance for a transmission scheme with information
rate rs can be found as
pc(n1, . . ., njtot−1)
≈ pˆc(n1, . . . , njtot−1)
=
{
1 for C(n1, . . . , ntot −
∑jtot−1
j=1 nj) > rs
0 otherwise
.
(5.6)
Note that the error and the error free volumes in pˆc are separated by
a plane deﬁned by C(n1, . . . , ntot −
∑jtot−1
j=1 nj) = rs in the (jtot − 1)-
dimensional space spanned by n1, . . . , njtot−1.
This limit is illustrated by the continuous curve in Figure 5.2. The
information rate in this example is 1/2 bit per channel use and the three
state channel deﬁned in Section 6.1 is considered. To demonstrate the rel-
evance of the bound when compared with a more realistic estimate it can
be compared with code performance derived through Monte-Carlo sim-
ulations. The gray-scale plot of Figure 5.2 shows pc(n1, n2) of a BPSK-
modulated rate 1/2 LDPC-code. From this ﬁgure we may note that the
considered LDPC code follows a similar behavior where the erroneous and
error free areas are separated by a line indicating that expressions simi-
lar to (5.6) may be used to approximate the performance of modulation
schemes and codes that are realistic to implement.
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Figure 5.2: Example of pc(n1, . . . , njtot−1) when a jtot = 3-state Markov
chain model is considered, the darker the plot the higher the probability
of successful reception. Here the performance of an (16000, 8000) LDPC
code transmitted using BPSK is considered. The code had a column
weight three and a maximum of 30 iterations were used in the decoding.
Code generation, encoding and decoding were performed using software
available at [Mac04]. Fading statistics are deﬁned in Section 6.1.1. The
LDPC code performance can be compared with the upper bound (5.5) at
transmission rate 1/2 bit per channel use, with continuous input symbols
xs for the superimposed continuous line and with BPSK for the dashed
line. Note that the majority of the loss in code performance comes from
using such a small signal constellation. In this particular case, the re-
maining loss corresponds to approximately 1.2 dB in signal power.
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For the packet level scheme, only packets received in the set of “good”
states can be used for recovering the data unit. An upper bound is
the performance of the optimal erasure code for which the transmitted
data unit can be recovered provided that any (k − l) packets have been
successfully received. For example, if the two state model in Figure 4.5
is considered,
pc(n1) =
{
1 for n1 ≥ k − l
0 for n1 < k − l
(5.7)
where n1 in this case corresponds to the number of packets received in
state G.
5.4 Data Unit Receive Probability
Based on the assumptions in Section 5.1, the probability of correctly
receiving a code word, prec can be computed as,
prec =
∑
n1
· · ·
∑
njtot−1
pc(n1, . . . , njtot−1)pm(n1, . . . , njtot−1). (5.8)
For a graphical intuition to this process, this may be viewed as combining
the temporal analysis illustrated in Figure 5.1 with the estimated code
performance illustrated by Figure 5.2. Clearly prec is a function of many
diﬀerent variables, an example of a subset could include the environment,
, the number of segments or packets, k, the code used to protect against
long term channel impairments, rs or rp, and the allowed delay, tdelay.
For the symbol level coding case we write
prec = prec(, k, rs, tdelay), (5.9)
and use the same notation when packet level coding is considered.
As illustrated in (5.8), by applying the technique for estimating the
data unit error rate performance presented in this section the analysis of
the temporal behavior of the channel and the performance of the code
used can be separated. This allows for eﬃcient analysis and elaborate
design techniques.
For a broadcast system (5.8) has an interesting interpretation. As-
sume that end users in the same environment have similar channel statis-
tics. Then pm(n1, . . . , njtot−1) can be seen as the share of moving ter-
minals that have received a data unit in a combination of states given
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by n1, . . . , njtot−1 and pc(n1, . . . , njtot−1) as the share of those users that
can decode the unit correctly. Consequently, prec can be interpreted as
the share of the moving terminals in the considered environment that can
decode a particular data unit, i.e. the service availability.
In the next chapter we will explore this further by considering some
speciﬁc design examples.
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Appendix 5.A Eﬃcient Enumeration of Fi-
nite State Markov Models
To estimate the probability of receiving a data unit using the methods
presented in this chapter it is necessary to compute the probability of hav-
ing been a certain number of times in each state of a Markov chain. For
eﬃcient usage of the presented technique it is vital that this probability is
computed in an eﬃcient manner. The references [Cup69, YW95, WM99]
are examples of earlier work where the probability has been computed and
analyzed for a two state Markov chain. In [PB99] techniques for Markov
chains with any ﬁnite number were presented. Here a simple recursive
technique to compute the necessary probability is proposed. While ef-
ﬁcient, not only is the method simple to derive and implement, but it
is also especially suited for cases when we are interested in computing
the entire probability function and the results are applicable to Markov
chains with non-stationary transition probabilities.
5.A.1 Proposed Technique
Consider a Markov chain with jtot states denoted S1, . . . , Sjtot . We are
interested in the statistical properties of the jtot−1 element random vec-
tor NS(ntot), where ( NS(n))j is the number of times the Markov chain
has been in Sj when n consecutive states labeled according to their order
in time as 1 . . . n have been observed. Note that the chain at time n has
been n−∑jtot−1j=1 ( NS(n))j times in Sjtot . The state of the Markov chain
at time n is S(n). The chain is characterized by its transition probabili-
ties, where the, possibly time-varying, transition probability from Sa at
time n − 1 to Sb at time n is pab(n), and the probability of starting the
Markov chain in Sj is Pr(S(1) = Sj). Here an eﬃcient recursive technique
for computing pm(n1, . . . , njtot−1) = Pr( NS(ntot) = [n1, . . . , njtot−1]
T) is
derived.
Let p(j)m (n, n1, . . . , njtot−1) be the joint probability of the Markov chain
being in Sj at time n and that the Markov chain has been n1 times in
S1, n2 times in S2 etc., i.e.
p(j)m (n,n1, . . . , njtot−1)
= Pr
(
S(n) = Sj ∩ NS(n) = [n1, . . . , njtot−1]T
)
.
(5.10)
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Note that from p(j)m the sought for pm can easily be computed as,
pm(n1, . . . , njtot−1) =
jtot∑
j=1
p(j)m (ntot, n1, . . . , njtot−1). (5.11)
It is obvious that p(j)m can be computed recursively using the step,
p(j)m (n, . . . , nj , . . . ) =
jtot∑
k=1
p(k)m (n− 1, . . . , nj − 1, . . . )pkj(n) (5.12)
where p(j)m (1, . . . ) have been initialized using the initial probabilities
Pr(S(1) = Sj), j = 1, . . . , jtot. Thus, by combining (5.11) and (5.12) an
eﬃcient recursive relation for computing pm(n, n1, . . . , njtot−1) has been
established.
5.A.2 Eﬃcient Implementation
For the temporal analysis of Section 5.2 we are interested in
pm(n1, . . . , njtot−1) evaluated in all or many diﬀerent combinations of
n1, . . . , njtot−1. Fortunately, the technique derived in Appendix 5.A.1
can be used to compute all values simultaneously. Here this is illustrated
using a 3-state Markov chain. Note that the technique is applicable to
Markov chains with any ﬁnite number of states.
To simplify the presentation, the following matrix notation is intro-
duced. Let the (ntot + 1) × (ntot + 1) matrix Pm be deﬁned such that
its (n1 + 1)th, (n2 + 1)th element corresponds to pm(n1, n2) and let the
(n+ 1)× (n+ 1) matrices P (1)m (n), P (2)m (n) and P (3)m (n) be deﬁned such
that their (n1+1)th, (n2+1)th elements correspond to p
(1)
m (n, n1, n2),
p
(2)
m (n, n1, n2) and p
(3)
m (n, n1, n2) respectively. Using this notation, the
proposed method is initialized as,
P (1)m (1) =
[
0 0
Pr(S(1) = S1) 0
]
,
P (2)m (1) =
[
0 Pr(S(1) = S2)
0 0
]
,
P (3)m (1) =
[
Pr(S(1) = S3) 0
0 0
]
.
(5.13)
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The recursive step (5.12) can then be computed for all outcomes simul-
taneously as,
P (1)m (n) =
[
0 0∑3
j=1 P
(j)
m (n− 1)pj1(n) 0
]
,
P (2)m (n) =
[
0
∑3
j=1 P
(j)
m (n− 1)pj2(n)
0 0
]
,
P (j)m (n) =
[∑3
j=1 P
(j)
m (n− 1)pj3(n) 0
0 0
]
.
(5.14)
Using the recursion (5.14), Pm may be found as,
Pm =
3∑
j=1
P (j)m (ntot). (5.15)
5.A.3 Computational Complexity
A naive method to compute pm(n1, . . . , njtot−1) would be to simply add
up the probability for all possible state sequences in the chain that ﬁts
each parameter setting. However, for ntot states in a jtot-state Markov
chain jntottot sequences are possible and thus the computational time such
an approach would increase exponentially in ntot if all parameter settings
need to be considered.
Here, the computational complexity of the technique discussed in Sec-
tion 5.A.2 is analyzed. Again, the analysis is restricted to a 3-state
Markov Chain. Generalization of the discussion to any ﬁnite number
of states is straightforward. Each of the matrices P (1)m (n), P
(2)
m (n) and
P (3)m (n) contains n(n+1)/2 non-zero elements. Thus, for every recursive
step (5.14), 9(n − 1)n/2 multiplications and an equal number of addi-
tions need to be made. The total number multiplications and additions
required to reach the ntotth step can be found as,
9
2
ntot∑
n=2
(n− 1)n = 3
2
(ntot − 1)ntot(ntot + 1),
i.e. the computational complexity of the algorithm grows as n3tot. For a
general ﬁnite number of states jtot it is easy to show that the complexity
using this algorithm grows in ntot as n
jtot
tot .
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5.A.4 Example: Error Probability of a Generalized
Gilbert-Elliot
A model for burst type errors in communication channels is the Gilbert-
Elliot model [Ell63]. Here a binary symmetric channel is considered where
the error probability of the bit transmitted at time t is e(t). The error
events are independent from one time to another, but the probability of
error is given by the state of a two state Markov chain, i.e. e(t) = e1 if
the chain is in S1 and e(t) = e2 if the channel is in S2, see Figure 5.3.
Here, the transmission over ntot state transitions is considered and we
are interested in the number of errors of such a transmission Ne. For the
probability of receiving a certain number of bits in error, Pr(Ne = ntot),
eﬃcient exact expressions and bounds have been derived, see e.g. [Cup69].
The usefulness of the earlier results in this appendix is here illustrated
by deriving the error probability of a generalized Gilbert-Elliot model
where the error probability of the binary symmetric channel is given by
the state of a jtot-state Markov chain, i.e. e(t) = ej where j = 1 . . . jtot
is the current state. The presented result also allows for time-varying
transition probabilities.
p21
p22
p12
p22 S1 S2
11
00
e(t)
e(t)
e(t) = e1 e(t) = e2
1− e(t)
1− e(t)
Figure 5.3: Gilbert-Elliot time-varying binary symmetric model for
transmission burst errors. The error probability varies between two levels
correlated according to a Markov chain.
We begin our derivation by letting the random variables N (j)e be the
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number of bits received in error in Sj . Note that N
(j)
e |( NS)j = mj , the
number of bits received in error in Sj given that the chain is in that state
mtot times, is a random variable formed by mj independent trials each
with a probability ej . Thus N
(j)
e |( NS)j = mj is binomially distributed
and
Pr(N (j)e = nj |( NS)j = mj) =
(
mj
nj
)
e
nj
j (1− ej)mj−nj
= p(j)
N | NS (nj).
(5.16)
Since the error events of the binary symmetric channel are independent
the probability of receiving ntot bits in error given that the channel has
spent time in each state as given by NS can be found from the convolution
of the probability functions for the diﬀerent states.
Pr(Ne = ntot| NS) = p(1)N | NS ∗ p
(2)
N | NS ∗ · · · ∗ p
(jtot)
N | NS (ntot)
= ptot
N | NS (ntot)
(5.17)
The sought for Pr(Ne = ntot) may then be found by computing the
average of (5.17) weighted over the probabilities of all NS which may be
found using the techniques in Section 5.A.1.
Chapter 6
Design Examples
Based on the receive probability computations of Chapter 5 we derive and
present techniques for analysis and design of mobile satellite broadcast
systems. The results are illustrated in a common scenario where the
temporal behavior of the channel is based on measurements available in
the literature. The intention behind the examples is to illustrate the
usefulness of the proposed design techniques, not to present a system
design.
The common system conﬁgurations considered in the design exam-
ples are detailed in Sections 6.1–6.2. The ﬁrst example, described in
Section 6.3, illustrates the implementation of the receive probability esti-
mation technique proposed in Chapter 5. The importance of optimizing
the segmentation of the data unit is demonstrated by diﬀerent designs
in Section 6.4. Section 6.5 shows how the technique can be applied to
produce optimized designs satisfying constraints on the service availabil-
ity and other quality of service parameters. In Section 6.6 the required
resource usage using diﬀerent transmission schemes and infrastructure
setups is compared. Finally, Section 6.7 illustrates how the trade-oﬀ be-
tween delay and coding overhead can be analyzed.
6.1 Channel Parameters
While the purpose of the numerical examples below is not to propose
realistic system designs, we use channel state transition parameters based
on channel measurements available in the literature.
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6.1.1 Symbol Level Coding
For the time behavior we consider results from [SKE+02, REKH02] where
four diﬀerent environments, urban, suburban, rural, and highway, have
been deﬁned and relevant parameters extracted from measurements in
Ku-band (∼ 10-12 GHz). The channel is modeled as having three states,
line of sight, shadowed, and blocked, corresponding to S1, S2, S3, and
can be characterized by the average duration, t¯1, t¯2, t¯3, and station-
ary probabilities of each state, Pr(S∞1 ), Pr(S
∞
2 ), Pr(S
∞
3 ). For reference
these values are given in Table 6.1. From this table the transition prob-
abilities of the Markov chain can be computed using techniques found in
e.g. [KKM97].
Avg duration (s) Stationary probability
Environment t¯1 t¯2 t¯3 Pr(S∞1 ) Pr(S
∞
2 ) Pr(S
∞
3 )
Urban 4.2 0.34 3.0 0.60 0.08 0.32
Suburban 2.0 0.29 0.22 0.78 0.17 0.05
Rural 2.0 0.24 0.23 0.78 0.16 0.06
Highway 3.0 0.26 1.0 0.89 0.08 0.02
Table 6.1: Average state durations and stationary probabilities of the
four deﬁned environments. The diﬀerent states, S1, S2, and S3, corre-
spond to line of sight, shadowed and blocked channel conditions respec-
tively. From the transition probabilities of [SKE+02].
To simplify the simulations and the interpretation of the results the
fading statistics in the diﬀerent states are identical for the diﬀerent envi-
ronments. In all cases the channel, hs, is ﬂat Ricean fading. Note that in
practical systems it might be necessary to consider more elaborate fading
statistics [LB98] and depending on carrier frequency, bandwidth and an-
tenna characteristics the fading of the channel may not be frequency ﬂat.
The parameters for the diﬀerent states may be found in Table 6.2. These
parameters are primarily chosen to illustrate the proposed techniques and
to facilitate an easy comparison with the packet level coding scheme, not
to reﬂect realistic propagation conditions. For S3, the blocked state, it is
assumed that the received signal strength is too low to extract any useful
information.
The presentation is simpliﬁed by the assumption that the transmission
time of one segment is much smaller than the average duration of one
state. Thus the probability of state changes within the transmission of a
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segment can be ignored. This means that the results become independent
of the actual size of the data unit and the data rate of the channel as
long as the above assumption holds.
State SNR, ρ Ricean factor Cj (bits/use)
S1 (LOS) 0 dB −∞ dB 1.00
S2 (Shadowed) -5 dB 0 dB 0.37
S3 (Blocked) −∞ dB - 0.00
Table 6.2: Parameters of the Ricean fading channel for the diﬀerent
states. Signal to noise ratio has been deﬁned in (4.2), the Ricean factor
is the power of the multi-path, fading component relative to the direct,
specular component, Cj is the channel capacity in Sj in bits per channel
use.
6.1.2 Packet Level Coding
To allow for direct comparison between the packet and symbol level cod-
ing schemes, the symbol level channel on which the individual packets
are transmitted is assumed to be identical to that in Section 6.1.1. The
information rate, r, of the modulation and channel code that protects
the individual packets is chosen such that a packet is correctly decoded
if it is received in S1 and lost if the packet is received in any of the other
two states, i.e. the set of “good” states consists of S1 only. Note that
unlike the symbol level coding scheme this means that data received in
S2 cannot be exploited to increase the probability of successful decoding.
Similar to the symbol level coding case it is assumed that the time it
takes to transmit one packet is small compared with the average state
duration so that the probability of a state change within a packet can be
ignored.
6.2 Code Performance
6.2.1 Symbol Level Coding
The code performance is estimated using the approximation based on
capacity (5.6) derived in Section 5.3. This approach has the beneﬁts
of being independent of the choice of modulation and coding scheme as
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well as allowing for a straightforward and fair comparison with the packet
level coding scheme. The capacities for channels stationary in either state
may be found in Table 6.2. Figure 6.1 illustrates the code performance
by plotting the border between the error-free and erroneous regions of pˆc
for transmission with inverse information rates between one and six in
steps of one quarter. From this ﬁgure we may for example notice that to
decode a segment of which half has been received in S1 and half in S2,
transmission with information rate rs ≈ 2/3 bits per channel use would
suﬃce.
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Figure 6.1: Estimates of the code performance for information rates, in
bits per channel usage, ranging from 4/5, bottom line, to 1/6, top line.
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6.2.2 Packet Level Coding
For fairness in comparison with the symbol level coding case, the usage of
an optimal erasure code is considered for protection against lost packets,
i.e. if any k−l packets have been received the code word can be recovered,
see (5.7). Note that while e.g. Reed-Solomon codes achieve this bound in
practice they are only practical for certain rates and code sizes and more
ﬂexible but suboptimal codes may have to be considered. In Section 6.1.2
it was assumed that the rate of the channel code of the packet layer coding
system was chosen such that only packets received in S1 can be recovered.
Using the same approximation on the code performance as in the symbol
level coding case, an information rate r = 1 bit per channel use suﬃces
to protect the packets making comparisons of the total coding overhead
easy.
6.3 Example of Service Availability Estima-
tion
To realize broadcast designs that satisfy constraints on the service avail-
ability, the receive probability for users in diﬀerent environments must be
estimated eﬃciently. This can be achieved by using the techniques pre-
sented in Chapter 5 which is illustrated in Figure 6.2. In the ﬁgure, the
probability function of the temporal behavior, pm(n1, n2) is plotted for
the suburban environment. The curves superimposed on pm(n1, n2) limit
the areas where the approximations of pc(n1, n2) are one for transmission
with information rates 4/5, 2/3, 3/5, 1/2, and 1/3 bits per channel use.
The continuous curves corresponds to the symbol level code performance
approximation (5.6) and the dotted line to the packet level code expres-
sion (5.7). By summing pm(n1, n2) over the area deﬁned by pc(n1, n2)
the service availability, prec can be estimated, see Section 5.4.
Note that the ﬁgure graphically illustrates the gain in performance
that the symbol level coding scheme can achieve by exploiting data re-
ceived in S2. In this particular example, the coded data unit was divided
into k = 30 segments or packets before transmission. However, k aﬀects
the receive probability and should in a well designed system be chosen to
maximize receive probability.
90 6. Design Examples
0 5 10 15 20 25 30
0
5
10
15
20
25
30
Se
gm
en
ts
re
ce
iv
ed
in
S
1
(n
1
)
Segments received in S2 (n2)
Figure 6.2: Service availability estimation. Analysis of the suburban
environment where a data unit has been divided into 30 segments or
packets and transmitted over 7 seconds. The probability for an end user
to have received data in a certain combination of states, pm(n1, n2), is
gray-scaled such that high probability regions are dark, i.e. similar to
Figure 5.1. Superimposed on the image are the limits of the code perfor-
mance, pc(n1, n2), with information rates 4/5, 2/3, 3/5, 1/2 and 1/3 bits
per channel usage, i.e. similar to the lines plotted in Figure 6.1. The con-
tinuous and dotted lines limit the performance of the symbol and packet
level schemes respectively. The corresponding receive probabilities, prec,
were estimated to 0.70, 0.93, 0.97, 0.994 and 0.9998 for the symbol level
coding scheme, 0.55, 0.77, 0.86, 0.95 and 0.993 for the packet level coding
scheme.
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6.4 Interleaver Optimization
As illustrated in Section 4.1.4, the number of packets or segments a data
unit is divided into aﬀects the data unit error rate performance. A small
number means that only loosing a few packets or segments results in an
error and the increase in size increases the probability of only receiving
partial packets. Too many on the other hand means that the time, tdist,
between the transmitted packets or segments decreases and their error
probabilities correlate. Using the receive probability computation derived
in Chapter 5 the error rates using diﬀerent packet sizes can be computed
eﬃciently. The code performance also aﬀects the exact performance and
when the data unit is divided into a small number of packets or segments
there may be signiﬁcant threshold eﬀects and therefore the exact number
should be chosen carefully. Figure 6.3 shows the receive probability as a
function of the number of packets when a data unit protected by a rate
1/2 optimal erasure code is transmitted using the packet level coding
scheme. Due to the short time spreading of 7 s the urban environment
has not been considered.
This example illustrates how the number of packets can be optimized
to maximize receive probability. With the parameter choices used in the
example the optimal k is almost identical for all environments, i.e. to
maximize the receive probability k = 8 packet shall be transmitted out
of which any k − l = 4 are suﬃcient for recovery of the original data
unit. However, depending on the channel statistics, transmission delay,
and coding overhead, this might not always hold and instead k must
be optimized over all environments. As a broadcast system is consid-
ered one should use an optimization criterion that meets the goals of the
broadcaster. In Figure 6.3 two possible criteria are illustrated:
• The average performance weighted by the population sizes in the
diﬀerent environments, i.e. use k = kavg, where
kavg = argmax
k
∑

qprec(, k, rp, tdelay) (6.1)
and q is the population size in environment . This criterion at-
tempts to maximize the total number of end users that receive
a transmitted data unit. In Figure 6.3 equal size populations
are assumed for all environments. For examples, see [MGO04a,
MGO04b].
92 6. Design Examples
0 50 100 150 200 250
0.94
0.95
0.96
0.97
0.98
0.99
1
Average Availability
Minimum Availability
Highway
Suburban
Rural
R
ec
ei
ve
pr
ob
ab
ili
ty
(p
re
c
)
Transmitted packets (k)
Figure 6.3: Service availability as a function of the number of transmit-
ted packets. The data unit is spread over 7 s using packet level coding
and the applied erasure coding is suﬃcient for decoding even if only 50%
of the transmitted data is received. The curves corresponding to the
minimum receive probability and the rural environment coincide.
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• The performance in the worst environment, i.e. use k = kmin, where
kmin = argmax
k
min

prec(, k, rp, tdelay). (6.2)
This ensures that users in all target environments receive the ser-
vice with satisfactory quality of service. This criterion is used in
the examples for the rest of this chapter. In Figure 6.3 the rural
environment provides the worst performance for all packet sizes.
6.5 Quality of Service Based Design
For a broadcast system to be attractive it is important that it can provide
a satisfactory quality of service for the end user. For example, it is
vital that a suﬃcient number of end users are reached by the service,
but there may also be other criteria like a maximal acceptable delay.
By having eﬃcient means of estimating the system receive probability
performance, complicated system design criteria can be formulated. As
an example, consider designing a system that uses the minimum coding
overhead that provides at least a service availability, pminrec , in the worst
satellite channel environment given some acceptable delay. For a symbol
level coded scheme this criteria can be formulated as ﬁnding the minimum
information rate, rs, that satisﬁes,
max
k
min

prec(, k, rs, tdelay) ≥ pminrec . (6.3)
Figure 6.4 illustrates how this problem can be solved using a brute force
approach. Here the service availabilities in the suburban, rural, and high-
way environments are plotted at diﬀerent rs. The data unit is transmitted
using a single satellite over a time interval of 7 seconds using the symbol
level coding scheme. At each rs, k = kmin has been chosen according
to (6.2).
From this ﬁgure the information rate can be minimized while ensuring
quality of service constraints in terms of availability and acceptable delay.
If we for example would like to reach 99% of the end users with the data
unit in all considered environments an information rate of approximately
1/2 bit per channel use would be suﬃcient. Notice that end users in the
highway environment are the easiest to satisfy as long as the requirement
on service availability is not too severe. However, due to the relatively
long average durations in the blocked state, obtaining very high service
availability is more challenging. Obviously other similar design choices
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Figure 6.4: Optimized system performance as a function of the informa-
tion rate for users in three diﬀerent environments. Symbol level coding
is used with a 7 s delay and for each information rate the optimal k has
been found to maximize the service availability in the worst environment.
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can be proposed, for example, the minimal transmission delay required to
provide a design service availability at some acceptable coding overhead
can be considered, see [MGO04b].
In Section 6.4 it was illustrated how the segmentation of the trans-
mitted data aﬀects the service availability at a ﬁxed coding overhead.
It is interesting to see how the optimal number of segments develops as
the requirements on the service availability and the coding overhead in-
creases. This is illustrated in Figure 6.5 where an identical scenario as
that of Figure 6.4 is considered. In the ﬁgure, the number of segments
leading to the maximum service availability is plotted as a function of
the coding overhead. Both the k that maximizes the service availability
in a single environment and kmin, the k that maximizes the performance
in the worst environment, are included.
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Figure 6.5: Optimized number of segments for end users in three dif-
ferent environments. Symbol level coding with a 7 s delay.
The horizontal axis of Figure 6.5 can be divided in three parts. For
high information rates, the applied coding scheme is not powerful enough
to recover the original data unit if parts of it have been received in the
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shadowed and blocked states. Hence the best strategy is to transmit the
entire coded data unit in a single segment. As more extensive coding is
applied, transmit diversity can be exploited by spreading the transmission
in time. For medium information rates, the rural environment is the
most diﬃcult and will dominate the choice in k. In Figure 6.4 we noticed
that to achieve very high availability, the highway environment becomes
the most diﬃcult. This is also reﬂected in the segmentation chosen in
Figure 6.5. Notice that as the information rate decreases, kmin approaches
the k that maximizes the availability in the highway environment.
6.6 System Design and Infrastructure Con-
siderations
One of the main goals with this work is to provide technical insights to
how system resource requirements in terms of coding and interleaving
overheads are aﬀected by changes in the system infrastructure and chan-
nel statistics. Figure 6.6 and Figure 6.7 illustrate how the techniques
proposed in this thesis can be used for such analysis. In these ﬁgures the
required inverse information rates to reach a certain number of end users
in the worst of an ensemble of environments are plotted. At every point
of the curves the number of packets or segments, k, has been selected as
k = kmin according to (6.2). Two diﬀerent scenarios are considered for
both the symbol level and the packet level coding schemes. In Figure 6.6
users in all environments except the urban are targeted while the sys-
tems in Figure 6.7 are designed to reach mobile end users in all deﬁned
environments. Note the diﬀerence in tdelay for the two ﬁgures.
The dashed curves are results computed when two satellites have been
used to provide space diversity. The channels between the mobile termi-
nals and the satellites were assumed statistically independent and identi-
cally distributed. By comparing these curves with the continuous curves
representing a single transmitting satellite the gain from space diversity
in terms of data rates can be quantized. These examples conﬁrm the
intuitive result that high requirements on the receive probability makes
the transmit diversity system increasingly attractive. Note that the code
is applied before the transmitted stream is divided over the various satel-
lites and thus the comparison with the single satellite scenario is fair as
far as usage of spectral resources goes. This also implies that with in-
verse information rates below 2 bits per channel use, segments or packets
from both satellites are required to decode the data unit. Clearly this is
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(a) Symbol level coding, 7 s delay
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(b) Packet level coding, 7 s delay
Figure 6.6: Required inverse code rates to reach a certain part of the
end users in the worst of the highway, suburban, and rural environments.
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Figure 6.7: Required inverse code rates to reach a certain part of the
end users in the urban environment.
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not attractive in practice as this would mean that a stationary receiver
in perfect line of sight with one satellite will not be able to recover the
transmitted data if the other satellite is blocked.
For most wireless communication systems a link margin is used to
ensure satisfactory performance in the presence of, for example, rough
weather conditions, shadowing, implementation losses etc. A mobile
broadcast system relying on time diversity also requires such a margin. It
may be meaningful to also consider a time margin to ensure satisfactory
performance in scenarios where the temporal channel conditions are less
favorable than in the channel model. One way of introducing such a time
margin is to compute how much additional coding overhead is required
to satisfy some quality of service requirement. This is illustrated in Fig-
ure 6.6 and Figure 6.7 where the required coding overheads for channels
without margin are compared with designs that provide the same ser-
vice availability over channels where the average duration and stationary
probability of being in S3 have been increased by 25%, i.e. t¯3 and Pr(S∞3 )
of Table 6.1 have been increased by 25% and Pr(S∞1 ) and Pr(S
∞
2 ) de-
creased accordingly. From Figure 6.6 we may notice that introducing
such a time margin would imply an increase in the inverse coding rate
that usually is less than 10%. However, as can be seen in Figure 6.7, when
the channel conditions are more severe, providing this extra margin can
be quite costly.
Finally, by comparing Figure 6.6(a) and Figure 6.7(a) with Fig-
ure 6.6(b) and Figure 6.7(b) the relative performance of diﬀerent trans-
mission schemes can be examined. For a fair comparison the information
rate, r, resulting from the modulation and coding used to transmit and
protect the packets transmitted using in the packet level coding scheme
should also be included. In these examples, the channel conditions have
been chosen such that an information rate r = 1 bit per channel use
allows for a fair comparison. As can be expected the gain from using the
symbol level scheme is most pronounced in the system scenario consid-
ered in Figure 6.6 and where environments with relatively large amounts
of shadowing are considered. When the urban environment is considered
as in Figure 6.7, the time spent in the shadowed state is smaller and thus
the gain from exploiting data received in that state is decreased. For
an exact analysis of the relative performance of the diﬀerent transmis-
sion schemes the exact performance of the diﬀerent codes considered for
implementation should be taken into account. The packet level coding
scheme may turn out more eﬃcient if the erasure code used performs well
or if additional time diversity can be aﬀorded in that scenario.
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6.7 Delay vs. Coding Overhead Trade-Oﬀ
As previously discussed there is a trade-oﬀ between the acceptable delay
and the coding overhead necessary to reach a certain percentage of the
end users. Intuitively this is because with a short delay there is more
variance in the amount of channel blockage forcing a larger margin in the
code performance to compensate. This means that tight delay require-
ments impose a cost. That is, to provide the service with the desired
availability using a shorter delay either the eﬀective data rate needs to
be reduced or more spectrum or power is necessary.
As the method derived in Chapter 5 provides an eﬃcient mean to
estimate the service availability, it is useful in evaluating this type of
trade-oﬀ. In Figure 6.8 this is illustrated for a packet level coded system.
Here the required inverse erasure code rate to reach 99% of the end users
in the worst of an ensemble of environments is plotted as a function of
the maximal acceptable delay. Similarly to the example of Section 6.6,
scenarios with and without satellite diversity as well as the required time
margin to provide the service if the blocked state is 25% more frequent are
considered. On each point of the curves the minimum coding overhead
to satisfy the availability constraint has been found using packet sizes
optimized according to (6.2). As illustrated by Figure 6.4, the service
availability is a non-decreasing function of the inverse information rate
allowing for eﬃcient search algorithms.
Figure 6.8 shows that providing services with strict delay requirements
may indeed be quite costly in terms of bandwidth usage. A few other
interesting observations can be made. To serve stationary users which
may have access to only one of the satellites an inverse erasure code rate
of at least two should be used. Thus, in the satellite diversity case of
Figure 6.8(a) where all environments except the urban are considered,
there is no point in allowing for more delay than 7–9 s. Comparing
Figure 6.8(a) with Figure 6.8(b) one should also notice the diﬀerence in
cost of providing a time margin. This implies that a system designed to
operate under urban conditions will be more sensitive to model errors,
i.e. for services that require a reliable forward link it is desirable to serve
these users using, for example, terrestrial repeaters.
Together with the analysis of the spectral eﬃciency of diﬀerent trans-
mit diversity multiplexing schemes in Chapter 3, results as those pre-
sented in Figure 6.8 can provide important design insights. This is one
of the topics discussed in the next chapter.
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Figure 6.8: Required inverse erasure code rate to reach 99 % of the end
users in the worst environment at diﬀerent delays.
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Chapter 7
Concluding Remarks and
Future Work
This chapter summarizes our results applicable to mobile satellite broad-
cast. Conclusions and main contributions are presented and we try to
provide some general insights into air interface design. Finally some
ideas for future work are outlined and we discuss eﬀects not covered by
the present work.
7.1 Conclusions
This part of the thesis treats mobile satellite broadcast with diversity.
Main contributions include eﬃcient analysis and design techniques based
on statistical channel models as well as a discussion on the fundamental
limitations of various transmit diversity multiplexing schemes. In the
latter discussion we argued that by deploying an adaptive antenna at the
receiver, gains in capacity comparable with those achieved by terrestrial
MIMO systems can be provided. Below conclusions on these results are
presented and some design aspects discussed.
7.1.1 Transmit Diversity Multiplexing Techniques
In this part of the thesis, diﬀerent network conﬁgurations to provide
transmit diversity in a mobile satellite broadcast system were outlined.
The use a small adaptive antenna receiver to separate the diﬀerent trans-
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mitted signals in a single frequency network conﬁguration was proposed.
We argued that, for a system with transmit diversity such a solution
could improve the spectral eﬃciency several times compared to the con-
ventional systems in use today.
It should be noted that these results have been produced under the
assumption of small implementation losses and the gain comes at the
cost of more complicated and expensive receivers. On the other hand,
the gain of this type of system conﬁguration is so large that potentially
one could reduce the requirements on the diﬀerent components in the
receiver and thus lower the additional cost. For example, while a larger
number of antennas is required at the receiver, the requirements on the
individual antenna elements could be relaxed and they could be made
smaller and simpler. Although for slightly diﬀerent reasons, adaptive
antennas on the terminal side of a broadcast system are already imple-
mented for commercial use in for example the Japanese/Korean MBCO
system [MSS99].
Antenna arrays also have other beneﬁts, especially in a mobile en-
vironment with fading due to multi-path propagation. As the diﬀerent
channels fade, with a spatial channel receiver the chance that all receiv-
ing antennas should be in a deep fade is small and in such scenarios the
performance beneﬁts of the array may be even larger than those indicated
by the discussion in Chapter 3. Also, since the diﬀerent transmitters can
be separated in space it is possible to use diﬀerent coding and modula-
tion techniques for the satellite and terrestrial signals even in a single
frequency network conﬁguration. This would for example make it possi-
ble to avoid transmitting signals with high peak-to-average ratios such as
OFDM or multi-channel direct sequence code division multiplexing over
satellite transponders.
7.1.2 Mobile Satellite Broadcast with Diversity
Herein an eﬃcient technique for estimating the receive probability of a
transmitted data unit given transmission parameters and channel statis-
tics is derived. The method is general in that it allows for analysis of
diﬀerent transmission schemes, channel models with arbitrary number
of states and a selection of system infrastructures. Based on the tech-
nique several elaborate design schemes can be considered and the eﬀect
of various parameters analyzed. For example, diﬀerent designs of the
coded time diversity may be examined and schemes where transmission
resources like coding overhead or delay are minimized while ensuring sat-
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isfying service availability considered. The results also allow for eﬃcient
estimation of the impact of changes in the system infrastructure. We may
for example estimate the relaxation of required radio resources that can
be provided by employing space and terrestrial diversity. Design trade-
oﬀs, such as that between coding overhead and acceptable delay can also
be considered. If adequate channel statistics are available even the eﬀects
of diﬀerent satellite orbits can be taken into account. This way, the work
presented in this thesis can provide insights into the technical aspects of
an overall system design including commercial requirements, cost, and
system performance.
7.1.3 Insights into Technical Design and Perfor-
mance
While a proper overall system design as discussed in Section 1.3.4 re-
quires that detailed commercial requirements are taken into account in
the technical part of the design, some insight can be provided solely from
technical aspects.
For mobile satellite broadcast systems with space diversity, there is
in general a limit on how much time diversity it is meaningful to provide.
This is because, to serve stationary and slow moving terminals, suﬃcient
data should be transmitted even if only the signal of a single satellite
is received. Otherwise acceptable receive conditions from more than one
satellite needs to be ensured and the provided space diversity will actually
reduce the service availability area for stationary receivers. For example,
with the 99 % availability constraint considered in the example illustrated
in Figure 6.8(a), for the dual satellite system providing more than 7-9 s of
delay does not provide any further gain in coding overhead. Thus, with
space diversity there is a “sweet spot” for the acceptable delay where
minimum coding overhead is ensured while providing a certain service
availability.
At this delay sweet spot it is interesting to compare the spectral eﬃ-
ciency of the mobile satellite diversity system with a single satellite sys-
tem serving stationary users. To make the comparison simple, ineﬃcien-
cies in the used channel code and transmission scheme are ignored. The
comparison of the transmission diversity multiplexing eﬃciency provided
in Chapter 3 will then hold provided that the multiplexing scheme allows
the diﬀerent transmitters to transmit individually coded data. Note that
the last remark excludes traditional single frequency techniques where
identical signals are transmitted from all transmitters. If the multiple
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frequency conﬁguration of Section 3.2 is considered for the diversity mul-
tiplexing, each transmitter of the mobile system will only have access to
1/(s + 1) of the spectrum of the stationary system. Thus the achievable
data rates of such a mobile system would be considerably lower com-
pared with a single satellite system designed for a line of sight scenario.
Next, consider the adaptive antenna single frequency conﬁguration for
the diversity multiplexing. This system would allow identical bandwidths
for the stationary and the mobile transmit diversity systems. Assuming
identical receiver antenna arrays and ignoring imperfections in the spa-
tial signal separation, the mobile system should provide identical data
rates as the stationary system. Thus, at the cost of providing suﬃcient
time and transmit diversity, a mobile satellite broadcast system may of-
fer comparable spectral eﬃciency as a line of sight system with identical
infrastructure at the receivers.
7.2 Further Extensions and Discussion
7.2.1 Further Work
Below a few possible extensions of the work presented in this thesis are
outlined. We discuss transmission, implementation, overall system and
measurement veriﬁcation aspects, but other issues like channel modeling
and prediction should also be addressed to fulﬁll the goals outlined in
Section 1.3.4.
More Elaborate Transmission Schemes
Several natural extensions of the techniques presented herein exist. To
begin with, more general transmission schemes may be analyzed with
similar techniques. For example one could allow for non-uniform dis-
tributions of the transmitted segments in time to reduce the delay for
receivers in favorable conditions [MGO04b]. One could also combine the
symbol and packet level coding schemes by adding additional channel
coding on the individual packets and spreading the data in time on both
packet and symbol level. For the analysis, if the individual packets are
not overlapping, the Markov property could be preserved and similar
analysis applied.
With an eﬃcient estimation of the service availability, several elabo-
rate design schemes beyond those in Chapter 6 can be constructed. For
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example, if suﬃcient channel data can be provided the availability in dif-
ferent geographical locations and using diﬀerent satellite orbits etc. may
be included in the design.
Implementation Issues
In Chapter 3 it was shown that using an adaptive antenna at the receiver
might be attractive to boost spectral eﬃciency. As compared with most
terrestrial implementations of adaptive antenna communication systems
this application has some implementation advantages. For example, the
diﬀerent transmitters will always be well separated and since the trans-
mitted data is jointly coded, the more “interference” the more useful data
is available for the decoding. However, there are other aspects that re-
quire more attention, for example it would be attractive to use diﬀerent
modulation schemes for the terrestrial and space transmissions to ac-
commodate for the diﬀerent channel conditions. This will complicate the
use of non-linear signal separation techniques at the receiver. If linear
signal separation techniques are used, where the various transmissions
are separated solely based on their spatial properties, the receiver array
may require additional elements to reduce the impact of interference. The
above outlines some of the points that need to be addressed when realisti-
cally estimating the performance of this type of system and implementing
it.
End-to-end System Aspects
To provide a complete analysis of an end to end system such as that
envisioned in Chapter 2 the work contained herein needs to be expanded.
For example, the present analysis does not take into account the explicit
scheduling and multiplexing of ﬁles. If diﬀerent service classes with dif-
ferent requirements are allowed, designing a scheduler as illustrated in
Figure 2.1 is challenging. Here analysis and design techniques similar to
those derived in this thesis may prove useful.
Section 7.1.3 provides some basic insights to the impact on spectral
eﬃciency from using diﬀerent system conﬁgurations in conjunction with
transmit and time diversity. However, for a detailed understanding this
topic needs to be addressed further. For example the impact of orga-
nizing the diﬀerent transmitters in a single frequency conﬁguration in
conjunction with time diversity should to be examined.
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Veriﬁcation Against Measurements
The results derived in this part of the thesis are based on various as-
sumptions and a relatively simple statistical channel model as outlined
in Section 4.2 and Section 5.1. To validate the performance of the service
availability estimation and insights provided from the diﬀerent design ex-
amples, these results need to be compared against channel measurements
or detailed simulations.
7.2.2 Discussion
At the same time as the methods derived in this part of the thesis can
provide important insights, it must be emphasized that they are based on
approximations which are valid under certain assumptions. This means
that some issues that aﬀect the system performance cannot easily be
evaluated using the presented analysis. Important examples of such issues
include:
Synchronization and Channel Estimation. To reacquire synchro-
nization and estimate the channel coeﬃcients after they have been
lost in general requires some time under which the received sig-
nal cannot be decoded. If this delay is long, or if the quality of
the channel estimates change over time, it needs to be taken into
account in a performance analysis. To some extent this could be
included in the present analysis by increasing the average time and
probability of a blocked state. However exact analysis can not be
performed while maintaining the assumption under which the tech-
niques of Chapter 5 were derived. Thus, to analyze these types of
eﬀects Monte-Carlo simulations or other techniques may need to be
applied.
Correlation in the fast fading. Channel realizations within a fast
fading channel state are in practice always going to have some cor-
relation which will degrade performance. How much depends on a
number of factors including vehicle speed, the number of segments
the coded data unit is divided into, the terminal environment etc.
This eﬀect could be included in the analysis by allowing for some
correlation between diﬀerent channel realizations but for a detailed
analysis system simulations are likely needed.
Transmit diversity, self interference. There are a number of ways to
organize the transmitters of a broadcast network to provide trans-
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mit diversity. In the XM and Sirius radio networks the available
frequency band is divided into three parts, with one part allocated
for each of the transmitting satellites and one for the network of
terrestrial repeaters. In the Japanese/Korean MBCO system the
transmitting satellite and the terrestrial repeaters are organized in
a single frequency network using code division multiplexing tech-
niques. Either way, to provide high spectral eﬃciency, in schemes
where the diﬀerent transmitters share the same frequency band
some interference between the diﬀerent transmitted signals is likely.
This would also hold if a small adaptive antenna is used at the re-
ceiver as proposed in Chapter 3. While some analysis for such
eﬀects exists in the literature [Mic02] it may be diﬃcult to include
in the results derived herein.
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Part II
MIMO Communications
with Partial Channel
State Information

Chapter 8
System Vision and
Contributions
We consider analysis and design techniques for ﬂat fading MIMO com-
munication systems. The receiver has access to perfect channel state
information while the transmitter knowledge is limited to statistical prop-
erties of the fading. This type of system is normally characterized by a
random complex valued channel matrix where each entry describes the
attenuation and phase of the channel between two antenna elements. Var-
ious statistical properties of this matrix are analyzed and transmission
schemes are proposed.
This chapter consists of two sections. First, a short general intro-
duction is given and we outline problems that will be addressed in the
later chapters. Second, the remaining chapters of this part of the thesis
is outlined. To that end, contributions of this thesis and publications of
our work are pointed out and related to earlier results.
8.1 System Vision
Future wireless communication systems are likely to require considerably
higher data rates than systems of today. At the same time, the available
radio spectrum is scarce and increasing transmit power is not an option
in multi-user systems. To solve this problem, communication systems
employing multiple antennas at both the transmitter and receiver sites,
forming multiple-input, multiple-output, MIMO, architectures, have been
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suggested [PGNB04]. The channel capacity, the maximum rate at which
data can be communicated without errors, has been shown to increase
proportionally to the minimum number of antennas at the transmitter
and receiver sites under favorable propagation conditions, [Tel99, FG98,
CTKV02]. Therefore, using multi-element antenna conﬁgurations is one
promising technique for tomorrow’s high speed wireless communication.
This thesis investigates analysis and design techniques based on sta-
tistical properties of a narrow-band MIMO channel. A ﬂat fading MIMO
channel is commonly characterized by a channel matrix H, where the ith,
jth complex element of H models the random attenuation and phase be-
tween the ith receiver and jth transmitter. The receiver is assumed to
have perfect knowledge of the realizations of H while the transmitter
knowledge is limited to the stochastic process generating H. This could
correspond to a communication system with a limited feedback link which
does not allow transmission of the instantaneous channel responses but
allows feedback of parameters that change on a slower time scale. The
contributions to MIMO communications in this thesis can be divided into
two parts, an analysis part and a design part.
In the analysis part, consisting of Chapter 10 and Chapter 11, we
are interested in statistical properties of the eigenvalues of HH∗ and of
fundamental system limitations set by information theory. The statisti-
cal properties of these eigenvalues are interesting as they are related to
the channel attenuation in diﬀerent spatial dimensions and they limit the
achievable system performance. However, deriving the true distributions
and characteristics of these quantities is complicated except for simple
special cases. Instead, the properties are studied under the assumption
that the number of antennas on either side of the MIMO system is large.
As will be demonstrated, the results derived herein still provide useful ap-
proximations for limited array sizes. The increase of capacity in a MIMO
system comes at the price of increased cost, space, and computational
complexity. This price is more easily motivated at the access point where
space and power is less limited and the cost is shared among several ter-
minals. Therefore the assumption that more antennas are employed at
the access point than at the terminals is reasonable. In this thesis a down-
link scenario where the number of transmit antennas is larger than the
number of receive antennas is studied. This scenario is often the most
critical due to asymmetrical data rate service requirements. However,
similar approaches could be applied to the uplink case.
In the design part, Chapter 12 and Chapter 13, we attempt to opti-
mize a MIMO communication system with access to channel statistics at
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the transmitter. Two scenarios are considered. In the ﬁrst a near opti-
mal design that attempts to maximize the mutual information is propose
based on the analysis techniques derived in Chapter 10 and Chapter 11.
While such a transmission scheme is not practical to implement, the re-
sulting design can provide important insights. As an example our results
show how spatial correlation, if properly dealt with, in some scenarios
can improve performance. Second, in Chapter 13, inspired by the results
of Chapter 12, we propose a more practical design. The goal of the design
is to devise a more realistic transmission scheme that can adapt to the
channel state information currently available at the transmitter.
8.2 Outline and Contributions
This section outlines this part of the thesis, states contributions and
relate these to earlier work. Where applicable earlier publications of our
results are pointed out.
8.2.1 Chapter 9, System Overview and Models
A model describing a narrow-band fading MIMO communication system
is presented. The receiver is assumed to be perfectly synchronized with
the transmitter and have perfect knowledge of the channels impulse re-
sponse. Channel knowledge at the transmitter on the other hand is more
uncertain as it only has access to fading statistics. In particular we con-
sider channels where the fading can be modeled using complex Gaussian
distributions. Two cases will be studied, either the spatial channels are
Rayleigh fading and correlated or they are independently Ricean fading.
In [VM01] such models were named covariance and mean feedback.
8.2.2 Chapter 10, Asymptotic Channel Eigenvalue
Distribution
To understand the eﬀects of random fading on the performance of a
MIMO communication system, it is vital to understand the statistical
behavior of the eigenvalues of HH∗. During the remainder of this thesis
these are denoted channel eigenvalues. Amongst other things, their dis-
tribution determines the capacity of the system. Also, practical methods
to increase transmit rate, such as spatial multiplexing with bit and power
loading [RC98] depend on these properties.
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Unfortunately, deriving the distribution of the channel eigenvalues
is not straightforward. While expressions exist for the case when all
channel elements are uncorrelated, [And84, Ede89], they are in many
cases too complicated for practical use. For more eﬃcient analysis and
to study more complicated scenarios approximations are necessary. One
way to derive approximations of the channel eigenvalues is to study the
deterministic empirical distribution the eigenvalues converges to when
the number of antennas on both sides of the system is large. This is done
in for example [CTKV02, Mu¨l02a, Mu¨l02b]. In this thesis the limiting
statistical distributions of the channel eigenvalues are derived for the case
when the number of antennas on one side of the communication system
is large. The main goal is to ﬁnd a simple closed form approximation
of the distribution that provides insight to, for example, how correlation
between the channel elements aﬀects system performance.
The asymptotic channel eigenvalue distributions have a direct analogy
to the asymptotic eigenvalue distributions of sample covariance matrices.
Our derivation is based on previously published results regarding asymp-
totic analysis of such eigenvalues. In [And63] a limiting distribution of
the eigenvalues of sample covariance matrices in the real, time indepen-
dent case was derived, in [Gup65] this result was extended to the complex
case. Asymptotic second order moments of the eigenvalues for the com-
plex, time dependent case were derived in [SS97].
In Chapter 10 limiting distributions of the channel eigenvalues for the
case when the number of transmit antennas is large are derived. The
derivation follows the earlier results in [And63, Gup65, SS97]. The de-
rived distribution allows for spatial correlation, is closed form and simu-
lations indicate that it provides a good approximation of the true distri-
butions also at realistic system dimensions. Note that the non-zero eigen-
values of HH∗ and H∗H are identical and thus it should be straightfor-
ward to derive similar results if the number of receive antennas is large
instead. We also allow for correlated transmit data, i.e. we introduce
a hermitian positive semideﬁnite matrix Q and study the eigenvalues of
HQH∗. This is interesting since the correlation of the transmitted data
streams can be optimized to maximize system performance. Such aspects
are taken into account in the next two chapters.
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8.2.3 Chapter 11, Asymptotic Mutual Information
and Outage Capacity
Understanding the eﬀects of correlated fading on the capacity of a MIMO
communication system is complicated. Even computing the capacity for
uncorrelated systems is diﬃcult except for simple special cases [Tel99,
FG98, Fos96]. The case of correlated fading among channel elements is
an additional complication and already to analyze the mutual information
one has to resort to time-consuming simulations or numerical integration
providing limited insight to the problem.
As an alternative to simulations, bounds and approximations of the
MIMO capacity have been derived. In [SFGK00] useful upper and lower
bounds on the outage capacity are derived. The bounds are derived
under the assumption that the fading is uncorrelated on either transmit
or receive site. Although the derived bounds are not closed form they
are signiﬁcantly simpler than the original expressions and provide some
intuition to the problem. Also, in [SFGK00], a closed form upper bound
of the average mutual information of a MIMO communication system
is derived under the same conditions. An upper bound based on the
concave nature of the mutual information and Jensen’s inequality is found
in [LK02, Loy01]. The bound copes with correlation at both transmit and
receive sites, and has the advantage of being simple to compute.
An approximation of the channel capacity was derived in [CTKV02].
This result is valid asymptotically as the number of antennas on both
sides of the MIMO channel approaches inﬁnity. Correlation is allowed
at both transmit and receive sites according to the same model applied
in this thesis. However the derived expression is not closed form and
does not allow ﬁnite numbers of antennas at one of the sites. Also, to
work well as an approximation of the capacity, the expression requires
large arrays. A similar approach is also taken in [Mu¨l02b] but with a
diﬀerent channel correlation model. In [MSS03] an approximation of the
MIMO channel capacity is derived for cases when the number of transmit
and receive antennas is large. The derived approximation is shown to be
accurate also at reasonable sized arrays and the results also suggest that
the outage capacity can be obtained from the cumulative distribution of
a normal distribution.
In [WV01] a simple expression for the outage capacity is derived for
the case where either the number of transmit or the number of receive
antennas is large. Correlation is allowed in the system, but only on the
site with a ﬁnite number of antennas. Under this one-sided correlation
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it is shown that the outage capacity can be obtained from the cumula-
tive distribution of a limiting normal distribution. The paper considers
Rayleigh as well as Ricean fading and it also presents higher order asymp-
totic approximations.
To illustrate the usefulness of the eigenvalue statistics derived in
Chapter 10, simple expressions of the mutual information and the outage
capacity of a MIMO communication system are formulated in Chapter 11.
The derived expressions are asymptotic in the number of antennas on
the transmit side. They have the advantages of being closed form, allow-
ing for spatial correlation on both transmit and receive sites according
to the same model as in [CTKV02] as well as correlation between the
transmitted data signals. We show that under certain conditions on the
correlation between the spatial channels and transmitted data the outage
capacity can still be obtained from a normal distribution as the number
of transmit elements increases, thus extending this aspect of [WV01].
Simulations as well as channel measurements indicate that the derived
expressions work well as approximations of the true properties also for
limited array sizes.
Most of Chapters 10 and 11 have previously been published in
Cristoﬀ Martin and Bjo¨rn Ottersten. Asymptotic eigenvalue distri-
butions and capacity for MIMO channels under correlated fading.
IEEE Trans. Wireless Commun., July 2004.
Cristoﬀ Martin and Bjo¨rn Ottersten. Analytic approximations of
eigenvalue moments and mean channel capacity for MIMO chan-
nels. In International Conference on Acoustics, Speech and Signal
Processing (ICASSP), May 2002.
Mats Bengtsson, Cristoﬀ Martin, Bjo¨rn Ottersten, Ben Slimane,
and Per Zetterberg. Recent advances on MIMO processing in the
SATURN project. In Proc. IST Mobile Communications Summit,
June 2002.
8.2.4 Chapter 12, Approximate Transmit Covariance
Optimization
This chapter considers the optimization of the transmit covariance given
knowledge of the spatial correlation of the MIMO channel. Recently, sev-
eral authors have addressed this topic. Relevant work includes [VM01]
and [JG04] which consider this type of problem when the channel matrix
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is only correlated on the transmission side. In [JB04] this requirement
is relaxed and correlation also on the receiver side is taken into account.
Conditions are also derived under which beamforming solutions, where
only a single spatial channel is used, are optimal. The analytic results
of these papers reveal some of the structure of the optimal covariance
between the transmitted signals, but tedious Monte Carlo methods are
required to ﬁnd the exact solution. The computational complexity of
such methods is high and the insight they provide is therefore limited.
This issue was partly addressed in [SM03]. Here an analytical approach
is derived for optimizing an architecture consisting of two transmit and
many receive antennas. The channel is assumed to be correlated only at
the transmitter side. While the work presented in this paper provides sig-
niﬁcant simpliﬁcations and insights, the exact optimization still requires
numerical integration.
In the above work, the transmit covariance is chosen to optimize the
exact average mutual information. Due to the complexity of the exact
expression this is a diﬃcult problem to solve and as an alternative ap-
proach approximations can be optimized. Such an approach is taken in
this paper and has also been explored in the literature. In [IUN03] the op-
timal transmit covariance is approximated by the covariance found using
the average channel variance. This allows for some interesting observa-
tions, for example the authors show that if properly dealt with, spatial
covariance may well increase capacity. Other examples of where approxi-
mate approaches to the transmit covariance optimization has been taken
include [MSS03].
Using the approximation of the MIMO channel average mutual in-
formation derived in Chapter 11 we ﬁnd a transmit signal distribution
that optimizes the system. Numerical examples are provided that, for
example, illustrates that if compensated for, in some scenarios, a corre-
lated channel can provide a higher channel capacity than an uncorrelated
channel. Most of the results in this chapter have previously appeared in
Cristoﬀ Martin and Bjo¨rn Ottersten. Approximate transmit co-
variance optimization of MIMO systems with covariance feedback.
In Asilomar Conference on Signals, Systems and Computers, 2003.
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8.2.5 Chapter 13, Bit and Power Loading With Mean
or Covariance Feedback
From a capacity viewpoint, the optimal communication scheme when the
channel is partially known at the transmitter is to transmit code words
that result in Gaussian distributed symbols with power and correlation
selected based on the available information [GJJV03]. This way, transmit
power is allocated to the directions where it is the most useful, i.e. the
less attenuation in a direction the more power is allocated and higher
data rates can be supported.
For practical systems, using Gaussian distributed symbols is not an
option. Instead the transmitted data symbols belong to some ﬁnite al-
phabet, resulting in an optimization problem where diﬀerent constellation
sizes and transmit powers are allocated to diﬀerent directions to satisfy
some constraint on the quality of the received data and to maximize
data rates. Here, we term this type of technique spatial loading and
in this chapter we propose a simple optimization scheme for optimizing
the transmitted data when a maximum likelihood detector is used in the
receiver. The proposed scheme allows for both mean and covariance feed-
back and we demonstrate gains compared with systems not exploiting the
available information. While this type of system may appear simplistic,
combined with a powerful error correcting code, similar designs without
access to channel state information have been shown to perform near
capacity on spatially uncorrelated channels [HtB03].
Most practical techniques for exploiting the gain promised by multi-
element antenna systems are either based on the assumption of no channel
knowledge at the transmitter and uncorrelated channels or perfect knowl-
edge at the transmitter. Examples of techniques included in the ﬁrst cat-
egory are space-time coded and BLAST systems [Ala98, TSC98, Fos96],
the latter can be exempliﬁed by spatial loading schemes with perfect
channel knowledge such as [RC98, ZO03]. Recently there has been sig-
niﬁcant interest in transmission schemes that can exploit partial trans-
mitter channel state information. In [JSO02] a transmission scheme was
devised where orthogonal space-time block coding was combined with
transmit weights to minimize the bit error rate when partial channel
state information is available at the transmitter. A special case of this
transmission scheme is in [XZG04] extended to frequency selective chan-
nels. By adding bit and power loading in the frequency domain based
on partial channel state information system performance is improved.
Thanks to the structure of the underlying orthogonal space-time block
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code the receiver complexity is limited and the design of the transmit
weights straightforward. Unfortunately this structure is also a constraint
that in some scenarios means that not all spatial dimensions can be ex-
ploited. For example, if the channel is perfectly known the scheme will
converge to a one-dimensional beamforming solution leaving the remain-
ing dimensions unused. From a single link data rate perspective it is well
known that this is not an optimal solution [RC98]. Instead it might be
attractive to consider a spatial multiplexing solution which oﬀers more
degrees of freedom at the cost of increased design and implementation
complexity. The authors of [SS03] propose a scheme where a linear pre-
coder is added to a BLAST system. Based on partial channel state infor-
mation the precoder is chosen to minimize the error rate of the system.
Other relevant work include [Nar03] where antenna selection based on
covariance feedback is implemented. However, in both papers above, the
data rates on the diﬀerent spatial channels are constrained to be equal.
In this chapter, we propose a design that attempts to maximize the data
rate under an error rate constraint. Similar to spatial loading techniques
using perfect channel knowledge [RC98] our scheme maximizes the data
rates by exploiting favorable directions of transmission. Partial channel
state information is allowed and perfectly known, completely unknown
and correlated channels are included as special cases. For those extremes
our technique converges to well known solutions.
Most of the results of this chapter have previously been appeared in
Cristoﬀ Martin, Svante Bergman, and Bjo¨rn Ottersten. Simple
spatial multiplexing based on imperfect channel estimates. In In-
ternational Conference on Acoustics, Speech and Signal Processing
(ICASSP), 2004.
Cristoﬀ Martin, Svante Bergman, and Bjo¨rn Ottersten. Spatial
loading based on channel covariance feedback and channel esti-
mates. In Proceedings European Signal Processing Conference,
September 2004.
The results presented in this chapter are based on joint work with Svante
Bergman.
8.2.6 Chapter 14, Concluding Remarks and Future
Work
In Chapter 14.2 the contributions of the second part of the thesis are sum-
marized, the results are critically discussed and opportunities for further
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work outlined.
Chapter 9
System Model
This part of the thesis considers design and analysis techniques for terres-
trial multi-input, multi-output communication systems. Such systems are
often characterized by a channel matrix, H, whose elements describe the
attenuation and phase properties of the channels between the transmitter
receiver pairs of the system. Here, H is modeled in statistical terms and
we consider models that allow for realistic propagation conditions.
Section 9.1 provides a general system overview. In Section 9.2 we
detail statistical channel models that capture some of the typical behav-
ior of MIMO channels in diﬀerent scenarios. In the next few chapters,
analysis and design techniques are derived based on these properties.
9.1 General
In this chapter we present a channel model for a communication system
consisting of a single transmitter receiver pair both employing multi-
ple antennas. One possible application is wireless local area networks,
WLAN, such systems require high speed communication and are less
limited by space constraints than for example mobile phones making it
possible to employ multiple antennas at both ends of the communication
channel.
The channel is ﬂat fading, i.e. the time-discrete channel between
the input of one of the modulators at the transmitter and the output
of the demodulators at the receiver is modeled by a multiplicative fad-
ing factor and an additive noise component. While, by nature, high
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speed wireless communication usually results in inter-symbol interference,
this might be combated using modulation schemes such as orthogonal
frequency-division multiplexing, OFDM, [WE71, Cim85]. OFDM avoids
inter-symbol interference by transforming the frequency selective chan-
nel to multiple orthogonal ﬂat fading channels separated in frequency.
While OFDM suﬀers from some loss in signal to noise ratio and trans-
fer rate, avoiding inter-symbol interference signiﬁcantly simpliﬁes the re-
ceiver making OFDM the modulation scheme of choice for many high
speed WLAN standards.
The received signals in a multi-element antenna communication sys-
tem can be modeled as a superposition of the transmitted signals as
illustrated in Figure 9.1. The signals propagate along multiple paths
through the environment, resulting in a fading channel that here will be
modeled in statistical terms. If there is suﬃcient scattering in the en-
vironment, the channels between diﬀerent transmitter receiver pairs will
provide diﬀerent attenuation and phase. With less scattering in the near
ﬁeld, the diﬀerent propagation paths will be more similar and the channel
responses will be correlated in space [SFGK00, MBB+00]. There might
also be a dominant path or a line of sight component aﬀecting the channel
statistics [YBOB02].
+
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Figure 9.1: A MIMO Communication System.
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In the following section we will present statistical models for the sce-
narios above. Various properties of these models are analyzed in the
next few chapters. In all cases, the transmitter is assumed to have ac-
cess to the parameters of the statistical process generating the MIMO
channel responses. Based on the analysis, transmission schemes can be
designed that adapt to the current channel statistics. Such schemes will
be presented and analyzed in the last chapters of this part.
9.2 Data Model
We consider a MIMO system consisting of nt transmitters communicating
with nr receivers over a ﬂat fading channel. Transmission over the channel
is modeled through a channel matrix, H ∈ C(nr×nt), the elements of
which model the attenuations and phase diﬀerences between the various
transmitter/receiver pairs. The output, x ∈ Cnr , resulting from a single
usage of the channel to transmit the data s ∈ Cnt , is then found as,
x = Hs + n, (9.1)
where n ∈ Cnr is additive white complex Gaussian noise, see Figure 9.1.
To make the required output power of the diﬀerent transmission schemes
presented in the paper comparable, the SNR is deﬁned as the ratio be-
tween the power of the received data signal, E |Hs|2, and the received
noise power, E |n|2, when equally powered uncorrelated data is trans-
mitted, i.e. when E{ss∗} is a scaled identity matrix. Without loss of
generality, the received noise is normalized so that n ∈ CN (0, I) and
the channel matrix is normalized so that E ‖H‖2F = ntnr. Applying the
deﬁnition and normalizations above then gives the SNR as E |s|2 = P .
9.2.1 MIMO Channel Models
In what follows, the receiver is assumed to have perfect knowledge of H
when it tries to detect or decode the transmitted symbols and code words.
However, the channel knowledge at the transmitter is not necessarily
perfect or complete. There are several reasons for the transmitter channel
estimate to be in error. For example, the channel may have changed
between the estimation and the usage of the estimates due to delay or
the channel estimate may have been obtained via a low rate feedback
channel not able to provide accurate estimates due to heavy quantization.
For a more detailed discussion see e.g. [JSO02]. In scenarios where the
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channel changes too fast to keep the transmitter estimates updated it
may be more attractive to estimate the channel statistics which change
at a slower pace. This will reduce the bandwidth and delay requirements
on the feedback channel.
To exploit the partial channel knowledge at the transmitter, H is
modeled stochastically. The model for H depends on the type of infor-
mation available. Here it is assumed that H, given the available channel
knowledge, is complex Gaussian,
vecH ∈ CN (vec Hˆ,RH),
RH =E{vec(H − Hˆ) vec∗(H − Hˆ)},
(9.2)
thus the transmitter channel state information consists of Hˆ and RH . In
practice, such knowledge could be estimated at the receiver and obtained
at the transmitter via a feedback link.
In this work two special cases of the model above are considered, mean
and covariance feedback, see [VM01]. Covariance feedback is applicable
for non-line of sight conditions in richly scattering environments, e.g.
indoor, wireless local area networks. This scenario will be considered in
all the remaining chapters. Mean feedback is useful in scenarios where
a line of sight component exists, but it might also be seen as modeling
of errors in a channel estimate. This type of model will be considered in
Chapter 13.
Covariance Feedback
Consider the Kronecker channel model [MBB+00] which is realistic for
indoor non-line of sight conditions and limited array apertures [YBO+01].
Here the channel mean, Hˆ, is zero and the covariance matrix RH is
structured as RH = RtT ⊗Rr (where ⊗ is the Kronecker product), i.e.
H may be generated as
H = Rr1/2GRt1/2 (9.3)
where G is an nr by nt zero mean complex Gaussian matrix with in-
dependent identically distributed elements distributed as CN (0, 1). The
non-negative deﬁnite matrices Rt and Rr can be interpreted as the co-
variance between the transmitters, the rows of H, and the receivers, the
columns of H, respectively. The normalization imposed in Section 9.2
implies that Rr and Rt should be chosen such that TrRt = nt and
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TrRr = nr. This type of model will be considered in all the remaining
chapters of this part of the thesis.
As a simple model for the amount of spatial correlation in some of
our examples, we introduce the following transmit covariance matrix,
Rt =
⎡
⎢⎢⎢⎣
1 ρt∗ ρ2t
∗ · · · ρnt−1t
∗
ρt 1 ρt∗ ρnt−2t
∗
...
. . .
ρnt−1t ρ
nt−2
t · · · 1
⎤
⎥⎥⎥⎦ . (9.4)
A similar model is used for Rr, but with ρr instead of ρt, |ρr| < 1, |ρt| < 1.
This model may be reasonable in the case of a uniform linear array,
ULA, in a richly scattering environment and will be used to illustrate the
behavior as a function of the correlation parameters. It has previously
been applied in the context of capacity computations in e.g. [Loy01],
and will be referred to as the exponential correlation case. However, it
remains to be shown how well this model ﬁts reality. Note that unless
stated otherwise, the results in this thesis apply to general covariance
matrices Rr and Rt.
Mean Feedback
The channel state information consists of the channel mean Hˆ and the
covariance matrix RH = σ2HI. Note that Hˆ can be seen as an estimate
of H and σ2H as a measure of the uncertainty in this estimate. The
normalizations in the previous section imply that σ2H = 1 results in
Hˆ = 0 or no channel knowledge while σ2H = 0 results in Hˆ = H or
perfect channel knowledge. Another interpretation of the model is a
channel resulting from a line of sight path and local scattering in which
case Hˆ is rank one [YBOB02]. This channel model will be considered in
Chapter 13.
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Chapter 10
Asymptotic Channel
Eigenvalue Distribution
In this chapter we are interested in the statistical properties of the chan-
nel eigenvalues. These eigenvalues can be seen as deﬁning the channel
attenuation in diﬀerent spatial dimensions and therefore plays a central
role in the analysis and design of a MIMO communication system. For
example, as will be shown in Chapter 11, they deﬁne the channel capac-
ity. We also believe that they may play an important role in the analysis
and design of more practical transmission schemes like the spatial loading
scheme presented in Chapter 13. In general, deriving the eigenvalue dis-
tribution of a MIMO channel using a realistic statistical channel model is
diﬃcult. Here a distribution is derived that is limiting when the number
of transmit antennas is large. A non-line of sight indoor channel is con-
sidered, i.e. the channel matrix elements are correlated according to the
covariance feedback model in Section 9.2.1. It should be noted that our
results are straightforward to extend to the case of a large receive array.
This chapter is organized as follows. In Section 10.1 we deﬁne various
entities used in this and the following two chapters. Most importantly,
the term channel eigenvalue is exactly deﬁned. Section 10.2 presents a
limiting (for nt >> 1) distribution of the channel eigenvalues. Using
numerical examples, Section 10.3 veriﬁes that the derived distribution
may serve as an approximation in systems with ﬁnite dimensions. Finally,
Appendix 10.A provides proof for the results of Section 10.2.
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10.1 Notation and Deﬁnitions
In this and the following two chapters an indoor, non-line of sight sce-
nario is considered. To that end, the elements of the channel matrix are
assumed to be zero-mean circularly symmetric complex Gaussian, i.e.
Hˆ = 0 see (9.2). The spatial correlation between the channel matrix
elements is modeled according to
RH = E{vecH vec∗H}
= RtT ⊗Rr,
(10.1)
where ⊗ denotes the Kronecker product [Gra81], i.e. the correlation
feedback model is considered, see Section 9.2.1. Note from (10.1) that
the (nt×nt) matrix Rt and the (nr×nr) matrix Rr are scaled covariance
matrices for the rows (transmit antennas) and columns (receive antennas)
of H. To normalize the system, Rr and Rt are scaled so that Tr{Rr} = nr
and Tr{Rt} = nt.
The covariance matrix of the transmitted data is denoted E{ss∗} =
Q. By limiting the transmitted power to P , i.e. E{s∗s} = TrQ = P ,
the SNR of the system using the normalizations above is P . The SNR
has then been deﬁned as the ratio between the power of the received
data signal, E |Hs|2, and the received noise power, E |n|2, when equally
powered uncorrelated data are transmitted, i.e when Q = IP/nt.
Deﬁne the channel eigenvalues as the eigenvalues of HQH∗. Let
these be denoted λ = [λ1 . . . λnr ], λ1 ≥ λ2 ≥ · · · ≥ λnr , and notice that
E{HQH∗} = Tr{QRt}Rr. (10.2)
Furthermore, λr = [λr1 . . . λ
r
nr ]
T, λr1 > λ
r
2 > · · · > λrnr are used to denote
the ordered eigenvalues of Rr. Note that this formulation requires that
all eigenvalues of Rr are diﬀerent. This simpliﬁes the derivation and
the resulting distribution in the asymptotic analysis in the next section,
see [Gup65]. Finally the eigenvalues of Rt1/2QRt1/2 are written λtq =
[λtq1 . . . λ
tq
nt ]
T where Rt1/2 is a Hermitian square root factor of Rt.
10.2 Main Result
This section presents a limiting (for nt >> 1) distribution of the eigenval-
ues of HQH∗. The result is based on previous results regarding eigen-
value distributions of sample covariance matrices [And63, Gup65, SS97].
The main result of this chapter is summarized in the following theorem.
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Theorem 1 Assume that H and Q satisfy the conditions of Sec-
tion 10.1, λtqi <∞ for all i, as nt →∞, and that
lim
nt→∞
(∑nt
n=1(λ
tq
n )
3
) 1
3(∑nt
n=1(λ
tq
n )2
) 1
2
= 0. (10.3)
Then the limiting distribution of
√
nt(λ − Tr{QRt}λr) is N (0,Rλ˜),
where the i, jth element of the covariance matrix Rλ˜ of the limiting dis-
tribution is given by
(Rλ˜)ij = δij(λ
r
i )
2 ‖QRt‖2F nt. (10.4)
Proof: See Appendix 10.A.
We have used δij to denote the Kronecker delta function, δij = 1
if i = j and δij = 0 otherwise. The condition (10.3), gives a suﬃcient
condition on the correlation between the transmitted signals and transmit
side channel correlation for convergence of the limiting distribution as the
number of transmit antennas increases, see Appendix 10.A. In practice
this means that as more transmitter chains are added to the system, the
added channels must not be completely correlated with the previous ones
but should add to the diversity of the system.
Notice that the eigenvalues are asymptotically independent. If Q is a
scaled identity matrix, i.e. uncorrelated transmitters, from the covariance
expression it is clear that under the condition Tr{Rt} = nt the asymp-
totic variance of the channel eigenvalues has a minimum for Rt = I.
This is expected since uncorrelated columns provide more averaging (and
thereby less variations) than the correlated case.
10.3 Veriﬁcation Against Simulation
From Theorem 1 it is natural to approximate the distribution of λ as
N (Tr{QRt}λr,Rλ˜/nt) at large but ﬁnite nt. To test the accuracy of
this asymptotic approximation, it has been compared with sample dis-
tributions from simulations. Note that when nt <∞ there is a non-zero
probability that the distribution may generate λi < λj for some i < j, i.e.
in a sense the approximation is unordered. To generate the sample distri-
butions, a large number of channel matrices were generated according to
the assumptions in Section 9.2 and from these, channel eigenvalues were
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computed, sorted and inserted into histograms resulting in an ordered
statistic. Thus, in the following ﬁgures the ordered statistics from the
simulations are compared with the unordered asymptotic statistics. This
comparison is valid as long as there is not too much overlap between the
distributions, i.e. at high nt. The performance with considerable overlap
between the distributions of the individual eigenvalues might be better
than that shown in the Figure 10.1 and Figure 10.2. For simplicity, in all
the examples below Q is chosen as Q = I/nt.
Figure 10.1(a) and Figure 10.1(b) investigate the convergence of the
mean and variance of the asymptotic distribution as the number of an-
tennas increases. The ﬁgures display the ratio between the simulated
eigenvalue mean and variance and the asymptotic mean and variance as
a function of the number of transmit antennas. In both ﬁgures a system
with a two antenna receiver is studied. The receiver and transmitter cor-
relation matrices, Rr and Rt, are chosen according to (9.4) with ρr = 0.7.
Figure 10.1(a) displays a case when the transmit antennas are well sepa-
rated, ρt = 0, while in Figure 10.1(b) the transmit side is correlated and
ρt = 0.7.
From these ﬁgures we notice that convergence is slower in the corre-
lated data case than in the uncorrelated case. This is expected since in
this case there is less averaging. Also, the mean and variance of the larger
eigenvalue converges faster than the mean and variance of the smaller
eigenvalue. In many cases, such as capacity computations, see (11.4), the
larger eigenvalues are more important to the application. Therefore this
is an attractive feature of the derived distribution.
To investigate whether the limiting normal distribution of the eigen-
values might serve as an approximation of the true distribution also at
ﬁnite array sizes, in Figure 10.2 we study simulated and asymptotic chan-
nel eigenvalue distributions for an nt = 10, nr = 2 system. Again, Rr and
Rt were chosen according to (9.4) with ρr = 0.7 and ρt = 0. Even though
the sample distributions are clearly not Gaussian (they do not take on
negative values for example), there is still reasonable agreement with the
limiting normal distribution. As the number of transmit antennas grows,
this similarity increases.
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Figure 10.1: Convergence of the mean and variance of the channel
eigenvalues of an nr = 2 system with and without correlation on the
transmitter side. In both ﬁgures ρr = 0.7 and the top two curves corre-
spond to the larger eigenvalue.
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Figure 10.2: Simulated and asymptotic channel eigenvalue probability
densities of an nt = 10, nr = 2, ρr = 0.7 and ρt = 0 system.
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Appendix 10.A Proof of Theorem 1
The derivation of the limiting eigenvalue distribution of Theorem 1 is
based on the observation that, if we let h(k) denote the kth column of
HQ1/2 we may write
HQH∗ =
nt∑
k=1
h(k)h∗(k) = Rˆ. (10.5)
Therefore the derivation of an asymptotic eigenvalue distribution is prac-
tically identical to deriving the same property of sample covariance ma-
trices. Note, from the normalization of Q, TrQ = P , the sum should
converge to Tr{QRt}Rr as nt increases. An asymptotic eigenvalue distri-
bution of sample covariance matrices was derived in [And63] for the case
of time independent real samples, in [Gup65] this result was extended
to the complex, time independent case. In [SS97] asymptotic second or-
der moments of the sample covariance eigenvalues were derived for the
complex, time dependent case.
We divide the proof in three parts, ﬁrst notation is introduced, second
the asymptotic second order moments are derived and third the limiting
distribution is motivated.
10.A.1 Notation
Let vr1, . . . ,v
r
nr be orthonormal eigenvectors corresponding to the eigen-
values of Rr, λr1, . . . , λ
r
nr . Furthermore,
Sr =
[
vr1 . . . v
r
nr
]
(10.6)
and
Λr =
⎡
⎢⎣λ
r
1 0
. . .
0 λrnr
⎤
⎥⎦ , (10.7)
hence Rr = SrΛrS∗r , S
∗
rSr = SrS
∗
r = I. Correspondingly, the random
variables and vectors, λi and vi, i = 1 . . . nr, and the random matrices
S and Λ are deﬁned such that HQH∗ = Rˆ = SΛS∗. The diagonal
of Λtq consist of the eigenvalues of Rt1/2QRt1/2, λ
tq
1 , λ
tq
2 , . . . , λ
tq
nt . For
convenience, let Λ¯ = Tr{QRt}Λr, i.e. a diagonal matrix with the ordered
eigenvalues of E{HQH∗}, λ¯i on the main diagonal. Note that λ¯i =
Tr{QRt}λri, i = 1 . . . nr.
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10.A.2 Eigenvalue Moments
In this section asymptotic second order moments of the eigenvalues of
HQH∗ are derived. To derive them T and Y are introduced such that
T = S∗r RˆSr = S
∗
rSΛS
∗Sr = Y ΛY ∗. (10.8)
Note that Y is unitary. It is well known that the eigenvectors of Rˆ
are not unique and in order for (10.8) to deﬁne Y uniquely, we require
Re(Y )ii ≥ 0, Im(Y )ii = 0,∀ i. Let √nt(T − Λ¯) = U , √nt(Y − I) = W
and
√
nt(Λ− Λ¯) = D. Then (10.8) may be written
Λ¯+
1√
nt
U =
(
I +
1√
nt
W
)(
Λ¯+
1√
nt
D
)(
I +
1√
nt
W
)∗
(10.9)
or equivalently
U = W Λ¯+ D + Λ¯W ∗
+
1√
nt
(
WD + W Λ¯W ∗ + DW ∗
)
+
1
nt
WDW ∗.
(10.10)
Also, since I = Y Y ∗ = (I + W /
√
nt)(I + W /
√
nt)∗, we have
0 = W + W ∗ +
1√
nt
WW ∗. (10.11)
For convenience we adopt on the convention used in [SS97] and use “”
to denote a ﬁrst-order approximation, that is an equality where terms of
order 1/
√
nt and 1/nt that do not inﬂuence the asymptotic statistics of
λi have been neglected. Using this convention,
U W Λ¯+ D + Λ¯W ∗, (10.12)
0 W + W ∗ (10.13)
are obtained from (10.10) and (10.11). Substituting W ∗  −W
from (10.13) into (10.12) we have from the main diagonal
(D)ii  (U)ii (10.14)
or
λi − λ¯i  vri∗Rˆvri − λ¯i (10.15)
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and hence
E{(λi − λ¯i)(λj − λ¯j)}  E{vri∗Rˆvrivrj∗Rˆvrj + λ¯iλ¯j
− λ¯jvri∗Rˆvri − λ¯ivrj∗Rˆvrj}.
(10.16)
In the above expression all terms except the ﬁrst are easy to evaluate.
Using the formula for the expectation of four complex Gaussian ma-
trices [JS88], and the circularity assumption of the complex Gaussian
variables, we have,
E{RˆvrivrjRˆ} =
nt∑
k=1
nt∑
l=1
E{h(k)h∗(k)vrivrj∗h(l)h∗(l)}
=
nt∑
k=1
nt∑
l=1
(
E{h(k)h∗(k)}vrivrj∗ E{h(l)h∗(l)}
+E{h(k)h∗(l)}vrj∗ E{h(l)h∗(k)}vri
)
.
(10.17)
Remember that h(k) denotes the k column of HQ1/2. Notice from the
structure of the spatial correlation on the channel (9.3), E{h(k)h∗(l)} =
(QRt)lkRr. Also, since vri is the ith eigenvector of Rr, Rrv
r
i = λ
r
iv
r
i.
Thus (10.17) may be rewritten,
E{Rˆvrivrj∗Rˆ} = λ¯iλ¯jvrivrj+
nt∑
k=1
nt∑
l=1
(QRt)klRrvrj
∗(QRt)lkRrvri. (10.18)
Using the above result and using the fact that Rr, Rt and Q are Hermi-
tian (10.16) may be simpliﬁed as,
E{(λi − λ¯i)(λj − λ¯j)} 
∣∣vri∗Rrvrj∣∣2 nt∑
k=1
nt∑
l=1
|(QRt)kl|2
= δij(λri)
2 ‖QRt‖2F .
(10.19)
The δij denotes the Kronecker delta function, δij = 1 if i = j and other-
wise δij = 0. Note that λ¯i = Tr{QRt}λri, i = 1 . . . nr.
10.A.3 Limiting Eigenvalue Distribution
We now justify the limiting distribution. First we show that the elements
of HQH∗ have limiting complex normal distributions which then implies
the limiting eigenvalue distribution. Notice that the channel matrix may
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be generated as H = Rr1/2GRt1/2 where G consists of independent
identically distributed, IID, CN (0, 1) elements. Thus we may write
HQH∗ = Rr1/2GRt1/2QRt1/2G∗Rr1/2. (10.20)
Note, in the case of uncorrelated transmit antennas, Rt = I, and uncorre-
lated equi-powered transmitters, Q = IP/nt, the distribution of HQH∗
is identical to that considered in [Gup65]. In this case, the asymptotic
normality follows directly from the central limit theorem. In the case
where Rt = I and/or Q = IP/nt deriving the asymptotic normality may
be done as follows. From an eigenvalue decomposition of Rt1/2QRt1/2
we have that GRt1/2QRt1/2G∗ is distributed as G′ΛtqG′
∗ where G′
consists of IID CN (0, 1) elements. If we ﬁrst consider an element on the
main diagonal of GRt1/2QRt1/2G∗, it is distributed as
(G′ΛtqG′
∗)ii =
nt∑
k=1
(G′)ik(G′)∗ikλ
tq
k
=
nt∑
k=1
(g2k + g
2
k+nt)λ
tq
k ,
(10.21)
where g1 . . . g2nt are IID N (0, 1/2). For the terms in the sum,
the ﬁrst, second and third order moments are, mk = E{(g2k +
g2k+nt)λ
tq
k } = λtqk , σ2k = Var{(g2k + g2k+nt)λtqk } = c1(λtqk )2, 3k =
E{∣∣(g2k + g2k+nt)λtqk − λtqk ∣∣3} = c2(λtqk )3, c1 and c2 are ﬁnite non-zero
constants. Then (10.21) is a sum of independent terms, with, under
the conditions of Theorem 1, ﬁnite third order moments, satisfying
lim
nt→∞
(∑nt
k=1 
3
k
) 1
3
(
∑nt
k=1 σ
2
k)
1
2
=
c2
c1
lim
nt→∞
(∑nt
k=1(λ
tq
k )
3
) 1
3(∑nt
k=1(λ
tq
k )2
) 1
2
= 0.
(10.22)
Hence, if the generalized central limit theorem due to Lia-
pounoﬀ1, [Cra46], is applied,
(GRt1/2QRt1/2G∗)ii −
∑nt
k=1 λ
tq
k(∑nt
k=1(λ
tq
k )2
) 1
2
L−→ N (0, 1) , (10.23)
1Note that this theorem only gives suﬃcient conditions on the terms of the sum.
If needed, the Lindeberg-Feller Theorem [Fer96] provides necessary but more compli-
cated conditions.
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as nt → ∞. In a similar fashion it can be shown that the oﬀ-
diagonal elements, (GRt1/2QRt1/2G∗)ij , i = j, converge to zero-
mean complex Gaussian distributions as nt increases. Hence, all el-
ements of
√
nt(GRt1/2QRt1/2G∗ − Tr{QRt}I) have limiting com-
plex normal distributions. From a straightforward application of Slut-
sky’s theorem [Fer96], the elements of
√
ntRr
1/2(GRt1/2QRt1/2G∗ −
Tr{QRt}I)Rr1/2 = √nt(HQH − Tr{QRt}Rr) converge in distribu-
tion to complex Gaussian distributions. Now, the same arguments as
in [And84] may be applied to motivate the limiting eigenvalue distribu-
tion. Notice that the equations T = Y ΛY ∗ and Y Y ∗ = I and conditions
Re(Y )ii ≥ 0, Im(Y )ii = 0,∀ i, λr1 > λr2 > · · · > λrnr deﬁne a one to one
mapping between T and Y and Λ except for a set of measure zero. The
transformation from T to Y and Λ is continuously diﬀerentiable and
from Crame´rs Theorem [Fer96] the elements of Λ have a limiting normal
distribution.
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Chapter 11
Asymptotic Mutual
Information and Outage
Capacity
Based on the channel eigenvalue distribution derived in the previous chap-
ter techniques for analyzing fundamental system limitations set by infor-
mation theory are derived. In particular we are interested in the mutual
information and the outage capacity. Under identical asymptotic assump-
tions as in the previous chapter, simple expressions for these properties
are derived and their accuracy as approximations in ﬁnite dimensional
systems investigated.
Section 11.1 deﬁnes the properties of interest. In Section 11.2 and
Section 11.3 approximations asymptotic in the number of transmit an-
tennas are derived. Similar results are straightforward to compute under
a large receiver array assumption. Finally, in Section 11.4 we investigate
the accuracy of our expressions when used as approximations in ﬁnite
dimensional systems.
11.1 MIMO Channel Capacity
Consider a communication system as speciﬁed above where the channel
is known at the receiver, i.e. a channel with input s and output (x,H).
For an information theoretic analysis of such a system we are interested
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in the statistical properties of J = J(HQH∗), where we have deﬁned
the function J(Z) as
J(Z) = log det{I + Z}, (11.1)
where Z = Z∗ and positive semi-deﬁnite. Note that since H is a random
matrix J(HQH∗) is a random variable. Furthermore, if ζ = [ζ1 . . . ζn]T
are used to denote the eigenvalues of Z, from an eigendecomposition of
Z it follows,
J(Z) =
n∑
i=1
log(1 + ζi)
≡ J(ζ).
(11.2)
Similarly the statistical properties of J(HQH∗) are determined by the
eigenvalues of HQH∗, λ = [λ1 . . . λnr ], λ1 ≥ λ2 ≥ · · · ≥ λnr .
Based on the characteristics of J(HQH∗), several interesting prop-
erties of the MIMO communication system may be analyzed. First, con-
sider a fast fading scenario where for each use of the channel an indepen-
dent realization of H is drawn. The average mutual information between
the inputs and outputs of the channel is given by [Tel99]
I = I(s; (x,H))
= E{J(HQH∗)}
= E
{
nr∑
i=1
log(1 + λi)
}
.
(11.3)
With the assumption of a memoryless channel the Shannon channel ca-
pacity may be found as [GJJV03],
C = max
Q
I. (11.4)
Second, consider a quasi-static scenario where a single H is used for
the duration of one code-word, i.e. H is drawn only once. In this case
the mutual information is given directly by J(HQH∗). The x percent
outage capacity, Cx/100, may be deﬁned as [Fos96, FG98],
x
100
= Pr(J(HQH∗) < Cx/100). (11.5)
To gain insights on the impact of spatial correlation on I and Cx/100, the
behavior of the statistical properties of J(HQH∗) must be understood.
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While diﬃcult to compute exactly, in the next section a distribution lim-
iting as the number transmit antennas increases is derived. This is done
by using the observation that the statistical properties of J(HQH∗) are
determined by the channel eigenvalues and using asymptotic eigenvalue
results derived in Chapter 10.
11.2 A Limiting Distribution of J(HQH∗)
If the conditions of Theorem 1 are satisﬁed, we know that
√
nt(λ −
Tr{QRt}λr) converges in distribution to N (0,Rλ˜) as nt → ∞. Also,
from (11.2) we notice that J(λ) is continuously diﬀerentiable in a neigh-
borhood of Tr{QRt}λr. Hence, from Crame´r’s Theorem [Fer96], as
nt →∞,
√
nt(J(λ)− J(Tr{QRt}λr))
L−→ N
⎛
⎝0, nr∑
i=1
(Rλ˜)ii
(
∂J(ζ)
∂ζi
∣∣∣∣
ζi=Tr{QRt}λri
)2⎞⎠ , (11.6)
where L−→ denotes convergence in distribution. In the expression of the
variance in (11.6), the diagonal structure of Rλ˜ has been used. Using the
results of Section 10.2, the variance is straightforward to compute. This
provides a limiting distribution of J(λ) which here is summarized in the
following corollary.
Corollary 2 Assume that the conditions of Theorem 1 are satisﬁed, then
as nt →∞,
√
nt(J(λ)− J(Tr{QRt}λr))
L−→ N
(
0, nt ‖QRt‖2F
nr∑
i=1
(
λri
1 + Tr{QRt}λri
)2)
. (11.7)
Note, Corollary 2 does not state how fast the distribution of J(λ) con-
verges to its limiting distribution, only that it does so as nt approaches
inﬁnity. However, it has been observed, both from realistic channel simu-
lations [SS00] and from channel measurements [SKO00] that this property
of the MIMO channel seems to approach a Gaussian distribution also at
realistic system dimensions. In [WV01] it is also shown that J(λ) con-
verges to a normal distribution in the case of uncorrelated columns in the
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channel matrix. This is also implied by the results in [MSS03]. Combined
with the result above, using a normal distribution as an approximation
seems promising also in the correlated case. This idea will be further
explored in the following sections.
11.3 Improving the Approximation
If Corollary 2 is used as an approximation, we have an expression that
from the previous section is known to have the attractive feature of ap-
proaching the true distribution as nt increases. However, while Corol-
lary 2 might be used as an approximation directly, convergence of the
mean, the mutual information of the system, is unnecessarily slow. Nor-
mally, the derivation of Crame´r’s theorem is based on a ﬁrst order Taylor
expansion of the function of interest. Here, to improve on the speed of
convergence of the mutual information, a second order Taylor expansion
of J(λ) around Tr{QRt}λr is considered, see [Fer96] or Appendix C
of [Por94],
J(λ) =
nr∑
i=1
(
log(1 + Tr{QRt}λri)
+
1
1 + Tr{QRt}λri
(λi − Tr{QRt}λri)
− 1
2
(
1
1 + Tr{QRt}λri
)2
(λi − Tr{QRt}λri)2
+O(λi − Tr{QRt}λri)3
)
.
(11.8)
By applying the asymptotic ﬁrst and second order eigenvalue moments
derived in Section 10.2, an approximation of the average mutual infor-
mation is found as,
I ≈ I˜
=
nr∑
i=1
(
log(1 + Tr{QRt}λri)−
1
2
( ‖QRt‖F λri
1 + Tr{QRt}λri
)2)
.
(11.9)
Notice that the approximation is still asymptotic as nt increases. Max-
imization of the above expression with respect to Q should provide the
channel capacity of the system for large nt as long as the maximizing
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Q satisﬁes the conditions of Theorem 1, see (11.4). This optimization
problem will be addressed in Chapter 12.
In summary, to approximate the distribution of J , a normal distribu-
tion with a mean given by (11.9) and a variance, from (11.7),
Var{J} ≈ ‖QRt‖2F
nr∑
i=1
(
λri
1 + Tr{QRt}λri
)2
(11.10)
is proposed. From the above, this approximation should improve as nt
increases. This will be further investigated in Section 11.4 where the
result above is compared against simulations and measurements.
Note that from the concave nature of the log det function and Jensen’s
inequality [CT91], the average mutual information of the MIMO channel
may be upper bounded as, [Loy01],
I = E {log det{I + HQH∗}}
≤ log det{I + E{HQH∗}}
=
nr∑
i=1
log(1 + Tr{QRt}λri).
(11.11)
This upper bound coincides with the ﬁrst term of (11.9). For nt >> nr,
and Q = IP/nt, the upper bound on the average mutual information
derived in [SFGK00],
I ≤
nr∑
l=1
log
(
1 +
P
nt
λri(nt + nr − 2l + 1)
)
, (11.12)
also coincides with this term.
11.4 Veriﬁcation Against Simulations and
Measurements
In this section we explore how well the asymptotic approximation of
the distribution of J(λ) derived in the above sections performs for ﬁnite
transmit array sizes.
In all the numerical examples studied below the transmitter covari-
ance matrix is a scaled identity matrix, i.e. Q = IP/nt. This can either
be seen as a constraint of the channel in which case the average mu-
tual information coincide with the channel capacity, or that we study the
average mutual information given the Q above.
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To produce transmitter and receiver covariance matrices two methods
were used. Either the covariance matrices were generated from the ex-
ponential correlation model, (9.4), or, to generate more realistic channel
matrices, covariance matrices estimated from MIMO channel measure-
ments performed at the University of Bristol were used.
In these measurements, a uniform linear array with eight directional
elements were used at the receiver while a uniform linear array with
eight half-wavelength spaced omni-directional elements was employed at
the transmitter for the indoor measurements which were performed at
5.2 GHz. The measurements are described in [MBF00]. Details regard-
ing the estimation of the covariance matrices as well as the estimated
covariance matrices themselves may be found in [YBO+01, BYO01].
To verify the Gaussian distribution as a reasonable approximation also
at realistic array sizes we compared the asymptotic distribution with sam-
ple distributions from simulations. Figure 11.1 and Figure 11.2 compare
sample distributions from simulations of J(λ) with the approximation
of Section 11.3. This comparison was performed at 0, 10, 20 dB SNR
with 5 transmit and 2 receive antennas. In Figure 11.1 the covariance
matrices, Rt and Rr, were generated using the exponential correlation
model (9.4). In Figure 11.1(a) with ρt = 0, i.e. without correlation at the
transmit site, and in Figure 11.1(b) with ρr = 0.7, i.e. with correlation at
the transmit site. In Figure 11.2, the covariance matrices were obtained
from measurements [BYO01], in this case from receiver location 3 and
transmitter location 13.
From Figure 11.1(a) we observe that, without correlation at the trans-
mit side, the Gaussian approximation appears to work well at all the sim-
ulated signal to noise ratios, even with only ﬁve transmit antennas. Note
that the approximation performs better at small signal to noise ratios.
When correlation is present also at the transmitter, more transmit anten-
nas are required for the approximation to work well, see Figure 11.1(b).
Still, a reasonable approximation is provided in this ﬁve transmit antenna
example.
The performance of the approximation when measured covariances
are used to generate the channel matrices is shown in Figure 11.2. The
approximated and the simulated probability densities are also compared
with sample distributions computed directly from the measured MIMO
channel matrices. Since omni-directional antennas are employed at the
transmitter, the transmit elements excite more scatterers than the di-
rectional elements at the receiver. The correlation between the transmit
elements is therefore much lower than the correlation between the receive
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(a) ρt = 0
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(b) ρt = 0.7
Figure 11.1: Simulated and approximated probability densities of J at
SNR = 0, 10, 20 dB. The system employed nt = 5 transmit antennas,
nr = 2 receive antennas and the channel correlation matrices where gen-
erated using the exponential correlation model (9.4). The receive side
correlation was ρr = 0.7.
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Figure 11.2: Simulated and approximated probability densities of J
from measured Rt and Rr, sample distributions of J from measured
channel matrices. nt = 5, nr = 2 and SNR = 0, 10, 20 dB.
elements. As could have been expected from the previous two ﬁgures
the agreement between the approximated probability densities and the
sample densities from simulations is therefore good. In this case, the
agreement between the measured and modeled probability densities is
also excellent and the results are even hard to distinguish.
Figure 11.3 and 11.4 verify that the approximation improves as the
number of transmit antennas increases. In these ﬁgures we study how two
parameters of the capacity distribution evolve as the number of transmit
antennas is increased. The studied parameters are the average mutual
information, I, and the 5% outage capacity, C0.05, see (11.5).
In the ﬁrst of these two examples, Figure 11.3, the convergence of a
nr = 2 system is studied in a low and a high SNR scenario, 0 and 20
dB. The covariance matrices were chosen according to the exponential
convergence model (9.4), with ρt = ρr = 0.7. Note that the low SNR
case converges faster than the high SNR case.
In the second example, Figure 11.4, the convergence of the approx-
imation for an nr = 2 receiver is compared with the convergence of an
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nr = 4 receiver. The systems are studied in a 10 dB scenario, this time
with ρr = .7 and ρt = 0. As could be expected the properties of the
system employing the larger receiver require more transmit antennas to
converge.
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Figure 11.3: Convergence of the average mutual information and 5%
outage capacity. nr = 2, ρr = 0.7 ρt = 0.7 and SNR = 0, 20 dB. The top
four curves correspond to the high SNR case.
To investigate the sensitivity of the approximation to correlation, it is
compared with the average mutual information and 5% outage capacities
estimated from simulations as the correlation factors on both sides of the
MIMO system (ρr = ρt) was varied from 0 to 0.99. Again two (high and
low SNR 20, 0 dB) scenarios were studied and again ﬁve antennas were
used at the transmitter and two at the receiver.
As can be expected from our previous experiments, the approxima-
tion in the low SNR scenario shows the best agreement. However, the
agreement in the high SNR case is also reasonable and in both cases the
qualitative behavior of the approximation matches the simulated results
well.
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Figure 11.4: Convergence of the average mutual information and 5%
outage capacity. ρr = 0.7 ρt = 0 and SNR = 10 dB. The top four curves
correspond to an nr = 4 case and the bottom four to an nr = 2 case.
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Figure 11.5: Average mutual information and 5% outage capacity. Sys-
tem conﬁgurations with nr = 2 receive and nt = 5 transmit antennas and
SNR = 0, 20 dB are studied. The top four curves correspond to the high
SNR case.
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Chapter 12
Approximate Transmit
Covariance Optimization
In this chapter we provide an example on how the approximations de-
rived in Chapter 10 and Chapter 11 can be used in the design of MIMO
systems where the transmitter has access to covariance feedback. Here
an approximation of the transmit covariance that maximizes the average
mutual information is considered, i.e. we attempt to solve (11.4) using
the approximation of the mutual information (11.9). Similar approaches
could be taken to approximately solve other optimization problems, for
example to maximize some level of outage capacity.
The remainder of the chapter is organized as follows. Section 12.1
speciﬁes the optimization problem considered in this chapter. In Sec-
tion 12.2 an attempt to solve this problem is presented. The performance
of our solution is illustrated with numerical examples in Section 12.3. Fi-
nally, in Section 12.4 we consider an ad-hoc improvement of our procedure
that appears to produce more accurate numerical results at ﬁnite system
dimensions.
12.1 Goal
The goal of the work presented herein is to approximately ﬁnd the trans-
mit covariance Q that solves (11.4) by optimizing I˜, the approximation
of the average mutual information form presented in (11.9). That is, we
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attempt to solve,
Q = argmax
Q
I˜
s.t. TrQ ≤ P
Q  0,
(12.1)
with the hope of ﬁnding a high performing system design with a reason-
able computational burden. Note that (12.1) diﬀers from the traditional
water-ﬁlling problem [Tel99] as the transmitter only has access to the
channel statistics and I˜ is an approximation of the true average mutual
information.
This chapter is organized as follows, in Section 12.2 a technique for
solving (12.1) is presented. Section 12.3 shows some numerical examples
while Section 12.4 discusses what improvement can be expected if the
mutual information approximation is improved.
12.2 Optimizing I˜
We attempt to ﬁnd the Q that maximize I˜ using a two step procedure.
First, the eigenvectors of the maximizing Q are derived and the problem
is reduced to the optimization of the eigenvalues of Q, qi , i = 1 . . . nt.
Secondly, we assume that the problem (12.1), when expressed in the
eigenvalues of Q, is convex in some volume around the maximum and
that properly initialized standard convex optimization tools can be used
to ﬁnd the solution.
Theorem 3 Let λt =
[
λt1 . . . λ
t
nt
]
and q =
[
q1 . . . qnt
]
denote the ordered
eigenvalues of Rt and Q respectively. Then, the Q that solves (12.1) has
identical eigenvectors as Rt and the considered problem may be reduced
to only consider the eigenvalues of Q,
q = argmax
q
∑
i
log(1 + λri
∑
j λ
t
jqj)− 12
λri
2∑
j(λ
t
jqj)
2
(1+λri
∑
j λ
t
jqj)
2
s.t.
∑
i qi ≤ P
qi ≥ 0 i = 1 . . . nt,
(12.2)
Proof: It is well known Tr{QRt} and ‖QRt‖F do not depend on the
entire structure of QRt but are only functions of the eigenvalues of QRt
and thus so is I˜. From (11.9) it is also clear that I˜ is a monotonic
increasing function of transmit power, i.e. I˜(Q) < I˜(rQ) for any r > 1.
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The proof presented in [SM03, Appendix B] can then be applied to prove
that the Q that maximize I˜ has the same eigenvectors as Rt.
Rewriting (12.1) on a form that only depends on the eigenvalues of
Q is straightforward using the well known results that the trace and the
squared Frobenius norm of a matrix are the sum of the eigenvalues and
the sum of the squared eigenvalues of that matrix as well as all eigenvalues
of non-negative deﬁnite matrices are positive.
To solve (12.2) we assume that the problem is convex is some volume
surrounding the solution so that a properly initialized standard convex
optimization tool can ﬁnd the optimum. While we have yet to show the
convexity of (12.2) numerical experiments indicate that this approach
does ﬁnd the proper solution. In the numerical examples below q is
initialized as a scaled version of λt.
The expression we are optimizing over, I˜(q), is on a closed form,
making the optimization eﬃcient. Note that the structure of Q derived
in Theorem 3 coincides with the structures derived from exact expressions
of the capacity, see e.g. [JVG01, SM03, JB04]. This structure also means
that λtqi = λ
t
iqi, i = 1 . . . nt.
12.3 Numerical Results
In this section some numerical results are presented to verify the perfor-
mance of this approximate approach. To keep things simple, the following
conventions are used in the examples.
• To model the spatial channel correlation Rt and Rr are exponen-
tially correlated according to (9.4).
• The signal to noise ratio in all examples is 10 dB.
• To illustrate the potential gain of the “optimized scheme” in Sec-
tion 12.2 it is compared with two reference schemes. The ﬁrst refer-
ence, denoted “pure diversity” in the ﬁgures, chooses Q = IP/nt.
This choice is suitable when the transmitter lacks channel informa-
tion and can be expected to work well when the spatial correlation
is small. The second reference scheme, “beamforming”, maximizes
the received signal to noise ratio. This is done by choosing Q so
that all transmit power is concentrated on the eigenvector that cor-
responds to the largest eigenvalue of Rt. Such a scheme is optimal
when the MIMO channel is severely correlated [JG04, JB04].
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• In all ﬁgures both the approximate mutual information and the mu-
tual information computed using Monte-Carlo methods is shown.
This provides insight to the performance of the approximation and
might hint how far our technique is from capacity. Results from
Monte Carlo simulations are displayed with solid lines, results us-
ing approximations are displayed with dashed lines.
In the ﬁrst example, Figure 12.1, the performance of the approx-
imation and the approximative optimization scheme is studied as the
number of transmit antennas increases. The studied system employs two
receive antennas and correlation is present at both receiver and trans-
mitter, ρr = ρt = 0.5. As could be expected, the results are improved
as the number of transmit antennas is increased. When nt is small, the
beamforming solution is selected by our algorithm. Clearly this is not
a good choice as it is outperformed by the pure diversity scheme in the
simulated reality. However at larger nt the optimized scheme is able to
achieve higher average mutual information than both the other schemes.
The correlation between the antenna elements clearly aﬀects the per-
formance of the MIMO communication system. Earlier work indicates
that the pure diversity scheme can be expected to performance well when
there is little correlation among the elements of H while the beamform-
ing solution is optimal in highly correlated scenarios [JG04]. Figure 12.2
provides an example where our algorithm combines the best of these two
worlds. In this example a system consisting of eight transmitters and two
receivers is considered and the average mutual information is studied at
various correlation factors ρr = ρt. This example illustrates how the ap-
proximation can combine the best of both worlds, a system designed with
the scheme above can be expected to provide data rates as high or higher
than the pure diversity or the beamforming approach for diﬀerent corre-
lations. At some correlation factors, around ρr = ρt = 0.5 our scheme
even performs considerably better. Note that in contrast to if knowledge
of the channel covariance is ignored (Q = I), correlation between the
antenna elements may actually improve performance of the system. This
eﬀect has also been noticed for systems where the transmitter has access
to perfect channel estimates [CTKV02] and for systems with covariance
feedback [IUN03].
12.4 Ad-hoc Improvement 157
2 4 6 8 10 12 14
4.5
5
5.5
6
6.5
7
7.5
8
8.5
Optimized Scheme
Pure Diversity
Beamforming
M
ut
ua
l
In
fo
rm
at
io
n
[b
it
s]
nt [antennas]
Figure 12.1: Performance of our approximatively optimized scheme.
The SNR is 10 dB, ρr = ρt = 0.5, nr = 2, and the solid and dashed
curves correspond to the average mutual information computed with
Monte Carlo methods and the approximation (11.9) respectively.
12.4 Ad-hoc Improvement
The above results indicate that signiﬁcant gains are achievable using the
method described in Section 12.2. However, the disparity between the
simulated reality and the approximation is quite large, especially in cases
where the transmitter only transmits on a few eigenvectors, which in
Figure 12.2 is illustrated for ρr = ρt > 0.6 where the algorithm chooses
the beamforming solution, and the performance is reduced. This is to be
expected from the conditions under which (11.9) was derived under. For
example these conditions are clearly violated in the case of beamforming,
see Theorem 1. Due to poor performance of the approximation in such
scenarios the approximative solution (12.1) is far from the solution of the
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Figure 12.2: Performance of a nt = 8, nr = 2 system operating at a
signal to noise ratio of 10 dB. The solid and dashed curves correspond
to the average mutual information computed with Monte Carlo methods
and the approximation (11.9) respectively.
original problem (11.4). This can be illustrated by for example comparing
the optimized scheme from Figure 12.2 to a system where the transmit
covariance is selected as Q = RtP/nt. This simple design can in the
considered scenario be shown to outperform our optimized scheme in a
range of correlation factors.
If the accuracy of the approximation (11.9) could be increased, the
results achieved based on optimization of this approximation could be
expected to see some improvements. For this particular system setup
we have noticed that the accuracy of the approximation of the mutual
information can be improved if the factor before the second order term of
the Taylor series resulting in our approximation is increased. Reasonable
results seem to be achieved if this term is ampliﬁed by a factor nr. This
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would then result in an approximation of the average mutual information
(in nats),
I ≈ I¯
=
nr∑
i=1
log(1 + Tr{QRt}λri)−
nr
2
( ‖QRt‖F λri
1 + Tr{QRt}λri
)2
.
(12.3)
Since nr is ﬁnite and the ﬁrst order terms of the two approximations
are identical, the two approximations will converge as the number of
transmit antennas is large. The behavior when the number of antennas
is more reasonable however is often improved from this ad-hoc procedure.
Below, results achieved using the ad-hoc improvement above to optimize
the MIMO antenna system are presented and discussed.
The improvement in approximation accuracy and the resulting sys-
tem design are ﬁrst illustrated in Figure 12.3. Here the performance of an
approximatively optimized system is studied as the number of transmit
antennas increases. The receiver employs two antennas and the correla-
tion factors are chosen as ρr = ρt = 0.5, i.e. the results can be directly
compared to those presented in Figure 12.1. Clearly using (12.3) instead
of (11.9) in the optimization procedure produces a higher performing
conﬁguration in this scenario.
To provide further understanding to what kind of performance could
be achievable using a system optimized using the proposed algorithms
a few examples are presented in Figures 12.4–12.6 where the eﬀect of
spatial correlation is studied again.
In the ﬁrst of these examples, presented in Figure 12.4, an equivalent
scenario to that in Figure 12.2 is studied. This scenario is relatively
easy, as eight transmit but only two receive antennas are employed, but
by exploiting the ad-hoc improvement signiﬁcant improvements both in
terms of the quality of the approximation and in terms of the quality
of the optimized system are still achieved. This example also illustrates
that an optimal scheme may provide considerable gains in a wide range
of spatial correlations as compared of resorting to one of the simpler
schemes.
More diﬃcult, and perhaps more realistic, scenarios are considered
in the remaining two ﬁgures, Figure 12.5 and Figure 12.6. Here the dif-
ference between the number of antennas at the access point and at the
terminal is smaller, in Figure 12.5 four transmitters and two receivers
are employed, in Figure 12.6 eight transmitters and four receivers. In
these scenarios, the performance of the approximation and the resulting
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Figure 12.3: Performance of our approximatively optimized scheme
using the ad-hoc method from Section 12.4 to estimate I. The SNR is 10
dB, ρr = ρt = 0.5, nr = 2 and the solid and dashed curves correspond
to the average mutual information computed with Monte Carlo methods
and the approximation (12.3) respectively.
optimized system can be expected to decrease. Even so, the design re-
sulting from the algorithm described in this section is still, in all points
of simulation, able to perform at least as good, and in most cases better,
than the two reference designs.
Finally, in an attempt to illustrate some of the inner workings of the
algorithm, the resulting eigenvalues of Q for the scenario considered for
Figure 12.4 are studied. These eigenvalues correspond to the transmit
power along the eigenvectors of Rt. The ordered eigenvalues of Q are
presented in Table 12.1 and for convenience the corresponding eigenvalues
of Rt are also included. Note that the more correlated the elements of the
channel matrix become the more the larger eigenvalues of Rt increase and
the more transmit power is allocated to the eigenvector corresponding
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Figure 12.4: Performance of the approximately optimized system
when (12.3) is used. The SNR is 10 dB, nr = 2, and nt = 8. Sim-
ulated and approximative results are illustrated with solid and dashed
curves respectively.
the larger eigenvectors of Rt. Just like in the water-ﬁlling algorithm
used when the MIMO channel is perfectly known [Tel99] this results in
no power allocation for certain eigenvectors.
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Figure 12.5: Performance of the approximately optimized system
when (12.3) is used. The SNR is 10 dB, nr = 2, and nt = 4. Sim-
ulated and approximative results are illustrated with solid and dashed
curves respectively.
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Figure 12.6: Performance of the approximately optimized system
when (12.3) is used. The SNR is 10 dB, nr = 4, and nt = 8. Sim-
ulated and approximative results are illustrated with solid and dashed
curves respectively.
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(a) Eigenvalues of Q
ρr = ρt q1 q2 q3 q4 q5 q6 q7 q8
0.0 1.25 1.25 1.25 1.25 1.25 1.25 1.25 1.25
0.2 2.81 2.70 2.35 1.60 0.54 0.00 0.00 0.00
0.4 3.87 3.77 2.36 0.00 0.00 0.00 0.00 0.00
0.6 5.12 4.88 0.00 0.00 0.00 0.00 0.00 0.00
0.8 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
(b) Eigenvalues of Rt
ρr = ρt λt1 λ
t
2 λ
t
3 λ
t
4 λ
t
5 λ
t
6 λ
t
7 λ
t
8
0.0 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
0.2 1.45 1.32 1.16 1.01 0.88 0.78 0.72 0.68
0.4 2.11 1.64 1.20 0.88 0.68 0.55 0.48 0.44
0.6 3.15 1.83 1.04 0.64 0.45 0.34 0.29 0.26
0.8 4.88 1.55 0.62 0.33 0.21 0.16 0.13 0.12
Table 12.1: Eigenvalues of Q for the optimized scheme presented in
Figure 12.4 and the corresponding eigenvalues of Rt.
Chapter 13
Bit and Power Loading
With Mean or
Covariance Feedback
In Chapter 11 and Chapter 12 transmission schemes optimal in an in-
formation theory sense were considered. Unfortunately, implementation
of such a system is impractical. Therefore suboptimal schemes must
be considered to exploit some of the promised gain from using multi-
element antenna systems. In this chapter a transmission scheme suitable
for MIMO systems such as those presented in Chapter 9 is presented and
illustrated with numerical examples. While suboptimal, the scheme has
the advantage of being simple and capable of exploiting some of the po-
tential gain in using partial channel state information according to both
the mean and covariance feedback models of Section 9.2.1.
The remainder of the chapter is organized in three sections. In Sec-
tion 13.1 we outline a vision for an end-to-end system design and specify
which parts of the system we consider in this chapter. Section 13.2 pro-
poses a simple transmission scheme capable of exploiting some of the
partial channel information provided. The performance of our scheme is
illustrated by numerical examples in Section 13.3.
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13.1 System Vision
The proposed transmission scheme is similar to the transmission scheme
analyzed in [HtB03] and to the various versions of BLAST [Fos96,
GFVW99] in that data already protected by a channel code is demul-
tiplexed into multiple parallel spatial streams for transmission. At recep-
tion, the data symbols are detected, remultiplexed into a single data
stream and decoded. This process is often called spatial multiplex-
ing. Under certain assumptions such schemes have been shown to per-
form near the limits of capacity if soft detection and eﬃcient codes are
used [HtB03]. In contrast with the above schemes, we allow for dif-
ferent data rates and power allocation for the diﬀerent spatial streams.
Furthermore, linear algebra techniques are used to exploit directional
properties of the MIMO channel and a maximum likelihood detector is
used to take decisions on the received data symbols. This way, channel
knowledge at the transmitter can be exploited to optimize the transmit-
ted data for the channel. In the literature, spatial multiplexing schemes
exploiting channel knowledge at the transmitter have been considered
in e.g. [RC98, ZO03]. Unlike those schemes our transmission technique
does not require perfect transmitter channel knowledge. Principal system
schematics may be found in Figure 13.1.
By allowing these additional degrees of freedom in the system,
schemes that exploit available channel knowledge at the transmitter can
be formulated. This is the purpose of this chapter where we propose a
scheme for choosing the transmission directions for the diﬀerent spatial
streams as well as their data rate and power allocation based on the
feedback models of Chapter 9.
13.2 Spatial Multiplexing and Loading
The basic idea behind bit and power loading algorithms is to optimize the
transmitted vector data so that the available transmit power is used eﬃ-
ciently. For the system (9.1) the optimal transmit data design when the
channel is known at the transmitter is, from a capacity viewpoint [Tel99],
to diagonalize H, creating parallel spatial channels. This is achieved
by using a singular value decomposition and to transmit Gaussian dis-
tributed data symbols with power allocated using the well known water-
ﬁlling solution. This way, transmit power is allocated to the directions
where it is put to best use, i.e. in directions with little attenuation more
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Figure 13.1: The components of a spatial multiplexing and loading
MIMO system. In this chapter mainly the part within the dashed rect-
angle is considered.
power is allocated and higher data rates can be supported.
For practical systems, using Gaussian distributed symbols is not an
option. Instead the transmitted data symbols belong to some ﬁnite al-
phabet, resulting in an optimization problem where diﬀerent constellation
sizes and transmit powers are allocated to diﬀerent directions to satisfy
some constraint on the quality of the received data and to maximize data
rates. Here, we term this type of technique spatial loading and in the
subsections below such schemes are discussed and presented for diﬀer-
ent scenarios. In all cases we attempt to optimize the transmit data
rate, given some design uncoded bit error rate, BER, and transmit power
constraint.
13.2.1 Spatial Bit and Power Loading
In the design of a general spatial loading system it is natural to introduce
some structure to characterize the spatial properties of the channel and to
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simplify the following adaptive loading. To that end, let s = V TxP 1/2d
and y = URxx, where V Tx and URx are unitary matrices characteriz-
ing the directivity of the spatial loading system, P is a diagonal matrix
deﬁning the power loading in the diﬀerent spatial dimensions, y is the
received data to be considered by the detector and d are the transmitted
symbols. The introduced structure is illustrated in Figure 13.1. Based
on these deﬁnitions, the eﬀective system between the transmitter and the
receiver can be modeled as,
y = URx(HV TxP 1/2d + n) = H ′P 1/2d + n′, (13.1)
where H ′ is the eﬀective channel matrix and n′ is the eﬀective noise of
the MIMO channel between d and y, see Figure 13.1. Note that since
URx is unitary the eﬀective noise is still white complex Gaussian, each
element of variance one. Also, since URx and V Tx are invertible and
the distributions of n and n′ are identical the system (13.1) is equivalent
to (9.1). The transmitted symbols of d are considered uncorrelated, with
zero mean and normalized to variance one. The normalizations from
Section 9.2 imply that P should be chosen such that TrP = P .
The focus of this study is on the uncertainty aspect of the channel, not
on the receiver algorithm or bit loading scheme being used. To simplify
the interpretation of the results and the discussion below, a maximum
likelihood (ML) detector is employed in all cases and the well known
greedy Hughes-Hartogs algorithm [HH, Bin90] has been selected for the
spatial bit and power loading. While these choices may be too com-
putationally demanding for practical implementations, they simplify the
derivation and presentation. For reference, the Hughes-Hartogs adap-
tive loading algorithm for parallel channels consists in principle of the
following steps,
1. Try to increase the constellation size by one for all the symbols of d,
one at the time. Add enough power so that the bit error constraint
is not violated.
2. Increase the constellation size and allocate power to the symbol
requiring the least additional power in the previous step.
3. Repeat until the available power is insuﬃcient to add more bits
given the error constraint. If desirable, any remaining power can
be spread over the spatial channels to improve the error rate per-
formance of the wireless link.
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Using the framework above diﬀerent transmission strategies are pre-
sented below. Which one should be used depend on the amount of trans-
mitter channel knowledge and channel characteristics. First well known
transmission strategies useful when the channel is perfectly known, com-
pletely unknown or severely correlated are outlined. Second we propose
schemes that maximize the data rate based on the mean and covariance
feedback models of Section 9.2.1.
13.2.2 Perfect Channel Knowledge
When the transmitter has perfect channel knowledge, a well known spa-
tial loading scheme based on the singular value decomposition of the
channel matrix can be applied [RC98, ZO03]. By choosing URx and V Tx
as the transposed conjugate of the matrix containing the left singular
vectors and the matrix containing right singular vectors of the channel
matrix H respectively, the channel between d and y is diagonalized and
min(nr, nt) non-interfering scalar channels between the transmitted and
the received data are formed. Since each of these parallel channels are
characterized by an SNR given by the singular values of H, bit and power
loading using the algorithm above is straightforward.
13.2.3 Pure Diversity
For the case when the transmitter has no knowledge of the channel it is
not possible to optimize the directivity of the transmitting array. Here, we
assume that a non-line of sight system is considered where the antenna
elements are suﬃciently separated so that the elements of H can be
considered independent Rayleigh fading.
For this type of system several techniques such as BLAST [Fos96] or
more sophisticated space-time coding schemes [TSC98] have been devel-
oped. While elaborate techniques are required for eﬃcient detection of
the transmitted symbols and coding is required for optimal performance
we here only consider a system where the transmitter transmits uncoded
symbols, y, with equally distributed power, P = P/ntI, and the receiver
uses an ML-detector to estimate the transmitted symbols.
Provided that the channel matrix elements are uncorrelated and soft
detection is used, this type of transmission scheme has been shown to
perform near capacity [HtB03]. However, if the elements of H are cor-
related, some directions in space will suﬀer a higher attenuation than
others and transmit power will be wasted.
170 13. Bit and Power Loading With Mean or Covariance Feedback
13.2.4 Beamforming
With access to channel statistics at the transmitter, beamforming
schemes can be designed by choosing the transmitted data vectors such
that the average received signal power is maximized. For example, in the
case of covariance feedback according to the model in Section 9.2.1, this
would mean allocating all data and power to the direction corresponding
to the maximum eigenvalue of Rt, i.e. all data is transmitted over a single
spatial channel. Note that this solution is optimal if the elements of H
are perfectly correlated and only one spatial channel can be supported.
In other cases, where H has a rank higher than one, the technique may
be wasteful since available spatial dimensions are not being used.
13.2.5 Mean Feedback
When perfect channel knowledge is not available at the transmitter as in
Section 13.2.2 data rate maximization becomes more complicated. For
example, it is no longer possible to completely diagonalize the channel
and the parallel data streams will interfere at the receiver. Here, we
propose a simple sub-optimal scheme for optimizing the data rates and
exploiting available transmitter channel knowledge.
Let the singular value decomposition of Hˆ be written Hˆ =
U HˆΛHˆV Hˆ . The transmitter and receiver directive matrices, V Tx and
URx are selected as V Tx = V ∗Hˆ and URx = U
∗
Hˆ
resulting in,
y = (ΛHˆ + H˜
′
)P 1/2d + n′ (13.2)
where H˜
′
= URxH˜V Tx has the same distribution as H˜ since V Tx and
URx are unitary. While we do not claim that this choice of V Tx and
URx is optimal it can be motivated in a number of ways. First, given
the channel knowledge at the transmitter, the received signal power for
the ﬁrst symbol in d, E |URxHV TxP 1/2d1|2 is maximized. Here, dk is
a vector where all entries are zero except the kth entry which is identical
to kth element of d. Similarly, the second element is transmitted in the
orthogonal direction, in Cnt , to the ﬁrst, that maximizes the received
signal power and so on. Hence given this choice of directive matrices
it is possible to ensure that data is transmitted in the directions where
the receive conditions are likely to be the most favorable. Second, since
ΛHˆ is diagonal and H˜
′
spatially white, the received power from the ﬁrst
transmitted symbol of d is maximized at the ﬁrst received symbol of y
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while the received power at the other elements of y is minimized given
the available channel information. Similarly, the received power resulting
from the second symbol of d is concentrated to the second element of y,
and so on. Thus, while interference between the diﬀerent spatial carriers
is unavoidable, this choice of directive matrices in some sense minimizes
it. Third, our V Tx coincides with the choice based on capacity arguments
made in [VM01, JG04]. In these papers only the special cases of a single
antenna receiver and a rank one Hˆ are considered though. Finally, for
the case σ2H → 0, this solution coincides with that of Section 13.2.2, and,
if the elements of the channel can be considered independent Rayleigh
fading, the choice is also valid when σ2H → 1, see Section 13.2.3.
To provide a practical spatial bit and power loading scheme it is nec-
essary to be able compute the resulting BER for various constellation
sizes and output powers eﬃciently. Since the communication channels
are interfering this is complicated and for a computationally attractive
scheme some approximations are necessary. First, we assume that the
design BER is chosen so low that more than one symbol error per re-
ceived vector y is rare. Thus, when computing the error rates of the
ML-detector for each of the transmitted symbols in d we assume that
the other symbols have been correctly detected and subtracted from the
received data, i.e. error propagation is ignored. Note that this approxi-
mation can be expected to work better when there are more receive than
transmit antennas, and in practice it is good to limit the number of spa-
tial channels to min(nr, nt) or less. Furthermore, it is assumed that the
transmitted symbols have been Gray-encoded so that, given the low de-
sign BER, the number of bit errors can be approximated by the number
of symbol errors. These approximations result in a simpliﬁed scenario
where it suﬃces to compute the error probability of a single symbol,
transmitted over a vector channel consisting of a combination of inde-
pendent Rayleigh and Ricean fading elements. For this type of channels
eﬃcient techniques for computing the error probability for many types of
constellations exist [AG99]. Note that since the variances of the vector
channel elements are determined by σ2H the bit and power loading in the
diﬀerent directions are adapted to the uncertainty of the channel.
Using the selected V Tx and URx and the approximations above, per-
forming the spatial loading can be performed in a simple and compu-
tationally eﬃcient manner. While this algorithm is clearly suboptimal,
note that for the cases when the channel information is almost perfect, or
when the channel is almost completely unknown, our solution converges
to well known results, see Sections 13.2.2 and 13.2.3.
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13.2.6 Covariance Feedback
If covariance feedback is available, one method of optimizing the sys-
tem could be to, depending on the amount of correlation, chose either
the pure diversity or the beamforming, see Section 13.2.3, Section 13.2.4
and also [VM01, JG04, JB04]. Such a solution however, is not very ele-
gant and suﬀers from suboptimal performance in many cases. Below we
instead propose to use a spatial loading scheme to optimize the transmit-
ted data and adapt it to the available channel information to provide a
smooth transition between the cases above. When perfect channel knowl-
edge is not available at the transmitter, optimizing the transmitted data
becomes more complicated. For example, it is no longer possible to com-
pletely diagonalize the channel and the parallel data streams will interfere
at the receiver.
Let Rt = VtΛtVt∗ and Rr = V rΛrV ∗r be the eigenvalue decomposi-
tions of the transmit and receive covariance matrices. The transmitter
and receiver directive matrices, V Tx and URx are selected as V Tx = Vt
and URx = V ∗r resulting in an eﬃcient system,
y = Λ1/2r G
′Λ1/2t P
1/2d + n′, (13.3)
where G′ = V ∗rGVt has the same distribution as G since V r and Vt
are unitary. While we do not claim that this choice of V Tx and URx
is optimal it can be motivated in a number of ways. First, given the
channel knowledge at the transmitter, the received signal power for the
ﬁrst symbol in d, E |URxHV TxP 1/2d1|2 is maximized. Here, dk is a
vector where all entries are zero except the kth entry which is identical
to kth element of d. Similarly the second element is transmitted in the
orthogonal direction, in Cnt , to the ﬁrst, that maximizes the received
signal power and so on. Hence given this choice of directive matrices it
is possible to ensure that data is transmitted in the directions where the
receive conditions are likely to be the most favorable. Second, this choice
can be motivated by capacity arguments, see Chapter 12 or e.g. [VM01,
JVG01, SM03, JB04]. Last, this choice of URx ensures that the elements
of H ′ are uncorrelated signiﬁcantly simplifying the BER computations
in the following loading step of the proposed design process. Note that
since URx is unitary and an ML-detector is used the choice of URx in the
receiver does not aﬀect the resulting error probability for the designed
system.
To provide a practical spatial bit and power loading scheme it is nec-
essary to be able compute the resulting BER for various constellation
13.3 Numerical Results and Analysis 173
sizes and output powers eﬃciently. We again ignore error propagation
and assume that the transmitted symbols have been Gray-encoded. Then
similar approximations as those made for the mean feedback case may
be applied to estimate the error rates of the spatial channels, see Sec-
tion 13.2.5 or [MBO04b] for more details.
Using the selected V Tx and URx and the approximations above, the
spatial loading can be performed in a simple and computationally eﬃcient
manner. While the resulting design is clearly suboptimal, note that for
completely uncorrelated channel elements, i.e. when Rt = I and Rr =
I, our solution converges to the well know solution of Section 13.2.3.
Also, when the channel elements are perfectly correlated, our algorithm
produces a beamforming solution, concentrating all transmit power on
the single available spatial channel, see Section 13.2.4.
13.3 Numerical Results and Analysis
Since an analytical analysis on the performance of the method proposed in
the previous section would be diﬃcult, a numerical analysis is performed.
The simulations performed in this study were simpliﬁed by limiting the
bit-loading algorithm to square M -QAM constellations, where M = 22b
and b is integer valued. Note that results such as those in [AG99] allow
a larger selection of constellations which may be desirable.
To make the simulations eﬃcient, the ML-detector at the receiver was
implemented in the form of a sphere decoder [VB99]. For reasonably sized
arrays the sphere decoding algorithm is on average very eﬃcient, signif-
icantly shortening the time required to ﬁnd the ML-solution compared
with a full search [JO05]. In the case of spatial loading, the sphere decod-
ing algorithm needs to consider the diﬀerent constellations transmitted
in the diﬀerent elements of d.
13.3.1 Examples with Mean Feedback
LOS Channel with Local Scattering
Consider a line of sight scenario with signiﬁcant scattering around the
arrays. Provided that the antenna elements of the arrays are placed
too closely to be separated based on the line of sight component of
the received data, but so well separated that the fading caused by the
multi-path scatterers can be considered independent, a reasonable chan-
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nel model is
H = HLOS + HNLOS , (13.4)
see e.g. [YBOB02]. Here, HLOS is a rank one matrix modeling the line of
sight component, HNLOS is a random matrix where the elements are in-
dependently drawn from a zero-mean complex Gaussian source. In some
scenarios the scattering components of the channel may be rapidly chang-
ing while the line of sight component and the statistical properties of the
scattering component is changing more slowly. Hence, while keeping ex-
act channel estimates at the transmitter may be diﬃcult, maintaining
estimates of HLOS and the variance of the elements of HNLOS could be
feasible. This scenario ﬁts well within the framework of our proposed
method, Hˆ then corresponds to HLOS and σ2H to the variance of the
elements of HNLOS.
Figure 13.2 shows the bit rate as a function of the resulting BER
of a three by three antenna system where the line of sight component
provides 80% of the received signal power, i.e. σ2H = 0.2. Two methods
of system design are considered, one using only the line of sight rank one
channel estimate in the design of the bit and power loading, the other
using our proposed method. In both cases, any remaining transmit power
after the bit loading is spread evenly over the spatial carriers to ensure
SNR of 15, 20 and 25 dB. By taking the unknown multi-path components
into account the simple method proposed in Section 13.2.6 is capable of
increasing the data rate. In the high SNR scenarios of this example the
gains are signiﬁcant.
To further illustrate the behavior of the algorithm, Table 13.1 shows
how the transmitted bits are allocated as a function of σ2H . As the
resulting error rates vary greatly between the diﬀerent channels this result
gives no indication of resulting bit rates but is intended to illustrate how
the bits are allocated to the diﬀerent carriers. Note that when σ2H → 0
signal power and loaded bits are concentrated in the direction given by the
line of sight channel, while when σ2H → 1 power and data are transmitted
as evenly as possible in space given the restriction in constellation sizes.
This intuitive result illustrates how this method, while simple, is capable
of adapting the transmitted data according to the transmitter channel
knowledge available.
Rayleigh Fading with Imperfect Channel Estimates
In this example the elements of both Hˆ and H˜ are drawn independently
from Gaussian distributions making the channel H Rayleigh fading. This
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Figure 13.2: Mean feedback in a line of sight (LOS) scenario with local
scattering, i.e Hˆ is rank one. Three nr = nt = 3 antenna systems with
σ2H = 0.2 were considered with SNR 15, 20 and 25 dB respectively. The
beamforming scheme of Section 13.2.4 is compared with the optimized
scheme of Section 13.2.5. In contrast with the beamforming scheme which
only uses the spatial channel associated with the LOS component, the
optimized scheme also exploits channels created by the multi-path prop-
agation resulting in improved data rate performance.
σ2H
Channel 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
1: 8 8 8 8 6 6 6 6 6 6 4
2: 0 2 2 2 4 4 4 4 4 4 4
3: 0 0 2 2 4 4 4 4 4 4 4
4: 0 0 2 2 2 2 4 4 4 4 4
Table 13.1: Bit allocation, design SNR 20 dB, design bit error rate
0.003. Note that for the case of an uncorrelated channel and a rank one
channel our method converges to well known solutions.
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could model an indoor non line of sight channel with well separated an-
tenna elements at both arrays. A four transmit, six receive antenna
system designed for an SNR of 20 dB is considered.
Figure 13.3 shows bit rate versus resulting BER at various degree
of uncertainty of the channel estimate, σ2H . Any remaining power after
the bit loading is spread evenly over the carriers to make the compar-
ison fair. The ﬁgure clearly illustrates the capability of the proposed
method to connect well known results for the design of system with per-
fect channel knowledge at the transmitter, σ2H = 0, to designs used when
no instantaneous channel knowledge, σ2H = 1, is available.
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Figure 13.3: Mean feedback with an independently Rayleigh fading
channel, nr = 6, nt = 4, SNR 20 dB. The data rate performance improves
as σ2H approaches 0 and the transmitter channel estimate becomes more
accurate.
Finally, the performance of the approximations leading up to the bit
loading algorithm are evaluated. Figure 13.4 shows the resulting BER as
a function of the design BER. To be able to evaluate the performance of
the approximations, the remaining power after the bit allocation is not
allocated to any spatial carrier. As the approximations used in deriving
the proposed method are underestimating the probability of error, the
design BER is lower than the resulting BER. While this implies that the
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design BER must be chosen lower than that required by the system, the
proposed method achieves balancing in the loading of the diﬀerent spatial
channels. Furthermore, notice that as σ2H approaches zero, the approx-
imations improve. This is expected as small σ2H means less interference
and error propagation between the channels making the approximation
to ignore these eﬀects more justiﬁed.
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Figure 13.4: Mean feedback with independently Rayleigh fading chan-
nel, nr = 6, nt = 4, design SNR 20 dB. Performance of the BER ap-
proximations at various degrees of channel uncertainty. Perfect channel
knowledge (σ2H = 0) removes the inter-channel interference improving
the error rate approximation.
13.3.2 Examples with Covariance Feedback
While the algorithm presented herein is applicable to general Rr and Rt,
to keep things simple, exponential correlation is assumed in all examples
below, i.e. the correlation matrices, Rt and Rr are selected according
to (9.4).
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Data Rate Performance
Figure 13.5 illustrates how the proposed method can exploit some of
the available information to increase the data rate of the system. The
data rate performance of the algorithm is compared with the two simpler
schemes of Sections 13.2.3 and 13.2.4. In this downlink scenario an nt =
6, nr = 3 antenna system with ρr = ρt = 0.8 is considered operating
at SNR of 15 and 25 dB. During the loading procedure described in
Section 13.2.6, the number of spatial channels was limited to three and
to make the comparison fair in terms of transmit power, any residual
power left after the loading procedure has been added evenly over those
channels.
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Figure 13.5: Covariance feedback with spatially correlated channels,
ρr = ρt = 0.8, nt = 6, nr = 3. Bit error rate performance at 15 and
25 dB SNR. Note that our technique, denoted “optimized transm” see
Section 13.2.6, outperform both the “blind” transmission scheme, see
Section 13.2.3, and the “beamforming” scheme, see Section 13.2.4.
From the ﬁgure, notice how the algorithm presented herein is capable
of outperforming the pure diversity and beamforming methods. This
illustrates that this method, while simple, has the capability to exploit
some of the information in the available channel statistics to increase the
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data rates of the system.
Bit Loading Strategy
To further illustrate the behavior of the proposed algorithm, Table 13.2
shows how the transmitted bits are allocated as a function of ρr = ρt
for this nr = nt = 4 scenario. While the design BER in the example
is 0.003 for the entire table, as the resulting error rates vary between
the diﬀerent channels, this table is not intended to indicate the resulting
bit rates of a practical system but to show how the bits are distributed
over the diﬀerent spatial channels. Note that when ρr = ρt → 0 sig-
nal power and transmitted data are transmitted as evenly as possible in
space given the restriction in constellation sizes. On the other hand, when
ρr = ρt → 1 power and loaded bits are concentrated in the direction with
the lowest attenuation. This intuitive result illustrates how the proposed
method is capable of adapting the transmitted data to the available chan-
nel knowledge and providing a transition between the extreme cases of
an uncorrelated channel and a perfectly correlated channel.
ρr = ρt
Channel 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
1: 6 6 6 6 6 8 8 8 8 6 8
2: 6 6 6 6 6 6 6 6 4 4 0
3: 6 6 6 6 6 4 4 4 2 2 0
4: 6 6 6 6 4 4 4 2 2 0 0
Table 13.2: Bit allocation, covariance feedback with spatially correlated
channels, design SNR 25 dB, design BER 0.003, nt = nr = 4. Note
that for the cases of no correlation and perfect correlation our technique
converges to well known solutions.
Performance of the Approximation
Finally, the performance of the approximations leading up to the bit load-
ing algorithm are evaluated. Figure 13.6 shows the resulting BER as a
function of the design BER for an nt = 6, nr = 3 system operating at an
SNR of 20 dB. The number of spatial channels was limited to three. To
be able to evaluate the performance of the approximations, the remain-
ing power after the bit allocation is not allocated to any spatial channel.
As the approximations used in deriving the proposed method are under-
estimating the probability of error, the design BER is lower than the
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resulting BER. While this means that the design BER must be chosen
lower than that required by the system, the design achieves balancing
in the loading between the diﬀerent spatial channels. Furthermore, no-
tice that as ρr = ρt approaches one, the approximations improve. This
is expected as large ρr = ρt means that almost all power and bits are
allocated to a single channel and thus there is less interference and er-
ror propagation between the spatial channels and the approximation of
ignoring these eﬀects improves.
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Figure 13.6: Covariance feedback with spatially correlated channels,
nt = 6, nr = 3, 20 dB SNR. Performance of the bit error rate, BER,
approximation. More correlation means that fewer spatial channels are
used resulting in reduced error propagation.
Chapter 14
Concluding Remarks and
Future Work
In this part of the thesis analysis and design techniques for MIMO com-
munication systems were considered. Both practical and more theoretical
transmission schemes were studied using statistical channel models tak-
ing into account spatial correlation and channel estimate uncertainties.
Approximations of various system parameters were analytically derived,
allowing for insights into the impact of channel impairments and suitable
countermeasures. In this chapter we summarize and discuss our main
results and some opportunities for further work are also outlined.
14.1 Conclusions
14.1.1 Channel Eigenvalues
In Chapter 10, we derived limiting eigenvalue distributions for MIMO
channels suﬀering from spatially correlated fading under the assumption
that the number of transmit antennas is large. Subject to certain condi-
tions on the correlation between the channel elements, it is shown that
the limiting distribution is Gaussian and closed form expressions for the
mean and variance were derived. Simulations indicate that the derived
asymptotic eigenvalue distributions can be used to approximate the true
distribution for a wide range of realistic scenarios.
While the proposed techniques apply to systems where the number
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of transmit antennas is large, analogous results for systems with large
receiver arrays are straightforward to obtain.
14.1.2 Mutual Information and Outage Capacity
As an application of the asymptotic channel eigenvalue distributions,
an approximation of the mutual information and outage capacity of the
MIMO channel was derived. It was shown that as the number of transmit
antennas grows, the outage capacity can be obtained from a cumulative
distribution function of a limiting normal distribution. Closed form ex-
pressions for the mean and variance were derived and the asymptotic
results were compared against sample results from simulations. At rea-
sonable transmit correlations the large array results were found to provide
reasonable approximations of the true properties even for realistic array
sizes.
14.1.3 Transmit Covariance Optimization
In Chapter 12 a method for approximate optimization of the mutual in-
formation of a MIMO communication system was presented based on
the asymptotic results of Chapter 11. As indicated by numerical experi-
ments this may be a promising approach as the design resulting from the
proposed algorithm appears to perform well in a wide range of realistic
system scenarios.
The approximations of the mutual information and outage capac-
ity illustrate the usefulness of the derived asymptotic eigenvalue results.
While the approximation appears to match simulated results well, at the
same time it is simple enough to provide insight to, for example, the
MIMO channel capacity. Since several other properties of MIMO com-
munication systems depend on the channel eigenvalues we believe that
the asymptotic eigenvalue distribution presented in this paper may prove
useful in, for example, MIMO design problems.
14.1.4 Spatial Multiplexing with Bit and Power
Loading
Chapter 13 proposes and evaluates a computationally eﬃcient method
for designing a spatially multiplexed MIMO communication system with
partial channel state information at the transmitter. Results from simu-
lations indicate that the algorithm provides gains compared to pure diver-
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sity techniques and methods that simply maximize received SNR. When
correlation feedback is considered, for cases where the elements of the
channel matrix are perfectly correlated or uncorrelated, the scheme con-
verges to well known solutions, providing a seamless transition between
beamforming techniques and transmission schemes used over unknown
independent Rayleigh fading channels. Similarly, when channel feedback
with uncertainty is considered, the technique provides the expected so-
lutions in the extreme cases of perfectly known or completely unknown
channel responses.
14.2 Discussion and Future Work
This section discusses some aspects of the analysis and design techniques
that could be improved. We also outline some opportunities for further
work.
14.2.1 The Impact of Spatial Correlation
The analysis and design techniques proposed and analyzed in Chapter 10
to Chapter 12 provide insight to the impact of spatial correlation and
suitable countermeasures. However, some issues still require more atten-
tion. For example, it remains to be shown whether the global optimum
of the problem (12.1) really is found. Also, as is illustrated by the im-
proved performance due to the ad-hoc method in Section 12.4, better ap-
proximations of the mutual information may be achievable which could
improve performance further. Optimization of the transmit covariance
often results in a solution that severely violates the conditions the ap-
proximation of underlying eigenvalue distribution is derived under. It is
therefore rather surprising that the mutual information approximation
works as well as it does over a large spectrum of correlation factors and
system conﬁgurations. Note that if systems with a large number of re-
ceive antennas were considered instead this problem would be alleviated.
In some scenarios it may be more attractive to optimize the system
with respect to the outage capacity [Fos96]. This could be achieved using
similar techniques as those applied in Chapter 12 using the approximation
of the outage capacity derived in Chapter 11.
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14.2.2 Practical System Design
For a practical implementation of techniques similar to those proposed in
Chapter 14.1.4 signiﬁcant amounts of theoretical work remain. For ex-
ample, the computational complexity of the technique on both transmit
and receive side of the system must be addressed. On the transmitter
side, if a frequency selective channel with OFDM is considered, there will
be parallel channels not only in space but also in frequency. Optimally
bit and power loading is applied in both space and frequency [ZO03].
As the number of parallel channels then would be very large, the use
of less demanding algorithms than Hughes-Harthogs needs to be con-
sidered. On the receiver side, using maximum likelihood detection may
be computationally prohibitive. Though recent methods such as sphere
decoding [VB99] on average drastically reduce the complexity of such a
detector [JO05], if the number of spatial channels is large, suboptimal
detectors need to be considered.
Also from a more theoretical viewpoint there are a number of issues
to address. First, in a real performance analysis the performance of the
entire system including the channel code needs to be considered. Second,
for the best performance the channel decoder should have access not
to decisions taken by a symbol detector but to the likelihoods of the
transmitted data symbols. These two aspects were taken into account
in [HtB03] where it was shown that a system similar to that considered
in Chapter 13 with equal bit and power allocation can perform near
capacity on a spatially independent Rayleigh fading channel. In that work
a list sphere decoder was used to estimate the likelihoods and a turbo-
code used to protect against noise and deep fades. A similar scheme,
taking partial channel state information into account could be devised
using the methods derived herein. Such a transmission scheme would
have the potential of high spectral eﬃciency while robust against spatial
correlation or uncertain channel estimates.
Another central aspect of the spatial loading algorithm that could
be improved is the error estimation. The technique employed in Chap-
ter 14.1.4 is sensitive to error propagation between the diﬀerent spatial
channels and it is restricted to two special cases of the more general chan-
nel model (9.2). Also, the technique does allow linear space time block
coding schemes where the transmission of a symbol is spread over several
spatial channels and channel usages. These types of aspects have been
taken into account in [BMO05, BMO04] providing a natural continuation
of the work presented in this thesis.
Part III
Epilogue

Chapter 15
Thesis Conclusions
This thesis presents analysis and design techniques for wireless commu-
nications with diversity. Using statistical models the impact of various
channel impairments can be studied eﬃciently and suitable countermea-
sures designed. In particular we considered fundamental limitations and
practical transmission schemes for mobile satellite broadcast and terres-
trial multiple-input multiple-output systems.
Mobile satellite communication is characterized by severe temporal
correlation with deep long-term fades. To overcome channel outages we
considered transmission schemes allowing coded temporal and spatial di-
versity. Based on a realistic statistical model an eﬃcient technique to
estimate the service availability was derived. This allowed several elab-
orate design schemes to be developed adding insights to which service
requirements can be satisﬁed at what cost. Combined with an analysis
of diﬀerent techniques to multiplex the spatial diversity, insights to the
achievable spectral eﬃciency are provided.
Maintaining reliable channel estimates on the transmit side of a
multiple-input, multiple-output communication system may be challeng-
ing. Therefore, designs relying on properties that change on a slower time
scale may be attractive. Using an asymptotic assumption we analyzed
fundamental properties and limitations of a channel modeled according
to a statistical non-line of sight indoor model. A more practical scheme
to adapt transmitted data to available transmitter channel knowledge
was also presented. While simple, numerical examples demonstrated its
ability to exploit some of the available information.
Correlation in the channel fading is an impairment that generally
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leads to reduced system performance. This is the case with the temporal
correlation in mobile satellite communications as well as the spatial cor-
relation in MIMO systems. In this work we have shown that if the fading
statistics are taken into account in the design, the negative impact of
correlation can be signiﬁcantly reduced and in some scenarios even prove
beneﬁcial. Thus, these aspects are critical in an optimization process
leading to a reliable and eﬃcient system.
To provide insights to the impact of correlation and other impair-
ments, our goal has been to derive analysis and design techniques that
are simple and eﬃcient. This also makes our results suitable for exten-
sion to multi-user design and other full-scale system considerations. To
achieve this goal, our results are based on statistical models of manage-
able complexity. Therefore these models only include the aspects that
we believe have the largest impact on the parameters of interest. Thus,
the presented analytical methods should be seen as a complement and
starting point for more detailed link simulations and measurement cam-
paigns.
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