In this paper we discuss an inverse problem in which we try and determine the refractive index corresponding to the scattering of electromagnetic waves by an inhomogeneous medium from far-ÿeld data. In particular, we shall extend the dual-space method developed by Colton and Monk (Inverse Problems 10 (1994) 87) for the TM case to the more complicated TE case and consider the case of single frequency. We shall emphasize on the in uence of the wave number in the reconstructions. Several examples are presented which illustrate the algorithm.
Introduction
In this paper we shall consider an electromagnetic inverse scattering problem in an inhomogeneous medium when the incident wave is polarized parallel to the axis of an inÿnite cylinder representing the scatterer and the magnetic ÿeld has only one component in the direction of the axis of the cylinder. This inverse problem is referred to as the transverse electric or TE mode.
In this case (cf. [4, 10, 9] ) the direct problem relevant to the inverse problem we are interested in is, given a (complex valued) function n ∈ C 2 (R 2 ), a (ÿxed) positive wave number k, an incident direction d , with |d| = 1, to ÿnd u ∈ H where u i (x) = exp(ikx · d ), m = 1 − n has compact support in a domain D with a C 2 boundary @D. We shall assume that Im(n)60, and Eq. (0.3) holds uniformly for all directionsx = x=|x|.
In particular, we are interested in the behavior of the scattered ÿeld u s at long distances from inhomogeneities, i.e., the far-ÿeld pattern u ∞ . The inverse problem asks to determine n from the knowledge of u ∞ .
Well-posedness for the direct problem (0.1) -(0.3) is shown in Section 1. Its numerical solution can be handled in the same way as the TM case treated in [7] . The numerical solution of the inverse problem has some unpleasant facts to deal with the integral equation (of Lippmann-Schwinger type) resulting from (0.1) -(0.3) is an integro-di erential equation (cf. Section 1). Moreover, it is nonlinear and ill-posed (cf. [1] ).
The methods used for approximately solving inverse problems of this type can be broadly divided into three classes: The integral equation (or direct) approach (cf. [8] ), the simpliÿed Newton method (cf. [5] ) and the dual space method (cf. [1, Section 10:3] ). The ÿrst method has the advantage of solving the problem in a straightforward way and the disadvantage of solving an integro-di erential equation iteratively. The second method is a fast iterative algorithm, but more e cient when the coe cient n is rather small. It involves, at each iteration, the solution of an integral equation of ÿrst kind which is approximately solved by a special collocation method. The number of grid points (that depends on the wave number k) is used as a regularization parameter.
In this paper we shall use the dual-space method because of its attractive way of reducing the number of unknowns. We shall see that the e ciency of the method also depends on the wave number. In particular, when the coe cient is real-valued, very small or very large wave numbers may result in a poor reconstruction. In the presence of absorption, however, the reconstructions look insensitive to very small wave numbers.
In Section 2 we recall the mathematical formulation of the dual-space method. Our numerical results as well as the numerical implementation will be ÿnally presented in Section 3.
The direct problem
In this section we discuss the well posedness of the direct problem ((0.1) -(0.3)). Using the unique continuation principle (see [6, Theorem 17:2:6] ), uniqueness can be easily obtained, in a similar way, as the proof for the TM case (see [1, Theorem 8:7] ). Concerning existence of solution, we can show that the direct problem is equivalent to the following integral di erential equation:
where (x; y) = i=4H 
Using (0.1) in the previous equation we get
Another use of (0.1) gives (1.1). Conversely, suppose u ∈ H 1 loc (R 2 ) is a solution of (1.1). Deÿne
We observe that u s satisÿes (0.3) (since satisÿes (0.3) with respect to y on compact sets and m has compact support in D), u = u i + u s , and
The last equation yields (0.1).
Since the support of m is contained in D, we can look for solutions of (
\D, we deÿne u by the right-hand side of (1.1) and obtain solutions of (1.1) in all R 2 . Now, consider the operator K, which is acting in H 1 (D), given by
. This means that Riesz-Fredholm theory is applicable to solve (1.1) and the uniqueness for the problem (0.1) -(0.3) shows that the direct problem is uniquely solvable. Thus we have the following theorem: Theorem 1.1. There exists a unique solution of the direct problem (0:1)-(0:3).
Formulation of the algorithm
Unless otherwise stated we shall assume that 
where u ∞ is known as the far-ÿeld pattern.
In the sequel we shall usex := (cos(Â); sin(Â)) and d := (cos( ); sin( )). The inverse problem, which is to ÿnd an approximation to n from u ∞ , is solved as follows (cf. [3] for details).
We assume that we have approximate measurements of the far-ÿeld pattern for given incident waves and wave directions. In addition, we assume that a number b is a priori known such that the domain D * is contained in the interior of
We now proceed in the following way. First, from the measured data (u ∞ ), we need to ÿnd g p (Â) ∈ L 2 [ − ; ] solutions to the ÿrst kind integral equation
2)
The operator F * :
a is a positive real number that will be assumed throughout this paper to satisfy the conditions: a ¡ b ¡ a and J l (ka) = 0 for every l, where J l is the Bessel function of order l, and U p is given by
Next, using the reciprocity relation (cf. [1, Theorem 3:13])
and setting h p (Â) := g p (Â − ), it is easily seen that Eq. (2.2) is equivalent to ÿnding h p ( ) ∈ L 2 [ − ; ] solutions to the ÿrst kind
The operator F :
We observe that, in Eq. (2.6), the left-hand side corresponds to the far-ÿeld pattern of w s p − v p , where
h l is the lth Fourier coe cient of h, and the right-hand side is the far-ÿeld pattern of
Clearly w s p is the scattered ÿeld corresponding to the incident ÿeld
Hence the total ÿeld w p := w
and, by using Rellich Lemma, .2) we try and determine the index n and w p solutions of (2.11) and (2.12).
To summarize the above results, we have the following procedure for ÿnding an approximated solution to the inverse problem:
Step 1: Note that the operators F and F * are injective and, by the reciprocity relation, so are the adjoint operators. So, we can apply the Tikhonov regularization method to solve the ill-posed problem (2.2), for each p; −P6p6P; P ∈ N.
Step 2: Given the approximated solution of (2.2), we determine n by solving the over-posed boundary value problem (2.11) and (2.12).
Implementation and results of the algorithm
In this section we discuss how to implement the algorithm presented in the previous section. The basic idea is as follows. We ÿrst compute an approximation of the far-ÿeld pattern from the exact index n using the method of Kirsch and Monk discussed in [7] . Then we use the approximated far ÿeld as data to reconstruct n using the method described in the previous section. As stated in the previous section, for the inverse algorithm, the ÿrst step is to look for g p ∈ L 2 [ − ; ] solutions to (2.2) for each p; −P6p6P; P ∈ N. To this end, we expand u ∞ (Â; ); exp(ika sin(Â − )) and g p (Â) as Fourier series and substitute the truncated Fourier expansions into (2.2). We obtain 
for each p; −P6p6P; P ∈ N. The constant g is a regularization parameter. For our numerical results we shall use the values P = 3; a = 2; N = 54; N g = 16 and g = 10 −4 . Having computed an approximation for g p we recover v p and w i p in (3.2) and (3.3), respectively.
The computation of n
To compute the approximation of the function n, consider the following over-posed problem (cf. (2.11) and (2.12)): Find w p ∈ H 1 (B) such that
where ¿ 0 is an impedance parameter. Given a guess for n, the problem (3.6), (3.7) is solved to allow an approximation of w p to be computed (note that this problem is well posed). The function m := 1 − n is then adjusted to ÿt 2) and (3.3) , respectively, on @B is minimized.
We solve the inverse problem by using the ÿnite element method. To this end, we discretize (3.6), (3.7) using cubic isoparametric ÿnite elements. The disc B is triangulated by a regular mesh h of isoparametric triangles with maximum diameter h I . The corresponding function w h p approximating w p is assumed to satisfy (3.6), (3.7) in the usual ÿnite element (Galerkin) sense. See [12] (with obvious modiÿcations) for the ÿnite element formulation as well as convergence and error estimates for this problem.
To approximate the unknown function n we follow Colton and Monk (cf. [2] ) and use piecewise constant functions on h . The unknown coe cient n is then approximated by n h so that n h = 1 − m h and m h is a piecewise constant given by
where K is the indicator function for an element K ∈ h . The solution w p is approximated by using cylindrical wave expansions. If
on @B we deÿne J := J (n h ; w h p ), given by
where 1 is a regularization parameter, d
onto S M and |D h n h | is a regularization term deÿned as follows. For any edge e in the triangularization separating elements K 1 and K 2 , we have
whereas if e is a boundary edge of B and the element K then
Denoting the set of all edges by E, we deÿne
The inverse algorithm is to adjust n h until the functional J given in (3.11) is minimized. For our numerical examples we shall use M = 10.
In the experiments, we shall carry the minimization of (3.11) using the Levenberg-Marquardt scheme. See [11] for details about this procedure and the performance of the scheme.
Examples
Before presenting our numerical results we have to remark that if the same discretization (mesh) used to create the far-ÿeld data is also used for the inverse solver, then we may obtain some unusually optimistic results. Here we hope to avoid this by using di erent mesh grids in the forward and inverse solvers. Fig. 1 . Here we plot the functional given in (3.11) against the index n for di erent values of k where q = 5 and R = 1 were used for the computation of the far-ÿeld pattern in the direct problem. We observe that for small k the minimum is not well deÿned. However the bigger we take k the more we have local minima.
A simple example
n(x) = q if r6R;
where q and R are constants. For this example, we can compute the solution of the direct problem via Fourier expansion of Hankel functions and obtain a close form for g p and the functional in (3.11) (with 1 = 0). Our forward and inverse solvers were validated by this example.
To see the impact of the wave number we tried to plot the functional J (q) := J (q; k), with J given (3.11) (with 1 = 0), against the coe cient q for di erent values of k.
First, we considered real valued coe cient q (there is no absorption) and plotted the functional against the coe cient. Then we considered the case when q = 1=(q 1 + iq 2 =k); q 1 and q 2 are real (i.e., there is absorption) and plotted the functional against q 1 (resp. against q 2 ) where q 2 (resp. q 1 ) is known. In Fig. 1 we show the graph for the ÿrst case. We have used q = 5 and R = 1 for the computation of the far-ÿeld pattern in the direct problem. We observe that for small k the minimum is not well deÿned. For example when k = 1 it is hard to tell the location of the minimum. However the bigger we take k the more we have local minima. For the case when absorption is present, in Fig. 2 (resp. Fig. 3 ) we plot J (q) against q 1 (resp. q 2 ) assuming that q 2 (resp. q 1 ) is known. We observe in Fig. 2 that the bigger the wave number we take the more we have local minima. In Fig. 3 we are not worried about local minima.
This indicates that care must be taken about the choice of k for the reconstructions. Here we plot the functional given in (3.11) against the real part of q0 = q1 + iq2=k (assuming q2 is known), q1 and q2 are real, for di erent values of k where q = 1=q0; q1 = 5 and q2 = 4, is used for the computation of the far-ÿeld pattern in the direct problem. We observe that, we do have local minima for higher values of k; but small values of k may determine the index. Fig. 3 . Here we plot the functional given in (3.11) against the imaginary part of q0 = q1 + iq2=k (assuming q1 is known), q1 and q2 are real, for di erent values of k where q = 1=q0; q1 = 5 and q2 = 4, is used for the computation of the far-ÿeld pattern in the direct problem. We observe that, in this case, we do not have local minima either for lower or for higher value of k.
Numerical examples
In this section two examples are discussed. In particular we show that, with a good choice of the wave number, we can obtain a reasonable reconstruction.
The domain B is chosen to be a disc of radius b = 1. We shall use the single wave number k = 5. This choice is motivated by the results obtained in the previous example. The values of the other parameters are given in Section 3.1. For each reconstruction we compute the discrete relative L 2 error deÿned as follows. Let n and n h be the original proÿles and their reconstructions, respectively. For each K l ∈ h let a l be the positions of the centroids. The discrete relative L 2 error is given by For this example we have taken 1 = 10 −3 (cf. (3.11) ). The resulting relative discrete L 2 error was 7:8%. The reconstruction is shown in Fig. 4 . This is an example of non-radially symmetric inhomogeneities. Using 1 = 10 −2 the relative discrete L 2 error was 16:9% whereas for 1 = 5 × 10 −2 the relative error was about 15:4%. The reconstruction in the latter case is shown in Fig. 5. 
Conclusion
We have considered the TE mode inverse scattering problem. First, we proved well posedness for the relevant direct problem. Then we used a non-linear optimization method to detect the proÿle. The far ÿeld for a single frequency, but many directions, is used as data.
Our results suggest that the algorithm has the capacity for reconstructing the shapes only for a certain range of wave numbers. In particular, we would expect, in absence of absorption, the reconstructions to deteriorate for low values of k, say k62 (the minimum of the functional is not well deÿned) and large value of k, say k¿8 (the algorithm may be trapped in local minima). In presence of absorbtion, low values of k have no e ect on the reconstruction. This feature has to be investigated thoroughly. Fig. 4 . Graphs of the original n (on the left) and the reconstructed n h for Example 1. Fig. 5 . Graphs of the original n (on the left) and the reconstructed n h for Example 2.
