We present an approach toward the dynamically exact calculation of intermolecular states in molecule-large molecule complexes. The approach employs an intermolecular Hamiltonian specifically formulated with the case of molecule-large molecule complexes in mind. In addition, it makes use of filter diagonalization techniques to diagonalize that Hamiltonian. The approach is applied to the calculation of Jϭ0 intermolecular states below about 110 cm Ϫ1 in the benzene-H 2 O complex. The results of the calculation are interpreted in terms of five internal rotation states, a doubly degenerate bending mode and a singly degenerate stretching mode, the latter two modes involving the relative translation of the monomer moieties in the complex. The internal rotation states are discussed in the context of the two-dimensional, free internal rotation/water in-plane torsion model of Pribble et al. ͓J. Chem. Phys. 103, 531 ͑1995͔͒. It is shown that that model is largely successful in identifying the important features of the low-energy benzene-H 2 O states that involve rotation and/or libration of water. It is also shown, though, that multimode couplings can have major effects on the detailed nature of the intermolecular level structure of the species.
I. INTRODUCTION
Experimental and theoretical developments relating to the study of weakly bound molecular complexes and clusters have led to significant recent advances in the understanding of intermolecular interactions.
1 Experimentally, numerous spectroscopic means are now available by which to characterize the rotational, vibrational, and electronic level structures of such species. Indeed, spectroscopic characterization of the intermolecular vibrational level structure of a cluster, comprising those states that would be expected to be most informative as to the intermolecular potential energy surface ͑IPS͒ of the species, can be effected in several different, complementary ways ͑e.g., see Refs. 2-8͒. Along with these experimental advances, the development of powerful theoretical methods aimed toward the dynamically-exact calculation of the intermolecular eigenstates and energies of molecular clusters ͑e.g., Refs. 9-14͒ has been essential both to the detailed assignment of observed spectra as well as to the effort to extract features of the IPS from experimental results. The need for these calculations arises from the nature of intermolecular motions as highly coupled, large-amplitude ones that work against any simple inversion of experimental results to the intermolecular force-field. Such computations can present significant challenges, however, in that they generally require the solution of a nonseparable, multidimensional Schrödinger equation.
Complexes comprised of a large molecule weakly bound to a second molecule represent one class of van der Waals cluster for which there is steadily increasing experimental results relating to intermolecular vibrations ͑e.g., Refs. 3, 6, 7, 15͒ as well as computational results relating to potential surfaces.
3, [16] [17] [18] [19] The interest in such species arises because of the important intermolecular bonding interactions that they can exhibit ͑e.g., aromatic-aromatic, hydrogen-bonding, and other hydrogen-bonding interactions͒ and because of the experimentally accessible vibronic chromophores that they often contain. Unfortunately, for this class of cluster there is also a significant lack of dynamically exact, intermolecular level-structure calculations to aid in the interpretation of the experimental results and to test the accuracy of the computed IPS's. The reasons for the absence of such calculations are at least twofold. First, the six-dimensional nature of the problem ͑for a nonlinear-nonlinear complex with intramolecular motions frozen͒ requires a large computation. Second, the Hamiltonians that have been previously used ͑e.g., Refs. 12 and 14͒ in calculations of molecule-molecule intermolecular level structures are tailored toward complexes comprised of two small molecules, both of which can undergo significant internal rotational motion. Such Hamiltonians are less convenient in application to molecule-large molecule complexes owing to the large IPS anisotropies typically involved and the concomitant absence of internal rotation of the largemolecule moiety.
In this paper we present means by which to calculate the intermolecular level structures of molecule-large molecule complexes. Our general approach is to employ filter diagonalization 20 ͑FDG͒ in order to compute the eigenvalues and eigenfunctions of an intermolecular Hamiltonian that is specifically tailored to such species. FDG is well suited to this problem in that the dominant computational challenge that it presents is the calculation ͑for a short time interval͒ of the state vector ͉(t)͘ϭexp(ϪiĤ v t)͉ 0 ͘, where Ĥ v is the intermolecular Hamiltonian and 0 is a random initial state vector. This calculation is handled accurately and efficiently by Chebyshev propagation, [21] [22] [23] which essentially amounts to repeated application of Ĥ v on 0 . The matrix-on-vector operation ͑which is the most expensive part of the calculation͒ is inherently very efficient. The computational effort in the matrix-vector multiplications scales very gently ͑essen-tially linearly͒ with the length of the vector, i.e., the size of the intermolecular basis set. Therefore, it is possible to get converged low-energy eigenvalues in a complex with six intermolecular degrees of freedom in several hours on an inexpensive work station.
The intermolecular Hamiltonian that we derive and employ is the second important aspect of the work that we present herein. In contrast to the Ĥ v 's used for small molecule-small molecule complexes, which are parametrized in such a way as to account efficiently for internal rotation of both monomer moieties in the complex ͑e.g., five angles and one distance as the intermolecular coordinates 12, 14 ͒, the Ĥ v that we use is parametrized to handle the situation where the center of mass of one of the monomers ͑the small molecule͒ makes relatively small excursions vis-à-vis an axis system fixed in the other ͑large molecule͒ monomer. Specifically, we extend the approach introduced by others to handle atom-large molecule problems 24 to the six-dimensional molecule-large molecule problem.
The third major aspect of this work pertains to the results of calculations on a specific species, benzene-H 2 O. We are interested in the intermolecular level structure of this complex for several reasons. First, there has been considerable experimental 7, [25] [26] [27] [28] [29] [30] and theoretical 13, 16, 17, [30] [31] [32] [33] [34] attention paid to it due to the hydrogen bond that it exhibits and to the fact that it represents the first in the increasingly important and interesting benzene-͑water͒ n series 35 of clusters. Second, we have measured intermolecular Raman spectra of the species and have observed numerous bands that remain unassigned. 15 An interpretation of these experimental results requires a calculation of the complex's intermolecular level structure. Third, benzene-water IPS's that do a reasonable job of reproducing important measured properties of the complex are available in the literature ͑e.g., Ref. 16͒. Finally, the species has relatively high symmetry. 26 As such, it provides an example of how to incorporate symmetry considerations into the computational methodology that we present.
The outline of the paper is as follows. In Sec. II we sketch the FDG approaches that we use to diagonalize Ĥ v . The derivation of Ĥ v is presented in Sec. III. Sections IV and V pertain to useful basis sets in which to express the Ĥ v matrix. These sections also deal with the incorporation of symmetry considerations into the diagonalization of Ĥ v , with the specific focus in this regard being on the benzene-H 2 O complex. Section VI then presents the detailed parameters and IPS used in calculating the intermolecular level structure of benzene-H 2 O. The results of those calculations and a discussion thereof are given in Sec. VII. Section VIII is a concluding section.
II. FILTER DIAGONALIZATION METHODS
The principles of the FDG methods that we use in this work are largely presented elsewhere in the literature. 20, 22, 23 Here, we only present a summary of the particular methods employed in this work.
FDG is a hybrid temporal-spectral approach applicable, among other things, to the determination of the eigenvalues and eigenvectors of a Hamiltonian operator Ĥ . Toward this end, it can be implemented in several different ways, two of which we employ here. In one implementation, the original formulation of FDG, 20 a short-time energy filter operator centered at a number of discrete energies, E l , within a predetermined energy window, ⌬E, is applied to a random initial state vector, 0 , spanning the space of Ĥ . The number of such energies is chosen to be greater than the number of anticipated eigenvalues of Ĥ within ⌬E. The effect of such filtering is to generate a new ''window'' basis much smaller than the original one and optimized to the diagonalization of Ĥ within ⌬E. Diagonalization of Ĥ within this window basis yields the eigenvalues and eigenvectors of Ĥ within ⌬E, together with spurious ones that arise from the redundancy of the optimized basis. The former are readily distinguished from the latter by, for example, repeating the procedure for different, overlapping ⌬E's and identifying the eigenvalues that reoccur in the regions of overlap. In this way, one is able to find the eigenstates of Ĥ by propagating an initial state vector over times very short compared to the times that would be required in a purely temporal-domain approach to the problem, and by diagonalizing matrices with dimensions much smaller than the full dimensionality of the basis set being used. The principal drawback to this FDG implementation arises in situations where numerous window functions and a large original basis set are required for the problem at hand. In such cases, the need to store the window functions as intermediate quantities in the calculation can render the scheme problematical to implement on a given computer.
In the second formulation of FDG employed herein, the time correlation function, C(t)ϵ͗ 0 ͉(t)͘, is generated over a time span that is considerably shorter than that which would be required to recover the eigenvalues and eigenvectors of Ĥ by Fourier transformation. As shown in Ref. 22 , the matrix elements required to diagonalize Ĥ within any given window basis can then be completely expressed in terms of this C(t). Hence, in this implementation of FDG one need only generate C(t) once to find, in principle, all the eigenvalues of Ĥ . The limitation is that only the eigenvalues of Ĥ are obtained in this way since the generation of the window basis functions is completely eliminated in the scheme. When eigenfunctions are also desired, a second time propagation of 0 is required.
For the calculations reported below on benzene-H 2 O, we used the correlation function variant of FDG to find eigenvalues. Once those were found, the window-basis variant was used to calculate the eigenfunctions of interest. In regard to this latter step, prior knowledge of the eigenvalues enhances the method's efficiency because one can set some of the E l equal to the eigenvalues.
In both variants of FDG, the Chebyshev propagation method 21 was used to propagate 0 . The major task required for this is the generation of the Chebyshev vectors ͉X n ͘.
These are obtained by the recursion relations
Here, the scaled Hamiltonian operator, Ŵ v , is given by 
III. INTERMOLECULAR HAMILTONIAN FOR A MOLECULE-LARGE MOLECULE COMPLEX
Our focus in this work is on molecule-molecule complexes composed of at least one large molecule. As such, we seek an intermolecular Hamiltonian in a coordinate system tailored to such species. The coordinate system we choose is a straightforward extension of that employed by others to compute intermolecular level structures for aromatic-͑rare gas͒ complexes. 9, 10, 24 Specifically, we define a body-fixed ͑BF͒, right-handed Cartesian coordinate system with origin at the center of mass of the complex and with axes parallel to the principal axes of the large molecule ͑molecule A͒. Three of the six intermolecular coordinates are then chosen to be the components of the vector ͑d͒ pointing from the center of mass of A to that of the second molecule in the complex ͑B͒ measured with respect to this body-fixed axis system. The remaining three intermolecular coordinates are taken to be the Euler angles 36 ͑, , ͒ describing the orientation of the principal axis system of B with respect to that of A. Finally, an independent set of three more Euler angles describes the orientation of the body-fixed axis system with respect to a space-fixed ͑SF͒ one and pertains to the overall rotation of the species.
A. Rotational-intermolecular Hamiltonian
To derive Ĥ v we start with a general classical expression for the kinetic energy of a system of two rigid bodies minus the energy associated with the translation of the system's center of mass 
͑3.4͒
Our main task in deriving the intermolecular Hamiltonian is to determine operators for the quantities appearing in Eq. ͑3.4͒ in terms of the coordinates referred to above. The operator for ͉p d ͉ 2 in atomic units (បϭ1) is clearly just the negative of the Laplacian associated with the position vector d.
The three L i A operators can be obtained from the expressions for the operators of the components of L referred to the SF system. 10 These components of L, which we denote as
where the d i S are the components of d along the spacefixed axes, and ⑀(i S , j S ,k S ) is the Levi-Civita tensor (⑀(x,y,z)ϭϪ⑀(x,z,y) ϭ⑀(y,z,x)ϭϪ⑀(y,x,z)ϭ⑀(z,x,y) ϭϪ⑀(z,y,x)ϭ1, all other ⑀(i, j,k) being zero͒. Defining R(␣,␤,␥) as the direction cosine matrix corresponding to the transformation from SF to BF, one can write the operators corresponding to the BF components of L as
͑3.6͒ 
͑3.7͒ By using explicit expressions for the elements of R(␣,␤,␥)
it is then straightforward to show that
The ĵ B,i A and ĵ B,i B can be found in a manner analogous to the procedure described in Ref. 37. One first notes that the operator associated with the projection of j B onto arbitrary axis n is given by j B •n ϭϪi(‫␣ץ/ץ‬ n ), where ␣ n is the angle of rotation about n . One then uses this and the relations between the î A and î B unit vectors and the unit vectors pointing along the axes of rotation corresponding to the definition of the ͑, , ͒ Euler angles to obtain the following expressions for the ĵ B,i A and ĵ B,i B in terms of the Euler angles,
and
where for notational clarity we have taken advantage of the fact that the components of j A no longer enter into the problem and have introduced more compact symbols for the components of ĵ B .
Finally, we note two important commutation properties. First, the L i A commute with the ĵ i A since they depend on independent coordinates. Second, since the Ĵ i A generate rotations of the whole complex about the BF axes they do not affect the L i A and ĵ i A operators. Hence, the Ĵ i A commute with the L i A and ĵ i A . ͑A second way of seeing this is to note that the Ĵ i A depend on Euler-angle coordinates that are independent of those on which the L i A and ĵ i A depend.͒ These commutation properties allow us to write the operator corresponding to Eq. ͑3.4͒ as
with the L i A given by Eq. ͑3.8͒, the ĵ i A by Eqs. ͑3.9͒ and the ĵ i B by Eqs. ͑3.10͒. Considering now the full Hamiltonian (Ĥ ), and noting that the intermolecular potential energy, V, depends only on the intermolecular coordinates ͑d, , , and ͒, one sees that Ĥ can be conveniently divided into a vibrational part and a rovibrational part given, respectively, by
In what follows, our focus will be on finding the eigenstates and eigenvalues of Ĥ v . These correspond to the Jϭ0 states of the complex. In principle, once these Jϭ0 states are determined, diagonalization of the full Hamiltonian for a higher J is possible. Alternatively, an effective rotational Hamiltonian can be obtained from the Jϭ0 eigenstates and Ĥ rv by van Vleck perturbation theory. 10, 24 Neither one of these approaches is pursued in the present work, however.
B. The intermolecular vibrational Hamiltonian
It is useful to consider two different expressions for the operator Ĥ v . In the first, more general case, we express the position vector d in terms of its Cartesian components ͑x,y,z͒ with respect to the BF axis system. In this case, one has the following explicit expressions for operators that appear in Eq. ͑3.12͒ and depend on d,
where p x ϭϪi(‫ץ/ץ‬x), etc. Clearly, in this case one also expresses the intermolecular potential energy as a function of x, y, z, , , and . A second expression for Ĥ v is also valuable. In the case where molecule A has two equal moments of inertia ͑say I x A ϭI y A ), then it is convenient to express d in terms of the cylindrical coordinates , ⌽, and z, where ϭͱx 2 ϩy 2 , ⌽ ϭarctan(y/x) and z is as before. In these coordinates one has
͑3.15b͒
where we have defined I Ќ ϵI x A and I ʈ ϵI z A . In this case, a further simplification also applies to Eq. ͑3.12͒. Namely,
IV. Ĥ v IN CARTESIAN/EULER COORDINATES
The use of Cartesian coordinates to express the components of d in Eq. ͑3.12͒ gives rise to the most general variant of Ĥ v . Hence, despite the fact that our calculations on benzene-H 2 O primarily employ the cylindrical-coordinate variation of the Hamiltonian, it is still useful for future purposes to outline here an approach toward using the Cartesian variant in a calculation.
A. Primitive 3D-DVR/Wigner basis set
When Ĥ v is given by Eqs. ͑3.12͒ and ͑3.14͒, a convenient basis set consists of a discrete variable representation ͑DVR͒ for the degrees of freedom associated with d and a spectral representation for the degrees of freedom associated with , , and . The three-dimensional DVR can be constructed as the direct product of one-dimensional DVR's associated with the x, y, and z coordinates, 9 respectively. The one-dimensional DVR's that we consider here are constructed as unitary transformations of harmonic oscillator eigenfunctions. For the x degree of freedom, for example, the DVR consists of the set of N x orthonormal functions ͉x ␣ ͘ defined by
where the x ␣ are the set of N x Gauss-Hermite quadrature points associated with the N x orthogonal polynomials n (x), nϭ0,1,...,N x Ϫ1, the w ␣ are the weights associated with the x ␣ , and ␥ x and x 0 are constants chosen to tailor the DVR to the particular problem at hand ͑i.e., to the relevant potential energy surface͒. The n (x) are given by
where A n is a normalization constant, and H n is the Hermite polynomial of order n. Expressions analogous to Eqs. ͑4.1͒ and ͑4.2͒ define the y and z DVRs. For the angular degrees of freedom we use a basis set consisting of symmetric-top rotational eigenfunctions given by
where the D mk ( j) are Wigner rotation matrix elements. The complete ͑unsymmetrized͒ basis set is thus given by the set of functions ͉␣␤␥ jkm͘ϵ͉x ␣ ͉͘y ␤ ͉͘z ␥ ͉͘ jkm͘.
͑4.4͒

B. Operating with Ĥ v in the 3D-DVR/Wigner basis
With state vector ͉͘ expressed in terms of the basis represented by Eq. ͑4.4͒ the quantity Ĥ v ͉͘ can be calculated as follows. First, analytic expressions for the kinetic energy matrix elements of Ĥ v are computed in the harmonicoscillator product basis
tions. These matrix elements are then transformed 9 to the 3D-DVR/Wigner basis by using Eq. ͑4.1͒ ͑and analogous relations for the y and z functions͒. The transformed matrix elements are then used directly to calculate the effect of the operation of the kinetic-energy portion of Ĥ v on ͉͘.
Computation of the effect of operating with the potential energy on ͉͘ is handled in a manner analogous to that described in Ref. 38 . First, one transforms ͉͘ from j space to space by the transformation matrices
where the i correspond to the set of N Gauss-Legendre points, the w( i ) are their corresponding weights, and the d mk ( j) () are the well-known -dependent parts of the Wigner matrix elements. 39 Second, one transforms the resulting state function from m space to space in an N -dimensional Fourier transform, and then from k space to space in an N -dimensional Fourier transform. At this point the state function has been transformed such that it is represented entirely on a six-dimensional grid defined by the set of reduced Cartesian DVR points x ␣ ϭx ␣ /␥ x ϩx 0 ͑and analogous expressions for y and z͒ and the discrete values of , , and employed in these transformations. At each grid point one then multiplies the function by the potential energy evaluated at that point. One then back-Fourier transforms from space to k space and then from space to m space. Finally, application of the transformation matrices represented by Eq. ͑4.5͒ to move from space to j space completes the computation. The accuracy of such a computation relies on there being sufficiently numerous values for , , and included. 38 We find that N Ӎ2 j max , N Ӎ2m max ϩ1, and N Ӎ2k max ϩ1 are satisfactory, with j max , m max , and k max being the maximal values for j, m, and k included in the basis set.
C. Symmetry-adapted 3D-DVR/Wigner basis
As an example of the way in which symmetry can be incorporated into the diagonalization of Ĥ v when the 3D-DVR/Wigner basis is used, we consider the case of benzene-H 2 O. The molecular symmetry group of this species, consisting of all feasible permutation-inversion symmetry operations, is G 24 . 26 Incorporation of symmetry into the calculation of this species' intermolecular level structure can be accomplished by symmetrizing the basis states prior to any calculation and by then performing the FDG procedure for each of the symmetry-factored representations separately. While this scheme does not permit full symmetry factorization for benzene-H 2 O when the 3D-DVR/Wigner basis is used because of limitations in the flexibility of the basis set, it does allow for substantial factorization, as shown below. Moreover, the symmetrized basis sets are also appropriate for problems involving species with lower symmetry than benzene-water ͑e.g., naphthalene-water͒.
We choose benzene to be species A and take the BF axis system to be such that ẑ A lies parallel to the molecule's C 6 axis and always points in the general direction of the H 2 O moiety, x A is parallel to the vector pointing from carbon #1 to hydrogen #1 ͑which are bonded to one another͒, and ŷ A is such as to complete a right-handed coordinate system. For the ͑principal͒ axis system fixed in H 2 O we choose ͑a͒ ẑ B to be along the molecule's C 2 axis pointing in the direction of the O atom, ͑b͒ x B to be in the plane of the species and pointing in the general direction of one of the H's (H 7 ) and away from the other (H 8 ), and ͑c͒ ŷ B to be such as to complete a right-handed coordinate system. We assume that the part of the intermolecular level structure of interest is at low enough energy so that the tunneling of water from one side of the benzene plane to the other is not feasible so that the G 24 molecular symmetry group obtains.
We now note that the following coordinate transformations leave Ĥ v unchanged and transform the 3D-DVR/ Wigner basis functions into one another; ͑1͒ (x,,) →(Ϫx,Ϫ,Ϫ); ͑2͒ (y,,)→(Ϫy,Ϫ,Ϫ); ͑3͒ (x,y,,)→(Ϫx,Ϫy,,ϩ); and ͑4͒ →ϩ. These transformations correspond, respectively, to the G 24 symmetry operations (14)(23)(56)*, (26)(35)*, ͑14͒͑25͒͑36͒, and ͑78͒ in the character table of Ref. 27 . ͑The atom numbering is such that 1-6 refer to the C atoms of benzene numbered in sequence around the ring together with their respective H atom bonding partners, and 7 and 8 refer to the two H's of water.͒ Together, these operations, their products, and the identity operation form a subgroup of G 24 that is of order eight ͑''G 8 ''͒ and is isomorphic with D 2h . Given this, and given the transformation properties of the 3D-DVR/Wigner basis functions under these operations, one can use group theoretical methods to construct the ͑partially͒ symmetryadapted, orthonormal basis,
͑4.6͒
where ⑀, ␦, and are symmetry quantum numbers that can each take on the values 0 or 1, the k quantum numbers are restricted to even integers for ϭ0 and to odd ones for ϭ1, and the ␣ and ␤ indices now only run over those values corresponding to grid points in the xϾ0 and yϾ0 quadrant. The G 24 species to which these basis functions correspond can be determined by the correlation between the species of G 8 and those of G 24 . The results are enumerated in Table I . Note that each set of symmetrized basis functions spans only two species of G 24 .
Employing the symmetrized 3D-DVR/Wigner basis defined by Eq. ͑4.6͒ in computing Ĥ v ͉͘ leads to no change from the procedure described in the preceding subsection in relation to the effect of V (x,y,z,,,) which can be derived from Eq. ͑4.6͒ together with the transformation properties of the Wigner functions and the potential-energy function. In regard to the effect of the kinetic-energy operators on ͉͘, somewhat more substantial modifications are required because the kinetic-energy matrix elements are different in the symmetrized basis than they are in the primitive 3D-DVR/Wigner basis. Nevertheless, it is straightforward, if tedious, to derive relations in which the former are expressed rather simply in terms of the latter.
V. Ĥ v IN CYLINDRICAL/EULER COORDINATES
A. Primitive cylindrical/Wigner basis set
When Eqs. ͑3.15͒ are applicable to Ĥ v , as they are for benzene-H 2 O, it is convenient to employ a basis set that is identical to the 3D-DVR/Wigner basis in regard to the functions corresponding to the z, , , and degrees of freedom but which substitutes functions depending on and ⌽ for those depending on x and y in the latter basis. The -and ⌽-dependent functions that we employ here constitute a spectral basis consisting of eigenfunctions of the degenerate, two-dimensional harmonic oscillator. 40 These functions are of the form ͉v,l͘ϵ e
where l can take on any integer value, vϭ͉l͉,͉l͉ϩ2,͉l͉ ϩ4,..., and the F v ͉l͉ , which are related to generalized Laguerre polynomials, are given by
͑5.2͒
Here, ␥ is a scaling factor analogous to ␥ x , etc. of Sec. IV. This choice of basis is a natural one given that it renders the kinetic energy part of Ĥ v is very sparse. Further, as we shall see, it allows for a full symmetry factorization of the benzene-water problem. In summary, then, each of the states in this ''cylindrical/Wigner basis'' is given by
͑5.3͒
B. Operating with Ĥ v in the cylindrical/Wigner basis
In computing Ĥ v ͉͘ in the cylindrical/Wigner basis we use the following scheme. As in Sec. IV, the kinetic and potential-energy contributions are evaluated separately. In the case of the kinetic-energy operator, the matrix elements between z DVR states are evaluated, as before, by analytic evaluation in the harmonic-oscillator basis and transformation to the DVR basis. The kinetic-energy matrix elements involving the cylindrical eigenfunctions and/or the symmetric-top basis functions are evaluated analytically. Some of these matrix elements involving the F v ͉l͉ functions are presented in an Appendix, since they are not as common as those involving the 1D harmonic-oscillator or symmetrictop eigenfunctions.
The effect of the potential-energy operator on ͉͘ in the cylindrical/Wigner basis is computed in a manner analogous to the method described in Sec. IV B. For each z DVR point in the basis set we transform the spectral part of the state vector to a fully discrete representation, multiply by the potential evaluated at the grid points, and then back transform the result to the spectral basis. In the present case, however, the transformation of ͉͘ to a fully discrete representation for subsequent multiplication by V is a five-dimensional problem rather than a three-dimensional one ͑the x and y DVR's have been replaced by the 2D spectral representation ͉v,l͘). We accomplish this transformation by first constructing matrices T v,n ͉l͉ that transform ͉͘ from v space to space. These matrices are given by
where the n are the square-roots of the quadrature points (r n ) associated with the first N ordinary Laguerre polynomials, and where the w( n ) are the corresponding weights of these points. We make this choice because the matrix elements of V over the variable are given by
which is accurate to Gaussian-quadrature accuracy when n ϭr n 1/2 . ͓Note that in Eq. ͑5.5͒ we have suppressed the dependence of V on the other coordinates.͔ We next transform the state vector from l space to ⌽ space by a discrete Fourier transform. Then, the last three transformations to a fully discrete representation are identical to those described in Sec. IV B, that is, j→, followed by m→, followed by k →. After these transformation steps the state vector at each grid point is multiplied by the value of the potential at that grid point, V( ␣ ,⌽ ␤ ,z ␥ , n , i , s ), where ␣ ϵ ␣ /␥ and z ␥ is as in Sec. IV. Back transformations of the resulting vector are then effected in the reverse order from that described above. This procedure, repeated for each of the z DVR points, yields the effect of the operation of V on the state vector to Gaussian-quadrature accuracy.
C. Symmetry-adapted cylindrical/Wigner basis
With the cylindrical/Wigner basis it is straightforward to effect full symmetrization of the benzene-H 2 O (G 24 ) problem. Again, the approach that we take is to construct symmetry-adapted basis functions and then subject, in turn, random initial state vectors constructed from each of these basis sets to the FDG procedure. Such symmetry-adapted basis functions ͑in the A and B axis systems for benzene-H 2 O outlined in Sec. IV C͒ can be constructed from those defined by Eq. ͑5.3͒ by using standard group theoretical methods. The resulting functions are generally of the form
͑5.6͒
where ⑀ and are symmetry quantum numbers that can take on the values 0 or 1, k is positive and either even (ϭ0) or odd (ϭ1), and l and m can take on all of their allowed values subject to restrictions placed on the quantity lϩm ͑see below͒. The only exceptions to this general form apply to the only other allowed value for k, i.e., kϭ0, in which case if ͑1͒ lϭmϭ0, then the basis functions all belong to the A 1 ϩ species of G 24 and are of the form ͉␥,v,0,j,0,0͘, ͑2͒ l 0, then the form of Eq. ͑5.6͒ applies but l is restricted to positive values, and ͑3͒ lϭ0, then the form of Eq. ͑5.6͒ applies but m is restricted to positive values. Table II summarizes the sets of quantum numbers ⑀, l ϩm, and that correspond to each G 24 species when the basis functions are of the form of Eq. ͑5.6͒. One sees that the values of lϩm determine whether the species of a function is A, B, E 1 , or E 2 -type, that the value of determines whether it is of the type ⌫ ϩ or ⌫ Ϫ , and that the value of ⑀ determines whether the functions belonging to one-dimensional species are of the ⌫ 1 or ⌫ 2 type.
In the symmetry-adapted cylindrical/Wigner basis the operation with Ĥ v on ͉͘ is only slightly modified from the procedure outlined in the preceding subsection. In fact, one can show that the kinetic-energy matrix elements in the symmetry-adapted basis are identical to those in the primitive cylindrical/Wigner basis so that this part of the problem remains unchanged, except for the restrictions on the values of the k, l, and m quantum numbers that apply in the symmetry-adapted case. In regard to the potential energy, it is straightforward to show that 
͑5.7͒
This dictates changes in the inverse transformations (,,,⌽)→(kЈ,mЈ, jЈ,lЈ) described in the preceding subsection such that the effect of the second factor on the righthand side of Eq. ͑5.7͒ is accounted for. Such changes are straightforward. One must also be mindful of the restrictions on the values of the quantum numbers when computing the effects of operating with the potential energy in the symmetry-adapted cylindrical/Wigner basis.
VI. COMPUTATIONAL DETAILS
We have undertaken calculations on benzene-H 2 O by using both the symmetrized 3D-DVR/Wigner ͑Sec. IV C͒ and cylindrical/Wigner ͑Sec. V C͒ basis sets. The former calculations were done primarily to test for agreement with the latter so as to check for errors in the mathematics of Sec. III-V, as well as for errors in programming. Since good agreement was found in regard to computed eigenvalues, we henceforth only consider the calculations involving the cylindrical/Wigner basis. Relevant details pertaining to this basis are given in Table III where i runs over all benzene atoms and j over all water atoms, r i j is the distance between atom i and atom j, and the 
0,1 a p can be either ϩ or Ϫ. Its value is determined by the quantum number: pϭ(Ϫ) . 
N ϭN ϭ16; N ϭ18 H max ϭ0.019 hartree H min ϭϪ0.004 hartree a Fourteen z DVR points were generated but the one closest to the benzene plane was discarded.
coefficients were derived from a fit to ab initio-calculated energies on a grid of 153 points. ͑For convenience we give these coefficients in atomic units in Ref. 41 .͒ This IPS was chosen owing to its relative simplicity and because it has been used by Gregory and Clary 13 in diffusion Monte Carlo ͑DMC͒ calculations of the ground state of the complex. Their calculations indicate that the surface is reasonably successful in predicting the geometry and binding energy of the species. In our calculations of benzene-H 2 O intermolecular states of a particular symmetry, Eq. ͑6.1͒ was evaluated once on the complete six-dimensional grid and then stored in memory. Thereafter, these values were recalled as needed in the calculation of Chebyshev coefficients and/or vectors.
In applying the correlation-function variant of the FDG ͑see Sec. II͒, 512 Chebyshev coefficients were calculated for each symmetry species. Given the relevant H max and H min values, this number is sufficient to extract eigenstates in regions where the average density of benzene-H 2 O vibrational states of a given symmetry is less than about 25 600 per hartree ͑ϳ0.1 per cm
Ϫ1
͒. This constraint is well met in the low-energy part of the benzene-H 2 O level structure. Generalized eigenvalue equations were constructed and solved for overlapping energy windows spaced by 6 cm Ϫ1 with widths of 48 cm
. Eigenvalues that were not reproduced in overlapping regions were rejected. Two full sets of calculations corresponding to two different random 0 's were performed for each symmetry as a further check for spurious eigenvalues.
Once eigenvalues for a given G 24 species were computed, the window-function variant of the FDG was employed to compute the eigenfunctions corresponding to those eigenvalues. In these calculations five or fewer ͑depending on the symmetry species͒ eigenfunctions were determined by using ten window functions. These were obtained by filtering at selected E l within a window that ͑a͒ encompassed the lowest energy eigenstates of a given symmetry species and ͑b͒ typically had a width of about 200 cm
. Several of the E l were chosen to be equal to the eigenvalues of the states whose eigenfunctions were desired, and the remaining ones were spaced equally over the window. Four-hundred Chebyshev vectors (X n ) from nϭ0 to 399 were computed in collecting the window functions of a given symmetry species.
As an independent check on our entire methodology we performed DMC calculations of the zero-point energies of benzene-H 2 O and benzene-D 2 O. These calculations employed the rigid-body variant of the DMC with continuous weighting and used the same number of replicas, same number of time steps, and the same time increments as used in the work of Gregory and Clary 13 on benzene-H 2 O. The monomer geometrical parameters and the IPS used were identical to those employed in our FDG calculations. It was necessary to perform these DMC calculations, despite the existence of the DMC results of Ref. 13 for the same IPS, because of a difference of about 18 cm Ϫ1 between the results of Ref. 13 and the zero-point energy that we have calculated with FDG. Given that we found good agreement between our FDG-and our DMC-calculated zero-point energies for both isotopomers, it is not likely that this discrepancy arises from some error in the FDG calculations. It is possible that it arises from the use of slightly different geometrical or IPS parameters and/or slightly different unit conversion factors in our work relative to that of Ref. 13 .
VII. RESULTS AND DISCUSSION
The results of the FDG calculations pertaining to the intermolecular levels of benzene-H 2 O at energies up to about 115 cm Ϫ1 above the zero-point level are summarized in Tables IV and V. The calculated zero-point energy is Ϫ833.9 cm
Ϫ1
, a value that compares well with the Ϫ834 Ϯ2 cm Ϫ1 value obtained by our DMC calculation with the same Hamiltonian parameters. The relative energies (⌬E) given in Tables IV and V are converged to within a conservatively estimated 1 cm
, with most being converged to a fraction of this. Also given in the tables are properties that help characterize the wave functions associated with the intermolecular states. Some of these properties are geometrical ones, such as the root-mean-squared displacement of the water center of mass from its average position with respect to that of benzene in the x, y, and z directions (⌬x, ⌬y, and ⌬z, respectively͒ and the expectation value of z ͑the expectation values of x and y are zero͒. The other values in Tables IV and V are the squares of probability amplitudes quantifying the contributions to the computed eigenstates of basis states having specific ͉l͉, ͉m͉, and ͉k͉ quantum numbers.
A. Assignment of states
A close look at the results of Tables IV and V leads to a comprehensive, qualitative understanding of the calculated intermolecular level structure of benzene-H 2 O. We summarize the interpretation first and then justify it in the following paragraphs. The level structure can be understood as being substantially the result of symmetry-allowed mixing between zero-order levels that arise from two van der Waals vibrational modes and five internal rotation states of the complex. The van der Waals vibrations consist of a stretching mode of A 1 ϩ symmetry that involves relative translation of the monomers in the z direction, and a doubly degenerate bending mode of E 1 ϩ symmetry that involves relative translation in the xy plane. The former, which we denote as s , has a nominal frequency of ϳ70 cm
Ϫ1
, and the latter, denoted as 0 , has one of ϳ35 cm
. The five internal rotation levels are distinguished by the values of the m and k quantum numbers of the basis functions that are the dominant contributors to their eigenfunctions. We denote these internal rotation states, in order of increasing energy, as ir n , nϭ1 -5. Four of these states, those corresponding to nϭ1, 2, 4, and 5, appear substantially unmixed in the benzene-H 2 O level structure. These are the A 1 ϩ (1), E 1 Ϫ (1), E 2 ϩ (1), and E 1 ϩ (2) states, respectively. ͓We use a notation wherein ⌫ i ( j) denotes the jth highest-energy state in the ⌫ i th manifold.͔ The fifth internal rotation level (ir 3 ) does not appear in pure form in the calculated level structure because it is strongly mixed with a level built off of ir 2 . The two states to which the pure ir 3 level contributes are A 1 Ϫ (1) and A 1 Ϫ (2). We shall discuss the characteristics of all the ir n in more detail below.
The interpretation outlined in the preceding paragraph can be justified by starting with a consideration of the pair of states A 1 ϩ (1) and E 1 ϩ (1) and the triplet of states E 1 Ϫ (1), , one is led naturally to the assignment of these five states in terms of a 35 cm Ϫ1 van der Waals bending mode and two distinct internal rotation levels ͑i.e., ir 1 and ir 2 ) such that The assignments of the five states referred to in the preceding paragraph lead one to numerous other predictions concerning the nature of the calculated benzene-H 2 O level structure. One important example has already been mentioned above. That is, one expects a third ir 2 ϩ b level having A 1 Ϫ symmetry at ϳ35 cm Ϫ1 above E 1 Ϫ (1). A quick check of Table V reveals that no such state is present. To account for this missing state we note first that there are, in fact, A 1 Ϫ states at energies of about 25 and 51 cm Ϫ1 above the state that we have assigned as ir 2 . Both of these states have significant lϭ0 and ͉l͉ϭ1 contributions, suggesting that each has some contribution from b . Further, they both have significant mϭ0 and ͉m͉ϭ1 contributions, unlike the virtually pure ͉m͉ϭ1 nature of ir 2 . These facts lead to the assignment of these two A 1 Ϫ states as arising from the mixing between the missing ir 2 ϩ b state and a third internal rotation level of A 1 Ϫ symmetry. The latter has to have dominant m ϭ0 and ͉k͉ϭ1 contributions and an energy of close to ⌬E ϭ50 cm Ϫ1 in order to account for the energies and the quantum-number compositions of the mixed states. Once such a state (ir 3 ) and such mixing is invoked, however, this portion of the calculated level structure can be readily understood.
A second example of a failed prediction is also instructive. Given b of 35 cm
, one expects two levels assignable as ir 1 ϩ2 b at energies ϳ70 cm Ϫ1 above A 1 ϩ (1). One of these levels should be of A 1 ϩ symmetry with lϭ0 dominating, and the other should be of E 2 ϩ symmetry with a dominant ͉l͉ϭ2 composition. Referring to Table IV ͒ of species A 1 ϩ built on ir 1 . A stretching frequency in the vicinity of 70 cm Ϫ1 is consistent with the apparent strong mixing and with the energies of the mixed states.
At this point, we have made the case for the involvement of three internal rotation levels, a b mode, and a s mode in the calculated level structure of benzene-H 2 O. As we shall show shortly, these elements can account for most of the states calculated to be below 110 cm Ϫ1 for the species. Nevertheless, they do not account for all such states. Of particular note are the states E 1 ϩ (2) and E 2 ϩ (1). Both of these have ⌬x, ⌬y, and ⌬z values that are similar to ir 1 and ir 2 . This clearly suggests that these states do not involve any excitation of b or s . In addition, both have ͉m͉,͉k͉ compositions that are different from those of ir 1 , ir 2 , and ir 3 , as well as being different from one another. The natural conclusion from these facts is that these two levels represent two additional, higher energy internal rotation states, ones that we labeled earlier as ir 4 and ir 5 .
It is now possible to consider all of the calculated states in Tables IV and V in light of the b , s , ir n interpretation. To facilitate this it is useful first to consider the nature of the hypothetical unmixed ͑''zeroth-order''͒ states arising from the addition of quanta in the s and b modes to each of the pure ir n levels. The energies and G 24 species of such states can be readily worked out given the nominal energies and the species of s , b , and the ir n . Further, by recognizing that particular values of l are associated with specific excitations of b and by recalling that particular sets of values of m and k are associated with each of the ir n , one can deduce the sets of l, m, and k quantum numbers associated with each unmixed state. Table VI summarizes these properties of the zeroth-order states. For example, the information pertaining to the states that arise from having three quanta of b built on the ir 4 internal rotation level is contained in the entry located in the ir 4 row and the ϩ3 b column. There one finds a total of eight states, all having nominal ⌬Eϭ170 cm
. Four of these states, with species B 1 ϩ , B 2 ϩ , and E 1 ϩ , have ͉l͉ϭ1, while the other four, with species E 1 ϩ and E 1 ϩ , have ͉l͉ϭ3. All eight of these states have the ͉m͉ϭ2 and ͉k͉ϭ2 values associated with ir 4 .
In the light of the results of Table VI , we now revisit the calculated eigenstates and their properties, as summarized in Tables IV and V . One sees that all of the calculated states can be reasonably assigned within the b , s ,ir n framework if one accounts for the possibility of strong mixing between close-lying zeroth-order states having the same G 24 species. Such assignments are given in the right-most column of each of the two tables. We would note several points in regard to these assignments. First, some of the states are assigned as pure zeroth-order ones, and the others are assigned as mixed ones. In fact, all of the states are to some extent admixtures of the zeroth-order ones, as is evident from their quantumnumber compositions. The distinction in our assignments between pure and mixed states is really a distinction between weakly and strongly mixed states. Second, as one would expect, the states that are the closest to pure zeroth-order ones tend to be the ones that have zeroth-order energies that are significantly distant from other zeroth-order states of the same symmetry. For example, the A 1 ϩ state having the closest zeroth-order energy to ir 1 is nominally 70 cm Ϫ1 away, as is the E 1 Ϫ state closest in zeroth-order energy to ir 2 . It is not surprising, therefore, that the basis-set contributions to both ir 1 and ir 2 indicate both to be nearly pure states. On the other hand, strong mixing characterizes those states whose zeroth-order energies are close to one another. We have already considered two such cases, corresponding to the second and third states in the A 1 ϩ manifold and the first and second ones in the A 1 Ϫ manifold. Another notable example is states #2 to 5 in the E 1 Ϫ manifold, which arise from the mixing of four states, all having nominal zeroth-order energies of about 86 cm
. Still more examples are the two lowest B 1 ϩ and the two lowest B 2 ϩ states, both pairs of which arise substantially from the mixing of levels that are only about 5 cm Ϫ1 apart in the zeroth-order level structure.
B. Nature of internal rotation states
The internal rotation states of benzene-water have been the subject of several papers dealing with both experimental and theoretical results. 7, 17, [26] [27] [28] [29] [30] [31] In the light of these works, it is pertinent to examine the properties of the states ir n that have been revealed in this work. Several interesting points arise from such an examination.
The first such point is that the three lowest-energy internal rotation states correlate with the free-rotational states of water in just the way that Pribble et al. 7 have said that they do. This can be deduced from the quantum-number compositions and species of ir 1 , ir 2 , and ir 3 . These indicate that the first correlates ͑in the j k a k c notation͒ with 0 00 , the second with the ͉m͉ϭ1 components of 1 01 , and the third with the mϭ0 component of 1 01 .
Perhaps more interesting is the fact that our sixdimensional results suggest that a two-dimensional, free internal-rotation/in-plane water-torsion model 7 of the lower energy internal rotation states in benzene-H 2 O goes a long way toward helping one to understand those states. Consider first a one-dimensional internal rotation model in which water ͑a͒ sits on the C 6 axis of benzene, ͑b͒ has its C 2 axis fixed at an angle ͑our ͒ with respect to the C 6 axis, and ͑c͒ rotates freely about the C 6 axis. This model has been considered for benzene-water by several authors. 7, 26, 29, 30 The internal rotation states that emerge from it have energies ͑to lowest order͒ given by EϭBm 2 , where B is an internal rotation constant and m takes on the values 0,Ϯ1,Ϯ2,... . ͑Note that this m quantum number, in the limit of one-dimensional rotation of the water, has the same meaning as the m that we have been using; both are associated with wave functions of the form exp͓im͔.) Pribble et al. 7 have calculated a value of ϳ16 cm Ϫ1 for B when is at the equilibrium value of benzene-H 2 O. Thus, this one-dimensional internal-rotation model predicts singly-, doubly-, and doubly-degenerate states at relative energies of 0, 16, and 64 cm Ϫ1 , respectively, corresponding to mϭ0, Ϯ1, and Ϯ2, respectively. Now consider the states ir 1 , ir 2 , and ir 4 . These internal-rotation states have energies that are almost identical to the above sequence. Moreover, their m quantum-number compositions are virtually pure and are such that ͉m͉ϭ0, 1, and 2, respectively. Their degeneracies also match those above. Finally, the expectation values of cos for the states are all very similar ͑0.83, 0.84, and 0.85͒. The point is that this series of states looks very much like the series of one-dimensional internal rotation states considered by Pribble et al. and others. The complication to this picture, of course, is that the ir 3 TABLE VI. Properties of zero-order levels comprised of van der Waals bending and stretching excitations built on internal rotation levels in benzene-H 2 O. a and ir 5 internal rotation states do not fit into the same sequence. On the other hand, the properties of these latter two states do suggest that they are the mϭ0 and ͉m͉ϭ1 states of a second, analogous sequence. Their relative energies ͑as-suming that the pure ir 3 is indeed at about ⌬Eϭ50 cm Ϫ1 ), their m quantum-number compositions ͑again, considering the hypothetical unmixed zeroth-order ir 3 ), and their degeneracies fit with such an intepretation.
Examination of the ir n (nϭ1,2,4) states and the ir m (mϭ3,5) states in more detail reveals an important difference between the two sets. It involves the behavior of their wavefunctions with respect to the operation depicted in Fig.  1 . This operation, a water in-plane torsion, corresponds to a rotation of water about its ŷ B axis and a relative translation of the monomer moieties along an axis in the water plane such that the water's two hydrogens switch places with respect to their interaction with benzene. In the coordinate system that we have used herein it corresponds to a change from ͑⌽, , ͒ to (⌽ϩ,ϩ,ϩ). Given this, it is straightforward to show from the properties of the basis functions for the different symmetry species ͑see Table II͒ that the wave functions of the nϭ1, 2, 4 states are symmetric with respect to the operation, whereas those of the mϭ3 and 5 states are antisymmetric. This suggests that the two sets of internal rotation states differ in respect to the degree of excitation ͑0 vs 1 quantum͒ of a water in-plane torsional mode. In fact, the likelihood of internal-rotation/torsional coupling in benzene-water complexes has been pointed out previously. 7, 17 Moreover, a two-dimensional treatment of the states that might be expected to arise in such a situation has been presented. 7 Our results indicate that, even when all six intermolecular degrees of freedom are considered, the lowest-frequency states of benzene-H 2 O that correlate with the rotation of water can be substantially understood in terms of a free internal rotation/in-plane torsion model like that of Ref. 7 ͑at least for the IPS that we have used here͒. Notably, this implies that a value of ϳ50 cm Ϫ1 applies to the energy difference between the vϭ0 and vϭ1 levels in the in-plane torsion manifold for the IPS of Ref. 16 .
The final important point to be made in regard to internal rotation states in benzene-H 2 O is that, notwithstanding the preceding discussion, the two-dimensional model can be woefully inadequate. The obvious case in point is the fact that a pure ir 3 state is nowhere to be found in our calculated level structure. ir 3 is only found in states that are strongly mixed with ir 2 ϩ b . Clearly, very significant deviations in the expected pattern of internal rotation states within a twodimensional treatment, even at low energies, can arise owing to couplings involving several modes ͑e.g., in the above case, three modes, internal rotation, water in-plane torsion, and b ).
VIII. SUMMARY AND CONCLUSION
In this paper we have been presented a methodology for calculating the intermolecular level structures of moleculelarge molecule complexes in six dimensions. This methodology involves the use of an intermolecular Hamiltonian specifically tailored to such species. It also employs the techniques of filter diagonalization to solve the Schrödinger equation involving that Hamiltonian. We have applied this methodology to the calculation of intermolecular states in the benzene-H 2 O complex. The results of this study go a long way toward solidifying an understanding of those elements that are important in determining this complex's level structure. Work aimed toward a detailed comparison of calculated and experimental results on benzene-water isotopomers, including relative intensities in Raman and infrared spectra, is in progress. Similar work on other molecule-large molecule complexes is also underway. The results of these studies will be reported in the near future.
