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OPTIMAL CONVERGENCE SPEED OF BERGMAN METRICS ON SYMPLECTIC
MANIFOLDS
WEN LU, XIAONAN MA, AND GEORGE MARINESCU
ABSTRACT. It is known that a compact symplectic manifold endowed with a prequantum line
bundle can be embedded in the projective space generated by the eigensections of low energy
of the Bochner Laplacian acting on high p-tensor powers of the prequantum line bundle. We
show that the Fubini-Study metrics induced by these embeddings converge at speed rate 1/p2
to the symplectic form.
0. INTRODUCTION
A very useful tool in the study of canonical Ka¨hler metrics is the use of Bergman metrics to
approximate arbitrary Ka¨hler metrics in a given integral cohomology class, see e. g., [7, 11,
17].
Let (X,ω) be a compact Ka¨hler manifold endowed with a Hermitian holomorphic line
bundle (L, hL) such that
√−1
2π
RL = ω. Since the bundle L is positive, Kodaira’s theorem shows
that high powers Lp give rise to holomorphic embeddings Φp : X → P(H0(X,Lp)∗). The
Bergman metric ωp at level p is defined as the rescaled induced Fubini-Study metric
1
p
Φ∗pωFS,
where ω
FS
is the natural Fubini-Study metric on P(H0(X,Lp)∗). Tian [17] showed that ωp
converges to ω in the C 2 topology with speed rate p−1/2, as p→∞, that is, there exists C > 0
such that for any p ∈ N∗ we have
(0.1)
∣∣∣1
p
Φ∗p(ωFS)− ω
∣∣∣
C 2
6
C
p1/2
·
This was improved by Ruan [15] to convergence in C∞ with speed rate p−1 (see also [13,
Theorem 5.1.4]). Tian’s result was motivated by a problem of Yau [18].
The proof of the convergence in [15, 17] is based on the diagonal expansion of the Bergman
kernel up to second order. A full asymptotic expansion in powers of p in the C∞ topology
was obtained by Catlin [5] and Zelditch [19] as an application of Boutet de Monvel and
Sjo¨strand’s work [4], see also [6, 14] for different approaches and generalizations. We refer
to [13] for a comprehensive study of several analytic and geometric aspects of Bergman
kernel. One advantage of the expansion in the C∞ topology is that it easily implies the
convergence of the Bergman metrics ωp to ω with speed rate p
−2, see [13, (5.1.23)]. This
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convergence speed is optimal and is attained only when the scalar curvature of ω is constant.
Note that the scalar curvature is up to a multiplicative constant the coefficient of the second
term of the Bergman kernel expansion. The purpose of this paper is to extend this optimal
result to the case of symplectic manifolds.
The Bergman kernel of a holomorphic line bundle L on a complex manifold is the smooth
kernel of the orthogonal projection from the space of square integrable sections on the
space of holomorphic sections, or, equivalently, on the kernel of the Kodaira Laplacian L =
∂
L
∂
L∗
+ ∂
L∗
∂
L
on L. In order to find a suitable notion of “holomorphic section” of a pre-
quantum line bundle on a compact symplectic manifold, Guillemin and Uribe [9] introduced
a renormalized Bochner Laplacian ∆p,0 (cf. (0.5)) which reduces to 2
L in the Ka¨hler case.
We describe this construction in detail. Let (X,ω) be a compact symplectic manifold of
real dimension 2n. Let (L, hL) be a Hermitian line bundle on X, and let ∇L be a Hermitian
connection on (L, hL) with the curvature RL = (∇L)2. We will assume throughout the paper
that (L, hL,∇L) is a prequantum line bundle of (X,ω), i.e.,
(0.2)
√−1
2π
RL = ω.
We choose an almost complex structure J such that ω is J-invariant and ω(·, J ·) > 0. The
almost complex structure J induces a splitting TX ⊗R C = T (1,0)X ⊕ T (0,1)X, where T (1,0)X
and T (0,1)X are the eigenbundles of J corresponding to the eigenvalues
√−1 and −√−1,
respectively.
Let gTX(·, ·) := w(·, J ·) be the Riemannian metric on TX induced by ω and J . The Rie-
mannian volume form dvX of (X, g
TX) has the form dvX = ω
n/n!. The L2-Hermitian product
on the space C∞(X,Lp) of smooth sections of Lp on X, with Lp := L⊗p, is given by
(0.3)
〈
s1, s2
〉
=
∫
X
〈
s1, s2
〉
(x)dvX(x).
Let ∇TX be the Levi-Civita connection on (X, gTX) with curvature RTX , and let ∇Lp be the
connection on Lp induced by ∇L. Let {ek} be a local orthonormal frame of (TX, gTX). The
Bochner Laplacian acting on C∞(X,Lp) is given by
(0.4) ∆L
p
= −
∑
k
[(∇Lpek )2 −∇Lp∇TXek ek
]
.
Given Φ ∈ C∞(X,R), the renormalized Bochner Laplacian is defined by
∆p,Φ = ∆
Lp − 2πnp+ Φ.(0.5)
By [9], [12, Corollary 1.2], there exists CL > 0 independent of p such that
Spec(∆p,Φ) ⊂ [−CL, CL] ∪ [4πp− CL,+∞),(0.6)
where Spec(A) denotes the spectrum of the operator A. Since ∆p,Φ is an elliptic operator on
a compact manifold, it has discrete spectrum and its eigensections are smooth. Let Hp be
the direct sum of eigenspaces of ∆p,Φ corresponding to the eigenvalues lying in [−CL, CL].
In mathematical physics terms, the operator ∆p,Φ is a semiclassical Schro¨dinger operator and
the space Hp is the space of its bound states as p → ∞. The space Hp proves to be an
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appropriate replacement for the space of holomorphic sections H0(X,Lp) from the Ka¨hler
case. In particular, we have for p large enough (cf. [13, (8.3.3)]),
dimHp =
∫
X
Td(T (1,0)X)epω,(0.7)
where Td(T (1,0)X) is the Todd class of T (1,0)X, which corresponds to the Riemann-Roch-
Hirzebruch formula from complex geometry.
Let P(H∗p) be the projective space associated to the dual space of Hp; we identify P(H∗p)
with the Grassmannian of hyperplanes in Hp. The base locus of Hp is the set Bl(Hp) =
{
x ∈
X : s(x) = 0 for all s ∈ Hp
}
. We define the Kodaira map
(0.8) Φp : X\Bl(Hp)→ P(H∗p), Φp(x) =
{
s ∈ Hp : s(x) = 0
}
,
which sends x ∈ X\Bl(H) to the hyperplane of sections vanishing at x. Note that Hp is
endowed with the induced L2 Hermitian product (0.3) so there is a well-defined Fubini-Study
metric g
FS
on P(H∗p) with the associated form ωFS .
The symplectic Kodaira embedding theorem [14, Theorem3.6], [13, Theorem8.3.12],
states that for large p the Kodaira maps Φp : X → P(H∗p) are embeddings and the Bergman
metrics converge to the symplectic form with speed rate p−1. We note that in this case the
near-diagonal expansion of the Bergman kernel is essential for the proof, in contrast to the
the Ka¨hler case, where the diagonal expansion already implies the result. Let us also ob-
serve that the results in [14, Theorem3.6], [13, Theorem8.3.12] are valid in a more general
context, namely when gTX is an arbitrary J-invariant Riemannian metric.
There exist in the literature another replacement of the notion of holomorphic section,
e. g., [2, 16]. It is based on a construction by Boutet de Monvel and Guillemin [3] of a first-
order pseudodifferential operatorDb on the circle bundle of L
∗. The associated Szego˝ kernels
are well defined modulo smooth operators on the associated circle bundle, even though Db
is neither canonically defined nor unique. Indeed, Boutet de Monvel–Guillemin define the
Szego˝ kernels first, and construct the operator Db from the Szego˝ kernels. Also for these
spaces the Bergman metrics converge to the symplectic form with speed rate p−1.
The main result of this paper is as follows.
Theorem 0.1. Let (X,ω) be a compact symplectic manifold and (L, hL) be a Hermitian line
bundle endowed with a Hermitian connection ∇L such that
√−1
2π
RL = ω holds. Let J be an
almost complex structure on TX such that gTX(·, ·) := ω(·, J ·) is a J-invariant Riemannian
metric on TX. Then for any ℓ ∈ N, there exists Cℓ > 0 such that
(0.9)
∣∣∣1
p
Φ∗p(ωFS)− ω
∣∣∣
C ℓ
6
Cℓ
p2
,
where Φp is the Kodaira map (0.8) defined by the space Hp of bound states of the renormalized
Bochner Laplacian ∆p,Φ associated with g
TX ,∇L,Φ in (0.5).
The proof is based on the near diagonal expansion of the Bergman kernel of Hp from [13,
14]. The sharp bound of O(p−2) is due to some remarkable cancellations of the coefficients
in this expansions, reminiscent of the local properties of the curvature of Ka¨hler metrics.
The main motivation for approximating Ka¨hler metrics by Fubini-Study metrics comes from
the questions about the existence and uniqueness of Ka¨hler metrics of constant scalar cur-
vature, or more generally, Ka¨hler-Einstein metrics, see [7, 17]. It is natural to study this
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questions also in the symplectic framework, for example, it is interesting to generalize to
the almost-Ka¨hler case the lower bounds on the Calabi functional given by Donaldson [8].
This is done by Lejmi and Keller [10]. Theorem 0.1 plays a crucial role in their proof in the
symplectic case.
The organization of this paper is as follows. In Section 1, we recall the formal calculus
on Cn for the model operator L , which is the main ingredient of our approach. In Section
2, we review the asymptotic expansion of the generalized Bergman kernel. In Section 3, we
reduce the proof of Theorem 0.1 to Theorem 3.3. In Section 4, we prove Theorem 3.3 and
thus finish the proof of Theorem 0.1.
We shall use the following notations. For α = (α1, . . . , αn) ∈ Nm, z ∈ Cm, we set |α| =∑m
j=1 αj, α! =
∏
j(αj !) and z
α := zα11 · · · zαmm . Moreover, when an index variable appear twice
in a single term, it means that we are summing over all its possible values.
Acknowledgments. We would like to thankMehdi Lejmi, Julien Keller and Ga´bor Sze´kelyhidi
for motivating and helpful discussions which led to the writing of this paper.
1. KERNEL CALCULUS ON Cn
In this section, we recall the formal calculus on Cn for the model operator L introduced
in [14, § 7.1], [13, § 4.1.6] (with aj = 2π therein). This calculus is the main gradient of our
approach.
Let us consider the canonical coordinates (Z1, . . . , Z2n) on the real vector space R
2n. On
the complex vector space Cn we consider the complex coordinates (z1, . . . , zn). The two sets
of coordinates are linked by the relation zj = Z2j−1 +
√−1Z2j, j = 1, . . . , n.
We consider the L2-norm
‖ · ‖L2 =
(∫
R2n
| · |2dZ
)1/2
on R2n,(1.1)
where dZ = dZ1 . . . dZ2n is the Lebesgue measure. We define the differential operators:
bj = −2 ∂
∂zj
+ πzj, b
+
j = 2
∂
∂zj
+ πzj , b = (b1, . . . , bn), L =
n∑
j=1
bjb
+
j ,(1.2)
which extend to closed densely defined operators on
(
L2(R2n), ‖·‖L2
)
. As such, b+j is the
adjoint of bj and L defines as a densely defined self-adjoint operator on
(
L2(R2n), ‖·‖L2
)
.
The following result was established in [14, Theorem1.15] (cf. also [13, Theorem4.1.20]).
Theorem 1.1. The spectrum of L on L2(R2n) is given by
Spec(L ) =
{
4π|α| : α ∈ Nn},(1.3)
and an orthogonal basis of the eigenspace of 4π|α| is given by
bα
(
zβ exp
(− π∑
j
|zj|2/2
))
, with β ∈ Nn.(1.4)
In particular, an orthonormal basis of Ker(L ) is{
φβ(z) =
(π|β|
β!
)1/2
zβe−π
∑
j |zj |2/2 : β ∈ Nn
}
.(1.5)
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Let P(Z,Z ′) denote the kernel of the orthogonal projection P : L2(R2n) → Ker(L ) with
respect to dZ ′. Set P⊥ = Id−P.
Obviously P(Z,Z ′) =
∑
β φβ(z)φβ(z
′), so we infer from (1.5) that
P(Z,Z ′) = exp
(
− π
2
n∑
j=1
(|zj |2 + |z′j|2 − 2zjz′j)).(1.6)
By (1.2) and (1.6), we obtain(
b+j P
)
(Z,Z ′) = 0,
(
bjP
)
(Z,Z ′) = 2π(zj − z′j)P(Z,Z ′).(1.7)
The following commutation relations are very useful in the computations. Namely, for any
polynomial g(z, z) in z and z, we have
[bj , b
+
k ] = bjb
+
k − b+k bj = −4πδjk,
[bj , bk] = [b
+
j , b
+
k ] = 0,
[g(z, z), bj] = 2
∂
∂zj
g(z, z),
[g(z, z), b+j ] = 2
∂
∂zj
g(z, z).
(1.8)
For a polynomial F in Z,Z ′, we denote by FP the operator on L2(R2n) defined by the kernel
F (Z,Z ′)P(Z,Z ′) and the volume form dZ.
In the calculations involving the kernel P(·, ·), we prefer however to use the orthogonal
decomposition of L2(R2n) given in Theorem 1.1 and the fact that P is an orthogonal pro-
jection, rather than integrating against the expression (1.6) of P(·, ·). This point of view
helps simplify a lot the computations and understand better the operators. As an example,
Theorem 1.1 implies that
(
PbαzβP
)
(Z,Z ′) =
{(
zβP
)
(Z,Z ′), if |α| = 0,
0, if |α| > 0.(1.9)
We will also identify z to
∑
j zj
∂
∂zj
and z to
∑
j zj
∂
∂zj
when we consider z and z as vector
fields, and
R =
∑
j
Zj
∂
∂Zj
= z + z = Z.(1.10)
2. ASYMPTOTIC EXPANSION OF THE GENERALIZED BERGMAN KERNEL
Let aX be the injectivity radius of (X, gTX). We denote by BX(x, ε) and BTxX(0, ε) the
open balls in X and TxX with center x and radius ε, respectively. Then the exponential map
TxX ∋ Z → expXx (Z) ∈ X is a diffeomorphism from BTxX(0, ε) onto BX(x, ε) for ε 6 aX .
From now on, we identify BTxX(0, ε) with BX(x, ε) via the exponential map for ε 6 aX .
We fix x0 ∈ X. For Z ∈ BTx0X we identify (LZ , hLZ) to (Lx0 , hLx0) by parallel transport with
respect to the connection ∇L along the curve γZ : [0, 1] ∋ u→ expXx0(uZ).
In general, for functions in normal coordinates, we will add a subscript x0 to indicate the
base point x0 ∈ X. Similarly, PHp(x, y) induces in terms of the above trivialization (note that
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End(Lpx0) = C) a smooth function{
(Z,Z ′) ∈ TX ×X TX : |Z|, |Z ′| < ε
} ∋ (Z,Z ′) 7−→ PHp,x0(Z,Z ′) ∈ C ,
which also depends smoothly on the parameter x0.
Let us choose an orthonormal basis {wj}nj=1 of T (1,0)x0 X. Then e2j−1 = 1√2(wj + wj) and
e2j =
√−1√
2
(wj −wj), j = 1, . . . , n, forms an orthonormal basis of Tx0X. We use coordinates on
Tx0X ≃ R2n given by the identification
R
2n ∋ (Z1, . . . , Z2n) 7→
2n∑
j=1
Zjej ∈ Tx0X.(2.1)
In the sequel we also use complex coordinates z = (z1, . . . , zn) on C
n ≃ R2n.
Let dvTX be the Riemannian volume form on (Tx0X, g
Tx0X). Let κx0 : Tx0X → R, Z 7→
κx0(Z) be a smooth positive function defined by
dvX(Z) = κx0(Z)dvTX(Z), κx0(0) = 1,(2.2)
where the subscript x0 of κx0(Z) indicates the base point x0 ∈ X.
Rescaling ∆p,Φ and Taylor expansion. For s ∈ C∞(R2n,C), Z ∈ R2n, |Z| 6 ε, and for
t = 1√
p
, set (
Sts
)
(Z) := s(Z/t), Lt := S
−1
t κ
1/2t2∆p,Φκ
−1/2St.(2.3)
For U ∈ Tx0X, we denote ∇U the ordinary differential in direction U . Set
∇0,• = ∇• + 1
2
RLx0(Z, ·), L0 = −
2n∑
j=1
(∇0,ej )2 =
n∑
j=1
bjb
+
j = L .(2.4)
By [14, Theorem1.4], there exist second order differential operators Or such that we have
an asymptotic expansion in t when t→ 0,
Lt = L0 +
m∑
r=1
trOr + O(tm+1).(2.5)
Moreover,
O1(Z) =− 2
3
(
∂jR
L
)
x0
(R, ei)Zj∇0,ei −
1
3
(
∂iR
L
)
x0
(R, ei),(2.6)
and
O2(Z) = 1
3
〈
RTXx0 (R, ei)R, ej
〉
x0
∇0,ei∇0,ej
+
[2
3
〈
RTXx0 (R, ej)ej , ei
〉
x0
− 1
2
∑
|α|=2
(∂αRL)x0
Zα
α!
(R, ei)
]
∇0,ei
− 1
4
∇ei
( ∑
|α|=2
(∂αRL)x0(R, ei)
Zα
α!
)
− 1
9
∑
i
[∑
j
(∂jR
L)x0(R, ei)Zj
]2
− 1
12
[
L0,
〈
RTXx0 (R, ei)R, ei
〉
x0
]
+ Φx0 .
(2.7)
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From (2.1) and (2.3), as in [13, Remark 4.1.8], Lt is a formally self-adjoint elliptic operator
with respect to ‖·‖L2 on R2n and is a smooth family of operator with respect to the parameter
x0 ∈ X. Thus L ,L0 and Or in (2.5) are formally self-adjoint with respect to ‖·‖L2 .
By [13, Theorem 8.3.8], the following asymptotic expansion of the generalized Bergman
kernel holds.
Theorem 2.1. There exists Jr(Z,Z
′) polynomials in Z,Z ′ with the same parity as r and deg Jr(Z,Z ′) 6
3r, such that if we define
Fr(Z,Z
′) = Jr(Z,Z ′)P(Z,Z ′), J0 = 1,(2.8)
then for any k, ℓ,m ∈ N, q > 0, there exists C > 0 such that if p > 1, Z,Z ′ ∈ Tx0X and
|Z|, |Z ′| 6 q√
p
, we have
(2.9)
sup
|α|+|α′|6m
∣∣∣ ∂|α|+|α′|
∂Zα∂Z ′α
′
( 1
pn
PHp(Z,Z
′)−
k∑
r=0
Fr(
√
pZ,
√
pZ ′)κ−
1
2 (Z)κ−
1
2 (Z ′)p−
r
2
)∣∣∣
C ℓ(X)
6 Cp−
k−m+1
2 ,
where C ℓ(X) is C ℓ-norm for the parameter x0 ∈ X.
Moreover, by [13, (4.1.93), (8.3.45)], F1 and F2 are given by (cf. [13, (8.3.65)], [14,
(1.111)])
F1 = −P⊥L −1O1P −PO1L −1P⊥,
F2 = L
−1P⊥O1L −1P⊥O1P −L −1P⊥O2P
+ PO1L −1P⊥O1L −1P⊥ −PO2L −1P⊥
+ P⊥L −1O1PO1L −1P⊥ −PO1L −2P⊥O1P.
(2.10)
From Theorem 2.1, we get in particular [13, Theorem8.3.3]: there exist br ∈ C∞(X,R) such
that for any k, ℓ ∈ N, there exists Ck,ℓ > 0 such that∣∣∣ 1
pn
PHp(x, x)−
k∑
r=0
br(x)p
−r
∣∣∣
C ℓ
6 Ck,ℓ p
−k−1,(2.11)
and
b0(x0) = F0(0, 0) = 1, br(x0) = F2r(0, 0), F2r+1(0, 0) = 0.(2.12)
3. PROOF OF THEOREM 0.1
In this section we reduce Theorem 0.1 to Theorem 3.3. Let us fix x0 ∈ X. As in section 2,
we identify a small geodesic ball BX(x0, ε) to B
Tx0X by means of the exponential map and we
trivialize L by using a unit frame eL(Z) which is parallel with respect to ∇L along the curve
[0, 1] ∋ u→ uZ for Z ∈ BTx0X(0, ε).
Set dp := dimHp and for v = (v1, . . . , vdp) ∈ Cdp, set ‖v‖2 =
∑dp
j=1 |vj|2. We can now express
the Fubini-Study metric in the homogeneous coordinate [v] = [v1, . . . , vdp ] ∈ P(H∗p) as
√−1
2π
∂∂ log
(‖v‖2) = √−1
2π
[
1
‖v‖2
dp∑
j=1
dvj ∧ dvj − 1‖v‖4
dp∑
j,k=1
vjvkdvj ∧ dvk
]
.(3.1)
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Let {sj} be an orthonormal basis of Hp, and let {sj} be its dual basis. We write locally
sj = fje
⊗p
L , then by (0.8), as in [13, (5.1.17)], we have
Φp(x) =
[
dp∑
j=1
fj(x)s
j
]
∈ P(H∗p).(3.2)
Set
f p(x, y) =
dp∑
i=1
fi(x)fi(y) and
∣∣f p(x)∣∣2 = f p(x, x).(3.3)
Then
PHp(x, y) = f
p(x, y)e⊗pL (x)⊗ e⊗pL (y)∗,
∣∣f p(x)∣∣2 = PHp(x, x).(3.4)
By (3.1), (3.2) and (3.3), we get
Φ∗p(ωFS)(x0) =
√−1
2π
[
1
|f p|2
dp∑
j=1
dfj ∧ dfj − 1|f p|4
dp∑
j,k=1
fjfkdfj ∧ dfk
]
(x0)
=
√−1
2π
[∣∣f p(x0)∣∣−2dxdyf p(x, y)− ∣∣f p(x0)∣∣−4dxf p(x, y) ∧ dyf p(x, y)]∣∣∣
x= y=x0
,
(3.5)
where
∣∣
x= y= x0
means the pull-back by the diagonal map  : X → X ×X, x0 7→ (x0, x0).
By (3.4), PHp(x, y) is f
p(x, y) under our trivialization of L. Since we work with normal
coordinates, we get from (2.2) (cf. [13, (4.1.101)])
κ(Z) = 1 + O(|Z|2).(3.6)
By (2.9), (2.12), (3.5) and (3.6), we get
1
p
Φ∗p(ωFS)(x0) =
√−1
2π
{[ 1
F0
dxdyF0 − 1
F 20
dxF0 ∧ dyF0
]
(0, 0)
+ p−1/2
[ 1
F0
dxdyF1 − 1
F 20
(
dxF1 ∧ dyF0 + dxF0 ∧ dyF1
)]
(0, 0)
+ p−1
[ 1
F0
dxdyF2 − F2
F 20
dxdyF0 +
2F2
F 30
dxF0 ∧ dyF0
− 1
F 20
(
dxF0 ∧ dyF2 + dxF1 ∧ dyF1 + dxF2 ∧ dyF0
)]
(0, 0)
+ p−3/2
[ 1
F0
dxdyF3 − F2
F 20
dxdyF1 − 1
F 20
(
dxF0 ∧ dyF3
+ dxF1 ∧ dyF2 + dxF2 ∧ dyF1 + dxF3 ∧ dyF0
)
+
2F2
F 30
(
dxF0 ∧ dyF1 + dxF1 ∧ dyF0
)]
(0, 0)
}
+ O(p−2).
(3.7)
From (1.6) and (2.8), we obtain
dxF0(0, 0) = dyF0(0, 0) = 0.(3.8)
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As Jr is a polynomial in Z,Z
′ with the same parity as r, we know from (1.6) and (2.8) that
for α, α′ ∈ N2n, there exists a polynomial Jr,α,α′ in Z,Z ′ with the same parity as r − |α| − |α′|
such that
∂|α|+|α
′|
∂Zα∂Z ′α′
Fr(Z,Z
′) =
(
Jr,α,α′P
)
(Z,Z ′).(3.9)
In particular, (3.9) yields
dxdyF1(0, 0) = dxdyF3(0, 0) = 0, dyF2(0, 0) = dxF2(0, 0) = 0.(3.10)
By (1.6) and (2.8), we get
√−1
2π
(dxdyF0)(0, 0) =
√−1
2π
(dxdyP)(0, 0) =
√−1
2
n∑
j=1
dzj ∧ dzj = ω(x0).(3.11)
Substituting (2.12), (3.8), (3.10) and (3.11) into (3.7) yields
1
p
Φ∗p(ωFS)(x0) = ω(x0) +
√−1
2π
(
dxdyF2 − dxF1 ∧ dyF1
)
(0, 0) p−1
− b1(x0)ω(x0) p−1 + O(p−2).
(3.12)
Recall that for a tensor ψ, ∇Xψ is the covariant derivative of ψ induced by the Levi-Civita
connection ∇TX . We will denote by 〈 ·, ·〉 the C-bilinear form on TX ⊗R C induced by gTX.
The following observation [13, (8.3.54)] is very useful.
Lemma 3.1. For U ∈ Tx0X,∇XU J is skew-adjoint and the tensor
〈
(∇X
·
J)·, ·
〉
is of type
(
T ∗(1,0)X
)⊗3⊕(
T ∗(0,1)X
)⊗3
.
Lemma 3.2. We have
(dxF1)(0, 0) = (dyF1)(0, 0) = 0.(3.13)
Proof. By (1.2) and (2.6), we have (cf. [13, (8.3.51)])
O1 = −2
3
[〈(∇XRJ )R, ∂∂zi
〉
b+i − bi
〈(∇XRJ )R, ∂∂zi
〉]
, J = −2π√−1J.(3.14)
From Theorem 1.1, (1.7), (3.14) and Lemma 3.1, we get (cf. [13, (8.3.67)])(
L −1P⊥O1P
)
(Z,Z ′)
= −
√−1
3
{(bibj
4π
〈(∇X∂
∂zj
J
)
z′,
∂
∂zi
〉
+ bi
〈(∇Xz′J)z′, ∂∂zi
〉)
P
}
(Z,Z ′)
= −
√−1π
3
[〈(∇Xz J)z′, z〉+ 〈(∇Xz′J)z′, z〉
]
P(Z,Z ′).
(3.15)
Note that ifK is an operator on
(
R2n, ‖·‖L2
)
with smooth kernelK(Z,Z ′) with respect to dZ ′,
then the kernel K∗(Z,Z ′) of the adjoint K∗ of K, with respect to dZ ′, is given by
K∗(Z,Z ′) = K(Z ′, Z).(3.16)
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As L , O1 are formally self-adjoint with respect to ‖·‖L2, thus PO1L −1P⊥ is the adjoint of
L −1P⊥O1P. From Lemma 3.1, (3.15) and (3.16), we get(
PO1L −1P⊥
)
(Z,Z ′) =
√−1π
3
[〈(∇Xz′J)z, z′〉+ 〈(∇Xz J)z, z′〉
]
P(Z,Z ′)
=
√−1π
3
〈(∇X∂
∂zj
J
) ∂
∂zk
,
∂
∂zl
〉(
z′jzkz
′
l + zjzkz
′
l
)
P(Z,Z ′).
(3.17)
As the coefficient of P(Z,Z ′) in (3.15) and (3.17) are polynomials of degree 3, from (2.10),
(3.15) and (3.17), we get (3.13). The proof of Lemma 3.2 is completed. 
Theorem 3.3. The following identity holds,
√−1
2π
(dxdyF2)(0, 0) = b1(x0)ω(x0).(3.18)
By Lemma 3.2, Theorem 3.3 and (3.12), we get Theorem 0.1. Section 4 is devoted to the
proof of Theorem 3.3.
4. PROOF OF THEOREM 3.3
This section is devoted to the proof of Theorem 3.3. We will compute the contribution of
each term in (2.10) to F2. Set
I1 =L
−1P⊥O1L −1P⊥O1P, I2 = −L −1P⊥O2P,
I3 =PO1L −1P⊥O1L −1P⊥, I4 = −PO2L −1P⊥,(4.1)
I5 =P
⊥L −1O1PO1L −1P⊥, I6 = −PO1L −2P⊥O1P.
For j ∈ {1, . . . , 6}, let Ij(Z,Z ′) be the smooth kernel of the operator Ij with respect to dZ ′.
By (2.10),
(dxdyF2)(0, 0) =
6∑
j=1
(dxdyIj)(0, 0).(4.2)
In the context of (3.16), if we denote bjk =
∂2K
∂Zj∂Z ′k
(Z,Z ′)
∣∣
Z=Z′=0
, then
(
dZdZ′K
∗)(0, 0) =∑
j,k
dZj ∧ dZk ∂
2K∗
∂Zj∂Z ′k
(Z,Z ′)
∣∣
Z=Z′=0
=
∑
j<k
(
bkj − bjk
)
dZj ∧ dZk = −
(
dZdZ′K
)
(0, 0).
(4.3)
As Or in (2.5) are formally self-adjoint with respect to ‖·‖L2 , we get by (4.1) that I1 and I2
are adjoints of I3 and I4, respectively, as operators acting on
(
R2n, ‖·‖L2
)
. Hence by (4.3),
(dxdyI3)(0, 0) = −(dxdyI1)(0, 0), (dxdyI4)(0, 0) = −(dxdyI2)(0, 0).(4.4)
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4.1. Evaluation of (dxdyIj)(0, 0) for j = 1, 3, 5, 6. To simplify the notation, for polynomials
Q1, Q2 in Z,Z
′, we will denote
(Q1P)(Z,Z
′) ∼ (Q2P)(Z,Z ′),(4.5)
if the constant coefficient and for all j the coefficient of Z ′j in Q1 − Q2 as a polynomial in Z ′
are zero; we denote
(Q1P)(Z,Z
′) ≈ (Q2P)(Z,Z ′),(4.6)
if (4.5) holds and the constant coefficient and for all j the coefficient of Zj in Q1 − Q2 as a
polynomial in Z are zero.
Set
Jjir :=
〈(∇X∂
∂zj
J
) ∂
∂zi
,
∂
∂zr
〉
, Jj ir :=
〈(∇X∂
∂zj
J
) ∂
∂zi
,
∂
∂zr
〉
= J jir.(4.7)
From (1.7), (3.14), Lemma 3.1 and (3.15), we get(
O1L −1P⊥O1P
)
(Z,Z ′)
=
4π
9
{(〈(∇Xz J)z, ∂∂zi
〉
b+i − bi
〈(∇Xz J)z, ∂∂zi
〉)
×
(bjbk
4π
〈(∇X∂
∂zk
J
)
z′,
∂
∂zj
〉
+ bj
〈(∇Xz′J)z′, ∂∂zj
〉)
P
}
(Z,Z ′)
∼ 1
9
{[〈(∇Xz J)z, ∂∂zi
〉
b+i − bi
〈(∇Xz J)z, ∂∂zi
〉]
bjbk
〈(∇X∂
∂zk
J
)
z′,
∂
∂zj
〉
P
}
(Z,Z ′)
∼ 1
9
{〈(∇Xz J)z, ∂∂zi
〉〈(∇X∂
∂zk
J
)
z′,
∂
∂zj
〉
b+i bjbkP
}
(Z,Z ′),
(4.8)
in the last equation of (4.8), we use bi
〈(∇Xz J)z, ∂∂zi
〉
P =
〈(∇Xz J)z,−2πz′〉P.
By Theorem 1.1, (1.7) and (1.8), we get b+i bjbk = bjbkb
+
i + 4π
(
δijbk + δikbj
)
and
L −1P⊥
(
zsztb
+
i bjbkP
)
= 4πL −1P⊥
(
zszt(δijbk + δikbj)P
)
= 4πL −1P⊥
(
(δijbk + δikbj)zsztP
)
= (δijbk + δikbj)zsztP.
(4.9)
By (1.7), (1.8), (4.1), (4.8) and (4.9), we get
I1(Z,Z
′) ∼ 1
9
JstiJk lj
(
(δijbkzszt + δikbjzszt)z
′
lP
)
(Z,Z ′)
=
1
9
JstiJk lj
[
− 2δijδkszt − 2δijδktzs + 2πδijzszt(zk − z′k)
− 2δikδjszt − 2δikδjtzs + 2πδikzszt(zj − z′j)
]
z′lP(Z,Z
′).
(4.10)
Recall that Jsti is anti-symmetric on t and i, thus the contribution of −2δijδktzs − 2δikδjtzs in
(4.10) is zero. Thus from (4.10), we get
I1(Z,Z
′) ≈ −2
9
JsriJk qj
(
δikδjs + δijδks
)
zrz
′
qP(Z,Z
′).(4.11)
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By (1.6), Lemma 3.1 and (4.11), we get
(dxdyI1)(0, 0) = −2
9
Jjir
(
Ji jq + Jj iq
)
dzr ∧ dzq.(4.12)
From (4.4), (4.7) and (4.12), we get
(dxdyI3)(0, 0) = (dxdyI1)(0, 0).(4.13)
By (1.6), (3.15), (3.17) and (4.1), we get
I5(Z,Z
′) ∼ π
2
9
{(〈(∇Xz J)z′′ + (∇Xz′′J)z′′, z〉P
)
◦
(〈(∇X∂
∂zj
J
) ∂
∂zk
,
∂
∂zl
〉
z′′j z
′′
kz
′
lP
)}
(Z,Z ′)
≈ π
2
9
〈(∇X∂
∂zs
J
) ∂
∂zt
, z
〉〈(∇X∂
∂zj
J
) ∂
∂zk
, z′
〉{
P ◦ (z′′sz′′t z′′j z′′kP)}(Z,Z ′)
≈ π
2
9
〈(∇X∂
∂zs
J
) ∂
∂zt
, z
〉〈(∇X∂
∂zj
J
) ∂
∂zk
, z′
〉
P(Z,Z ′)
(
P ◦ (zsztzjzkP))(0, 0),
(4.14)
where in the last equation we use P(0, 0) = 1, since we need to compute the constant
coefficient of P in P ◦ (z′′sz′′t z′′j z′′kP).
By (1.7) and (1.8), we get
(zsztzjzkP)(Z, 0) =
1
4π2
(zjzkbsbtP)(Z, 0),
zjzkbsbt = bsbtzjzk + 2δjsbtzk + 2δjtbszk
+ 2δksbtzj + 2δktbszj + 4δjtδks + 4δjsδkt.
(4.15)
From Theorem 1.1 and (4.15), we get(
P ◦ (zsztzjzkP))(0, 0) = 1
4π2
(4δjtδks + 4δjsδkt)P(0, 0)(4.16)
=
1
π2
(δjtδks + δjsδkt).
From (4.7), (4.14) and (4.16), we obtain
(dxdyI5)(0, 0) = −1
9
Jjir
(
Ji jq + Jj iq
)
dzr ∧ dzq.(4.17)
By (3.15), (3.17) and (4.1), we get
I6(Z,Z
′) ≈ −π
2
9
〈(∇X∂
∂zj
J
)
z,
∂
∂zl
〉〈(∇X∂
∂zs
J
)
z′,
∂
∂zt
〉(
P ◦ (z′′j z′′l z′′sz′′tP))(Z,Z ′)
≈ −π
2
9
〈(∇X∂
∂zj
J
)
z,
∂
∂zk
〉〈(∇X∂
∂zs
J
)
z′,
∂
∂zt
〉
P(Z,Z ′)
(
P ◦ (zjzkzsztP))(0, 0).
(4.18)
Thus by (4.7), (4.16) and (4.18), we get
(dxdyI6)(0, 0) =− 1
9
JjrkJs qt
(
δjtδks + δjsδkt
)
dzr ∧ dzq
=− 1
9
Jjir
(
Ji jq + Jj iq
)
dzr ∧ dzq.
(4.19)
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4.2. Evaluation of (dxdyI2)(0, 0): part I. Recall that [14, Lemma2.1],
(4.20) O2P =
{
1
3
bibj
〈
RTXx0 (R,
∂
∂zi
)R, ∂
∂zj
〉
+
1
2
bi
[ ∑
|α|=2
(
∂αRL
)
(R, ∂
∂zi
)
Zα
α!
]
+
4
3
bj
[〈
RTX
( ∂
∂zi
,
∂
∂zi
)
R, ∂
∂zj
〉
−
〈
RTX
(
R, ∂
∂zi
) ∂
∂zi
,
∂
∂zj
〉]
− 2π√−1
〈(∇X∇XJ)
(R,R)
∂
∂zi
,
∂
∂zi
〉
+ 4
〈
RTX
( ∂
∂zi
,
∂
∂zj
) ∂
∂zi
,
∂
∂zj
〉}
P
+
[
− 1
3
L
〈
RTX
(
R, ∂
∂zj
)
R, ∂
∂zj
〉
+
4π2
9
∣∣(∇XRJ)R∣∣2 + Φx0
]
P.
Set
I21(Z,Z
′) =
1
3
(
L −1P⊥bibj
〈
RTXx0 (R,
∂
∂zi
)R, ∂
∂zj
〉
P
)
(Z,Z ′),
I22(Z,Z
′) =
1
2
(
L −1P⊥bi
[ ∑
|α|=2
(
∂αRL
)Zα
α!
(R, ∂
∂zi
)
]
P
)
(Z,Z ′),
I23(Z,Z
′) =
4
3
{
L −1bj
〈
RTX
( ∂
∂zi
,
∂
∂zi
)
R−RTX
(
R, ∂
∂zi
) ∂
∂zi
,
∂
∂zj
〉
P
}
(Z,Z ′),
I24(Z,Z
′) = −2π√−1
(
L −1P⊥
〈(∇X∇XJ)
(R,R)
∂
∂zi
,
∂
∂zi
〉
P
)
(Z,Z ′),
I25(Z,Z
′) = −1
3
(
P⊥L −1L
〈
RTX
(
R, ∂
∂zi
)
R, ∂
∂zi
〉
P
)
(Z,Z ′),
I26(Z,Z
′) =
4π2
9
(
L −1P⊥
∣∣(∇XRJ)R∣∣2P)(Z,Z ′).
(4.21)
By Theorem 1.1, P⊥
〈
RTX
(
∂
∂zi
, ∂
∂zj
)
∂
∂zi
, ∂
∂zj
〉
P = P⊥Φx0P = 0. Thus by (4.1), (4.20) and
(4.21), we get
−I2(Z,Z ′) =
6∑
j=1
I2j(Z,Z
′).(4.22)
We evaluate first the contribution of I2j , j = 1, 3, 5, 6, in (dxdyI2)(0, 0). We recall the following
well-known symmetry properties of the curvature RTX: for U, V,W, Y ∈ TX, we have〈
RTX(U, V )W,Y
〉
=
〈
RTX(W,Y )U, V
〉
,
RTX(U, V )W +RTX(V,W )U +RTX(W,U)V = 0.
(4.23)
Using (1.8) and (4.23), we have
(4.24) bibj
〈
RTX
(
R, ∂
∂zi
)
R, ∂
∂zj
〉
= bibj
〈
RTX
( ∂
∂zs
,
∂
∂zi
) ∂
∂zt
,
∂
∂zj
〉
zszt
+ 2bibj
〈
RTX
( ∂
∂zs
,
∂
∂zi
) ∂
∂zt
,
∂
∂zj
〉
zszt + bibj
〈
RTX
( ∂
∂zs
,
∂
∂zi
) ∂
∂zt
,
∂
∂zj
〉
zszt.
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By (1.7) and (1.8), we get
zsztP(Z,Z
′) = zs(
bt
2π
+ z′t)P(Z,Z
′) =
( bt
2π
zs +
δst
π
+ zsz
′
t
)
P(Z,Z ′).(4.25)
By Theorem 1.1, (4.21), (4.24) and (4.25), we get
3I21(Z,Z
′) =
1
8π
〈
RTX
( ∂
∂zs
,
∂
∂zi
) ∂
∂zt
,
∂
∂zj
〉(
bibjzsztP
)
(Z,Z ′)
+
〈
RTX
( ∂
∂zs
,
∂
∂zi
) ∂
∂zt
,
∂
∂zj
〉[(bibjbt
12π2
zs +
bibj
4π
zsz
′
t
)
P
]
(Z,Z ′)
+
1
4π2
〈
RTX
( ∂
∂zk
,
∂
∂zi
) ∂
∂zk
,
∂
∂zj
〉(
bibjP
)
(Z,Z ′) + I27(Z,Z
′),
(4.26)
where
I27(Z,Z
′) =
〈
RTX
( ∂
∂zs
,
∂
∂zi
) ∂
∂zt
,
∂
∂zj
〉(
L −1P⊥bibjzsztP
)
(Z,Z ′).(4.27)
Note that by Theorem 1.1, (1.7) and (1.8),
4π2L −1P⊥bibjzsztP = L −1P⊥bibj
(
bs + 2πz
′
s
)
(bt + 2πz
′
t
)
P
=
[ 1
16π
bibjbsbt +
1
6
bibj
(
bsz
′
t + btz
′
s
)
+
π
2
bibjz
′
sz
′
t
]
P.
(4.28)
Thus, from (1.7), (4.6) and (4.28), we get
I27(Z,Z
′) ≈ 0.(4.29)
From (1.7) and (1.8), we get(
bibjP
)
(Z,Z ′) = 4π2
(
zi − z′i
)(
zj − z′j
)
P(Z,Z ′),(
bibjzsz
′
tP
)
(Z,Z ′) =
[
− 4πδjsz′t
(
zi − z′i
)− 4πδisz′t(zj − z′j)
+ 4π2zsz
′
t
(
zi − z′i
)(
zj − z′j
)]
P(Z,Z ′),(
bibjzsztP
)
(Z,Z ′) =
[
4δitδjs − 4πδjszt
(
zi − z′i
)
+ 4δjtδis − 4πδjtzs
(
zi − z′i
)
− 4πδiszt
(
zj − z′j
)− 4πδitzs(zj − z′j)
+ 4π2zszt
(
zj − z′j
)(
zi − z′i
)]
P(Z,Z ′),
(4.30)
and (
bibjbtzsP
)
(Z,Z ′) =
[(− 2δtsbibj − 2δjsbibt − 2δisbjbt + zsbibjbt)P](Z,Z ′).(4.31)
By (1.7), (4.30) and (4.31), we get(
dxdy(bibjP)
)
(0, 0) = 0,
(
dxdy(bibjbtzsP)
)
(0, 0) = 0.(4.32)
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Substituting (3.11), (4.23), (4.29)–(4.32) into (4.26), we obtain
(dxdyI21)(0, 0) =−
√−1
3
〈
2RTX
( ∂
∂zj
,
∂
∂zi
) ∂
∂zi
− RTX
( ∂
∂zj
,
∂
∂zi
) ∂
∂zi
,
∂
∂zj
〉
ω(x0)
+
1
3
〈
2RTX
( ∂
∂zr
,
∂
∂zj
) ∂
∂zj
+RTX
( ∂
∂zj
,
∂
∂zr
) ∂
∂zj
,
∂
∂zq
〉
dzr ∧ dzq
+
1
3
〈
RTX
( ∂
∂zj
,
∂
∂zr
) ∂
∂zj
+RTX
( ∂
∂zj
,
∂
∂zj
) ∂
∂zr
,
∂
∂zq
〉
dzr ∧ dzq.
(4.33)
By (4.21),
(4.34)
3
4
I23 =
〈
RTX
( ∂
∂zi
,
∂
∂zi
) ∂
∂zs
− RTX
( ∂
∂zs
,
∂
∂zi
) ∂
∂zi
,
∂
∂zj
〉
L −1bjzsP
+
〈
RTX
( ∂
∂zi
,
∂
∂zi
) ∂
∂zs
− RTX
( ∂
∂zs
,
∂
∂zi
) ∂
∂zi
,
∂
∂zj
〉
L −1bjzsP.
By Theorem 1.1, (1.7) and (1.8),(
L −1P⊥bjzsP
)
(Z,Z ′) =
1
4π
(
bjzsP
)
(Z,Z ′)
=
1
4π
(
− 2δjs + 2πzs
(
zj − z′j
))
P(Z,Z ′).
(4.35)
Note that by (1.7), zsP =
( bs
2π
+ z′s
)
P. Thus from Theorem 1.1, we get
(
L −1bjzsP
)
(Z,Z ′) =
[( bjbs
16π2
+
bj
4π
z′s
)
P
]
(Z,Z ′)
=
[1
4
(
zj − z′j
)(
zs − z′s
)
+
1
2
z′s
(
zj − z′j
)]
P(Z,Z ′).
(4.36)
As in (4.32), we get (
dxdy(L
−1bjzsP)
)
(0, 0) =
1
2
dzj ∧ dzs.(4.37)
From (3.11), (4.23), (4.34), (4.35) and (4.37), we get
(dxdyI23)(0, 0) =
4
√−1
3
〈
RTX(
∂
∂zj
,
∂
∂zi
)
∂
∂zi
− 2RTX
( ∂
∂zj
,
∂
∂zi
) ∂
∂zi
,
∂
∂zj
〉
ω(x0)
− 2
3
〈
RTX
( ∂
∂zr
,
∂
∂zi
) ∂
∂zi
+ 2RTX
( ∂
∂zi
,
∂
∂zr
) ∂
∂zi
,
∂
∂zq
〉
dzr ∧ dzq
− 2
3
〈
RTX
( ∂
∂zi
,
∂
∂zi
) ∂
∂zr
+RTX
( ∂
∂zi
,
∂
∂zr
) ∂
∂zi
,
∂
∂zq
〉
dzr ∧ dzq.
(4.38)
Clearly, by Theorem 1.1 and (4.21),
(4.39) − 3I25(Z,Z ′) =
(
P⊥
〈
RTX
(
R, ∂
∂zi
)
R, ∂
∂zi
〉
P
)
(Z,Z ′)
=
〈
RTX
( ∂
∂zj
,
∂
∂zi
) ∂
∂zk
+RTX
( ∂
∂zk
,
∂
∂zi
) ∂
∂zj
,
∂
∂zi
〉(
P⊥ ◦ (zjzkP))(Z,Z ′)
+
〈
RTX
( ∂
∂zj
,
∂
∂zi
) ∂
∂zk
,
∂
∂zi
〉(
P⊥ ◦ (zjzkP))(Z,Z ′).
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From Theorem 1.1, (1.7) and (4.25), we get
(4.40)
(
P⊥ ◦ (zjzkP))(Z,Z ′) = 1
2π
(
bkzjP
)
(Z,Z ′) =
(
− 1
π
δjk + zj(zk − z′k)
)
P(Z,Z ′),
and
(
P⊥ ◦ (zjzkP))(Z,Z ′) =
{
P⊥
[ 1
4π2
bjbk +
1
2π
(bjz
′
k + bkz
′
j)
]
P
}
(Z,Z ′)
=
(
(zj − z′j)(zk − z′k) + z′k(zj − z′j) + z′j(zk − z′k)
)
P(Z,Z ′)
=
(
zjzk − z′jz′k
)
P(Z,Z ′).
(4.41)
As in [13, (8.3.56), (8.3.63)], we have
∣∣∇XJ∣∣2 =∑
i,j
∣∣(∇XeiJ)ej∣∣2 = 8〈(∇X∂
∂zi
J
) ∂
∂zj
,
(∇X∂
∂zi
J
) ∂
∂zj
〉
,
〈
RTX
( ∂
∂zi
,
∂
∂zj
) ∂
∂zi
,
∂
∂zj
〉
=
1
32
∣∣∇XJ∣∣2.
(4.42)
By (3.11), (4.23), (4.39), (4.40), (4.41) and (4.42), we get
(4.43) (dxdyI25)(0, 0) = −1
3
〈
RTX
( ∂
∂zj
,
∂
∂zi
) ∂
∂zk
+RTX
( ∂
∂zk
,
∂
∂zi
) ∂
∂zj
,
∂
∂zi
〉
×
(
2
√−1δjk ω(x0)− dzj ∧ dzk
)
=
[
− 1
96
∣∣∇XJ∣∣2 + 1
3
〈
RTX
( ∂
∂zi
,
∂
∂zj
) ∂
∂zj
,
∂
∂zi
〉]
2
√−1ω(x0)
+
1
3
〈
RTX
( ∂
∂zi
,
∂
∂zr
) ∂
∂zi
−RTX
( ∂
∂zr
,
∂
∂zi
) ∂
∂zi
,
∂
∂zq
〉
dzr ∧ dzq.
Then by Lemma 3.1 and (4.21), we get
9I26(Z,Z
′) = 8π2
〈(∇X∂
∂zi
J
) ∂
∂zj
,
(∇X∂
∂zs
J
) ∂
∂zt
〉(
L −1P⊥zizjzsztP
)
(Z,Z ′).(4.44)
By Theorem 1.1, (1.7), (1.8) and (4.15), we get
(
L −1P⊥zizjbsP
)
(Z,Z ′) =
bs
4π
zizjP(Z,Z
′) =
1
4π
(− 2δiszj − 2δjszi + zizjbs)P(Z,Z ′),
(4.45)
(
L −1P⊥zizjbsbtP
)
(Z,Z ′) =
1
2π
(bsbt
4
zizj + δitbszj + δjtbszi + δisbtzj + δjsbtzi
)
P(Z,Z ′)
=
1
2π
(
− 3δjsδit − 3δjtδis + 1
2
δitzjbs +
1
2
δjtzibs +
1
2
δiszjbt +
1
2
δjszibt +
1
4
zizjbsbt
)
P(Z,Z ′).
(4.46)
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By (1.7), (4.45) and (4.46), we get(
L −1P⊥zizjzsztP
)
(Z,Z ′) =
(
L −1P⊥zizj
( bs
2π
+ z′s
)( bt
2π
+ z′t
)
P
)
(Z,Z ′)
=
1
4π2
(
L −1P⊥zizjbsbtP
)
(Z,Z ′) +
1
2π
(
L −1P⊥
(
zizjz
′
tbs + zizjz
′
sbt
)
P
)
(Z,Z ′)
=
1
4π2
{
− 3
2π
δitδjs − 3
2π
δjtδis +
1
2
δitzj
(
zs − z′s
)
+
1
2
δjtzi
(
zs − z′s
)
+
1
2
δiszj
(
zt − z′t
)
+
1
2
δjszi
(
zt − z′t
)
+
π
2
zizj
(
zt − z′t
)(
zs − z′s
)}
P(Z,Z ′)
+
1
8π2
{[− 2δiszj − 2δjszi + 2πzizj(zs − z′s)]z′t
+
[− 2δitzj − 2δjtzi + 2πzizj(zt − z′t)]z′s}P(Z,Z ′).
(4.47)
By (3.11), (4.44) and (4.47), we get
9(dxdyI26)(0, 0) =−
〈(∇X∂
∂zi
J
) ∂
∂zj
,
(∇X∂
∂zs
J
) ∂
∂zt
〉[
3(δitδjs + δjtδis)(−2
√−1)ω(x0)
+ δitdzj ∧ dzs + δjtdzi ∧ dzs + δisdzj ∧ dzt + δjsdzi ∧ dzt
+ 2δisdzj ∧ dzt + 2δjsdzi ∧ dzt + 2δitdzj ∧ dzs + 2δjtdzi ∧ dzs
]
.
(4.48)
By (4.48),
(4.49) (dxdyI26)(0, 0) =
2
3
√−1
〈(∇X∂
∂zi
J
) ∂
∂zj
,
(∇X∂
∂zi
J
) ∂
∂zj
+
(∇X∂
∂zj
J
) ∂
∂zi
〉
ω(x0)
− 1
3
[〈(∇X∂
∂zi
J
) ∂
∂zr
,
(∇X∂
∂zi
J
) ∂
∂zq
+
(∇X∂
∂zq
J
) ∂
∂zi
〉
+
〈(∇X∂
∂zr
J
) ∂
∂zi
,
(∇X∂
∂zi
J
) ∂
∂zq
+
(∇X∂
∂zq
J
) ∂
∂zi
〉]
dzr ∧ dzq.
Note that for U, V,W ∈ TX, 〈JU, V 〉 = ω(U, V ), thus (cf. [13, (8.3.48)]),〈
(∇XU J)V,W
〉
+
〈
(∇XV J)W,U
〉
+
〈
(∇XWJ)U, V
〉
= dω(U, V,W ) = 0.(4.50)
From Lemma 3.1, (4.50) and
∣∣ ∂
∂zj
∣∣2 = 1
2
, we have
〈(∇X∂
∂zi
J
) ∂
∂zr
,
(∇X∂
∂zq
J
) ∂
∂zi
〉
= 2
〈(∇X∂
∂zi
J
) ∂
∂zj
,
∂
∂zr
〉[〈(∇X∂
∂zi
J
) ∂
∂zj
,
∂
∂zq
〉
−
〈(∇X∂
∂zj
J
) ∂
∂zi
,
∂
∂zq
〉]
.
(4.51)
When we sum (4.51) over r = q, we get by (4.42) (cf. [13, (8.3.58)]),〈(∇X∂
∂zi
J
) ∂
∂zq
,
(∇X∂
∂zq
J
) ∂
∂zi
〉
=
1
16
∣∣∇XJ∣∣2.(4.52)
By (4.7) and (4.51), we get〈(∇X∂
∂zi
J
) ∂
∂zr
,
(∇X∂
∂zi
J
) ∂
∂zq
+
(∇X∂
∂zq
J
) ∂
∂zi
〉
= 2Jijr
(
2Ji jq −Jj iq
)
.(4.53)
By Lemma 3.1, (4.50) and
∣∣ ∂
∂zj
∣∣2 = 1
2
, we obtain
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〈(∇X∂
∂zr
J
) ∂
∂zi
,
(∇X∂
∂zq
J
) ∂
∂zi
〉
= 2
[〈(∇X∂
∂zi
J
) ∂
∂zj
,
∂
∂zr
〉
+
〈(∇X∂
∂zj
J
) ∂
∂zr
,
∂
∂zi
〉][〈(∇X∂
∂zi
J
) ∂
∂zj
,
∂
∂zq
〉
+
〈(∇X∂
∂zj
J
) ∂
∂zq
,
∂
∂zi
〉]
= 4Jijr
(
Ji jq −Jj iq
)
.
(4.54)
By taking the conjugation of (4.51), we get〈(∇X∂
∂zr
J
) ∂
∂zi
,
(∇X∂
∂zi
J
) ∂
∂zq
〉
= 2Ji jq
(
Jijr −Jjir
)
= 2Jijr
(
Ji jq −Jj iq
)
.(4.55)
Substituting (4.42), (4.52), (4.53), (4.54) and (4.55) into (4.49) yields
(dxdyI26)(0, 0) =
√−1
8
∣∣∇XJ∣∣2ω(x0)− 2
3
Jijr
(
5Ji jq − 4Jj iq
)
dzr ∧ dzq.(4.56)
4.3. Evaluation of (dxdyI2)(0, 0): part II. We evaluate now the contribution of I22, I24 in
(dxdyI2)(0, 0). The definitions of ∇X∇XJ and RTX imply that for U, V,W, Y ∈ TX (cf. [13,
(8.3.59)]),(∇X∇XJ)
(U,V )
− (∇X∇XJ)
(V,U)
=
[
RTX(U, V ), J
]
,〈(∇X∇XJ)
(Y,U)
V,W
〉
+
〈(∇X∇XJ)
(Y,V )
W,U
〉
+
〈(∇X∇XJ)
(Y,W )
U, V
〉
= 0.
(4.57)
Recall that [13, (8.3.71)],
(4.58)
∑
|α|=2
(
∂αRL
)
(R, ∂
∂zi
)
Zα
α!
= −√−1π
〈(∇X∇XJ)
(R,R)R,
∂
∂zi
〉
− 2π
3
〈
RTX(z, z)R, ∂
∂zi
〉
.
By (4.50) and (4.57), we get (cf.[13, (8.3.61)]): for u1, u2, u3 ∈ T (1,0)X, v1, v2 ∈ T (0,1)X,
(∇X∇XJ)(u1,u2)u3, (∇X∇XJ)(v1,v2)u3 ∈ T (0,1)X,
(∇X∇XJ)(u1,v2)u3 ∈ T (1,0)X,
2
√−1 〈(∇X∇XJ)(u1,v1)u2, v2〉 = 〈(∇Xu1J)u2, (∇Xv1J)v2〉 .
(4.59)
In particular, we have〈(∇X∇XJ)
(z,z)
z,
∂
∂zi
〉
= 0,
〈(∇X∇XJ)
(z,z)
u1,
∂
∂zi
〉
=
〈(∇X∇XJ)
(z,z)
u1,
∂
∂zi
〉
= 0,〈(∇X∇XJ)
(z,z)
u1,
∂
∂zi
〉
=
〈(∇X∇XJ)
(z,z)
u1 − [RTX(z, z), J ]u1, ∂
∂zi
〉
=
〈(∇X∇XJ)
(z,z)
u1,
∂
∂zi
〉
.
(4.60)
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By (4.57) and (4.60), we get
〈(∇X∇XJ)
(z,z)
z,
∂
∂zi
〉
=
〈[
RTX(z, z), J
]
z,
∂
∂zi
〉
=− 2√−1
〈
RTX(z, z)z,
∂
∂zi
〉
.
(4.61)
By (4.57) and (4.59) we get (cf. [13, (8.3.62)]),
〈(∇X∇XJ)
(u1,u2)
z,
∂
∂zi
〉
=
1
2
√−1
〈(∇Xu1J)u2, (∇Xz J) ∂∂zi −
(∇X∂
∂zi
J
)
z
〉
.(4.62)
By (4.59), (4.60), (4.61) and (4.62), we get
(4.63) − π√−1
〈(∇X∇XJ)
(R,R)R,
∂
∂zi
〉
= −π
2
〈(∇Xz J)z, 3(∇Xz J) ∂∂zi −
(∇X∂
∂zi
J
)
z
〉
− 2π
〈
RTX(z, z)z,
∂
∂zi
〉
− π√−1
〈(∇X∇XJ)
(z,z)
z,
∂
∂zi
〉
.
By (4.21), (4.58) and (4.63), we get
I22(Z,Z
′) =−
[
π
4
〈(∇X∂
∂zj
J
) ∂
∂zk
, 3
(∇X∂
∂zs
J
) ∂
∂zi
− (∇X∂
∂zi
J
) ∂
∂zs
〉
+
π
3
〈
RTX
( ∂
∂zj
,
∂
∂zs
) ∂
∂zk
,
∂
∂zi
〉](
L −1bizjzkzsP
)
(Z,Z ′)
− 4π
3
〈
RTX
( ∂
∂zj
,
∂
∂zs
) ∂
∂zt
,
∂
∂zi
〉(
L −1bizjzsztP
)
(Z,Z ′)
− π
2
√−1
{
L −1bi
〈(∇X∇XJ)
(z,z)
z,
∂
∂zi
〉
P
}
(Z,Z ′).
(4.64)
By (1.7) and (1.8), we get
bizjzkzsP = bizjzk
( bs
2π
+ z′s
)
P
=
(bibs
2π
zjzk +
δjs
π
bizk +
δks
π
bizj + bizjzkz
′
s
)
P.
(4.65)
Thus, by Theorem 1.1, (1.7), (1.8) and (4.65), as in (4.47), we get(
L −1bizjzkzsP
)
(Z,Z ′)
=
( bibs
16π2
zjzk +
δjs
4π2
bizk +
δks
4π2
bizj +
bi
4π
zjzkz
′
s
)
P(Z,Z ′)
=
1
4π2
(
− δjsδik + πδjszk
(
zi − z′i
)− δksδij + πδkszj(zi − z′i)
− πδijzk
(
zs − z′s
)− πδikzj(zs − z′s)+ π2zjzk(zi − z′i)(zs − z′s))P(Z,Z ′)
+
1
4π
(
− 2δijzk − 2δikzj + 2πzjzk
(
zi − z′i
))
z′sP(Z,Z
′).
(4.66)
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By (4.6) and (4.66), we get
(4.67)
(
L −1bizjzkzsP
)
(Z,Z ′) ≈ −
[ 1
4π2
(
δjsδik + δksδij
)
+
1
4π
(
δjszkz
′
i + δkszjz
′
i + δijzkz
′
s + δikzjz
′
s
)]
P(Z,Z ′).
Again by (1.7) and (1.8),
bizjzsztP = bizj
( bs
2π
+ z′s
)( bt
2π
+ z′t
)
P
=
[
bibsbt
4π2
zj +
1
2π2
(
δjsbibt + δjtbibs
)
+
bi
2π
(
bszj + 2δjs
)
z′t +
bi
2π
(
btzj + 2δjt
)
z′s + bizjz
′
sz
′
t
]
P.
(4.68)
By Theorem 1.1 and (4.68), we get
(4.69) L −1bizjzsztP =
[
bibsbt
48π3
zj +
1
16π3
(
δjsbibt + δjtbibs
)
+
bi
16π2
(
bszj + 4δjs
)
z′t
+
bi
16π2
(
btzj + 4δjt
)
z′s +
bi
4π
zjz
′
sz
′
t
]
P.
By (1.7), (1.8) and (4.6), we get
( bi
16π2
(
bszj + 4δjs)z
′
tP
)
(Z,Z ′) ≈ 1
4π
(
δjszi − δijzs
)
z′tP(Z,Z
′).(4.70)
By (4.32), (4.69) and (4.70), we obtain
(
dxdy
(
L −1bizjzsztP
))
(0, 0) =
1
4π
(
δjsdzi − δijdzs
) ∧ dzt + 1
4π
(
δjtdzi − δijdzt
) ∧ dzs
=
1
4π
(
δjsdzi ∧ dzt + δjtdzi ∧ dzs
)
.
(4.71)
Finally, by Theorem 1.1, (1.7) and (1.8), as in (4.29), we get
(
L −1bizjzjztP
)
(Z,Z ′) =
(
L −1bi
( bj
2π
+ z′j
)( bs
2π
+ z′s
)( bt
2π
+ z′t
)
P
)
(Z,Z ′)
∼
{
L −1bi
[bjbsbt
8π3
+
1
4π2
(
bjbsz
′
t + bjbtz
′
s + bsbtz
′
j
)]
P
}
(Z,Z ′)
≈ 0.
(4.72)
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From (3.11), (4.64), (4.67), (4.71) and (4.72), we obtain
(4.73) (dxdyI22)(0, 0) =
{
1
8π
〈(∇X∂
∂zj
J
) ∂
∂zi
,
(∇X∂
∂zj
J
) ∂
∂zi
+
(∇X∂
∂zi
J
) ∂
∂zj
〉
+
1
12π
〈
RTX
( ∂
∂zi
,
∂
∂zi
) ∂
∂zj
+RTX
( ∂
∂zj
,
∂
∂zi
) ∂
∂zi
,
∂
∂zj
〉}(− 2π√−1)ω(x0)
+
1
8
[〈(∇X∂
∂zj
J
) ∂
∂zr
,
(∇X∂
∂zj
J
) ∂
∂zq
+
(∇X∂
∂zq
J
) ∂
∂zj
〉
+
〈(∇X∂
∂zr
J
) ∂
∂zj
,
(∇X∂
∂zj
J
) ∂
∂zq
+
(∇X∂
∂zq
J
) ∂
∂zj
〉]
dzr ∧ dzq
+
1
6
〈
RTX
( ∂
∂zj
,
∂
∂zj
) ∂
∂zr
+RTX
( ∂
∂zr
,
∂
∂zj
) ∂
∂zj
,
∂
∂zq
〉
dzr ∧ dzq
+
1
3
〈
RTX
( ∂
∂zj
,
∂
∂zj
) ∂
∂zr
+RTX
( ∂
∂zj
,
∂
∂zr
) ∂
∂zj
,
∂
∂zq
〉
dzr ∧ dzq.
Note that by (4.23),
RTX
( ∂
∂zj
,
∂
∂zj
) ∂
∂zr
= RTX
( ∂
∂zr
,
∂
∂zj
) ∂
∂zj
+RTX
( ∂
∂zj
,
∂
∂zr
) ∂
∂zj
.(4.74)
By (4.23), (4.42), (4.52), (4.53), (4.54), (4.55), (4.73) and (4.74), we get
(4.75) (dxdyI22)(0, 0) = −
√−1
[
5
96
∣∣∇XJ∣∣2 + 1
3
〈
RTX
( ∂
∂zj
,
∂
∂zi
) ∂
∂zi
,
∂
∂zj
〉]
ω(x0)
+
1
4
Jjir
(
5Jj iq − 4Ji jq
)
dzr ∧ dzq
+
1
6
〈
RTX
( ∂
∂zj
,
∂
∂zr
) ∂
∂zj
+ 2RTX
( ∂
∂zr
,
∂
∂zj
) ∂
∂zj
,
∂
∂zq
〉
dzr ∧ dzq
+
1
3
〈
RTX
( ∂
∂zj
,
∂
∂zj
) ∂
∂zr
+RTX
( ∂
∂zj
,
∂
∂zr
) ∂
∂zj
,
∂
∂zq
〉
dzr ∧ dzq.
By (4.57), (4.59) and (4.60), we get (cf. [14, (2.28)]),
〈(∇X∇XJ)
(R,R)
∂
∂zi
,
∂
∂zi
〉
= 2
〈(∇X∇XJ)
(z,z)
∂
∂zi
,
∂
∂zi
〉
= −√−1
〈(∇Xz J) ∂∂zi ,
(∇Xz J) ∂∂zi
〉
.
(4.76)
By (4.25) and (4.35), we get
(
L −1P⊥zsztP
)
(Z,Z ′) = − 1
4π2
(
δst − πzs
(
zt − z′t
))
P(Z,Z ′).(4.77)
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By (3.11), (4.42), (4.54), (4.76) and (4.77), we obtain
(dxdyI24)(0, 0) =
〈(∇X∂
∂zj
J
) ∂
∂zi
,
(∇X∂
∂zj
J
) ∂
∂zi
〉
(−√−1)ω(x0)
+
1
2
〈(∇X∂
∂zs
J
) ∂
∂zi
,
(∇X∂
∂zt
J
) ∂
∂zi
〉
dzs ∧ dzt
= −
√−1
8
∣∣∇XJ∣∣2ω(x0) + 2Jijr(Ji jq −Jj iq)dzr ∧ dzq.
(4.78)
Combining (4.22), (4.23), (4.33), (4.38), (4.42), (4.43), (4.56), (4.74), (4.75) and (4.78),
we obtain
(4.79) − (dxdyI2)(0, 0) =
√−1
〈
RTX
( ∂
∂zj
,
∂
∂zi
) ∂
∂zi
,
∂
∂zj
〉
ω(x0)
− 1
2
〈
RTX
( ∂
∂zj
,
∂
∂zr
) ∂
∂zj
,
∂
∂zq
〉
dzr ∧ dzq − 1
12
Jjir
(
Jj iq + 4Ji jq
)
dzr ∧ dzq.
By Lemma 3.1, (4.50), (4.57), (4.51), (4.54), (4.55) and (4.62), we get (cf. [13, (8.3.63)])
〈
RTX
( ∂
∂zj
,
∂
∂zr
) ∂
∂zj
,
∂
∂zq
〉
=
√−1
2
〈[
RTX
( ∂
∂zj
,
∂
∂zr
)
, J
] ∂
∂zj
,
∂
∂zq
〉
=
√−1
2
〈[(∇X∇XJ)
( ∂
∂zj
, ∂
∂zr
)
− (∇X∇XJ)
( ∂
∂zr
, ∂
∂zj
)
] ∂
∂zj
,
∂
∂zq
〉
=
1
4
〈(∇X∂
∂zj
J
) ∂
∂zr
− (∇X∂
∂zr
J
) ∂
∂zj
,
(∇X∂
∂zj
J
) ∂
∂zq
− (∇X∂
∂zq
J
) ∂
∂zj
〉
=
1
2
JjriJjqi.
(4.80)
Substituting (4.80) into (4.79) yields
(4.81)
(dxdyI2)(0, 0) = −
√−1
〈
RTX
( ∂
∂zj
,
∂
∂zi
) ∂
∂zi
,
∂
∂zj
〉
ω(x0) +
1
3
Jjir
(
Jj iq + Ji jq
)
dzr ∧ dzq.
4.4. Proof of Theorem 3.3. By (4.4) and (4.81), we get
(dxdyI4)(0, 0) =(dxdyI2)(0, 0).(4.82)
Substituting (4.12), (4.13), (4.17), (4.19), (4.81) and (4.82) into (4.2), we finally obtain
(4.83)
(
dxdyF2
)
(0, 0) = −6
9
Jjir
(
Ji jq + Jj iq
)
dzr ∧ dzq + 2(dxdyI2)(0, 0)
= −2√−1
〈
RTX
( ∂
∂zj
,
∂
∂zi
) ∂
∂zi
,
∂
∂zj
〉
ω(x0).
By [13, Theorem8.3.4, Lemma8.3.10],
8
〈
RTX
( ∂
∂zj
,
∂
∂zi
) ∂
∂zi
,
∂
∂zj
〉
= rX +
1
4
∣∣∇XJ∣∣2 = 8πb1(x0).(4.84)
The identities (4.83) and (4.84) yield Theorem 3.3. This concludes the proof of Theorem 0.1.
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