The analysis of a speech act is important for dialogue understanding systems because the speech act of an utterance is closely associated with the user's intention in the utterance. This paper proposes a speech act classification model that effectively uses a two-layer hierarchical structure generated from the adjacency pair information of speech acts. The proposed model has two advantages when adding hierarchical information to speech act classification; the improved accuracy of the speech act classification and the reduced running time in the testing phase. As a result, it achieves higher performance than other models that do not use the hierarchical structure and has faster running time because Support Vector Machine classifiers can efficiently be arranged on the two-layer hierarchical structure.
Introduction
A dialogue system is a software program that enables a user to interact with a system using natural language (Lee et al., 2010) . An essential task of the dialogue system is to understand what the user says. Because a speech act is a linguistic action intended by a speaker, the dialogue system must first identify speech acts that imply the user's intentions.
Some initial approaches for speech act classification have been based on knowledge such as recipes for plan inference and domain specific knowledge (Litman and Allen, 1987; Carberry, 1989) . Since these knowledge-based models depend on costly handcrafted knowledge, it is difficult to extend them to more complex domains. Various machine learning approaches have been utilized to identify speech acts in order to overcome this problem (Samuel et al., 1999; Reithinger and Klesen, 1997; Choi et al., 1999) . Recently, in many applications that require front-end speech recognition, the prosodic information as well as the lexical information is considered as a significant feature because this prosodic information contained in the speech signal can provide another source of complementary information (Dielmann and Renals, 2008; Laskowski and Shriberg, 2009; Huda et al., 2009; Levinson, 1983; Rangarajan et al., 2009 ).
Currently, research on hierarchical classification is receiving considerable attention from researchers. It seems natural to derive some hierarchy from many different kinds of speech acts in order to effectively discriminate between them. In general, the speech acts can be divided into several categories in a hierarchical structure. Therefore, we propose an effective speech act classification model with a two-layer hierarchical classification method. In our model, the hierarchy of speech acts is built up by the principle of the adjacency pair (Grosz, 1995; Levinson, 1983) . The adjacency pair is defined as a pair of utterances that are adjacent and ordered as first and second parts, where a particular type of the first part requires a particular type of the second part: "ask-if," "ask-ref" and "askconfirm" for the first part and "response" for the second part. Since most general dialogues are constructed by this principle, we can easily divide all the speech acts into several categories generated from each part of the adjacency pair with similar characteristics. We finally build a two-layer hierarchical structure of the speech acts; the first layer is composed of the adjacency pair types and one other type, and the second layer is organized by individual speech acts. Since this layered hierarchical structure is based on the principle of the adjacency pair which many actions in conversation are accomplished through, it can be easily applied to most speech act classification tasks with various speech act sets. To verify the generality of our model, we use two different types of dialogue corpora in our experiments. Finally, our model improved performance in both of two corpora that are composed of different speech act sets and are constructed in different domains.
From the viewpoint of running time, the classification complexity of our model can be reduced because a range of classifications in the second layer is limited to one category in the first layer. This paper is organized as follows. In section 2, we explain the two-layer hierarchical structure of speech acts and the proposed classification method. Section 3 describes our experimental results. The final section states the conclusions.
Related Work
Initial state of speech act classification was based on a rule that is extracted from a tagged dialogue corpus, such as linguistic rules, or dialogue grammar (Grosz, 19 95; Lee, 1996; Lambert, 1993) . Lee proposed a two-step speech act classification s ystem that uses linguistic rules and a dialogue flow diagram; the first step involve s surface speech act classification, and the second step performs a deeper level of speech act classification. The surface speech acts are selected using linguistic infor mation of the current utterance and a linguistic rule that is extracted from a tagge d dialogue corpus. All possible surface speech acts are selected in this step of sur face speech act classification. In the deep speech act classification step, the most suitable speech act is selected from among the surface speech acts using contextual information, such as dialogue flow diagrams.
Rule-based speech act classification depends on handcrafted knowledge that is costly to produce, so it is not easy to scale up and expand the acts into domains.
Recently, statistical speech act classification using a tagged dialogue corpus has be en proposed in order to solve such problems (Kim et al., 2004; Lee and Seo, 2002; Choi et al., 2005) . Most previous works on speech act classification have used two feature types: sentential features and contextual features. Sentential features reflect linguistic characteristics, and are extracted from the surface utterance by a linguistic analyzer, such as a morphological analyzer, syntactic parser or semantic analyzer.
Contextual features reflect the relationship between the current utterance and the previous utterance. A syntactic pattern consists of the selected syntactic features of an utterance, which then approximate the utterance (Lee et al., 1997) . In an actual dialogue, a speaker can express an identical meaning using different surface utterances, based on the speaker's personal linguistic background. A syntactic pattern generalizes these surface utterances based on their syntactic features. In this regard, Lee (Lee and Seo, 2002) . They computed speech act probabilities for each utterance using a forward algorithm. When computing the speech act probabilities in order to find the best path in HMM, the problem of sparse data arises. To solve the sparse data problem, they smoothed the probabilities based on the class probabilities of decision trees. Choi et al. proposed a statistical dialogue classification model that can perform both speech act classification and discourse structure analysis using MEM (Choi et al., 2005) . Their model can acquire discourse knowledge from a discourse-tagged corpus in order to resolve ambiguities. In addition, they defined the discourse segment boundary in order to represent the structural relationship of the discourse based on two consecutive utterances in a dialogue, and used them to statistically analyze both the speech act of an utterance and the discourse structure of a dialogue.
Speech Act Classification by Using a Two-layer Hierarchical Structure of

Speech Acts
Two-layer hierarchical structure of speech acts
An adjacency pair is an example of conversational turn-taking. An adjacency pair is composed of two utterances by two speakers, one following the other. The spe aking of the first utterance (the first part of the pair; the first turn) provokes a re sponding utterance (the second part of the pair; the second turn).
In this study, speech acts in the first layer are divided into 3 categories: Questio n, response and other type. These categories are assigned according to the characte ristics of each part of the adjacency pair. The question and response types are part s of the adjacency pair, and the other type is the category for speech acts that ca n be uttered alone. The second layer consists of speech acts that are involved in each category of the first layer. In the end, we grouped 16 speech acts into these 3 categories.
The question type corresponds to the first part of the adjacency pair and its utterances are active, like the demand for information. This type includes "question" ("ask-if," "askref," "ask-confirm"), "suggest," "offer" and "request." The response type corresponds to the second part of the adjacency pair and its utterances are the responses to the first part.
This type includes "accept," "reject," "response," "acknowledge," "express" and "promise." Finally, the other type consists of speech acts that can be independently used without being a pair. This type includes "opening," "closing" and "introducing-oneself."
Since adjacency pair is a basic principle to make conversational turn-taking, our twolayered hierarchical structure has an advantage that it can be adapted to the other dialogue analyses. Table 1 shows the two-layer hierarchical structure of the speech acts used in our corpus.
[ Table 1 . Two-layer hierarchical structure of speech acts.]
Speech act classification
For speech act classification, the speech act of current utterance can be expressed by Eq.
(1) (W. Choi, 2005) .
SA(U i ) denotes the speech act of the i th utterance (U i ) and S i,j denotes j th candidate speech act of the i th utterance (U i ), given a dialogue including n utterances. Since we assume that the current speech act is dependent on the sentential features set (F i ) of current utterance (U i ) and the speech act (SA(U i-1 )) of the previous utterance (U i-1 ).
Sentential features contain lexical and morphological informative clues for determining the current speech act, and the previous speech act provides contextual information.
The feature extraction method proposed by Kim et al. is used in this model and it has exhibited the best performance in Korean speech act classification (Kim et al., 2004) .
This method assumes that the sentential features in an utterance are extracted from the lexical information of clue words and the sequence of Part-of-Speech (POS) tags, and these features provide very effective information for analyzing the speech acts of utterances. As a result, the sentential features are composed of words annotated with POS tags and POS bi-grams of all the words in an utterance; these features can be extracted by only using a morphological analyzer. Only a speech act tag of previous utterance by the Markov assumption is also used as a contextual feature.
Speech act classification is not a problem of finding an optimum path of speech acts throughout all the utterances of a dialogue, because dialogue analysis has already been carried out in real time in dialogue systems. Thus, in our model, we employ a Support
Vector Machine (SVM) (Vapnik, 1995) , which has been widely used and has demonstrated significant performance in various learning tasks (Kim et al., 2011) , since HMM and Conditional Random Fields (CRFs) are not appropriate classification models for speech act classification. In our experimental settings, given the user's input in real time, the speech act of the input utterance is detected, rather than looking for a full sequence of speech acts that constitute a dialogue. This is the same environment as that used in a real dialogue system. It is impossible for a speech act system in a real dialogue system to analyze the sequence of all the speech acts of the entire conversation, because the system cannot foresee the whole conversation.
Therefore, in this study, it was not effective to use HMM or CRFs for optimized sequential labeling, because entire conversations were not obtained in our experimental environment. These models can also cause slowdowns due to the large amount of computation involved.
Equation (2) for SVM represents the equation of the hyper-plane in a highdimensional space called the kernel space.
If X is the vector of the features, then the discriminant function is given by f x .
• denotes the inner product, and b is a constant. The vector W is a normal vector that is perpendicular to the hyper-plane. The SVM is designed such that 0 < f x for positive examples and 0 > f x for negative examples as long as the data is separable.
In addition, we use the binary feature-weighting scheme, which is known to perform well in speech act classification, because each feature in an utterance rarely occurs more than once. Therefore, the vector X of each utterance in this model consists of the speech act (SA(U i-1 )) of previous utterance and the sentential feature set (F i ={f i,1 ,…f i,n }) and each element of this vector is represented by a binary feature-weighting scheme as shown in the following Eq. (3).
In general, the SVM model requires as many classifiers as the number of speech acts to be classified, because SVM typically provides only a binary decision function. Figure   1 illustrates and compares a flat structure (a) and a hierarchical structure (b) of speech acts. In our research, a hierarchical classification method using an SVM is applied to the speech act classification. As can be seen Figure The test utterances are finally classified into one speech act among the speech acts included in the assigned type by the classifiers of the second layer; Question, response and other type consist of 6, 7 and 3 SVM classifier, respectively. Finally, we can observe that the proposed model is able to employ fewer classifiers than are used by flat classification models.
For example, the flat classification needs a total of 16 classification tasks for 16 speech acts, whereas the hierarchical classification needs at most 10 classification tasks, as shown in Figure 1 . Therefore, we think that the proposed model can be more an efficient speech act classification model in real-time systems like dialogue systems in particular.
Experimental Evaluation
Data set
We use two different types of Korean dialogue corpus corpora for applying our hierarchal strategy to various dialogue environments. And both corpora are trained and tested separately. The first one is collected from real fields including hotel, airline and tour reservations. This corpus consists of 528 dialogues (19.5 utterances per dialogue and 16 speech act) and 10,281 utterances (training data (8,349) and test data (1,932)). Each utterance in the dialogues was manually annotated with a speaker (SP) and a speech act (SA). Table 2 shows a part of the annotated dialogue corpus used in the experiment.
Especially, this corpus was used to compare the performance of previous models besides testing our model.
[ utterances (train data (17,054) and test data (4,256)).
Experimental results
Comparing the proposed model with the baseline model
In order to evaluate the proposed model, we implemented a baseline model with a flat structure of speech acts. We can also calculate the F 1 -score and the cost measure for each speech act in our experimental environment (Deisy, 2010) . F1-score is given in Eq. (4) and is the harmonic mean of the precision (Eq. (5)) and the recall (Eq. (6) The cost measure is the rate of misclassification of speech acts. The cost measure is given in Eq. (7), and the classification cost considers both of the miss (Eq. (8) 
The proposed model achieved higher performance, higher F 1 -scores and lower costs, than the baseline model through almost all the speech acts in both corpora, as can be seen from Table 3. [ Table 3 . Comparing F 1 and Cost measures for baseline and proposed models in individual speech act: B.model, P.model are the baseline and proposed model respectively]
In several speech acts, the performances of the proposed model are lower than those of the baseline models. We observed that most of uncorrected utterances in "accept" and "reject" speech acts (the first corpus) and "inform" speech act (the second corpus) were misclassified into "response" speech act. The distributions of speech acts in both corpora are biased toward the "response" speech act. In addition, the SVM classifier in hierarchical classification is certainly learned from more skewed distribution of speech acts in the case of the response type in the second layer because the portion of the "response" speech act in the response type is bigger than that of total corpus. We can observe that the "confirm" and "opening" speech acts have zero performance. They occur only 5 and 6 times in the second corpus, and it made that kind of poor performance. Table 4 shows the differences in the micro-and macro-average accuracy scores between the proposed and baseline models.
[ Table 4 . Performance differences between the proposed and baseline models]
Micro-average accuracy was calculated by dividing the number of correctly classified utterances by the total number of classified utterances, whereas macro-average accuracy was calculated as the average of the accuracy values of all the speech acts. The microaverage accuracy of the proposed model was 3% and 2% higher than that of the baseline model in the first and second corpora, respectively, and the macro-average accuracy of the proposed model was 5% and 9% higher than that of the baseline model in the first and second corpora, respectively. It means that we achieved more improvement in speech acts (e.g., "offer") with a small number of utterances than in those (e.g., "response") with a large number of utterances.
Comparing the proposed model with other previous models
This section explains the results obtained using the proposed model and other, previous speech act analysis models. Table 5 shows these other, previous models of different types, and their performance.
[ Table 5 . Performance of the proposed model and other previous models on the first corpus]
The first and second model used rule-based approaches. The first model defined rules such as dialogue transition networks in order to apply the structural information of a discourse (Lee et al., 1997 ). The second model used a fuzzy trigram model (Kim and Seo, 2003) , which used a membership function in fuzzy set theory instead of conversational probability distributions. They were not, however, adequate to deal with a variety of dialogues, since they used a restricted rule-based model. Furthermore, these rule-based models were not better than statistical models such as HMM or MEM.
The third model used a smoothed HMM, which combined HMM and decision trees (Lee and Seo, 2002) . This model computed the speech act probabilities for each utterance, using a forward algorithm. Decision trees provided the observation probabilities and transition probabilities, and were constructed based on syntactic patterns. The fourth model exploited MEM (Choi et al., 2005) . This model used discourse information drawn from a discourse-tagged corpus. The last model (the proposed model) used an SVM model with a two-layer hierarchical structure. The proposed model only used the sentential features, which were composed of words annotated with POS tags and POS bigrams. As a contextual feature, the speech act tag of a previous utterance was also used.
We report the performance of each model based on the use of the same test data set (the first corpus) and an evaluation metric that are used in this paper. The proposed model applies a small feature set to be easier to extract than other statistical models, and shows significantly better performance than MEM and HMM.
Discussions
Most dialogue systems are designed to achieve the objectives of the user. Thus, the conversation involves repetitive questions (or requests) and responses. In our paper, the first layer of the speech act hierarchy consists of question, response and other types of speech acts, and actual dialogues are generated by a pair of a question and response type in a real dialogue system. A question type implies the intent to ask for information, while response types can assume the form of a variety of appropriate responses to a question type. Even if the classification result of a speech act in the second layer is incorrect, the user intent of the dialogue system (asking for information) is maintained (in Table 6 , see the high degrees of accuracy in the first layer). As a result, the dialogue system can generate some kind of response, even if it is more difficult to generate an exact response.
In Table 6 , all the degrees of accuracy of the first-layer classification exceed 0.96 in both corpora. Table 6 shows the differences between the performance of the proposed and baseline models in each layer of the hierarchical structure.
[ Table 6 . Performance differences in each layer of the hierarchical structure]
The proposed model can minimize the difficulty of dealing with errors in the second layer because the classification performance of the first layer is much higher. Although an input utterance may ultimately be misclassified in the second layer, it is most likely to be correctly classified in the first layer. That is, a misclassified utterance probably contains one speech act that is semantically similar to a correct speech act. Thus, we expect that our dialogue manager can handle misclassified utterances more easily. In addition, when the proposed method is applied in real dialogue systems, the task success rate of the system's operation can be expected to be greatly improved.
We here verify that the running time of our model in the testing phase is much faster 
Conclusions
We proposed an effective speech act classification using two-layer hierarchical model.
For constructing this model, we used the adjacency pair principle. The proposed model showed higher performance than the baseline model without the hierarchical structure and other previous models. In addition, the proposed model has a faster running time. Then, is a meal included in the tuition fee? Ask-if 
