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ABSTRACT
We examine the empirical evidence on the expectations hypothesis of the term structure of
interest rates in the United States, the United Kingdom, and Germany using the Campbell-Shiller
(1991) regressions and a vector-autoregressive methodology. We argue that anomalies in the U.S.
term structure, documented by Campbell and Shiller (1991), may be due to a generalized peso
problem in which a high-interest rate regime occuued less frequently in the sample of U.S. data than
was rationally anticipated. We formalize this idea as a regime-switching model of short-term interest
rates estimated with data from seven countries. Technically, this model extends recent research on
regime-switching models with state-dependent transitions to a cross-sectional setting. Use of the
small sample distributions generated by the regime-switching model for inference considerably
weakens the evidence against the expectations hypothesis, but it remains somewhat implausible that
our data-generating process produced the U.S. data. However, a model that combines moderate
time-variation in term premiums with peso-problem effects is largely consistent with term structure
data from the U.S., U.K., and Germany.
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dmarshallfrbchi.orgWhen researchers test the expectations hypothesis of the term structure with U.S. data, an
interesting paradox emerges. Briefly, the change in the long-term interest rate does not behave as
predicted by the expectations hypothesis, whereas future short rates do change in the direction
predicted by the expectations hypothesis. Even so, at the short end of the term structure, future
short rates do not move enough and the theory is still rejected (Campbell and Shiller (1991)).
General equilibrium attempts to explain these observations with time-varying risk premiums generally
fail.' The goal of our project is to see whether these problems may be driven, not by a failure of
the economic theory, but by a failure of the asymptotic distribution theory used to test these models.
There is good reason to be suspicious of the asymptotic distribution theory underlying
previous research. In Bekaert, Hodrick and Marshall (1997a), we document extreme small sample
biases and deviations from asymptotic distribution theory in standard tests of the expectations
hypothesis. Given the extreme persistence of short interest rates, the samples that researchers have
available to study the expectations hypothesis are too small for asymptotic distribution theory to allow
correct inference. One result in Bekaert, Hodrick and Marshall (1997a) is that the small sample
distributions of different tests of the expectations hypothesis imply a more uniform rejection of the
null in U.S. data than would be concluded from the asymptotic distributions. Nevertheless, the
evidence against the expectations hypothesis is much weaker in other countries (see Hardouvelis
(1994), Jorion and Mishkin (1991) and Gerlach and Smets (1997)) so that the U.S. data still appear
puzzling.
In this paper, we attempt to explain the anomalous patterns in the U.S. term structure by
focusing on a particular issue in small sample inference known as the "peso problem". Peso problems
1Recentexamples of general equilibrium macroeconomic models of the term structure include
Backus, Gregory and Zin (1989), den Haan (1995), and Bekaert, Hodrick and Marshall (199Th).
Backus, Foresi, Mozumdar and Wu (1997), Fisher and Gilles (1996) and Roberds and Whiteman
(1996) develop the implications of the Affine Class of general equilibrium financial models for the
Campbell-Shiller (1991) results.
1are often defined narrowly to arise when the distribution of the data generating process includes a
low probability, usually catastrophic, state that generates extreme disutility to economic agents.2
Because this state has low probability, it is unlikely to be observed in a given small sample of data
Because the state is catastrophic, the possibility that this state may occur substantially affects agents'
decisions, which in turn determines equilibrium prices and rates of return. Here, we define a peso
problem more broadly as arising whenever the ex post frequencies of states within the data sample
differ substantially from their ex ante probabilities, and where these deviations distort econometric
inference. When a peso problem is present, the sample moments calculated from the available data
do not coincide with the population moments that agents actually use when making their decisions.
We formalize this peso problem intuition in a regime-switching model where changes in policy
regimes affect the distribution of the short-term interest rate. In particular, returns to investors in
bond markets depend crucially on whether the monetary policy regime implies low, moderate, or high
inflation. Today's bond prices will reflect investors' beliefs about the probabilities of these alternative
regimes in the future. A peso problem could arise if agents repeatedly believe that the probability
of a regime switch is higher than average, but these switches fail to occur ex post. In principle, such
a peso problem could explain patterns found in U.S. term structure data, in which increases
(decreases) in the term spread fail to be followed, on average, by increases (decreases) in future long-
term yields. As we demonstrate in section 2, below, the empirical evidence suggests a peso problem
of this sort. The evidence against the expectations hypothesis is the weakest in the UK,which
experienced the largest frequency of inflationary episodes during the sample period. Furthermore,
the evidence against the expectations hypothesis is also considerably weaker when term spreads are
not exceptionally large (in absolute value). Unusually large term spreads may coincide with periods
2Forexample, this is the type of peso problem considered in Rietz's (1988) explanation of the
equity premium puzzle.
2in which agents anticipate a switch to a high inflation regime. This suggests that expectations of
regime shifts may play a role in explaining observed term structure patterns.
Expectations of regime changes have a long history as potential explanations of puzzling
economic phenomena. While theoretical rational expectations models in the 1970's often analyzed
how a financial variable, such as an interest rate or an exchange rate, would jump and evolve in
anticipation of some future change in government policy, it was not until the 1980's that formal
econometric models were developed incorporating these ideas. Flood and Garber (1980) is an early
empirical contribution which used the term 'process switching" to describe the evolution of monetary
policy regimes and the possibility of monetary reform that agents must assess during a hyperinflation.
In the 1970's it was also recognized that failure to model expectations of changes in regimes could
seriously compromise time series econometric analysis of financial data. Krasker (1980) was the first
to publish an econometric analysis of this issue as it related to exchange rates. Of course, the
literature on the term structure of interest rates has also recognized that changes in regimes are
important phenomena.'
There is an obvious difficulty in empirically implementing the peso-problem intuition: Some
such explanation can always be constructed to explain observed return anomalies, but, by definition,
the proposed explanation cannot be tested using the small sample of data available to the
econometrician. We attempt to resolve this difficulty by estimating our regime-switching model using
data from different countries simultaneously. In effect, we overcome the problem of the small sample
from U.S. observations by adding data from other countries. Of course, doing so requires the strong
assumption that the data from other countries are drawn from the same unconditional distribution
as the U.S. data. We regard this as a reasonable starting point. The developed countries of the
'Hamilton (1988), Lewis (1991), Evans and Lewis (1994), Naik and Lee (1994), Sola and Driffill
(1994) and Gray (1996) all consider how changes in regimes affect the empirical analysis of the term
structure of interest rates. Evans (1995) surveys the evolution of the literature on peso problems.
3world face a similar set of technological shocks and have similar political economies. Countries' rates
of inflation and real interest rates therefore vary over time for similar reasons, but the inflation
experiences and real interest rates observed in any given country during a limited time period
represent potential realizations that could occur in any of the other countries. Rational investors will
use information from other countries' inflation and real interest rate histories in determining the
probability distribution of future nominal interest rates in their own country.4
Our regime-switching model of the short-term interest rate extends the univariate model in
Gray (1996) to a cross-sectional setting of multiple countries with multiple regimes. We estimate the
model using data from seven countries. We then incorporate the estimated short rate process into
two term structure models. The first imposes the expectations hypothesis: that is, term premiums are
assumed to be constant over time. In the second, we consider the possibility that regime switches
may induce time-variation in term premiums. We do so by assuming that long-term interest rates are
generated by a pricing kernel similar to that found in the affine class of general equilibrium models
(see Duffie and Kan (1996), Backus (1993)). For each of these models, we compute the small
sample distributions of several widely-used tests of the expectations hypothesis, and we use these
small sample distributions to re-evaluate these test statistics. We also ask whether samples that are
characterized by peso-problems resemble the U.S. data.
In the model with constant term premiums, we find that the evidence against the expectations
hypothesis is substantially weaker when the small sample distribution is used. Interestingly, these
results emerge in spite of the extreme positive small sample bias in many of these statistics, a bias that
tends to work against the expectations hypothesis. The reason is that, in addition to this positive bias,
"While inflation expectations are an important interest rate determinant that may be subject to
regime switches, many empirical studies also document substantial variability in real interest rates.
This may explain why regime switches in inflation do not coincide with regime switches in nominal
interest rates (Evans and Lewis (1995)).
4the small sample distributions display extreme dispersion. Furthermore, there is evidence that the
patterns found in U.S. data are associated with "peso problem samples" in which the high-rate regime
occurs infrequently. In the model with time-varying term premiums, these effects are magnified.
Even though the amount of time-variation in term premiums is small and the population values of
the test statistics are very close to those implied by the expectations hypothesis, the effect on the
variance of the small sample distributions is striking. With only one exception, the statistics do not
reject this model when the small sample inference is used. As in the previous model, the unusual
patterns found in U.S. data are associated with simulated data samples in which peso-problem effects
are present. We conclude that a combination of peso problems and moderate time-variation in term
premiums can account for many of the anomalies found in the U.S. term structure.
The structure of the paper is the following. Section 1 briefly reviews the expectations
hypothesis, and discusses why it is a useful starting point for our investigations. Section 2 sets forth
evidence on the expectations hypothesis using data from the United States, the United Kingdom, and
Germany. Section 3 develops our regime-switching model that formalizes the peso problem, and
section 4 presents estimates of the model's parameters. In section 5,wepresent the small sample
distributions of term-structure test statistics implied by our estimates when the expectations hypothesis
is imposed. We then evaluate whether our peso-problem intuition can explain the empirical behavior
of these statistics. In section 6, we perform a similar analysis for our model with time-varying term
premiums. Section 7 concludes and outlines some directions for future research.
1. The Expectations hypothesis of the Term Structure




wherer(t,n) denotes the continuously-compounded return per period on a zero-coupon bond
purchased at date t and paying $1 in t+n, and M denotes the pricing kernel for nominal assets
purchased at date t-1 that pay off at date t. We follow Campbell and Shiller (1991) in defining the
expectations hypothesis of the term structure of interest rates as the hypothesis that continuously-
compounded long interest rates (the yields on long-term, zero-coupon bonds) are weighted averages
of expected future values of continuously-compounded short interest rates, possibly with an additive
time-invariant term premium. Formally,
r(t,n) =EEr(t+i,1)
+c(n). (2)
Equation (2) can be derived from the basic asset-pricing equation (1) under particular
distributional assumptions. Let m log(M), let
log [nM.]
= (3)
and let v(j) e -E1nJ,the jthconditionalcentral moment of conditional on date t
informatioa If all conditional moments of m÷ exist, then Taylor's theorem implies5
r(t,n) =IEE1r(t+i—1,1)+c(t,n), (4)
n
where the term premium c(t,n) is defined by





By comparing equation (4) with equation (2), we see that the expectations hypothesis holds in any
economy where m'÷ is conditionally homoskedastic in the strong sense that all higherconditional
moments are time-invariant. In particular, the expectations hypothesis is consistent with any amount
of risk aversion, provided this strong-sense conditional homoskedasticity condition holds. For
example, in the familiar consumption-based pricing model with time-additive utility and constant
relative risk aversion preferences, =— 'y1og(C,,/C)
—log(P,/P)+constant,where C
denotes real consumption at date t, P denotes the money price of consumption and date t, and y is
the coefficient of relative risk aversion. If log consumption growth and log inflation are conditionally
joint normal and homoskedastic, the expectations hypothesis holds regardless of the degree of risk
aversion, as measured by 7.
It should be noted that, as a matter of theory, conditional heteroskedasticity of r(t,1) is not
incompatible with conditional homoskedasticity of m since the functional relationship between the
forecast error of m+1 and the corresponding forecast error of r(t,1) has been left unspecified.
Therefore, the well-documented conditional heteroskedasticity in interest rates need not, in and of
itself, rule out the expectations hypothesis. Having said this, it is clearly difficult to rationalize the
expectations hypothesis within the context of commonly-used models of the pricing kernel. For
example, if the distribution of m ÷,conditional on date t information is normal, equation (5) simplifies
to
A derivation of equation (6) is in the appendix.
7c(t,n) =..[EtIari..i(mt+)) — LvarIm,) — E covmt.mt)].
(6)
t—1 j—i41
Conditionalheteroskedasticity in Ejn+1is likely to imply time-variation in cov(mI÷)m+), for ij >1.
Thus, we would not argue that m+ais, in fact, conditionally homoskedastic. We do believe, however,
that it is difficult to construct a reasonable economic model in which m?+ displays sufficient
conditionalheteroskedasticity to generate the term structure patterns documented in section 2,
below.7 We therefore think it wise to consider whether small sample econometric problems can
account for these patterns. The expectations hypothesis is a natural starting point, since it imposes
the extreme assumption that noportionof the expectation hypothesis's failure can be attributed to
time variation in term premiums. We impose this assumption in section 5,below.In section 6, this
extreme assumption is relaxed.
2. Evidence on the Expectations hypothesis of the Term Structure
2.1 The Campbell-Shiller Regressions
Campbell and Shiller (1991) propose the following tests of equation (2) that involve current
term spreads, which are the differences between the yields on long-term bonds and the yields on
bonds with shorter maturities, s(t,n)r(t,n) -r(t,m),where n >mand k n/m is an integer. First,
equation (2) implies that a maturity specific multiple of the term spread predicts the m-period change
in the longer term bond yield. In particular, the slope coefficient a1 should equal unity in the
following regression equation:
Backus and Zin (1994) make a similar point.
8r 'm,n —m) —r(t,n) =a0÷a1
[n1mJ
[r(t,n)—r(t,rn)] +u(t.ni). (7)
In equation (7), the error term u(t+m) is a moving average process of order rn-i. Second, equation
(2) implies that the current term spread between the n-period yield and the rn-period yield forecasts
a weighted average of future rn-period interest rates minus the current m-period rate. In particular,
the slope coefficient ô1 should equal unity in the following regression equation:
r(t .mm)] -r(t,rn)= 31[r(t,n)-r(t,rn) I+ t). (8)
In equation (8), the error term J<t+n-m) is a rnoving average process of order n-rn-i.8
Table 1 displays results from regression tests of equations (7) and (8) using data from
government bonds denominated in the three different currencies, the U.S. dollar (USD), the British
pound (GBP), and the Deutsche mark (DEM).9 The regressions based on equation (7) use the
approximation r(t+3,n) =r(t+3,n-3)because data on zero discount bonds with maturities of n-3
months are not available)0
Two things are noteworthy in Table 1. First, there is strong evidence against the expectations
hypothesis using the TJSD, especially from equation (7).Second, the evidence against the
expectations hypothesis is much weaker using GBP and DEM data than it is using USD data. If one
A third way to investigate the implications of the term structure of interest rates, which is
closely related to the second Campbell-Shiller (1991) specification, is to examine the forward interest
rates implicit in the term structure as predictors of future spot interest rates. (see Fama (1984), Fama
and Bliss (1987), Stambaugh (i988), and Backus, Foresi, Mozumdar and Wu (1997).)
'Seethe Data Appendix for a description of the data. 'Bekaert,Rodrick and Marshall (1997a) find severe biases in the small sample distributions of
the regression test statistics for equations (7) and (8). The biases are positive, and the use of the
approximation r(t+3,n) =r(t+3,n-3)produces even larger positive biases. Since all three currencies
would be subject to the same biases, we do not attempt to bias-adjust the results.
9uses the asymptoticdistributions of the OLSslopeestimators, one concludes that the GBP
regressions show only slight evidence against the hypothesis that the slope coefficients equal unity
for both regressions. The regressions using DEM data reject the hypothesis of a unit slope
coefficient for all three horizons in equation (7), but the point estimates are far less negative than
in the USD regressions. The results for equation (8) using DEM data show evidence against the
expectations hypothesis only for the 12-month bond.
2.2 VAR Statistics
Campbell and Shiller (1991) propose alternative tests of the expectations hypothesis based
on vector autoregressions (VARs). In our implementation of their approach, the first variable in the
VARisthe m-period rate, and the other variables are spreads between longer-period rates and the
m-period rate. Let the "theoretical spread" (denoted s '(t,n)) be the term spread that satisfies the
expectations hypothesis. From equation (8), s/ (t,n)(1/k)L E1[r(t+i m, m)J -r(t,m)If the
1rJ __1_ C .L... 7Afl .1.,-.hypothesis are the correlation between the theoretical spread, s '(t,n), and the actual spread, s(t,n),
and the ratio of the standard deviation of s '(t,n) to the standard deviation of s(t,n). Both statistics
are functions of the coefficients of the VARandthe covariance matrix of the VARinnovations.
Under the expectations hypothesis, both should equal one. We also compute the slope coefficients
implied by the VARs for equations (7) and (8), which are given by
(en /+ el")(A3 —I)COen(n—3)13 (10)
en 'COen
and
ci '[(Il/k)(I —A '(I —A
—I}COen (11)
en'COen
(In equations (10) and (11), en is an indicator vector that picks out s(t,n), and CO is the unconditional
covariance matrix of the z(t) vector, which is calculated using vec(C0) =(I-A®A) 'vec( 0) where
U is the innovation covariance matrix of z(t).)
For each country, we construct four-variable VARs incorporating the 3-month rates and the
spreads between three long rates (12-months, 36-months, and 60-months) and the 3-month rate. The
VAR methodology requires choice of the appropriate lag length. Table 2 reports three diagnostic
statistics for VARs of first through fourth order. For the USD, sequential likelihood ratio tests and
the Akaike (1973) criterion indicate that a fourth-order specification would be preferred, but the
more conservative Schwarz (1978) criterion chooses a second-order specification. For the GBP, the
sequential likelihood ratio tests indicate a third-order specification, the Akaike criterion indicates a
second-order, and the Schwarz criterion indicates a first-order. For the DEM, the sequential
likelihood ratio tests indicate a third-order specification, while the Akaike and Schwarz criterions
indicate a second-order specification is preferred. Given these conflicting diagnostic tests and our
desire to estimate a common order for each currency, we choose a second-order VAR.
11Table 3 reports the VAR statistics discussed above for the three currencies, as well as a joint
estimation that wilt be discussed below. The correlation statistics generally increase with the horizon.
This is consistent with the results in Campbell and Shiller (1991) and Bekaert, Hodrick, and Marshall
(1997a). In contrast to the findings in those papers, the standard deviation ratios are not all
significantly less than one for our sample period. In fact, the point estimates for the USD and the
GBP at n=60 are larger than one. Overall, these two statistics do not present a uniform case against
the expectations hypothesis. The implied regression coefficients associated with equation (7) (as
given in equation (10)) are very close to their OLScounterpartsin Table 1. For equation (8), the
implied slope coefficient (as given in equation (11)) for the IJSD differ from their OLScounterparts
by no more than 0.082, but the implied slope coefficients for the GBP and the DEM are considerably
smaller than their OLS counterparts for the longer horizons (n =36and 60).
2.3 Alternative Jnterpretations of the Evidence
The estimated coefficients for equations (7) and (8) for the IJSD in Table 1 are similar to
those in Campbell and Shiller (1991). Campbell and Shiller (1991, p. 505)notethat the two sets of
regressions produce an apparent paradox:
he slope of the term structure almost always gives a forecast in the wrong direction for the
short-term change in the yield on the longer bond, but gives a forecast in the right direction
for long-term changes in short rates.
Campbell and Shiller's (1991 p. 523) suggested interpretation of the data is an over-reaction model
of the yield spread:
The long rate differs from the short rate in the direction implied by the expectations
hypothesis; however, the spread between the two rates is larger than can be justified by
rational expectations of future short rate changes.
An alternative interpretation of the data, which we investigate here, is that these results are
12driven by small sample anomalies due to peso problems in the data analysis.
12Consideran intuitive
explanation of the peso problem. Suppose that short-term interest rates can evolve in three different
regimes, with the mean and volatility of interest rates increasing together as we move across regimes.
Further, suppose that any shock that increases (decreases) the short-term rate also increases the
probability of switching to a higher-rate (lower-rate) regime. Then, as short-term rates rise, the term
spread may rise as agents rationally forecast transitions into a higher-rate regime. However, if, in a
particular sample, the higher rate regimes are observed less frequently than their unconditional
probabilities, this increase in the spread will appear unjustified ex post. In such a sample, regression
(7) will fail to deliver an estimated slope of unity and could produce negative coefficients if increases
in the spread are subsequently followed by surprising transitions to lower rate regimes. The slope
coefficient estimates in regression (8) will also be less than unity, but the estimation error here is
likely to be smaller than in regression (7), since the short rates immediately following the shock will
tend to be higher than their unconditional value even if rates stay within a regime because of the high
serial correlation of short rates.
Suppose that this small sample explanation of the USD evidence is true and that other
countries follow the same regime switching model. Due to sampling variation, the data from these
other countries need not resemble the USD experience. The differences in estimated coefficients
in Tables 1 and 3 for the different currencies could be due to different countries experiencing
different realizations of the same population distribution but in relatively small samples. One would
expect there to be less evidence against the expectations hypothesis in countries with a samplethat
is more representative of the population distribution. High and volatile interest rates were more
common over the sample period in the U.K. than in the U.S. and Germany. Strikingly, there is very
12
pesoproblem intuition is but one reason why rational expectations econometrics may be
inapplicable. An alternative explanation is that agents take time to learn about the underlying
structure of the economy. See, for example, Lewis (1989).
13weak evidence against the Expectations Hypothesis in the U.K
Furthermore, if this peso explanation is true, the data for USD and to a lesser extent DEM
may contain observations in which spreads increase dramatically (because ashift to a high-rate regime
is anticipated) but the shift does not actually occur)' These observations may have a
disproportionate effect on the slope coefficients of regression (7). Table 4 investigates this possibility
by allowing for different coefficients on "normal" and "large" spreadsin equation (7). For Germany,
the coefficients on large spreads are significantly different from one for all maturities, whereas the
"normal" coefficients are not statistically significantly different from one. For the U.S., both slope
coefficients are significantly different from one for all maturities. Not surprisingly, for the U.K most
coefficients are close to one. Note that for all nine regressions the slope coefficient for the large
spreads is lower than for normal spreads.
The possibility that the three countries are following a common process suggests that the
VARs of Table 3 should be estimated jointly to find a common set of parameters. We perform this
estimation using Hansen's (1982) Generalized Method of Moments (GMM). (Details can be found
in the Appendix.) The results of this joint estimation are presented in the last column of Table 3.
Perhaps not surprisingly, the results are close to a weighted average of the resultsfor the three
individual currencies. This exercise yields little evidence against the expectations hypothesis for the
longer maturities. The chief evidence against the expectations hypothesis is now mainly atthe short-
end of the term structure.When asymptotic distribution theory is used, the implied slope
coefficients for equations (7) and (8) and the standard deviation ratio at n= 12 are significantly at
variance with the predictions of the expectations hypothesis. However, the peso problem intuition
13
Largenegative spreads rarely occur for these countries. In some of the European countries,
participating in the European Monetary System, negative spreads have accompanied speculative
attacks on the currency and typically correctly predict that future short and long rates will fall back
to normal levels in the future. Gerlach and Smets (1997) actually find that the Expectations
Hypothesis for short horizons typically holds for such countries.
14is fundamentally a problem of small sample inference, so it is not clear whether asymptotic
distribution theory is appropriate. To investigate this question, we must formalize the peso-problem
intuition. We do so in the next section.
3. A Regime-Switching Model of Interest Rates
In our model, the short interest rate is determined by a regime-switching model in which the
regimes follow a Markov process. In each regime the 3-month short interest rate follows a first-order,
autoregressive process that is conditionally heteroskedastic. The parameters that determine the mean,
the serial correlation, and the conditional variance of the innovations within a regime are all regime
dependent. We formalize this structure as follows. Suppose there are K possible regimes. Let s1be
an indicator variable identifying the regime at date t, so s, =i,if regime i prevails at date t. For
convenience, we use the simpler notation r1 for the 3-month interest rate r(t,3). This short interest
rate follows the law of motion
r1 =fL$.r +h(r)if =i (12)
where {e)is a sequence of independent standard normal random variables, and the time-varying
conditional standard deviation hr) is given by
h(r) =orfor i =1,...K. (13)
Notice that the realization of r+1 is affected by two random shocks not known at date t: cr44 and s
We now specify how the interest rate process shifts among the K possible regimes. It is useful
to think of the regimes as corresponding to underlying macroeconomic phenomena like expectations
of inflation and the real interest rate, which are highly serially correlated. We will identify higher
numbered regimes with higher mean levels of interest rates. Then, it seems reasonable to argue that
if s =is÷ will be drawn from the set {i-1, i, i+1}. With this specification,the regimes
characterizing the short interest rates can move gradually up and down, but they cannot jump from
15very low values to very high values or vice versa without intermediatetransitions."
We assume that regime transition probabilities depend on the current state of the economy.
We parameterize these transition probabilities as follows:





Prob(s141 =1s =i, r)
"I' , i=2,...,K—i; j= i+1(15)
1+exp(a+bxj+exp(a+b11)
Prob(s1,,=i+1 s=i,r)
exp(a11+b11) ,i=2,...,K-i; j= i+1.(16)
1 ÷exp(a+bç) +exp(a+b.r)
where {a b i =1,...,K}and {a, b11 i =2,...,K-i;j =i+i}are parameters of the modeL Under
equations (i4)-(16), the conditional distribution of r11 given r and s is a mixture of normalswith
state-dependent mixing probabilities. Gray (1996) examines a similar model with two regimes and
finds that it fits the U.S. short rate data better than alternative models. In our model the
probabilities that the high-interest rate regimes occur next period depend both on the current short
interest rate and on the current regime. Thus, under the expectations hypothesis of the term
structure, long rates are determined by two state variables: the current short rate and the current
regime.
4. Estimates of the Regime-Switching Model
We use data from seven different countries to estimate the parameters of the regime
switching model. Our hypothesis is that the data from different countries represent different draws
Abrupt changes in monetary regimes can occur in the case of hyperinflations. In particular,
monetary reforms often occur suddenly, and the inflation rate can drop dramaticallywithout moving
through intermediate regimes of moderate intermediate inflation. Hyperinflations do not occurin
any of the countries we consider during our data sample, so weabstract from this possibility in
constructing our model.
16from the same regime-switching process. Consequently, the parameters of the model are assumed
to be thesame forall countries, and our reason why different countries' data records may look
different in the particular samples is that some countries spend more time in some regimes than in
others.
We estimate a three-regime model using data on short interest rates from Australia, Germany,
Italy, Japan, Sweden, the Unite& Kingdom, and the United States. We choose these countries in
order to get a fairly wide range of interest rate patterns while focusing on large industrial economies.
We omit France because its interest rates are closely linked to German rates through the European
Monetary System. Similarly, we omit Canada because its rates are highly correlated with those in the
U.S. The realizations across countries are treated as independent observations. This independence
assumption can only be relaxed at considerable computational cost. The estimated pair-wise
correlations among our seven interest rate series range from -0.021 (Japan and Sweden) up to 0.663
(Sweden and Italy). 1-lowever, these estimates need not constitute evidence of strong cross-sectional
correlation. Because short rates are highly persistent stochastic processes with positive drift,
substantial positive correlation may arise spuriously. We conducted a Monte Carlo experiment,
drawing 2,000 pairs of independent series from our estimated model, each of sample size 297 months
(the length of our sample).The 95%quantilecut-off for the estimated pair-wise correlation
coefficient was 0.675,andthe 99% quantile cut-off was 0195.
Theregime-switching model has twenty parameters that must be estimated: {,i,$, a1,'y, afi
bli, a, b}, i =1,2, 3. We estimate the model using a cross-sectional extension of Gray's (1995)
recursive maximum-likelihood procedure. The regime variable for this model is seven -dimensional:
=[s1,...,s7]',where the superscripts indicate the seven different countries. Since the regime
variable is unobserved, constructing the likelihood function is a non-trivial exercise and the Appendix
contains a self-contained, detailed description. Briefly, the joint likelihood of the data is constructed
17by multiplying the likelihood of observing a particular seven-dimensional interest rate vector
conditional on past information and the current regime by the conditional probability of observing
that particular regime vector and summing over all possible regime realizations S,
Table 5 provides the parameter estimates and robust standard errors from the maximum
likelihood estimation. These parameter estimates capture a number of appealing features. If we
abstract from regime switching, the law of motion for regime i implies an unconditional mean short
rate of a/(l-$). As discussed in section 3, above, we constrain ii/(1-$) to be increasing in i. (The
values of these regime-specific means for regimes 1, 2, and 3 are 4.11%, 4.16%, and 14.01%,
respectively.) However, we did not constrain the regimes to be increasing as well in mean reversion
and in variance. None the less, this is clearly the case. Regime 1 is a near random walk (,3 =.9991),
while the regime-specific autocorrelation for regime 3 ($isaround 0.8. This is consistent with
Conley, Hansen, Luttmer, and Scheinkman's (1994) estimates of a diffusion model for the U.S. short
interest rate. These authors find that the short interest rate exhibits nearly zero mean reversion
except when the short rate is either very high or very low, in which cases they find substantial mean
reversion. In our model, the low mean regime is associated with extreme, near random walk
persistence which may be indicative of the interest rate smoothing efforts of the monetary
authorities. 'Nevertheless,our estimated interest rate process is stationary: Our estimate of b is
positive, so persistent high interest rates eventually lead to a switch into the high mean regime, which
exhibits substantial mean reversion. (In fact, in a simulation of 100,000 draws of our estimated
regime-switching model, the maximum interest rate observed is only 23.5%. In an analogous
experiment with a unit-root process, the maximum interest rate is typically above 200%.) It is not
surprising that the high-inflation regime is associated with greater mean reversion in the interest-rate
The high persistence in short rates has been noted by other authors. Rudebusch (1995)
models the weekly Fed funds rate as a unit-root process. Mankiw and Miron (1986) and McCallum
(1994) argue that this high persistence is due to interest-rate smoothing by monetary authorities.
18process, since the monetary authority must now eschew smoothing of interest rates in favor of fighting
inflation.
The conditional volatility of interest rates also is increasing in the regime. There are two
parameters that control the conditional standard deviation of interest rate innovations within a
regime, oiandYr While the estimates of decrease as the regime number increases,which would
reduce the importance of conditional volatility for a fixed value of r, the mean value of r itself is
increasing in the regime. Furthermore, the estimates of a are higher for higher regimes. Taking all
of these effects together, the net result is for the conditional standard deviation to be strongly
increasing as one moves to higher-rate regimes. In particular, 'when 'we nmpute the mean value of h1(r)
conditional on regime i prevailing at date t, we find that h1(r) =0.08,h2(r) =0.42,and h3(r) =1.59.
Noticealso that y is close to 0.5, the "square root" process assumed by Cox, Ingersoll, and Ross
(1985). Ait-Sahalia (1996) non-parametrically estimates the diffusion function in a continuous-time
model of U.S. interest rates, and finds that, for low-to-moderate interest rates, the square root
specification is a close approximation to the estimated non-parametric diffusion function. Hence, we
confirm that result, but we find that the square root specification deteriorates at high interest rates
when we allow theto increase.
One somewhat disappointing aspect of the estimation involves the statistical significance of
the dependence of the transition probabilities on the levels of the interest rates. Here, only b33 is
significantly different from zero. This parameter, though, indicates that if the current regime is
regime 3, the probability of remaining in this regime is increasing in r, Also, the positive point
estimate of b indicates that if the economy is currently in regime 2, the probability of switching into
regime 3, the higher mean, higher volatility regime is increasing in r The positive point estimate of
b also indicates that if the economy is currently in regime 2, the probability of staying in this regime
19is increasing in r. These latter two features imply that the probability of switching from regime 2 to
regime 1 is decreasing in the interest rate.
Table 6 provides some diagnostics on the three regime model. The Table reports minimum,
mean and maximum values of the conditional standard deviations of interest rateinnovations within
each regime and for each of the seven countries. The values across countries are reasonably uniform
as would be expected if the same model is appropriate.
The unconditional probabilities of the three regimes are 29.5% for regime 1, 58.9% for
regime 2 and 11.6% for regime 3. (These probabilities were determined by simulatingthe model with
200,000 time periods.) One sense in which there would be a peso problem in a particular country
is if the estimated fraction of time spent in the various regimes differs from these unconditional
probabilities. Table 6 reports our estimates of the fraction of time spent in each regimefor each of
the seven countries)6 Our parameter estimates indicate that Germany and the United States spent
too much time in regime 2 and too little time in regime 3, compared to the population probabilities
of these regimes. This fact suggests that peso problems may be able to explain the differences across
the countries that were documented above, although the peso problem does not appear severe.Of
course, the number of switches between regimes in a given timeinterval is another dimension of the
model that could indicate peso problems. For each country, Table 6 reports the number of switches
between regimes 1 and 2, and between 2 and 3. Here the U.S. looks somewhat different thanthe
U.K. and Germany. Ultimately, only simulations of the expectations hypothesis regression evidence
using the estimated regime switching model as the data generating process candetermine whether
peso problems can account for the differences acrosscountries.
regime is, of course, unobservable. The recursive maximum likelihood algorithmdelivers
an estimate of the probability (given current information) that a given countryis in a particular
regime at each data point. We allocate each data point to the regime thatis estimated to be most
likely. Regime classification in the context of switching regressions isdiscussed in Lee and Porter
(1984).
20More generally, we find that the patterns of regime switches through time vary greatly among
the seven countries.Italy, Sweden, and the U.K move in and out of the high-rate regime
intermittently throughout the sample period. In contrast, Australia enters this regime around 1980,
and remains there consistently throughout the decade. Not surprisingly, Germany is in the high-rate
regime very infrequently, Japan's experience with this regime largely coincide with the periods
following the two big oil shocks, and the U.S. is in the high-rate regime only during the 1979-82
period of monetary targeting These results indicate that the regime switches are not highlycorrelated
across countries, so our simplifying assumption of cross-country independence does not do substantial
violence to the data.
S. Monte Carlo Explorations of the Peso Problem under the Expectations Hypothesis
5.1 Monte Carlo Methodology
Our characterization of the peso problem implies that it is fundamentally just a small sample
problem. There are good reasons to believe that our regime-switching modelis particularly
vulnerable to small sample problems. First, the substantial differences between the means in the
regimes, the high persistence within each regimes, and the non-trivial conditional heteroskedasticity
may imply skewed and highly leptokurtic short ratedistributions in small samples.'7 Second, two of
the three regimes display near-unit-root behavior for the short rate, implying that the process appears
nearly non-stationary within regimes.' Both considerations suggest that an extremely longtime
series is necessary for the empirical distributions to replicate the population distributions.
Third, Bekaert, Hodrick and Marshall (1997a) demonstrate that the persistence in short rates
'Bollerslev,Chou and Kroner (1992) survey the literature on GARCH models and note the
small sample problems when there is substantial conditional heteroskedasticity.
'Elliottand Stock (1994) discuss inference when there is near unit root behavior in a regressor.
The high persistence of the short rate and the Markov regime structure for the short rate imply that
the spread in our model is highly serially correlated as it is in the actual data.
21induces extreme bias and dispersion in the small sample distributions of the Campbell-Shiller (1991)
tests.Briefly, the well-known downward bias in estimating autocorrelations (Kendall (1954))
translates into a large upward bias in the slope coefficients of standard expectation hypothesis tests.
On the one hand, the upward bias makes it ex ante more difficult to explain the negative slope
coefficients found in estimating equation (7). On the other hand, the increased dispersion may be
large enough so that the left tail of the small sample distribution encompasses the observed negative
slope coefficients.
To evaluate whether small sample problems can explain the data, we must compute the long-
maturity yields implied by the expectations hypothesis in the context of our regime-switching model.
To do so, we must compute expected future short rates. Since the model is highly non-linear, we
compute the expected future short rates using a Markov chain approximation tothe estimated regime
switching model. There are two state variables: the short interest rate and the regime. We construct
a modified equi-spaced grid on the space of possible realizations of the short rate as follows: First,
we compute the minimum and the maximum interest rates from a 100,000lengthsimulation of the
true non-linear process. We then treat each integer interest rate as the mid-point of a cell, and we
include a sufficient number of points within each cell to insure that the step-size between possible
interest rates is smaller than the conditional standard deviation of the interest rate shock in that cell.
We then add additional points until the total number of points per regime equals 550 (implying 1,650
possible states). For each of these discrete states, the transition probabilities are computed by
evaluating the conditional density of next period's short interest rate (a state-dependent mixture-of-
normals) and then normalizing these transition probabilities to sum to unity. The resulting Markov
chain approximation to the law of motion given by equations (12) -(16) is highly accurate. In
particular, when we simulate a sample of 100,000 observations using the Markov chain approximation,
and re-estimate the model using this simulated data, all point estimates are within two standard errors
22of the estimates given in Table 5.Infact, the only three parameters not within one standard error
of the Table 5valueare ar b2, and b3, which govern the transition probabilities between regime 2
and regime 3.
We then derive the small sample distributions of the slope coefficients in the Campbell-Shiller
(1991) regressions and the VAR statistics under the assumption that the short rates are generated
by the estimated regime-switching model. Specifically, we simulate the estimated modelof the three-
month short rate to create an artificial time series of 297 months (the length of our sample). We
then compute the long yields for 12, 36, and 60 month bonds implied by the expectations hypothesis,
given the estimated law of motion of our model and compute the statistics reportedin Tables 1 and
3. This exercise is performed 25,000 times to construct a distribution of the estimators for each of
the statistics.
5.2 Monte Carlo results
A summary of the Monte Carlo exercise is reported in Table 7. As in Bekaert, Hodrick and
Marshall (1997a), we find extreme positive bias in all the OLS slope estimators (as well as their
implied counterparts from the VAR methodology). The high mean in the estimator of equation (7)
is due in part to the use of r(t+3,n) as a proxy for the unobserved r(t+3,n-3). As a result, the
probability limit of this estimator exceeds unity. (See Bekaert, Hodrick and Marshall (1997a) for a
discussion of this point.) However, the population values for the slope coefficients of equation (8)
are unity, and these display severe upward bias. While these upward biases make it more difficult
to reconcile the expectations hypothesis with the empirical estimates reported in Table 1, the large
standard deviation of these slope estimators reported in the fourth column of Table 7 makes it more
difficult to reject the expectations hypothesis. These biases and estimator variances are more extreme
than those reported in Bekaert, Hodrick and Marshall (1997a), which uses an alternative data
generating process for the short rate and the spreads between long and short rates.
23In order to re-consider the evidence on the expectations hypothesis across countries, we
report in Table 7 the .5%,2.5% and5%quantilesof the empirical distributions. These quantiles
correspond to the relevant critical values for two-sided tests with size 1%, 5%and10%
respectively.'9 When the estimates in Tables 1 and 3 are evaluated using the small sample
distributions in Table 7, the evidence against the expectations hypothesis appears weaker than when
standard asymptotic inference is used. First, when the Campbell-Shiller regressions (7) and (8) are
used to test the expectations hypothesis, the only rejection at the 1% level is for regression (7) at the
60 months horizon for the USD data. Although substantially negative values occur in the simulations,
especially at shorter horizons, the severe positive bias in the estimators makes negative values very
unlikely for longer horizons. When regression (8) is used, none of the estimates now reject the
expectations hypothesis at the 1% level, and in only one case (36 month maturity with USD data)
can we reject at the 5%level.The small sample distributions of the slope coefficients for regressions
(7) and (8) implied by the VAR are very close to the distributions for the OLS estimators, indicating
that a second order VAR is a good approximation to the data generating process.
Let us turn to the VAR-based correlation statistics and standard deviation ratio statistics,
reported in Table 3.According to the small sample distributions summarized in Table 7, the
correlation statistic does not reject the expectations hypothesis at conventional significance levels for
any horizons in the GBP or DEM data. This statistic does rejectthe hypothesis in USD data at the
5%levelfor the 36-month horizon, and at the 1% level for the 60-month horizon. The standard
deviation ratio statistic rejects the expectations hypothesis at the 1% level for the 12-month horizon
with TJSD and DEM data, but does not reject at the 5%levelwith any of the three data sets for the
longer horizons. Taken together, these results provide some evidence against the expectations
'Thesmall sample distributions are actually quite skewed which complicates the choice of the
size of the test.
24hypothesis, but this evidence is less uniformly unfavorable to this hypothesis than would be concluded
using asymptotic distribution theory.
5.3 Interpretation of the results
Our data-generating process has several potential sources of small sample bias: persistence,
conditional heteroskedasticity, skewness and kurtosis, as well as peso problems. The type of peso
problem we focus on is where the high mean, high variance regime is under-represented in the
sample relative to the population?3 To determine which of these factors accounts for the biases and
the enormous dispersion in the small sample distributions of Table 7, we conduct a series of Monte
Carlo experiments using simpler regime-switching models as data generating processes. In the
simplest of these (denoted "Model A"), the within-regime process for the short rate is Gaussian white
noise, with identical disturbance variances in each regime. In Model A, the only thing that
distinguishes the three regimes is the within-regime mean of the interest rate process. Furthermore,
Model A has constant regime-switching probabilities. Model B is identical to Model A except that
the regime-switching probabilities are state-dependent. Model C is an extension of Model B in which
within-regime variances differ across regimes, and within-regime conditional heteroskedasticity is
introduced. Finally, in Model D, we go back to the set-up of Model A, except we allow for the
estimated within-regime persistence. To keep the various regime-switching models as close as
possible to the full model, we alter the coefficients in a minimal way while ensuring that the process
matches the population mean, standard deviation and frequencies of the three regimes for the short
rate. The exact parametric specifications we use for the four simple models are given in Table 8.
That table also reports the mean and standard deviation of the small sample distributions of the slope
coefficients of regressions (7) and (8) for the four models.
20Thereare many other types of "peso problems". For example, one could also consider the
number of switches from regime 2 to 3 (see Table 5). However, the frequency characterization we
use is highly positively correlated with the "switches" definition.
25It is clear from Table 8 that the main source of both bias and dispersion is the persistence of
the short rate process. This is consistent with the results of Bekaert, Hodrick and Marshall (1997a),
who use a very different data-generating process. More specifically, when the within-regime
persistence is eliminated (in Models A, B and C), both the bias and dispersion decrease substantially
relative to the full model. In the absence of within-regime persistence, adding state-dependent
transition probabilities (Model B) or conditional heteroskedasticity (Model C) has little effect on the
small sample means and standard deviations of the slope estimates. However, when state-dependent
transition probabilities and conditional heteroskedasticity are added to a model that already
incorporates the extreme persistence found in the data, the effect is dramatic. This can be seen by
comparing Model D to the full model. For equation (7), the standard deviation of the slope
coefficient estimator is doubled when we move from Model D to the full model, and, for equation
(8), the corresponding standard deviation is increased three-fold or more. The small sample biases
are also exacerbated substantially for the longer horizons.
Although the peso effect is less pronounced than the persistence effects, it may still be
important to obtain negative coefficients in the first Campbell-Shiller regression. In Figure 1, we
order the 25,000 slope coefficients of our experiments in bins of 1,000rankedaccording to size and
graph the average slope coefficients (for the 12 and 60 month maturities) over these bins relative to
the average frequency of regime 3 over the relevant 1,000 samples. This figure illustrate the
importance of peso effects in generating the tails of the small sample distributions. Negative slope
coefficients are associated with a lower than average frequency of regime 3. Interestingly, peso
effects of the kind that we thought would generate negative coefficients, also seem responsible for
highly positive slope coefficients. (This is especially apparent in the second panel of Figure 1, which
displays results for the 60-month maturity.) That is, they contribute to the dispersion of the small
sample distributions in both tails.
26Why aresamples with low frequency of regime three sometimes associated with highly positive
slope coefficients in the first Campbell-Shiller regression? First, when the third regime is under-
represented in the sample, short rates are likely to be more persistent (since the third regime displays
less persistence than the other two regimes). This increased persistence exacerbates the upward bias
in small sample estimators of this slope coefficient. Second, peso effects are associated with an
unusually low frequency of the third regime only if there are a substantial number of observations
where short rate shocks significantly drive up the term spread. If these increases in the spread do
not occur or they are not of sufficient magnitude, we are simply left with a sample of veiy persistent
short rates and low-variance term spreads. Finally, the derivative of the regime transition probabilities
with respect to the short rate is increasing in the level of the short rate. At low interest rates (which
are more likely when the high-rate regime occurs infrequently), interest rate shocks are therefore less
likely to generate large changes in term spreads.
This last point is related to a more general problem with the model of this section. A rise
in the short rate has two effects on the current spread. The direct effect is to narrow the spread
since the short rate enters with a negative sign. The indirect effect is to increase the long-rate
through an increase in expected future short rates. Peso problems, if present, are generated through
this indirect effect. This effect depends on the sensitivity of the transition probability to short rate
changes, and is likely to dissipate for longer horizons. This explains why, in Table 7, longer maturity
is associated with greater upward bias and fewer negative observations for the first Campbell-Shiller
slope coefficients. Unfortunately, this pattern is opposite to that found in U.S. data (see Table 1),
where longer maturities are associated with more negative slope coefficients.
One potential solution to this problem is to assume that agents observe a variable that affects
the transition probability but is imperfectly correlated with the current short rate. This extension of
the model raises too many technical complexities to be explored within the context of the current
27paper. A second possibility is to move away from the strict expectations hypothesis, and to allow
time-variation (in particular, regime-dependence) in term premiums. We explore this possibility in
the next section.
6. Regime Switching and Term Premiums
6.1 Model and Calibration
To investigate the impact of regime-dependent term premiums, we present here an alternative
model, based on the discrete-time affine class (see Backus, Foresi, Mozumdar and Wu (1997) and
Campbell, Lo, and MacKinlay (1997)). We consider the following law of motion for M, the pricing




where X is a parameter and {€J isa sequence of independent standard normal random variables.
In order to avoid introducing additional sources of noise into the model, we assume that the
disturbance process cin equation (17) is identical to the disturbance to rin equation (12). Note that
exp(-r) =Eexp(m1÷J},so the {mJ process correctly prices the short asset
If there were but a single regime, r would be a Gaussian process, and the model given by
equations (17) and (12) would fall into the discrete-time affine class. In the multi-regime case, r is
not Gaussian, so this model does not inherit the analytic tractability of an affine model. None the
less, its implications for long-term bond yields can be computed using our discrete Markov chain
approximation to the short rate process given by equations (12) -(16).According to equation (1),
28exp[-r(t,n)n] =E
(18)
=Exp(m1+)E,1xp(m1+) E1,xp(m E1[exp(m,) ]•• • ) ] }
Theright-hand side of equation (18) is straightforward to evaluate. In the discrete state-space
approximation, Eexp(m1+1,1j can only take a finite number of values (one for each state). Once
these values have been computed, the right-hand side of equation (18) can be evaluated by
recursively applying the state transition matrix. The only additional parameter in this model is \
which determines the unconditional variance of m, We choose X to match the relative volatilities
of the short and long yields in our data. In particular, the average value across the U.S., U.K., and
Germany of the ratio between the standard deviation of the three-month yield and the standard
deviation of the five-year yield is 1.55. With our estimated r1process, this value is matched by model
(17) by setting X =2.1.
There is an additional technical issue to be addressed. The timing interval in equation (17)
is one month. (Note that e in equation (12) is a monthly process.) Therefore, the m process
satisfying equation (17) is consistent with r1 if r is a one-month rate. However, for reasons of data
availability, we estimate equation (12) using data for three-month interest rates. To accommodate
this inconsistency between the timing interval in the model and that in the data, we treat the
discretized r process generated by our estimates of model (12) -(16)as if this were the process for
the one-month rate. In practice, the distortions thus induced are small, since one-month rates track
three-month rates very closely in all countries for which we have data on both maturities. We then
compute the (discretized) one-month nominal pricing kernel m according to equation (17), and
generate (discretized) n-period rates according to equation (18) for n ranging from three months to
five years. In our subsequent Monte Carlo analysis of equations (7) and (8), we use the three-month
29rate generated by equation (18) as the short rate. This insures that all rates are generated in an
internally consistent arbitrage-free manner. It also makes the results of this model comparable to
those reported in section 5, above, since the three-month rate was used as the short rate in that
analysis. Furthermore, we conduct an experiment where we use the three month short rate from the
pricing kernel model to repeat the Monte Carlo experiment under the null of the expectations
hypothesis, and our results are similar to the results reported in Table 7•21
6.2Empirical results
General equilibrium models, and affine models in particular, have not been successful at
generating population distributions for the term premiums that resolve the Campbell-Shiller puzzles.
Our model, given by equations (12) -(17),has similar problems. The second and third columns of
Table 9 show that our model does not deliver slope coefficients for equations (7) and (8) that are
substantially below one in population. Table 9 also reports the population moments of the term
premiums, the difference between the actual long-rate and its value predicted by the expectations
hypothesis with term premiums set to zero. The term premium means are positive and increase with
maturity, and the term premium is positively correlated with the level of the short rate. Note,
however, that the standard deviation of the term premiums is rather small (varying between 26 basis
points at 12 months to 62 basis points at 60 months), so this model represents a quantitatively small
departure from the expectations hypothesis. Nevertheless, the presence of term premiums may
exacerbate the small sample problems. One indication is a test we run to check our programs. We
simulate very long samples from the Markov chain recording the average slope coefficients of the
Campbell-Shiller regressions over three runs. The convergence to the population values is now much
slower than before, requiring 1,000,000 observations (over 800 centuries of data).
Table 10 reports the results from a Monte Carlo experiment mimicking the experiment
21Detailedresults from this exercise are available upon request.
30underlying the results in Table 7 for the new data generating process. The results are dramatic. The
dispersion of the small sample distribution increases for all test statistics, but the increase is most
dramatic for the longer maturities and the first Campbell-Shiller regression. The distributions also
exhibit dramatic negative skewness, often exhibiting positive medians but negative means. The
estimates of equation (7) and (8) for the U.S. data, displayed in Table 1, are not even below the 5%
quantileof the empirical distribution. In particular, the distribution can accommodate the increasingly
negative slope estimates for equation (7) as the maturity increases. The VAR continues to describe
the dynamics of the data generating process rather well, with the implied Campbell-Shiller slope
coefficients having very similar small sample distributions compared to their direct OLS counterparts.
The only statistic in the data that is not fully consistent with the model is the standard
deviation ratio. The variance of the theoretical spread relative to the actual spread is too low in the
data for n= 12 (below the 0.5% quantile) and n =36(below the 2.5% quantile). The high mean of
the empirical distribution of this statistic is not only caused by the upward bias we documented
before, but also because the theoretical spread s '(t,n), defined in equation (14), is more variable than
the actual spread in population. The reason for this is as follows. As shown in Table 9, the term
premium c(t,n) is positively correlated with the level of the short rate. The short rate, in turn, is
negatively correlated with s '(t,n)(1/n)E Er,1 —r,since r enters s '(t,n) with a negative sign.
Together, these facts imply that the term premium is negatively correlated with s '(t,n). Noting that
the actual spread s(t,n)s '(t,n) +c(t,n),the negative correlation between s '(t,n) and c(t,n) tends
to reduce the variability of s(t,n), relative to s '(t,n).
How can the introduction of a rather small term premium generate such dramatic effects?
31The reason is that the term premium considerably exacerbates the peso effects we described before.
As before, a positive shock to interest rates has a direct negative effect on the spread, but the
indirect positive effect through expected higher future short rates is now amplified by the positive
term premiums. Hence, some samples may indeed experience dramatic peso effects, where large
increases in spreads are not followed by corresponding increases in short rates. Given that the
average term premium increases from 35to168 basis points (and becomes more variable), it is no
surprise to see the most dramatic effects for long maturities.
To illustrate this effect, we perform an exercise for the model of this section analogous to that
displayed in Figure 1. The results, displayed in Figure 2, show that extreme negative values of the
estimated slope coefficient for equation (7) are unambiguously associated with those samples that
have few realizations of the high-rate regime. Indeed, for the 12 month maturity, the relationship
between the frequency of regime 3 and the magnitude of the estimated slope is virtually monotonic.
For the 60 month maturity, the relationship is non-monotonic, with the humped shape that somewhat
resembles Figure 1. However, the samples in which the frequency of regime 3 is below its population
probability are unambiguously associated with extremely negative estimates for the slope coefficient.
Conclusions
Our paper contributes to the term structure literature in a number of ways. First, we review
the evidence on the expectations hypothesis using the standard Campbell-Shiller (1991) regressions
and a partially new VAR methodology for three countries: the U.S., the U.K., and Germany. The
evidence is anomalous in that the expectations hypothesis is most strongly rejected for U.S data but
holds rather well for U.K data.
Second, we argue that these anomalies may be due to a generalized peso problem in which
a high-interest rate regime occurred less frequently in the sample of U.S. data than was rationally
anticipated. We formalize this idea as a regime-switching model of short-term interest rates estimated
32with data from seven countries. Technically, this model extends recent research on regime-switching
models with state-dependent transitions to a cross-sectional setting. The regime-switching model
reveals the existence of a high mean, high variance regime in which short rates are much more mean
reverting than in the two "normal" regimes.
Third, when we use the small sample distributions generated by the regime-switching model
to conduct inference, the evidence against the expectations hypothesis weakens considerably. Notable
features of the distributions are a substantial upward bias and much larger dispersion than the
asymptotic distributions. Whereas Bekaert, Hodrick and Marshall (1997a) show that such features
are also present when the data generating process does not involve "peso effects," we demonstrate
that peso effects contribute to the dispersion of the distribution, although the persistence of the short
rate remains the most important determinant. Nevertheless, it remains somewhat implausible that
our data-generating process generated the U.S. data.
Fourth, to reconcile the data for all countries with our model, we must allow for a small time-
varying term premium. When we allow regime changes and other rate movements to be priced, the
small sample distributions become much more dispersed, skewed and biased in the direction of
explaining the results.
While we believe our results to be interesting, they also raise many interesting questions for
further research. The effects of combining peso effects with time-varying risk premiums are dramatic.
While our model developed here is only illustrative, we believe it deserves further exploration. For
example, future work should attempt to allow for correlations across the short rate innovations of the
various countries and use term structure data to identify the parameters of the regime-switching
model. Introducing variables not perfectly correlated to the short rate (for example term spreads)
in the transition probability also constitutes an interesting extension, but one that raises many
technical issues.
33Finally, the sensitivity of the Campbell-Shiller regressions to small sample problems raises the
econometric issue of developing estimators less prone to severe small sample biases. This is all the
more pressing since many important financial theories are tested with similar regressions. A good
example is the Unbiasedness Hypothesis tests in foreign exchange, which suffer from similar problems
(see Baillie and Bollerslev (1997)).
34Appendix
A.! Derivationof Equations (4), (5), and (6)
Equations(1) and (3) imply
r(t,n) =-Logexp(m1.4 (19)
To evaluate the conditional expectation on the right-hand side of equation (19), take a Taylor-series
expansion of exp(m+ about En÷
exp(mt =exp(Ep3+f(mi:n-Eci]
(20)
Under the assumption that all conditional moments of exist, we can apply the conditional





where v(j) -E?n+the jth conditional central moment of m÷,, conditional on date




Applying the law of iterated expectations to equation (3), one obtains
=E1EEt,jjmt.r (23)
Evaluating equation (23) at n =1for dates t+i-1, i =1,...,n,implies





To obtain equations (4) and (5), one first must substitute equation (24) into the right-hand side of
equation (23), substitute the resulting expression into the first term on the right-hand side of equation
(22), and combine terms.
We now derive equation (6) from equation (5), under the assumption that, conditional on
date t information, m+ is normally distributed vi ￿ 1. Using definition equation (3) of m÷,




so equation (6) is equivalent to equation (5) if
.varkt) =log+EEk -Ep),yn. (26)
In fact, equation (26) holds under the conditional normality assumption. Let f be a normal random
variable with mean tandvariance aandlet=- t Thevariable 5isnormal, with moment
generating function M(t) =exp .Takinga MacLaurin Series expansion of M,(t), evaluated






where, in equation (27), M7(t) denotes the jth derivative of M evaluated at t, and we use M,(O)
36= 1and M,"(0) =0.Equation (27) implies equation (26) if we set = and treat the
distribution in equation (27) as conditional on date t information.
A.2 Data Description
Our data set for TJSD, GBP and DEM zero-coupon bond yields is an updated version of the
data originally used by Jorion and Mishkin (1991). We thank Philippe Jorion for generously
providing us with the data. The Jorion-Mishkin data consist of monthly observations from 1972:01
through 1991:12 on implied zero-coupon yields with maturities of 3, 12, 24, 36, 48, and 60 months
which are constructed from observations on outstanding government bonds. Data from 1990:1 to
1996:9 on zero-coupon bond yields with maturities of 3, 12, 36, and 60 months for the three
currencies were obtained from a New York investment bank that wishes to remain anonymous.
The short rates used to estimate the regime-switching model are from a variety of sources.
For the U.S., we use the three-month Treasuiy Bill data. For Germany, we use the three-month
interbank rate from the Bank for International Settlements (BIS) database. For the U.K, we use
three-month Treasury Bill data from the BIS!3 The Australian short rate is the three month
Treasury bill rate taken from Datastream from September 1972 onwards; for the first 8 months of
1972 we use the commercial paper rate from the BIS. The Italian short rate is the three month
interbank rate from International Financial Statistics (IFS). The Japanese short rate is the three
month Gensaki rate from the BIS. The Swedish short rate is the three month Treasury Bill rate from
the IFS. Two outliers (at 1983:4 and 1983:5) were confirmed to be data errors by looking at interest
A missing observation at 1995:12 in this data for Germany was replaced by a linear
interpolation between observations from 1995:11 to 1996:01.
r4missingobservation at 1995:12 in this data for the U.K. was filled in with the observation for
that date from the IFS database.
37series reported in the Sveriges Riksbank Quarterly Review (1983-1984) and were replaced by
Eurocurrency rates drawn from Datastream.
A.3 Joint Estimation of the VARs for Three Countries using GMM
We simultaneously estimate four-variable VARs for each country (U.S., U.K., and Germany)
under the restriction that the VAR coefficients for each country are the same. Each VAR
incorporates the 3-month rates and the spreads between three long rates (12-months, 36-months, and
60-months) and the 3-month rate. The estimation is be done using GMM. This is a large GMM
system since it requires 138 orthogonality conditions and 46 free parameters. The free parameters
are the four constants, the thirty-two slope coefficients, and the ten elements of the innovation
covariance matrix, which are constrained to be the same across the three currencies. The
orthogonality conditions are the same as those imposed in the currency-by-currency estimation. Each
of the four error terms for each currency is postulated to be orthogonal to the nine right-hand side
variables associated with that currency, which provides 36 orthogonality conditions per currency. The
remaining 30 orthogonality conditions are that the 10 parameters of the innovation covariance matrix
should equal the usual cross-products of the innovations of the equations, again, for each of the three
currencies.
Given the size of this GMM system relative to the number of available time-series
observations, we chose to estimate the weighting matrix using the residuals from the unconstrained
estimations, which are consistent estimates of the true residuals. We also chose to restrict the
elements of the 0MM weighting matrix using the assumptions that the cross-covariances of the
innovations and squared innovations across currencies are zero. With these assumptions the
weighting-matrix is block diagonal with three 36x36 blocks and three lOxlO blocks for each currency.
38A.4 The Estimation of Cross-Sectional Regime Switching Models by Maximum Likelihood
In this appendix, we describe the construction of the likelihood function of the cross-sectional
regime switching model in section 3. The model is basically a cross-sectional extension of the regime-
switching model of interest rates proposed by Gray (1996), and we construct the likelihood function
building on the framework in Gray (1995).
Let us first establish some notation. There are N =7countries, superscripted by j, and K
=3regimes, sub-scripted by i. Here, the interest rate in country j will be denoted by r. Let R
the cross-sectional collection of short rates at time t, and let R([r,...,rt1,rj'r]', the
cross-section of interest rates excluding countryj. Let f'[ri, rL, ...,r03]',the time-series vector of
short rates for each country, and let I=[f',...,t']', the cross-sectional collection of these short rate
time series. The regime for country j's rate will be denoted by s j,withs C { 1,2,...K} v j. We will
also use st@ to denote s =i(j)with iQ) C {1,...,K}, vj. Since each of the N countries can be in




N1' (28) ciIt,i(1p t,i(j1L,i43 ly"" t,i(NIJ
The model for the short rate r1L1 is given by equations (12) and (19). For each country,s
follows a Markov process with time-varying transition probabilities given in equations (20) through
(16). Although s will evolve differently over time across countries, the parameters governing its
stochastic process and the other parameters determining the short rate process are assumed to be the
same for all countries. Without further parameter restrictions, there 4(2K-i) parameters to estimate:
39$ cy a b} i = and {a, b} i =2,...,K-1,j= i+1.
Let the joint log-likelihood function for a sample of T observations be
1(IZ=log[L(1ZTJJ. (29)
By conditioning on the initial observation, we can write:
L(1ZT)= 1t1L(Rj1Z). (30)
Weassume that agents observe the regime, but the econometrician does not. As in Hamilton (1989)
and Gray (1995), the econometrician must condition or,vj, to evaluate L(R




Weevaluate the two parts in equation (31) in turn. To evaluate the first part, we assume that the
interest-rate innovations are conditionally independent across countries.
Assumption 1:
L(r IR1Z1,S3= L(rIs1Z_i). (32)
Assumption 1 implies
L(RI S21t1) =I1L(rIsuQ)R11). (33)






Toevaluate the second part, we attempt to write P(S1 I1Z)asa recursion as in Gray's (1995)
univariate model. To do so, we assume that regime variables s are conditionally independent across
countries. This embeds two assumptions.
Assumption 2:
P[s =k IS1Z_J=P[sj'=k I'1j. (35)
Assumption 3:
P{s =k IR J= P[s=k [R1'. (36)
Using Assumption 2, it follows:
P(S. 11)= ll!P[s=i(j) a_j. (37)
Now, we introduce some simp1i'ing notation for the transition probabilities. Let
P(s=ks=l,r15 =Pt,Ik, (38)
We now write P[s=i(j) I1J as a recursion:
P[s =iU) I1Z_1I= P[s=i(j)=k,fl_JP[s1=k (39)
From the model in equations (12).(16), we can write P[s=i(j) 15 =k,1ZJ =P One can apply
Bayes's rule to P[s1=k I1Z.1] =P[s1=k rDflJ, to obtain
41P(s'1 =k 1 )=L(r1=k,RL1Z)P(s.I =k IR.ltJ (40)
E"P(s.1=m •L(rj.1Is=m,R_)
where L(• I•) representsthe relevant conditional normal density, as in equation (33). Using
assumptions (1) and (3) in equation (40) and substituting into (39), we obtain a recursive
representation for the regime probability, which we will denote by P for co—{1,...,K},
P =P[s =I1J L(rk,R)
, (41) P.T( —R L_,.1t—I,I t.. t—lt—1 — '
andL( )canbe evaluated as in equation (33). Hence, the P can be computed as a simple
recursion, 'j and vw.Thereare a total of N xK such probabilities. Bringing the two pieces
together, we can now fill out the likelihood function:
L(R1 IR.1)
= [fl.1L(r1s i(j),.)1 [1I,P?,]. (42)
Hence,
=) ln{°'[11L(r Is =i(j),1Z )I [1P€J}. (43)
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Note: The sample contains monthly data from 1972:01 through 1996:09. The short rate is the 3-
month rate for each currency. The long rate is indicated in column 1. The maximum number of
observations is used in each regression. Hence, for equation (7) there are 294 observations, while
for equation (8) there are 297-(n-3). Hansen's (1982) GMM standard errors are in parentheses and
are computed using the method of Newey-West (1987) to accommodate the overlapping error
structure induced by using monthly observations with a multiperiod forecasting horizon. There are
3 Newey-West lags for equation (7) and n-3 lags for equation (8), which is one lag more than is
necessary under the null hypothesis.
47Table 2
VAROrderSelection Statistics

























Akaike Criterion 1 -8.736 -6.778 -14.51
Akaike Criterion 2 -9.337 -6.851 -14.96
Akaike Criterion 3 -9.427 -6.837 -14.94
Akaike Criterion 4 -943 1 -6.797 -14.91
Schwarz Criterion1 -8.535 -6.577 -1431
Schwarz Criterion 2 -8.935 -6.449 -14.56
Schwarz Criterion 3 -8.825 -6.234 -14.34
Schwarz Criterion 4 -8.627 -5.994 -14.11
Note: The sample contains monthly data from 1972:01 through 1996:09 with 293 observations in all
VARs. The four variables in the VARs are the 3-month rate, and the spreads between the 12-month
rate and the 3-month rate, the 36-month rate and the 3-month rate, and the 60-month rate and the
3-month rate. The likelihood ratio tests incorporate the degrees of freedom correction recommended
by Sims (1980). The other lag-length criteria are from Akaike (1973) and Schwarz (1978).
48Table 3
Implied Slope Coefficients and Model Diagnostics from VAR Analyses
USD GBP DEM Joint
Implied Slope -1.948 -0.030 -0.066 -0.069
Eq. (7) n=12 (0.327) (0.309) (0.161) (0.269)
Implied Slope 0.070 0.486 0.257 0.375
Eq. (8) n=12 (0.109) (0.134) (0.129) (0.100)
Correlation 0.144 0.769 0.539 0.807
n12 (0.213) (0.138) (0.188) (0.186)
Standard Dev. 0.492 0.633 0.477 0.464
Ratio n=12 (0.128) (0.143) (0.124) (0.067)
Implied Slope -3.260 0.797 -0.136 0.203
Eq. (7) n=36 (0.772) (0.523) (0.3 15) (0.507)
Implied Slope 0.396 0.872 0.592 0.768
Eq. (8) n=36 (0.236) (0.191) (0.192) (0.095)
Correlation 0.419 0.882 0.758 0.917
n=36 (0.221) (0.078) (0.139) (0.070)
Standard Dcv. 0.945 0.989 0.782 0.838
Ratio n=36 (0.175) (0.195) (0.215) (0.108)
Implied Slope -4.204 0.858 -0.309 0.278
Eq. (7) n=60 (1.088) (0.775) (0.419) (0.428)
Implied Slope 0.600 0.953 0.722 0.900
Eq. (8) n=60 (0.224) (0.183) (0.256) (0.096)
Correlation 0.515 0.841 0.812 0.921
n=60 (0.168) (0.070) (0.125) (0.069)
Standard Dcv. 1.165 1.134 0.889 0.977
Ratio n60 (0.157) (0.195) (0.262) (0.124)
Note: The sample contains monthly data from 1972:01 through 1996:09 with 295 observations in the
VARs. The short rate is the 3-month rate and the long rate is indicated by n. The Implied Slope
Coefficients in the columns labelled "USD", "GBP", and "DEM" use data from the U.S., U.K., and
Germany, respectively, and are computed from a four-variable, second.order VAR in the short rate
and the spreads between the three longer rates and the short rate. Asymptotic standard errors (in
parenthesis) use gradient techniques and are based on GMM standard errors for the slope
coefficients and innovation variances of the VARs. Coefficients in the column labelled 'joint" are
from a joint estimation of these second-order VARs for all three countries under the restriction that
the coefficients for all countries are the same. The Correlation and Standard Deviation Ratio
statistics measure relations between the theoretical spread and the actual spread.
49Table 4
The Effects of Large Spreads on Equation (7)
USD GBP DEM






































Note: The sample contains monthly data from 1972:01 through 1996:09 for 294 observations. The
short rate is the 3-month rate for each currency. The long rate is indicated in column 1. The
observations are split into two groups based on the size of the term spreads and regression (7) is re-
estimated allowing for different slope coefficients for "normal" (st"(t,n)) and "large" (s(t,n)) spreads.
Spreads falling outside a band of 1.3 standard deviations of the mean spread aredefined to be "large."
The fraction of large spreads varies between 9.86% and 21.09% of the total sample, yielding a
minimum of 29 observations to estimate the large spread slope coefficient. Hansen's (1982) GMM
standard errors are in parentheses and are computed using the method of Newey-West (1987) to
accommodate the overlapping error structure induced by using monthly observations with a
multiperiod forecasting horizon. There are 3 Newey-West lags which is one lag morethan is
necessary under the null hypothesis.
50Table S
Estimatesof Parameters of the Regime-Switching Model














a1 0.0332 a3, -3.6232
(0.0076) (0.8610)










Note:Data are monthly observations on the three-month interest rate for seven countries,Australia,
Germany, Italy, Japan, Sweden, the United Kingdom, and theUnited States, from 1972:01 through




Mm. 0.004 0.003 0.0050.00020.002 0.0040.003
C.V. 1
Mean 0.010 0.007 0.0130.006 0.009 0.0100.007
C.V. 1
Max. 0.018 0.014 0.0200.018 0.019 0.0160.016
C.V. 1
Mm. 0.117 0.103 0.1350.015 0.074 0.1260.095
C.V. 2
Mean 0.224 0.171 0.2710.156 0.216 0.2240.175
C.V. 2
Max. 0.358 0.297 0.3800.358 0.369 0.3 19 0.3 19
C.V. 2
Mm. 1.870 1.781 1.9740.850 1.575 1.921 1.730
C.V. 3
Mean 2.370 2.138 2.5532.0452335 2.3772.159
C.V. 3
Max. 2.855 2.660 2.9182.8552.887 2.730 2.73 1
C.V. 3
Switches 1- 25 39 31 30 28 23 22
2 or 2-1
Switches 22 20 28 & 32 32 10
2-3 or 3-2
% time 1 .31 .29 .30 .35 .22 .18 .23
% time 2 .31 .64 .52 .53 .69 .68 .68
% time 3 .38 .07 .18 .12 .09 .14 .09
Note: Mm. (Mean or Max.) C.V. i denotes the minimum (mean or maximum)conditional variance
in regime i, i =1,2,3.Switches 1-2 or 2-1 (2-3 or 3-2) denotes the estimated number of switches
between regimes 1 and 2 (2 and 3). The percentage of the time that themodel estimates each
country spent in regime i is denoted % time i.
52Table 7
Monte CarloDistributionsof the OISSlopeCoefficients, and VAR-based Statistics
Using the Regime-Switching Model as the Data Generating Process
n Mean Median 0.5% 2.5% 5%
Panel A: Equation (7) (With Approximation Error)
12 1.761 1.864 2.070 -4.524 -2.965 -2.160
36 3.173 2.629 2.750 -5.186 -1.476 0.278
60 3.843 2.920 3.050 -0.624 0.655 0.909
Panel B: Equation (8)
12 1.286 1.257 0.683 -0.550 -0.082 0.181
36 1.939 1.723 1.015 -0.220 0.548 0.724
60 2.111 1.804 1.185 p0.433 0.540 0.761
PanelC: VAR-Implied Equation (7) (With ApproximationError)
12 1.665 1.789 2.035 -4.459 -2.938 -2.157
36 3.022 2.507 2.689 -5.086 -1.512 0.106
60 3.719 2.840 2.985 -0.157 0.553 0.824
Panel D: VAR-Implied Equation (8)
12 1.174 1.152 0.596 -0.379 0.021 0.216
36 1.615 1.457 0.751 0.218 0.517 0.655
60 1.648 1.425 0.811 0.202 0.509 0.657
53Panel E: VAR Statistics Correlation Coefficient
n Mean Media
n
c 0.5% 2.5% 5%
12 0.694 0.808 0.282 -0.177 0.012 0.119












12 1.802 1.715 0.718 0.497 0.698 0.822
36 1.954 1.607 1.076 0.393 0.658 0.768
60 1.790 1.492 0.940 0.329 0.617 0.743
Note: The Monte Carlo evidence is based on 25,000 replications. The data generating process is the
discretized, regime-switching model based on the parameters reported in Table 5. There are 297 total
observations in each experiment. The columns labelled Mean, Median, o0.5%,2.5%, and 5% are
the sample mean, the median, the standard deviation, ?nd the respective quantiles of the empirical
distributions. Panel A reports the OLS slope coefficients from Equation (7) of the change in the
yield on an n-period bond on [31(n-3)] times the term spread between the n-period yield and the
short rate, with the n-3 period yield approximated by the n-period yield at time t+3. Panel B (8)
reports the OLS slope coefficients from Equation (8) of the weighted average of changesin future
short rates on the term spread. Panels C through F report statistics based on a second-order VAR
that is estimated for y(t) =[r(t,3),s(t,12), s(t,36), s(t,60)I', where r(t,3) is the three-month rate at
time t and s(t,n) represents the term spread at time t between the n-month rate and the three-month
rate. Panels C and D report implied slope coefficients corresponding to Equations (16) and (15),
respectively. Panels E and F report the correlation between the theoretical spread in Equation (14)
that satisfies the expectations hypothesis and the actual spread and the ratio of the standard deviation
of the theoretical spread to the standard deviation of the actual spread.
54Table 8
Bias and Dispersion Using Alternative Regime-Switching Models as the Data Generating Process
Model A Model B Model Model D
C
Full Model
Panel A: Equation (7) (With Approximation Error)- Mean
12 1.140 1.187 1.224 2.249 1.761
36 1.069 1.103 1.126 2.423 3.173
60 1.053 1.079 1.097 2.258 3.843
Panel B: Equation (8) -Mean
12 1.019 1.025 1.031 1.310 1.286
36 1.017 1.023 1.027 1.388 1.939
60 1.017 1.023 1.026 1.366 2.111
Panel C: Equation (7) (With Approximation Error) -
Deviation
Standard
12 0.1431 0.1663 0.1960 0.9299 1.864
36 0.1474 0.1785 0.2076 1.0853 2.629
60 0.1475 0.1788 0.2070 1.0130 2.920
Panel D: Equation (8) -StandardDeviation
12 0.0804 0.0970 0.1113 0.4506 1.257
36 0.0398 0.0505 0.0562 0.4455 1.723
60 0.0278 0.0346 0.0378 0.3569 1.804
Note: Models A to D represent simplified versions of the model that imply the same mean, standard
deviation and regime frequencies for the short rate in population as the full model. In particular:
Model A eliminates the persistence within-regimes, restricts the innovation variance to be constant
across and within regimes, and imposes constant regime-switching probabilities. Model B introduces
state-dependent regime switching probabilities into Model A. Model C introduces regime-specific
innovation variances and conditional heteroskedasticity into Model B. Finally, Model D introduces
within-regime persistence into Model A. The exact parametric specifications used are as follows:
Model A: =6.16050;P2= 6.16052;t3= 16.0082;3 =/32 = /33 = 0;a1 =a2=a3=2.5; 71 = 72
= = 0;a1 =0.5805;a =1.4833;a =-1.3732;a33 =1.1943;b11 =b=b2,=b33=
550.
Model B: =6.16050;IL2= 6.16052;p.3 =16.0082;th= $2=$, = 0;a1= C2 = C3 = 2.5; 7' = 72
== 0;a,, =0.7805;a =13833;ar =-3.6232;a =03557; b,,=0.0378;b =
0.0749;b =0.3419;b73 =0.1151.
Model C: =6.16050;p. =6.16052;p. =16.0082;$= = $3=0;a1 =0.7827;a2= 1.1610;a3
=1.9937;y, =0.4760;72= 0.3469;= 0.1312;a,, =0.7805;a =1.3833;a =-3.6232;
a =0.3557;b,, =0.0378;b =0.0749;b =0.3419;b33 =0.1151.
Model D: =0.00300;P2= 0.05725;ftlj= 2.0351;$= 0.9991;$2 =0.9828;$= 0.8184;a1 =
0.80000;a2 =0.79988;a =0.80239;71 =72 = = 0;a,1 =0.5805;a =1.4833;a =-
1.3732;a33 =1.1943;b1, =b=b=b33=0.
The statistics reported in the last column are for the full regime-switching model, with parameters
reported in Table 5.Thesestatistics are identical to those displayed in panels A and B of Table 7.
They are reproduced here for ease of comparison with the simple models. The MonteCarlo
evidence is based on 25,000 replications, with 297 observations in each replication. Panels A and B
report the mean of the empirical distributions, whereas Panels C and D reportthe standard deviation.
Panels A and C report small sample statistics for the OLS slope coefficients from Equation (7) of the
change in the yield on an n-period bond on [31(n.3)]timesthe term spread between the n-period
yield and the short rate, with the n-3 period yield approximated by the n-period yield attime t+3.
Panels B and D report small sample statistics for the OLS slope coefficients from Equation (8) of
the weighted average of changes in future short rates on the term spread.
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12 0.986 1.021 0.354 0.260 0.907
36 1.201 1.136 1.108 0.524 0.966
60 1.317 1.197 1.680 0.615 0.953
Note: The data generating process is described in Section 6 and embeds time-variationin the term
premiums. Equation (7) and Equation (13) refer to the slopecoefficients of the Campbell-Shiller
regressions described in the article, but there is no approximation errorfor Campbell-Shiller (12).
The term premium is the difference between the actual long yield and the yield predicted bythe
expectations hypothesis. The OLSslopecoefficients and the means and standard deviations of the
term premiums are population values, that is, they are computed directly fromthe Markov chain




Monte Carlo Distributions of the OLS Slope Coefficients, and VAR-based Statistics
Using a Pricing Kernel and the Regime-Switching Model as the Data Generating Process
n Mean Median a 0.5% 2.5% 5%
Panel A: Equation (7) (With Approximation Error)
12 -0.752 -0.290 3.961 -10.256 -8.262 -7.321
36 -1.526 1.850 8.597 -27.108 -21.979 -18.998
60 -1.553 2.578 12.210 -44.956 -34.879 -29.459
Panel B: Equation (8)
12 0.233 0.248 1.420 -2.988 -2.289 -1.972
36 0.140 1.229 2.443 -6.248 -4.977 -4.398
60 0.192 1.526 3.243 -9.205 -7.447 -6.565
PanelC: VAR-Implied Equation (7) (With ApproximationError)
12 -0.749 -0.339 3.873 -9.794 -8.025 -7.152
36 -1.566 1.791 8.499 -26.645 -21.633 -18.947
60 -1.649 2.466 12.112 -44.019 -34.523 -29.405
Panel D: VAR-Implied Equation (8)
12 0.201 0.191 1.278 -2.432 -1.946 -1.723
36 0.158 1.082 1.991 -4.524 -3.848 -3.496
60 0.345 1.3 17 2.388 .5.995 -5.242 -4.771
58Panel E: VAR Statistics Correlation Coefficient
n Mean Media
n
a 1% 5% 10%
12 0.113 0.070 0.536 -0.820 -0.727 -0.663
36 0.255 0.527 0.657 -0.886 -0.835 -0.802
60 0.423 0.765 0.651 -0.907 -0.866 -0.836
PanelF: VARStatkticsStandard DeviationRatio
12 2.589 2.587 0.832 0.818 1.054 1.209
36 3.011 2.826 1.405 0.765 0.997 1.118
60 3.191 2.461 1.972 0.689 0.948 1.061
Note: The Monte Carlo evidence is based on 25,000 replications. The data generating process is
described in Section 6 and embeds time-variation in the term premiums. There are 297 total
observations in each experiment. The columns labelled Mean, Median,0.5%, 2.5%, and 5% are
the sample mean, the median, the standard deviation, and the respective quantiles of the empirical
distributions. Panel A reports the OLS slope coefficients from Equation (7) of the change in the
yield on an n-period bond on [3/(n-3)] times the term spread between the n-period yield and the
short rate, with the n-3 period yield approximated by the n-period yield at time t+3. Panel B (13)
reports the OLS slope coefficients from Equation (8) of the weighted average of changes in future
short rates on the term spread. Panels C through F report statistics based on a second-order VAR
that is estimated for y(t) =[r(t,3),s(t,12), s(t,36), s(t,60)] ',wherer(t,3) is the three-month rate at
time t and s(t,n) represents the term spread at time t between the n-month rate and the three-month
rate. Panels C and D report implied slope coefficients corresponding to Equations (16) and (15),
respectively. Panels E and F report the correlation between the theoretical spread in Equation (14)
that satisfies the expectations hypothesis and the actual spread and the ratio of the standard deviation




































Figure 1: Peso Effects in the Expectations Hypothesis -Model
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nths)Notes to Figure1:We simulate the model of section 5,inwhich the short interest rate is generate
by the three-regime switching process given by equations (12) -(16)with K=3, using the parameter
estimates reported in Table 5,andthe long rates are generated by the expectations hypothesis. We
conduct 25,000 independent Monte Carlo simulations, with 297 observations in each simulation. For
each simulation, we estimate the slope coefficient a1 in equation (7) with m=3. The 25,000
simulations are sorted into bins of 1,000 each, ranked according to the size of a1. The graphs in this
figure plot the average &equency of regime 3 in each bin against the average value of a1 in that bin.
The upper graph displays results for the 12-month maturity (n=12), and the lower graph displays
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Average Slope Coefficient (50 months)
0 10Notes to Figure2:We simulate the model of section 6, in which the short interest rate is generate
by the three-regime switching process given by equations (12) -(16)with K=3, using the parameter
estimates reported in Table 5,andthe long rates are generated by the model of time-varying term
premiums given by equations (17) and (18). We conduct 25,000 independent Monte Carlo
simulations, with 297 observations in each simulation. For each simulation, we estimate the slope
coefficient a1 in equation (7) with m=3. The 25,000 simulations are sorted into bins of 1,000 each,
ranked according to the size of at The graphs in this figure plot the average frequency of regime
3 in each bin against the average value of a1 in that bin. The upper graph displays results for the 12-
month maturity (n=12), and the lower graph displays results for the 60-month maturity (n=60).