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Preface
In April 2004 the first meeting of what would become a series of HERA-LHC meetings took place at CERN.
Over 250 participants joined and helped to shape the goals and objectives of this workshop. These are:
• To identify and prioritize those measurements to be made at HERA which have an impact on the
physics reach of the LHC;
• to encourage and stimulate transfer of knowledge between the HERA and LHC communities and
establish an ongoing interaction;
• to encourage and stimulate theory and phenomenology efforts;
• to examine and improve theoretical and experimental tools;
• to increase the quantitative understanding of the implication of HERA measurements on LHC physics;
That HERA deep inelastic scattering and photoproduction data and knowledge acquired will have an impact
on the analysis of LHC data is a priori obvious. First and foremost there is the question on the structure
of the proton. HERA is the first and so far only collider for lepton-proton scattering to date. The data
from the 27.5 GeV electron beams scattered on the 820 (920) GeV protons have delivered an accurate
picture of the Structure of the proton in a wide kinematic range. Precise predictions of cross sections
at the LHC critically depend on the knowledge of the parton density functions (PDFs) in the proton. It
can be the largest uncertainty in measurements, as the detector systematics will get under control to the
anticipated level. The precision measurements at HERA in the last 15 years have boosted our knowledge
on the parton distributions by several orders in magnitude in kinematic reach and by specific measurements
of heavy flavors, such as bottom and charm quark PDFs. Final states allow to study multi-jet production,
complementing the impressive LEP results by measurements in an environment with an additional important
complication, namely in the presence of an object containing color: the proton. The understanding of these
data will be a key to the study of LHC jet data especially at medium jet energies. Measurements of this type,
together with the PDF data, allow for precision tests of QCD dynamics, e.g. to test classical approaches such
as DGLAP evolution, or more sophisticated ideas, including e.g. special log(1/x) terms, angular ordering
etc. The HERA data are also instrumental in understanding double parton scattering, a phenomenon which
is expected to be very important at the LHC. HERA has elevated the studies of diffraction to precision
physics, and the LHC is expected to carry on that program. Finally, many tools have been developed over
the last years for the analysis and understanding of HERA data, which can be adapted for future studies at
the LHC.
In view of this anticipated synergy between HERA and the LHC the workshop has defined six working
groups
• Parton density functions and related questions
• Multi-Jet final states and energy flows
• Heavy quarks (charm and beauty)
• Diffraction
• Cosmic Rays, HERA and the LHC
• Monte Carlo generators and tools
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The Parton Density Functions working group had the most obvious task, namely getting to understand
what the present precision - both from data and from theory– is to determine parton distributions, and what
are the consequences of these uncertainties on LHC measurements. At an early stage in the workshop it
became obvious that the combination of the H1 and ZEUS experiments would be very beneficial. Such
lessons had been learned from LEP and are now applied at HERA. It turns out that the gain of a common
analysis of the data of the two experiments on the precision of the PDFs is substantially larger than when
these data-sets are used individually in fits. Benchmark test have been performed to check the systematics
of the different assumptions in the QCD fit procedures, keeping certain assumptions and data sets in the fits
fixed. At the start of the workshop there was some controversy on the NLO gluons at low-x, being very
different between different PDF fit groups. This could be resolved by measuring FL, requiring lower energy
running at HERA. The workshop has strongly supported that proposal and the last months of HERA have
been used to measure FL. First results are now being released by the experiments. Steps on getting towards
common procedures to be used in the PDF fitting community and to get the most optimal PDFS are being
defined and followed up in a special PDF forum called PDF4LHC, which is a spin-off of this workshop
The Multi-Jet final states and energy flows working group has studied in detail the novel jet algorithms,
designed to be infrared and collinear safe, such as the SISCone and the (anti)-kT algorithms. Jet algorithms
and performances as used in the experiments are discussed. A jet quality measure has been defined. The
perturbative calculation of higher order corrections has been studied in detail and a comparison of all order
analytical resummation with Monte Carlo parton shower approaches has been performed. An important
issue to understand better the details of the final states in experimental data is the concept of kT factorization.
A formalism for extracting e.g. the needed unintegrated gluon distributions from fits to data is proposed.
Implications for the LHC are studied e.g. on the case of gauge boson production, and boson production
in association with heavy quarks. Forward so called ”Mueller-Navalet” jets predictions have been made
for the LHC. Very forward jet measurements opportunities e.g. using forward CASTOR detector in CMS
look promising. Finally prompt photon production, high density systems and handles to multi-parton event
discoveries have been discussed.
In the Heavy Quarks (Charm and Beauty) working group a summary of experimental results on fragmen-
tation functions, gluon densities and charm/beauty masses from HERA has been collected. Prospects for
heavy quark measurement at the LHC are discussed. In the theory area important and significant progress
has been made in the understanding of heavy quark mass effects in the evolution of parton density functions.
In a common contribution from members of CTEQ and MRST the progress in understanding of mass effects
and its impact on the global analysis of parton density functions is reviewed and documented. In addition
also progress in the calculation of fragmentation functions including mass effects is discussed. Finally the
progress in calculation of higher order corrections to tt¯ production at the LHC is summarized.
The working group Diffraction brought about an important information transfer between HERA (and Teva-
tron) and the LHC on the experience with near beam detectors operation and calibration issues. Since the
start of the workshop, there are several near beam detector projects that have been launched in the exper-
iments. Diffractive and forward physics is now in the blood of the LHC experiments. CMS, TOTEM and
ALICE present their physics program, also what can be achieved without near beam detectors by using
rapidity gaps instead. Major progress has been achieved in understanding central exclusive production at
pp colliders, with a tight re-evaluation of the theoretical calculations, and foremost with the exclusive mea-
surements made at the Tevatron. Factorization in diffractive processes remains mysterious. It is known not
to work between ep and pp data. Now also within ep data at HERA it is found not to work for diffractive
di-jet photoproduction events. The deployment of diffractive PDFs from ep to pp data has therefore to be
done with care.
In the working group Cosmic Rays, HERA and the LHC the impact of laboratory measurements for the
understanding of the source and propagation of high energy cosmic rays has been discussed. These cos-
mic rays are measured mainly via air-showers and for their simulation measurements at high energy lepton
hadron and hadron hadron colliders are important. The main sources of uncertainties come from cross sec-
tions (elastic and inelastic), secondary particle production and multiplicity distributions. Hadron production
in the forward region especially from HERA and also the LHC can provide important constraints. On the
theory side the application of perturbative QCD for the calculations, hadron production in the forward re-
gion, the relation to multi-parton interaction and non-linear effects arising at highest energies (i.e. at small
v
x) have been discussed.
The goals of working group Monte Carlo and Tools was to examine and improve the Monte Carlo event
generators for the use at LHC, to provide a framework for tuning and to develop new tools and libraries for
the analysis of data. The available Monte Carlo generators are reviewed and tools like HZtool and RIVET,
tools for fitting like Professor and Proffit (in Multi-Jet nal states and energy flows WG) are discussed.
Multiparton interaction and underlying event structures was a major issue, also in close connection with
Multi-Jet nal states and energy flows.
The special character of this workshop was – apart from its clear charge on the connection between HERA
and LHC – that it was alternative held at CERN and at DESY. Note that Tevatron was always an invited
guest at the table, and its data and interpretation of the results have always been part of the input in the
discussions.
The last workshop in this series was held at CERN, where the series started, and over 200 participants at-
tended. This clearly shows that the workshop has been established to be a beacon and forum for discussions
of QCD for the preparation of the LHC. With the termination of the HERA accelerator in 2007 and the turn
on of the LHC, the series was terminated and the results are written up in these extensive proceedings. But
clearly there is a need and community for targeted forum on LHC QCD questions, and no doubt a workshop
of this kind will emerge in the near future, as soon as the first data arrive.
Finally we wish to thank all the participants of the HERA an the LHC workshops for making this series so
interesting and lively. We thank especially the conveners for their enormous work in the preparation of the
many meetings and finally the proceedings
Last but not least we wish to thank A. Grabowksy, D. Denise, S. Platz and L. Schmidt for their continuous
help and support during all the meetings. We thank B. Liebaug for the design of the poster. We are grateful
to R. Eisberg, O. Knak and S. Ko¨nig for recording the talks and all technical help. We thank M. Mayer,
K. Sachs and M. Stein for their help in printing the proceedings. We are grateful to the CERN and DESY
directorates for financial support of the workshops and for their encouragement to investigate the HERA -
LHC connection in detail.
Hannes Jung and Albert De Roeck
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Abstract
We provide an assessment of the state of the art in various issues re-
lated to experimental measurements, phenomenological methods and
theoretical results relevant for the determination of parton distribution
functions (PDFs) and their uncertainties, with the specific aim of pro-
viding benchmarks of different existing approaches and results in view
of their application to physics at the LHC.
We discuss higher order corrections, we review and compare different
approaches to small x resummation, and we assess the possible rele-
vance of parton saturation in the determination of PDFS at HERA and
its possible study in LHC processes. We provide various benchmarks
of PDF fits, with the specific aim of studying issues of error propaga-
tion, non-gaussian uncertainties, choice of functional forms of PDFs,
and combination of data from different experiments and different pro-
cesses. We study the impact of combined HERA (ZEUS-H1) structure
function data, their impact on PDF uncertainties, and their implica-
tions for the computation of standard candle processes, and we review
the recent FL determination at HERA. Finally, we compare and assess
methods for luminosity measurements at the LHC and the impact of
PDFs on them.
With the start of data–taking at the LHC getting closer, the importance of a detailed under-
standing of the physics of parton distributions (PDFs) has increased considerably, along with the
awareness of the LHC community for the importance of the issues related to it. Clearly, the main
reason why PDFs are important at the LHC is that at a hadron collider a detailed understand-
ing of PDFs is needed in order to obtain accurate predictions for both signal and background
processes. Indeed, for many physical processes at the LHC, PDFs are the dominant source of un-
certainty. On the other hand, an accurate control of PDF uncertainties allows one to use selected
processes as “standard candles”, for instance in the determination of luminosities. However, this
also means that experimentation at the LHC will provide a considerable amount of new experi-
mental information on PDFs, and it will enable us to test the adequacy of their current theoretical
understanding.
The main aim of this document is to provide a state of the art assessment of our under-
standing of PDFs at the dawn of the LHC. Since the previous HERA-LHC workshop [1], we
have witnessed several important directions of progress in the physics of PDFs. On the theo-
retical side there has been conclusive progress in extending the treatment of perturbative QCD
beyond the current default, namely, the next–to–leading perturbative order. On the phenomeno-
logical side there has been a joint effort between experimental and theoretical groups involved in
the extraction of PDFs, specifically from global fits, in agreeing on common procedures, bench-
marks and standards. On the experimental side, new improved results from the HERA runs are
being finalized: these include both the construction of a joint determination of structure function
which combines the result of the ZEUS and H1 experiments, and the first direct measurements of
the structure function FL which have been made possible by running HERA at a reduced proton
beam energy in 2007. Also, the LHC experiments (ATLAS, CMS and LHCb) are now assessing
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the use of standard candle processes for luminosity measurements.
All these issues are discussed in this document. In each case, our main goal has been
to provide as much as possible a joint treatment by the various groups involved, as well as a
comparison of different approaches and benchmarking of results. In particular, in Sect. [2], after
briefly reviewing (Sect. [3]) the current status of higher–order calculations for DIS, we provide
(Sect. [4]) detailed comparisons of techniques and results of different existing approaches to
small x resummation, and then we summarize (Sect. [5]) the current status of studies of parton
saturation at HERA, their possible impact on current PDF extraction and the prospects of future
studies at the LHC. In Sect. [6] we discuss methods and results for the benchmarking of PDF fits:
with specific reference to two benchmark fits based on a common agreed set of data, we discuss
issues related to error propagation and non-gaussian errors, to the choice of functional form and
corresponding bias, to possible incompatibilities between different data sets. In Sect. [7] we turn
to recent progress in the extraction of PDFs from HERA data, specifically the impact of combined
ZEUS-H1 structure function data on PDF determination and the ensuing calculation of W and Z
cross-sections (Sect. [8]) and the recent first determination of the structure function FL (Sect. [9]).
In Sect. [10] we discuss and compare luminosity measurements based on absolute proton–proton
luminosity measurements to those based on the use of standard candle processes, and the impact
on all of them of PDF uncertainties. Finally, in Sect. [11] we present the PDF4LHC initiative,
which will provide a framework for the continuation of PDF studies for the LHC.
Note: Most of the contributions to this workshop are the result of collaboration between
various groups. The common set of authors given for each section or subsection has read and
approved the entire content of that section or subsection; however, when a subset of these authors
is given for a specific part of the section or subsection, they are responsible for it.
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Theoretical issues
S. Moch, M. Rogal, J. A. M. Vermaseren, A. Vogt, G. Altarelli, R. D. Ball, M. Ciafaloni,
D. Colferai, S. Forte, G. P. Salam, A. Stas´to, R. S. Thorne, C. D. White, G. Beuf, F. Caola,
F. Gelis, L. Motyka, C. Royon, D. ˇSa´lek, A. M. Stas´to
1 Precision calculations for inclusive DIS: an update1
With high-precision data from HERA and in view of the outstanding importance of hard scat-
tering cross sections at the LHC, a quantitative understanding of deep-inelastic processes is in-
dispensable, necessitating calculations beyond the standard next-to-leading order of perturbative
QCD.
In this contribution we briefly discuss the recent extension of the three-loop calculations
for inclusive deep-inelastic scattering (DIS) [1–8] to the complete set of coefficient functions for
the charged-current (CC) case. The new third-order expressions are too lengthy for this short
overview. They can be found in Refs. [9,10] together with the calculational methods and a more
detailed discussion. Furthermore the reader is referred to Refs. [11,12] for our first results on the
three-loop splitting functions for the evolution of helicity-dependent parton distributions.
Structure functions in inclusive deep-inelastic scattering are among the most extensively
measured observables. The combined data from fixed-target experiments and the HERA collider
spans about four orders of magnitude in both Bjorken-x variable and the scale Q2 = −q2 given
by the momentum q of the exchanged electroweak gauge boson [13]. Here we consider the W-
exchange charged-current case, see Refs. [14–20] for recent data from neutrino DIS and HERA.
With six structure functions, F W±2 , F W
±
3 and F W
±
L , this case has a far richer structure than, for
example, electromagnetic DIS with only two independent observables, F2 and FL.
Even taking into account a forthcoming combined H1/ZEUS final high-Q2 data set from
HERA, more detailed measurements are required to fully exploit the resulting potential, for in-
stance at a future neutrino factory, see Ref. [21], and the LHeC, the proposed high-luminosity
electron-proton collider at the LHC [22]. Already now, however, CC DIS provides important
information on the parton structure of the proton, e.g., its flavour decomposition and the valence-
quark distributions. Moreover, present results are also sensitive to electroweak parameters of the
Standard Model such as sin2 θW , see Ref. [23], and the space-like W-boson propagator [24]. As
discussed, for example, in Refs. [25–28], a reliable determination of sin2 θW from neutrino DIS
requires a detailed understanding of non-perturbative and perturbative QCD effects.
Previous complete results on unpolarized DIS include the three-loop splitting functions
[4, 5] as well as the 3-loop coefficient functions for the photon-exchange structure functions
F 2,L [6, 7]. However, most coefficient functions for CC DIS were not fully computed to three
loops so far.
For this case it is convenient to consider linear combinations of the structure functions
F W
±
a with simple properties under crossing, such as F
νp±ν¯p
a (a = 2, 3, L) for neutrino DIS.
1Contributing authors: S. Moch, M. Rogal, J. A. M. Vermaseren, A. Vogt
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For all these combinations either the even or odd moments can be calculated in Mellin-N space
in the framework of the operator product expansion (OPE), see Ref. [29]. The results for the
third-order coefficient functions for the even-N combinations F νp+ν¯p2,L can be taken over from
electromagnetic DIS [6, 7]. Also the coefficient function for the odd-N based charged-current
structure function F νp+ν¯p3 is completely known at three-loop accuracy, with the results only pub-
lished via compact parameterizations so far [8]. For the remaining combinations F νp−ν¯p2,L and
F νp−ν¯p3 , on the other hand, only recently the first six odd or even integer moments of the respec-
tive coefficient functions have been calculated to third order in Ref. [9] following the approach
of Refs. [1–3] based on the MINCER program [30, 31].
The complete results of Refs. [6–8] fix all even and odd moments N . Hence already the
present knowledge of fixed Mellin moments for F νp−ν¯p2,L and F
νp−ν¯p
3 is sufficient to determine
also the lowest six moments of the differences of corresponding even-N and odd-N coefficient
functions and to address a theoretical conjecture [32] for these quantities, see Ref. [10]. Fur-
thermore these moments facilitate x-space approximations in the style of, e.g, Ref. [33] which
are sufficient for most phenomenological purposes, including the determination of the third-order
QCD corrections to the Paschos-Wolfenstein relation [34] used for the extraction of sin2 θW from
neutrino DIS.
The even-odd differences of the CC coefficient functions Ca for a = 2, 3, L can be
defined by
δ C2,L = C
νp+ν¯p
2,L − C νp−ν¯p2,L , δ C3 = C νp−ν¯p3 − C νp+ν¯p3 . (1)
The signs are chosen such that the differences are always ‘even – odd’ in the moments N acces-
sible by the OPE [29], and it is understood that the dabcdabc part of C νp+ν¯p3 [3, 8] is removed
before the difference is formed. With as = αs/(4π) these non-singlet quantities can be expanded
as
δ Ca =
∑
l=2
a ls δc
(l)
a . (2)
There are no first-order contributions to these differences, hence the above sums start at l = 2 .
We start the illustration of these recent results by looking at the approximations for the
νp − ν¯p odd-N coefficient functions c(3)2,L(x) (see Ref. [10] for a detailed discussion). These
are compared in Fig. 1 to their exact counterparts [6, 7] for the even-N non-singlet structure
functions. The dashed lines represent the uncertainty band due to the limited number of known
moments. The third-order even-odd differences remain noticeable to larger values of x than at
two loops, e.g., up to x ≃ 0.3 for F2 and x ≃ 0.6 for FL for the four-flavour case shown in
the figure. The moments N = 1, 3, . . . , 9 constrain δ c(3)2,L(x) very well at x >∼ 0.1, and
approximately down to x ≈ 10−2.
Concerning low values of Bjorken-x one should recall that the uncertainty bands shown by
the dashed lines in Fig. 1 do not directly indicate the range of applicability of these approxima-
tions, since the coefficient functions enter observables only via smoothening Mellin convolutions
with non-perturbative initial distributions. In Fig. 2 we therefore present the convolutions of
all six third-order CC coefficient functions with a characteristic reference distribution. It turns
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Fig. 1: The exact third-order coefficient functions of the even-N structure functions F νp+ν¯p2,L for four massless
flavours, and the approximate odd-moment quantities for νp− ν¯p combination.
out that the approximations of the previous figure can be sufficient down to values even below
x = 10−3, which is amply sufficient for foreseeable applications to data. The uncertainty of
δc
(3)
3 (x), on the other hand, becomes relevant already at larger values, x ∼< 10−2, as the lowest
calculated moment of this quantity, N = 2, has far less sensitivity to the behaviour at low x.
The three-loop corrections to the non-singlet structure functions are rather small even well
below the x-values shown in the figure – recall our small expansion parameter as : the third-
order coefficient are smaller by a factor 2.0 · 10−3 if the expansion is written in powers of αs.
Their sharp rise for x→ 1 is understood in terms of soft-gluon effects which can be effectively
resummed, if required, to next-to-next-to-next-to-leading logarithmic accuracy [35]. Our even-
odd differences δc(3)a (x), on the other hand, are irrelevant at x > 0.1 but have a sizeable impact
at smaller x in particular on the corrections for F 2 and FL. The approximate results for δc(3)a (x)
facilitate a first assessment of the perturbative stability of the even-odd differences (1). In Fig. 3
we illustrate the known two orders for F2 and FL for αs = 0.25 and nf = 4 massless quark
flavours, employing the same reference quark distribution as in Fig. 2.
Obviously our new α 3s corrections are important wherever these coefficient-function dif-
ferences are non-negligible. On the other hand, our results confirm that these quantities are very
small, and thus relevant only when a high accuracy is required. These conditions are fulfilled for
the calculation of QCD corrections for the so-called Paschos-Wolfenstein relation. This relation
is defined in terms of a ratio of neutral-current and charged-current cross sections for neutrino-
nucleon DIS [34],
R− =
σ(νµN → νµX) − σ(ν¯µN → ν¯µX)
σ(νµN → µ−X) − σ(ν¯µN → µ+X) . (3)
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Fig. 2: Convolution of the six third-order CC coefficient functions for F2, 3, L in νp+ ν¯p and νp− ν¯p DIS with a
schematic but typical non-singlet distributionf . All results have been normalized tof(x), suppressing the large but
trivial variation of the absolute convolutions.
The asymmetry R− directly measures sin2 θW if the up and down valence quarks in the target
carry equal momenta, and if the strange and heavy-quark sea distributions are charge symmetric.
Beyond the leading order this asymmetry can be presented as an expansion in αs and inverse
powers of the dominant isoscalar combination u− + d−, where q− =
∫ 1
0 dx x (q(x)− q¯(x)) is
the second Mellin moment of the valence quark distributions. Using the results for differences
δc
(3)
a (x), a = 2, L, 3 one can present it in a numeric form,
R− =
1
2
− sin2 θW + u
− − d− + c− − s−
u− + d−
{
1− 7
3
sin2 θW +
(
1
2
− sin2 θW
)
·
8
9
αs
π
[
1 + 1.689αs + (3.661 ± 0.002)α2s
]}
+ O ((u− + d−)−2 ) + O(α4s) , (4)
where the third term in the square brackets is determined by the α3s corrections δ c
(3)
a (x), a =
2, L, 3. The perturbation series in the square brackets appears reasonably well convergent for
relevant values of the strong coupling constant, with the known terms reading, e.g., 1 + 0.42
+ 0.23 for αs = 0.25. Thus the α2s and α3s contributions correct the NLO estimate by 65% in
this case. On the other hand, due to the small prefactor of this expansion, the new third-order
term increases the complete curly bracket in Eq. (4) by only about 1%, which can therefore by
considered as the new uncertainty of this quantity due to the truncation of the perturbative ex-
pansion. Consequently previous NLO estimates of the effect of, for instance, the (presumably
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Fig. 3: The first two approximations, denoted by LO and NLO, of the differences (1) for F2 and FL in charged-current
DIS. The results are shown for representative values of αs and nf after convolution with the reference distribution
f(x) also employed in Fig. 2. The dashed curves correspond to the two approximation uncertainties for the new α 3s
contributions.
mainly non-perturbative, see Refs. [36–38]) charge asymmetry of the strange sea remain practi-
cally unaffected by higher-order corrections to the coefficient functions.
To summarize, we have extended the fixed-N three-loop calculations of inclusive DIS
[1–3] to all charged-current cases not covered by the full (all-N ) computations of Refs. [6–8].
The region of applicability of these new results is restricted to Bjorken-x values above about
10−3, a range amply sufficiently for any fixed-target or collider measurements of those charged-
current structure functions in the foreseeable future. Except for the longitudinal structure function
FL, the present coefficient functions are part of the next-to-next-to-next-to-leading order (N3LO)
approximation of massless perturbative QCD. Analyses at this order are possible outside the
small-x region since the corresponding four-loop splitting functions will have a very small impact
here, cf. Ref. [39].
2 Small x resummation 2
The splitting functions which govern the evolution of the parton distributions (PDFs), together
with the hard cross sections which relate those partons to hadronic physical observables, are
potentially unstable at high energy due to logarithmically enhanced contributions. In particular,
parametrizing observables such as deep-inelastic structure (DIS) functions or Drell-Yan (DY) or
Higgs production cross section in hadronic collisions in terms of a dimensionful scale Q2 (photon
virtuality or invariant mass of the final state in DIS and DY respectively) and a dimensionless ratio
2Contributing authors: G. Altarelli, R. D. Ball, M. Ciafaloni, D. Colferai, S. Forte, G. P. Salam, A. Stas´to,
R. S. Thorne, C. D. White
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x (the Bjorken variable or Q2s in DIS and DY respectively), when x→ 0 there are logarithmically
enhanced contributions to the perturbation expansion of the form x−1αnS(Q2) logm(1/x) (n ≥
m − 1). When x is sufficiently small, one must resum such terms, reordering the perturbation
expansion in terms of leading logarithmic (LL) terms followed by next-to-leading logarithmic
(NLL) terms and so on.
The problem can be traced to ladders of t-channel gluon exchanges at LL order, with some
quark mixing at NLL order and beyond. The underlying framework for the resummation pro-
cedure is the BFKL equation [40, 41], an integral equation for the unintegrated gluon f(k2, Q20)
that is currently known up to full NLL order [42–44], and approximate NNLL order [45]. This
has the schematic form (up to NLL):
Nf(k2, Q20) = NfI(Q
2
0) + α¯S(k
2)
∫
dk′2
[
K0(k2, k′2, Q20) + α¯S(k2)K1(k2, k′2, Q20)
]
f(k′2),
(5)
where fI(Q20) is a non-perturbative initial condition at some initial scale Q0, α¯S = 3αS/π and
K0,1 are the LL and NLL BFKL kernels. Different choices for the argument of the running
coupling are possible, leading to accordingly modified K1 [46, 47].
The solution of the BFKL equation can be used to extract leading and subleading singular
contributions to singlet DGLAP splitting functions. The BFKL equation can either be solved
numerically in its form given by Eq. (5), or else analytically by performing a double Mellin
transform with respect to x and k2:
f(γ,N) =
∫ ∞
0
(k2)−γ−1
∫ 1
0
dxxNf(x, k2), (6)
whereby the BFKL equation becomes a differential equation, with kernels χ0,1(γ) defined re-
spectively as the Mellin transforms of K0,1. Furthermore, by using the kt-factorisation theo-
rem [48], one may determine leading small x contributions to all orders to hard partonic cross
sections for physical processes such as heavy quark electroproduction [48] and deep-inelastic
scattering [49]. Approximate subleading results are also available [50, 51].
These results for splitting functions and hard partonic cross sections can then be combined
with fixed-order results to obtain resummed predictions for physical observables. However, it
has now been known for some time that the LL BFKL equation is unable to describe scattering
data well, even when matched to a fixed order expansion. Any viable resummation procedure
must then, at the very least, satisfy the following requirements:
1. Include a stable solution to the BFKL equation with running coupling up to NLL order.
2. Match to the standard DGLAP description at moderate and high x values (where this is
known to describe data well).
3. Provide the complete set of splitting and coefficient functions for F2 and FL in a well
defined factorisation scheme.
Over the past few years, three approaches have emerged which, to some extent, aim at
fulfilling these conditions. Here we call these the ABF [52–59], CCSS [47, 60–66] and TW
[67–72] approaches. In the ABF scheme all three requirements are met, and resummed splitting
functions in the singlet sector have been determined. Furth
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scheme dependence at the resummed level has been achieved, thereby allowing for a consistent
determination of resummed deep-inelastic coefficient functions, and thus of resummed structure
functions. However, the results obtained thus have not been fit to the data yet. In the CCSS
formalism, resummed splitting functions have also been determined. However, results are given
in a scheme which differs from the MS scheme at the resummed level; furthermore, resummed
coefficient functions and physical observables haven’t been constructed yet. The TW approach,
instead, has already been compared to the data in a global fit. However, this approach makes a
number of simplifying assumptions and the ensuing resummation is thus not as complete as that
which obtains in other approaches: for example, this approach does not include the full collinear
resummation of the BFKL kernel.
A comparison of resummed splitting functions and solution of evolution equations deter-
mined in the ABF and CCSS approaches with nf = 0 was presented in Ref. [73]; the main
features and differences of these approaches were also discussed. Here, we extend this compar-
ison to the case of nf 6= 0 resummation, and also to the TW approach. First, we will briefly
summarize the main features of each approach, and in particular we display the matrix of split-
ting functions determined in the ABF and CCSS approaches. Then, we will compare K-factors
for physical observables determined using the ABF and TW approach.
Note that there are some difference in notations between various groups, which are retained
here in order to simplify comparison to the original literature. In particular, the variable N in
Eq. (6) will be referred to as ω in the CCS approach of Section 2.2, and the variable γ in the
same equation will be referred to as M in the ABF approach of Section 2.1.
2.1 The Altarelli-Ball-Forte (ABF) Approach
In the ABF approach [52–59, 74–77] one concentrates on the problem of obtaining an improved
anomalous dimension (splitting function) for DIS which reduces to the ordinary perturbative re-
sult at large N (large x), thereby automatically satisfying renormalization group constraints,
while including resummed BFKL corrections at small N (small x), determined through the
renormalization-group improved (i.e. running coupling) version of the BFKL kernel. The or-
dinary perturbative result for the singlet anomalous dimension is given by:
γ(N,αs) = αsγ0(N) + α2sγ1(N) + α
3
sγ2(N) . . . . (7)
The BFKL corrections at small N (small x) are determined by the BFKL kernel χ(M,αs):
χ(M,αs) = αsχ0(M) + α2sχ1(M) + . . . , (8)
which is the Mellin transform, with respect to t = ln k2
k20
, of the N → 0 angular averaged BFKL
kernel.
The ABF construction is based on three ingredients.
1. The duality relation between the kernels χ and γ
χ(γ(N,αs), αs) = N, (9)
which is a consequence of the fact that at fixed coupling the solutions of the BFKL and
DGLAP equations should coincide at leading twist [52, 74, 78]. By using duality, one
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can use the perturbative expansions of γ and χ in powers of αs to improve (resum) each
other: by combining them, one obtains a ”double leading” (DL) expansion which includes
all leading (and subleading, at NLO) logs of x and Q2. In particular, the DL expansion
automatically resums the collinear poles of χ at M = 0. This eliminates the alternating
sign poles +1/M,−1/M2, ..... that appear in χ0, χ1,. . . , and make the perturbative ex-
pansion of χ unreliable. This result is a model independent consequence of momentum
conservation γ(1, αs) = 0, whence, by duality:
χ(0, αs) = 1. (10)
2. The symmetry of the BFKL kernel upon gluon interchange. In Mellin space, this symmetry
implies that at the fixed-coupling level the kernel χ for evolution in ln skk0 must satisfy
χ(M) = χ(1 −M). By exploiting this symmetry, one can use the collinear resumma-
tion of the region M ∼ 0 which was obtained using the double-leading expansion to also
improve the BFKL kernel in the anti–collinear M ≃ 1 region. This leads to a symmetric
kernel which is an entire function for all M , and has a minimum at M = 12 . The sym-
metry is broken by the DIS choice of variables ln 1x = ln
s
Q2
and by the running of the
coupling; however these symmetry breaking contribution can be determined exactly. This
then leads to a stable resummed expansion of the resummed anomalous dimension at the
fixed coupling level.
3. The running-coupling resummation of the BFKL solution. Whereas running coupling cor-
rections to evolution equations are automatically included when solving the DGLAP evo-
lution equation with resummed anomalous dimensions, the duality relation Eq. (9) itself
undergoes corrections when the running coupling is included in the BFKL equation (5).
Running coupling corrections can then be derived order by order, and turn out to be af-
fected by singularities in Mellin M space. This implies that after Mellin inversion the as-
sociate splitting functions is enhanced as x→ 0: their contribution grows as (αsβ0 ln 1x)n
with the perturbative order. However the series of leading enhanced contribution can be
summed at all orders in closed form, because it corresponds to the asymptotic expansion
in powers of αs of the solution to the running coupling BFKL equation (5) when the kernel
χ is approximated quadratically about its minimum. This exact solution can be expressed
in terms of Airy functions [53, 79] when the kernel is linear in αs and in terms of Bate-
man [55] functions for generic kernels. Because both the exact solution and its asymptotic
expansion are known, this BFKL running coupling resummation can be combined with the
DGLAP anomalous dimension, already resummed at the BFKL fixed coupling level, with
full control of overlap (double counting terms). Schematically, the result has the following
form:
γrcΣNLO(αs(t), N) = γ
rc, pert
ΣNLO(αs(t), N) + γ
B(αs(t), N) − γBs (αs(t), N)
−γBss(αs(t), N)− γBss,0(αs(t), N) + γmatch(αs(t), N) + γmom(αs(t), N),(11)
where γrc, pertΣNLO(αs(t), N) contains all terms which are up to NLO in the double-leading
expansion of point 1, symmetrized as discussed in point 2 above so that its dual χ has a
minimum; γB(αs(t), N) resums the series of singular running coupling corrections using
the aforementioned exact BFKL solution in terms of a Bateman function; γBs (αs(t), N),
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Fig. 4: The resummed splittings functions Pqq, Pqg , Pgq and Pgg in the ABF approach, all for nf = 4 and αs = 0.2:
LO DGLAP (dashed black), NLO DGLAP (solid black), NNLO DGLAP (solid green), LO resummed (red dashed),
NLO resummed in the Q0MS scheme (red) and in the MS scheme (blue).
γBss(αs(t), N) γ
B
ss,0(αs(t), N) are double counting subtractions between the previous two
contributions; γmom subtracts subleading terms which spoil exact momentum conserva-
tion; γmatch subtracts any contribution which deviates from NLO DGLAP and at large N
doesn’t drop at least as 1N .
The anomalous dimension obtained through this procedure has a simple pole as a leading
small-N (i.e. small x) singularity, like the LO DGLAP anomalous dimension. The location of
the pole is to the right of the DGLAP pole, and it depends on the value of αs. Thanks to the
softening due to running of the coupling, this value is however rather smaller than that which
corresponds to the leading BFKL singularity: for example, for αs = 0.2, when nf = 0 the pole
is at N = 0.17.
The splitting function obtained by Mellin inversion of the anomalous dimension eq. (11)
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Fig. 5: The resummed DIS coefficient functions C2q , C2g , CLq and CLg in the ABF approach, all for nf = 4 and
αs = 0.2. The curves are labelled as in the previous figure.
turns out to agree at the percent level to that obtained by the CCSS group by numerical resolution
of the BFKL equation for all x ∼< 10−2; for larger values of x (i.e. in the matching region) the
ABF result is closer to the NLO DGLAP result.
In order to obtain a full resummation of physical observables, specifically for deep-inelastic
scattering, the resummation discussed so far has to be extended to the quark sector and to hard
partonic coefficients. This, on top of various technical complications, requires two main concep-
tual steps:
• A factorization scheme must be defined at a resummed level. Because only one of the two
eigenvectors of the matrix of anomalous dimensions is affected by resummation, once a
scheme is chosen, the resummation discussed above determines entirely the two-by-two
matrix of splitting functions in the singlet sector. The only important requirement is that
the relation of this small x scheme choice to standard large x schemes be known exactly,
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since this enables one to combine resummed results with known fixed order results.
• PDFs evolved using resummed evolution equations must be combined with resummed co-
efficient functions. These are known, specifically for DIS [49], but are also known [80]
to be affected by singularities, analogous to the running coupling singularities of the re-
summed anomalous dimension discussed above, which likewise must be resummed to all
orders [57]. This running coupling resummation of the coefficient function significantly
softens the small x growth of the coefficient function and substantially reduces its scheme
dependence [58].
These steps have been accomplished in Ref. [58], where resummed anomalous dimensions
(see fig. 4), coefficient functions (see fig.5) and structure functions (see section 2.4 below) have
been determined. The scheme dependence of these results can be studied in detail: results have
been produced and compared in both the MS and Q0MS schemes, and furthermore the variation
of results upon variation of factorization and renormalization scales has been studied.
Calculations of resummation corrections not only of deep inelastic processes, but also of
benchmark hadronic processes such as Drell-Yan, vector boson, heavy quark and Higgs produc-
tion are now possible and should be explored.
2.2 The Ciafaloni-Colferai-Salam-Stasto (CCSS) Approach
The Ciafaloni-Colferai-Salam-Stasto (CCSS) resummation approach proposed in a series a pa-
pers [47, 60–66] is based on the few general principles:
• We impose the so-called kinematical constraint [81–83] onto the real gluon emission terms
in the BFKL kernel. The effect of this constraint is to cut out the regions of the phase space
for which k′2T ≥ k2T /z where kT , k′T are the transverse momenta of the exchanged gluons
and z is the fraction of the longitudinal momentum.
• The matching with the DGLAP anomalous dimension is done up to the next-to-leading
order.
• We impose the momentum sum rule onto the resummed anomalous dimensions.
• Running coupling is included with the appropriate choice of scale. We take the argument
of the running coupling to be the transverse momentum squared of the emitted gluon in
the BFKL ladder in the BFKL part. For the part which multiplies the DGLAP terms in the
eigenvalue equation we choose the scale to be the maximal between k2T and k
′2
T .
• All the calculations are performed directly in momentum space. This in particular enables
easy implementation of the running of the coupling with the choice of the arguments as
described above.
The implementation at the leading logarithmic level in BFKL and DGLAP (and in the sin-
gle gluon channel case) works as follows. It is convenient to go to the Mellin space representation
where we denote by γ and ω the Mellin variables conjugated to ln kT and ln 1/x respectively.
The full evolution kernel can be represented as a series K = ∑n αn+1s Kn(γ, ω). We take the
resummed kernel at the lowest order level to be
K0(γ, ω) = 2CA
ω
χω0 (γ) + [γ
gg
0 (ω)−
2CA
ω
]χωc (γ) . (12)
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The terms in (12) are the following
χω0 (γ) = 2ψ(1) − ψ(γ) − ψ(1− γ + ω) ,
is the leading logarithmic BFKL kernel eigenvalue with the kinematical constraint imposed. This
is reflected by the fact that the singularities in the γ plane at γ = 1 are shifted by the ω. This
ensures the compatibility with the DGLAP collinear poles, in the sense that we have only single
poles in γ. The function χc(γ) is the collinear part of the kernel
χωc (γ) =
1
γ
+
1
1− γ + ω ,
which includes only the leading collinear poles at γ = 0 or 1. All the higher twist poles are
neglected for this part of the kernel. This kernel eigenvalue is multiplied by the non-singular
(in ω) part of the DGLAP anomalous dimension γgg0 (ω) − 2CA/ω where γgg0 (ω) is the full
anomalous dimension at the leading order. The next-to-leading parts both in BFKL and DGLAP
are included in the second term in the expansion, i.e. kernel K1
K1(γ, ω) = (2CA)
2
ω
χ˜ω1 (γ) + γ˜
gg
1 (ω)χ
ω
c (ω) (13)
where χ˜ω1 (γ) is the NLL in x part of the BFKL kernel eigenvalue with subtractions. These
subtractions are necessary to avoid double counting: we need to subtract the double and triple
collinear poles in γ which are already included in the resummed expression (12) and which
can be easily identified by expanding this expression in powers of ω and using the LO relation
ω = α¯sχ0(γ). The term γ˜gg1 (ω) in Eq. (13) is chosen so that one obtains the correct DGLAP
anomalous dimension at a fixed next-to-leading logarithmic level. The formalism described
above has been proven to work successfully in the single channel case, that is for evolution
of gluons only. The solution was shown to be very stable with respect to the changes of the
resummation scheme.
The quarks are included in the CCSS approach by a matrix formalism. The basic assump-
tions in this construction are:
• Consistency with the collinear matrix factorization of the PDFs in the singlet evolution.
• Requirement that only single pole singularities in both in γ and ω are present in the kernel
eigenvalues. This assumption allows for the natural consistency with DGLAP and BFKL
respectively. Higher order singularities can be generated at higher orders only through the
subleading dependencies on these two variables.
• Ability to compute all the anomalous dimensions which can be directly compared with the
DGLAP approach. This can be done by using set of recursive equations which allow to
calculate the anomalous dimensions order by order from the kernel eigenvalues.
• Impose the collinear-anticollinear symmetry of the kernel matrix via the similarity trans-
formation.
• Incorporate NLLx BFKL and DGLAP up to NLO (and possibly NNLO).
The direct solutions to the matrix equations are the quark and gluon Green’s functions.
These are presented in Fig. 6 for the case of the gluon-gluon and quark-gluon part. The resulting
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Fig. 6: Gluon-induced part of the Green function for the NLx-NLO and NLx-NLO+ models, compared to the results
the single channel approach. For the models of this paper both gluon-gluon and quark-gluon Green’s function are
shown. The value chosen for the coupling, αs = 0.15, corresponds to k0 ≃ 20GeV. The band indicates the spread
in the result for the NLx-NLO model when varying the renormalization scale in the range 0.5 < xµ < 2.
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gluon-gluon part is increasing exponentially with the logarithm of energy ln s with an effective
intercept of about ∼ 0.25. It is much suppressed with respect to the leading logarithmic order.
We also note that the single channel results and the matrix results for the gluon-gluon Green’s
function are very similar to each other. In Fig. 6 we also present the quark-gluon channel which
is naturally suppressed in normalization with respect to the gluon-gluon one by a factor of the
strong coupling constant. This can be intuitively understood as the (singlet) quarks are radiatively
generated from the gluons, and therefore this component follows the gluon density very closely.
The yellow bands indicate the change of the Green’s functions with respect to the change of the
scale.
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Fig. 7: The matrix of NLx-NLO (and NLx-NLO+) splitting functions together with their scale uncertainty and the
NLO splitting functions for comparison. In the gg channel, we also show the old scheme B result (nf = 0, no NLO
contributions, 1-loop coupling) . The band corresponds to the span of results (NLx-NLO) obtained if one chooses
xµ = 0.5 and xµ = 2.0.
In Fig. 7 we present all four splitting functions for fixed value of scale Q2. Here, again
the results are very close to the previous single channel approach in the case of the gluon-gluon
splitting function. The gluon-quark channel is very close to the gluon-gluon one, with the char-
acteristic dip of this function at about x ∼ 10−3. The dip delays the onset of rise of the splitting
function only to values of x of about 10−4. The scale dependence growths with decreasing x but
it is not larger than in the fixed NLO case. The quark-gluon and quark-quark splitting functions
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tend to have slightly larger uncertainty due to the scale change but are also slightly closer to the
plain NLO calculation. They also tend to have a less pronounced dip structure.
2.3 The Thorne-White (TW) Approach
Substituting the LO running coupling α¯S(k2) into equation (5) and performing a double Mellin
transform according to equation (6), the BFKL equation 5, as mentioned in Section 2, becomes
a differential equation:
d2f(γ,N)
dγ2
=
d2fI(γ,Q20)
dγ2
− 1
β¯0N
d(χ0(γ)f(γ,N))
dγ
+
π
3β¯20N
χ1(γ)f(γ,N), (14)
where χ0,1(γ) are the Mellin transforms of K0,1. The solution for f(N, γ) of Eq. (14) has the
following form [61, 84]:
f(N, γ) = exp
(
−X1(γ)
β¯0N
)∫ ∞
γ
A(γ˜) exp
(
X1(γ˜)
β¯0N
)
dγ˜. (15)
Up to power-suppressed corrections, one may shift the lower limit of the integral γ → 0, so
that the gluon distribution factorises into the product of a perturbative and a non-perturbative
piece. The nonperturbative piece depends on the bare input gluon distribution and an in principle
calculable hard contribution. However, this latter part is rendered ambiguous by diffusion into
the infrared, and in this approach is contaminated by infrared renormalon-type contributions.
The perturbative piece is safe from this and is sensitive to diffusion into the ultraviolet region
of weaker coupling. Substituting equation (15) into (14), one finds that the perturbative piece is
given (after transforming back to momentum space):
G1E(N, t) =
1
2πı
∫ 1/2+ı∞
1/2−ı∞
fβ0
γ
exp
[
γt−X1(γ,N)/(β¯0N)
]
dγ, (16)
where:
X1(γ,N) =
∫ γ
1
2
[
χ0(γ˜) +N
χ1(γ˜)
χ0(γ˜)
]
dγ˜. (17)
Structure functions Fi also factorize, and the perturbative factors have a similar form to Eq. (16),
but involve an additional impact factor hi(γ,N) in the integrand according to the kt-factorisation
theorem [49]. Crucially, coefficient functions and anomalous dimensions involve ratios of the
above quantities, such that the non-perturbative factor cancels. Thus, once all the impact factors
are known, the complete set of coefficient and splitting functions can be disentangled. Finally
they can be combined with the standard NLO DGLAP results (which are known to describe data
well at higher x values) using the simple prescription:
P tot. = PNLL + PNLO −
[
PNLL(0) + PNLL(1)
]
, (18)
where P is a splitting or coefficient function, and PNLL(i) the O(αis) contribution to the re-
summed result which is subtracted to avoid double-counting. It should be noted that the method
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Fig. 8: Gluons arising from a global fit to scattering data including NLL small x resummations in the DIS(χ) factori-
sation scheme (solid). Also shown is the result from an NLO DGLAP fit in the same scheme.
of subtraction of the resummed contribution in the matching is different to that for the ABF ap-
proach outlined after Eq. (11). For example, at NLO in the resummation the BFKL equation
provides both the αS/N part of Pgg and the part at O(αS) constant as N → ∞. Hence we
choose to keep all terms constant as N → ∞ generated by Eq. (16), with similar considera-
tions for other splitting functions and coefficient functions, though these can contain terms ∝ N .
Hence, we include terms which will have some influence out to much higher x than in the ABF
approach.
In the TW manner of counting orders LL is defined as the first order at which contributions
appear, so while for the gluon splitting function this is for α¯nS ln
m(1/x) for m = n−1 for impact
factors this is for m = n−2. A potential problem therefore arises in that the NLL impact factors
are not known exactly. However, the LL impact factors with conservation of energy of the gluon
imposed are known in cases of both massless and massive quarks [50, 51], and are known to
provide a very good approximation to the full O(α2S) andO(α3S) quark-gluon splitting functions
and coefficient functions [85], implying that they must contain much of the important higher-
order information. These can then be used to calculate NLL coefficient and splitting functions
within a particular factorisation scheme. One must also specify a general mass variable number
scheme for consistent implementation of heavy quark mass effects. Such a scheme (called the
DIS(χ) scheme) has been given in [71, 72] up to NLL order in the high energy expansion, and
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αS = 0.16, compared to the corresponding NLO forms (dotted).
NLO order in the fixed order expansion.
The form of the resummed splitting functions shown in fig. 9 are qualitatively consistent
with those from the ABF approach, fig. 4, and CCSS approach fig. 7 (note however that in
these plots the value of αs is a little larger, and the scheme is different). This is despite the
fact that the approach does not include the explicit collinear resummation of the BFKL kernel
adopted in the other two approaches. It was maintained in [69, 70] that the diffusion into the
ultraviolet, effectively making the coupling weaker, hastens the perturbative convergence for
splitting functions, and the kernel near γ = 0, making this additional resummation less necessary.
There is no particular obstruction to including this resummation in the approach, it is simply
cumbersome. Indeed, in Ref. [70] the effect was checked, and modifications found to be no
greater than generic NNLO corrections to the resummation, so it was omitted. (Note that any
process where there are two hard scales, sensitive to γ ≈ 0.5, or attempted calculation of the
hard input for the gluon distribution, sensitive to γ = 1, would find this resummation essential.)
The main feature of the resummed splitting functions is a significant dip below the NLO DGLAP
results, followed by an eventual rise at very low x ≃ 10−5. This behaviour drives a qualitative
change in the gluon distribution, when implemented in a fit to data.
The combined NLO+NLL splitting and coefficient functions (in the TW approach) have
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Fig. 10: Recent H1 data on the longitudinal structure function FL, together with the NLL resummed prediction from
the TW approach, and a recent NNLO result from the MSTW group.
been implemented in a global fit to DIS and related data in the DIS(χ) scheme, thus including
small x resummations in both the massless and massive quark sectors [72]. The overall fit quality
was better than a standard NLO fit in the same factorisation scheme, and a similar NLO fit in
the more conventional MS factorisation scheme. The principal reason for this is the dip in the
resummed evolution kernels, which allows the gluon distribution to increase at both high and
low values of x. This reduces a tension that exists between the high x jet data of [86,87] and the
low x HERA data [17, 88–91]. The gluon distributions arising from the NLL and NLO fits are
shown in figure 8, for the starting scale Q2 = 1GeV2 and also for a higher value of Q2. One sees
that whilst the NLO gluon wants to be negative at low x and Q2, the resummed gluon is positive
definite and indeed growing slightly as x→ 0. The gluons agree well for higher x values (where
the DGLAP description is expected to dominate), but deviate for x ≤ 10−2. This can therefore
be thought of as the value of x below which resummation starts to become relevant.
The qualitatively different gluon from the resummed fit (together with the decreased evo-
lution kernels w.r.t. the fixed order description) has a number of phenomenological implications:
1. The longitudinal structure function FL is sensible at small x and Q2 values, where the
standard DGLAP description shows a marked instability [92].
2. As a result of the predicted growth of FL at small x the resummed result for the DIS
reduced cross-section shows a turnover at high inelasticity y, in agreement with the HERA
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data. This behaviour is not correctly predicted by some fixed order fits.
3. The heavy flavour contribution (from charm and bottom) to F2 is reduced at higher Q2 in
the resummed approach, due mainly to the decreased evolution, as already noted in a full
analysis in the fixed-order expansion at NNLO [93]. Nevertheless, it remains a significant
fraction of the total structure function at small x.
Other resummation approaches should see similar results when confronted with data, given
the qualitative (and indeed quantitative) similarities between the splitting functions. It is the
decreased evolution with respect to the DGLAP description that drives the qualitative change in
the gluon distribution. This is then the source of any quantitative improvement in the description
of data, and also the enhanced description of the longitudinal structure function and reduced
cross-section.
The resummed prediction for FL is shown alongside the recent H1 data [94] in figure 10,
and compared with an up-to-date NNLO fixed order result [95]. One sees that the data cannot
yet tell apart the predictions, but that they are starting to diverge at low x and Q2, such that
data in this range may indeed be sensitive to the differences between resummed and fixed order
approaches.
2.4 Resummed structure functions: comparison of the ABF and TW approaches
In this section, we present an application of the ABF and TW approaches to the resummed
determination of the F2 and FL deep-inelastic structure functions. The corresponding exercise
for the CCSS approach has not yet been finalised. A direct comparison of the two approaches is
complicated by issues of factorisation scheme dependence: whereas in the ABF approach results
may be obtained in any scheme, and in particular the MS and closely related Q0-MS scheme, in
the TW formalism splitting functions and coefficient functions beyond NLO in αS are resummed
in the Q0-DIS scheme [65, 96], which coincides with the standard DIS scheme at large x but
differs from it at the resummed level; the scheme change needed in order to obtain the coefficient
functions from the DIS-scheme ones is performed exactly up to NLO and approximately beyond
it. Thus, without a more precise definition of the relation of this scheme to MS, one cannot
compare splitting and coefficient functions, which are factorisation scheme dependent.
A useful compromise is to present the respective results for the ratio of structure function
predictions:
Ki =
FNLLi (x,Q
2)
FNLOi (x,Q2)
, (19)
where i ∈ 2, L, and the Fi are calculated by convoluting the relevant coefficients with PDFs
obtained by perturbative evolution of a common set of of partons, defined at a starting scale
of Q20 = 4GeV2. The number of flavors is fixed to three, to avoid ambiguities due to heavy
quark effects. The initial PDFs are assumed to be fixed (i.e., the same at the unresummed and
unresummed level) in the DIS factorization scheme at the scale Q0. Of course, in a realistic
situation the data are fixed and the PDFs are determined by a fit to the data: hence they are not
the same at the resummed and unresummed level (compare Fig. 8 above). However, in the DIS
factorization scheme the structure function F2 is simply proportional to the quark distribution,
hence by fixing the PDFs in this scheme one ensures that F2 is fixed at the starting scale.
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Fig. 11: The ratio FNLL2 /FNLO2 in the ABF approach (left) and the TW approach (right), using toy PDFs, given in
eq. 20, calculated as function of x at fixed for Q2 (upper ), and as a function of Q2 at fixed x (lower).
This starting PDFs are constructed as follows: the quark and gluon distributions are chosen
to have the representative form also used in Ref. [58]
xg(x) = ksxS(x) = kgx−0.18(1− x)5; xqv = kqx0.5(1− x)4, (20)
in the MS scheme, where g(x) is the gluon, S(x) the sea quark distribution, and xqv(x) denotes
a valence quark distribution. We choose ks = 3, and then all other parameters are fixed by
momentum and number sum rules. Note that the gluon is the same as that used in the previ-
ous comparison of Ref. [73]. The PDFs eq. (20) are then transformed to the DIS factorization
scheme [97] using the NLO (unresummed) scheme change at the scale Q0. The result is then used
as a fixed boundary condition for all (unresummed and resummed, ABF and TW) calculations.
In the TW approach, the DIS scheme for unresummed quantities and Q0DIS scheme as discussed
above is then used throughout. In the ABF approach, the fixed DIS-scheme boundary condition
is transformed to the Q0MS scheme [58,98] (which at the unresummed level coincides with stan-
dard MS) by using the unresummed or resummed scheme change function as appropriate, and
then all calculations are performed in Q0MS. One might hope that most of the residual scheme
dependence cancels upon taking the ratio of the NLL and NLO results, at least for schemes that
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Fig. 12: The ratio FNLLL /FNLOL in the ABF approach (left) and the TW approach (right), using toy PDFs, given in
eq. 20, calculated as function of x at fixed for Q2 (upper ), and as a function of Q2 at fixed x (lower).
are well defined and without unphysical singularities.
The results for K2 and KL are shown in figures 11 for F2 in the ABF and TW procedures
respectively and similarly in figures 12 for FL. One sees that for x sufficiently small, and for
Q not too large, the resummed F2 is consistently lower than its fixed order counterpart in both
approaches, due to the decreased evolution of the gluon, and also (in the MS scheme) due to the
fact that resummed coefficient functions are much larger than the NLO ones at small x and low
Q2. Similarly the resummed FL is larger than the fixed order at low Q and small enough x, but
falls rapidly as Q increases. However despite these superficial similarities, the two approaches
differ quantitatively in several respects:
• the ABF resummed F2 matches well to the NLO for x >∼ 10−2 at all scales, while the
TW F2 shows a rise around x ≃ 10−2, which is largest at low Q. This may be due to the
significant differences between resummed and NLO splitting functions at very high x in
fig. 9. A similar mismatch may be seen at x ∼ 0.1 in the FL K-factor.
• at large scales the ABF resummation stabilises, due to the running of the coupling, so the
K-factors becomes rather flat: they grow only logarithmically in lnQ. By contrast the TW
F2 K-factor still shows a marked Q2 dependence. This may be related to the fact that the
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TW resummation does not resum the collinear singularities in the BFKL kernel, and to the
TW choice (see Sect. 2.3) not to include subtraction of terms induced by the resummation
which do not drop at large x. This choice induces a change in the PDFs at higher x in the
TW approach, which results in effects which persist to higher Q2 at smaller x.
• at the initial scale Q0 the TW resummed FL grows much more strongly as x decreases than
the ABF resummed FL. This is likely to be due to the different treatment of the coefficient
functions: in this respect, the fully consistent treatment of the factorization scheme, the
effect of collinear resummation, and the different definitions of what is called resummed
NLO used by the two groups all play a part.
2.5 Conclusion
The problem of understanding the small x evolution of structure functions in the domain of x
and Q2 values of relevance for HERA and LHC physics has by now reached a status where all
relevant physical ingredients have been identified, even though not all groups have quite reached
the stage at which the formalism can be transformed into a practical tool for a direct connection
with the data.
In this report we summarised the status of the three independent approaches to this problem
by ABF, CCSS and TW, we discussed the differences in the adopted procedures and finally we
gave some recent results. The most complete formalisms are those by ABF and CCSS while
the TW approach is less comprehensive but simpler to handle, and thus has been used in fit to
data. We recall that, at the level of splitting functions the ABF and CCSS have been compared
in ref. [73] and found to be in very good agreement. The singlet splitting function obtained by
TW was also compared with ABF and CCSS in ref. [72] and also found to be in reasonable
agreement, at least at small x.
Here we have shown the results of an application to the structure functions F2 and FL
of the ABF and TW methods. The same input parton densities at the starting scale Q0 were
adopted by these two groups and the K-factors for resummed versus fixed NLO perturbative
structure functions were calculated using the respective methods. The results obtained are in
reasonable qualitative agreement for F2, less so for FL. Discrepancies may in part be due to
the choice of factorization scheme, but our study suggests that the following are also likely to
make a quantitative difference: whether or not a resummation of collinear singularities in the
BFKL kernel is performed, whether contributions from the resummation which persist at large
x are subtracted and whether the factorization scheme is consistently defined in the same way at
resummed and NLO levels.
3 Parton saturation and geometric scaling3
3.1 Introduction4
The degrees of freedom involved in hadronic collisions at sufficiently high energy are partons,
whose density grows as the energy increases (i.e., when x, their momentum fraction, decreases).
This growth of the number of gluons in the hadronic wave functions is a phenomenon which has
3Contributing authors: G. Beuf, F. Caola, F. Gelis, L. Motyka, C. Royon, D. ˇSa´lek, A. M. Stas´to
4Contributing authors: F. Gelis, A. M. Stas´to
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been well established at HERA. One expects however that it should eventually “saturate” when
non linear QCD effects start to play a role.
An important feature of partonic interactions is that they involve only partons with compa-
rable rapidities. Consider the interaction between a hadron and some external probe (e.g. a virtual
photon in Deep Inelastic Scattering) and consider what happens when one boosts the hadron, in-
creasing its rapidity in successive steps. In the first step, the valence constituents become Lorentz
contracted in the longitudinal direction while the time scale of their internal motions is Lorentz
dilated. In addition, the boost reveals new vacuum fluctuations coupled to the boosted valence
partons. Such fluctuations are not Lorentz contracted in the longitudinal direction, and represent
the dynamical degrees of freedom; they are the partons that can interact with the probe. Making
an additional step in rapidity would freeze these fluctuations, while making them Lorentz con-
tracted as well. But the additional boost also produces new quantum fluctuations, which become
the new dynamical variables. This argument can be repeated, and one arrives at the picture of
a high-energy projectile containing a large number of frozen, Lorentz contracted partons (the
valence partons, plus all the quantum fluctuations produced in the previous boosts), and par-
tons which have a small rapidity, are not Lorentz contracted and can interact with the probe.
This space-time description was developed before the advent of QCD (see for instance [99]; in
Bjorken’s lectures [100], one can actually foresee the modern interpretation of parton evolution
as a renormalization group evolution).
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Fig. 13: The gluon structure function in a pro-
ton measured at HERA.
This space-time picture, which was deduced from
rather general considerations, can now be understood in
terms of QCD. In fact, shortly after QCD was estab-
lished as the theory of strong interaction, quantitative
equations were established, describing the phenomenon
outlined above [41, 101–105]. In particular, the equa-
tion derived by Balitsky, Fadin, Kuraev and Lipatov
[41, 101] describes the growth of the non-integrated
gluon distribution in a hadron as it is boosted towards
higher rapidities. Experimentally, an important increase
of the number of gluons at small x has indeed been ob-
served in the DIS experiments performed at HERA (see
Fig. 13), down to x ∼ 10−4. Such a growth raises a
problem: if it were to continue to arbitrarily small x,
it would induce an increase of hadronic cross-sections
as a power of the center of mass energy, in violation of
known unitarity bounds.
However, as noticed by Gribov, Levin and Ryskin
in [106], the BFKL equation includes only branching processes that increase the number of glu-
ons (g → gg for instance), but not the recombination processes that could reduce the number of
gluons (like gg → g). While it may be legitimate to neglect the recombination process when the
gluon density is small, this cannot remain so at arbitrarily high density: a saturation mechanism
of some kind must set in. Treating the partons as ordinary particles, one can get a crude estimate
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of the onset of saturation, which occurs at:
Q2 = Q2s , with Q
2
s ∼ αs(Q2s)
xG(x,Q2s)
πR2
. (21)
The momentum scale that characterizes this new regime, Qs, is called the saturation momentum
[107]. Partons with transverse momentum Q > Qs are in a dilute regime; those with Q < Qs
are in the saturated regime. The saturation momentum increases as the gluon density increases.
This comes from an increase of the gluon structure function as x decreases. The increase of the
density may also come from the coherent contributions of several nucleons in a nucleus. In large
nuclei, one expects Q2s ∝ A1/3, where A is the number of nucleons in the nucleus.
Note that at saturation, naive perturbation theory breaks down, even though αs(Qs) may
be small if Qs is large: the saturation regime is a regime of weak coupling, but large density.
At saturation, the gluon occupation number is proportional to 1/αs. In such conditions of large
numbers of quanta, classical field approximations become relevant to describe the nuclear wave-
functions.
Once one enters the saturated regime, the evolution of the parton distributions can no
longer be described by a linear equation such as the BFKL equation. The color glass condensate
formalism (for a review, see [108]), which relies on the separation of the degrees of freedom
in a high-energy hadron into frozen partons and dynamical fields, as discussed above, provides
the non linear equations that allow us to follow the evolution of the partonic systems form the
dilute regime to the dense, saturated, regime. For instance, the correlator tr
〈
U †(x⊥)U(y⊥)
〉
of two Wilson lines –which enters in the discussion of DIS– evolves according to the Balitsky-
Kovchegov [109, 110] equation:
∂tr
〈
U †(x⊥)U(y⊥)
〉
x
∂ ln(1/x)
= − αs
2π2
∫
z⊥
(x⊥ − y⊥)2
(x⊥ − z⊥)2(y⊥ − z⊥)2
×
[
Nctr
〈
U †(x⊥)U(y⊥)
〉
x
− tr〈U †(x⊥)U(z⊥)〉xtr〈U †(z⊥)U(y⊥)〉x] . (22)
(This equation reduces to the BFKL equation in the low density limit.)
The geometric scaling phenomenon was first introduced in the context of the dipole picture
of the deep inelastic electron-proton scattering [111]. The process of the scattering of the virtual
photon on a proton at very small values of x can be conveniently formulated in the dipole model.
In this picture the photon fluctuates into the quark-antiquark pair (dipole) and subsequently inter-
acts with the target. In the small x regimes these two processes factorize and they can be encoded
into the dipole formula for the total γ∗p cross section
σT,L(x,Q2) =
∫
d2r
∫
dz|ΨT,L(r, z,Q2)|2 σˆ(x, r) (23)
where ΨT,L is the wave function for the photon and σˆ is the dipole cross section. r is the
dipole size and z is the light-cone fraction of the longitudinal momentum carried by the quark
(or antiquark). The photon wave functions Ψ are known, the dipole cross section can be expressed
in terms of the correlator of Wilson lines whose evolution is driven by Eq. (22) :
σˆ(x, r) =
2
Nc
∫
d2X tr
〈
1− U(X + r
2
)U †(X − r
2
)
〉
. (24)
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Alternatively, it can be modeled or extracted from the data. In the GBW model it was assumed
that the dipole cross section has a form
σˆ = σ0
[
1− exp(−r2/R0(x)2)
] (25)
where R0(x) = (x/x0)−λ is a saturation radius (its inverse is usually called the saturation scale
Qs(x)) and σ0 a normalisation constant. One of the key properties of the model was the de-
pendence on the dipole size and the Bjorken x through only one combined variable r2Q2s(x).
This fact, combined with the property of the dipole formula, allows to reformulate the total cross
section as a function of Q2/Q2s(x) only. This feature is known as the geometric scaling of the
total γ∗p cross section. Initially postulated as a property of the GBW model, it was then shown
that the experimental data do indeed exhibit the aforementioned regularity in a rather wide range
of Q2 and for small values of Bjorken x.
Although it is a postulate in the GBW model, this property can be derived from the small-x
behavior of the solutions of Eq. (22) [112] : for a wide class of initial conditions, the BK equation
drives its solution towards a function that obeys this scaling. Note also that the saturation scale,
introduced by hand in the GBW model, is dynamically generated by the non linear evolution
described by Eq. (22). This suggested that the regularity seen in the data could be explained by
the scaling property of the solutions to the nonlinear equations in the saturated regime - and thus
may provide some indirect evidence for gluon saturation.
Nevertheless, several important questions remained. One of them, is the problem of the
compatibility of the DGLAP evolution with the property of the geometric scaling. It is known
from the global fits that the standard DGLAP evolution works quite well for the description of the
of the deep inelastic data even in the very low x and Q2 regime. That suggests that the saturation
should be confined to the very tight kinematic regime, and it is therefore questionable whether
the observed regularity could be attributed to the saturation at all. In the present contribution we
discuss several approaches to this problem.
3.2 Phenomenology5
In order to compare the quality of different scaling laws, it is useful to use a quantity called quality
factor (QF). It is also used to find the best parameters for a given scaling. In the following, this
method is used to compare the scaling results for the proton structure function F2 and F c2 , the
deeply virtual Compton scattering, the diffractive structure function, and the vector meson cross
section data measured at HERA.
Quality Factor Given a set of data points (Q2, x, σ = σ(Q2, x)) and a parametric scaling
variable τ = τ(Q2, Y, λ) (with Y = ln 1/x) we want to know whether the cross-section can be
parametrised as a function of the variable τ only. Since the function of τ that describes the data
is not known, the QF has to be defined independently of the form of that function.
For a set of points (ui, vi), where ui’s are ordered and normalised between 0 and 1, we
5Contributing authors: C. Royon, D. ˇSa´lek
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Fig. 14: F2 data: Scaling curve σ = σ(τ ) for “Fixed
Coupling”. A Q2 > 1 GeV2 cut was applied to the
data.
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introduce QF as follows [113]
QF (λ) =
[∑
i
(vi − vi−1)2
(ui − ui−1)2 + ǫ2
]−1
, (26)
where ǫ is a small constant that prevents the sum from being infinite in case of two points have
the same value of u. According to this definition, the contribution to the sum in (26) is large
when two successive points are close in u and far in v. Therefore, a set of points lying close to a
unique curve is expected to have larger QF (smaller sum in (26)) compared to a situation where
the points are more scattered.
Since the cross-section in data differs by orders of magnitude and τ is more or less linear
in log(Q2), we decided to take ui = τi(λ) and vi = log(σi). This ensures that low Q2 data
points contribute to the QF with a similar weight as higher Q2 data points.
Fits to F2 and DVCS Data We choose to consider all available data from H1, ZEUS, NMC and
E665 experiments [17, 89–91, 114–117] with Q2 in the range [1; 150] GeV2 and x < 0.016. We
exclude the data with x > 10−2 since they are dominated by the valence quark densities, and the
formalism of saturation does not apply in this kinematical region. In the same way, the upper Q2
cut is introduced while the lower Q2 cut ensures that we stay away from the soft QCD domain.
We will show in the following that the data points with Q2 < 1 GeV2 spoil the fit stability.
Two kinds of fits to the scaling laws are performed, either in the full mentioned Q2 range, or in
a tighter Q2 range [3; 150] GeV2 to ensure that we are in the domain where perturbative QCD
applies.
6The data in the last ZEUS paper include contributions for FL and xF3 but those can be neglected within the
kinematical domain we consider.
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Fig. 17: F c2 parametrisation: Scaling curve σ =
σ(τ ) for fixed coupling using the MRST 2004 NNLO
parametrisation for λ = 0.33 as obtained in the fit to
experimental data. No scaling is observed for Q2 >
3 GeV2.
Figure 14 shows the scaling plot for “Fixed Coupling” in the Q2 range [1; 150] GeV2,
which shows that the lowest Q2 points in grey have a tendency to lead to worse scaling. The
QF values are similar for the “Fixed Coupling”, “Running Coupling I”, and “Running Coupling
IIbis” — with a tendency to be slightly better for “Running Coupling IIbis” — and worse for
diffusive scaling [118].
The amount of the DVCS data [119,120] measured by H1 and ZEUS is smaller (34 points
for H1 and ZEUS requiring x ≤ 0.01 as for F2 data), therefore the precision on the λ parameter
is weaker. The kinematic coverage of the DVCS data covers smaller region in x and Q2 than F2:
4 < Q2 < 25 GeV2 and 5 · 10−4 < x < 5 · 10−3. The DVCS data lead to similar λ values as
in the F2 data (see Fig. 15), showing the consistency of the scalings. The values of the QF show
a tendency to favour “Fixed Coupling”, but all different scalings (even “Diffusive Scaling”) lead
to reasonable values of QF.
Implications for Diffraction and Vector Mesons We used the values of the parameters ob-
tained from the fit to F2 data to test the various scaling variables on the diffractive cross section
and vector meson data [121–123]. We tested both the fixed β scaling behaviour in xIP and the
fixed xIP scaling behaviour in β. At fixed β, we find a scaling behaviour up to β = 0.65. At
fixed xIP , the scaling behaviour of the diffractive cross section as a function of β and Q2 is far
less obvious. This is not a surprise, as not enough data is available in the genuine small β region.
A sign of scaling is however observed for the xIP = 0.03 bin.
Concerning ρ, J/Ψ, and φ production [124–126], we found a reasonable scaling behaviour
for all tested scaling variables, with the hard scale Q2 + M2V , borrowed from vector mesons
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wave function studies. Surprisingly, the best scaling is for all three vector mesons the “Diffusive
scaling”.
Fits to F2 and F c2 in QCD Parametrisations First we test the scaling properties using exper-
imental F c2 data. The requirements on the kinematical domain remain the same as in the case of
F2 studies. The lower Q2 > 3 GeV2 cut also allows to remove eventual charm mass effects. We
use the charm F c2 measurements from the H1 and ZEUS experiments [127–130]. Only 25 data
points lie in the desired kinematical region.
Since the statistics in the data is low, the fit results are not precise. Nevertheless, they still
lead to clear results that are comparable to F2 fits. The results are found similar between F2 and
F c2 (see Fig. 16). All λ parameters are similar for F2 and F c2 except for “Diffusive Scaling”. As
in the case of the F2 scaling analysis, “Fixed Coupling”, “Running Coupling I” and “Running
Coupling II” give similar values of QF , and “Diffusive Scaling” is disfavoured.
The QCD parametrisations [131–133] of the structure function have been tested using
CTEQ, MRST, GRV. The same Q2 and x points as in the experimental data were taken into
account. Parametrisations of F2 are able to reproduce the scaling results seen in the experimental
data. However, they are not successful in describing the scaling properties in case of F c2 . Fig. 17
shows the scaling curve of “Fixed Coupling” in the MRST NNLO 2004 parametrisation of F c2
where the value of λ = 0.33 is imposed (as seen in the experimental data). The scaling curve
is plotted with all the points used in the F2 study. Therefore the fact that there is not just a
single scaling curve in F c2 parametrisation is not in direct disagreement with the data — with 25
point only, the curves in parametrisation and data look similar. However the fit values of λ are
different.
The CTEQ, MRST or GRV parametrisations are unable to reproduce the scaling properties
in F c2 . It seems a sea-like intrinsic charm component like the one used in CTEQ 6.6 C4 helps
to get results closer to a single scaling curve [134]. Scaling is not present at all in the MRST or
GRV parametrisations at low Q2.
3.3 Geometric scaling and evolution equations with saturation7
Let us now recall how scaling properties arise from saturation, as shown in [112], using methods
and results from non-linear physics (see [135, 136] for alternative demonstrations). Our discus-
sion, independent of the precise saturation formalism, is valid e.g. for the JIMWLK and BK
equations (see [108] and references therein), at LL, NLL or even higher order in log(1/x). We
will discuss separately the fixed and the running αs cases, as running coupling is the main effect
which can modify the discussion.
Saturation amounts to add a non-linear damping contribution to the BFKL evolution. One
writes formally the evolution equation at LL for the dipole-proton cross section σˆ (23)
∂Y σˆ(Y,L) = α¯χ(−∂L)σˆ(Y,L)− non-linear terms in σˆ(Y,L) , (27)
where Y ≡ log(1/x), L ≡ − log(r2Λ2QCD) and χ(γ) is the characteristic function of the BFKL
kernel. The nonlinear damping ensures that, for any Y , σˆ(Y,L) grows at most as a power of
7Contributing author: G. Beuf
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|L| for L → −∞ (i.e. r → +∞). The color transparency property of the dipole cross section
implies σˆ(Y,L) ∝ e−L for L → +∞. Using a double Laplace transform with partial waves
e−γL+ωY , the linear part of (27) reduces to the BFKL dispersion relation ω = α¯χ(γ), which
gives the partial waves solutions e−γ[L−α¯χ(γ)Y/γ]. In the relevant interval 0< γ < 1, the phase
velocity λ(γ) = α¯χ(γ)/γ has one minimum, for the critical value γ = γc ≃ 0.63 which is the
solution of χ(γc) = γcχ′(γc). In the presence of saturation terms in the evolution equation, the
wave with γ = γc is selected dynamically.
In order to understand the dynamics of the problem, let us consider an arbitrary initial
condition, at some rapidity Y = Y0. With the definition γeff (L, Y ) ≡ −∂L log(σˆ(Y,L)),
γeff (L, Y0) gives the exponential slope of the initial condition in the vicinity of L. That vicinity
will then propagates for Y ≥ Y0 at a velocity λ(γeff (L, Y )) = α¯χ(γeff (L, Y ))/γeff (L, Y ).
One finds easily that, if γeff (L, Y0) is a growing function of L, the regions of smaller velocity
will spread during the Y evolution, and invade the regions of larger velocity. Restricting ourselves
to initial conditions verifying the saturation at L→ −∞ and the color transparency at L→ +∞
as discussed previously, one obtains that γeff (L, Y0) goes from 0 at low L to 1 at large L.
At intermediate L, γeff (L, Y0) will cross the value γc, corresponding to the minimal velocity
λc = λ(γc). Hence, one conclude that, as Y grows, there is a larger and larger domain in L
where γeff (L, Y ) = γc and thus λ = λc. In that domain, one has σˆ(Y,L) ∝ e−γc(L−λcY ), and
hence the geometric scaling σˆ(Y,L) ≡ f(L−λcY ) = f(− log(r2Q2s(x))), with a saturation scale
Q2s(x) = e
λcY Λ2QCD = x
−λcΛ2QCD. One finds that the geometric scaling window is limited to
L < λcY +
√
α¯χ′′(γc)Y/2, and separated from the region still influenced by the initial condition
by a cross-over driven by BFKL diffusion. So far, we discussed only scaling properties of the
dipole cross section σˆ. As explained in the introduction, they imply similar scaling properties of
the virtual photon-proton cross section, with the replacement r 7→ 1/Q.
The mechanism of wave selection explained above happens mainly in the linear regime8,
i.e. for small σˆ, or equivalently r smaller than Q2s(x). However, the geometric scaling property
stays also valid in the non-linear regime, i.e. for r larger than Q2s(x), which is reached after a
large enough evolution in Y . The only, but decisive, role of saturation in the linear domain is
to provide the following dynamical boundary condition in the IR to the linear BFKL evolution:
when σˆ is large, it should be quite flat (γeff (L) ≃ 0). Indeed, one can simulate successfully
the impact of saturation on the solution in the linear regime by studying the BFKL evolution in
the presence of an absorptive wall [136], set at a Y -dependent and selfconsistently determined
position near the saturation scale.
At NLL and higher order level, the terms different from running coupling ones do not
affect the previous discussion. They just change the kernel eigenvalues χ(γ) and thus shift the
selected parameters γc and λc. On the contrary, going from fixed to running coupling brings
important changes. As the mechanism of spreading of smaller velocity regions of the solution
towards larger velocity ones is local, one expect that it holds in the running coupling case. But it
selects coupling-dependent velocity and shape of the front, the coupling itself being L-dependent.
Hence, the picture is the following. We still have the formation of a specific traveling wave front
solution, which progressively loses memory of its initial condition. However, the selected values
8We call linear (non-linear ) regime the (Y,L) domain where the explicit value of the non-linear terms in (27) is (is
not) negligible compared to the value of the linear terms.
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of the velocity and shape of the front drift as the front propagate towards larger L (smaller r), due
to asymptotic freedom. So far, this running coupling case has been solved analytically [112,136]
only at large L and large Y , keeping the relevant geometric scaling variable − log(r2Q2s(x))
finite. One finds that the evolution is slower than in the fixed coupling case, as the large Y
behavior of the saturation scale is now Q2s(x) ∼ e
√
vcY/bΛ2QCD, with b ≡ (33 − 2Nf )/36 and
vc ≡ 2χ(γc)/γc. In addition, the geometric scaling window is narrower: asymptotically in Y ,
it is expected to hold only for9 L <
√
vcY/b + (|ξ1|/4) (χ′′(γc))1/3Y 1/6/(2bγcχ(γc))1/6. The
convergence of the selected front towards this asymptotic solution seems rather slow, which may
weaken its phenomenological relevance. The whole theoretical picture is nevertheless consistent
with numerical simulations [137,138]. Both leads to a universal traveling wave front structure of
the solution, implying scaling properties also subasymptotically.
In order to do phenomenological studies, one can try to extrapolate to finite L and Y the
scaling behavior found asymptotically. However, this extrapolation is not unique [139]. There is
indeed an infinite family of scaling variables
τδ ≡
[
1−
(
vcY
bL2
)δ]
L, (28)
parameterized by δ, which are different from each other at finite L and Y but all converge to
the same asymptotic scaling previously mentioned. The parameter δ seems quite unconstrained,
both from the theory and from the DIS data, as shown in the phenomenological section of the
present contribution. We considered as benchmark points in that family two specific choices of δ.
The choice δ = 1/2 leads to the only scaling variable of the family which is a genuine geometric
scaling variable, i.e. is equivalent to a scaling with r2Q2s(x). It is named running coupling I
in the phenomenological section. The choice δ = 1 leads to the scaling variable obtained by
substitution of the fixed coupling by the running coupling directly in the original fixed coupling
geometric scaling variable. It is called running coupling II.
Finally, one expects scaling properties in any case from evolution equations with satura-
tion, both in the non-linear regime, and in a scaling window in the linear regime. In the linear
regime, the solution still obey the linearized equation, and saturation play only the role of a dy-
namically generated boundary condition. Hence, geometric scaling there, although generated by
saturation, is not a hint against the validity of PDF fits. However, geometric scaling occurs also
in the non-linear regime, where the scaling function is no more a solution of the linear BFKL or
DGLAP equations.
3.4 DGLAP evolution and the saturation boundary conditions10
One of the issues that could be studied in the context of the geometric scaling versus DGLAP
evolution is the possibility of the different boundary conditions for the DGLAP evolution equa-
tions. These boundary conditions would incorporate the saturation effects and posses the scaling
property. Typically, in the standard approach, to obtain the solution to the linear DGLAP evolu-
tion equations, one imposes the initial conditions onto the parton densities at fixed value of Q20
9ξ1 ≃ −2.34 is the rightmost zero of the Airy function.
10Contributing author: A. M. Stas´to
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and then performs the evolution into the region of larger values of Q2. However, in the presence
of saturation these might not be the correct boundary conditions for DGLAP equations. As men-
tioned earlier the saturation regime is specified by the critical line, the saturation scale Qs(x)
which is a function of x Bjorken and its value increases as the Bjorken x decreases (or as we
go to yet higher energies). In that case it seems legitimate to ask, what is the behavior of the
DGLAP solutions when evolved from the saturation boundary Q2 = Q2s(x) rather then from the
fixed scale Q2 = Q20. To answer this question we imposed [140] the boundary condition for
the gluon density at the saturation scale Q2 = Q2s which possesses the scaling property namely
αs
2pixg(x,Q
2 = Q2s(x)) =
αs
2pi r
0x−λ (in the fixed coupling case). The solution for the gluon den-
sity at small x (at fixed coupling) which can be derived from solving the DGLAP equations with
this boundary is given by
αs
2π
xg(x,Q2)
Q2
∼ αs
2π
(
Q2
Q2s(x)
)(αs/2pi)γgg(ω0)−1
(29)
where γgg is the gluon-gluon DGLAP anomalous dimension. This solution clearly has the geo-
metrical scaling property as it is only a function of Q2/Q2s(x). It is interesting to note that there
exists a critical value of the exponent λ of the saturation scale which determines the existence of
scaling. For example in the double leading logarithmic approximation the scaling is present for
rather large values of the exponent λ ≥ 4αsπ/3 whereas there is no scaling for smaller values of
λ. The formula shown above is however only approximate, as in the derivation we included only
the leading behavior which should be dominant at asymptotically small values of x. At any finite
value of x the scaling will be mildly violated by the nonleading terms. We checked numerically
that this is indeed the case, though the violation was very small. This analysis was extended for
the case of the more realistic DGLAP evolution with the running coupling. As expected the pres-
ence of the scale violation due to the running coupling will lead to the violation of the scaling. In
this case the geometric scaling is only approximate with the solution for the gluon density given
by
αs(Q2)
2π
xg(x,Q2)
Q2
∼ Q
2
s(x)
Q2
[
1 +
αs(Q2s(x))
2πb
ln[Q2/Q2s(x)]
]bγgg(λ)−1
,
with b being the beta function of the QCD running coupling. The scaling here is present provided
we have αs(Qs(x)) ln[Q2/Q2s(x)]/(2πb) ≪ 1. Thus the geometric scaling violating term can be
factored out.
In summary, this analysis shows that the geometric scaling property can be build into
the DGLAP initial conditions, and that the solution to the linear evolution equation which do
not include the parton saturation effects can preserve the scaling even in the regime of high Q2
values, outside the saturation region.
3.5 Geometric scaling from DGLAP evolution11
From the DGLAP point of view there is another possible explanation for geometric scaling:
the scaling behaviour can be generated by the evolution itself, rather than being a preserved
boundary condition. In fact, it is possible to show [141] both analytically and numerically that in
11Contributing author: F. Caola
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Fig. 18: Scaling plot with x < 0.1. For the theoretical DGLAP curve, only points with Q2 > 1 GeV2 were kept.
Curves are offset for clarity.
the relevant HERA region approximate geometric scaling is a feature of the DGLAP evolution.
In order to see this, one has first to rewrite the DGLAP solution as a function of t−λ(t, x) log 1/x
(“fixed-coupling scaling”) or t − λ(t, x)√log 1/x (“running-coupling scaling”)12 . Then from
the explicit form of the DGLAP solution it follows that in the relevant kinematic region λ(t, x) is
approximatively constant, leading to σDGLAP (t, x) ≈ σDGLAP (t− ts(x)). Hence approximate
geometric scaling in the HERA region is a feature of the DGLAP evolution. Interestingly enough,
this DGLAP-generated geometric scaling is expected to hold also at large Q2 and relatively large
x (say x ∼< 0.1), in contrast with the saturation-based geometric scaling which should be a
small x, small (or at least moderate) Q2 effect.
In order to make more quantitative statements, one can use the quality factor method in-
troduced in Sec. 3.2. As a starting point, one can consider the leading-order small x DGLAP
evolution of a flat boundary condition. At the level of accuracy of geometric scaling, this approx-
imation should be accurate enough in a wide kinematic region, say Q2 >∼ 10 GeV2, x ∼< 0.1 at
HERA. Now, a quality-factor analysis shows that in this region the leading-order small x DGLAP
solution has an excellent scaling behaviour, even better than the scaling behaviour observed in
HERA data. Also the DGLAP predictions for the geometric slope λ perfectly agree with the
phenomenological values: from the DGLAP solution we obtain λDGLAPfix = 0.32± 0.05 (”fixed-
coupling” scaling) and λDGLAPrun = 1.66 ± 0.34 (”running-coupling” scaling), to be compared
with λexpfix = 0.32 ± 0.06, λexprun = 1.62 ± 0.25. Moreover, data exhibit geometric scaling also
for larger x, larger Q2 (say x ∼< 0.1 at HERA), as predicted by the DGLAP evolution. All
these results are summarized in Fig. 18, where we plot the theoretical and phenomenological13
reduced cross sections in function of the ”fixed-coupling” scaling variable ln τ = t − λ ln 1/x,
with λ = 0.32, in the HERA region with the cut x < 0.1. An analogous plot can be obtained
for the ”running-coupling” scaling [141]. We interpret these results as striking evidence that for
Q2 > 10 GeV2 the geometric scaling seen at HERA is generated by the DGLAP evolution itself,
12The labels “fixed-coupling” or “running-coupling” are here a bit misleading. In fact, all the results shown here are
obtained with the full running-coupling DGLAP solution. We kept this notation only for comparison with saturation-
based approaches.
13In fact, in order to make a more flexible analysis, we didn’t use the actual HERA data but a neural network
interpolation of world DIS data [142]. As long as one stays in the HERA region the output of the net is totally
reliable.
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without need of a peculiar saturation ansatz or of a suitable scaling boundary condition.
For Q2 < 10 GeV2 the leading-order DGLAP solution exhibits violations of geometric
scaling at small x. However, in this region any fixed-order DGLAP calculation fails because
it does not resum small x logarithms. If one consider the DGLAP evolution at the resummed
level, geometric scaling reappears quite naturally, both in the ”fixed-coupling” and ”running-
coupling” forms [141]. Hence, small x resummation extends the region where geometric scaling
is expected to values of Q2 lower than 10 GeV2. However at low Q2 sizeable higher twist and
non perturbative effects can spoil the universal behaviour of the DGLAP solution. In this region
hence the HERA scaling could still be generated by some DGLAP evolution, but, differently
from the Q2 > 10 GeV2 region, here there is no strong evidence that this is in fact the case.
3.6 Saturation model and higher twists14
The QCD description of hard scattering processes within the Operator Product Expansion (OPE)
approach leads to the twist expansion of matrix elements of process-dependent composite op-
erators. Contributions of emerging local operators with the increasing twists, τ , are suppressed
by increasing inverse powers of the hard scale, Q2. In DIS, at the lowest order (i.e. when the
anomalous dimensions vanish), the twist-τ contribution to the DIS cross section scales as Q−τ .
Therefore, at sufficiently large Q2 it is justified to neglect higher twist effects, and retain only the
leading twist-2 contribution. This leads to the standard collinear factorisation approach with uni-
versal parton density functions evolving according to the DGLAP evolution equation. It should
be kept in mind, however, that the higher twist effects do not vanish completely and that they
introduce corrections to theoretical predictions based on the DGLAP approach. Thus, the higher
twist corrections may affect the determination of parton density functions. The importance of
these corrections depends on the level of precision required and on the kinematic domain. In
particular, in the region of very small x the higher twist effects are expected to be enhanced, so
that they may become significant at moderate Q2. Thus, it should be useful to obtain reliable
estimates of higher twist effects at small x. In this section we shall present higher twist cor-
rections to FT , FL and F2 structure functions following from the DGLAP improved saturation
model [143]. The results presented in this section have been obtained in the course of an ongoing
study [144, 145]. The method applied to perform the twist decomposition of the DGLAP im-
proved saturation model is a generalisation of the Mellin space approach proposed in Ref. [146].
A rigorous QCD analysis of the higher twist contributions to DIS at high energies is a
complex task. So far it has been performed for the qq¯gg operators [147], but the evolution of
twist 4 purely gluonic operators has not been resolved, — even the proper complete basis of the
operators has not been found yet. The collinear evolution is known at all twists, however, for
so called quasi-partonic operators, for which the twist index is equal to the number of partons
in the t-channel [148]. Such operators should receive the strongest enhancement from the QCD
evolution. At the leading logarithmic approximation the collinear evolution of quasi-partonic
operators is relatively simple — it is given by pair-wise interactions between the partons in the
t-channel. The interactions are described by the non-forward DGLAP kernel [148]. Within this
formalism, the evolution of four-gluon quasi-partonic operators was investigated in Ref. [149,
14Contributing author: L. Motyka
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150] in the double logarithmic approximation. At small x the scattering amplitudes are driven
by exchange of gluons in the t-channel, and the quark exchanges are suppressed by powers
of x. Thus we shall focus on the dominant contribution of the multi-gluon exchanges in the
t-channel. In the large Nc-limit, the dominant singularities of the four gluon operator are those
corresponding to states in which gluons get paired into colour singlet states. In other words,
the four-gluon operator evolves like a product of two independent gluon densities. In general,
for 1/Nc → 0, the 2n-gluon (twist-2n) operator factorizes into the product of n twist-2 gluon
densities. After suitable inclusion of the AGK cutting rules and the symmetry factors of 1/n!,
one arrives at the eikonal picture of n-ladder exchange between the probe and the target. This
is to be contrasted with the Balitsky-Kovchegov picture of Pomeron fan diagrams, which was
obtained as a result of resummation of the terms enhanced by powers of large ln(1/x) rather
than by powers of lnQ2.
The eikonal form of the multiple scattering was assumed in the saturation model proposed
by Golec-Biernat and Wu¨sthoff (GBW) [151,152]. The dipole cross-section given by Eq. 25 has
a natural interpretation in terms of a resummation of multiple scattering amplitudes. The scatters
are assumed to be independent of each other, and the contribution of n scatterings is proportional
to [r2/R20(x)]
n
. The connection of the saturation model to the QCD evolution of quasi-partonic
operators is further strengthened by the DGLAP improvement of the dipole cross section [143].
In the DGLAP improved saturation model the dipole cross section depends on the collinear gluon
density,
σˆ(x, r) = σ0
[
1− exp
(
− π
2r2
Ncσ0
αs(µ2)xg(x, µ2)
)]
, (30)
where the scale µ2 depends on the dipole size, µ2 = C/r2 for C/r2 > µ20, and µ2 = µ20 for
C/r2 < µ20. The gluon density applied has been obtained from the LO DGLAP evolution with-
out quarks, with the input assumed at the scale µ20 15. Clearly, in Eq. (30) one sees an exact
matching between the power of r2 and the power of xg(x, µ2) suggesting a correspondence be-
tween the term∼ [r2αs(µ2)xg(x, µ2)]n in the expansion of σˆ(x, r) and the twist-2n contribution
to the dipole cross section. Thus, we expect that the saturation model approximately represents
higher twist contributions in the deep inelastic scattering generated by the gluonic quasi-partonic
operators.
The twist analysis of the DIS cross-section must include a treatment of the quark box that
mediates the coupling of the virtual photon, γ∗, to the t-channel gluons. In the dipole model
the γ∗g → qq¯ amplitude, computed within QCD, is Fourier transformed (w.r.t. the transverse
momentum of the quark) to the coordinate representation and appears as the photon wave func-
tion, compare Eq. (25). In more detail, one uses the γ∗g amplitude computed within the kT -
factorisation framework. This amplitude receives contributions from all twists. The twist struc-
ture of the quark box is transparent in the space of Mellin moments, and the same is true for the
dipole cross-section. Thus we define,
H˜T,L(γ,Q2) =
∫ 1
0
dz
∫ ∞
0
dr2 r2
∣∣ΨT,L(r, z,Q2)∣∣2 r2(γ−1) , (31)
15In the original DGLAP-improved model [143] a different definition of the scale was adopted, µ2 = C/r2 + µ20,
but this choice is less convenient for the QCD analysis.
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˜ˆσ(x, γ) =
∫ ∞
0
dr2 σˆ(x, r2) r2(γ−1) . (32)
It then follows from the Parsival formula that,
σT,L(x,Q2) =
∫
C
dγ
2πi
H˜T,L(−γ,Q2) ˜ˆσ(x, γ). (33)
For the massless quark case one has H˜T,L(γ,Q2) = H˜T,L(γ)Q−2γ . The contour of integration,
C, in Eq. 33 belongs to the fundamental Mellin strip, −1 < Re γ < 0.
In order to obtain the twist expansion of σ, one extends the contour C in the complex γ-
plane into a contour C′ closed from the left-hand side. The Mellin integral in Eq. 33 may be
then decomposed into contributions coming from singularities of H˜T,L(−γ,Q2) ˜ˆσ(x, γ). The
function H˜T (−γ) (H˜L(−γ)) has simple poles at all negative integer values of γ, except of γ =
−2 (γ = −1), where H˜T (H˜L) is regular. The singularity structure of the dipole cross section,
˜ˆσ(γ), depends on the specific form of σˆ(x, r2). For σˆ(x, r2) used in the GBW model, the ˜ˆσ(x, γ)
has simple poles at all negative integers γ’s. For the DGLAP improved form of σˆ given by (31),
˜ˆσ(x, γ) has cut singularities that extend to the left from γ = k where k = −1,−2, etc. The
leading behaviour of ˜ˆσ around a branch point at γ = k is given by ∼ (γ − k)p(k), where the
exponent p(k) is generated by the DGLAP evolution. As the cuts extend to the left from the
branch points, the dominant contribution to the cross section at the given twist comes from the
vicinity of the corresponding branch point.
The singularity structure of the quark box part H˜T,L(γ) plays the crucial role in under-
standing the strength of the subleading twist effects. To see that one expands H˜T,L(γ) around the
singular points, γ = 1 and γ = 2 (recall that the argument of H˜T,L is −γ in the Parsival formula
(33)):
H˜T (γ) =
a
(2)
T
γ − 1 + b
(2)
T +O(γ − 1), HL(γ) = b(2)L +O(γ − 1), (34)
for twist-2, and
H˜T (γ) = b
(4)
T +O(γ − 2), HL(γ) =
a
(4)
L
γ − 2 + b
(4)
L +O(γ − 2), (35)
for twist-4. The singular 1/(γ − 1) and 1/(γ − 2) terms in (34) and (35) generate an additional
enhancement, ∼ ln(Q2), of the corresponding twist-2 and twist-4 contributions to the DIS cross-
section. The constant pieces, proportional to b(2)T,L and b
(4)
T,L, produce no new logarithms (thus
they are interpreted as the next-to-leading order (NLO) QCD corrections) and the higher terms in
the Laurent expansion give yet higher orders in the perturbative expansion of the g → q splitting
functions and to the coefficient functions. We summarize this discussion by displaying below the
most leading contributions to σT,L at twist-2 (σ(2)T,L) and at twist-4 (σ(4)T,L) obtained in the DGLAP
improved saturation model:
σ
(2)
T ∼
a
(2)
T
Q2
∫ Q2
µ20
dQ′2
Q′2
αs(Q′2)xg(x,Q′2) , σ
(2)
L ∼
b
(2)
L
Q2
αs(Q2)xg(x,Q2) , (36)
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for twist-2, and
σ
(4)
T ∼
b
(4)
T
Q4
[αs(Q2)xg(x,Q2)]2 , σ
(4)
L ∼
a
(4)
L
Q4
∫ Q2
µ20
dQ′2
Q′2
[αs(Q′2)xg(x,Q′2)]2 , (37)
for twist-4. These results imply that the the relative twist-4 correction to FT is strongly sup-
pressed w.r.t. the twist-2 contribution, as the subleading twist-4 term in FT appears only at the
NLO. On the contrary, for FL, the leading twist term enters only at the NLO, and the the twist-4
correction enters at the leading order. So, the relative twist-4 effects in FL are expected to be
enhanced. Note, that both in the case of FT and FL the twist-4 effects are enhanced w.r.t. the
twist-2 contribution by an additional power of the gluon density, xg(x,Q2). For the structure
function F2 = FT + FL we expect small relative corrections from the higher twists because
of the opposite sign of coefficients a(4)L and b
(4)
T , that leads to cancellations between the twist-4
contributions from FT and FL at moderate Q2. These conclusions about the importance of the
higher twist corrections are expected to be quite general, because they follow directly from the
twist structure of the quark box and do not depend on the detailed form of the twist-4 gluon
distribution.
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Fig. 19: The ratio of twist-4 to twist-2 compo-
nents of FT , FL and F2 at x = 3 · 10−4 in
the GBW model (continuous lines) and in the
DGLAP improved saturation model (dashed
lines).
We performed [144, 145] an explicit numerical
evaluation of the twist-4 corrections to FT , FL and F2
in the DGLAP improved saturation model, and com-
pared the results to results obtained [146] within the
GBW model without the DGLAP evolution. The pa-
rameters of the DGLAP model were fitted to describe
all F2 data at small x. In the model we took into ac-
count three massless quark flavours and the massive
charm quark. The twist analysis, however, has been,
so far, performed only for the massless quark contribu-
tion. The obtained relative twist-4 corrections to FT ,
FL and F2 are displayed in Fig. 3.6, as a function of
Q2, for x = 3 · 10−4. The continuous curves corre-
spond to the GBW model [146], and the dashed ones
have been obtained [144, 145] in the DGLAP improved
saturation model. Although there are some quantitative
differences between the models, the qualitative picture
is quite consistent and confirms the results of the an-
alytic analysis outlined above. Thus, the higher twist
corrections are strongest in FL, and much weaker in
FT . In F2 there occurs a rather fine cancellation be-
tween the twist-4 contributions to FT and FL, at all Q2, down to 1 GeV2. Although an effect
of this kind was expected, it still remains somewhat surprising that this cancellation works so
well. We estimate that, for x = 3 · 10−4, the twist-4 relative correction to F2 is 2 – 4% at
Q2 = 10 GeV2, and smaller than 10% for all Q2 down to 1 GeV2. For FL, the relative correction
is ∼ 20% at Q2 = 10 GeV2, and strongly increases with the decreasing scale, reaching ∼ 50%
at Q2 = 1 GeV2. It implies that the determination of parton densities from twist-2 F2 data is
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safe even at small x and moderate Q2. On the other hand FL at small x may provide a sensitive
probe of higher twist effects and parton saturation.
3.7 Conclusions
There are many possible explanations for the scaling properties of HERA data, some of them
based on saturation effects and some others based on pure linear evolution. In order to separate
between these different explanations, it is fundamental to specify a kinematic window.
In particular, for large enough Q2 and not too small x (say Q2 >∼ 10 GeV2 in the HERA
region) the observed geometric scaling is determined by the DGLAP evolution, irrespective of
the boundary condition. For smaller values of Q2, the evolution of parton densities is still lin-
ear, but is sensitive to a boundary condition. In an evolution toward smaller x, like BFKL, this
boundary condition is dynamically generated by saturation, and it leads to the geometric scaling
window. It is possible to take these effects into account also in a Q2 evolution, like DGLAP, by
imposing as initial condition the same boundary condition. We have seen that, in this case, even
the LO DGLAP equation is able to propagate geometric scaling towards larger Q2. In that do-
main, although geometric scaling may arise as saturation effect, the evolution is still linear, and
thus compatible with standard PDFs analysis. However, at yet lower Q2 and x standard linear
evolution is no longer reliable. In particular, for Q2 smaller than a x dependent saturation scale
Qs(x), the evolution of parton densities becomes fully nonlinear, and this spoils the actual deter-
mination of the PDFs. Results from inclusive diffraction and vector meson exclusive production
at HERA, and from dA collisions at RHIC all suggest that in the kinematic accessible x region
Qs ∼ 1− 2 GeV.
In conclusion, we can say that for large enough Q2 >∼ 10 GeV2 geometric scaling is fully
compatible with linear DGLAP evolution. For smaller Q2 the situation becomes more involved.
For Q2 >∼ 5 GeV2 the HERA scaling is still compatible with DGLAP, maybe with some small
x resummation or some suitable boundary condition. However, other effects may be relevant in
this region. For yet lower Q2 and x the linear theory becomes unreliable and saturation could
be the right explanation for geometric scaling. Unfortunately at HERA we have too few data
for a definitive explanation of geometric scaling in the very small x region, since many different
approaches lead approximatively to the same results and it is very difficult to separate among
them. For example, in the low x region both saturation and perturbative resummations lead to
a decrease of the gluon and to geometric scaling. At the LHC, where higher center-of-mass
energy is available, the x region is significantly extended down to very small values. Especially
in the fragmentation region the typical values of x which can be probed can reach down to 10−6
for partons with transverse momenta of about few GeV. This fact combined with the very wide
rapidity coverage of the main LHC detectors opens up a completely new window for the study of
parton saturation, and its relations with geometric scaling and linear evolution will possibly be
clarified.
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Benchmarking of parton distributions and their uncertainties
R. D. Ball, L. Del Debbio, J. Feltesse, S. Forte, A. Glazov, A. Guffanti, J. I. Latorre, A. Piccione,
V. Radescu, J. Rojo, R. S. Thorne, M. Ubiali, G. Watt
1 Introduction
The proper treatment of uncertainties associated to the fit of Parton Distribution Functions (PDF)
has become a subject of great interest in the last few years. A simple way of understanding dif-
ferences between available approaches to parton fits is to fix some hypothesis (say, experimental
data, QCD parameters, input parameterizations, error treatment), and check what is the effect
of the remaining assumptions. Such studies were previously done in the framework of the first
HERA–LHC workshop [1].
In the following we will discuss three benchmark fits. The first one is presented in Sect. 2.
It is based on the H12000 parton fit [2], and it compares a new version of this fit, in which
uncertainty bands are determined [3, 4] using a Monte Carlo method, to the reference fit, where
uncertainty bands are obtained using the standard Hessian method. The main motivation of this
benchmark is to study the impact of possible non-Gaussian behaviour of the data and, more
generally, the dependence on the error treatment.
The second benchmark is presented in Sect. 3. It is based on the study performed by
S. Alekhin and R. Thorne in Ref. [1], which compared the fits by their respective groups to a
common reduced set of data with common assumptions, and also to their respective reference
(global) fits. This comparison is extended here in two ways. First, the comparison is extended
to include an NNPDF fit to the same reduced set of data with the same assumptions, and the
NNPDF1.0 reference fit [5]. Second, results are also compared to a fit based on the recent
MSTW 2008 [6, 7] analysis. As in the Thorne benchmark fit, this uses slightly different data
sets and assumptions; it is furthermore modified to use the same input parameterization and
improved treatment of uncertainties as MSTW. The main purpose of these comparisons is to
answer the questions (a) to which extent fit results from various groups obtained using different
methodologies still differ from each other when common or similar assumptions and a common
or similar reduced dataset are used and (b) how the fits to the reduced dataset by each group
compare to the fit to the full dataset.
The third benchmark, discussed in Sect. 4, is a further elaboration on the benchmark pre-
sented in Sect. 2, extended to include the NNPDF fit, which also uses a Monte Carlo approach.
The main purpose of this benchmark is to compare two fits (H1 and NNPDF) which have the
same error treatment but different parton parameterizations. The inclusion in this benchmark of
the NNPDF fit is also interesting because it allows a comparison of a fit based on a very consis-
tent set of data coming from the H1 collaboration only, to fits which include all DIS data sets,
which are less compatible than the H1 sets alone.
1.1 Settings for the H1 benchmark
This analysis is based on all the DIS inclusive data by the H1 collaboration from the HERA-I
run. A kinematic cut of Q2 > 3.5 GeV2 is applied to avoid any higher twist effect. The data
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points used in the analysis are summarized in Table 1 and Fig. 1.
Data Set Data points Observable Ref.
H197mb 35 σ˜NC,+ [8]
H197lowQ2 80 σ˜NC,+ [8]
H197NC 130 σ˜NC,+ [9]
H197CC 25 σ˜CC,+ [9]
H199NC 126 σ˜NC,− [10]
H199CC 28 σ˜CC,− [10]
H199NChy 13 σ˜NC,− [10]
H100NC 147 σ˜NC,+ [2]
H100CC 28 σ˜CC,+ [2]
Total 612
Table 1: Data points used in the H1 benchmark after kinematic cuts of Q2 > 3.5 GeV2.
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Fig. 1: The data used in the H1 benchmark and in the NNPDF reference fit.
The theoretical assumptions are:
• NLO perturbative QCD in the MS renormalization and factorization scheme;
• zero-mass variable flavour number scheme with quark masses mc = 1.4 GeV and mb =
4.5 GeV;
• the strong coupling fixed to αs(MZ) = 0.1185;
• momentum and valence sum rules enforced;
• starting scale for the evolution at Q20 = 4 GeV2;
• strange contribution fixed as
s(x,Q20) = s¯(x,Q
2
0) = fsD¯(x,Q
2
0) =
fs
1− fs d¯(x,Q
2
0), (1)
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with U = u+ c and D = d+ s+ b and with fs = 0.33;
• charm contribution fixed as
c(x,Q20) = c¯(x,Q
2
0) = fcU¯(x,Q
2
0) =
fc
1− fc u¯(x,Q
2
0), (2)
with fc = 0.15;
• five independent PDFs: gluon and U , D, U¯ , D¯ (see definition above);
• iterated solution for evolution (see, e.g. [11], Sect. 1.3).
Both the H1 and NNPDF methodologies are based on
• Monte Carlo method to determine uncertainties. This method will be discussed in detail in
Sect. 2.2 below.
They differ in the way PDFs are parameterized:
• H1 parameterizes PDFs as
xg(x,Q20) = Agx
Bg (1− x)Cg [1 +Dgx] ,
xU(x,Q20) = AUx
BU (1− x)CU [1 +DUx+ FUx3] ,
xD(x,Q20) = ADx
BD(1− x)CD [1 +DDx] , (3)
xU¯(x,Q20) = AU¯x
BU¯ (1− x)CU¯ ,
xD¯(x,Q20) = AU¯x
BD¯(1− x)CD¯ ,
(4)
which yields 10 free parameters after sum rules are imposed;
• NNPDF parameterizes PDFs with a 2-5-3-1 neural network, which implies 185 free pa-
rameters to be fitted.
Because of the large number of parameters, the minimum of the NNPDF fit is determined using
the stopping criterion discussed in Sect. 3.2 below, while the minimum of the H1 fit is determined
as the standard minimum χ2 (or maximum likelihood) point of parameter space.
1.2 Settings for the HERA–LHC benchmark
This benchmark was first presented in Ref. [1], where its settings were defined. In order to have
a conservative ensemble of experimental data and observables, only structure function DIS data
are used. Large kinematic cuts are applied to avoid any higher twist effect. The data points used
in the Alekhin analysis are summarized in Table 2 and Fig. 2.
The theoretical assumptions are:
• NLO perturbative QCD in the MS renormalization and factorization scheme;
• zero-mass variable flavour number scheme with quark masses mc = 1.5 GeV and mb =
4.5 GeV;
• αs(MZ) fitted: the best-fit values are 0.1110 ± 0.0012 (Alekhin) and 0.1132 ± 0.0015
(Thorne);
• momentum and valence sum rules imposed;
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Data Set Data points Observable Ref.
ZEUS97 206 F p2 [12]
H1lowx97 77 F p2 [8]
NMC 95 F p2 [13]
NMC pd 73 F d2 /F
p
2 [14]
BCDMS 322 F p2 [15]
Total 773
Table 2: Data points used in the HERA–LHC benchmark after kinematic cuts of Q2 > 9 GeV2 and W 2 > 15 GeV2
are applied.
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Fig. 2: The data used in the HERA–LHC benchmark and in the NNPDF reference fit.
• starting scale for evolution Q20 = 1 GeV2;
• four independent input PDFs (u and d valence, the sea and the gluon);
• no light sea asymmetry: u¯ = d¯;
• no independent strange PDF:
s(x,Q20) + s¯(x,Q
2
0) = 0.5(u¯(x,Q
2
0) + d¯(x,Q
2
0)) ; (5)
• iterated solution of evolution equations;
The NNPDF analysis presented here is based on the same data set and theoretical assump-
tions, the only difference being that the strong coupling is fixed to αs(MZ) = 0.112, i.e. the
average of the fitted values of S. Alekhin and R. Thorne.
The Thorne benchmark used somewhat different data sets and assumptions. Namely:
• A somewhat different dataset is used, as displayed in Table 3. This differs from the dataset
of Table 2 and Figure 2 because the NMC and BCDMS fixed-target data on F p2 used are
averaged over different beam energies, and also, HERA reduced cross sections rather than
structure function data are used, resulting in an additional nine H1 points. Note that the
Thorne benchmark in Ref. [1] also included the F d2 BCDMS deuterium data.
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Data Set Data points Observable Ref.
ZEUS97 206 σ˜NC,+ [12]
H1lowx97 86 σ˜NC,+ [8]
NMC 67 F p2 [13]
NMC pd 73 F d2 /F
p
2 [14]
BCDMS 157 F p2 [15]
Total 589
Table 3: Data points used in the MSTW benchmark fit after kinematic cuts of Q2 > 9 GeV2 and W 2 > 15 GeV2
are applied.
• All correlations between systematics are neglected, and statistical and systematic errors
are added in quadrature.
• Normalizations of individual data sets are fitted with a rescaling of uncertainties to avoid
systematic bias.
• The F d2 /F p2 data are corrected for nuclear shadowing effects [16].
The MSTW analysis presented here makes the same choices as the Thorne benchmark, but
with αs(MZ) = 0.112, and additionally
• a global correction of −3.4% is applied to the luminosity of the published H1 MB 97
data [8] following a luminosity reanalysis [17].
• a quartic penalty term in the χ2 definition is given to normalizations which deviate from
the central value.
2 Experimental Error Propagation1
2.1 Introduction
Standard error estimation of proton parton distribution functions (PDFs) relies on the assump-
tion that all errors follow Gaussian (or normal) statistics. However, this assumption may not
always be correct. Some systematic uncertainties such as luminosity and detector acceptance
follow rather a log-normal distribution (see Section [18]). Compared to the Gaussian case, the
lognormal distribution which has the same mean and root mean square (RMS), is asymmetric and
has a shifted peak, as shown illustratively in Figure 3. Therefore, the non-Gaussian behaviour
of the experimental uncertainties could lead to an additional uncertainty of the resulting PDFs.
An alternative to the standard error propagation is a toy Monte Carlo (MC) method. Here, an
implementation of the MC method is presented for estimation of the PDF uncertainties with var-
ious assumptions for the error distribution. In addition, this MC method provides an independent
cross check of the standard error propagation when assuming the Gaussian error distributions.
2.2 Method
The Monte Carlo technique consists firstly in preparing replicas of the initial data sets which have
the central value of the cross sections, σi, fluctuating within its systematic and statistical uncer-
1Contributing authors: J. Feltesse, A. Glazov, V. Radescu
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Fig. 3: Comparison of the lognormal (black, darker hatching) and Gaussian (red, lighter hatching) probability dis-
tributions. The distributions are shown with mean equal to one, and two different choices for the RMS (for both
distribution): σ = 0.2 (top) and σ = 0.5 .
tainties taking into account all point to point correlations. Various assumptions can be considered
for the error distributions. When dealing with the statistical and point to point uncorrelated errors,
one could allow each data point to randomly fluctuate within its uncorrelated uncertainty assum-
ing either Gauss, lognormal, or any other desired form of the error distribution. For example, for
Gaussian errors
σi −→ σi (1 + δuncorri ·Ri) , (6)
where δuncorri corresponds to the uncorrelated uncertainties and Ri is a random number chosen
from a normal distribution with a mean of 0 and a standard deviation of 1. Hence, the central
value of each cross section point i is shifted by δuncorri ·Ri.
For the systematic errors, the treatment is a bit more complicated than above. This is due
to the correlation between data points and that, in general, the data points are sensitive to the
systematic sources with a different strength δij , where index i (j) runs over all the cross section
points (all systematic sources). In order to take this into account, for each systematic source
j a uniformly distributed fluctuation probability Pj is selected. Then, for each data point i the
central value of cross section is shifted such that probability of this shift, which depends on
δij and the exact form of the probability distribution function, is equal Pj (for positive δij) or
(1− Pj) (for negative δij). In other words, each central value of the cross section is shifted with
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the same probability of the corresponding systematic shift. For example for the Gaussian errors,
this procedure is equivalent to
σi −→ σi
1 + δuncorri ·Ri + Nsys∑
j
δcorrij ·Rj
 , (7)
where in addition to the shifts for the uncorrelated errors previously explained, Rj corresponds to
another random number chosen from a normal distribution with mean of 0 and standard deviation
of 1 as a fluctuation for the systematic source j. Hence, the central values of the cross sections
are shifted in addition by δcorrij ·Rj for each systematic shift.
This preparation of the data is repeated for N times, where high statistics is desirable for
more accurate results. For this study we used N > 100 which proved to suffice. For each replica,
a next to leading order (NLO) QCD fit is performed to extract the PDFs. The errors on the PDFs
are estimated from the RMS of the spread of the N lines corresponding to the N individual fits
to extract PDF.
A fit to the published H1 HERA-I data of neutral and charged current e±p scattering cross
sections [2] using the settings discussed in Sect. 1.1 has been performed, using the QCDNUM
program [19].
2.3 Validation of the Method
The MC method is tested by comparing the standard error estimation of the PDF uncertainties
with the MC techniques by assuming that all the errors (statistical and systematic) follow Gaus-
sian (normal) distribution. Figure 4 shows good agreement between the methods.
2.4 Test of various assumptions for the error distributions
Two cases are considered which may represent most likely the error distributions: (1) the log-
normal distribution for the luminosity uncertainty and the rest of the errors are set to follow the
Gauss shape, (2) the lognormal distributions for all the systematic errors and the statistical errors
are set to follow the Gauss distributions. The results for the first case (1) are shown in Figure 5.
The results of the tests for the case when lognormal distributions for all the systematic uncer-
tainties are assumed is shown in Figure 5. We observe that for the precise H1 HERA-1 data
the effect of using lognormal distribution, which is considered for some systematic uncertainties
more physical, is similar to the pure gauss distribution case.
2.5 Conclusions
A simple method to estimate PDF uncertainties has been built within QCD Fit framework. As-
suming only gauss distribution of all errors, the results agree well with the standard error esti-
mation. This method allows to check the effect of non- gauss assumptions for distributions of
the experimental uncertainties. For the H1 data, results are similar to the gauss case when using
lognormal. The method could be extended for other physical variables (i.e. cross sections) for
cross checks with the standard error evaluation.
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Fig. 4: Comparison between the standard error calculations and the Gauss error distribution is shown for the gluon
PDF. Green lines represent the spread of Monte Carlo generated allowances for the errors, and the red lines are the
RMS of this spread. The black lines correspond to the standard error calculations of the PDF errors.
3 HERA–LHC Benchmark
This benchmark is based on the Alekhin/Thorne benchmark of Ref. [1], whose settings has been
given in Sect. 1.2. Both the Alekhin and Thorne fits had the following features:
• uncertainties determined using the Hessian method with ∆χ2 = 1;
• input PDFs are parameterized using the following functional form:
x fi(x,Q20) = Ai(1− x)bi(1 + ǫix0.5 + γix)xai . (8)
with ǫi and γi set to zero for the sea and gluon distributions. Hence, there were a total of
13 free PDF parameters plus αs(MZ) after imposing sum rules.
Here, we reanalyze it within the MSTW and NNPDF approaches. First, we summarize
the respective MSTW and NNPDF approaches, and especially their differences when compared
to the previous HERALHC benchmark fits of Ref. [1]. Then, results for benchmark fits obtained
with the various different approaches are compared to each other. Finally, we compare each
benchmark fit to its counterpart based on a wider range of data, i.e. the NNPDF1.0 [5] reference
and the MRST01 [20] and MSTW08 [6, 7] PDFs.
3.1 MSTW approach2
The benchmark analysis is now much more closely aligned to the global analysis than was the
case for the Thorne benchmark compared to the MRST global analysis. It follows the general
approach taken by the MRST (or more recently, MSTW) group, and is similar to that described
in Ref. [20]. There are some new features which are explained below.
2Contributing authors: R. S. Thorne, G. Watt
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Fig. 5: Comparison between errors on PDFs obtained via standard error calculation (black) where Gauss assumption is
used, and errors obtained via Monte Carlo method (red) where luminosity uncertainty is allowed to fluctuate according
to lognormal distributions and all the other uncertainties follow the Gaussian distribution (left), and where all the
systematic uncertainties are allowed to fluctuate according to lognormal distributions (right). Only the gluon PDF is
shown, where the errors are larger. The green lines show the spread of the N individual fits.
- Input parameterization. We take the input PDF parameterization at Q20 = 1 GeV2 to be:
xuv(x,Q20) = Au x
η1(1− x)η2(1 + ǫu
√
x+ γu x) , (9)
xdv(x,Q20) = Ad x
η3(1− x)η4(1 + ǫd
√
x+ γd x) , (10)
xS(x,Q20) = AS x
δS(1− x)ηS (1 + ǫS
√
x+ γS x) , (11)
xg(x,Q20) = Ag x
δg (1− x)ηg (1 + ǫg
√
x+ γg x) +Ag′ xδg′ (1− x)ηg′ , (12)
where S = 2(u¯ + d¯ + s¯), s = s¯ = 0.1S and d¯ = u¯. The parameters Au, Ad and Ag
are fixed by sum rules, leaving potentially 19 free parameters. In practice, to reduce the
number of highly correlated parameters, making linear error propagation unreliable, we
determine the central value of the benchmark fit by freeing all 19 parameters, then fix 6 of
those at the best-fit values when calculating the Hessian matrix used to determine the PDF
uncertainties, giving a total of 13 eigenvectors. This is the same procedure as used in the
MSTW 2008 global fit [6, 7], where there are an additional 3 free parameters associated
with d¯ − u¯ and an additional 4 free parameters associated with strangeness, giving a total
of 20 eigenvectors. Note that the parameterization used in the previous Alekhin/Thorne
benchmark fits was considerably more restrictive, where the ǫS , γS , ǫg and γg parameters
were set to zero, and the second (negative) gluon term was omitted entirely. In addition,
ǫu was held fixed for the Thorne benchmark fit, leaving a total of 12 eigenvectors. We find
that the more flexible gluon parameterization, allowing it to go negative at very small x, is
very highly correlated with the value obtained for αs, and a value of αs(MZ) = 0.105 is
BENCHMARKING OF PARTON DISTRIBUTIONS AND THEIR UNCERTAINTIES
HERA and the LHC 61
obtained if it is allowed to go free at the same time as the other parameters, therefore we
instead choose to fix it at αs(MZ) = 0.112 as in the NNPDF benchmark fit.
- Error propagation. Apart from the more flexible input parameterization, the other ma-
jor difference in the new MSTW version of the HERA–LHC benchmark fit, with respect
to the previous Thorne (MRST) version, is the choice of tolerance, T =
√
∆χ2. The
MRST benchmark fit used the standard choice T = 1 for one-sigma uncertainties. More
precisely, the distance t along each normalized eigenvector direction was taken to be 1,
and ideal quadratic behaviour about the minimum was assumed, giving T ≈ t = 1. The
MRST global fit used T =
√
50 for a 90% confidence level (C.L.) uncertainty band; how-
ever, this is not appropriate when fitting a smaller number of data sets. Recently, a new
procedure has been developed [6, 7] which enables a dynamic determination of the toler-
ance for each eigenvector direction, by demanding that each data set must be described
within its one-sigma (or 90%) C.L. limits according to a hypothesis-testing criterion, after
rescaling the χ2 for each data set so that the value at the global minimum corresponds
to the most probable value. Application of this procedure to the MSTW benchmark fit
gives T ∼ 3 for one-sigma uncertainties and T ∼ 5 for 90% C.L. uncertainties. For the
MSTW global fit, the typical values of T required are slightly larger, with more variation
between different eigenvector directions. The increase in T in the global fit is mainly due
to the inclusion of some less compatible data sets, while the greater variation in T between
eigenvectors is due to the fact that some parameters, particularly those associated with s
and s¯, are constrained by far fewer data sets than others. In the MSTW fits, the data set
normalizations are allowed to vary, with the aforementioned penalty term, when determin-
ing the PDF uncertainties. For global fits this automatically leads to a small increase in
uncertainty compared to the MRST determinations, where data set normalisations were
held fixed when calculating the Hessian matrix used for error propagation. In the MRST
benchmark fit the data set normalizations were allowed to vary. To calculate the uncertainty
bands from the eigenvector PDF sets, we use the formula for asymmetric errors given, for
example, in Eq. (13) of Ref. [20].
3.2 NNPDF approach3
The NNPDF approach was proposed in Ref. [21], and it was applied there and in Ref. [22] to
the parameterization of the structure function F2(x,Q2) with only two or more experimental
data sets respectively. In Ref. [23] it was first used for the determination of a single PDF (the
isotriplet quark distribution), and in Ref. [5] a full set of PDFs fit based on DIS data (NNPDF1.0)
was presented. Because the method has been discussed extensively in these references, here we
only summarize briefly its main features.
- Error propagation. We make a Monte Carlo sample of the probability distribution of the
experimental data by generating an ensemble of N replicas of artificial data following a
multi-gaussian distribution centered on each data point with full inclusion of the experi-
mental covariance matrix. Each replica is used to construct a set of PDFs, thereby prop-
agating the statistical properties of the data Monte Carlo sample to a final Monte Carlo
3Contributing authors: R. D. Ball, L. Del Debbio, S. Forte, A. Guffanti, J. I. Latorre, A. Piccione, J. Rojo, M. Ubiali
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sample of PDFs. Here we shall take N = 100. The method is the same as discussed in
Sect. 2.2, the only difference being the treatment of normalization errors: relative normal-
izations are fitted in the H1 approach, while they are included among the systematic errors
in the Monte Carlo data generation in the NNPDF approach (see Refs. [2, 5] for details of
the respective procedures) .
- Input parameterization. Each PDF is parameterized with a functional form provided by
a neural network. The architecture for the neural network is the same for all PDFs, and
yields a parameterization with 37 free parameters for each PDF. This is a very redundant
parameterization, it is chosen in order to avoid parameterization bias; neural networks are
a particularly convenient way of dealing with redundant parameterizations. Note that sum
rules are also imposed.
- Minimization. A redundant parameterization allows for fitting not only the underlying
physical behaviour, but also statistical noise. Therefore, the minimization is stopped not
at the absolute minimum of the χ2, but rather before one starts fitting noise. This optimal
stopping point is determined as follows: the data in each replica are randomly assigned
either to a training or to a validation set. The fit is performed on data of the training set
only, while the validation set is used as a monitor. The fit is stopped when the quality of
the fit to the training set keeps improving, but the quality of the fit to the validation set
deteriorates.
3.3 Comparison between the Benchmark Parton Distributions
Data Set χ2bench/Ndata χ2global/Ndata
ZEUS97 1.09 1.18
H1lowx97 1.03 1.00
NMC 1.40 1.45
NMC pd 1.24 1.32
BCDMS 1.21 1.98
Total 1.19 1.53
Table 4: NNPDF χ2 for the total and each single data set, both for the benchmark and global fit.
The χ2 per data point for the NNPDF and MSTW fits are shown in Table 4 and 5 respec-
tively. Note that in the MSTW fit statistical and systematic errors are added in quadrature, so
the quantity shown is the diagonal contribution to the χ2. The quality of the NNPDF is seen to
be uniformly good. The quality of the MSTW is also uniform, though it cannot be compared
directly because of the different way systematics are treated. The comparison of each benchmark
fit to the corresponding global fit will be discussed in Sect. 3.4 below.
In Fig. 6 the PDFs from the NNPDF and MSTW benchmark fits presented here are com-
pared to those by Thorne from Ref. [1] at the same reference scale of Q2 = 20 GeV2 used there
(denoted as MRST01 in the figure). The benchmark fit by Alekhin [1] is not shown as the PDFs
are very close to the those by Thorne displayed in Fig. 6.
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Data set χdiagbench
2
/Ndata χ
diag
global
2
/Ndata
ZEUS97 0.76 0.79
H1lowx97 0.53 0.54
NMC 1.08 1.11
NMC pd 0.78 0.89
BCDMS 0.74 1.13
Total 0.76 0.89
Table 5: MSTW χ2 for the total and each single data set, both for the benchmark and global fit. Notice that statistical
and systematic errors are added in quadrature and that relative data set normalizations are fitted.
For PDFs and kinematical regions where data are available, namely the small-x gluon and
sea quark and the large-x uv distributions, the central values of the NNPDF fit are quite close to
those of the MRST and MSTW fits, despite the differences in methodology. The central values
of the PDFs are slightly different for the MRST and MSTW benchmark fits due to the use of
BCDMS F d2 data in the former, which affects mainly valence quarks. Where extrapolation is
needed, such as for the dv distribution, which is constrained only by the small amount of data
on the ratio F d2 /F
p
2 , or the large-x sea quark, central values are rather more different (though
the Alekhin/MRST/MSTW benchmark central values are within the NNPDF error band). The
exception is the smallest-x gluon, where the form of the MSTW parameterization results in a
very sharp turn-over. However, even here the uncertainty bands are close to overlapping.
Differences are sizeable in the estimation of uncertainties. Firstly, uncertainty bands for
NNPDF benchmark are significantly larger than for the MSTW benchmark, which in turn are in
general somewhat larger than those for the MRST benchmark. The difference between MRST
and MSTW, which are based on similar methodology, is due to use of a dynamic tolerance and
a more flexible gluon parameterization in MSTW (see Sect. 3.1). Secondly, the width of the
uncertainty band for NNPDF benchmark varies rather more than that of the MRST benchmark
according to the PDF and the kinematic region, though this is not quite so much the case com-
paring to MSTW benchmark. Indeed, the NNPDF uncertainties are quite small in the region
between x = 0.01 and x = 0.1 (where there is the bulk of HERA and fixed-target data), while
they blow up in the large-x region for the sea quark or the small-x gluon, where there is less or
no experimental information. The smallness of the uncertainty band for MSTW for the small-x
valence quarks may be partially due to the lack of flexibility in the parameterization: note that
because of sum rules, the size of uncertainties in the data and extrapolation region are correlated.
Finally, the MRST/MSTW central value generally falls within the NNPDF uncertainty
band, but the NNPDF central value tends to fall outside the MRST/MSTW uncertainty band
whenever the central values differ significantly.
3.4 Comparison of the Benchmark Parton Distributions and Global Fits
In Fig. 7 we compare the NNPDF benchmark fit to the NNPDF1.0 reference fit of Ref. [5]
(NNPDF global, henceforth), while in Fig. 8 we compare the MSTW benchmark fit to the
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Fig. 6: Comparison of the NNPDF, MRST and MSTW benchmark fits for the gluon, d-sea, u-valence and d-valence
at Q2 = 20 GeV2. All uncertainties shown correspond to one–σ bands.
MRST01 [20] (MRST global, henceforth) and MSTW08 [6,7] global fits (MSTW global, hence-
forth).
The χ2 of the NNPDF benchmark and global fits are compared in Table 4, while those of
the MSTW benchmark and global fits are compared in Table 5. Note that for the NNPDF fits
the χ2 is computed using the full covariance matrix, while for the MSTW fits systematic and
statistical uncertainties are added in quadrature. Note also that the MRST and MSTW global fits
are carried out in a general-mass variable flavour number scheme rather than the zero-mass vari-
able flavour number scheme used in the corresponding benchmark fits, whereas for NNPDF both
global and benchmark fits are done with a zero-mass variable flavour number scheme. Com-
parison of the quality of each benchmark to the corresponding global fit to the same points in
Table 5 shows a significant deterioration in the quality of the fit (total ∆χ2 ≫ 1), especially for
the BCDMS F p2 data. All fits appear to be acceptable for all data sets: for instance, even though
the χ2 of the NNPDF global fit for the benchmark subset of data is 1.98, it is equal to 1.59 [5]
for the full BCDMS set of data. However, the increase in χ2 suggests that there might be data
inconsistencies.
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Fig. 7: Comparison of the NNPDF benchmark and reference fits for the gluon, d-sea, u-valence and d-valence at
Q2 = 20 GeV2.
Let us now compare each pair of benchmark and global fits. For NNPDF, the difference in
central value between benchmark and reference is comparable to that found between the MRST
or Alekhin global fits and their benchmark counterparts in Ref. [1]. However, the NNPDF global
and benchmark fits remain compatible within their respective error bands. Indeed, the NNPDF
benchmark fit has a rather larger error band than the reference, as one would expect from a fit
based on a rather smaller set of (compatible) data. Such a behaviour was however not observed
in the comparison between global and benchmark MRST and Alekhin fits of Ref. [1].
It is interesting to observe that the gluon shape at low x of the benchmark and global
NNPDF disagree at the one σ level (though they agree at two σ). This can be understood as a
consequence of the fact that the value of αs in the two fits is sizably different (αs = 0.112 vs.
αs = 0.119). Theoretical uncertainties related to the value of αs were shown in Ref. [5] to be
negligible and thus not included in the NNPDF error band, but of course they become relevant if
αs is varied by several standard deviations (3.5 σ, in this case).
Coming now to MSTW, we first notice that, as discussed in Sect. 3.3, the MSTW bench-
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Fig. 8: Comparison of the MSTW benchmark and MRST/MSTW global fits for the gluon, d-sea, u-valence and
d-valence at Q2 = 20 GeV2. All uncertainties shown correspond to one–σ bands.
mark set has somewhat larger uncertainty bands than the MRST benchmark set and thus also
than each of the sets obtained from global fits. Consequently, the MSTW benchmark PDFs are
generally far more consistent with the MSTW global fit sets than the corresponding compari-
son between MRST benchmark PDFs and global fit PDFs shown in Ref. [1], largely due to the
more realistic uncertainties in the MSTW benchmark. Comparing central values we see exactly
the same feature in the gluon distribution as the NNPDF group, and the explanation is likewise
the same, highlighting possible difficulties in comparing PDFs obtained with different values of
αs(MZ).
Unlike for the NNPDF group, the MSTW group sees some degree of incompatibility be-
tween the benchmark PDFs and the global fit PDFs for the valence quarks, particularly in the case
of the down valence. This may be related to the assumption u¯ = d¯, which constrains valence
quarks and sea quarks in an artificial manner since there is less flexibility to alter each inde-
pendently. Indeed, in the global fits there is an excess of d¯ over u¯ which maximizes at x = 0.1.
Forcing equivalence of antiquark distributions might therefore lead to a deficit of down sea quarks
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Fig. 9: Comparison of the NNPDF benchmark and reference fits for the gluon, d-sea, uv and dv at Q2 = 4 GeV2.
and a corresponding excess of up sea quarks, and also, for the same reason, to an excess of down
valence quarks. These are indeed seen both in the NNPDF and MSTW benchmark fits when
compared to the respective global fits. The effect is however well within the uncertainty bands
for NNPDF, which indeed do not observe any statistically significant difference between results
of a fit to the reduced benchmark data set with the u¯ = d¯ assumption (as presented in Fig. 7) or
without it (as presented in Ref. [5], Fig. 12).
As well as this important effect one sees that the main discrepancy at x = 0.1 for down
valence quarks is greater when comparing the benchmark fits to the global MSTW fit than to the
global MRST fit. This is because recent new Tevatron data on Z rapidity distributions and lepton
asymmetry from W decays provide a strong constraint on the down quark, and some of this new
data shows considerable tension with other data sets.
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4 H1 Benchmark
We now discuss the extension of the fit using the settings of Sect. 1.1 to also include the NNPDF
approach. Results are compared both to those of the NNPDF reference fit, and to those obtained
by the H1 fit of Sect. 2 to the same data. We then compare the NNPDF benchmark and reference,
with the specific aim of addressing the issue of the dependence of the results on the size of
the data set (H1 dataset vs. the HERA–LHC dataset of Sect. 3). Finally, the H1 and NNPDF
benchmark fits are compared to each other with the purpose of understanding the impact of the
respective methodologies.
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Fig. 10: Left: NNPDF benchmark and reference fits at
√
s = 301GeV compared to H1 charged current data. Center:
NNPDF reference fit compared to H1 and ZEUS neutral current data. Right: NNPDF benchmark fit compared to H1
neutral current data.
The results of the NNPDF benchmark are compared to the NNPDF reference fit results in
Fig. 9. The general features of the benchmark are analogous to those of the HERA–LHC bench-
mark discussed in Section 3.4, with some effects being more pronounced because the benchmark
dataset is now even smaller. Specifically, we observe that uncertainties bands blow up when data
are removed: this is very clear for instance in the d¯ distribution at large-x, as a consequence of the
fact that the benchmark dataset of Table 1 does not include deuterium data. The negative value
of this PDF at large x is presumably unphysical and it would disappear if positivity of charged
current cross sections were imposed, including also the (anti-)neutrino ones. The only positivity
constraint in the NNPDF fit is imposed on the FL structure function [5], because this is the only
DIS observable whose positivity is not constrained by the full data set.
It is interesting to note however that this effect is not observed for the uv distribution,
where instead the benchmark and the reference fit show almost equal uncertainties. In order to
4Contributing authors R. D. Ball, L. Del Debbio, S. Forte, A. Guffanti, J. I. Latorre, A. Piccione, J. Rojo, M. Ubiali
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understand this, in Fig. 10 we compare two situations with or without error shrinking, by exam-
ining the predictions obtained using the benchmark and reference fits for some observables to the
corresponding data. A first plot (left) shows the shrinking of the uncertainty on the prediction
for the charged–current cross section in the reference fit. This is mostly due to the CHORUS
neutrino data, which are in the reference and not in the benchmark. These data are clearly con-
sistent with the H1 data shown in the plot. The subsequent pair of plots compares (center) the
prediction for the neutral–current cross section from the reference fit compared to H1 and ZEUS
data (both of which are used for the reference fit), and (right) from the benchmark fit to the H1
data only (which are the only ones used in the benchmark fit). The uncertainty bands in the two
fits are similar size: indeed, the ZEUS and H1 data display a systematic disagreement which is
approximately the size of this uncertainty band. Hence, the (small but significant) systematic
inconsistency between the ZEUS and H1 data prevents reduction of the uncertainty band when
the ZEUS data are added to the fit, beyond the size of this discrepancy. Therefore, the NNPDF
methodology leads to combined uncertainties for inconsistent data which are similar to those
obtained with the so–called PDG (or scale-factor) method [24].
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Fig. 11: Comparison of the NNPDF and H1 benchmark fit for the gluon, d-sea, uv and dv at Q2 = 4 GeV2.
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Fig. 12: The Monte Carlo set of gluon PDFs for the H1 benchmark (left, same as Fig. 4) and the NNPDF benchmark.
The red lines show the one-sigma contour calculated from the Monte Carlo set, and in the H1 case the black lines
show the Hessian one-sigma contour.
Data Set χ2H1/Ndata χ2NNPDF/Ndata
H197mb 0.83 0.82
H197lowQ2 0.90 0.87
H197NC 0.69 0.80
H197CC 0.73 0.97
H199NC 0.88 1.01
H199CC 0.62 0.84
H199NChy 0.35 0.35
H100NC 0.97 1.00
H100CC 1.07 1.38
Total 0.88 0.96
Table 6: H1 and NNPDF χ2 for the total and each single data set. Cross correlations among data sets are neglected to
evaluate the χ2 of a single data set.
Notice that if relative normalization are fitted (as done by in the H1 approach of Sect. 2)
instead of being treated simply as a source of systematics, this systematic inconsistency would
be significantly reduced in the best-fit. The associate uncertainty however then appears as an
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addition source of systematics. This happens when H1 and ZEUS data are combined in a single
dataset (see Section [18] below). In the NNPDF approach, instead, this systematics is produced
by the Monte Carlo procedure.
4.2 Comparison between the Benchmark Parton Distributions
The χ2 of the H1 and NNPDF benchmarks are given in Table 6, while the corresponding PDFs
are compared in Fig. 11. Furthermore, in Fig. 12 we show the respective full Monte Carlo PDF
sets in the case of the gluon distribution.
The quality of the two fits is comparable, the differences in χ2 being compatible with
statistical fluctuations. In the region where experimental information is mostly concentrated,
specifically for the uv distribution over all the x-range and for the d¯ and the dv distributions in
the small-x range, the results of the two fits are in good agreement, though the H1 uncertainty
bands are generally somewhat smaller.
In the region where experimental information is scarce or missing, sizable differences are
found, similar to those observed when comparing the MRST/MSTW bench and NNPDF bench to
the HERA–LHC benchmark of Sect. 3.3. Specifically, in these regions NNPDF uncertainties are
generally larger than H1 bands: the width of the uncertainty band for the H1 fit varies much less
between the data and extrapolation regions than that of the NNPDF bench. Also, the H1 central
value always falls within the NNPDF uncertainty band, but the NNPDF central value tends to
fall outside the H1 uncertainty band whenever the central values differ significantly. Figure 12
suggests that this may be due to the greater flexibility of the functional form in the NNPDF fit.
Specifically, the d¯ quark distribution at large x does not become negative in the H1 fit, because
this behaviour is not allowed by the parameterization.
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Determination of parton distributions
A. Cooper-Sarkar, A. Glazov, G. Li, J. Grebenyuk, V. Lendermann
1 Extraction of the proton PDFs from a combined fit of H1 and ZEUS inclusive DIS cross
sections 1
1.1 Introduction
The kinematics of lepton hadron scattering is described in terms of the variables Q2, the invariant
mass of the exchanged vector boson, Bjorken x, the fraction of the momentum of the incoming
nucleon taken by the struck quark (in the quark-parton model), and y which measures the energy
transfer between the lepton and hadron systems. The differential cross-section for the neutral
current (NC) process is given in terms of the structure functions by
d2σ(e±p)
dxdQ2
=
2piα2
Q4x
[
Y+ F2(x,Q2)− y2 FL(x,Q2)∓ Y− xF3(x,Q2)
]
,
where Y± = 1 ± (1 − y)2. The structure functions F2 and xF3 are directly related to quark
distributions, and their Q2 dependence, or scaling violation, is predicted by perturbative QCD.
For low x, x ≤ 10−2, F2 is sea quark dominated, but its Q2 evolution is controlled by the gluon
contribution, such that HERA data provide crucial information on low-x sea-quark and gluon
distributions. At high Q2, the structure function xF3 becomes increasingly important, and gives
information on valence quark distributions. The charged current (CC) interactions also enable us
to separate the flavour of the valence distributions at high-x, since their (LO) cross-sections are
given by,
d2σ(e+p)
dxdQ2
=
G2FM
4
W
(Q2 +M2W )22pix
x
[
(u¯+ c¯) + (1− y)2(d+ s)] ,
d2σ(e−p)
dxdQ2
=
G2FM
4
W
(Q2 +M2W )22pix
x
[
(u+ c) + (1− y)2(d¯+ s¯)] .
Parton Density Function (PDF) determinations are usually obtained in global NLO QCD
fits [1–3], which use fixed target DIS data as well as HERA data. In such analyses, the high
statistics HERA NC e+p data have determined the low-x sea and gluon distributions, whereas
the fixed target data have determined the valence distributions. Now that high-Q2 HERA data
on NC and CC e+p and e−p inclusive double differential cross-sections are available, PDF fits
can be made to HERA data alone, since the HERA high Q2 cross-section data can be used to
determine the valence distributions. This has the advantage that it eliminates the need for heavy
target corrections, which must be applied to the ν-Fe and µD fixed target data. Furthermore there
is no need to assume isospin symmetry, i.e. that d in the proton is the same as u in the neutron,
since the d distribution can be obtained directly from CC e+p data.
The H1 and ZEUS collaborations have both used their data to make PDF fits [3], [4]. Both
of these data sets have very small statistical uncertainties, so that the contribution of systematic
1Contributing authors: A. Cooper-Sarkar, A. Glazov, G. Li for the H1-ZEUS combination group.
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uncertainties becomes dominant and consideration of point to point correlations between sys-
tematic uncertainties is essential. The ZEUS analysis takes account of correlated experimental
systematic errors by the Offset Method, whereas H1 uses the Hessian method [5]. Whereas the
resulting ZEUS and H1 PDFs are compatible, the gluon PDFs have rather different shapes, see
Fig 7, and the uncertainty bands spanned by these analyses are comparable to those of the global
fits.
It is possible to improve on this situation since ZEUS and H1 are measuring the same
physics in the same kinematic region. These data have been combined using a ’theory-free’
Hessian fit in which the only assumption is that there is a true value of the cross-section, for
each process, at each x,Q2 point [6]. Thus each experiment has been calibrated to the other.
This works well because the sources of systematic uncertainty in each experiment are rather
different, such that all the systematic uncertainties are re-evaluated. The resulting correlated
systematic uncertainties on each of the combined data points are significantly smaller than the
statistical errors. This combined data set has been used as the input to an NLO QCD PDF
fit. The consistency of the input data set and its small systematic uncertainties enables us to
calculate the experimental uncertainties on the PDFs using the χ2 tolerance, ∆χ2 = 1. This
represents a further advantage compared to the global fit analyses where increased tolerances of
∆χ2 = 50− 100 are used to account for data inconsistencies.
For the HERAPDF0.1 fit presented here, the role of correlated systematic uncertainties is
no longer crucial since these uncertainties are relatively small. This ensures that similar results
are obtained using either Offset or Hessian methods, or by simply combining statistical and sys-
tematic uncertainties in quadrature. The χ2 per degree of freedom for a Hessian fit is 553/562
and for a quadrature fit it is 428/562. For our central fit we have chosen to combine the 43 sys-
tematic uncertainties which result from the separate ZEUS and H1 data sets in quadrature, and to
Offset the 4 sources of uncertainty which result from the combination procedure. The χ2 per de-
gree of freedom for this fit is 477/562. This procedure results in the most conservative estimates
on the resulting PDFs as illustrated in Fig. 1 which compares the PDFs and their experimental
uncertainties as evaluated by the procedure of our central fit and as evaluated by treating the 47
systematic uncertainties by the Hessian method.
Despite this conservative procedure, the experimental uncertainties on the resulting PDFs
are impressively small and a thorough consideration of further uncertainties due to model as-
sumptions is necessary. In Section 1.2 we briefly describe the data combination procedure. In
Section 1.3 we describe the NLO QCD analysis and model assumptions. In Section 1.4 we give
results. In Section 1.5 we give a summary of the fit results and specifications for release of the
HERAPDF0.1 to LHAPDF. In Section 1.6 we investigate the predictions of the HERAPDF0.1
for W and Z cross-sections at the LHC.
1.2 Data Combination
The data combination is based on assumption that the H1 and ZEUS experiments measure the
same cross section at the same kinematic points. The systematic uncertainties of the measure-
ments are separated, following the prescription given by the H1 and ZEUS, into point to point
correlated sources αj and uncorrelated systematic uncertainty, which is added to the statisti-
cal uncertainty in quadrature to result in total uncorrelated uncertainty σi for each bin i. The
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Fig. 1: HERAPDFs, xuv, xdv, xS, xg at Q2 = 10GeV2. (Left) with experimental uncertainties evaluated as for the
central fit (see text) and (right) with experimental uncertainties evaluated by accounting for the 47 systematic errors
by the Hessian method.
correlated systematic sources are considered to be uncorrelated between H1 and ZEUS. All un-
certainties are treated as multiplicative i.e. proportional to the central values, which is a good
approximation for the measurement of the cross sections.
A correlated probability distribution function for the physical cross sections M i,true and
systematic uncertainties αj,true for a single experiment corresponds to a χ2 function:
χ2exp
(
M i,true, αj,true
)
=
∑
i
[
M i,true −
(
M i +
∑
j
∂M i
∂αj
M i,true
M i
(αj,true)
)]2
(
σi
M i,true
M i
)2 +∑
j
(αj,true)2
σ2αj
,
(1)
where M i are the central values measured by the experiment, ∂M i/∂αj are the sensitivities to
the correlated systematic uncertainties and σαj are the uncertainties of the systematic sources.
For more than one experiment, total χ2tot can be represented as a sum of χ2exp. The combination
procedure allows to represent χ2tot in the following form:
χ2tot
(
M i,true, βj,true
)
= χ20 +
∑
i
[
M i,true −
(
M i,ave +
∑
j
∂M i,ave
∂βj
M i,true
M i,ave
(βj,true)
)]2
(
σi,ave
M i,true
M i,ave
)2
+
∑
j
(βj,true)2
σ2βj
. (2)
Here the sum runs over a union set of the cross section bins. The value of the χ2tot at the minimum,
χ20, quantifies consistency of the experiments. M i,ave are the average values of the cross sections
and βj correspond to the new systematic sources which can be obtained from the original sources
αj through the action of an orthogonal matrix. In essence, the average of several data sets allows
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one to represent the total χ2 in a form which is similar to that corresponding to a single data set,
Eq. 1, but with modified systematic sources.
The combination is applied to NC and CC cross section data taken with e+ and e− beams
simultaneously to take into account correlation of the systematic uncertainties. The data taken
with proton beam energies of Ep = 820 GeV and Ep = 920 GeV are combined together
for inelasticity y < 0.35, for this a small center of mass energy correction is applied. For
the combined data set there are 596 data points and 43 experimental systematic sources. The
χ20/dof = 510/599 is below 1, which indicates conservative estimation of the uncorrelated
systematics.
Besides the experimental uncertainties, four additional sources related to the assumptions
made for the systematic uncertainties are considered. Two of the extra sources deal with correla-
tion of the H1 and ZEUS data for estimation of the photoproduction background and simulation
of hadronic energy scale. These sources introduce additional ∼ 1% uncertainty for y > 0.6 and
y < 0.02 data. The third source covers uncertainty arising from the center of mass correction
by varying FL = FQCDL to FL = 0. The resulting uncertainty reaches few per mille level for
y ∼ 0.35. Finally, some of the systematic uncertainties, for example background subtraction,
may not be necessary multiplicative but rather additive, independent of the cross section central
values. The effect of additive assumption for the errors is evaluated by comparing the average
obtained using Eq. 1 and an average in which M i,true/M i,ave scaling is removed for all but global
normalization errors.
1.3 QCD Analysis
The QCD predictions for the structure functions are obtained by solving the DGLAP evolution
equations [7–9] at NLO in the MS scheme with the renormalisation and factorization scales
chosen to be Q2 2. The DGLAP equations yield the PDFs at all values of Q2 provided they are
input as functions of x at some input scale Q20. This scale has been chosen to be Q20 = 4GeV2
and variation of this choice is considered as one of the model uncertainties. The resulting PDFs
are then convoluted with NLO coefficient functions to give the structure functions which enter
into the expressions for the cross-sections. The choice of the heavy quark masses is, mc =
1.4,mb = 4.75GeV, and variation of these choices is included in the model uncertainties. For
this preliminary analysis, the heavy quark coefficient functions have been calculated in the zero-
mass variable flavour number scheme. The strong coupling constant was fixed to αs(M2Z) =
0.1176 [12], and variations in this value of ±0.002 have also been considered.
The fit is made at leading twist. The HERA data have a minimum invariant mass of the
hadronic system, W 2, of W 2min = 300 GeV2 and a maximum x, xmax = 0.65, such that they
are in a kinematic region where there is no sensitivity to target mass and large-x higher twist
contributions. However a minimum Q2 cut is imposed to remain in the kinematic region where
perturbative QCD should be applicable. This has been chosen to be Q2min = 3.5 GeV2. Variation
of this cut is included as one of the model uncertainties.
A further model uncertainty is the choice of the initial parameterization at Q20. Three types
of parameterization have been considered. For each of these choices the PDFs are parameterized
2The programme QCDNUM [10] has been used and checked against the programme QCDfit [11].
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by the generic form
xf(x) = AxB(1− x)C(1 +Dx+ Ex2 + Fx3), (3)
and the number of parameters is chosen by ’saturation of the χ2’, such that parameters D,E,F
are only varied if this brings significant improvement to the χ2. Otherwise they are set to zero.
The first parameterization considered follows that used by the ZEUS collaboration. The
PDFs for u valence, xuv(x), d valence, xdv(x), total sea, xS(x), the gluon, xg(x), and the
difference between the d and u contributions to the sea, x∆(x) = x(d¯− u¯), are parameterized.
xuv(x) = AuvxBuv(1− x)Cuv(1 +Duvx+ Euvx2)
xdv(x) = AdvxBdv(1− x)Cdv
xS(x) = ASxBS (1− x)CS
xg(x) = AgxBg(1− x)Cg (1 +Dgx)
x∆(x) = A∆xB∆(1− x)C∆
The total sea is given by, xS = 2x(u¯ + d¯ + s¯ + c¯ + b¯), where q¯ = qsea for each flavour,
u = uv + usea, d = dv + dsea and q = qsea for all other flavours. There is no information on the
shape of the x∆ distribution in a fit to HERA data alone and so this distribution has its parameters
fixed, such that its shape is consistent with Drell-Yan data and its normalization is consistent with
the size of the Gottfried sum-rule violation. A suppression of the strange sea with respect to the
non-strange sea of a factor of 2 at Q20, is imposed consistent with neutrino induced dimuon data
from NuTeV. The normalisation parameters, Auv, Adv , Ag , are constrained to impose the number
sum-rules and momentum sum-rule. The B parameters, Buv and Bdv are set equal, since there is
no information to constrain any difference. Finally this ZEUS-style parameterization has eleven
free parameters.
The second parameterization considered follows that of the H1 Collaboration The choice
of quark PDFs which are parameterized is different. The quarks are considered as u-type and
d-type, xU = x(uv + usea + c), xD = x(dv + dsea + s), xU¯ = x(u¯+ c¯) and xD¯ = x(d¯+ s¯),
assuming qsea = q¯, as usual. These four (anti-)quark distributions are parameterized separately.
xU(x) = AUxBU (1− x)CU (1 +DUx+ EUx2 + FUx3)
xD(x) = ADxBD(1− x)CD(1 +DDx)
xU¯(x) = AU¯x
BU¯ (1− x)CU¯
xD¯(x) = AD¯x
BD¯(1− x)CD¯
xg(x) = AgxBg (1− x)Cg
Since the valence distributions must vanish as x→ 0, the parameters, A and B are set equal for
xU and xU¯ ; AU = AU¯ , BU = BU¯ ; and for xD and xD¯; AD = AD¯ , BD = BD¯. Since there is
no information on the flavour structure of the sea it is also necessary to set BU¯ = BD¯, such that
there is a single B parameter for all four quark distributions. The normalisation, Ag, of the gluon
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is determined from the momentum sum-rule and the parameters DU and DD are determined by
the number sum-rules. Assuming that the strange and charm quark distributions can be expressed
as x independent fractions, fs = 0.33 and fc = 0.15, of the d and u type sea respectively, gives
the further constraint AU¯ = AD¯(1 − fs)/(1 − fc), which ensures that u¯ = d¯ at low x. Finally
this H1-style parameterization has 10 free parameters.
The third parameterization we have considered combines the best features of the previous
two. It has less model dependence than the ZEUS-style parameterization in that it makes fewer
assumptions on the form of sea quark asymmetry x∆, and it has less model dependence than the
H1-style parameterization in that it does not assume equality of all B parameters. Furthermore,
although all types of parameterization give acceptable χ2 values, the third parameterization has
the best χ2 and it gives the most conservative experimental errors. This is the parameterization
which we chose for our central fit. The PDFs which are parameterized are xuv, xdv, xg and xU¯ ,
xD¯.
xuv(x) = AuvxBuv(1− x)Cuv (1 +Duvx+ Euvx2)
xdv(x) = AdvxBdv(1− x)Cdv
xU¯(x) = AU¯x
BU¯ (1− x)CU¯
xD¯(x) = AD¯x
BD¯(1− x)CD¯
xg(x) = AgxBg(1− x)Cg
The normalisation parameters, Auv, Adv , Ag , are constrained to impose the number sum-rules
and momentum sum-rule. The B parameters, Buv and Bdv are set equal, Buv = Bdv and the B
parameters BU¯ and BD¯ are also set equal, BU¯ = BD¯, such that there is a single B parameter for
the valence and another different single B parameter for the sea distributions. Assuming that the
strange and charm quark distributions can be expressed as x independent fractions, fs = 0.33 and
fc = 0.15, of the d and u type sea, gives the further constraint AU¯ = AD¯(1− fs)/(1− fc). The
value of fs = 0.33 has been chosen to be consistent with determinations of this fraction using
neutrino induced di-muon production. This value has been varied to evaluate model uncertainties.
The charm fraction has been set to be consistent with dynamic generation of charm from the start
point of Q2 = m2c , in a zero-mass-variable-flavour-number scheme. A small variation of the
value of fc is included in the model uncertainties. Finally this parameterization has 11 free
parameters.
It is well known that the choice of parameterization can affect both PDF shapes and the
size of the PDF uncertainties. Fig 2 compares the PDFs and their uncertainties as evaluated using
these three different parameterizations. As mentioned earlier, the third parameterization results
in the most conservative uncertainties.
We present results for the HERA PDFs based on the third type of parameterization, includ-
ing six sources of model uncertainty as specified in Table 1. We also compare to results obtained
by varying αs(M2Z) and by varying the choice of parameterization to those of the ZEUS and the
H1 styles of parameterization.
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Fig. 2: HERAPDFs, xuv, xdv, xS, xg and their uncertainties at Q2 = 10GeV2. (Left) for the central fit; (centre) for
the ZEUS-style parameterization; (right) for the H1-style parameterization
Model variation Standard value Upper Limit Lower limit
mc 1.4 1.35 1.5
mb 4.75 4.3 5.0
Q2min 3.5 2.5 5.0
Q20 4.0 2.0 6.0
fs 0.33 0.25 0.40
fc 0.15 0.12 0.18
Table 1: Standard values of input parameters and cuts, and the variations considered to evaluate model uncertainty
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Fig. 3: HERA combined NC (left) and CC (right) data. The predictions of the HERAPDF0.1 fit are superimposed.
The uncertainty bands illustrated derive from both experimental and model sources
1.4 Results
In Fig. 3 we show the HERAPDF0.1 superimposed on the combined data set for NC data and
CC data. In Fig 4 we show the NC data at low Q2, and we illustrate scaling violation by showing
the reduced cross-section vs. Q2 for a few representative x bins. The predictions of the HERA-
PDF0.1 fit are superimposed, together with the predictions of the ZEUS-JETS and H1PDF2000
PDFs.
Fig. 5 shows the HERAPDF0.1 PDFs, xuv, xdv , xS, xg, as a function of x at the starting
scale Q2 = 4 GeV2 and at Q2 = 10 GeV2. Fig. 6 shows the same PDFs at the scales Q2 =
100, 10000 GeV2. Fractional uncertainty bands are shown beneath each PDF. The experimental
and model uncertainties are shown separately. As the PDFs evolve with Q2 the total uncertainty
becomes impressively small.
The total uncertainty of the PDFs obtained from the HERA combined data set is much
reduced compared to the PDFs extracted from the analyses of the separate H1 and ZEUS data
sets, as can be seen from the summary plot Fig. 7, where these new HERAPDF0.1 PDFs are
compared to the ZEUS-JETS and H1PDF2000 PDFs. It is also interesting to compare the present
HERAPDF0.1 analysis of the combined HERA-I data set with an analysis of the separate data
sets which uses the same parameterization and assumptions. Fig 8 makes this comparison. It
is clear that it is the data combination, and not the choice of parameterization and assumptions,
which has resulted in reduced uncertainties for the low-x gluon and sea PDFs.
The break-up of the HERAPDFs into different flavours is illustrated in Fig. 9, where the
PDFs xU , xD, xU¯ , xD¯ and xu¯, xd¯, xc¯, xs¯ are shown at Q2 = 10 GeV2. The model uncertainty
on these PDFs from variation of Q2min, Q20, mc and mb is modest. The model uncertainty from
variation of fs and fc is also modest except for its obvious effect on the charm and strange quark
distributions.
It is also interesting to look at the results obtained from using the ZEUS-style and H1
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Fig. 4: Left: HERA combined NC data at low Q2. Right: the NC reduced cross-section vs Q2 for three x-bins.
The predictions of the HERAPDF0.1 fit are superimposed, together with the predictions of the ZEUS-JETS and
H1PDF2000 PDFs
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Fig. 5: HERAPDFs, xuv, xdv, xS, xg, at (left) Q2 = 4 GeV2 and (right) Q2 = 10 GeV2. Fractional uncertainty
bands are shown beneath each PDF. The experimental and model uncertainties are shown separately as the red and
yellow bands respectively
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Fig. 6: HERAPDFs, xuv, xdv, xS, xg, at (left) Q2 = 100 GeV2 and (right) Q2 = 10000 GeV2. Fractional uncer-
tainty bands are shown beneath each PDF. The experimental and model uncertainties are shown separately as the red
and yellow bands respectively
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Fig. 7: Left: PDFs from the ZEUS-JETS and H1PDF2000 PDF separate analyses of ZEUS and H1. Right: HERA-
PDF0.1 PDFs from the analysis of the combined data set
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Fig. 9: HERAPDFs at Q2 = 10GeV2: (left) xU,xD, xU¯, xD¯; (right) xu¯, xd¯, xc¯, xs¯. Fractional uncertainty bands
are shown beneath each PDF. The experimental and model uncertainties are shown separately as the red and yellow
bands respectively
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Fig. 10: HERAPDFs at Q2 = 10GeV2: with the results for the ZEUS-style parameterization (left) and for the
H1-style parameterization (right) superimposed as a blue line.
style parameterizations described in Section 1.3. In Fig. 10 these alternative parameterizations
are shown as a blue line superimposed on the HERAPDF0.1 PDFs. These variations in param-
eterization produce changes in the resulting PDFs which are comparable to the experimental
uncertainties in the measured kinematic range. A further variation of parameterization originates
from the fact that, if the D parameter for the gluon is allowed to be non-zero, then each type
of parameterization yields a double minimum in χ2 such that the gluon may take a smooth or
a ’humpy’ shape. Although the lower χ2 is obtained for the for the smooth shape, the χ2 for
the ’humpy’ shape is still acceptable. The PDFs for the ’humpy’ version of our chosen form of
parameterization are compared to the standard version in Fig. 11, where they are shown as a blue
line superimposed on the HERAPDF0.1 PDFs. This comparison is shown atQ2 = 4GeV2, where
the difference is the greatest. Nevertheless the resulting PDFs are comparable to those of the stan-
dard choice. This explains a long-standing disagreement in the shape of the gluon obtained by
the separate ZEUS-JETS and H1PDF200 analyses. The ZEUS data favoured the smooth shape
and the H1 data favoured the ’humpy’ shape. However the precision of the combined data set
results in PDFs for these shapes which are not significantly different in the measured kinematic
region.
It is also interesting to compare the PDFs for the standard choice to those obtained with
a different input value of αs(M2Z). The uncertainty on the current PDG value of αs(M2Z) is
±0.002 and thus we vary our central choice by this amount. The results are shown in Fig. 12,
where we can see that this variation only affects the gluon PDF, such that the larger(smaller)
value of αs(M2Z) results in a harder(softer) gluon as predicted by the DGLAP equations. The
change is outside total uncertainty bands of the standard fit. Finally, Figs. 13 and 14 compare
the HERAPDF0.1 PDFs to those of the CTEQ and the MRST/MSTW groups respectively. The
uncertainty bands of the CTEQ and MRST/MSTW analyses have been scaled to represent 68%
CL limits for direct comparability to the HERAPDF0.1. The HERAPDF0.1 analysis has much
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Fig. 11: HERAPDFs at Q2 = 4GeV2: with the results for the humpy version superimposed as a blue line.
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Fig. 12: HERAPDFs at Q2 = 10GeV2: with the results for αs(M2Z) = 0.1156 (left) and for αs(M2Z) = 0.1196
(right) superimposed as a blue line.
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Fig. 13: HERAPDFs at Q2 = 10GeV2 compared to the PDFs from CTEQ6.1 and MRST01
improved precision on the low-x gluon.
1.5 Summary of HERAPDF0.1 results
Now that high-Q2 HERA data on NC and CC e+p and e−p inclusive double differential cross-
sections are available, PDF fits can be made to HERA data alone, since the HERA high Q2 cross-
section data can be used to determine the valence distributions and HERA low Q2 cross-section
data can be used to determine the Sea and gluon distributions. The combined HERA-I data set,
of neutral and charged current inclusive cross-sections for e+p and e−p scattering, has been used
as the sole input for an NLO QCD PDF fit in the DGLAP formalism. The consistent treatment
of systematic uncertainties in the joint data set ensures that experimental uncertainties on the
PDFs can be calculated without need for an increased χ2 tolerance. This results in PDFs with
greatly reduced experimental uncertainties compared to the separate analyses of the ZEUS and
H1 experiments. Model uncertainties, including those arising from parameterization dependence,
have also been carefully considered. The resulting HERAPDFs (called HERAPDF0.1) have
improved precision at low-x compared to the global fits. this will be important for predictions of
the W and Z cross-sections at the LHC, as explored in the next Section.
These PDFs have been released on LHAPDF in version LHAPDF.5.6: they consist of a
central value and 22 experimental eigenvectors plus 12 model alternatives. The user should sum
over Nmem=1,22 for experimental uncertainties and over Nmem=1,34 for total uncertainties.
1.6 Predictions for W and Z cross-sections at the LHC using the HERAPDF0.1
At leading order (LO), W and Z production occur by the process, qq¯ → W/Z , and the momen-
tum fractions of the partons participating in this subprocess are given by, x1,2 = M√sexp(±y),
where M is the centre of mass energy of the subprocess, M = MW or MZ ,
√
s is the centre
of mass energy of the reaction (√s = 14 TeV at the LHC) and y = 12 ln (E+pl)(E−pl) gives the parton
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Fig. 14: HERAPDFs at Q2 = 10GeV2 compared to the PDFs from CTEQ6.5 and MSTW08(prel.)
rapidity. The kinematic plane for LHC parton kinematics is shown in Fig. 15. Thus, at central
rapidity, the participating partons have small momentum fractions, x ∼ 0.005. Moving away
from central rapidity sends one parton to lower x and one to higher x, but over the central rapid-
ity range, |y| < 2.5, x values remain in the range, 5× 10−4 < x < 5 × 10−2. Thus, in contrast
to the situation at the Tevatron, the scattering is happening mainly between sea quarks. Further-
more, the high scale of the process Q2 = M2 ∼ 10, 000 GeV2 ensures that the gluon is the
dominant parton, see Fig. 15, so that these sea quarks have mostly been generated by the flavour
blind g → qq¯ splitting process. Thus the precision of our knowledge of W and Z cross-sections
at the LHC is crucially dependent on the uncertainty on the momentum distribution of the low-x
gluon.
HERA data have already dramatically improved our knowledge of the low-x gluon, as
discussed in earlier proceedings of the HERALHC workshop [13]. Now that the precision of
HERA data at small-x have been dramatically improved by the combination of H1 and ZEUS
HERA-I data, we re-investigate the consequences for predictions of W,Z production at the LHC.
Predictions for the W/Z cross-sections, decaying to the lepton decay mode, using CTEQ,
ZEUS PDFs and the HERAPDF0.1 are summarised in Table 2. Note that the uncertainties of
CTEQ PDFS have been rescaled to represent 68% CL, in order to be comparable to the HERA
PDF uncertainties. The precision on the predictions of the global fits (CTEQ6.1/5 and ZEUS-
2002) for the total W/Z cross-sections is ∼ 3% at 68% CL. The precision of the ZEUS-2005
PDF fit prediction, which used only ZEUS data, is comparable, since information on the low-x
gluon is coming from HERA data alone. The increased precision of the HERAPDF0.1 low-x
gluon PDF results in increased precision of the W/Z cross-section predictions of ∼ 1%.
It is interesting to consider the predictions as a function of rapidity. Fig 16 shows the
predictions for W+,W−, Z production as a function of rapidity from the HERAPDF0.1 PDF
fit and compares them to the predictions from a PDF fit, using the same parameterization and
assumptions, to the H1 and ZEUS data from HERA-I uncombined. The increase precision due
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Fig. 15: Left plot: The LHC kinematic plane (thanks to James Stirling). Right plot: Typical PDF distributions at
Q2 = 10, 000 GeV2.
to the combination is impressive. Fig. 17 show the predictions for W+,W−, Z production as a
function of rapidity from the CTEQ6.1, 6.6 and MRST01 PDF fits for comparison. The uncer-
tainties on the CTEQ and MRST PDF predictions have been rescaled to represent 68% CL limits,
for direct comparability to the HERAPDF0.1 uncertainties. At central rapidity these limits give
an uncertainty on the boson cross-sections of ∼ 5%, (∼ 3%),(∼ 2%) for CTEQ6.1, (CTEQ6.6),
(MRST01) compared to ∼ 1% for the HERAPDF0.1.
So far, only experimental uncertainties have been included in these evaluations. It is also
necessary to include model uncertainties. Fig. 18 shows the W+,W−, Z rapidity distributions
including the six sources of model uncertainty detailed in Section 1.3. These model uncertainties
increase the total uncertainty at central rapidity to ∼ 2%. Further uncertainty due to the choice
of αs(MZ) is small because, although a lower (higher) choice results in a larger (smaller) gluon
at low x, the rate of QCD evolution is lower (higher) and this largely compensates. Uncertainties
due to the choice of parameterization also have little impact on the boson rapidity spectra in
the central region as illustrated in Fig. 18 by the superimposed blue line, which represents the
alternative ’humpy’ gluon parameterization (see Sec. 1.4).
Since the PDF uncertainty feeding into the W+,W− and Z production is mostly coming
from the gluon PDF, for all three processes, there is a strong correlation in their uncertainties,
which can be removed by taking ratios. Figs. 16, 17 and 18 also show the W asymmetry
AW = (W+ −W−)/(W+ +W−).
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Fig. 16: The W+,W−, Z rapidity distributions, AW and RZW (see text) and their uncertainties as predicted by (left)
HERAPDF0.1 (right) a similar fit to the uncombined ZEUS and H1 data from HERA-I.
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Fig. 17: The W+,W−, Z rapidity distributions, AW and RZW (see text) and their uncertainties (scaled to 68% CL)
as predicted by (left) CTEQ6.1, (middle) CTEQ6.6, right (MRST01
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PDF Set σ(W+).B(W+ → l+νl) σ(W−).B(W− → l−ν¯l) σ(Z).B(Z → l+l−)
CTEQ6.1 11.61± 0.34 nb 8.54± 0.26 nb 1.89± 0.05 nb
CTEQ6.5 12.47± 0.28 nb 9.14± 0.22 nb 2.03± 0.04 nb
ZEUS-2002 12.07± 0.41 nb 8.76± 0.30 nb 1.89± 0.06 nb
ZEUS-2005 11.87± 0.45 nb 8.74± 0.31 nb 1.97± 0.06 nb
HERAPDF0.1 12.14± 0.13 nb 9.08± 0.14 nb 1.99± 0.025 nb
Table 2: LHC W/Z cross-sections for decay via the lepton mode, for various PDFs, with 68% CL uncertainties.
The experimental PDF uncertainty on the asymmetry is larger (∼ 5% for both CTEQ and HER-
APDFs,∼ 7% for the MRST01 PDFs) than that on the individual distributions and the variation
between PDF sets is also larger - compare the central values of the CTEQ and MRST predictions,
which are almost 25% discrepant. This is because the asymmetry is sensitive to the difference in
the valence PDFs, uv − dv , in the low-x region, 5 × 10−4 < x < 5 × 10−2, where there is no
constraint from current data. To see this consider that at LO,
AW ∼ (ud¯− du¯)/(ud¯+ du¯+ cs¯+ sc¯)
and that d¯ ∼ u¯ at low-x. (Note that the cs¯ and sc¯ contributions cancel out in the numerator). The
discrepancy between the CTEQ and MRST01 asymmetry predictions at y = 0 can be quantita-
tively understood by considering their different valence PDFs (see Figs. 13, 14 in Sec. 1.4). In
fact a measurement of the asymmetry at the LHC will provide new information to constrain these
PDFs.
By contrast, the ratio
RZW = Z/(W+ +W−),
also shown in Figs. 16, 17 and 18, has very small PDF uncertainties (both experimental and
model) and there is no significant variation between PDF sets. To understand this consider that
at LO
RZW = (uu¯+ dd¯+ cc¯+ ss¯)/(ud¯ + du¯+ cs¯+ sc¯)
(modulo electroweak couplings) and that d¯ ∼ u¯ at low-x 3. This will be a crucial measurement
for our understanding of Standard Model Physics at the LHC.
However, whereas the Z rapidity distribution can be fully reconstructed from its decay
leptons, this is not possible for the W rapidity distribution, because the leptonic decay channels
which we use to identify the W ’s have missing neutrinos. Thus we actually measure the W ’s
decay lepton rapidity spectra rather than the W rapidity spectra. Fig. 18 also shows the rapidity
spectra for positive and negative leptons from W+ and W− decay, the lepton asymmetry,
Al = (l+ − l−)/(l+ + l−)
and the ratio
RZl = Z/(l+ + l−)
3There is some small model dependence from the strange sea fraction accounted for in both HERAPDF0.1 and in
CTEQ6.6 PDFs.
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Fig. 18: Left: the W+,W−, Z rapidity distributions, AW , and RZW (see text) and their experimental uncertainties
(red) and model uncertainties (yellow). Right: the l+, l− rapidity distributions, Al and RZl (see text) and their
experimental and model uncertainties. The superimposed blue line represents the results of the alternative ’humpy’
gluon parameterization.
A cut of, ptl > 25 GeV, has been applied on the decay lepton, since it will not be possible to
trigger on leptons with small ptl. A particular lepton rapidity can be fed from a range of W
rapidities so that the contributions of partons at different x values is smeared out in the lepton
spectra, but the broad features of the W spectra remain.
In summary, these investigations indicate that PDF uncertainties, deriving from experi-
mental error, on predictions for the W,Z rapidity spectra in the central region, have reached a
precision of ∼ 1%, due to the input of the combined HERA-I data. This level of precision is
maintained when using the leptons from the W decay and gives us hope that we could use these
processes as luminosity monitors4. However, model dependent uncertainties must now be con-
sidered very carefully. The current study will be repeated using a general-mass variable-flavour
scheme for heavy quarks.
The predicted precision on the ratios RZW , RZl is even better since model uncertainties
are also very small giving a total uncertainty of ∼ 1%. This measurement may be used as a
SM benchmark. However the W and lepton asymmetries have larger uncertainties (5 − 7%). A
measurement of these quantities would give new information on valence distributions at small-x.
4A caveat is that the current study has been performed using PDF sets which are extracted using NLO QCD in
the DGLAP formalism. The extension to NNLO gives small corrections ∼ 1%. However, there may be much larger
uncertainties in the theoretical calculations because the kinematic region involves low-x. There may be a need to
account for ln(1/x) resummation or high gluon density effects.
A. COOPER-SARKAR, A. GLAZOV, G. LI, J. GREBENYUK, V. LENDERMANN
92 HERA and the LHC
2 Measurements of the Proton Structure Function FL at HERA 5
2.1 Introduction
The inclusive deep inelastic ep scattering (DIS) cross section can at low Q2 be written in terms
of the two structure functions, F2 and FL, in reduced form as
σr(x,Q2, y) ≡ d
2σ
dxdQ2
· Q
4x
2piα2Y+
= F2(x,Q2)− y
2
Y+
· FL(x,Q2) , (4)
where Q2 = −q2 is the negative of the square of the four-momentum transferred between the
electron6 and the proton, and x = Q2/2qP denotes the Bjorken variable, where P is the four-
momentum of the proton. The two variables are related through the inelasticity of the scattering
process, y = Q2/sx, where s = 4EeEp is the centre-of-mass energy squared determined from
the electron and proton beam energies, Ee and Ep. In eq. 4, α denotes the fine structure constant
and Y+ = 1 + (1− y)2.
The two proton structure functions F2 and FL are related to the cross sections of the
transversely and longitudinally polarised virtual photons interacting with protons, σL and σT ,
according to FL ∝ σL and F2 ∝ (σL + σT ). Therefore the relation 0 ≤ FL ≤ F2 holds. In the
Quark Parton Model (QPM), F2 is the sum of the quark and anti-quark x distributions, weighted
by the square of the electric quark charges, whereas the value of FL is zero [14]. The latter
follows from the fact that a quark with spin 12 cannot absorb a longitudinally polarised photon.
In Quantum Chromodynamics (QCD), FL differs from zero, receiving contributions from
quarks and from gluons [15]. At low x and in the Q2 region of deep inelastic scattering the
gluon contribution greatly exceeds the quark contribution. Therefore FL is a direct measure of
the gluon distribution to a very good approximation. The gluon distribution is also constrained
by the scaling violations of F2 as described by the DGLAP QCD evolution equations [7–9,
16, 17]. An independent measurement of FL at HERA, and its comparison with predictions
derived from the gluon distribution extracted from the Q2 evolution of F2(x,Q2), thus represents
a crucial test on the validity of perturbative QCD (pQCD) at low x. Moreover, depending on
the particular theoretical approach adopted, whether it be a fixed order pQCD calculation, a re-
summation scheme, or a color dipole ansatz, there appear to be significant differences in the
predicted magnitude of FL at low Q2. A measurement of FL may be able to distinguish between
these approaches.
Previously the structure function FL was extracted by the H1 collaboration from inclusive
data at high y using indirect methods, as discussed in Sect. 2.2. A preliminary measurement was
also presented by the ZEUS collaboration using initial state radiation (ISR) events [18], although
the precision of this measurement was limited.
To make a direct measurement of FL, reduced cross sections must be measured at the same
x and Q2 but with different y values. This can be seen from eq. 4 which states that FL(x,Q2) is
equal to the partial derivative ∂σr(x,Q2, y)/∂(y2/Y+). Due to the relationship y = Q2/xs this
requires data to be collected at different beam-beam centre-of-mass energies, which was done
in the last year of HERA running. To maximize the precision of this procedure, the measurable
5Contributing authors: J. Grebenyuk, V. Lendermann
6The term electron is used here to denote both electrons and positrons unless the charge state is specified explicitly.
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range of y2/Y+ had to be maximised for each fixed x and Q2. This was achieved by operat-
ing HERA at the lowest attainable centre-of-mass energy and by measuring this data up to the
highest possible value of y. An intermediate HERA centre-of-mass energy was also chosen, to
improve the precision of FL extraction and to act as a consistency check. More specifically, be-
tween March and June 2007, HERA was operated with proton beam energies, Ep = 460 GeV
and 575 GeV, compared to the previous nominal value of 920 GeV. The electron beam energy
was unaltered at Ee = 27.6GeV. Thus, three data sets, referred to the high- (HER), middle-
(MER) and low-energy running (LER) samples, were collected with √s = 318 GeV, 251 GeV
and 225 GeV, respectively. The integrated luminosities of the data sets used by ZEUS (H1) to
measure FL are 32.8 (21.6) pb−1 for HER, 6 (6.2) pb−1 for MER and 14 (12.4) pb−1 for LER.
The specific issues of the recent H1 and ZEUS analyses are discussed in Sect. 2.3, and the results
are presented in Sect. 2.4.
2.2 Indirect FL Extraction by H1
H1 extracted FL from inclusive data using several indirect methods, which exploit the turn over
of the reduced cross section at high y due to the FL contribution. The basic principle is the
following. First, the reduced neutral current cross section σr is measured in a y range, where the
FL contribution is negligible and thus the relation σr = F2 holds very well. Afterward, based on
some theoretical assumption, the knowledge of F2 is extrapolated towards high y. Finally FL is
extracted from the difference between the prediction for F2 and the measurement of σr at high y.
In the analyses at Q2 & 10 GeV2 [4, 19, 20] the “extrapolation” method is used. In this
method, an NLO QCD PDF fit to H1 HERA I data is performed at y < 0.35, and the results are
extrapolated to higher y using the DGLAP evolution equations. FL is then extracted at a fixed
y = 0.75 and at Q2 up to 700 GeV2 using eq. 4. The extracted values are shown in Fig. 19 for the
high-Q2 analysis [4].
At low Q2, extrapolations of DGLAP fits become uncertain. For Q2 . 2 GeV2, as the
strong coupling constant αs(Q2) increases, the higher order corrections to the perturbative ex-
pansion become large and lead to the breakdown of the pQCD calculations. Therefore other
methods are used in the H1 low-Q2 data analyses.
The “shape method”, as used in the last H1 low-Q2 study of HERA I data [21], exploits
the shape of σr in a given Q2 bin. The Q2 dependence at high y is driven by the kinematic factor
y2/Y+ (eq. 4), and to a lesser extent by FL(x,Q2). On the other hand, the gluon dominance at
low x suggests that FL may exhibit an x dependence similar to F2. Therefore it is assumed that
FL is proportional to F2 and the coefficient of proportionality depends only on Q2. In the extrac-
tion procedure one uses the ratio R of the cross sections of the transversely and longitudinally
polarised photons
R =
σT
σL
=
FL
F2 − FL (5)
which is thus assumed to depend only on Q2. The reduced cross section is fitted by
σr = F2
[
1− y
2
Y+
R(Q2)
1 +R(Q2)
]
, (6)
where some phenomenological model for F2 is chosen.
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Fig. 19: FL determined indirectly by H1 at a fixed y = 0.75 and high Q2 is shown as a function of Q2 (lower scale)
or equivalently x (upper scale) for e+p (closed circles) and e−p (open circles) data. The inner error bar represents
the statistical error, and the outer error bar also includes the systematic error and the uncertainty arising from the
extrapolation of F2.
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Fig. 20: Q2 dependence of FL(x,Q2) at fixed y = 0.75, extracted from the preliminary H1 low-Q2 data. The solid
line shows the prediction of the fractal fit with a constant R.
An example of such an extraction using a fractal fit for F2 [22] is shown in Fig. 20, where
preliminary H1 results [21] for FL at y = 0.75 in the range of 0.35≤ Q2 ≤ 8.5 GeV2 are pre-
sented. The data favour a positive, not small FL at low Q2. A drawback of this method is that it
reveals a considerable dependence of R on the choice of the F2 model.
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Fig. 21: Structure function FL extracted by H1 using the derivative method. The solid line shows the prediction of
the fractal fit with a constant R. The inner error bars represent statistical uncertainties, the outer error bars represent
statistical and systematic uncertainties added in quadrature. The solid (yellow) band indicates the model uncertainty.
In the derivative method [20,21], FL is extracted from the partial derivative of the reduced
cross section on y at fixed Q2
∂σr
∂ ln y
∣∣∣∣
Q2
= −x∂F2
∂x
− 2y
2(2− y)
Y 2+
FL − x y
2
Y+
∂FL
∂x
(7)
which is dominated by the FL-dependent term at high y. The term proportional to ∂FL/∂x
is negligible for moderately varying parametrisations of FL. For low Q2 values the rise of
F2 is weak. The change of the term x∂F2/∂x for the two assumptions: no rise at low x, i.e.
∂F2/∂x = 0, and F2 ∝ x−λ is numerically significantly smaller than the experimental precision
for ∂σr/∂ ln y. Therefore the derivative methods provides a means for determining FL at low
Q2 with minimal phenomenological assumption. On the other hand, the errors obtained with the
derivative method turn out to be significantly larger than those from the shape method.
The preliminary results of FL extraction from H1 HERA I data [21] are presented in
Fig. 21. The residual dependence of the measurement on the assumption made for F2 is esti-
mated by a comparison with results obtained assuming an F2 which is flat in y. The lower bound
on FL obtained this way is depicted as a solid band in the figure.
2.3 Details of Direct FL Measurements
The H1 and ZEUS analysis procedures involve a measurement of the inclusive cross section at
y > 0.1. In this range, the kinematic variables x, y and Q2 are most accurately reconstructed
using the polar angle, θe, and the energy, E′e, of the scattered electron according to
y = 1− E
′
e
Ee
sin2
θe
2
, Q2 =
E′e
2sin2θe
1− y , x =
Q2
ys
. (8)
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Fig. 22: Comparison of 575 GeV data with the sum of DIS and background simulations for the energy of the scattered
electron, total E − pz , theta of the scattered electron, angle of the hadronic final state and z coordinate of the vertex.
The dotted lines indicate the cuts applied.
Reaching the high y values necessary for the FL determination requires a measurement of the
scattered electron with energy down to a few GeV. The electron candidate is selected as an iso-
lated electromagnetic energy deposition (cluster) in a calorimeter. The crucial analysis issue at
high-y region is the identification of the scattered electron, and the estimation of the hadronic
background which occurs when a particle from the hadronic final state mimics the electron sig-
nal. Most of background events are photoproduction (γp) events with Q2 ≈ 0 in which the final
state electron is scattered at low angles (high θ)7 and thus escapes through the beam pipe.
The γp background suppression is performed in several steps. Firstly, calorimeter shower
estimators are utilised which exploit the different profiles of electromagnetic and hadronic show-
ers. Secondly, background coming from neutral particles, such as pi0, can be rejected by requiring
a track associated to the electron candidate. Furthermore, γp events are suppressed by utilising
the energy-momentum conservation. For that, the variable E − pz = Σi(Ei − pz,i) is exploited,
where the sum runs over energies Ei and longitudinal momentum components pz,i of all particles
in the final state. The requirement E − pz > 35 (42) GeV in the H1 (ZEUS) analysis removes
7The z axis of the right-handed coordinate systems used by H1 and ZEUS is defined by the direction of the incident
proton beam with the origin at the nominal ep interaction vertex. Consequently, small scattering angles of the final
state particles correspond to large polar angles in the coordinate system.
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events where the escaping electron carries a significant momentum. It also suppresses events
with hard initial state photon radiation.
However, at low E′e the remaining background contribution after such a selection is of a
size comparable to or even exceeding the genuine DIS signal. The further analysis steps differ
for the H1 and ZEUS analyses as discussed in the following.
ZEUS Analysis Procedure The electron candidates are selected as compact electromagnetic
energy depositions in the Uranium Calorimeter (UCal). The position of the candidate is recon-
structed using either the Small Angle Rear Tracking Detector (SRTD), which is a high-granularity
lead-scintillator calorimeter, or with the Hadron-Electron Separator (HES), which is a silicon de-
tector located in the electromagnetic section of the UCal. The candidates are selected such that
E′e > 6 GeV8.
The candidates are validated using information from the tracking devices. The acceptance
region for ZEUS tracking is limited to polar angles θe . 154◦. The tracking detectors do provide
some coverage beyond θe = 154◦, up to θe ≈ 168◦, however the number of tracking layers is too
sparse for full track reconstruction. The hit information from the tracking detectors can still be
used. To do this, a “road” is created between the measured interaction vertex and the position
of the electron candidate in the calorimeter. Hits in the tracking layers along the road are then
counted and compared to the maximum possible number of hits. If too few hits are found, the
candidate is assumed to be a neutral particle and it is rejected. To ensure the reliability of this
method, the scattered electron is required to exit the central drift chamber at a radius R > 20 cm.
Given that E′e > 6 GeV, this effectively limits the maximal y to y < 0.8 and the minimum Q2
achievable at low y. In the HES analysis, events are measured down to y = 0.2 roughly translating
to the Q2 region, Q2 > 24 GeV2. No background treatment based on the charge of the candidate
is performed.
8Cut of E′e > 4 GeV is used for the event selection, although the binning for FL measurement is chosen such that
E′e > 6 GeV.
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The remaining γp background is estimated using Monte Carlo (MC) simulations. In or-
der to minimise the model uncertainty of the γp simulation, a pure photoproduction sample is
selected using an electron tagger placed close to the beam pipe about 6 meters away from the in-
teraction point in the rear direction. It tags, with almost perfect efficiency and purity, the scattered
electrons in such events which are not identified in the main detector and escape down the beam
pipe. Photoproduction MC is verified against and normalised to this sample. The normalisation
factor is found to be 1± 0.1 for all data sets.
Figure 22 shows, as an example, comparisons of the 575 GeV data with simulated distribu-
tions, for the energy of the scattered electron, total E − pz , polar angle of the scattered electron,
angle of the hadronic final state and the z coordinate of the interaction vertex. A good description
of the data by the simulation is observed. A similar level of agreement was found for both, HER
and LER data sets.
A full set of systematic uncertainties is evaluated for the cross section measurements. The
largest single contribution comes from the electron energy scale uncertainty, which is known to
within ±1% for E′e > 10 GeV, increasing to ±3% at E′e = 5 GeV. Other significant contributions
are due to the ± 10% uncertainty in verifying the Pythia prediction of the γp cross section using
the electron tagger. The systematic uncertainty due to the luminosity measurement was reduced
by scaling the three cross sections relative to each other. The spread of relative normalisation
factor was found to be within the expected level of uncorrelated systematic uncertainty.
H1 Analysis Procedure The H1 measurements of FL are performed in separate analyses in-
volving different detector components and thus covering different Q2 ranges. In the high-Q2
analysis the electron candidate is selected as an isolated electromagnetic energy deposition in the
Liquid Argon (LAr) calorimeter which covers the polar angle range 4◦ < θ < 153◦. The selected
cluster is further validated by a matching track reconstructed in the central tracking device (CT)
with an angular acceptance of 15◦ < θ < 165◦. In the medium Q2 analysis the electron candidate
is selected in the backward calorimeter SpaCal covering the angular range 153◦ < θ < 177.5◦
and is also validated by a CT track. Lower Q2 values are expected to be accessed in the third
analysis, in which the SpaCal cluster is validated by a track in the Backward Silicon Tracker
reaching the highest θ. The first measurement of FL at medium Q2 is already published [23],
and preliminary results of the combined medium-high-Q2 analysis are available.
The remaining γp background is subtracted on statistical basis. The method of background
subtraction relies on the determination of the electric charge of the electron candidate from the
curvature of the associated track.
Figure 23 shows the E/p distribution of the scattered electron candidates from e+p in-
teractions with the energy E measured in the SpaCal and the momentum p of the linked track
determined by the CT. The good momentum resolution leads to a clear distinction between the
negative and positive charge distributions. The smaller peak corresponds to tracks with negative
charge and thus represents almost pure background. These tracks are termed wrong sign tracks
and events with such candidates are rejected. The higher peak, due to right sign tracks, contains
the genuine DIS signal superimposed on the remaining positive background. The size of the latter
to first approximation equals the wrong sign background. The principal method of background
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subtraction, and thus of measuring the DIS cross section up to y ≃ 0.9, consists of the subtraction
of the wrong sign from the right sign event distribution in each x,Q2 interval.
The background subtraction based on the charge measurement requires a correction for
a small but non-negligible charge asymmetry in the negative and positive background samples,
as has been observed previously by H1 [20]. The main cause for this asymmetry lies in the en-
hanced energy deposited by anti-protons compared to protons at low energies. The most precise
measurement of the background charge asymmetry has been obtained from comparisons of sam-
ples of negative tracks in e+p scattering with samples of positive tracks in e−p scattering. An
asymmetry ratio of negative to positive tracks of 1.06 is measured using the high statistics e±p
data collected by H1 in 2003-2006. This result is verified using photoproduction events with a
scattered electron tagged in a subdetector of the luminosity system.
Figure 24 shows, as an example, comparisons of the 460 GeV high y data with simulated
distributions, for the energy and the polar angle of the scattered electron prior to and after sub-
traction of the background, which is determined using wrong sign data events.
The measurement of FL as described below relies on an accurate determination of the
variation of the cross section for a given x and Q2 at different beam energies. In order to reduce
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Fig. 25: The reduced inclusive DIS cross section plotted as a function of y2/Y+ for six values of x at Q2 = 25 GeV2,
measured by H1 for proton beam energies of 920, 575 and 460 GeV. The inner error bars denote the statistical error,
the full error bars include the systematic errors. The luminosity uncertainty is not included in the error bars. For the
first three bins in x, corresponding to larger y, a straight line fit is shown, the slope of which determines FL(x,Q2).
the uncertainty related to the luminosity measurement, which presently is known to 5% for each
proton beam energy of the 2007 data, the three data samples are normalised relatively to each
other. The renormalisation factors are determined at low y, where the cross section is determined
by F2 only, apart from a small correction due to FL. The relative normalisation is known to
within 1.6%.
All correlated and uncorrelated systematic errors combined with the statistical error lead
to an uncertainty on the measured cross sections at high y of 3 to 5%, excluding the common
luminosity error.
2.4 Measurements of FL(x,Q2) by H1 and ZEUS
The longitudinal structure function is extracted from the measurements of the reduced cross
section as the slope of σr versus y2/Y+, as can be seen in eq. 4. This procedure is illustrated in
Fig. 25. The central FL values are determined in straight-line fits to σr(x,Q2, y) as a function of
y2/Y+ using the statistical and uncorrelated systematic errors.
The first published H1 measurement of FL(x,Q2) is shown in Fig. 26, the preliminary
ZEUS measurement is presented in Fig. 27. The H1 measured values of FL are compared with
the H1 PDF 2000 fit [4], while the ZEUSFL values are compared to the ZEUS-JETS PDF fit [3].
Both measurements are consistent and show a non-zero FL.
The H1 results were further averaged over x at fixed Q2, as shown in the left panel of
Fig. 28. The averaging is performed taking the x dependent correlations between the systematic
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errors into account. The averaged values of FL are compared with H1 PDF 2000 fit and with the
expectations from global parton distribution fits at higher order perturbation theory performed by
the MSTW [24] and the CTEQ [2, 25] groups. Within the experimental uncertainties the data
are consistent with these predictions. The measurement is also consistent with previous indirect
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determinations of FL by H1.
In the combined medium–high Q2 analysis by H1 the Q2 range is extended up to Q2 =
800 GeV2. The preliminary results are shown in the right panel of Fig. 28. In some Q2 bins there
is an overlap between the SpaCal and LAr measurements which improves the precision of the
FL extraction as compared to the pure SpaCal analysis.
2.5 Summary
Direct measurements of the proton structure function FL have been performed in deep inelastic
ep scattering at low x at HERA. The FL values are extracted by the H1 and ZEUS collaborations
from the cross sections measured at fixed x and Q2 but different y values. This is achieved by
using data sets collected with three different proton beam energies. The H1 and ZEUS results are
consistent with each other and exhibit a non-zero FL. The measurements are also consistent with
the previous indirect determinations of FL by H1. The results confirm DGLAP NLO and NNLO
QCD predictions for FL(x,Q2), derived from previous HERA data, which are dominated by a
large gluon density at low x.
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Proton - proton luminosity, standard candles and PDFs at the LHC
J. Anderson, M. Boonekamp, H. Burkhardt, M. Dittmar, V. Halyo, T. Petersen
1 Introduction
The Large Hadron Collider (LHC) is expected to start colliding proton beams in 2009, and is
expected to reach design parameters in energy and luminosity sometime later and deliver a few
fb−1 per year of data at the 14 TeV collision energy.
During the past 15 years many theoretical calculations and experimental simulations have
demonstrated a huge potential to perform many accurate tests of the Standard Model (SM) with
LHC data, which could yield insight into new physics mechanisms.
To make these tests, the experiments identify a particular signature X and observe, using
a variety of selection criteria, a certain number of events in a given data taking period. After
correcting this event rate for backgrounds and the selection efficiency, the number is converted
into a cross section. The cross section, σpp→X can be compared with theoretical predictions1
according to the formula: Ncorrected = σpp→X × Lpp where Lpp is the recorded proton proton
luminosity.
Besides the statistical errors of a measurement, the systematic error is related to the un-
certainties from the Lpp determination, the background and efficiency corrections within the
detector acceptance and from extrapolations into the uncovered very forward rapidity regions.
The interpretation of an observed cross section within the SM requires further the knowledge of
the theoretical cross section. Thus the uncertainties of the proton parton distribution function
(PDF) have to be considered also.
In this Section we describe the status and perspectives of the ATLAS, CMS and LHCb, the
three LHC pp collision detectors [1], to determine the proton proton luminosity normalization.
The investigated methods are known and studied since many years and can be separated into the
absolute (1) direct and (2) indirect proton proton luminosity determination. A third approach (3)
tries to measure and calculate final states only relative to well understood reactions which depend
on the parton-parton luminosity and are as such largely independent of the knowledge of the pp
luminosity.
• Absolute, direct or indirect, proton proton luminosity normalization: If the absolute ap-
proach is used, the interpretations of a measured reaction cross section depends still on
the knowledge of parton distribution function (PDF), which must be obtained from other
experiments. Examples are:
1Alternatively, one can also apply a Monte Carlo simulation to the theoretical prediction and compare the number
of background corrected events directly.
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– The proton proton luminosity normalization is based on the measurements of the
beam currents and shapes. While the beam currents can be accurately determined us-
ing beam transformers, the beam profiles are more difficult to determine directly and
usually constitute the dominant source of uncertainty on a luminosity measurement
using this technique. The use of the machine luminosity determination using beam
parameter measurements [2] and [3] will be described in Section 3.1. Alternatively
one can try to measure the beam profiles also within the experiments using the pre-
cision vertex detectors. A short description of this idea, currently pursued within the
LHCb collaboration, is also given in Section 3.1.
– The simultaneous measurements of a pair of cross sections that are connected with
each other quadratically via the optical theorem. A well known example of this is the
measurement of the total inelastic cross section and the elastic cross section at very
high pseudorapidities |η| ≈ 9 and will be described in Section 3.3.
So called instantaneous or real time luminosity measurements are based on “stable”
high rate measurements of particular final state reactions. Once the ratio of such
reactions to the pp luminosity determination has been measured, those reactions can
be subsequently used as independent luminosity monitors. Some possibilities are
discussed in Section 3.4.
– The indirect absolute proton proton luminosity normalization is based on the theoret-
ically well understood “two photon” reaction pp → ppµµ [4, 5] (Section 3.5). This
reaction could perhaps be considered as the equivalent of the luminosity counting in
e+e− experiments using forward Bhabha scattering.
• Indirect pp luminosity measurements use final states, so called “standard candles”, with
well known theoretical cross sections (Section 4).
Obviously, the resulting proton proton luminosity can only be as good as the theoreti-
cal and experimental knowledge of the “standard candle” reaction. The theoretically and
experimentally best understood LHC reactions are the inclusive production of W and Z
bosons with subsequent leptonic decays. Their large cross section combined with experi-
mentally well defined final states, e.g. almost background free Z and W event samples can
be selected over a relative large rapidity range, makes them the preferred LHC “standard
candle” reaction. Other interesting candidates are the high pt jet - boson (= γ, W or Z) final
states. The indirect luminosity method requires also some knowledge of the PDFs, and of
course, if one follows this approach, the cross section of the “standard candle” reaction
becomes an input and can not be measured anymore. Thus, only well understood reactions
should be considered as candidate reactions.
• pp luminosity independent relative rate measurements using “standard candle” reactions.
In addition to the above indirect pp luminosity determinations, “standard candle” reac-
tions allow to perform luminosity independent relative event rate calculations and mea-
surements. This approach has already been used successfully in the past and more details
were discussed during the past HERA-LHC workshop meetings [6]. For some reactions,
this approach appears to be much easier and more accurate than standard cross section
measurements and their interpretations. Perhaps the best known example at hadron collid-
ers is the measurement and its interpretation of the production ratio for Z and W events,
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where Tevatron experiments have reached accuracies of about 1-2% [7,8]. Another exam-
ple is related to relative branching ratio and lifetime measurements as used for b-flavored
hadrons.
Furthermore the rapidity distributions of leptonic W and Z decays at the LHC are very
sensitive to the PDF parameterization and, as was pointed out 10 years ago [9], one can use
these reactions to determine the parton luminosity directly and very accurately over a large x (=
parton momentum/proton momentum) range. In fact, W and Z production with low transverse
momentum were found in this analysis to be very sensitive to qq¯ luminosities, and the jet-boson
final states, e.g. the jet-γ, Z, W final states at high transverse momentum are sensitive to the
gluon luminosity.
In the following we attempt to describe the preparations and the status of the different
luminosity measurements and their expected accuracies within ATLAS, CMS and LHCb. Obvi-
ously, all these direct and indirect methods should and will be pursued. In Section 5 we compare
the advantages and disadvantages of the different methods. Even though some methods look
more interesting and rewarding than others, it should be clear from the beginning that as many
independent pp luminosity determinations as possible need to be performed by the experiments.
We also try to quantify the systematic accuracies which might be achieved over the next
few years. As these errors depend somewhat on the overall achieved luminosity, we need in
addition a hypothetical working scenario for the first 4 LHC years. We thus assume that during
the first year, hopefully 2009, data at different center of mass energies can be collected by ATLAS
and CMS. During the following three physics years we expect that 10 TeV will be the highest
collision energy in year I and that at most 100 pb−1 can be collected. We assume further that
during the following two years the design energy of 14 TeV can be achieved and that a luminosity
of about 1 fb−1 and 10 fb−1 can be collected respectively per year. During the first few years
similar numbers are expected for the LHCb experiment. However once the LHC reaches the
first and second phase design luminosity of 1033/cm2/sec and 1034/cm2/sec it is expected that the
LHCb experiment will run at an average luminosity of 2 × 1032/cm2/sec (resulting in about 2
fb−1/per year).
2 Luminosity relevant design of ATLAS/CMS and LHCb
In the following we give a short description of the expected performance with respect to lepton
and jet identification capabilities. Especially the electron and muon measurement capabilities are
important for the identification of events with leptonic decays of W and Z bosons.
Both ATLAS and CMS are large so called omni purpose experiments with a large accep-
tance and precision measurement capabilities for high pt electrons, muons and photons. Cur-
rently, the simulations of both experiments show very similar performance for a large variety of
LHC physics reactions with and without jets. For the purpose of this Section we focus on the
possibility to identify the production of inclusive W and Z decays with subsequent decays to
electrons and muons. Both experiments expect excellent trigger accuracies for isolated leptons
and it is expected that electrons and muons with momenta above 20-25 GeV can be triggered
with high efficiency and up to |η| of about 2.5. The special design of the ATLAS forward muon
spectrometer should allow to detect muons with good accuracy even up to |η| of 2.7.
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The operation of ALFA, a very far forward detector placed about 240 m down the beam
line, is envisaged by the ATLAS collaboration to provide an absolute luminosity measurement,
either using special optics LHC running and the use of the optical theorem or using the total
cross section measurement from the dedicated TOTEM experiment installed near CMS; results
from this device can be expected from 2010 and on-wards. In addition to absolute luminosity
measurements from ALFA the two detectors LUCID and the Zero-Degree-Calorimeter (CDC)
[10] are sensitive to the relative luminosity at time scales of single bunch crossings.
A similar approach for absolute and relative luminosity measurements is foreseen by the
CMS experiment. Here it is planned that dedicated forward detectors, the Hadron Forward
Calorimeter (HF) and the ZDC device provide similar results as the ones in ATLAS.
Another technique that is expected to be available early on is a luminosity-independent
measurement of the pp total cross section. This will be done using a forward detector built by
the TOTEM experiment [11].
The LHCb experiment [12] has been designed to search for New Physics at the LHC
through precision measurements of CP violating observables and the study of rare decays in the
b-quark sector. Since the bb¯ pairs resulting from the proton-proton collisions at the LHC will
both be produced at small polar angles and in the same forward or backward cone, LHCb has
been designed as a single-arm forward spectrometer covering the pseudo rapidity range 1.9 <
η < 4.9. The LHCb tracking system, which is composed of a silicon vertex detector, a warm
dipole magnet and four planar tracking stations, will provide a momentum resolution of δP/P =
(0.3+0.0014P/GeV )% [13]. Muon identification is primarily achieved using a set of five planar
multi-wire proportional chambers, one placed in front of the calorimeter system and four behind,
and it is expected that for the momenta range 3-150GeV/c an identification efficiency of ∼98%
and an associated pion dis-identification rate of ∼1% will be achieved. The reconstruction of
primary and secondary vertices, a task of crucial importance at b physics experiments, will be
virtually impossible in the high particle multiplicity environment present with the nominal LHC
running luminosity of 1034cm−2s−1 - LHCb has therefore been designed to run at the lower
luminosity of 2× 1032cm−2s−1.
Recent LHCb simulations have shown that leptonic W and Z decays to muons can be
identified with a small background in the forward and very forward rapidity region starting from
η of 1.9 and up to values larger than 4. As will be discussed later in more detail, the common
muon acceptance region for the three LHC experiments between 1.9 and about 2.5 will allow to
cross check and normalize the W and Z measurements in this region. Consequently the unique
large rapidity from 2.5 to 4.9 can be used by LHCb to investigate the very low x range of the
PDFs for the first time.
The absolute luminosity at LHCb will be obtained either directly, by making measure-
ments of the beam parameters, or indirectly via a measurement of the event rate of an accurately
predicted physics process.
As will be explained in the following Sections, all experiments will try to perform as
many as possible direct and indirect absolute and relative luminosity measurements and will, if
available, at least during the first years, also use luminosity numbers from the machine group.
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2.1 Lepton triggering and W/Z identification.
Generally, the lepton trigger selections depend on the instantaneous luminosity and some pre-
scaling might eventually needed. However, current simulations by all experiments show that the
envisaged |η| and pt thresholds will not limit the measurement accuracies of leptons originating
from W and Z decays.
The lepton trigger selections that generally perceived to be used for most W and Z related
analysis are very similar in ATLAS and CMS as indicated in Table 1.
Trigger selection e Trigger selection µ
Experiment pT |η| pT |η|
ATLAS 25 GeV 2.5 20 GeV 2.7
CMS 20 GeV 2.5 20 GeV 2.1
LHCb∗ – – 2.5 GeV 1.9-4.9
Table 1: For ATLAS and CMS the lepton trigger/selection pt thresholds are given for single isolated leptons. ∗For the
LHCb threshold is given for the muon pair mass instead of single muons and only positive values of η are covered.
Trigger and reconstruction efficiencies for leptonic W and Z decays within the acceptance
of the detectors have been estimated for ATLAS to be 97.7% and 80.0% for electrons and 84.3%
and 95.1% for muons, respectively. The reconstruction efficiency includes the trigger efficiencies
and the off-line electron and muon selections used later to identify clean inclusive W and Z event
samples [14].
The current equivalent trigger and off-line efficiencies for CMS are about 85% and 77%
for electrons and combined about 85% for single muons [15]. Similar efficiency numbers for
muons from W and Z decays are expected within the LHCb acceptance region [16]. Current
simulations show that these numbers can be determined with high accuracies, reaching perhaps
1% or better, at least for isolated leptons2 which have a transverse momentum some GeV above
the trigger thresholds. For lower momenta near the thresholds or for additional special trigger
conditions somewhat larger systematic uncertainties can be expected.
3 Direct and indirect absolute pp luminosity measurements
Three different absolute proton proton luminosity measurements are discussed in this Section.
(1) The machine luminosity determination using beam parameter measurements [17], (2) the
luminosity independent total pp cross section measurement combined with the measurement of
the elastic pp scattering rate [11] and (3) the measurement of the “two photon” reaction pp →
ppµµ [4, 5]. As will be discussed in more detail in Section 5, only method (3) can be performed
during the normal collision data taking. For method (1) some special methods, which take the
actual detector performance during each run into account, need to be developed. Method 2 uses
a two phase approach (a) a special machine optics run with low luminosity to determine the total
2As isolated high pt photons are triggered essentially like electrons similar accuracies for both particle types can
be assumed.
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cross section and (b) a normalization to some high rate final state reactions which can be counted
during normal physics runs.
3.1 Proton-proton luminosity from machine parameters3
The luminosity for colliding beams can be directly obtained from geometry and numbers of
particles flowing per time unit [2]. This can be used to determine the absolute LHC luminosity
from machine parameters without prior knowledge of pp scattering cross sections. The principle
is briefly outlined here. More details can be found in [3].
Interaction
region
Bunch 1 Bunch 2
N1 N2Effective area A
Fig. 1: Luminosity from particles flux and geometry.
For two bunches of N1 and N2 particles colliding head-on in an interaction region as
sketched in Fig.1 with the frequency f the luminosity is given as
L = N1N2 f
Aeff
. (1)
Aeff is the effective transverse area in which the collisions take place. For a uniform transverse
particle distribution, Aeff would be directly equal to the transverse beam cross section. More
generally, the effective area can be calculated from the overlap integral of the two transverse
beam distributions g1(x, y), g2(x, y) according to
1
Aeff
=
∫
g1(x, y) g2(x, y) dx dy . (2)
For equal Gaussian beams
g1 = g2 =
1
2πσxσy
exp
[
− x
2
2σ2x
− y
2
2σ2y
]
(3)
we obtain for head-on collisions Aeff = 4π σxσy so that
L = N1N2 f
4πσxσy
. (4)
The collision frequency f is accurately known. The number of particles circulating in a storage
ring is measured using beam current transformers to roughly 1% precision [17].
The main uncertainty in the absolute luminosity determination from machine parameters
is expected to originate in the knowledge of the transverse beam dimensions. Safe operation
3Contributing author: H. Burkhardt
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Fig. 2: Schematic view of the steps involved in an orthogonal separation scan proposed for the LHC (left) and a
possible result in one direction (based on early LEP data) shown on the right.
of the LHC requires a rather good knowledge of the optics and beam sizes and we expect that
this should already allow a determination of the luminosity from machine parameters to about
20 − 30 percent. A much better accuracy can be obtained when the size of the overlap region at
the interaction points is determined by measuring the relative luminosity as a function of lateral
beam separation, as illustrated in Fig. 2. This technique was pioneered at the ISR [18] and
allowed to reduce the uncertainty to below 1%, [19, 20].
For the more complicated LHC and early operation, a 10% overall uncertainty in the ab-
solute LHC machine luminosity calibration should be a realistic goal. The actual precision will
depend on the running time and effort which is invested. A relatively small number of scans under
favorable beam conditions will in principle be sufficient to obtain and verify the reproducibility
in the absolute luminosity calibration. While fast scans may always be useful to optimize colli-
sions, we assume that any dedicated, detailed luminosity scans will become obsolete when the
other, cross section based luminosity determinations described in these proceedings allow for
smaller uncertainties.
Optimal running conditions are moderate bunch intensities, large bunch spacings, no cross-
ing angle and β∗ = 2m or larger. These conditions are in fact what is proposed anyway for the
initial LHC operation with 43 – 156 bunches per beam. Statistics are not expected to be a prob-
lem. For early operation at top energy (10 - 14 TeV) with 43 bunches and 4 × 1010 particles per
bunch, before beams are squeezed. at a β∗ = 11m, we already expect luminosities of the order
of 1030 cm−2s−1 resulting in event rates of 104 Hz, for a cross section of 0.01 barn as typical for
the low angle luminosity monitors.
From the LHC injectors, we expect bunch by bunch variations of about 10% in intensity
and 20% in emittance. For the large spacing between bunches in the operation with up to 156
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bunches, there is no need for crossing angles at the interaction points. Parasitic beam-beam
effects will be negligible. All bunches in each beam will follow the same equilibrium orbit and
collide at the same central position.
Calibration runs require good running conditions and in particular good beam lifetimes.
Bunch by bunch differences are not expected to change significantly during a scan. Storing
bunch intensities at the beginning and end of a scan and using one set of timed averaged bunch
intensities for a scan should be sufficient. To avoid any bias, it will be important to use the
correct pairing of bunch intensities and relative luminosities in the calculation of absolute bunch
luminosities according to Eq. 1, before any summing or averaging over different bunches.
We are currently preparing an on-line application for automatic luminosity scans4. Scan
parameters like range, step size and duration can be set before the start of the scan. Once the
parameters are defined, it is possible to launch automatic horizontal and vertical separation scans
in the LHC interactions regions. For a detailed scan, we may choose a range from -4 to +4 σ in
nominal beam size in steps of 0.5 σ, resulting in 17 equidistant points. If we wait 1 s between
points to allow for the magnets to change and for 2 s integration time, the scan time would still
be below a minute per plane. Details are currently being worked out in close collaboration
with the experiments. Exchanging all data bunch-by-bunch at a 1 Hz rate between the machine
control room (CCC) and the experiments would be rather demanding and risks to saturate current
capacities.
For the initial running, it will be sufficient to exchange average values at about 1 Hz rate.
It allows quality monitoring and the determination of the peak position. For the detailed off line
analysis, we only have to rely on local logging and timing information synchronized to at least
1 s precision at the beginning of the scan. With fixed time interval defined and saved before the
scan, this allows for off-line synchronization of the detailed data and a complete bunch by bunch
analysis.
3.2 Direct measurements of the absolute luminosity at LHCb
LHCb plans to measure the absolute luminosity using both the Van Der Meer scan, [18], and
beam-gas techniques following a more recently proposed method [21]. Here one tries to deter-
mine the transverse beam profiles at colliding beam experiments utilizing the precision vertex
detectors found at modern HEP experiments to reconstruct beam gas interactions near the beams
crossing point. The vertex resolution in the transverse direction at LHCb can be parameterized
by the relation
σx,y =
100µm√
Ntracks
(5)
where Ntracks is the number of tracks originating from the vertex. Since the nominal transverse
bunch size at LHCb will be 100µm, the reconstruction of beam-gas vertices’s, which will have
a track multiplicity of ∼ 10, will enable the measurement of the colliding bunch profiles and the
beam overlap integral. This method is currently under investigation by the LHCb collaboration
and is expected to result in a luminosity measurement with an associated uncertainty of 3-5%.
4Done by Simon White, as part of his PhD thesis work on the LHC machine luminosity determination
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3.3 Absolute pp luminosity from specialized detectors and from the total cross section
measurement
ATLAS and CMS are planning to perform absolute and relative pp luminosity measurements
using dedicated luminosity instruments.
Three particular luminosity instruments will operate around the ATLAS interaction point.
The absolute luminosity measurement will be provided by ALFA [10] placed 240m down the
beam line and due to operate in 2010. This measurement requires some special optics low lumi-
nosity running of the LHC and should be able to measure the very low angle Coulomb scattering
reaction. The expected precision is of the order 3%, depending on yet unknown LHC parameters
during running. The ALFA detector can also measure the absolute luminosity using the optical
theorem if the Coulomb region can not be reached. Extrapolating the elastic cross section to very
low momentum transfer t = 0 and using the total cross section as measured by TOTEM [11]
(located at the CMS interaction point) current simulations indicate that a precision of about 3%
might also be reached with this method. In addition to absolute luminosity measurements from
ALFA, LUCID and a Zero-Degree-Calorimeter (ZDC) [10] are sensitive to the relative single
bunch crossings luminosity. LUCID and ZDC will however not give absolute measurements.
A similar approach is currently foreseen by the CMS collaboration [22].
3.4 Real time relative luminosity measurements
A large number of instantaneous relative luminosity measurements have been discussed during
the past years by ATLAS, CMS and LHCb and more details can be found in the three presenta-
tions given during the “standard candle” session of this workshop [23]. As an example we outline
in the following some ideas discussed within CMS.
Multiple techniques capable of providing suitable luminosity information in real time have
been identified in CMS. One technique employs signals from the forward hadron calorimeter
(HF) while another, called the Pixel Luminosity Telescope (PLT), uses a set of purpose-built
particle tracking telescopes based on single-crystal diamond pixel detectors. At this writing, the
PLT has not been formally approved, but is under study. The methods based on signals from the
HF described are the ones being most vigorously pursued.
Two methods for extracting a real-time relative instantaneous luminosity with the HF have
been studied. The first method is based on “zero counting,” in which the average fraction of
empty towers is used to infer the mean number of interactions per bunch crossing. The second
method called “EtSum method” exploits the linear relationship between the average transverse
energy per tower and the luminosity.
Outputs of the QIE chips used to digitize the signals from the HF PMTs on a bunch-
by-bunch basis are routed to a set of 36 HCAL Trigger and Readout (HTR) boards, each of
which services 24 HF physical channels. In order to derive a luminosity signal from the HTR,
an additional mezzanine board called the HF luminosity transmitter (HLX) is mounted on each
of the HTR boards. The HLX collects channel occupancy and ET sum data to create eight
histograms: two sets of three occupancy histograms, one ET -sum histogram, and one additional
occupancy histogram. These histograms comprise about 70 KB of data, which is transmitted at
a rate of approximately 1.6 Mbps to a dedicated luminosity server via an Ethernet switch that
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aggregates the data from multiple HLX boards for further processing.
Although all HF channels can be read by the HLX, MC studies indicate that the best linear-
ity is obtained using only the inner four η rings. The algorithm has been optimized to minimize
sensitivity to pedestal drifts, gain changes and other related effects. Both “Zero Counting” and
the “EtSum” method have demonstrated linearity up to LHC design luminosity. A statistical er-
ror of about 1% will be achieved at fewtimes × 1031cm−2s−1 Hence the dominant error on the
absolute luminosity will result from the normalization of the online relative luminosity.
3.5 Proton-proton luminosity from the reaction pp→ ppµµ
The QED process pp→ ppµ+µ−, where a µ+µ− pair is produced via photon-photon scattering,
was first proposed for luminosity measurements at hadron colliders in [4]. At the LHC such pairs
will be predominantly produced with small transverse momenta, at small polar angles and in the
same forward or backward cone.
All three experiments are considering to use the well calculated pp → ppµµ process
for measuring absolute luminosity. The theoretical understanding of this QED photon-photon
scattering reactions is considered to be accurate to better than 1%. Consequently this final state is
thus often considered to be the perfect theoretical luminosity process. However, the experimental
identification of this process requires to select muon pairs with low mass and within a well
understood acceptance. The measurement of this reaction at a hadron collider appears to be
much more difficult than the corresponding measurements of the reaction ee → eeµµ at LEP.
The systematic measurement error for example in L3 and after several years of data taking was
about ±3% [24]
Current simulations by the three LHC experiments indicate that the final state can be iden-
tified using straight forward criteria. For ATLAS and CMS one finds that about 1000 accepted
events could at best be expected for an integrated luminosity of 1 fb−1, resulting in a statistical
error of about ± 3%.
For example the ATLAS study selects oppositely charged back-to-back muon tracks with
pT > 6 GeV and |η| < 2.2 with an invariant mass less than 60 GeV and a common vertex
with no other tracks originating from it (isolation), yields a cross section of 1.33 pb. Thus, about
1300 events can be expected for running periods with a luminosity of 1 fb−1 and yielding a
potential statistical error of 3%. However, backgrounds not only from pile up events will be a
critical issue. Some proton tagging with high luminosity roman pots is currently investigated but
this will certainly reduce the accepted cross section and introduce additional acceptance errors.
Similar conclusions have been reached by simulations performed within the CMS collaboration.
Consequently, both experiments expect that, during the coming years, this reaction will be mainly
used as a cross check of the other methods.
The cross section for this process where both muons lie inside the LHCb acceptance and
have a combined invariant mass greater than 2.5GeV is ≈ 88 pb. The expected uncertainty is
perhaps 1% or smaller and comes mainly from rescattering corrections [5], i.e. strong interactions
between the interacting protons.
The feasibility of using the elastic two photon process pp → p + µ+µ− + p to make
luminosity measurements at LHCb was first explored in [25] and has recently been investigated in
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more detail by members of the LHCb collaboration [26]. A variety of background processes have
been studied: dimuons produced via inelastic two-photon fusion and double pomeron exchange;
low mass Drell-Yan pairs; QCD processes such as bb¯ → µ+µ− + X; and the combinatoric
backgrounds caused by K/π mis-identification. A simple offline selection has been developed that
requires: the dimuon pair transverse momentum to be less than 50MeV/c; the dimuon invariant
mass to be in the range 2.5GeV/c2 < Mµµ < 20GeV/c2; and a charged particle multiplicity
of less than 3 (i.e. the event should contain a µ+µ− pair and no other charged particles). These
criteria select ∼ 27% of the signal events that pass the trigger and are reconstructed and result
in a background contamination that is (4.1 ± 0.5(stat.) ± 1.0(syst.))% of the signal level with
the dominant contribution due K/π mis-identification. Overall it is expected that ∼ 104 pp →
p+ µ+µ− + p events will be triggered, reconstructed and selected at LHCb during one nominal
year of data taking (2fb−1). Systematic uncertainties on a luminosity measurement at LHCb
using this channel are estimated to be ∼ 1.31% and are dominated by the uncertainty on the
predicted cross section for events containing dimuons produced via double pomeron exchange,
an uncertainty that is expected to be reduced in the near future. A measurement of the absolute
luminosity at LHCb using this channel and a dataset of 2fb−1 will therefore be possible with an
associated uncertainty of ∼ 1.5%.
In summary, the accurate measurement of this theoretically well understood reaction looks
like an interesting challenge for the LHC experiments. Interesting results can be expected once
integrated luminosities of 5 fb−1 and more can be accumulated for ATLAS and CMS and about
1 fb−1 for LHCb. Of course, it remains to be proven, if the systematic uncertainties under real
data taking conditions can indeed be reduced to the interesting 1% level.
4 Indirect and relative pp luminosity measurements
The methods to measure the absolute proton proton luminosity and their limitations have been
described in the previous chapter.
In this Section we will describe the possibilities to measure the luminosity indirectly using
well defined processes, so called “Standard Candles” and their use to further constrain the PDFs
and discuss the possibility to “measure” directly the parton-parton luminosities.
Before describing the details of these indirect approaches, a qualitative comparison of
luminosity measurements at e+e− colliders and hadron colliders might be useful. The most
important difference appears to be that in the e+e− case one studies point like parton parton
interactions. In contrast, at hadron hadron interactions one studies the collision of protons and
other hadrons made of quarks and gluons. As a result, in one case the Bhabha elastic scattering
reaction e+e− → e+e− at low Q2 reaction can be calculated to high accuracy and the observed
rate can be used as a luminosity normalization tool. In contrast, the elastic proton proton scat-
tering cross section can not be calculated at the LHC nor at any other hadron colliders. As a
consequence, absolute normalization procedures depend always on the measurement accuracy
of the pp total cross section. Even though it is in principle possible to determine the pp total
cross section in a luminosity independent way using special forward detectors like planned by
the TOTEM or the ALFA experiments, the accuracy will be limited ultimately and after a few
years of LHC operation to perhaps a few %.
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Furthermore, as essentially all interesting high Q2 LHC reactions are parton parton col-
lisions, the majority of experimental results and their interpretation require the knowledge of
parton distribution functions and thus the parton luminosities.
Following this reasoning, more than 10 years ago, the inclusive production of W and Z
bosons with subsequent leptonic decays has been proposed as the ultimate precision parton parton
luminosity monitor at the LHC [9]. The following points summarize the arguments why W and
Z production are indeed the ideal “Standard Candles” at the LHC.
• The electroweak couplings of W and Z bosons to quarks and leptons are known from the
LEP measurements to accuracies smaller than 1% and the large cross section of leptonic
decays W and Z bosons allows that these final states can be identified over a large rapidity
range with large essentially background free samples.
• Systematic, efficiency corrected counting accuracies within the detector acceptance of 1%
or better might be envisioned during the early LHC running. In fact it is believed that the
relative production rate of W and Z can be measured within the detector acceptance with
accuracies well below 1%.
• Theoretical calculations for the W and Z resonance production are the most advanced and
accurately known LHC processes. Other potentially more interesting LHC reactions, like
various diboson pair production final states are expected to have always larger, either statis-
tical or systematic, experimental and theoretical uncertainties than the W and Z production.
• The current PDF accuracies, using the latest results from HERA and other experiments
demonstrate that the knowledge of the quark and anti quark accuracies are already allowing
to predict the W and Z cross at 14 TeV center of mass energies to perhaps 5% or better.
The measurable rapidity and pt distributions of the Z boson and the corresponding ones
for the charged leptons from W decays can be used to improve the corresponding parton
luminosity functions.
Obviously, the use of W and Z bosons as a luminosity tool requires that the absolute cross
section becomes an input, thus it can not be measured anymore. As a result this method has been
criticized as being “a quick hack at best”. In contrast, advocates of this method point out that this
would not be a noticeable loss for the LHC physics program.
4.1 Using the reaction pp→ Z → ℓ+ℓ− to measure Lpp
Very similar and straight forward selection criteria for the identification of leptonic Z decays,
depending somewhat on the detector details and the acceptance region, are applied by ATLAS,
CMS and LHCb. In the following the current selection strategy in ATLAS and LHCb are de-
scribed.
4.2 Measuring Z and W production, experimental approaches in ATLAS
The ATLAS W and Z cross section measurements are based on the following selections in the
electron and muon channels:
• A typical selection of W → eν requires that events with “good” electrons have to fulfill
the additional kinematic acceptance criteria:
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pT > 25 GeV, |η| < 1.37 or 1.52 < |η| < 2.4.
The criteria for W → µν muons are similar where pT > 25 GeV and |η| < 2.5. is re-
quired. Furthermore, in order to classify the event as a W event, the reconstructed missing
transverse momentum and the transverse mass should fulfill ET (miss) > 25GeV and
mT (W ) > 40 GeV.
• The selection of Z → ee and Z → µµ requires that a pair of oppositely charged electrons
or muons is found. Due to lower background the electrons should have pT > 15 GeV and
|η| < 2.4 and their invariant mass should be between 80-100 GeV.
Similar criteria are applied for the muons with pT > 15 GeV and |η| < 2.5. The recon-
structed mass should be between 71-111 GeV.
Following this selection and some standard Monte Carlo simulations, the expected number
of reconstructed events per 10 pb−1 at
√
s = 14 TeV are about 45000, 5500 for W and Z decays
to electrons and 60000, and 5000 for the decays to muons, respectively. Thus, even with a small
data sample of only 10 pb−1, the statistical uncertainty for the Z counting comes close to 1% in
each channel.
Systematic uncertainties from the experimental selection are dominated by the Z efficiency
determination and from backgrounds in the W selection. Other sources of uncertainties originate
from the knowledge of energy scale and the resolution. The lepton efficiencies are evaluated by
considering Z → ℓℓ events and using the so called “tag and probe” method, like for example
described by the D0 experiment [7, 8]. The efficiency uncertainty associated with the precision
of this method has been estimated for a data sample of 50 pb−1 (1 fb−1) of data to be 2% (0.4%)
for W and 3% (0.7%) for Z events. The backgrounds for W events are of the order 4% in the
electron channel and 7% in the muon channel. The main contributions are from other W or Z
decays, and are thus well understood, leading to background uncertainties of the order 4% for
both channels if a sample 50 pb−1 is analyzed. For much larger samples it is expected that
uncertainties at or below 1% can be achieved. The backgrounds for the Z decays are very small,
and can be determined accurately from mass spectrum, and hence does not carry any sizable
uncertainty. It has been demonstrated, that the detector scales and resolutions can be determined
very accurately [14], and the associated uncertainties are therefore also close to negligible.
Some detailed studies demonstrate that eventually the systematic error between 1-2% or even
smaller might be achieved for the W and Z counting and within the detector acceptance up to
rapidities of about 2.5.
In order to use this number for the pp luminosity determination the total inclusive W and
Z cross-section at NNLO can be used. These have been calculated to be 20510 pb and 2015pb,
respectively [27]. Variations in models, floating parameters, and other theoretical uncertainties
lead to significant variations in the estimates. The uncertainties on these calculation are estimated
to be 5% or smaller. This uncertainty appears to be currently dominated by the PDF uncertainties
needed to extrapolate to the experimentally uncovered large rapidity region. More discussions
about these uncertainties can be found for example at [28] and [29].
It can be assumed that the detailed studies of the rapidity distributions within the accep-
tance region with W and Z decays might eventually lead to further error reductions.
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4.3 Measuring Z production, experimental approach in LHCb
The uncertainty on the predicted Z production cross section at the LHC comes from two sources:
the uncertainty on the NNLO partonic cross section prediction [27], which contributes an un-
certainty of < 1%, and uncertainties in our understanding of the proton Parton Distribution
Functions (PDFs) which, for the latest MSTW fit [30], contribute an uncertainty of ∼ 3% for Z
bosons produced with rapidities in the range −5 < y < 5.
A measurement of the Z production rate at LHCb via the channel Z → µ+µ−, which
provides a final state that is both clean and fully reconstructible, can be achieved with high ef-
ficiency and little background contamination. In addition, since the dimuon trigger stream at
LHCb [31] requires two muons with an invariant mass larger than 2.5GeV and a summed trans-
verse momentum (P 1T +P 2T ) greater than 1.4GeV, a high trigger efficiency of ∼ 95% is expected
for these events. A variety of background sources for this channel have been investigated: other
electroweak processes such as Z → τ+τ− where both taus decay to muons and neutrinos; QCD
processes such as bb¯ → µ+µ− +X; and events where two hadrons with an invariant mass near
the Z mass are both mis-identified as muons. To deal with these backgrounds an off-line selection
has been developed [32] that requires: the dimuon invariant mass to be within 20 GeV of the Z
mass; the higher and lower transverse momentum muons to be greater than 20 GeV and 15 GeV
respectively; the impact parameter of both muons is consistent with the primary vertex; and both
muons have associated hadronic energy that is less than 50 GeV. For Z → µ+µ− events that are
triggered and reconstructed at LHCb, these off-line selection criteria will select 91 ± 1% of the
signal events while reducing the background to (3.0±2.9)% of the signal level with the dominant
contribution due to the combinatoric backgrounds from pion and kaon mis-identification. It is
expected that these backgrounds can be well understood from real data or removed using muon
isolation criteria. Overall it is expected that Z → µ+µ− events will be triggered, reconstructed
and selected at LHCb at a rate of ∼ 190evts/pb−1. Systematic uncertainties have also been
investigated and it is expected that with as little as 5pb−1 of data the experimental efficiency
(trigger, tracking, muon identification etc.) can be measured with an uncertainty of ∼ 1.5%
enabling a luminosity measurement with an uncertainty of ∼ 3.5%.
4.4 PDF and relative parton-parton luminosity measurements
Theoretically well understood reactions at the LHC offer the possibility to use their rapidity
distributions to improve todays knowledge of PDFs. Especially the resonance production of W
and Z bosons with leptonic decays with low and high transverse momentum and the production
of isolated high pt γ-Jet events have been demonstrated to be very sensitive to the relative parton
distribution functions. Simulations from ATLAS and CMS have shown that experimental errors
on these rapidity regions up to |y| of about 2.5 can probably performed with accuracies eventually
reaching perhaps 1% or better. The possibility to cross-check the measurements with W and Z
decays to (a) electron(s) and (b) muon(s) and between both experiments will of course help to
reach the accuracy.
During the past years simulation studies from the LHCb collaboration have shown that
the experiment has a unique potential to extend the acceptance region from ATLAS and CMS
for muons up to rapidity values at least up to 4.5. Furthermore, the existing overlap region for y
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between 1.9 and 2.5 should allow to reduce normalisation uncertainties. Obviously, these rapidity
values are understood as being reasonably accurate but qualitative values and more precise values
will be defined once real data will allow to define a well understood fiducial volume of the
detectors.
In addition, the LHCb collaboration has investigated the possibility to identify clean sam-
ples of very low mass Drell-Yan mu-pair events. The results indicate that such pairs can be
measured within their acceptance region down to masses of 5 GeV. Such a measurement would
in principle allow to measure PDFs for x values approaching extremely low values of 10−6 for
the first time [33].
It should be clear that such measurements, which are known to be very sensitive to quark,
antiquark and gluon relative parton luminosities will not allow an absolute PDF normalisation.
Such an improvement of absolute PDF normalisation would require the accurate knowledge of
the proton-proton luminosity to better than todays perhaps ± 3% PDF accuracy obtained from
the HERA measurements over a large x range and obviously lower Q2. The alternative approach
to combine the relative parton luminosities over the larger x,Q2 range using the sum rules has,
to our knowledge, so far not been studied in sufficient detail.
A more detailed analysis of the different experimental approaches to improve the PDFs are
interesting but are beyond the scope of this note about the luminosity. Nevertheless we hope that
the experimentalists of the three collaboration will start to combine their efforts and will pursue
the PDF measurements, in direct collaboration with theorists, during the coming years.
5 Comparing the different pp luminosity measurements
A relatively large number of pp luminosity measurements has been proposed and the most rel-
evant have been discussed in this note. Here we try to give a critical overview of the different
methods and their potential problems. Despite these advantages and disadvantage it should be
clear that it is important to perform as many as possible independent luminosity methods during
the coming years.
• The machine luminosity determination using beam parameters:
This method will be pursued independently of the experiments and its main purpose will be
to optimize the performance of the LHC and thus providing a maximum number of physics
collisions for the experiments. The potential to use this number as an almost instantaneous
absolute luminosity number with uncertainties of perhaps ± 10% (and eventually ± 5%),
assuming that non gaussian tails of the beam can be controlled to this accuracy will cer-
tainly be useful to the experiments. Of course the experiments would lose somewhat their
“independence” and still need to combine this number with their actual active running
time.
However, one should remember that the Tevatron experiments did not use this method for
their measurements.
The method to determine the beam size using the LHCb precision vertex detector look very
promising and it is hoped that their approach might result in a pp luminosity measurement
with an associated uncertainty of 3-5%.
• Total cross section and absolute luminosity normalisation with specialized far for-
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ward Detectors:
The luminosity independent total pp cross section measurement is planned by the TOTEM
collaboration and by the ALFA detector. Using these numbers both ATLAS and CMS plan
to obtain the pp luminosity from the counting of the pp elastic scattering counting numbers
from the forward detectors which thus depend on the knowledge of the total cross section
measurement. In order to obtain this number some few weeks of special optics and low
luminosity LHC running are required. As all LHC experiments are very keen to obtain as
quickly as possible some reasonable luminosity at 14 TeV center of mass energy it is not
likely that those special LHC data taking will happen during the first year(s) of data taking.
Furthermore, despite the hope that the total cross section can be determined in principle
with an interesting accuracy of ± 1%, it remains to be demonstrated with real LHC run-
ning. In this respect it is worth remembering that the two independent measurements of
the total cross section at the Tevatron differed by 12% while much smaller errors were ob-
tained by the individual experiments. As a result the average value with an error of ±6%
was used for the luminosity normalisation.
• Luminosity determination using Z → ℓℓ:
This method provides an accurate large statistic relative luminosity number. It will be
as accurate as the theoretical cross section calculation, which is based on the absolute
knowledge of the PDFs from other experiments, from unknown higher order corrections
and their incomplete Monte Carlo implementation. Todays uncertainties are estimated to
be about 5%. It has been estimated, assuming the experiments perform as expected, that the
potential Z counting accuracy within the acceptance region including efficiency corrections
might quickly reach ±1%. The extrapolation to the uncovered rapidity space, mainly due
to the worse knowledge of the PDFs in this region, increases the error to perhaps 3%.
Taking other theoretical uncertainties into account an error of ±5% is currently estimated.
Of course, advocates of the Z normalisation method like to point out that the real power
of this method starts once relative measurements, covering similar partons and similar
ranges of the parton distribution functions will be performed with statistical errors below
5%. Examples where such a normalization procedure looks especially interesting are the
relative cross section measurements of N(Z)/N(W ), N(W+)/N(W−), high mass Drell-
Yan events with respect to Z events and diboson final states decaying to leptons. Of course,
correlations and anticorrelations between quark and gluon dominated production rates exist
and need to be carefully investigated before similar advantages for the gluon PDFs can
eventually be exploited. The loss of an independent Z cross section measurement would
of course be a fact of life.
• pp luminosity from the reaction pp→ ppµµ:
A measurement of this reaction offers in principle a direct and theoretically accurate proton
proton luminosity value. Unfortunately current simulations from the experiments indicate
that the accepted cross section is relatively small and only a few 1000 events can be ex-
pected per fb−1. The different simulation results indicate that the backgrounds can be
suppressed sufficiently without increasing the experimental systematics too much. Simu-
lation studies [34] in CMS find that in the absence of pile-up, of the order 7000 events/fb
can be selected. Apart from pile-up a leading source of systematic error is the contamina-
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tion of the signal with events in which one of the protons dissociates. In the absence of
pile-up, the use of the Zero-Degree-Calorimeters (one on each side of IP) and the Castor
calorimeter (in 2009/10 available only on one side of the IP) in veto can improve the signal
to background ratio from ∼ 1 to ∼ 3. Hence in CMS this method may provide a means of
measuring the absolute luminosity in the first LHC data with a total error of below 10%.
In addition, the current simulation results indicate that small systematic errors of perhaps
1-2% might eventually be achievable5 once a yearly luminosity of 5-10 fb−1 in ATLAS
and CMS (2 fb−1 for LHCb) might be recorded. It remains to be seen if muons with trans-
verse momenta well below 20 GeV can indeed be measured as accurately as muons with
transverse momenta above 25 GeV.
5.1 Which luminosity accuracy might be achievable and when
Of course the potential time dependent accuracy of the different luminosity methods can only
be guessed today as such numbers depend obviously on the LHC machine performance during
the coming years. For the purpose of this Section we are mainly interested in measurements at
the 14 TeV center of mass energy and assume that the following “data samples” would define
such “years”. Of course, it could be hoped that the luminosity and energy increase would go
much faster resulting in “some” shorter LHC years. Thus we assume that the first 14 TeV year,
currently expected to be 2010, will correspond to 0.1 fb−1, followed by a 1 fb−1 year. During
the third and fourth year ATLAS and CMS expect to collect about 5 fb−1 and 10 fb−1 while
LHCb expects to collect roughly 2 fb−1 per year. We assume further that the special optics low
luminosity data taking periods requiring perhaps a few weeks for TOTEM and similar for ALFA
will take only place during the year when more than 1 fb−1 per year or more can be expected.
As a result, for the first two 14 TeV running years, realistic luminosity numbers could come
from (1) the machine group and (2) from the indirect method using the inclusive production of Z
events with leptonic decays.
As has been pointed out in Section 3.1 the method (1) would, without any additional efforts
by the machine group, allow a first estimate with a ± 20-30% luminosity accuracy. We assume
however that, due to the delay of the real 14 TeV start to 2010, enough resources could be found
that people within the machine group could carefully prepare for the necessary beam parameter
measurements and that the experiments will do the corresponding efforts to correct such a ma-
chine luminosity number for real detector data taking one could hope for a 10% measurement for
2010 and a 5% accuracy for 2011.
In contrast, method (2) would by definition be an integrated part of any imaginable exper-
imental LHC data taking period. In fact, if enough attention is put into the Z counting method,
the data expected during 2010 running might already reach statistical errors of ± 2% per 5 pb−1
periods. Thus perhaps about 10-20 such periods could be defined during the entire year and
systematic errors for the lepton efficiency correction within the detector acceptance could reach
similar ± 2-3% accuracies. During the following years these errors might decrease further to 1%
or better. Once the rate of any “stable” simple high rate final states and even trigger rates relative
5It might be interesting to study the experience from similar measurements at the experimentally ideal conditions
of LEP, where uncertainties above ± 3% have been reported [24].
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to the Z counting rate has been determined, such relative event rates can be used subsequently to
track the “run” luminosity and even the real time luminosity with similar accuracy.
Theoretical limitations of the cross section knowledge, not expected to improve without
LHC data taking, would limit the accuracy to about ± 5%. The expected detailed analysis of
the 2010 rapidity distributions of W, Z and γ-jet events will allow some improvements for the
years 2011 and beyond. We can thus expect that appropriate ratio measurements like the cross
section ratio measurements of Z/W± and W−/W+ will already reach systematic accuracies of
± 1-2% during 2010 and 1% or better in the following years. Measurement of b physics, either
in LHCb or in ATLAS and CMS might in any case prefer to perform luminosity independent
measurements and relate any of the “new” measurements to some relatively well known and
measurable B-hadron decays.
It is also worth pointing out that currently no other high Q2 reaction has been envisioned,
which might be measurable to a systematic precision of better than 5-10% and a luminosity of up
to 1fb−1. In addition, most of the interesting high Q2 electroweak final states will unfortunately
even be limited for the first few LHC years to statistical accuracies to 5% or more.
The prospect for the other luminosity measurements start to become at earliest interesting
only once a few 100 pb−1 can be recorded. Consequently one can expect to obtain a statistical
interesting accuracy from the reaction pp→ ppµµ after 2010. Similar, it looks unlikely that low
luminosity special optics run will be performed before 2011. Consequently one might hope that
few % accurate total cross section numbers become available before the 2012 data taking period
will start.
6 Summary and Outlook
A large variety of potentially interesting pp luminosity measurements, proposed during the past
10-15 years, are presented in this Section.
Realistically only the machine luminosity measurement and the counting of the Z produc-
tion might reach interesting accuracies of 5% before 2011. For all practical purposes it looks
that both methods should be prepared in great detail before the data taking at 14 TeV collision
energies will start in 2010.
We believe that a working group, consisting of interested members of the three pp collider
experiments and interested theorists, should be formed to prepare the necessary Monte Carlo
tools to make the best possible use of the soon expected W and Z data, not only for the pp lumi-
nosity normalization but even more for the detailed investigations of the parton parton luminosity
determination and their use to predict other event rates for diboson production processes and high
mass Drell-Yan events.
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Outlook: the PDF4LHC initiative
A. De Roeck
This document demonstrates the vast amount of progress that has taken place in the last
years on pinning down the PDFs of the proton, as well as the dramatic increase in awareness of
the impact of PDFs on the physics program of LHC experiments. The HERALHC workshop has
acted as a regular forum for working meetings between the experiments, PDF phenomenologists
and theorists. In the course of this workshop, it was realized that the momentum on the PDF
studies should be kept and perhaps even focused more on the LHC, in order to continue the
discussions, investigations and further work towards improving our knowledge on the PDFs.
Clearly, LHC will need the best PDFs, especially for precision measurements, setting
of limits in searches, and even for discoveries. Ideally the ATLAS and CMS (and LHCb and
ALICE) analyses should follow a common procedure for using PDFs and their uncertainties in
their key analyses. Such a common procedure, across the experiments, is being used in other
contexts, such as significance estimates in searches. Also, changing frequently the PDFs in
the software of the experiments, e.g. for cross–checks or the determination of error bands, is
often non-trivial (e.g. due to the inter-connection with parameter choices for underlying event
modeling, showering parameters and so on) and sometimes impractical if CPU intensive detector
simulations are involved. LHC studies therefore will need both good central values for the PDFs
to start with, and a good estimate of the associated uncertainties.
This has triggered the so called PDF4LHC initiative. PDF4LHC offers a discussion forum
for PDF studies and information exchange between all stake-holders in the field: the PDF global
fitter groups, such as CTEQ and MSTW; the current experiments, such as the HERA and Tevatron
ones; QCD theorists and the LHC experimental community. The PDF4LHC initiative started in
2008. More details and links to the meetings so far can be found on the PDF4LHC web site [1].
The mission statement of PDF4LHC is:
• Getting the best PDFs, including the PDF uncertainties, based on the present data.
• Devise strategies to use future LHC data to improve the PDFs.
All this needs a close collaboration between theorists and those that are preparing to make the
measurements. In order to reach the first goal, the PDF4LHC forum aims to stimulate discus-
sions and trigger further comparison exercises across the PDF community, in order to select one
or a limited number of possible strategies that can be adapted to determine and use PDFs. For
the second goal, PDF4LHC should also be a forum for discussions on how to include measure-
ments from the LHC to constrain PDFs: what should be measured at LHC, and correspondingly
calculated in theory. Such measurements include W and Z production and asymmetries, di-jet
production, hard prompt photons, Drell-Yan production, bottom and top quark production, Z-
shape fits and Z+jets measurements. One expects that some of these channels can already be
studied with first data, hence we need to prepare for that well in advance.
The following issues are part of the program for in depth discussions via topical work-
shops, some of which took place already in 2008 [1].
• Data to be included in the PDFs. Would we get better results with a selection of data to
be used? New data will become available such as FL(x,Q2), and combined data from
H1/ZEUS. Can we extract more from the data?
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• Determination of PDF uncertainties, including the statistical treatment of the data.
• Theoretical uncertainties and regions/processes where they matter: higher–order correc-
tions; heavy flavour treatment; low-x (and high-x) resummation; other PDFs like uninte-
grated PDFs (and GPDs).
• PDFs for usage Monte Carlo generators.
One can expect that the LHC experiments most likely will be using for most of their studies
the PDF sets and errors that are delivered by either one of the CTEQ or MSTW family. Hence it
is important that the lessons learned from exercises on studies of the systematics on PDFs will be
adapted by these main global PDF providers. PDF4LHC aims to advice the experiments in the
use for PDFs for the LHC, based on the discussions, results and future consensus at the forum.
The experience and results from HERAPDFs, and PDFs from other groups, like the Neural Net
or Alekhin ones are extremely valuable in this discussion and will serve as crucial input in studies
to demonstrate how well we actually know the parton distributions. Several important benchmark
exercises have been already performed and are reported in section 3 of this report.
A special case are the PDFs for Monte Carlo generators. For experiments it is important
that generated events be kinematically distributed close to the distribution of the real data, such
that the simulated and reconstructed Monte Carlo events can be used in a straightforward way
to calculate efficiencies for e.g. experimental cuts in an analysis. In case the initially gener-
ated distribution does not resemble the data close enough, the Monte Carlo samples need to be
reweighted, with all its possible drawbacks. Since calculations based on LO Matrix Elements and
LO PDFs are known not to describe the data well, and NLO Matrix Element based generators to
date have so far only a restricted number of processes implemented, studies are ongoing on so
called “improved LO” PDFs, which try to cure some of the LO PDF drawbacks. Examples are
given in [2]. This is yet another part of the discussions in the PDF4LHC forum
In short, it is crucial that the work started here continues, with discussions and studies
on PDFs and their uncertainties, the impact of the upcoming data on future PDF determinations
and more, all with special focus on the needs for the LHC. The PDF4LHC initiative will offer a
framework to do all this.
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Abstract
We present a summary of the activities of the Multi-Jet final states and
energy flows Working Group of the HERA and the LHC workshop,
2007-2008. Among the more specific topics considered were the sta-
tus of and recent progress in higher order calculations, both in fixed
perturbative expansions and in resummed approaches, recent progress
in the description of jets, including the description of forward jets, new
calculations performed using kT -factorization and new determinations
of unintegrated parton densities.
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1 Introduction
Authors: Claire Gwenlan, Leif Lo¨nnblad, Eduardo Rodrigues, Giulia Zanderighi
The activities of Working Group 2, Multi-Jet Final States and Energy Flows, have covered
a broad range of topics, encompassing both theoretical and experimental advances in understand-
ing the hadronic final state at high energies. Much of this work will be of significant benefit in
preparing to fully exploit the LHC physics potential. We focus here on progress in the field since
the last proceedings of this workshop [1, 2].
From a theoretical point of view, a good understanding of the Standard Model (SM) is
of the utmost importance in order to be able to unravel and disentangle possible New Physics
effects. In addition, the study of the Standard Model is important in its own right, especially
in the QCD sector where the strong coupling in many cases prevents us from making reliable
predictions. Recently, considerable progress has been made in the area of higher order calcu-
lations in perturbative QCD. Some developments are discussed in the contributions of Sec. [3].
Typically, these fixed-order calculations are sufficient to describe inclusive observables, such as
cross sections or transverse momentum (pt) spectra at sufficiently high scales. However, more
exclusive observables, such as event-shape distributions, require that one rearranges the pertur-
bative expansion and that one resums leading and next-to-leading logarithmic terms to all orders
in perturbation theory. This technology is today already well-developed both in terms of ana-
lytical calculations and in terms of numerical implementations in parton shower Monte Carlos.
We report on further recent progress in the understanding and development of such resummed
calculations in Sec. [4].
The development and use of jet algorithms plays a key role in the study of hadronic final
states. Indeed jets are an essential tool for a variety of studies, such as top reconstruction, mass
measurements and searches for Higgs and new physics. Furthermore, they are instrumental for
QCD studies, e. g. for inclusive-jet measurements, which in turn constitute an important input for
parton density determinations. By clustering particles into jets, jet algorithms reduce complicated
multi-particle events in simple final states with few jets. This procedure and the way particles
are recombined together (e.g. the E- or P -scheme) is fundamentally non-unique. This freedom
can be exploited to extract information from jets. The rapid, recent development of fast, infrared-
and collinear-safe cone and clustering algorithms, is discussed in Sec. [5]. Also considered are
the issues of jet-finding, reconstruction and calibration currently being developed by the LHC
experimental collaborations. Recent work on defining jet-quality measures, designed to quantify
the performance of jet algorithms, is also presented.
In Sec. [6] we focus our attention to the kT -factorization approach, which may be the
key to fully understand the hadronic final states at the LHC. Although the standard collinear
factorization should hold for the description of jets at very high scales, we expect it to break
down at somewhat smaller scales and low x, and the use of kT -factorization and unintegrated
parton densities will become essential. This is an area where we have learned a lot from HERA
results, and where we may learn more still from data yet to be analyzed.
A major difficulty in describing final states at high energies is the treatment of multi-
parton interactions. There is no doubt that, due to the high density of small-x partons, the events
at the LHC will contain several semi-hard parton–parton scatterings. Indeed such events have
already been studied at the Tevatron, and models including this feature are need in order to
describe e.g. the underlying events in photo-production at HERA. Although models for multi-
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parton interactions exist, there are many uncertainties, and the differences in the predictions for
the LHC are large. Most of the work on multi-parton interactions in the workshop was presented
in joint sessions with the Monte Carlo tools working group, and the corresponding contribution
to these proceedings are presented in the section of this working group [7].
In Sec. [8], reviews some recent experimental results from HERA which are of interest for
future LHC studies, concentrating particularly on isolated photon and jet production, including
the effects of multi-parton interactions and the underlying event.
Finally we take a look at processes at even higher parton densities, such as those occurring
in heavy ion collisions. Here it is important to consider not only the productions of jets, and
possible effects of gluon saturation, but also the propagation of the hard partons through a dense
medium. A couple of issues related to such interactions at high densities are discussed in Sec. [9].
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Higher-order calculations
Giulia Zanderighi, Germa´n Rodrigo, Michele Treccani, Ga´bor Somogyi
The start-up of the LHC will usher in a new era of discovery in high-energy physics,
with the machine operating at the highest centre-of-mass energy ever attained in the laboratory.
In order to fully exploit its physics potential in Higgs and beyond the Standard Model (BSM)
searches, a good understanding of the Standard Model is necessary. This requires a precise
theoretical understanding of QCD.
The simplest description in exact perturbative calculations is at leading order (LO) using
collinear factorization. Here, partons (or particles) should be well-separated and hard so as to
avoid large soft-collinear corrections. Today, these LO calculations are fully automated. How-
ever, the drawback is that they have very large scale dependencies, enhanced sensitivities to
kinematical cuts and a poor modelling of the jet structure (each parton corresponding to a jet).
Therefore it is currently well appreciated that accurate predictions of QCD jet cross sections re-
quire the computation of radiative corrections at least to next-to-leading order (NLO) accuracy,
first for SM processes, and BSM processes at a later stage. This is simply because the QCD cou-
pling is not small and the phase space for emitting additional partons at the LHC is large, so that
NLO corrections can be numerically significant. Benefits of NLO include a reduced dependence
on unphysical scales, a better modelling of jets, and a more reliable control of the normalization
and shape of cross sections.
Three ingredients are needed to compute a 2 → N process at NLO: the real radiation of
one parton from the 2 + N parton system (tree-level 2 + N + 1 processes), one-loop virtual
corrections to the 2 → N process and a method to cancel the divergences of real and virtual
corrections before numerical integration. The calculation of tree-level amplitudes has been au-
tomated and also the cancellation of divergences is, today, well understood [1–3]. Therefore up
until very recently, the bottleneck at NLO has been the calculation of virtual, loop amplitudes.
In some cases however, NLO accuracy is not yet satisfactory and one would like to be
able to calculate perturbative corrections beyond NLO. The physical situations when this hap-
pens have been discussed extensively in the literature [4]. Usually NLO is insufficient when the
NLO correction is comparable to, or larger than, the LO result. This may happen when a process
involves very different scales, so that large logarithms of the ratio of the two scales arise, which
need to be resummed. This may also happen when new channels open up (at NLO those channels
are effectively LO). This is the case, for instance, for b-jet production, where gluon splitting and
flavour excitation processes enter at NLO and are enhanced by large logarithms. Also, gluon
dominated processes are often characterized by large corrections, both because gluons radiate on
average more than quarks and because of the steeply falling parton distribution functions (PDFs)
at small x. NLO might also be insufficient if very high precision is useful. This is occasionally
the case, for instance, in Drell-Yan processes, top pair production, and 3-jet production in e+e−.
Finally, since NLO provides a first reliable estimate of cross sections, only NNLO can in prin-
ciple provide a reliable error estimate of those cross sections. The bottleneck at NNLO is not
the calculation of virtual matrix elements, as is the case at NLO, but rather the cancellation of
divergences before numerical evaluation. In the following we will report on some recent progress
in higher-order perturbative QCD.
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1 One-loop amplitudes: the gluon case
Author: Giulia Zanderighi
Current and upcoming collider experiments require a good understanding of Standard
Model (SM) processes in order to carry out any successful search for a Higgs or beyond SM
signals (BSM). Therefore, these searches will benefit from next-to-leading order predictions, for
SM processes first, and BSM processes at a later stage. Traditional Feynman diagram techniques,
supplemented by robust numerical methods (Passarino-Veltman decomposition, Davydychev re-
duction, integration by part, tensor reduction) are well developed and made it possible to develop
powerful computation tools [5–8] including procedures to handle potential numerical instabili-
ties [7,9]. These techniques have been applied recently in a variety of 2→ 3 scattering processes
and pushed to their limit in few 2→ 4 cases (see [10] for a recent review). The bottleneck of these
approaches is the rapid increase both in the number of Feynman diagrams and in the number of
terms generated during the tensors reduction. One promising alternative method is based on gen-
eralized unitarity [11]. Recent advances [12] allowed the development of analytic methods for
the calculation of the full amplitude, including the rational part, using recursion relations [13,14].
A recent computational scheme is based on unitarity in integer higher dimension [15, 16]. This
allows one to reduce the calculation of full one-loop amplitudes to the calculation of residues and
of tree-level amplitudes involving complex momenta.
Using unitarity in higher integer dimension together with Berends-Giele recursion rela-
tions, we show that it is possible to develop an algorithm of mild, polynomial complexity for
the evaluation of one-loop amplitudes. As a first application, we considered here pure gluonic
amplitudes. We analyze the numerical stability of the results and the time dependence of the
algorithm for virtual amplitudes with up to twenty external gluons.
1.1 The method
We [17] implemented the methods developed in Refs. [15, 16] with some minor modifications
into the Rocket program. These methods build upon the formalism of Ref. [18] by removing the
requirement of the four dimensional spinor language, thereby allowing for the extension of the
method to D-dimensional cuts. To calculate the full one-loop N -gluon amplitude, it is sufficient
to be able to calculate the leading colour ordered one-loop amplitude, since from these colour
ordered amplitudes the full one-loop amplitude can be constructed [11, 19]. In the following we
will therefore focus on the leading colour ordered amplitudes A[1]N (1, 2, . . . , N). We will use the
(over-complete) master integral basis decomposition derived in Ref. [16]
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[1]
N = −
∑
[i1|i5]
(D − 4)
2
e
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i1i2i3i4i5
I
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+
∑
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+
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(
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(D)
i1i2i3
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i1i2i3
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+
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(
b
(0,0)
i1i2
I
(D)
i1i2
− (D − 4)
2
b
(2,0)
i1i2
I
(D+2)
i1i2
)
,
where we introduced the short-hand notation [i1|in] = 1 ≤ i1 < i2 < · · · < in ≤ N and
IDi1,...iN =
∫
dDl
iπD/2
1
di1di2 . . . diN
, di = di(l) = (l + qi)2 = (l + p1 + · · ·+ pi)2 . (2)
Because some coefficients are multiplied with a dimensional factor (D−4) they cannot be deter-
mined using four dimensional cuts, therefore we extend the dimensionality of the cut line to inte-
ger, higher dimensions, resulting in a well-defined on-shell particle after performing the cut [16].
By applying quintuple, quadruple, triple and double Ds-dimensional cuts (where Ds ≥ D de-
notes the dimensionality of the spin-space) we can determine the coefficients of the parametric
form of the one-loop amplitude. This requires the calculation of the factorized unintegrated one-
loop amplitude
Resi1···iM (A[1]N (l)) =
(
di1 × · · · × diM ×A[1]N (l)
)
di1=···=diM=0
=
Ds−2∑
{λ1,...,λM}=1
(
M∏
k=1
A[0]ik+1−ik(l
(λk)
ik
, pik+1, . . . , pik+1,−l(λk+1)ik+1 )
)
, (3)
where M ≤ 5 and the D-dimensional loop momentum l has to be chosen such that di1(l) =
· · · = diM (l) = 0. To calculate these tree amplitudes we use the standard Berends-Giele recur-
sion relation [20] which is valid in arbitrary dimension and for complex momenta. The generic
solution for the loop momentum in Eq. (3) is given by
lµi1···iM = V
µ
i1···iM +
√
−V 2i1···iM
α2M + · · ·+ α2D
(
D∑
i=M
αi n
µ
i
)
, (4)
for arbitrary values of the variables αi. The vector V µi1···im is defined in the space spanned by the
denominator offset momenta {qi1, . . . , qiM}, while the orthonormal basis vectors {nµM , . . . , nµD}
span the space orthogonal to the space spanned by these momenta [15,16]. Given the solution to
the on-shell conditions lµi1···iM in Eq. (4), the loop momenta flowing into the tree amplitudes lik
and lik+1 in Eq. (3) are fixed by momentum conservation (see Ref. [15]). Once all coefficients
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Fig. 1: Accuracy on the double pole, single pole and constant part of the maximally helicity violating (MHV) ampli-
tude with adjacent negative helicities for 6 up to 11 external gluons. Double ([dp]) and quadrupole ([qp]) precision
results for 100,000 phase space points are shown. Refer to the text for more details.
in Eq. (1) have been determined we can continue the dimensionality to the non-integer limit:
D → 4− 2ǫ. Neglecting terms of order ǫ we find for the colour ordered one-loop amplitude
A
[1]
N =
∑
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d
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d
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c
(2,0)
i1i2i3
2
−
∑
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(qi1 − qi2)2
6
b
(2,0)
i1i2
+O(ǫ) . (5)
The terms in the first line give rise to the so-called cut-constructable part of the amplitude [21].
The terms in the second line can be identified with the rational part. In the approach used here
the division between these two contributions is irrelevant. For the numerical evaluation of the
bubble, triangle and box master integrals we use the package developed in Ref. [22].
1.2 Numerical results: accuracy and time dependence of the algorithm
To study the numerical accuracy of the on-shell method implemented in Rocket we define
εC = log10
|Av,unitN −Av,anlyN |
|Av,anlyN |
, (6)
where “unit” denotes the result obtained with the on-shell method and “anly” the analytical result
for the constant parts of the one-loop helicity amplitudes (or in the case of N = 6 the numerical
results of [23]). Similarly, we denote by εDP and εSP the accuracy on the double and single
poles, respectively.
In Fig. (1) we show the accuracy for the two adjacent minus helicity gluon MHV one-loop
amplitudes, A[1]N (−−+ · · ·+), for N = 6 and N = 11, which are known analytically [11,21,24].
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Fig. 2: Time in seconds needed to compute tree (blue, dashed) and one-loop (red, solid) ordered amplitudes with
gluons of alternating helicity signs, A[1]N (+ − + − +...), as a function of the number of external gluons ranging
between 4 to 20 using a single 2.33 GHz Xeon processor.
The 100,000 phase space points used for each multiplicity are generated uniformly in phase space
using the Rambo algorithm [25] imposing minimal cuts. We plot the accuracy for the double pole
(X = DP[dp], solid, red), the single pole (X = SP[dp], green, dot-dashed) and the constant part
(X = C[dp], blue, dotted). We see that an excellent accuracy can be reached for all contributions.
The tail of the distribution reaching to large values of ǫ contains only a very few points. This
lack of agreement is due to numerical instabilities due to vanishing Gram determinants or other
small intermediate denominators. Several techniques have been developed to deal with such
exceptional points, such as developing systematic expansions [6, 7, 9] or interpolating across
the singular regions [26]. We adopt here a more brute force approach and recur to quadrupole
precision. In Fig. (1), we see three more curves marked [qp]: they correspond to the numerical
accuracy on the same phase space points when the one-loop amplitude is computed in quadrupole
precision. Out of 100,000 phase space points sampled, not a single one has an accuracy worse
than 10−4 and, at quadrupole precision we see no appreciable worsening of the accuracy with
increasing N . Therefore up toN = 11 (and probably even for more gluons) quadrupole precision
is sufficient to guarantee an accuracy needed for any next-to-leading order QCD correction. If
higher precision is desired one can choose to evaluate the few phase space points which have
insufficient precision using some arbitrary precision package, at the cost of higher computation
time. We note that while the plots here presented are for the MHV amplitudes, we performed a
similar study for the finite amplitudes (A[1]N (+ · · ·+), A[1]N (− + · · ·+)) and obtain very similar
results. This indicates that the accuracy is essentially independent of the helicities of the external
gluons.
A very important property of this method is that the time needed to compute one-loop am-
plitudes does not grow factorially with the number of external legs; indeed it is straightforward
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to estimate the scaling of time with the number of gluons N . The calculation of tree-level am-
plitudes computed via Berends-Giele recursion relations with caching of previously computed
amplitudes requires a time which grows as τtree,N ∝ N4 [27]. The total number of tree ampli-
tudes that one needs to evaluate to get a one-loop amplitudes is given by
ntree =
{
(Ds1 − 2)2 + (Ds2 − 2)2
} (7)
×
(
5 c5,max
(
N
5
)
+ 4 c4,max
(
N
4
)
+ 3 c3,max
(
N
3
)
+ 2 c2,max
[(
N
2
)
−N
])
,
where the first factor is due to the sum over polarization of the internal cut gluons in two integer
dimensions Ds1 and Ds2 . The constants cm,max denote the number of times one needs to perform
a multiple cut in order to fully constrain the system of equations determining the master integral
coefficients. Explicitly one has have c5,max = 1, c4,max = 5, c3,max = 10, and c2,max = 10.
The integer number in front counts the number of tree amplitudes per multiple cut, finally the
binomial coefficients corresponds to the number of possible cuts (for two point functions we
subtract the vanishing contributions of the external self energy graphs). It follows that the time
needed to evaluate a one-loop ordered amplitude will for large N scale as
τone−loop,N ∼ ntree · τtree,N ∝ N9 . (8)
In Fig. (2) we plot the time needed to compute tree (blue, dashed) and one-loop (red, solid)
ordered amplitudes with alternating helicity signs for the gluons, A[1]N (+−+− . . . ), as a function
of the number of gluons in the range between four and twenty. Time estimates refer to using a
2.33 GHz Xeon processor. One can see that the times needed to compute tree and one-loop
ordered amplitudes are consistent with a N4 and N9 growth respectively. When running in
quadrupole precision rather than in double precision the evaluation time grows, but the scaling
with N remains unchanged. Finally we remark that the time is independent on the helicities of
the external gluons.
1.3 Discussion and outlook
The results presented here are based on D-dimensional unitarity implemented in the Fortran
90 code Rocket. The very mild, power-like increase in computational time and the numerical
stability of the results demonstrate the power of this approach. The large number of gluons
considered here demonstrates that the gluon case is fully solved as far as virtual amplitudes are
concerned.
Recently this method has been applied also to other processes 0 → tt¯ggg [28], 0 →
qq¯W+n gluons and 0 → qq¯Q¯QW + 1 gluon [29]. These recent calculations demonstrate the
generality of the approach and constitute first steps towards automated one-loop calculations.
2 Duality relation between one-loop integrals and single-cut phase-space integrals
Author: Germa´n Rodrigo
As discussed in Sec. , the physics program of the LHC requires the evaluation of multi-leg
signal and background processes at next-to-leading order (NLO). In the recent years, important
efforts have been devoted to the calculation of many 2→ 3 processes and some 2→ 4 processes
(see, e.g., [10]).
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We have recently proposed a method [30–32] to numerically compute multi-leg one-loop
cross sections in perturbative field theories. The starting point of the method is a duality relation
between one-loop integrals and phase-space integrals. The duality relation requires to properly
regularize propagators by a complex Lorentz-covariant prescription, which is different from the
customary +i0 prescription of the Feynman propagators. This duality relation has analogies with
the Feynman’s Tree Theorem (FTT) [33], but involves only single cuts of the one-loop Feynman
diagrams.
The duality relation between one-loop integrals and single-cut phase-space integrals is
obtained [32] by applying the Cauchy residue theorem to a generic one-loop integral L(N):
L(N)(p1, p2, . . . , pN ) =
∫
q
N∏
i=1
G(qi) ,
∫
q
· · · ≡ −i
∫
ddq
(2π)d
. . . , (9)
where qi = q+
∑i
k=1 pk are the momenta of the internal lines, with q the loop momentum, and pi
(∑Ni=1 pi = 0) the external (outgoing and clockwise ordered) momenta, and G is the customary
Feynman propagator, which for massless internal lines is given by
G(q) ≡ 1
q2 + i0
. (10)
In the complex plane of the loop energy q0 the Feynman propagator has two poles; the pole with
positive (negative) energy is slightly displaced below (above) the real axis. Hence, by using the
Cauchy residue theorem in the q0 complex plane, with the integration contour closed at ∞ in the
lower half-plane, we obtain
L(N)(p1, p2, . . . , pN ) = − 2πi
∫
q
∑
Res{Im q0<0}
[
N∏
i=1
G(qi)
]
. (11)
The Feynman propagators produce N poles in the lower half-plane that contribute to the residues
in Eq. (11). The calculation of these residues is elementary, but it involves several subtleties. We
get
Res{ithpole}
1
q2i + i0
=
∫
dq0 δ+(q2i ) . (12)
This result shows that considering the residue of the Feynman propagator of the internal line with
momentum qi is equivalent to cutting that line by including the corresponding on-shell propagator
δ+(q2i ). The other propagators G(qj), with j 6= i, which are not singular at the value of the pole
of G(qi), contribute as follows [32]:
∏
j 6=i
1
q2j + i0
∣∣∣∣∣∣
q2i=−i0
=
∏
j 6=i
1
q2j − i0 η(qj − qi)
, (13)
where η is a future-like vector, i.e. a d-dimensional vector that can be either light-like (η2 = 0)
or time-like (η2 > 0) with positive definite energy (η0 ≥ 0). The calculation of the residue
at the pole of the ith internal line modifies the i0 prescription of the propagators of the other
G. ZANDERIGHI, G. RODRIGO, M. TRECCANI, G. SOMOGYI
138 HERA and the LHC
internal lines of the loop. This modified regularization is named ‘dual’ i0 prescription, and the
corresponding propagators are named ‘dual’ propagators. The dual prescription arises from the
fact that the original Feynman propagator 1/(q2j + i0) is evaluated at the complex value of the
loop momentum q, which is determined by the location of the pole at q2i + i0 = 0. The presence
of η is a consequence of the fact that the residue at each of the poles is not a Lorentz-invariant
quantity, because a given system of coordinates has to be specified to apply the residue theorem.
Different choices of the future-like vector η are equivalent to different choices of the coordinate
system. The Lorentz-invariance of the loop integral is, however, recovered after summing over
all the residues.
Inserting the results of Eqs. (12)-(13) in Eq. (11) gives us the duality relation between
one-loop integrals and single-cut phase-space integrals [32]:
L(N) = − L˜(N) , (14)
where the explicit expression of the phase-space integral L˜(N) is
L˜(N)(p1, p2, . . . , pN ) =
∫
q
N∑
i=1
δ˜(qi)
N∏
j=1
j 6=i
1
q2j − i0 η(qj − qi)
, (15)
with δ˜(q) ≡ 2πi δ+(q2). Contrary to the FTT, the duality relation involves single-cut contri-
butions only. This result is achieved by replacing the Feynman propagators in L(N) by dual
propagators in L˜(N), which depend on the auxiliary vector η. However, L˜(N) does not depend on
η, provided it is fixed to be the same in all its contributing single-cut terms (dual integrals). The
duality relation, therefore, directly expresses the one-loop integral as the phase-space integral of
a tree-level quantity. In the case of the FTT, the relation between loop and tree-level quantities
is more involved, since the multiple-cut contributions contain integrals of expressions that cor-
respond to the product of m tree-level diagrams over the phase-space for different number of
particles.
The FTT and the duality theorem can be directly related starting from a basic identity
between dual and Feynman propagators [32]:
δ˜(q)
1
2qk + k2 − i0 ηk = δ˜(q)
[
G(q + k) + θ(ηk) δ˜(q + k)
]
. (16)
This identity applies to the dual propagators when they are inserted in a single-cut integral. The
proof of equivalence of the FTT and the duality theorem is purely algebraic [32]. We explicitly
illustrate it by considering the massless two-point function L(2)(p1, p2). Its dual representation
is
L˜(2)(p1, p2) =
∫
q
δ˜(q)
(
1
2qp1 + p21 − i0 ηp1
+ (p1 ↔ p2)
)
. (17)
Inserting Eq. (16) in Eq. (17), we obtain
L˜(2)(p1, p2) = L
(2)
1−cut(p1, p2) + [θ(ηp1) + θ(ηp2)] L
(2)
2−cut(p1, p2) , (18)
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where the m-cut integrals L(2)m−cut are the contributions with precisely m delta functions:
L
(2)
1−cut(p1, p2) =
∫
q
δ˜(q) (G(q + p1) +G(q + p2)) , L
(2)
2−cut(p1, p2) =
∫
q
δ˜(q) δ˜(q + p1) .
(19)
Owing to momentum conservation (namely, p1+p2 = 0), θ(ηp1)+θ(ηp2) = 1, and then the dual
and the FTT representations of the two-point function are equivalent. The proof of equivalence
in the case of higher N -point functions proceeds in a similar way [32], the key ingredient simply
being the constraint of momentum conservation.
The extension of the duality relation to include propagators with real finite masses Mi is
straightforward. The massless on-shell delta function δ˜(qi) is replaced by δ˜(qi;Mi) = 2π i δ+(q2i−
M2i ) when a massive loop internal line is cut to obtain the dual representation. The i0 prescrip-
tion of the dual propagators is not affected by real masses. The corresponding dual propagator
is
1
q2j −M2j − i0 η(qj − qi)
. (20)
Unstable particles, in contrast, introduce a finite imaginary contribution in their propagators. The
form of the complex-mass propagators is scheme dependent, but their poles in the q0 complex
plane are located at a finite imaginary distance from the real axis. Then, when complex-mass
propagators are cut in the duality relation, the +i0 prescription of the usual Feynman propagators
can be removed.
The polarization tensor of a spin-one gauge boson has in general the form
dµν(q) = −gµν + (ζ − 1) ℓµν(q)GG(q) . (21)
The second term on the right-hand side is absent only in the ’t Hooft–Feynman gauge (ζ = 1).
The tensor ℓµν(q), which propagates longitudinal polarizations, has a polynomial dependence on
the momentum q and, therefore, it does not interfere with the residue theorem. The factor GG(q)
(‘gauge-mode’ propagator), however, can introduce extra unphysical poles (i.e. in addition to
the poles of the associated Feynman propagator) that will modify the duality relation. Apart
from the ’t Hooft–Feynman gauge, the duality relation in the form presented here, i.e. with the
inclusion of the sole single-cut terms from the Feynman propagators, turns out to be valid [32]
in spontaneously-broken gauge theories in the unitary gauge, and in unbroken gauge theories in
physical gauges specified by a gauge vector nν , provided the dual vector ηµ is chosen such that
n · η = 0. This excludes gauges where nν is time-like. In any other gauge, additional single-cut
terms from the absorptive contribution of the unphysical gauge poles have to be introduced in the
duality relation.
The duality relation can be applied to evaluate not only basic one-loop integrals L(N) but
also complete one-loop quantities A(1−loop) (such as Green’s functions and scattering ampli-
tudes). The analogue of Eqs. (14) and (15) is the following duality relation [32]:
A(1−loop) = − A˜(1−loop) . (22)
The expression A˜(1−loop) on the right-hand side is obtained from A(1−loop) in the same way as
L˜(N) is obtained from L(N): starting from any Feynman diagram in A(1−loop)
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all possible replacements of each Feynman propagator G(qi) in the loop with the cut propagator
δ˜(qi;Mi), and then replacing the uncut Feynman propagators with dual propagators. All the
other factors in the Feynman diagrams are left unchanged in going from A(1−loop) to A˜(1−loop).
Equation (22) establishes a correspondence between the one-loop Feynman diagrams con-
tributing to A(1−loop) and the tree-level Feynman diagrams contributing to the phase-space in-
tegral in A˜(1−loop). How are these tree-level Feynman diagrams related to those contributing to
the tree-level expression A(tree), i.e. the tree-level counterpart of A(1−loop) ? The answer to this
question is mainly a matter of combinatorics of Feynman diagrams. If A(1−loop) is an off-shell
Green’s function, the phase-space integrand in A˜(1−loop) is directly related to A(tree) [32]. In a
sketchy form, we can write:
A(1−loop)N (. . . ) ∼
∫
q
∑
P
δ˜(q;MP ) A˜(tree)N+2 (q,−q, . . . ) , (23)
where
∑
P denotes the sum over all the types of particles and antiparticles that can propagate
in the loop internal lines, and A˜(tree) simply differs from A(tree) by the replacement of dual
and Feynman propagators. The extension of Eq. (23) to scattering amplitudes requires a careful
treatment of the on-shell limit of the corresponding Green’s functions [32].
In recent years much progress [20, 34–40] has been achieved on the computation of tree-
level amplitudes, including results in compact analytic form. Using the duality relation, this
amount of information at the tree level can be exploited for applications to analytic calculations
at the one-loop level.
The computation of cross sections at next-to-leading order (NLO) requires the separate
evaluation of real and virtual radiative corrections. Real (virtual) radiative corrections are given
by multi-leg tree-level (one-loop) matrix elements to be integrated over the multiparticle phase-
space of the physical process. The loop–tree duality discussed here, as well as other methods
that relate one-loop and phase-space integrals, have an attractive feature [30, 41–44]: they re-
cast the virtual radiative corrections in a form that closely parallels the contribution of the real
radiative corrections. This close correspondence can help to directly combine real and virtual
contributions to NLO cross sections. In particular, using the duality relation, we can apply [30]
mixed analytical/numerical techniques to the evaluation of the one-loop virtual contributions.
The (infrared or ultraviolet) divergent part of the corresponding dual integrals can be analytically
evaluated in dimensional regularization. The finite part of the dual integrals can be computed
numerically, together with the finite part of the real emission contribution. Partial results along
these lines are presented in Refs. [30, 31] and further work is in progress. The extension of the
duality relation from one-loop to two-loop Feynman diagrams is also under investigation.
3 Monte Carlo simulations of tt¯ + jets at hadron colliders
Author: Michele Treccani
Because of the high energy of the Tevatron and the LHC, one of the most interesting fields
refers to the class of events with multiple final states, giving rise to multiple jets with complicated
topologies. There exist different strategies to tackle this problem, with distinct features and points
of strength. The main problem is how to consistently compose the contributions due to Matrix
Element (ME) calculations with the contributions of the Monte Carlo (MC) showering codes, in
HIGHER-ORDER CALCULATIONS
HERA and the LHC 141
order to exploit their complementarity and avoid at the same time the so-called double counting
phenomenon [45–48].
We will here focus on a particular approach which relies on a consistent leading-logarithmic
(LL) accuracy in the prediction of a final state F accompanied by a varying number of extra jets.
The double counting is avoided adopting a so-called matching algorithm for matrix elements
and parton shower. We study in detail the MLM matching [49–51] embedded in the the ME
generator ALPGEN [52] in order to describe the tt¯ pair production at hadron colliders. First we
will address its stability with respect to its internal parameters by comparing predictions obtained
with different parameters.
In a step further, we will perform detailed numerical comparison between MLM matching and MC
program MC@NLO which is an alternative strategy to cope with double counting and reaches
next-to-leading order (NLO) accuracy in the prediction [53–55].
3.1 Consistency studies of the matching algorithm
In this section we study the overall consistency of the matching algorithm applied to the case of
tt¯ final states. We shall consider tt¯ production at the Tevatron (pp¯ collisions at √s = 1.96 TeV)
and at the LHC (pp collisions at √s = 14 TeV).
The generation parameters for the light partons are defined by the following kinematical cuts: the
default values for the event samples at the Tevatron (LHC) are given by: pminT =20 (30) GeVand
Rmin=0.7 (0.7), while they are considered only in the geometrical region defined by η ≤ 4(5).
The top particle is assumed to be stable, and therefore all jets coming from the decay of top
quarks are neglected. For the shower evolution we use HERWIG, version 6.510 [56–58]. We
stopped the evolution after the perturbative phase, in order to drop down all the common system-
atics that could smooth out any possible discrepancy between the various simulations. For all
generations we chose the parton distribution function set MRST2001J [59], with renormalization
and factorization scales squared set equal to:
µ2R = µ
2
F =
∑
i=t,t¯,jets [m
2
i + (p
i
T )
2].
Jet observables are built out of the partons emerging form the shower in the rapidity range |η| ≤ 6
and adopting the cone algorithm GETJET [60]. The jet cone size is set to Rcone = 0.7 and the
minimum transverse momentum to define a jet at the Tevatron(LHC) is 15(20) GeV .
To our analysis, the important feature of the whole procedure is the presence of two set of pa-
rameters: the generation cuts and the matching cuts (see [49–51]). The first set is necessary to
avoid the infrared (IR) and collinear singularities: pminT , the minimum transverse momentum of
the extra parton(s) to be generated, and Rmin, the minimum separation between extra-partons
in the (η, φ) plane. Along with these parameters, there exist an analogous set, but with slightly
different meaninings : the matching cuts EclusT and Rmatch.
We choose two independent variations of the generation and of two of the matching cuts, while
keeping fixed our definition of the physical objects (the jets) and of the observables. In both
cases, we find that these distribution are stable against reasonable variations of the internal pa-
rameters, with relative differencies confined well below few percents.
Angular observables, such as ∆R between jets, are more sensible, since they are directly related
to the matching variables, nevertheless their agreement is within 10%.
The analysis at the LHC, which will not be shown here, leads to qualitatively and quantitatively
similar results.
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3.2 Comparisons with MC@NLO
We shall now compare in detail the description of tt¯ events as provided by ALPGEN and
MC@NLO. For consistency with the MC@NLO approach, where only the O(α3s) ME effects
are included, we use ALPGEN samples obtained by stopping the ME contributions only to 1
extra-parton besides the tt¯ pair. This strategy allow to highlight the different features of the two
alternative approaches applied to same set of contributions. It is understood that a homogeneous
comparison can only be done through the introduction of a proper K-factor, determined by the
ratio of the total rates of the two predictions. We adopt the same simulation setup as before,
modifying only the same factorization and renormalization scale in order to match MC@NLO’s
default:
µ2R = µ
2
F =
∑
i=t,t¯
1
2 [m
2
i + (p
i
T )2].
The upper two rows of plots in Fig. 3 refer to inclusive properties of the tt¯ system, namely the
transverse momentum and rapidity of the top and anti-top quark, the transverse momentum of the
tt¯ pair, and the azimuthal angle ∆φtt between the top and anti-top quark. The overall agreement
is good, once ALPGEN is corrected with the proper K-factor (1.36 for the Tevatron, and 1.51 for
the LHC), and no large discrepancy is seen between the two descriptions of the chosen distribu-
tions. The most significant differencies (10 to 20%) are seen in the ptopT distribution, ALPGEN’s
one being slightly softer.
In jet-related quantities, while the pT of leading and sub-leading jets agree, instead the rapidity
of the leading jet reveals two distinct patterns: MC@NLO predictions show a dip at y1 = 0,
which is not present in ALPGEN predictions. This difference is particularly marked at the Teva-
tron, but is very visible also at the LHC. This is shown in the right figure of the third row in
Fig. 3. Visible differences are also present in the distribution of the first and second jet separation
in (η, φ) space, ∆R1,2. To understand the difference in the rapidity distribution, we look in
more detail in Fig. 4 at some features in the MC@NLO description of the leading jet. For the
pT of the leading jet, pT,1, we plot separately the contribution from the various components of
the MC@NLO generation: events in which the shower is initiated by the LO tt¯ hard process, and
events in which the shower is initiated by a tt¯+ q(g) hard process. In the latter we separate the
contribution of positive- and negative-weight events, where the distribution of negative events is
shown in absolute value. The plots show that for MC@NLO the contribution of the tt¯ + q(g)
hard process is almost negligible over most of the relevant range and becomes appreciable only
for very large values of pT,1. This hierarchy is stronger at the LHC than at the Tevatron.
Upper set of Fig. 5 shows the various contributions to the rapidity distribution y1 for different
jet pT thresholds. It appears that the y1 distribution resulting from the shower evolution of the tt¯
events in MC@NLO has a strong dip at y1=0, a dip that cannot be compensated by the more cen-
tral distributions of the jet from the tt¯+ q(g) hard process, given its marginal role in the overall
jet rate.
That the dip at y1=0 is a feature typical of jet emission from the tt¯ state in HERWIG is shown
in central set of Fig. 5, obtained from the standard HERWIG code rather than from MC@NLO.
We speculate that this feature is a consequence of the dead-cone description of hard emission
from heavy quarks implemented in the HERWIG shower algorithm. To complete our analysis, we
show in lower set of Fig. 5 the comparison between the ALPGEN, MC@NLO and the parton-level
y1 spectra, for different jet pT thresholds. We notice that at large pT , where the Sudakov effects
that induce potential differences between the shower and the PL results have vanished, the ALP-
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Fig. 3: Comparison of ALPGEN (histogram) and MC@NLO (plot) distributions, at the Tevatron. The ALP-
GEN results are rescaled to MC@NLO, using the K factor of 1.36. The relative difference (MC@NLO-
ALPGEN)/ALPGEN) is shown at the bottom of each plot.
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Fig. 4: Contributions to the transverse momentum of the leading jet in MC@NLO. Tevatron (left) and LHC (right).
Fig. 5: Rapidity of the leading jet y1 at Tevatron for for various jet pT thresholds. Upper set: MC@NLO, with partial
contributions. Central set: HERWIG. Lower set: comparison between ALPGEN, MC@NLO, and the parton level
predictions
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GEN result reproduces well the PL result, while still differing significantly from the MC@NLO
distributions.
3.3 Conclusions
The analysis presented here is focused on the MC simulations of the tt¯+jets process as predicted
by ALPGEN and its matching algorithm. Several checks of that algorithm have shown its internal
consistency, and pinpoint a mild dependence of the results on the parameters that define it. The
consistency of the approach is then confirmed by the comparison with MC@NLO. In particular,
inclusive variables show excellent agreement, once the NLO/LO K-factor is included.
Instead we found a rather surprising difference between the predictions of two codes for the
rapidity distribution of the leading jet accompanying the tt¯ pair. In view of the relevance of this
variable for the study at the LHC of new physics signals, it is important to further investigate
the origin of this discrepancy, with independent calculations, and with a direct comparison with
data. Preliminary results obtained with the new positive-weight NLO shower MC introduced
in [61–63] appear to support the distributions predicted by ALPGEN.
4 A subtraction scheme for jet cross sections at NNLO
Author: Gabor Somogyi
One of the main difficulties in performing NNLO calculations is that the finite higher-
order corrections are sums of several pieces which are separately infrared (IR) divergent in d =
4 spacetime dimensions. To handle the IR singularities present in the intermediate stages of
calculation in a general (process- and observable-independent) way is non-trivial already at NLO
accuracy, where however several solutions are known [2, 3, 64–67]. It is perhaps fair to say that
the most widely used is the dipole subtraction scheme of Ref. [2], which constructs a completely
general and fully local approximate cross section to regularize real radiation at NLO. Setting up
a general subtraction algorithm analogous to that of Ref. [2] but at NNLO accuracy has proved
to be rather difficult problem. Here we give a progress report on constructing such a scheme.
4.1 Subtraction scheme at NNLO
In perturbative QCD the formal loop expansion for any production rate to NNLO accuracy reads
σ = σLO + σNLO + σNNLO + . . . . (24)
Let us consider e+e− → m jet production. Then the NNLO correction may be written as
σNNLO =
∫
m+2
dσRRm+2Jm+2 +
∫
m+1
dσRVm+1Jm+1 +
∫
m
dσVVm Jm , (25)
i.e. it is the sum of a doubly-real, a real-virtual and a doubly-virtual contribution, each IR diver-
gent in d = 4 spacetime dimensions.
The general strategy of subtraction consists of the following steps: (i) we regularize all
integrals in Eq. (25) by dimensional regularization then (ii) we reshuffle the singularities between
the three terms by adding and subtracting suitably defined approximate cross sections so that
finally we rewrite Eq. (25) as
σNNLO =
∫
m+2
dσNNLOm+2 +
∫
m+1
dσNNLOm+1 +
∫
m
dσNNLOm , (26)
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where now each term on the right hand side is finite in d = 4 by construction. According to
Ref. [68] we have
dσNNLOm+2 =
{
dσRRm+2Jm+2 − dσRR,A2m+2 Jm −
[
dσRR,A1m+2 Jm+1 − dσRR,A12m+2 Jm
]}
ε=0
, (27)
dσNNLOm+1 =
{[
dσRVm+1 +
∫
1
dσRR,A1m+2
]
Jm+1 −
[
dσRV,A1m+1 +
(∫
1
dσRR,A1m+2
)
A1
]
Jm
}
ε=0
,(28)
and
dσNNLOm =
{
dσVVm +
∫
2
[
dσRR,A2m+2 − dσRR,A12m+2
]
+
∫
1
[
dσRV,A1m+1 +
(∫
1
dσRR,A1m+2
)
A1
]}
ε=0
Jm .
(29)
In Eq. (27) above dσRR,A1m+2 and dσRR,A2m+2 regularize the singly- and doubly-unresolved limits of
dσRRm+2 respectively. The role of dσ
RR,A12
m+2 is two-fold: it must regularize the singly-unresolved
limits of dσRR,A2m+2 and the doubly-unresolved limits of dσ
RR,A1
m+2 simultaneously. In Eq. (28)
dσRV,A1m+1 and
( ∫
1 dσ
RR,A1
m+2
)
A1
regularize the singly-unresolved limits of dσRVm+1 and
∫
1 dσ
RR,A1
m+2
respectively.
4.2 Devising approximate cross sections
Attempting to use the known (multiple) IR factorization properties of (one-loop) squared matrix
elements to devise the approximate cross sections in Eqs. (27) and (28) above, we are immedi-
ately faced with two problems. First, the various limits overlap in some regions of phase space,
thus care needs to be taken to avoid multiple subtraction. Second, even once the factorization
formulae are written in such a way that intersecting limits are disentangled so that multiple sub-
traction does not occur, the resulting expressions cannot be used as true subtraction terms because
they are only defined in the strict soft and/or collinear limits. Thus, constructing the approximate
cross sections proceeds in two steps: (i) we write all relevant factorization formulae in such a
way that their overlap structure can be disentangled (“matching of limits”) and (ii) we define
“extensions” of the formulae so that they are unambiguously defined away from the IR limits.
Let us consider first the matching of limits. A single parton, say r, can become unresolved
in (i) the collinear limit, when for some hard parton i 6= r we have pi||pr and (ii) in the soft
limit, when pr → 0. In these limits QCD squared matrix elements obey well-known univer-
sal factorization properties [69–72], which we exhibit below at tree level for the sake of being
specific1
Cir|M(0)m+2|2 ∝
1
sir
〈M(0)m+1|Pˆ (0)ir (zi, k⊥; ε)|M(0)m+1〉 , (30)
Sr|M(0)m+2|2 ∝
∑
i,k
i6=k
sik
sirskr
〈M(0)m+1|T iT r|M(0)m+1〉 . (31)
To write Eqs. (30) and (31) above, we used the colour-state notation of Ref. [2] and the operator
notation of taking the limits introduced in Ref. [73], while sjl = 2pj · pl, (j, l = i, k, r), Pˆ (0)ir
1To keep the discussion as simple as possible, we only indicate the structure of the factorization formulae.
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are the tree-level Altarelli–Parisi splitting kernels and finally zi is the momentum-fraction carried
by parton i in the pir → pi + pr splitting. When parton r is both soft and collinear to the hard
parton i, these limits overlap. To avoid double subtraction in this region of phase space, we must
identify the common soft-collinear limit of Eqs. (30) and (31), which is found to be [73]
CirSr|M(0)m+2|2 ∝
1
sir
2zi
1− ziT
2
i |M(0)m+1|2 . (32)
Thus the formal operator
A1 =
∑
r
[∑
i6=r
1
2
Cir +
(
Sr −
∑
i6=r
CirSr
)]
(33)
counts each singly-unresolved limit precisely once and is free of double subtractions, therefore
A1|M(0)m+2|2 has the same singly-unresolved singularity structure as |M(0)m+2|2 itself, i.e. it de-
fines a candidate subtraction term for constructing dσRR,A1m+2 . Similarly, applying the formal oper-
ator A1 to e.g. 2ℜ〈M(0)m+1||M(1)m+1〉 defines a candidate subtraction term for defining dσRV,A1m+1 ,
starting from the collinear [11, 74–76] and soft [77] factorization formulae for one-loop squared
matrix elements.
The matching procedure is quite a bit more elaborate when two different partons, say r
and s, become unresolved, which can arise in four different limits: (i) the triple collinear limit,
when for some hard parton i 6= r, s we have pi||pr||ps, (ii) the doubly single collinear limit,
when for two distinct hard partons i 6= r, s and j 6= r, s we have pi||pr and pj||ps, (iii) the
doubly soft-collinear limit, when for i 6= r, s we have pi||pr and ps → 0, and finally (iv) the
double soft limit, when pr → 0 and ps → 0. The factorization formulae appropriate for each of
these limits are well-known (in particular the three-parton splitting functions and the double soft
gg and qq¯ currents are given in Refs. [78–84] and Refs. [72, 85], respectively), and their highly
non-trivial overlap structure was disentangled in Ref. [73]. To identify the intersection of limits,
Ref. [73] computed all common limits explicitly, which is rather cumbersome. In [86], a simple
and systematic procedure was proposed that leads directly to pure soft factorization formulae
at any order and thus solves the problem of matching of limits in general. Finally (using the
operator notation of Ref. [73]) we find that the symbolic operator
A2 =
∑
r
∑
s 6=r
{∑
i6=r,s
[
1
6
Cirs +
∑
j 6=i,r,s
1
8
Cir;js +
1
2
CSir;s
]
+
1
2
Srs −
∑
i6=r,s
[
1
2
CirsCSir;s (34)
+
∑
j 6=i,r,s
1
2
Cir;jsCSir;s +
1
2
CirsSrs +CSir;sSrs −
∑
j 6=i,r,s
1
2
Cir;jsSrs −CirsCSir;sSrs
]}
counts each doubly-unresolved limit precisely once (without overlaps). Thus A2|M(0)m+2|2 has
the same doubly-unresolved singularity structure as |M(0)m+2|2 itself and so defines a candidate
subtraction term for constructing dσRR,A2m+2 .
Finally, we must address the matching of the singly- and doubly-unresolved limits of
|M(0)m+2|2 which also overlap. dσRR,A12m+2 is introduced in Eq. (27) precisely to avoid double sub-
traction in the intersecting regions of phase space. However the role of this approximate cross
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section is quite delicate, because (i) in the doubly-unresolved limits it must regularize dσRR,A1m+1 ,
while (ii) in the singly-unresolved limits, it must regularize dσRR,A2m+2 and spurious singularities
that appear in dσRR,A1m+2 . It is thus a highly non-trivial statement that the correct candidate subtrac-
tion term can be obtained by applying the symbolic singly-unresolved operator A1 of Eq. (33) to
A2|M(0)m+2|2 [73]. That is,
(A1 +A2 −A1A2)|M(0)m+2|2 (35)
has the same singularity structure as |M(0)m+2|2 itself in all singly- and doubly-unresolved limits
and is free of multiple subtractions.
The second step of defining the approximate cross sections calls for an extension of the
limit formulae over the full phase space. As emphasized above, the candidate subtraction terms
cannot yet be used as true subtraction terms because they are only well-defined in the strict lim-
its. In order to define suitable extensions over the full phase space, we need to define momentum
mappings {p}m+2 → {p˜}m+1 and {p}m+2 → {p˜}m that (i) implement exact momentum con-
servation, (ii) lead to exact phase space factorization and (iii) respect the delicate structure of can-
cellations among the subtraction terms in the various limits. We find it convenient to define two
types of singly-unresolved ({p}m+2 → {p˜}m+1) mappings and four types of doubly-unresolved
({p}m+2 → {p˜}m) mappings, corresponding to the basic types of limits that may occur (i.e. we
define a collinear and a soft singly-unresolved mapping). The explicit forms of these momentum
mappings may be found in Ref. [68] together with the full definitions of all approximate cross
sections that appear in Eq. (27). The approximate cross sections in Eq. (28) are given explicitly
in Refs. [87, 88].
At the risk of belabouring the point, we note again that all our momentum mappings lead
to an exact factorization of the phase space in the symbolic form
dφm+2 = dφm+1[dp1] and dφm+2 = dφm[dp2] , (36)
thus the singular integrals of the subtraction terms over the phase space of the unresolved par-
ton(s) can be computed once and for all, independent of the jet function and the rest of the phase
space integration.
4.3 Conclusions
We have set up a general (process- and observable-independent) subtraction scheme for comput-
ing QCD jet cross sections at NNLO accuracy for processes with no coloured particles in the
initial state. Our scheme can naturally be viewed as the generalization of the dipole subtraction
scheme of Ref. [2] to NNLO. We have defined all approximate cross sections needed to regu-
larize the m + 2 and m + 1 parton contributions (i.e. all terms in Eqs. (27) and (28)) explicitly.
Our subtraction terms are fully local, i.e. all colour and azimuthal correlations are properly taken
into account. Thus we can check the convergence of our subtraction terms to the doubly-real,
or real-virtual cross sections in any unresolved limit explicitly. In addition, we have checked
that the regularized doubly-real and real-virtual contributions to e+e− → 3 jet production are
finite by computing the first three moments of the thrust and C-parameter distributions, see Tab.
1. In order to finish the definition of the subtraction scheme, one must still compute the singly-
and doubly-unresolved integrals of the approximate cross sections that appear in Eq. (29). All
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n 〈(1− t)n〉RV/101 〈Cn〉RV/101 〈(1− t)n〉RR 〈Cn〉RR
1 123± 1 433± 5 −92.7 ± 3.4 −344± 14
2 25.5 ± 0.2 325± 2 −3.07 ± 0.43 −142± 3
3 4.79 ± 0.03 180± 1 2.01 ± 0.12 6.29 ± 1.87
Table 1: The real-virtual and doubly-real contributions to the first three moments of the thrust and C-parameter
distribution in e+e− → 3 jets.
singly-unresolved integrals (denoted by ∫1 in Eqs. (28) and (29) above) have recently been com-
puted [87, 89–91] and we expect that the techniques applied will be flexible enough to compute
the doubly-unresolved integrals (denoted by ∫2 in Eq. (29)) as well. This is work in progress.
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Event shapes and resummation
Andrea Banfi, Gennaro Corcella, Mrinal Dasgupta,S. Joseph Gionata Luisoni, Swapan Majhi,
B.F.L. Ward, S.A. Yost
1 Event shapes and resummation
For the sake of reliable measurements at present and future colliders, the use of precise QCD cal-
culations is mandatory. Fixed-order calculations discussed in Sec. [1] are accurate enough to pre-
dict inclusive observables, such as total cross sections or widths, whereas more exclusive quanti-
ties, such as event-shape distributions, exhibit large logarithmic enhancements, corresponding to
soft- or collinear-parton radiation, which need to be resummed to all orders to improve the pertur-
bative prediction. Analytical resummation of soft/collinear-enhanced radiation can be performed
following the general method in [2–4]. Such resummations are usually based on the approxima-
tion of multiple independent emissions, implying factorization of amplitudes and phase spaces,
and resulting in the exponentiation of soft/collinear single-parton radiation.
In the following we describe recent progress in the understanding and development of such
resummations, including a critical comparison of analytical resummations with partons shower
resummations, a discussion of non-global logarithms and recent extraction of the strong coupling
using newly available NLLA+NNLO matched predictions.
2 Parton showers and resummations for non-global QCD observables
Authors: Andrea Banfi, Gennaro Corcella and Mrinal Dasgupta
Resummation of soft and collinear logarithms are usually based on the approximation
of multiple independent emissions, implying factorization of amplitudes and phase spaces, and
resulting in the exponentiation of soft/collinear single-parton radiation. In fact, a resummed
quantity Σ(L), L being a large logarithm of soft or collinear origin, typically reads:
Σ(L) = exp [Lg1(αSL) + g2(αSL) + αSg3(L) + . . . ] , (1)
where Lg1 resums the double logarithms, i.e. both soft and collinear, O(αnSLn+1), while g2 re-
sums single logarithms O(αnSLn), either soft or collinear, and so forth. Contributions ∼ αnSLn+1
and ∼ αnSLn are typically classified as leading- (LL) and next-to-leading (NLL) logarithms.
However, as we shall point out later on, if g1 is zero, the LLs will be the ones contained in g2.
As an alternative tool to resum large logarithms, one can employ Monte Carlo generators,
such as HERWIG [5] or PYTHIA [6], which implement parton showers in the soft/collinear
approximation and include models for hadronization and the underlying event. In particular,
the evolution variable for the HERWIG showers is equivalent, for soft emissions, to angular
ordering [7,8], which is a reliable approximation in the large-NC limit for azimuthally-averaged
quantities. PYTHIA traditionally orders its cascades according to the virtuality of the splitting
parton, with the possibility to reject non-angular-ordered showers. Lately, a new PYTHIA shower
model [9] was released, ordering multiple emissions according to the transverse momentum of
the radiated parton with respect to the emitter’s direction. Monte Carlo algorithms are correct
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up to the double-logarithmic function g1 and in some cases they can even account for g2 (see,
e.g., [10] for some discussions on comparing parton showers and resummations).
In the following, we shall discuss the so-called non-global observables and compare the
results of resummed calculations, with the possible inclusion of the angular-ordering approxima-
tion, with those given by Monte Carlo parton showers.
2.0.1 Non-global observables
It was recently found out [11] that for some quantities, called non-global observables, as they
are sensitive to radiation in a limited region of the phase space, the independent-emission ap-
proximation is not sufficient any longer, even at LL level. As a case study, we consider e+e−
annihilation into hadrons at the centre-of-mass energy Q and study the transverse-energy flow in
an angular region Ω, a limited region in rapidity η and azimuth φ:
Σ(Q,QΩ) =
1
σ
∫ QΩ
0
dEt
dσ
dEt
; Et =
∑
i∈Ω
Eti. (2)
Σ was computed in [12] and reads:
Σ(Q,QΩ) = exp(−4CFAΩt)S(t), (3)
with
AΩ =
∫
dη
dφ
2π
; t =
1
2π
∫ Q/2
QΩ
dk
k
αS(k). (4)
In Eq. (3), the contribution ∼ exp(−4CFAΩt) comes after exponentiating single-gluon radiation
from the primary qq¯ pair, which constitutes the Born event, whereas S(t) includes non-global
logarithms, due to correlated parton emission in the Ω region. The lowest-order contribution to
S(t) goes as α2SS2 ln
2(Q/QΩ), with S2 ∼ CACF . S2 was calculated exactly, while the function
S(t) was computed at all orders in the LL approximation and in the large-NC limit, by using the
evolution algorithm presented in [11]. We point out that, for an observable like Σ, the function
g1 in Eq. (1) is zero, hence the leading logarithms are just ∼ αnSLn: including the non-global
function S(t) is therefore necessary to fully account for LLs.
As in Ref. [13], we wish to investigate whether implementing angular ordering in the evo-
lution algorithm of [11] still leads to acceptable results for Σ(Q,QΩ) and S(t). In Fig. 1 we
present the leading-order non-global coefficient, −S2/(CFCA), according to the full calcula-
tion and the angular-ordering approximation, in case Ω is a rapidity slice of width ∆η = 2.5.
We also show the cross section Σ(t) yielded by the full leading-log resummed calculation and
in the angular-ordering (AO) approximation. For the sake of comparison, we also present the
contribution coming from just exponentiating primary single-parton emission.
From Fig. 1 (left), we learn that for small gap sizes the full and AO results agree, while
they start to differ once the gap is increased. In both cases, S2 saturates for large ∆η, with the
AO result being about 10% lower than the full one. As for Σ(t), the AO approximation is indeed
able to include significant part of the full result, whereas the primary-emission contribution lies
far above the two other predictions, thus giving unreliable spectra. Considering, e.g., t = 0.15,
corresponding to Q = 100 GeV and QΩ = 1 GeV, the AO and primary results are 10% and 75%
above the full one, respectively. It was also shown in Ref. [13] that the results for the non-global
function S(t) are roughly independent of the size of the rapidity gap.
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Fig. 1: Left: Function S(t) at leading-order according to the full LL calculation and in the angular-ordering ap-
proximation, in terms of the rapidity gap ∆η. Right: Function Σ(t) according to the full resummed calculation and
the angular-ordering approximation. Also shown is the result coming from the exponentiation of primary-emission
contributions.
2.0.2 Comparison with HERWIG and PYTHIA
In this section we compare the results of the resummed calculation with the ones yielded by
the Monte Carlo programs HERWIG and PYTHIA. As in [13], we study e+e− annihilation at
the centre-of-mass energy Q = 105 GeV. In fact, we chose such a high value of Q in order
to kill subleading effects, weighted by αS(Q) or suppressed by powers of 1/Q, such as sub-
leading soft/collinear logarithms, quark mass effects, hadronization corrections. Furthermore,
we checked that our results depend only on the dimensionless variable t in Eq. (4), so that our
findings for a given value of t can be easily translated to any value of the centre-of-mass energy.
In Fig. 2 we present the differential cross section 1/σ (dσ/dEt) for the transverse-energy
flow in a rapidity gap ∆η = 1, according to the resummed result, matched to the exact NLO as
in [12], and according to HERWIG and PYTHIA. In the resummation, we show the full result,
the angular-ordering approximation and the primary-emission contribution. As for PYTHIA, we
present the spectra obtained running the old and new models, with showers ordered in virtuality
and transverse momentum, respectively. When using the old model, we shall always assume that
non-AO radiation is vetoed.
As for the comparison with HERWIG, whose showers are ordered in angle, we observe
good agreement with both AO and full results for Et > 10 GeV, while the primary-radiation
contribution exhibit relevant discrepancies. As for PYTHIA, the new model, ordered in trans-
verse momentum, is in good agreement with the resummation, leading to results similar to HER-
WIG. On the contrary, a visible disagreement is present between the old PYTHIA model and
the resummed curves. In fact, as discussed in [9], evolution in transverse momentum leads to a
better treatment of angular ordering with respect to virtuality ordering. Comparing the spectra at
Et = 10 GeV, the discrepancies with respect to the full resummed result amount to −10% for
HERWIG, +7.5% for the new PYTHIA model and −50% for the old PYTHIA.
In Fig. 3 we instead compare HERWIG, PYTHIA and the resummation for a rapidity slice
∆η = 3. As in Fig. 2, HERWIG is in reasonable agreement with the resummed computation
for Et > 10 GeV and the old PYTHIA model lies quite far from the other curves throughout all
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Fig. 2: Comparison of full, AO and primary resummed results with HERWIG (left) and PYTHIA (right) for ∆η = 1
and Q = 105 GeV. As for PYTHIA, we show the spectra yielded by the old and new models, where parton showers
are ordered in virtuality and transverse momentum, respectively.
Et-range. However, unlike the ∆η = 1 case, even the spectrum obtained with the new PYTHIA
model exhibits a meaningful discrepancy for Et > 100 GeV, which might signal that perhaps
even the new PYTHIA ordering variable is not completely adequate to describe non-global ob-
servables at large rapidity slices. A more detailed investigation of this issue is mandatory.
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Fig. 3: Transverse-energy spectrum in a rapidity gap ∆η = 3, according to the resummed calculation, HERWIG and
PYTHIA (old and new models).
2.0.3 Conclusions
We studied non-global observables, namely the transverse-energy flow in a rapidity gap, and in-
vestigated the role played by angular ordering in the leading-logarithmic resummation. We found
that the angular-ordering approximation indeed includes the bulk of the leading-logarithmic con-
tribution, as the results are not too different with respect to the full resummed calculation.
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The resummed spectra were compared with the results of the HERWIG and PYTHIA
Monte Carlo generators. We found that HERWIG, whose evolution variable is equivalent to
angular ordering in the soft limit, is in acceptable agreement with the resummation. As for
PYTHIA, the old model, based on virtuality ordering, with an option to veto non-angular-ordered
emissions, was found to be inadequate to describe non-global observables. The new model, or-
dered in transverse momentum and with an improved implementation of angular ordering, yields
predictions qualitatively similar to HERWIG for relatively small rapidity gaps, whereas remark-
able discrepancies are exhibited if the slice size is enlarged. In fact, as non-global observables are
often used to tune Monte Carlo generators to data, we believe that such a discrepancy needs to
be further investigated; otherwise, when fitting, e.g., the old PYTHIA model to data, one would
end up to include as much as 50% of perturbative leading logarithms in non-perturbative parame-
ters, associated with hadronization or underlying event. A deeper understanding of the PYTHIA
description of non-global observables, along with the application of the work here presented to
hadron colliders, is in progress.
3 Azimuthal decorrelation between hard final state jets
Author: Mrinal Dasgupta
One of the most commonly measured jet observables in experimental QCD studies is the
azimuthal decorrelation ∆φ between hard final-state jets. When compared to theory this quantity
is expected to provide valuable information both on QCD parameters (strong coupling, parton
distribution functions – PDFs) as well as dynamics in the near back-to-back region sensitive to
multiple soft and/or collinear emissions and non-perturbative effects. To this end it has been
often examined in experimental QCD studies at HERA and the Tevatron [14, 15], used for the
tuning of parameters of Monte Carlo event generator models and to constrain unintegrated PDFs
(uPDFs) in conjunction with HERA data [16].
In this study we aim to provide a more accurate theoretical prediction for this observable by
calculating a next-to-leading logarithm (NLL) resummed result which accounts for logarithmic
terms enhanced in the region where jets are back-to-back in azimuthal angle – ∆φ = π. Such
a resummation has not been carried out to date, the main complication being the application
of a jet algorithm to define the final state which has non-trivial implications for the standard
approximations that enable NLL resummation.
To be specific one is studying here an observable that is sensitive to energy flow outside
well-defined jet regions which potentially means that it and similar observables fall into the
category of non-global observables [17, 18]. Since it was shown that the resummation of non-
global observables is substantially more complicated than that for “global” quantities such as
most event-shape variables and in any case restricted to the large Nc approximation, the most
accurate theoretical predictions can be obtained only for global observables. This appears to
rule out the possibility of complete NLL estimates for many interesting jet observables including
the azimuthal decorrelation we study here. As far as existing predictions for jet observables are
concerned, the issue of non-global logarithms was not dealt with in Ref. [19] (published prior to
the discovery of non-global effects) where they would arise in threshold resummation for one of
the definitions (M2 = (p1+p2)2) of the dijet invariant mass studied there but would be absent for
the definition M2 = 2p1.p2. Further we should also mention here that the non-global component
has been incorrectly treated in Ref. [20] where it is mentioned that such effects will vanish with
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jet radius when in fact one obtains a saturation in the small R limit.
We shall show an interplay between the potential non-global nature of the observable and
the exact definition of the jet as provided by the choice of a recombination scheme. We show that
in one of the resummation schemes employed in experimental studies of the azimuthal correlation
the observable is in fact global and can be resummed to NLL accuracy. This may be taken as a
general example of how carefully selecting the definition of the observable and the jets one may
be able to render an exact NLL resummation possible, avoiding altogether the non-global issue
and hence encourage future resummed studies for important regions of phase space in the context
of jets.
3.0.4 Recombination scheme, kinematics and globalness
We wish to study the impact of two recombination schemes used to construct the angle ∆φ
between the final-state jets in dijet production. In the first scheme the jet azimuthal angle φj is
given by a pt-weighted sum over its hadronic constituents, φj =
∑
i∈j pt,iφi/
∑
i∈j pt,i, while in
the second scheme one constructs the jet four-vector pj =
∑
i∈j pi, with the sum running over
hadrons in the jet, and then parameterises pj = pt,j (cosh ηj , cosφj , sinφj , sinh ηj) to obtain
the jet azimuth φj . The first scheme is employed for instance by the H1 collaboration at HERA
while the latter (E-scheme) is currently prefered by the Tevatron experiments.
The transverse momenta of final-state particles can be parameterised as below:1
~pt,1 = pt,1(1, 0),
~pt,2 = pt,2(cos(π − ǫ), sin(π − ǫ)),
= pt,2(− cos ǫ, sin ǫ),
~kt,i = kt,i(cosφi, sinφi), (5)
where the hard final-state partons are labeled by 1 and 2 and the soft gluons by the label i. For
only soft emissions the hard partons are nearly back-to-back, pt,1 = pt,2 = pt and |ǫ| ≪ 1.
Using the above, in the scheme involving the pt-weighted sum one obtains for ∆φ =
φj1 − φj2,:
|π −∆φ| =
∣∣∣∣∣∑
i
kt,i
pt
(sinφi − θi1φi − θi2(π − φi))
∣∣∣∣∣+O (k2t ) , (6)
where θij = 1 if particle i is clustered to jet j and is zero otherwise. The definition above
implies that the observable in question is global since it is sensitive to soft emissions in the whole
phase-space, both in and outside the jets, and the dependence on soft emissions in either case is
linear in kt. This property ensures that it is possible to resum the large logarithms in the back-
to-back region to next-to-leading (single) logarithmic accuracy without resorting to the large Nc
approximation needed for non-global observables [17, 18].
Now turning to the E-scheme one obtains instead:
|π −∆φ| =
∣∣∣∣∣∣
∑
i/∈jets
kt,i
pt
sinφi
∣∣∣∣∣∣+O (k2t ) , (7)
1Here one is looking at the projections of particle momenta in the plane perpendicular to the beam direction in
hadron collisions or that perpendicular to the γ∗P axis in the DIS Breit or hadronic centre-of-mass (HCM) frames.
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where the sum extends only over all soft particles not recombined with the hard jets. Observables
sensitive to soft emissions in such delimited angular intervals are of the non-global variety [17,
18], and hence in the E-scheme definition of jets the azimuthal decorrelation is a non-global
observable.
3.0.5 Resummed Results
Having established that the observable at hand is a global observable in the pt-weighted recom-
bination scheme its resummation is now straightforward. We refer the reader to Ref. [21] for the
details and just quote the results below.
Taking first the case of dijets produced in DIS, the integrated cross-section ie the integral
of the distribution in π − ∆φ up to some fixed value ∆ is given by an integral over “impact
parameter” b
Σa(∆) =
1
π
∫ ∞
−∞
db
b
sin(b∆)e−Ra(b)fa
(
x, µ2f/b
2
)
. (8)
The index a denotes the flavour of incoming parton and the function Ra(b), known as the radiator,
embodies the soft and/or collinear single-gluon result for emission from a three hard parton
system while f denotes the PDF.
For the case of hadron collisions one can write a very similar formula to the one above
except that in this case one has to account for two incoming partons and hence there are two PDFs
while the relevant radiator now represents soft and collinear resummation from an ensemble of
four hard partons.
The result for Ra(b¯) for the DIS case can be expressed in terms of three pieces each with
a distinct physical origin:
Ra(b¯) = Rain(b¯) +R
a
out(b¯)− lnS
(
b¯, {p}) , (9)
with Rain and Raout being the contributions generated by emissions collinear to the incoming
(excluding the set of single-logarithms already resummed in the parton densities) and outgoing
legs respectively. In addition to these jet functions we have a soft function S(b¯, {p}) which
resums soft emission at large angles, and which depends on the geometry of the emitting hard
ensemble expressed here as a dependence on the set of hard Born momenta {p}.
While our results eventually include the two-loop running of the coupling which is nec-
essary to obtain full NLL accuracy (compute the full functions g1 and g2), for brevity and to
illustrate the main features we report our results here in a fixed coupling approximation. In this
case we simply obtain:
Raout(b¯) = (C
a
1 + C
a
2 )
αs
2π
(
2
3
L2 +
4
3
L
(
− ln 3− 4 ln 2 + 3 ln Q
pt
))
+
+
4
3
αs
2π
(Ca1B
a
1 + C
a
2B
a
2 )L, (10)
Rain = C
a
i
αs
2π
(
2L2 + 4L
(
− ln 2 + ln Q
pt
))
+ 4Cai
αs
2π
Bai L, (11)
lnS(b¯, {p}) = −4L
(
2CF
αs
2π
ln
Qqq′
Q
+ CA
αs
2π
ln
QqgQgq′
Qqq′Q
)
, (12)
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with L = ln b¯. In the above Cai is the colour charge of the incoming parton in channel a, for
instance Cai = CF for a = q, the incoming quark channel. Likewise Ca1,2 are the colour charges
of the partons initiating the outgoing jets 1 and 2 in channel a. The main aspect of the results
for the collinear Raout,in jet functions is a leading double logarithmic behaviour, where one notes
the unfamiliar coefficient 2/3 (different from all commonly studied event shape variables for
instance) associated to the double logs on the outgoing legs, i.e. in the function Raout. Addition-
ally hard collinear radiation is described by single-logarithmic terms with the coefficients CℓBℓ
for each leg, with the appropriate colour charge Cℓ (ℓ = i, 1, 2) and Bi,1,2 depending on the
identities (spins) of the incoming and outgoing partons such that Bℓ = −3/4 for fermions and
Bℓ = −(11CA − 4TRnf )/(12CA) for a gluon.
Finally we have the soft wide-angle single-logarithmic contribution lnS, which depends
on the geometry of the hard three-jet system via the dependence on dipole invariant masses
Qij = 2(pi.pj). This structure is characteristic of soft inter-jet radiation for three-jet systems
(see e.g. Ref. [22] for a detailed discussion). The result can be easily extended to the case of
hadron collisions as shown in Ref. [21].
3.0.6 Results and Discussion
To provide a final resummed result for the ∆φ distribution one still needs to carry out the b
integration in Eq. (8). The b integral is not well behaved at small and large b. At small b one is
outside the jurisdiction of resummation and hence free to modify the small b behaviour with a
prescription that does not affect the next-to-leading logarithms (see Ref. [21]). At large b one has
to regulate the effect of the Landau pole in the running coupling and introduce non-perturbative
corrections which procedure is described in Ref. [21].
We plot the resummed result for the ∆φ distribution in Fig. 4 along with the fixed order
predictions for dijet production in DIS with Q2 = 67 Gev2 and x = 2.86 · 10−3. These values
and other cuts on the jets have been taken from the H1 study to which we would eventually
compare our results. As we can see the fixed order predictions diverge as expected near ∆φ = π.
This divergence is cured by the resummation that goes to a fixed non-zero value at ∆φ = π. Of
note here is the absence of a Sudakov peak since the Sudakov mechanism does not dominate the
b integral at very small ∆ = |π − ∆φ|. The dominant mechanism to obtain back-to-back jets
is thus a one-dimensional cancellation between emissions rather than a suppression of the kt of
each individual emission, leading to a washout of the Sudakov peak.
In order to obtain complete predictions which can be compared to data two further de-
velopments need to be made: matching to fixed-order NLO predictions and inclusion of non-
perturbative effects. These issues will be addressed in forthcoming work.
4 Matching of NLLA to NNLO calculation for event shapes in e+e−
Author: Gionata Luisoni
Event shape distributions in e+e− annihilation processes are very popular hadronic observ-
ables. Their popularity is mainly due to the fact that they are well suited both for experimental
measurement and for theoretical calculations because many of them are infrared and collinear
safe.
The deviation from simple two-jet configurations, which are a limiting case in event
shapes, is proportional to the strong coupling constant αs, so that by comparing the measured
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Fig. 4: The resummed ∆φ distribution for dijets in DIS. Also shown for comparison are the leading order (LO) and
next-to-leading order (NLO) predictions from NLOJET++.
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α¯sA (y) α¯sL α¯sL2
α¯2sB (y, xµ) α¯2sL α¯2sL2 α¯2sL3 α¯2sL4
α¯3sC (y, xµ) α¯3sL α¯3sL2 α¯3sL3 α¯3sL4 α¯3sL5 α¯3sL6
Table 1: Powers of the logarithms present at different orders in perturbation theory. The colour highlights the different
orders in resummation: LL (red) and NLL (blue). The terms in green are contained in the LL and NLL contributions
and exponentiate trivially with them.
event shape distribution with the theoretical prediction, one can determine αs [23]. Below we
will concentrate on this, using the newly available NNLO [24] and NLLA+NNLO results. At
LEP, a standard set of event shapes was studied in great detail: thrust T (which is substituted
here by τ = 1 − T ), heavy jet mass ρ, wide and total jet broadening BW and BT , C-parameter
and two-to-three-jet transition parameter in the Durham algorithm Y3. The definitions of these
variables, which we denote collectively as y in the following, are summarized in [25]. The two-jet
limit of each variable is y → 0.
The theoretical state-of-the-art description of event shape distributions was based until
very recently on the matching of the NLLA [26] onto the NLO [27–30] calculation. The newly
available results of the NNLO corrections for the standard set of event shapes [24] introduced
above, permits now to match them with resummed calculations, obtaining theoretical distribu-
tions at NLLA+NNLO.
At NNLO the integrated cross section
R (y,Q, µ) ≡ 1
σhad
∫ y
0
dσ (x,Q, µ)
dx
dx,
has the following fixed-order expansion:
R (y,Q, µ) = 1 + α¯s (µ)A (y) + α¯2s (µ)B (y, xµ) + α¯3s (µ) C (y, xµ) .
where α¯s = αs/(2π) and xµ = µ/Q. Approaching the two-jet region event shapes display large
infrared logarithms which spoil the convergence of the series expansion. The main contribution
in this case comes from the highest power of the logarithms which have to be resummed to all
orders. For suitable observables resummation leads to exponentiation. At NLLA the resummed
expression is given by
R (y,Q, µ) = (1 +C1α¯s) e(Lg1(αsL)+g2(αsL)) ,
where the function g1 (αsL) contains all leading-logarithms (LL), g2 (αsL) all next-to-leading-
logarithms (NLL) and µ = Q is used. Terms beyond NLL have been consistently omitted. The
resummation functions g1(αsL) and g2(αsL) can be expanded as power series in α¯sL
Lg1 (αsL) = G12L2α¯s +G23L3α¯2s +G34L
4α¯3s + . . . (LL) ,
g2 (αsL) = G11L α¯s +G22L2α¯2s +G33L
3α¯3s + . . . (NLL) . (13)
Table 1 shows the logarithmic terms present up to the third order in perturbation theory. From
the expansion (13) of the exponentiated resummation functions it follows immediately, that at
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the fixed-order level, the LL are terms of the form αnSLn+1, the NLL terms go like αnSLn, and so
on.
Closed analytic forms for functions g1(αsL), g2(αsL) are available for τ and ρ [31], BW
and BT [32, 33], C [34, 35] and Y3 [36], and are collected in the appendix of [37]. For τ the
g3 (αsL) function is also known [38].
To obtain a reliable description of the event shape distributions over a wide range in y, it
is mandatory to combine fixed-order and resummed predictions. To avoid the double counting
of terms common to both, the two predictions have to be matched to each other. A number of
different matching procedures have been proposed in the literature, see for example [25] for a
review. We computed the matching in the so-called lnR-matching [26] since in this particular
scheme, all matching coefficients can be extracted analytically from the resummed calculation,
while most other schemes require the numerical extraction of some of the matching coefficients
from the distributions at fixed order. The lnR-matching at NLO is described in detail in [26]. In
the lnR-matching scheme, the NLLA+NNLO expression is
ln (R (y, αS)) = Lg1 (αsL) + g2 (αsL) + α¯S
(A (y)−G11L−G12L2)
+ α¯2S
(
B (y)− 1
2
A2 (y)−G22L2 −G23L3
)
+ α¯3S
(
C (y)−A (y)B (y) + 1
3
A3 (y)−G33L3 −G34L4
)
. (14)
The matching coefficients appearing in this expression can be obtained from (13) and are listed
in [37]. To ensure the vanishing of the matched expression at the kinematical boundary ymax a
further shift of the logarithm is made [25].
The full renormalisation scale dependence of (14) is given by replacing the coupling con-
stant, the fixed-order coefficients, the resummation functions and the matching coefficients as
follows:
αs → αs(µ) ,
B (y) → B (y, µ) = 2β0 lnxµA (y) + B (y) ,
C (y) → C (y, µ) = (2β0 lnxµ)2A (y) + 2 lnxµ [2β0B (y) + 2β1A (y)] + C (y) ,
g2 (αSL) → g2
(
αSL,µ
2
)
= g2 (αSL) +
β0
π
(αSL)2 g′1 (αSL) lnxµ ,
G22 → G22 (µ) = G22 + 2β0G12 lnxµ ,
G33 → G33 (µ) = G33 + 4β0G23 lnxµ .
In the above, g′1 denotes the derivative of g1 with respect to its argument. The LO coefficient A
and the LL resummation function g1, as well as the matching coefficients Gi i+1 remain indepen-
dent of µ.
In the two upper plots of Fig. 5 we compare the matched NLLA+NNLO predictions for
the heavy jet mass with the fixed-order NNLO predictions, and the matched NLLA+NLO with
fixed-order NLO. All distributions were weighted by the respective shape variables. We use
Q = MZ and fix xµ = 1, the strong coupling constant is taken as αs(MZ) = 0.1189. To quan-
tify the renormalisation scale uncertainty, we have varied 1/2 < xµ < 2, resulting in the error
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Fig. 5: Matched distributions of heavy jet mass ρ,.
band on these figures. The effects visible for the heavy jet mass are common to the whole set of
observables which were analyzed. The most striking observation is that the difference between
NLLA+NNLO and NNLO is largely restricted to the two-jet region, while NLLA+NLO and
NLO differ in normalisation throughout the full kinematical range. This behaviour may serve as
a first indication for the numerical smallness of corrections beyond NNLO in the three-jet region.
In the approach to the two-jet region, the NLLA+NLO and NLLA+NNLO predictions agree by
construction, since the matching suppresses any fixed-order terms. On the plot in the lower left
corner we observe that the difference between NLLA+NNLO and NLLA+NLO is only moderate
in the three-jet region. The renormalisation scale uncertainty in the three-jet region is reduced by
20-40% between NLLA+NLO and NLLA+NNLO. Finally the lower-right plot shows the parton-
level fixed NNLO and the matched NLLA+NLO and NLLA+NNLO predictions are compared
to hadron-level data taken by the ALEPH experiment. The description of the hadron-level data
improves between parton-level NLLA+NLO and parton-level NLLA+NNLO, especially in the
three-jet region. The behavior in the two-jet region is described better by the resummed predic-
tions than by the fixed-order NNLO, although the agreement is far from perfect. This discrepancy
can in part be attributed to hadronisation corrections, which become large in the approach to the
two-jet limit. A very recent study of logarithmic corrections beyond NLLA for the thrust dis-
tribution [38] also shows that subleading logarithms in the two-jet region can account for about
half of this discrepancy.
With the new NNLO and NLLA+NNLO results a new extraction of αs can be performed.
For this we used public ALEPH data at center-of-mass energies between 91 and 209 GeV [39].
The data are corrected to hadron level using Monte Carlo (MC) corrections and accounting for
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initial- and final-state-radiation (ISR/FSR) as well as background. They are fitted by NNLO
respectively NLLA+NNLO predictions, including NLO quark mass corrections, folded to hadron
level by means of MC generators. Finally, after estimating the missing higher orders using the
uncertainty band method [25], the fits of 8 data sets and 6 different variables are combined
together [23].
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Fig. 6: Fit to ALEPH data for thrust.
The part of the distribution chosen for the fit (Fig. 6) is the one where the hadronizations
and detector corrections are smaller than 25%. In the case of the NNLO distributions, the range
was further reduced in the 2-jet region because of the divergence of the theoretical predictions.
Only the statistical uncertainties are included in the χ2.
At NNLO we see a clear improvement with respect to the old NLO results. The fit is of a
good quality although it still includes large statistical uncertainties of the C coefficient and in the
2-jet region the NLLA+NLO predictions still yields a better result. The improvement between
NNLO and NLLA+NNLO in visible especially in the 2-jet region. The fit range is also more
extended in this direction. For the resulting αs we observe that using fixed-order predictions
leads basically to higher values, and that in both fixed-order and matched predictions there is
a tendency for αs to decrease passing from NLO to NNLO. Finally computing the weighted
average for αs from the 6 variables we obtain [23]:
α¯s (MZ) = 0.1240 ± 0.0008 (stat) ± 0.0010 (exp) ± 0.0011 (had) ± 0.0029 (theo).
From Fig. 7 it is clearly visible that the results for the different variables are coherent and the
scattering is much reduced. The improvement with respect to the NLO result in also remarkable.
The combined results for the NLLA+NLLO fits are still work-in-progress, but it can be
anticipated that the improvement coming from the inclusion of resummed calculation will be less
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Fig. 7: Combination of αs fits at NLO, NLLA+NLO and NNLO.
dramatic than the one obtained at NLO level. The reason for this is that the compensation for the
two-loop running of the coupling constant is present only in the NNLO coefficient and not in the
resummed part.
These results shows that there is space for further improvements, which could be obtained
by resumming subleading logarithms similarly to what was done recently for thrust [38]. Im-
provements are also expected from the addition of electroweak corrections. Finally, a further
step forward in the comparison of theoretical predictions with experimental data could be done
by using modern MC tools based on NLO calculations matched with parton showers for the
computation of the hadronizations corrections.
5 Precision resummed QEDxQCD theory for LHC physics: status and update
Authors: B.F.L. Ward, S. Joseph, Swapan Majhi, S.A. Yost
With the advent of the LHC, we enter the era of precision QCD, by which we mean
predictions for QCD processes at the total theoretical precision tag of 1% or better. The at-
tendant requirement for this theoretical precision is control of the O(α2sLn1 , αsαLn2 , α2Ln3),
n1 = 0, 1, 2, n2 = 1, 2, n3 = 2 corrections in the presence of realistic parton showers, on an
event-by-event basis – here, L is a generic big logarithm. This is the objective of our approach
to precision QCD theory, which for example will be needed for the expected 2% experimen-
tal precision [40–42] at the LHC for processes such as pp → V + m(γ) + n(G) + X →
ℓ¯ℓ′ + m′(γ) + n(G) + X, V = W±, Z , and ℓ = e, µ, ℓ′ = νe, νµ(e, µ) for V = W+(Z)
respectively, and ℓ = νe, νµ, ℓ′ = e, µ respectively for V =W−. Here, we present the elements
of our approach and its recent applications in Monte Carlo (MC) event generator studies, which
are still preliminary.
At such a precision as we have as our goal, issues such as the role of QED are an inte-
gral part of the discussion and we deal with this by the simultaneous resummation of QED and
QCD large infrared (IR) effects, QED ⊗QCD resummation [43–49] in the presence of parton
showers, to be realized on an event-by-event basis by MC methods. This is reviewed in the next
section. Let us note already that in Refs. [50–55] it has been shown that QED evolution enters
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at the ∼ 0.3% level for parton distributions and that in Refs. [56, 57] it has been shown that EW
(large Sudakov logs, etc.) effects at LHC energies, as W’s and Z’s are almost massless on the
TeV scale, can enter at the several percent level – such corrections must be treated systematically
before any claim of 1% precision can be taken seriously. We are presenting a framework in which
this can be done. The new amplitude-based resummation algebra then leads to a new scheme for
calculating hard hadron-hadron scattering processes, IR-improved DGLAP-CS theory [58] for
parton distributions, kernels, reduced cross sections with the appropriate shower/ME matching.
This is summarized in Sec. 1.4.3. In this latter section, with an eye toward technical precision
cross checks plus possible physical effects of heavy quark masses, we also deal with the issue of
quark masses as collinear regulators [59–63] as an alternative [64] to the usual practice of setting
all initial state quark masses to zero in calculating initial state radiation (ISR) effects in higher
order QCD corrections. We also discuss in Sec. 1.4.3 the relationship between our resummation
algebra and that of Refs. [65–69], as again such comparisons will be necessary in assessing the
ultimate theoretical precision tag. In Sec. 1.4.4, we illustrate recent results we have obtained for
the effects of our new approach on the parton showers as they are generated with the HERWIG6.5
MC [70]. Extensions of such studies to PYTHIA [71] and MC@NLO [72, 73] are in progress.
Section 1.4.5 contains summary remarks.
As a point of reference, in Ref. [74] it has been argued that the current state-of-the-
art theoretical precision tag on single Z production at the LHC is (4.1 ± 0.3)% = (1.51 ±
0.75)%(QCD)⊕ 3.79(PDF )⊕ 0.38± 0.26(EW )%, where the results of Refs. [72,73,75–86]
have been used in this precision tag determination.2
5.0.7 QED⊗QCD Resummation
In Refs. [43–49], we have extended the YFS theory to the simultaneous exponentiation of the
large IR terms in QCD and the exact IR divergent terms in QED, so that for the prototypical
subprocesses Q¯′Q→ Q¯′′′Q′′ +m(G) + n(γ) we arrive at the new result
dσˆexp = eSUMIR(QCED)
∞∑
m,n=0
1
m!n!
∫ m∏
j1=1
d3kj1
kj1
n∏
j2=1
d3k′j2
k′j2
∫
d4y
(2π)4
eiy·(p1+q1−p2−q2−
P
kj1−
P
k′j2 )+DQCED
˜¯βm,n(k1, . . . , km; k′1, . . . , k
′
n)
d3p2
p 02
d3q2
q 02
,
(15)
where the new YFS [88–98] residuals, defined in Refs. [43–49], ˜¯βm,n(k1, . . . , km; k′1, . . . , k′n),
with m hard gluons and n hard photons, represent the successive application of the YFS ex-
pansion first for QCD and subsequently for QED. The functions SUMIR(QCED),DQCED are
determined from their analogues SUMIR(QCD),DQCD in Refs. [99–104] via the substitutions
BnlsQCD → BnlsQCD +BnlsQED ≡ BnlsQCED,
B˜nlsQCD → B˜nlsQCD + B˜nlsQED ≡ B˜nlsQCED,
S˜nlsQCD → S˜nlsQCD + S˜nlsQED ≡ S˜nlsQCED (16)
2Recently, the analogous estimate for single W production has been given in Ref. [87] – it is ∼ 5.7%.
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everywhere in expressions for the latter functions given in Refs. [99–104] – see Refs. [43–49]
for the details of this substitution. It can be readily established [43–49] that the QCD dominant
corrections happen an order of magnitude earlier in time compared to those of QED so that the
leading term ˜¯β0,0 already gives us a good estimate of the size of the effects we study.
Important in any total theoretical prediction is knowledge of possible systematic issues
associated with one’s methods. This entails the relationship between different approaches to
the same classes of corrections and moves us to the relationship between our approach to QCD
resummation and the more familiar approach in Refs. [65–67]. It has been shown in Ref. [105]
that the latter approach is entirely equivalent to the approach in Refs. [68, 69]. Establishing the
relationship between our approach and that in Refs. [65–67] will then suffice to relate all three
approaches.
In Ref. [106] the more familiar resummation for soft gluons in Refs. [65–67] is applied
to a general 2 → n parton process [f] at hard scale Q, f1(p1, r1) + f2(p2, r2) → f3(p3, r3) +
f4(p4, r4) + · · ·+ fn+2(pn+2, rn+2), where the pi, ri label 4-momenta and color indices respec-
tively, with all parton masses set to zero to get
M[f ]{ri} =
C∑
L
M[f ]L (cL){ri}
= J [f ]
C∑
L
SLIH
[f ]
I (cL){ri},
(17)
where repeated indices are summed, J [f ] is the jet function, SLI is the soft function which de-
scribes the exchange of soft gluons between the external lines, and H [f ]I is the hard coefficient
function. The attendant IR and collinear poles are calculated to 2-loop order. To make con-
tact with our approach, identify in Q¯′Q → Q¯′′′Q′′ +m(G) in (15) f1 = Q, Q¯′, f2 = Q¯′, f3 =
Q′′, f4 = Q¯′′′, {f5, · · · , fn+2} = {G1, · · · , Gm} so that n = m+2 here. Observe the following:
• By its definition in Eq.(2.23) of Ref. [106], the anomalous dimension of the matrix SLI
does not contain any of the diagonal effects described by our infrared functions ΣIR(QCD)
and DQCD.
• By its definition in Eqs.(2.5) and (2.7) of Ref. [106], the jet function J [f ] contains the
exponential of the virtual infrared function αsℜBQCD, so that we have to take care that
we do not double count when we use (17) in (15) and the equations that lead thereto.
It follows that, referring to our analysis in Ref. [107], we identify ρ¯(m) in Eq.(73) in this latter
reference in our theory as
ρ¯(m)(p1, q1, p2, q2, k1, · · · , km) =
∑
colors,spin
|M′[f ]{ri}|
2
≡
∑
spins,{ri},{r′i}
hcs{ri}{r′i}|J¯
[f ]|2
C∑
L=1
C∑
L′=1
S
[f ]
LIH
[f ]
I (cL){ri}
(
S
[f ]
L′I′H
[f ]
I′ (cL′){r′i}
)†
,
(18)
where here we defined J¯ [f ] = e−αsℜBQCDJ [f ], and we introduced the color-spin density matrix
for the initial state, hcs. Here, we recall (see Refs. [58, 107], for example) that in our theory, we
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have
dσˆn =
e2αsReBQCD
n!
∫ n∏
m=1
d3km
(k2m + λ2)1/2
δ(p1 + q1 − p2 − q2 −
n∑
i=1
ki)
ρ¯(n)(p1, q1, p2, q2, k1, · · · , kn)d
3p2d
3q2
p02q
0
2
, (19)
for n-gluon emission. It follows that we can repeat thus our usual steps (see Refs. [58, 107]) to
get the QCD corrections in our formula (15), without any double counting of effects. This use of
the results in Ref. [106] is in progress.
5.0.8 IR-Improved DGLAP-CS Theory: Applications
In Refs. [58,107] it has been shown that application of the result (15) to all aspects of the standard
formula for hard hadron-hadron scattering processes,
σ =
∑
i,j
∫
dx1dx2Fi(x1)Fj(x2)σˆ(x1x2s) (20)
where the {Fi(x)} and σˆ denote the parton densities and reduced cross section, respectively,
leads one to its application to the DGLAP-CS theory itself for the kernels which govern the
evolution of the parton densities in addition to the the implied application to the respective hard
scattering reduced cross section. The result is a new set of IR-improved kernels [58],
Pqq(z) = CFFY FS(γq)e
1
2
δq
[
1 + z2
1− z (1− z)
γq − fq(γq)δ(1 − z)
]
, (21)
PGq(z) = CFFY FS(γq)e
1
2
δq 1 + (1− z)2
z
zγq , (22)
PGG(z) = 2CGFY FS(γG)e
1
2
δG{1− z
z
zγG +
z
1− z (1− z)
γG
+
1
2
(z1+γG(1− z) + z(1− z)1+γG)− fG(γG)δ(1 − z)}, (23)
PqG(z) = FY FS(γG)e
1
2
δG
1
2
{z2(1− z)γG + (1− z)2zγG}. (24)
in the standard notation, where
γq = CF
αs
π
t =
4CF
β0
(25)
δq =
γq
2
+
αsCF
π
(
π2
3
− 1
2
) (26)
γG = CG
αs
π
t =
4CG
β0
(27)
δG =
γG
2
+
αsCG
π
(
π2
3
− 1
2
) (28)
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and
FY FS(γq) =
e−CEγq
Γ(1 + γq)
, (29)
so that
fq(γq) =
2
γq
− 2
γq + 1
+
1
γq + 2
(30)
fG(γG) =
nf
CG
1
(1 + γG)(2 + γG)(3 + γG)
+
2
γG(1 + γG)(2 + γG)
(31)
+
1
(1 + γG)(2 + γG)
+
1
2(3 + γG)(4 + γG)
(32)
+
1
(2 + γG)(3 + γG)(4 + γG)
. (33)
Here, CE = 0.5772... is Euler’s constant and Γ(w) is the Euler Gamma function. We see that the
kernels are integrable at the IR end-points and this admits a more friendly MC implementation,
which is in progress.
Some observations are in order. First, we note that the connection of (24) with the higher-
order kernel results in Refs. [108–117] is immediate and has been shown in Refs. [58, 107].
Second, there is no contradiction with the standard Wilson expansion, as the terms we resum are
not in that expansion by its usual definition. Third, we do not change the predicted cross section:
we have a new scheme such that the cross section in (20) becomes
σ =
∑
i,j
∫
dx1dx2F
′
i(x1)F ′j(x2)σˆ′(x1x2s) (34)
order by order in perturbation theory, where {P exp} factorize σˆunfactorized to yield σˆ′ and its
attendant parton densities {F ′i}. Fourth, when one solves for the effects of the exponentiation in
(24) on the actual evolution of the parton densities from the typical reference scale ofQ0 ∼ 2GeV
to Q = 100 GeV one finds [58, 107] shifts of ∼ 5% for the NS n=2 moment for example, which
is thus of some phenomenological interest– see for example Ref. [118]. Finally, we note that we
have used [43–49] the result (15) for single Z production with leptonic decay at the LHC (and
at FNAL) to focus on the ISR alone, for definiteness and we find agreement with the literature
in Refs. [119–123] for exact O(α) results and Refs. [124–126] for exact O(α2s) results, with a
threshold QED effect of 0.3%, similar to that found for the parton evolution itself from QED in
Refs. [50–55]. Evidently, any 1% precision tag must account for all such effects.
5.0.9 Shower/ME Matching
In using (15) in (34) for σˆ′(xixj), we intend to combine our exact extended YFS calculus with
HERWIG [70] and PYTHIA [71] as follows: they generate a parton shower starting from (x1, x2)
at the factorization scale µ after this point is provided by the {F ′i} and we may use [43–49]
either a pT -matching scheme or a shower-subtracted residual scheme where the respective new
residuals { ˆ¯˜βn,m(k1, . . . , kn; k′1, . . . , k′m)} are obtained by expanding the shower formula and the
result in (15) on product and requiring the agreement with exact results to the specified order.3
3See Ref. [127, 128] for a realization of the shower subtracted residual scheme in the context of QED parton
showers.
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This combination of theoretical constructs can be systematically improved with exact results
order-by-order in αs, α, with exact phase space. 4 The recently developed new parton evolution
algorithms in Refs. [129, 130] may also be used here.
The issue of the non-zero quark masses in the ISR is present when one wants 1% precision,
as we know that the parton densities for the heavy quarks are all different and the generic size of
mass corrections for bremsstrahlung is αs/π for cross sections [131], so that one would like to
know whether regularizing a zero-mass ISR radiation result with dimensional methods, carrying
through the factorization procedure gives the same result as doing the same calculation with the
physical, non-zero mass of the quark and again carrying through the factorization procedure to
the accuracy α2s/π2, for example. Until the analysis in Ref. [64], this cross check was not possible
because in Refs. [59–62] it was shown that there is a lack of Bloch-Nordsieck cancellation in the
ISR at O(α2s) unless the radiating quarks are massless. The QCD resummation algebra, as used
in (15), allows us to obviate [64] this theorem, so that now such cross checks are possible and
they are in progress.
5.0.10 Sample MC data: IR-Improved Kernels in HERWIG6.5
We have preliminary results on IR-improved showers in HERWIG6.5: we compare the z - distri-
butions and the pT of the IR-improved and usual DGLAP-CS showers in the Figs. 8-10. As we
would expect, the IR-improved shower re-populates the soft region in both variables. The details
of the implementation procedure and the respective new version of HERWIG6.5, HERWIG6.5-
YFS, will appear elsewhere [132]. The analogous implementations in PYTHIA and MC@NLO
are in progress, as are comparisons with IR-safe observables.
5.0.11 Conclusions
The theory of Refs. [88, 89] extends to the joint resummation of QED and QCD with proper
shower/ME matching built-in. For the simultaneous QED⊗QCD resummed theory, full MC
event generator realization is open: a firm basis for the complete O(α2s , ααs, α2) MC results
needed for precision LHC physics has been demonstrated and all the latter are in progress – see
Refs. [133–137] for new results on ǫ expansions for the higher-order Feynman integrals needed
to isolate the residuals in our approach, for example. This allows cross check between residuals
isolated with the quark masses as regulators, something now allowed by the result in Ref. [64],
and those isolated in dimensional regularization for the massless quark limit. Such cross checks
are relevant for precision QCD theory. The first MC data have been shown with IR-improved
showers in HERWIG6.5. The spectra are softer as expected. We look forward to the detailed
comparison with IR-safe observables as generated with IR-improved and with the usual showers
– this will appear elsewhere. [132]. Already, semi-analytical results at the ˜¯β0,00,0 are consistent
with the literature on single Z production, while a cross check for the analogous W production is
near. As the QED is at 0.3% at threshold, it is needed for 1% precision.
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Jets and jet algorithms
Victor Coco, Pierre-Antoine Delsart, Juan Rojo, Christian Sander Gre´gory Soyez
Jets are an important tool in hadronic physics and they will play a predominant role at the
LHC. By defining jets as clusters of particles one aims at accessing, from the final-state particles,
the underlying hard parton-level processes. Therefore jets are an essential tool for a variety of
studies, such as top reconstruction, mass measurements, Higgs and new physics (NP) searches.
Furthermore, they are instrumental for QCD studies, e.g. for inclusive jet measurements, which
in turn constitute an important input for the determination of parton distribution functions. By
clustering particles into jets, jet algorithms reduce complicated multiparticle events in simple
final states with few jets. This procedure and the way particles are recombined together (e.g. the
E- or P -scheme) is fundamentally non-unique.
In the following we will present recent progress in the description of jets, both from the
phenomenological and the experimental points of view. In particular, we will focus on different
aspects of the SISCone and anti-kt jet algorithms. We will also describe jet finding strategies and
jet reconstruction and calibration techniques being developed by the LHC experiments ATLAS,
CMS and LHCb.
Finally, a recurring question in jet studies is what the best jet definition for a given physics
analysis is. We will present a proposal of a characterization of jet-finding “quality” designed to
be simple, robust, physical and reasonably representative of common analysis tasks.
1 The SISCone and anti-kt jet algorithms
Author: Gre´gory Soyez
Two broad classes of jet definitions exist. The first one works by defining a distance
between pairs of particles, performing successive recombinations of the pair of closest particles
and stopping when all resulting objects are too far apart. Algorithms within this clustering class
differ by the definition of the distance, frequent choices being d2ij = min(k2t,i, k2t,j)(∆y2ij+∆φ2ij)
for the kt algorithm [1,2], and d2ij = (∆y2ij +∆φ2ij) for the Cambridge-Aachen algorithm [3,4].
Cone algorithms make up the second class, where jets are defined as dominant directions
of energy flow. One introduces the concept of stable cone as a circle of fixed radius R in the
y − φ plane such that the sum of all the momenta of the particles within the cone points in the
same direction as the centre of the circle. Cone algorithms attempt to identify all the stable cones.
Most implementations use a seeded approach to do so: starting from a given seed e.g., a given
direction for the centre of the cone, one computes the contents of the cone, takes the resulting
momentum as a new direction and iterates until the cone is found stable. The set of seeds can be
taken as the set of initial particles (sometimes over a pt threshold) or as the midpoints between
previously-found stable cones. As we shall see, this iterative method fails to identify all stable
cones, leading to infrared (IR) or collinear unsafety in the perturbative computations.
Cone algorithms can be split into two sub-classes according to how they deal with the fact
that stable cones may overlap. On the one hand, cone algorithms with split-merge identify the
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Fig. 1: Stable cones found by the midpoint algorithm for a 3-particle event (left) and for the same event with an
additional infinitely soft gluon (right).
hardest overlapping pair of stable cones and merge (split) them if they share more (less) than
a fraction f of the hardest cone. JetClu, midpoint and the ATLAS cone algorithms are typical
representatives of that sub-class. On the other hand, cone algorithms with progressive removal
start with the hardest unclustered particle, iterate from there until a stable cone is found and call
it a jet. Its contents are removed and one starts again with the remaining particles. The CMS
iterative cone is the typical example of this second sub-class, with the particular feature that hard
jets are fully conical.
The Snowmass accords have established a series of requirements that any jet algorithm has
to fulfill. These are basically that one can use the algorithm for theoretical computations, e.g. it
gives finite perturbative results, as well as for experimental purposes, e.g. it runs fast enough and
has small corrections from hadronisation and the underlying event.
We show in these proceedings that both the cone algorithms with split-merge and with
progressive removal fail to give finite perturbative results. More precisely, we illustrate that mid-
point suffers from IR unsafety and the iterative cone is collinear unsafe. We introduce SISCone
and the anti-kt algorithms as infrared- and collinear-safe solutions to those problems that do not
spoil the experimental usability. We conclude by discussing the importance of using these new
algorithms if we want to take full advantage of jet studies at the LHC.
1.1 SISCone as a replacement for the midpoint algorithm
Let us consider the 3-particle event displayed in Fig. 1(a). When clustered with the midpoint al-
gorithm, 2 stable cones are found, leading to two jets: one with particles 1 and 2 and a second one
with particle 3. If one adds to that hard event an infinitely soft gluon as shown in Fig. 1(b), a third
stable cone is found and the three hard particles are clustered in a single jet. This change in the jet
structure upon addition of soft particles, a phenomenon which happens with infinite probability
in perturbative QCD, gives rise to divergences in the perturbative expansion and proves that the
midpoint algorithm is IR unsafe1. Note also that the situation is even worse with JetClu or the
ATLAS cone algorithms, where the IR unsafety is already present in events with 2 particles, i.e.
one order earlier in the perturbative expansion.
1Note that when a seed threshold is used, the midpoint algorithm becomes collinear unsafe.
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Fig. 2: Clustering time for SISCone compared to typical implementations of the midpoint and anti-kt algorithms.
This problem arises from the fact that the seeded approach misses stable cones — here the
one containing particles 2 and 3 in Fig. 1(a). The workaround to restore IR safety is thus to find
a seedless method that provably identifies all stable cones. This is notoriously complex: a naive
approach testing the stability of all subsets of particles [5] has a complexity of order N × 2N for
N particles which is much slower than theO(N3) complexity of the midpoint algorithm, making
this solution unusable for experimental purposes.
The solution [6] is to use the geometrical observation that any enclosure in the y−φ plane
can be moved without changing its contents until it touches two points. Browsing all pairs of
particles allows thus to enumerate all possible cones and to check their stability at an overall cost
of O(N3). Additional efforts to limit the amount of full stability tests to its minimum can even
bring the final complexity to O(N2 log(N)), i.e. faster than the midpoint algorithm. This has
been implemented [6–9] in a C++ code named SISCone (Seedless Infrared Safe Cone). Fig. 2
illustrates the fact that in practice SISCone runs faster than the typical implementations of the
midpoint algorithm without a seed threshold and at least as fast as when a 1 GeV seed threshold
is used.
Therefore, SISCone is the first cone algorithm to satisfy the Snowmass requirements, that
is to be at the same time IR and collinear safe, and to be fast enough to be used in experimental
analysis.
1.2 Anti-kt as a replacement for the iterative cone algorithm
As for the midpoint algorithm, we start by considering an event with three hard particles (see
Fig. 3(a)). When clustered with the iterative cone, iteration starts with particle 2, one stable cone
containing all particles is found, resulting in a 1-jet event. If we now split the hardest particle (2)
into two collinear particles (2a and 2b) — a process that also happens with an infinite probability
in perturbative QCD — as shown on Fig. 3(b), clustering with the iterative cone now starts with
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Fig. 3: Jets found by the iterative cone for a 3-particle event (left) and for the same event with a collinear splitting
(right).
particle 1 which, after iteration, gives a first jet made of particle 1 plus the two collinear ones,
then a second jet with particle 3. This example proves that the iterative cone algorithm is collinear
unsafe.
Quite surprisingly, we can find a solution to that problem by coming back to the class of
the recombination algorithms. The distance measures introduced earlier can be written as
d2ij = min(k
2p
t,i , k
2p
t,j)(∆y
2
ij +∆φ
2
ij),
with p = 1 for the kt algorithm and p = 0 for the Cambridge-Aachen algorithm. We can then
consider a third case, the one for which p = −1 and call it the anti-kt algorithm [10]. Obviously,
this algorithm is IR and collinear safe. Furthermore, its implementation can benefit from the
same geometrical observations that allowed for fast implementation of the kt algorithm [8]. The
anti-kt algorithm thus runs at a speed similar to the one of the kt algorithm, which certainly
makes it usable for experimental purposes as seen on Fig. 2.
Fig. 4: Illustration of the regularity of the jets obtained with
the anti-kt algorithm.
To understand the link between the
anti-kt algorithm and the iterative cone algo-
rithm, we note from the definition of the anti-
kt distance that pairs involving a hard particle
will be given small distances. This means that
soft particles will be recombined with hard
ones before recombining among themselves.
As a result, the hard jets will have a circular
boundary. This soft-resilience of the anti-kt
algorithm is exactly the hallmark of the itera-
tive cone and it is in that respect that the anti-
kt can be seen as its IR and collinear safe re-
placement.
To illustrate this property, we show in
Fig. 4 the jets resulting from the clustering of
an event made with a few hard particles and a
large number of very soft ones uniformly dis-
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Observable first miss cones at Last meaningful order
Inclusive jet cross section NNLO NLO
W/Z/H + 1 jet cross section NNLO NLO
3 jet cross section NLO LO (NLO in NLOJet)
W/Z/H + 2 jet cross sect. NLO LO (NLO in MCFM)
jet masses in 3 jets LO none (LO in NLOJet)
Table 1: Perturbative level at which IR or collinear unsafety arises for various processes.
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Fig. 5: Mass of the 2nd hardest jet in 3-jet events: relative difference between midpoint and SISCone. The 2nd and
3rd jets are imposed to be distant by at most 2R.
tributed on a grid in the y−φ plane. It is clear that the hardest jets are perfectly circular and that,
in general, the boundaries between the jets are regular.
1.3 Physical impact and discussion
As we have seen, the seeded approach to stable cone search suffers from problems with respect
to perturbative QCD expansion: the algorithms with split-merge are IR unsafe, while the iterative
cone (with progressive removal) is collinear unsafe. We have introduced SISCone as a natural
replacement of the cone algorithms with split-merge like midpoint, and the anti-kt algorithm as
a candidate to replace the iterative cone. These new algorithms are both IR and collinear safe.
The question one might ask is to what extent these IR and collinear safety issues are
important in real measurements. Since the unsafety arises when one has 3 particles in a common
vicinity, it becomes important at the order α4s or αEWα3s of the perturbative series.
Table 1 summarises for different physical processes, the order at which seeded algorithms
like midpoint of the iterative cone stop to be valid. The main message we can get from that table
is that, if we do not want theoretical efforts in precise QCD computations to be done in vain, the
resort of an IR and collinear safe algorithm like SISCone and the anti-kt is fundamental.
To illustrate the argument more quantitatively, Fig. 5 shows the relative difference, ex-
pected to be present at the LO of perturbative QCD, between SISCone and midpoint for the mass
of the second hardest jet in 3-jet events. Differences reaching up to 40% are observed, proving
that an IR and collinear safe algorithm is mandatory. The situation is even worse with JetClu or
the ATLAS cone algorithm. As the infrared-unsafety problem becomes apparent at the order α3s
or αEWα
2
s , i.e. one order earlier than with midpoint.
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2 Quality measures for jet finding at the LHC
Author: Juan Rojo
A recurring question in jet studies is what the best jet definition for a given physics analysis
is. In this contribution we propose a characterization of jet-finding “quality” designed to be
simple, robust, physical and reasonably representative of common analysis tasks.
For this purpose, we require a source of quarks and gluons with well-defined energies. We
will obtain these from Monte Carlo production and decay of fictitious narrow Z ′ and H bosons,
with Z ′ → qq¯ and H → gg generated with Pythia 6.5 [11] with di-jet invariant masses ranging
from 100 GeV to 4 TeV. For each generated event we will cluster the event into jets with about 50
different jet definitions, where a jet definition, JD, consists of the jet algorithm and the associated
parameters, like the radius R [12]. The radius R will be varied between 0.3 and 1.5. For each
event, we determine the invariant mass of the sum of the two hardest jets. The distribution of
invariant masses should then have a peak near the heavy boson mass. We will take the sharpness
of that peak to be indicative of the quality of each jet definition.
The infrared- and collinear-safe (IRC) safe jet algorithms under scrutiny are the longitudi-
nally invariant inclusive kt algorithm [1,2,13], the Cambridge-Aachen (C/A) algorithm [3,4], the
anti-kt algorithm [10], SISCone [6] as well as C/A with filtering. The latter is C/A supplemented
with a filtering procedure [14] in which, subsequent to the jet finding, each jet is unclustered
down to subjets at angular scale xfiltR and one retains only the nfilt hardest of the subjets. We
use xfilt = 0.5 and nfilt = 2. All the jet algorithms have been used in the implementations and/or
plug-ins of the FastJet package [8], version 2.3, with the exception of C/A with filtering,
which will be made public in a forthcoming FastJet release.
This contribution summarizes work [15] in collaboration with M. Cacciari, G. Salam and
G. Soyez, initiated in the context of the “Les Houches Physics at TeV colliders 2007” workshop
[12].
2.1 Quality measures and effective luminosity ratio
As described in detail in [15], the merit of the jet finding is quantified by two quality measures:
1. Qwf=z: the width of the smallest (reconstructed) mass window that contains a fraction
f = z of the generated massive objects,
f ≡
(
# reco. massive objects in window of width w
Total # generated massive objects
)
= z . (1)
2. Q1/f
w=x
√
M
: to compute this quality measure, we take a window of fixed width w and slide it
over the mass distribution so as to maximise its contents. Then the figure of merit is given
by
Q
1/f
w=x
√
M
≡
(
Max # reco. massive objects in window of width w = x
√
M
Total # generated massive objects
)−1
,
(2)
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It is clear from its definitions that the smaller the quality measures, the better the corresponding
jet definition. An illustrative example of these two measures is shown in Fig. 6. We observe
that the quality measures quantify the intuitive assessment of the goodness of jet finding, repre-
sented by the sharpness of the reconstructed invariant mass peak. Note that in our approach, any
matching to non-physical quantities like Monte Carlo partons is deliberately avoided.
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Fig. 6: Di-jet invariant mass distributions for the gg case at M = 2 TeV, comparing three jet definitions
for each process. The shaded bands indicate the region used when obtaining the two different quality
measures.
These quality measures can be mapped to the corresponding variation of integrated lumi-
nosity needed to maintain constant signal significance. As we have seen, a larger quality measure
indicates a worse jet definition. This in turn implies that a larger luminosity will be needed to
obtain a given significance. It is convenient to express this in terms of an effective luminosity
ratio,
ρL(JD2/JD1) ≡ L(needed with JD2)L(needed with JD1) =
[
Σ (JD1)
Σ (JD2)
]2
. (3)
with the signal significance defined in the usual way Σ (JD) ≡ NJDsignal/
√
NJDbkgd. Given a cer-
tain signal significance with JD1, ρL(JD2/JD1) indicates the factor more luminosity needed to
obtain the same significance with JD2. For example, the expression for ρL in terms of the first
quality measure is
ρL(JD2/JD1) =
Qwf=z (JD2)
Qwf=z (JD1)
. (4)
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A non-trivial check of the robustness of our analysis is that the luminosity ratios obtained with
the two different quality measures are roughly consistent with each other.
2.2 Results
Fig. 7: The effective luminosity ratio, Eq. 3, for quark and gluon jets at 100 GeV and 2 TeV, for all algo-
rithms studied. The two curves in each plot correspond to the value of ρL computed from the respective
quality measure. For each process, ρL is normalized to the corresponding optimal jet definition.
Now we present selected results for the effective luminosity ratio for the different cases
considered. We show in Fig. 7 a summary of the performance of the various jet definitions
studied, for quark and gluon jets at 100 GeV and 2 TeV, without pile-up (PU). First of all, we
observe a strong dependence of ρL with respect to R, as well as sizable differences between
jet algorithms. SISCone and C/A-filt turn out to be the optimal jet algorithms in all studied
processes. They achieve limited sensitivity to the Underlying Event (UE) while maintaining
their perturbative reach. The optimal value of R grows with the scale of the process, specially for
gluon jets, reflecting the interplay between perturbative and non-perturbative effects [16]. Our
studies imply that at the TeV scale, rather large values of R ∼ 1 are required to obtain optimal
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Fig. 8: The effective luminosity ratio, for quark and gluon jets at 100 GeV and 2 TeV, for all five algorithms
studied. The red solid lines correspond to the no-PU case, the green dashed lines to the high luminosity
PU case while the blue dotted curves correspond to high luminosity with PU subtracted as explained in
the text.
resolution. LHC experiments, on the other hand, plan to use smaller radii in general, see for
example Ref. [17].
From Fig. 7 one can determine how much more luminosity will be required with a less
favoured jet definition compared with the optimal one. For example, we see that for the gg
case at 2 TeV, if the kt algorithm is used instead of the optimal one (SISCone), then 50% more
luminosity will be required to achieve the same signal significance even at the respective optimal
values of R.
These results are robust against high-luminosity PU [15] once PU is subtracted using the
FastJet area method [18, 19], as can be seen in Fig. 8. This has the important consequence
that for a given process, a single jet definition could be used at the LHC regardless of the machine
luminosity.
As a practical application of our studies, one can consider the impact of less favoured
jet definitions in LHC searches with similar signatures. For example, let us consider a particular
scenario in which a di-jet invariant mass distribution is reconstructed and let us assume that the jet
clustering is performed with a jet definition, JD2, whose quality is far from the optimal one, JD1,
so that the effective luminosity ratio is large, say ρL ∼ 2. The net effect of the choice of such
non-optimal jet definition for the kinematical reconstruction can be summarized schematically in
Fig. 9: the use of JD1 rather than JD2 would lead to a discovery signal with approximately only
half of the machine running time required with the original jet definition.
V. COCO, P.-ANTOINE D., J. ROJO, CH. SANDER, G. SOYEZ
190 HERA and the LHC
Fig. 9: Example of how optimizing the jet definition might lead to discoveries in less machine running
time, compared to the non-optimal one.
2.3 Conclusions
Summarizing, we have proposed a technique to quantify the performance of jet algorithms
for kinematic reconstructions at the LHC. To allow for more detailed studies of the results
of Ref. [15], an interactive webpage has been created at http://quality.fastjet.fr,
which allows the user to test the effects of changing and modifying various jet definitions and
other inputs like PU luminosity for the process under scrutiny.
3 Performance of jet reconstruction at CMS
Author: Christian Sander (on behalf of the CMS Collaboration)
Almost every process of interest at the LHC contains quarks or gluons in the final state.
The partons can not be observed directly, but fragment into stable hadrons, which can be detected
in the tracking and calorimeter systems. Calorimeter jets are expected to yield a good description
of both the parton-level and the hadron showers emerging from the hard interaction. For Monte
Carlo (MC) events, the hadron-level is defined by applying the same clustering algorithms, which
are typically formulated to accept any set of four-vectors as input to all stable particles from
the MC truth record (“GenJets”). Hadron-level is also referred to as “particle-level”, and jet
energy scale corrections based on MC and later on data-driven methods are derived to correct
back to this detector independent level. Calorimeter jets are reconstructed using energy deposits
in calorimeter towers (“CaloTowers”) as inputs: they are composed of one or more hadronic
calorimeter (HCAL) cells and corresponding electromagnetic calorimeter (ECAL) crystals.
The studies presented in what follows are based on QCD di-jet and tt¯ MC samples with-
out pile-up. It is often necessary to associate CaloJets with GenJets in these samples to probe
how well the calorimeter-level reconstruction represents the hadron-level of the process. This
JETS AND JET ALGORITHMS
HERA and the LHC 191
association is based on spatial separation in the η-φ-space between the two jet axes by requiring
∆R =
√
∆η2 +∆φ2
to be less than a certain value. Besides good correspondence to the parton-level and hadron-
level, a successful jet algorithm should fulfill two important requirements. Firstly, it should be
collinear-safe, such that the outcome remains unchanged if e.g. the energy carried by a single par-
ticle is instead distributed among two collinear particles. Collinear safety is typically endangered
if the jet finding is based on energetic seeds and a threshold is applied to these seeds. Secondly, it
should be infrared-safe, such that the result of the jet finding is stable against the addition of soft
particles. Jet algorithms which don’t comply with either or both of these requirements yield am-
biguous results and lead to unnecessary uncertainties when applied to calculations in perturbative
theory. The performance of the following four jet clustering algorithms is discussed:
• The Iterative Cone algorithm is a simple seeded cone-based algorithm employed by CMS
online in the High Level Trigger (HLT). It has a short and predictable execution time, but
is neither collinear- nor infrared-safe.
• The Midpoint Cone [5] algorithm is similar to the Iterative Cone, but infrared-safety is ad-
dressed by considering the midpoints between each pair of close (proto-)jets as additional
seeds. Despite its improvements to the cone-based clustering procedure, the algorithm has
been shown not to be infrared-safe. This algorithm is no longer supported by CMS.
• SISCone [6] is the “Seedless Infrared-Safe Cone” jet algorithm. It is collinear- and infrared-
safe to all orders of perturbative QCD (pQCD) and demands only slightly higher execution
time compared to the Midpoint Cone algorithm.
• fast-kT [8] is a recent implementation of the kT algorithm [1] which is also collinear-
and infrared-safe. It has a dramatically reduced execution time with respect to previous
implementations of the kT algorithm.
The “E-Scheme” is used for all algorithms as the recombination scheme: the energy and
momentum of a jet are defined as the sums of energies and momenta of its constituents. The
execution time of the fast-kT algorithm is comparable to the Iterative Cone algorithm without
the discussed deficiencies of the latter. The SISCone algorithm requires more CPU resources
compared to the Midpoint Cone algorithm. The time spent for the jet reconstruction (0.02 s) of
each event however is small compared to the total event reconstruction time (10 s): the particular
jet algorithm choice does not impact the overall CPU requirements.
3.1 Summary of Jet Performance Study
The performance of the CMS calorimeters is known to be different in the barrel, endcaps and
forward regions. Here we focus on the relative performance between different algorithms and
radius parameter choices currently supported for CMS analysis. Only distributions for the barrel
region are therefore shown. Further details can be found in [20].
The jet matching efficiency is defined as the ratio of the number of particle jets matched
to a calorimeter jet within ∆R < 0.5 to the total number of particle jets. It represents a mean-
ingful measure of the reconstruction efficiency of each jet algorithm, but is strongly correlated
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to the position resolution and therefore depends on the ∆R cut and the jet size parameter. How-
ever, relative comparisons between different algorithms using equivalent size parameters remain
instructive. The matching efficiencies for small (left) and large (right) radius parameters as a
function of the MC truth pgenT are shown in Fig. 10. The efficiencies of jets reconstructed with
the fast-kT and SISCone algorithms indicate better performance than jets reconstructed with the
MidpointCone and Iterative Cone algorithms.
For the jet response, Rjet = pT /pgenT , very good agreement between the individual algo-
rithms is found for all regions of the detector, indicating good correspondence between the values
of D for the fast-kT algorithm and R for cone algorithms which are being compared [20].
The η resolutions for jets in the barrel region are shown as a function of pgenT in Fig. 11.
Good agreement is found among all algorithms with comparable radius parameter, with marginal
differences at low pgenT . Jets reconstructed with larger radius parameters yield slightly worse
resolution. Note that the position of the primary vertex is assumed to be at z = 0, which dilutes
the η resolution with respect to taking the correct position measured with the tracking detectors
into account. The φ resolutions can be found in [20].
Fig. 12 shows the jet energy resolutions derived from MC truth for jets in the barrel region.
Jets reconstructed with fast-kT show slightly worse resolution at low pgenT , while no significant
impact of the radius parameter choice is observed. The typical jet energy resolution at high pT ,
100 GeV or 1 TeV, is ∼ 14% and ∼ 7% respectively, with no significant dependence on the jet
clustering algorithm.
The jet reconstruction performance in tt¯ events is studied by selecting events with one
(“lepton+jets”) or zero (“alljets”) electron(s) or muon(s) in the final state from a tt¯ sample with
no additional jets (“tt¯+0 jets”). t → bqq¯′ and t¯ → b¯q¯q′ decays are identified on particle level
and only events are considered for which all three decay products of one or both t(t¯) decay(s)
can be uniquely matched to reconstructed calorimeter jets. The efficiency to select these decays
indicates the performance of the respective jet algorithm in a busy multi-jet environment and
its ability to correctly resolve the topology of the underlying process. The fast-kT algorithm is
hereby found to fully resolve hadronic t(t¯) decays on calorimeter level more efficiently than any
cone-based algorithm. For the selected events, the invariant two-jet (W boson) and three-jet (top
quark) masses are compared on particle-level, calorimeter-level, corrected calorimeter-level, and
corrected calorimeter-level with additional flavor-dependent corrections applied. The mW and
mt distributions obtained for all correction levels are shown in Fig. 13 for jets reconstructed with
fast-kT D = 0.4. From the width of the obtained invariant mass distributions one can see that the
impact of detector effects on the mass resolution are stronger than the algorithmic differences. A
full comparison of the widths of the reconstructed mW and mt distributions can be found in [20].
3.2 Conclusion
The performance comparisons presented include jet energy response, position resolutions, en-
ergy resolutions and efficiencies in QCD di-jet samples. We find similar performance at the
calorimeter level between algorithms with similar size parameter. The impact of detector ef-
fects appears to be more pronounced than the algorithmic differences studied here. The SISCone
algorithm performs as well as or better than the Midpoint Cone, while known to be preferred
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theoretically. Therefore it was decided to adopt SISCone as the default cone-based jet algorithm
and consequently to include it in the reconstruction in the standard event processing at CMS.
The fast-kT algorithm is infrared- and collinear safe to all orders of pQCD as well and
complementary to the cone-based algorithms. The execution time of fast-kT is dramatically
reduced with respect to earlier implementations and it is therefore well suited for the high mul-
tiplicity environment of LHC pp collisions. We find that it performs as good or better than any
other compared algorithm and strongly encourage its use as an alternative to SISCone.
Fig. 10: Matching Efficiency versus pgenT for R = 0.5/D = 0.4 (left) and R = 0.7/D = 0.6 (right) jets.
Fig. 11: The jet η resolutions as a function of pgenT , averaged over the Barrel region, for jets clustered with smaller
(left) and larger (right) size parameters. The resolutions are derived using MC truth information.
4 Jet finding strategies in ATLAS
Author: Pierre-Antoine Delsart (on behalf of the ATLAS Collaboration)
ATLAS is a general purpose experiment at the Large Hadron Collider (LHC) [21]. Its
calorimetry system, the principal tool for hadronic jet measurements, is described in detail
in [21], chapter 5. Some key features of this calorimeter relevant to jet finding are its wide
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Fig. 12: Jet energy resolution derived from MC truth for Midpoint Cone, Iterative Cone, SISCone and fast-kT with
R = 0.5/D = 0.4 (left) and R = 0.7/D = 0.6 (right) in the barrel region (|η| < 1.4).
Fig. 13: mW and mt distributions for hadronic top decays reconstructed with the fast-kT algorithm, D = 0.4.
Distributions are shown for particle-level jets (GEN), calorimeter jets (CALO), calorimeter jets corrected with “MC-
Jet” corrections (CORR), and corrected calorimeter jets with an additional flavour correction applied (L5). Only jets
with uncorrected pT ≥ 15 GeV and |η| ≤ 5 are considered. The generated W boson (80.42 GeV) and top quark
(175 GeV) masses are indicated by the black vertical lines.
JETS AND JET ALGORITHMS
HERA and the LHC 195
acceptance (up to |η| = 4.9 in the Forward Calorimeter) and a fine granularity (including up
to 7 longitudinal segmentations). On the other hand, the calorimeter is non-compensating (ratio
1.3 < e/π < 1.6 depending on the specific sub-calorimeter) and this causes the major source
of uncertainty in energy measurements because of the large fluctuations of the electromagnetic
component of hadronic showers.
The other main experimental challenge will come from the LHC environment : a very large
phase space for underlying event, multiple interactions per bunch crossing (23 at full luminosity).
Out-of-time pile-up is also expected because of the slow response of the liquid argon calorimeter
which will integrate several events before and after a given interaction.
In order to take up these challenges the ATLAS collaboration chose to adopt a flexible
approach. In particular, the collaboration is studying two calibration strategies, several in-situ and
data-based correction methods, and has designed a software able to cope with any jet algorithm
used in physics analysis.
4.1 Jet reconstruction and calibration
The ATLAS jet-related software is designed to allow any input to jet finding algorithms, provided
the input is a set of valid four-momenta. This allows to run exactly the same jet finders on
Monte Carlo truth simulated particles, real signal, tracks, etc. Two different calorimeter signal
definitions are considered as input signal for jet finding:
• Calorimeter towers : all cells in the same projective direction (defined by a grid in the
(η, φ) plane) are grouped into a tower. The four-momentum is formed by the sum of the
cells energies, possibly including a geometrical weight for cells larger than the tower grid
size, and the direction of the tower.
• Topological clusters (“TopoClusters”). Cells are clustered together in the 3 dimensions of
the calorimeter according to a nearest neighbour algorithm [21] which intrinsically per-
forms a noise suppression.
Besides different types of input signal, ATLAS considers two approaches for the jet calibration.
Global hadronic calibration. Jets are built from raw calorimeter signal (towers or clus-
ters), then a set of correction factors (weights) are applied to the energy of the constituting cells.
The weights depend on the characteristics of the cells, in particular its energy density and its loca-
tion in the calorimeter. They are extracted from a fit to simulated di-jet events. With this method,
all calibration corrections are included in a single set of weights, hence its name “global” [22].
Local hadronic calibration. This second method is an attempt to have a finer, better
understood calibration method for jets. It relies on hadronic calibration of topological clusters
[23] : jets are built from these calibrated input signals. Then a jet energy scale correction remains
to be applied. This approach is more complex but allows to decouple different corrections (non-
compensation, dead material losses, energy scale) and is thus very promising.
An illustration of performance for both calibration methods is shown in Fig. 14; a detailed
discussion of these performances can be found in Ref. [24];
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Fig. 14: Left : linearity of jet reconstruction with global calibration (QCD di-jet sample). Red and blue marks
correspond to 2 alternative global calibration methods. Right: linearity with local calibration (before energy scale
correction).
4.2 Data driven corrections
In parallel to the base-line calibrations described above, ATLAS aims to reach a precise energy
scale measurement using experimental data directly. Several methods are studied:
• Momentum measurement from the tracker (P) compared to energy deposition in calorime-
ter (E) allows to validate the energy scale for charged pions in minimum bias events [25],
studying the E/P ratio.
• QCD di-jet events can be used to uniformize the response of the calorimeter in η and
φ [26].
• Z+jets or γ+jets events will be used assuming an excellent calibration of electromagnetic
objects : applying PT balance or missing ET projection techniques will allow to retrieve a
correct jet energy scale [26].
• With QCD multi-jet events it is possible to correct high-pT jets against several lower pT
jets whose energy scale is better known thanks to previous methods [26].
In some analyses, in-situ methods using constraints coming from the mass of the W boson
will be applied to control even better the jet energy. This is typically the case in top physics
analyses where different methods are under study [27].
4.3 Jets algorithms, other jets studies
Several different jet algorithms are available for physics analysis. Two families of such algo-
rithms are reconstructed by default :
• ATLAS iterative cone algorithm (described in detail in [22]), with cone radii 0.4 and 0.7;
• Kt clustering algorithm [22], setting the size parameter D to 0.3 and 0.6 .
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These algorithms are officially supported and used in calibration studies. Variations of these
algorithms with different jet sizes and clustering parameters can easily be configured, as appro-
priate in the context of a given physics analysis. In addition, other algorithms like the midpoint
cone algorithm [28], the seedless infrared safe cone algorithm SISCone [6] and all flavours of re-
cursive recombination algorithms provided in the FastJet [8] library, and the “optimal jet finder”
described in [29], are available within the standard ATLAS software framework.
Various other jet-related studies are on-going in the ATLAS collaboration in order to un-
derstand better and improve jet reconstruction:
• Associating reconstructed tracks with calorimeter signals allows to obtain efficient jet en-
ergy corrections. Moreover, vertex information can help in rejecting jets coming from
pile-up [24].
• Different studies are on-going in order to understand precisely the effects of pile-up, in
particular in the liquid argon calorimeter.
• Jets sub-structure studies such as the use of the “y-scale” given by kt jet algorithms [30]
4.4 Conclusion
We gave a brief overview of the recent work of the ATLAS collaboration related to jets recon-
struction (details in [31]). In order to deal with the great experimental challenges and to achieve
an excellent measurement of hadronic jets, the collaboration has adopted a flexible approach
including two main strategies for jet calibration. The collaboration is also preparing several
data-based and in-situ techniques to correct and control the jet energy scale and resolution at
the precision required by physics analysis as well as conducting several studies to ensure the
understanding of the detector response to hadronic jets is optimal.
5 b-jets at LHCb
Author: Victor Coco (on behalf of the LHCb Collaboration)
LHCb [32] is an LHC experiment dedicated to precise measurements of CP violation
and rare B-meson decays. We show that its specifications are of interest for reconstruction
and identification of b-jets as well. The LHCb detector is a one-arm spectrometer. It covers
the forward region of the interaction point, from 30 mrad to 300 (250) mrad in the bending
(non-bending) plane. The choice of such a limited acceptance is motivated by the fact that
most of the ≈ 500 µb correlated bb¯ pairs are produced in this region. LHCb experiment will
take data at a luminosity of 2× 1032cm−2s−1, where bunch crossing are dominated by single
pp interactions. Good particle identification, excellent tracking and vertexing are needed for B
physics measurements. Expected resolution on track momentum is about δp/p = 0.35% around
10 GeV/c to δp/p = 0.55% around 140 GeV/c. Impact parameter resolution is expected to be
σIP = 14µm+ 35µm/pT.
5.1 Reconstruction and identification of b-jets
As a textbook case, we study in the following the case of a Higgs boson decaying into bb¯ pairs,
produced in association with a vector boson decaying leptonically. The Higgs mass is chosen
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Fig. 15: Full width at half maximum (FWHM) over peak value of the di-jet mass distribution considering all par-
ticles from the generator, except neutrinos (left). True jet energy over reconstructed jet energy as a function of the
reconstructed jet energy (right).
to be 120 GeV/c2 and the lepton, with a transverse momentum pT higher than 10 GeV/c, is
required to be in the LHCb acceptance.
Several contributions might affect the di-jet mass resolution. In order to choose the best
working point for the jet algorithm, a generator level study of the di-jet mass reconstruction is
performed. The width of the di-jet mass distribution is shown in Fig. 15. At small R2, gluon
radiation and hadronisation induce a low-mass tail. This effect tends to increase the width of the
distribution. For large values of R, the area of the jets is larger and the contribution of underlying
event particles increases. This effect induces high-mass tails, increasing again the width of the
distribution. Taking into account both effects, the optimal R value is between 0.7 and 0.9. The
limited acceptance of the detector is the major restriction for jet studies at LHCb. Some jet
particles arriving close to the detector border are not reconstructed. Therefore these jets need to
be rejected.
Using the LHCb reconstruction framework, charged and neutral particles are separated
by matching tracks and electromagnetic calorimeter clusters. In the full simulation, track mea-
surements are used for charged particles while the energy of electromagnetic clusters is used
for neutral particles. Tracks and electromagnetic clusters are calibrated objects. In a simple ap-
proach, clusters in the hadronic calorimeter are not used. The charged and neutral particles are
used as input to the jet algorithm. Two ways of reconstructing and identifying b-jets are under
study. The first way consists in finding tracks coming from B-decays, and use them as seed for
cone-type jet finding. The second way uses a sequential recombination algorithm, kt-jet [1], to
reconstruct the jets. the kt-jet algorithm with an R parameter of 0.75 gives on average 15 (proto-
)jets for our textbook case events. Only a quarter of them has a transverse momentum higher
than 5 GeV/c. The performance of b-jets reconstruction is presented below.
A primary cut is applied to remove (uninteresting) jets with pT < 5 GeV/c, less than
4 constituents and 2% of charged energy. The content of jets in particles from B-decays is
2R is a generic parameter of the jet algorithm, representing in first approximation the (η, φ) radius.
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quantified by two weights separating b- from c- and light-jets. To construct these weights, tri-
dimensional probability distribution functions have been extracted from Monte Carlo (MC) for
particles that are respectively b-, light- and c-jet constituents. b-jet identification is then based
on combination of these weights with several variables such as the number of constituents, the
energy contained in a cone of R < 0.4 around the jet axis, the charged energy percentage, etc.
Taking only into account the jets that pass the primary cut, b-jet selection efficiency is about 81%,
for a rejection of about 95% of light-jets and 91% of c-jets in t¯t events. It is interesting to notice
that the b-jets only partially inside the acceptance are rejected at more than 90% by the selection.
At this level, no explicit reconstruction of vertices, nor semi-leptonic decay identification has
been performed. This leaves room for future improvements.
Reconstruction of b-jets is efficient in the range of pseudorapidity 2 < η < 4.2. For jets
well contained in the acceptance, one can determine corrections to the jet energy depending on
its pT and pseudorapidity. The corrections are determined from a t¯t→ bb¯ + ℓ MC sample and
applied to the b-jets of the MC Higgs sample. After correction, the energy response presents a
non-linearity below 5%, see Fig. 15. In a Gaussian approximation, the di-jet mass resolution is
improved from σ/mean = 24% to 20%. The mass pick is still offset. The contribution due to
loss of neutral hadrons will be added.
The contribution, after b-jets selection, of the remaining ”partially inside the acceptance”
b-jets, is shown Fig. 16. There is a 10% increase in the resolution of the corrected di-jet mass
distribution due to the pollution of those jets.
5.2 Interesting processes for LHCb
A measurement of H(W,Z)→ bb¯ + ℓ would be very interesting. But the level of background,
especially t¯t→ bb¯ + ℓ is large and its suppression is a real challenge for LHCb. Because of the
limited acceptance, global event variables (e.g. missing ET, sphericity, etc.) are inaccessible.
But this analysis also gives the opportunity to develop tools for b-jets studies that might be of
interest for other studies involving b-jets in the forward region.
Many new physics models give rise to particles with measurable lifetime decaying into b
quarks. In the following we will concentrate on feasibility of two such models.
Hidden valley is a class of phenomenological models that extends the Standard Model
(SM) gauge group GSM with a non-abelian group Gv. High-dimension operators at the TeV
scale allow interactions between SM and new particles. Some neutral v-hadrons, πv, can decay
into the gauge-invariant combinations of SM-particles with observable lifetimes. An interesting
process is described by M.J.Strassler and K.M.Zurek [33]. The SM Higgs, thanks to the coupling
to a new scalar field, decays into two πv, which decay into bb¯ pairs. For mpiv = 45 GeV/c2, the
probability of correct reconstruction of such a b-jet in LHCb is about 30% up to 50 cm flight path
of the πv. The di-jet mass of b-jets from πv decay is shown Fig. 17.
Another interesting model was developed by L. Carpenter, D. Kaplan and E-J. Rhee [34].
They have shown that the MSSM with R-parity violation, baryon number violation and non-
unified gaugino masses has a non-excluded parameter space in which a light boson decays mainly
into two neutralinos. The neutralino decay length varies as the inverse square of the baryon num-
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ber violation coupling constant λ′′. The final state of such events contains six quarks, among
which the probability to find b and c is large. The two vertices from the χ˜0 → (b, c) sequence
are reconstructed and assembled to get the χ˜0 vertex mass. A study at generator level with ver-
tex smearing has been performed. For mχ˜0 = 50 Gev/c2, mh0 = 115 Gev/c2 and λ′′ = 10−4,
about 16600 events of signal are expected. After selection of the 4 vertices per event, one gets
≈6000 events, and most of the background is rejected. The h0 mass distribution after selection,
with the remaining events of bb¯, t¯t and Z0W± → bb¯, is shown on Fig. 17. Studies of vertex
reconstruction and background rejection with full simulation are ongoing. Details can be found
in [35].
It has been shown that LHCb can reconstruct b-jets in the forward region (2 < η < 4),
and reconstruct the di-jet mass with a resolution of about 20%. Selection of b-jets benefits a lot
from the quality of the LHCb apparatus. Besides important B physics measurements, LHCb has
the potential to observe new physics processes in the high rapidity region looking at b-jets and
highly displaced vertices.
I would like to thank the LHCb Collaboration and the jets working group for stimulating
discussions on the subject and for their help in the preparation of this talk.
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Fig. 16: Full simulation di-jet mass with and without correction, (left). Corrected di-jet mass with ”inside the accep-
tance” b-jets only (filled grey), and all selected b-jets (dashed line), (right).
Fig. 17: Reconstructed piv mass from Higgs decays with mH = 120 GeV/c2 in the hidden valley model (left). Higgs
mass reconstructed from the two χ˜0 vertices in MSSM with an R-parity violation model (right).
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k⊥-factorization and forward jets
Sergey Baranov, Jochen Bartels, Michal Dea´k, Francesco Hautmann, Hannes Jung,
Albert Knutsson, Krzysztof Kutak, Artem Lipatov, Christophe Royon, Augustı´n Sabio Vera,
Florian Schwennsen, Nikolai Zotov
Hadronic final states containing multiple jets have been investigated at the Tevatron and
HERA colliders, and will play a central role in the Large Hadron Collider (LHC) physics pro-
gram. The interpretation of experimental data for such final states relies both on perturbative
multi-jet calculations (see [1] for a recent overview) and on realistic event simulation by parton-
shower Monte Carlo generators (see e.g. [2–6]).
Owing to the complex kinematics involving multiple hard scales and the large phase space
opening up at very high energies, multi-jet events are potentially sensitive to effects of QCD
initial-state radiation that depend on the finite transverse-momentum tail of partonic matrix ele-
ments and distributions.
Standard shower Monte Carlos reconstructing exclusive events, such as HERWIG [7,8] and
PYTHIA [9], are based on collinear evolution of the initial-state jet. Finite-k⊥ contributions are
not included, but rather correspond to corrections [10–14] to the angular or transverse-momentum
ordering implemented in the parton-branching algorithms. The theoretical framework to take
these corrections into account is based on using initial-state distributions unintegrated in both
longitudinal and transverse momenta [12–14], coupled to hard matrix elements (ME) suitably
defined off mass shell. See e.g. [15] for discussion of the Monte Carlo shower implementation
of the method. Event generators based on k⊥-dependent showers of this kind include [16–22].
We give a short introduction to k⊥-factorization and describe the determination of unin-
tegrated parton density functions (uPDFs). Then we discuss the calculation of new processes
in the frame of k⊥-factorisation and show a comparison with measurements at the Tevatron. A
summary of NLO calculations for multi-jet production in ep and pp in k⊥-factorisation follows.
Finally, we discuss forward jet production and the azimuthal decorrelation of jets both in ep and
pp, signatures which could clearly show evidence for small x parton dynamics.
1 Short introduction to k⊥-factorization and uPDFs
Author: Francesco Hautmann, Hannes Jung
In k⊥-factorization the cross section for any process pp→ X can be written as:
σ =
∫
dx1dx2
∫
dk⊥ 1dk⊥ 2A(x1, k⊥ 1, q)A(x2, k⊥ 2, q)σˆ(x1, x2, k⊥ 1, k⊥ 2, q) (1)
with A(x, k⊥, q) being the un-integrated transverse momentum (k⊥- dependent) parton density
function (uPDF or TMD), q defines the factorization scale and σˆ is the partonic cross section
taken with off-shell initial partons. Here we concentrate on the small x region, which is described
by high-energy factorization (or k⊥-factorisation).
Both the uPDF and the off-shell partonic cross section can be formulated in the small x
region where a gauge-invariant definition emerges from high-energy factorization [12–14]. It has
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been used for studies of collider processes both by Monte Carlo (see reviews in [23–25]) and by
semi-analytic resummation approaches (see [26, 27]).
To characterize a transverse momentum dependent parton distribution gauge-invariantly
over the whole phase space is a nontrivial question [28, 29], currently at the center of much
activity. See overview in [24].
The diagrammatic argument for gauge invariance, given in [12–14], and developed in [30,
31], is based on relating off-shell matrix elements with physical cross sections at x ≪ 1, and
exploits the dominance of single gluon polarization at high energies.1 The main reason why a
natural definition for TMD pdfs can be constructed in the high-energy limit is that one can relate
directly (up to perturbative corrections) the cross section for a physical process, say, photopro-
duction of a heavy-quark pair, to an unintegrated gluon distribution, much as, in the conventional
parton picture, one does for DIS in terms of ordinary (integrated) parton distributions. On the
other hand, the difficulties in defining a TMD distribution over the whole phase space can largely
be associated with the fact that it is not obvious how to determine such a relation for general
kinematics.
The evolution equations obeyed by TMD distributions defined from the high-energy limit
are of the type of energy evolution [32]. Factorization formulas in terms of TMD distribu-
tions [12–14] have corrections that are down by logarithms of energy rather than powers of
momentum transfer. On the other hand, it is important to observe that this framework allows
one to describe the ultraviolet region of arbitrarily high k⊥and in particular re-obtain the struc-
ture of QCD logarithmic scaling violations [26, 27, 30, 31]. This ultimately justifies the use of
this approach for jet physics. In particular it is the basis for using corresponding Monte Carlo
implementations [15–22] to treat multi-scale hard processes at the LHC.
From both theoretical and phenomenological view-points, it is one of the appealing fea-
tures of the high-energy framework for TMD distributions that one can relate its results to a
well-defined summation of higher-order radiative corrections. By expanding these results to
fixed order in αs, one can match the predictions thus obtained against perturbative calculations.
This has been verified for a number of specific processes at next-to-leading order (see for in-
stance [33–35] for heavy flavor production) and more recently at next-to-next-to-leading order
(see for instance [36, 37]). Note that this fact also provides the basis for shower algorithms im-
plementing this framework to be combined with fixed-order NLO calculations by using existing
techniques for such matching.
2 Prospects and recent developments of k⊥-factorization
At HERA the k⊥- factorization approach has been successfully applied to describe multi-jet pro-
duction as well as the production of heavy quarks at small values of x, which are dominated
by gluon initiated processes. The relevant off-shell matrix elements for jet and heavy quark
production are known since long. The unintegrated gluon distribution has been determined us-
ing inclusive measurements at HERA. A new determination of the uPDF using also final state
measurements is described in section 2.1.
1It is emphasized e.g. in [23, 29] that a fully worked out operator argument, on the other hand, is highly desirable
but is still missing.
S. BARANOV, J. BARTELS, M. DEA´K, F. HAUTMANN, H. JUNG, A. KNUTSSON, . . .
206 HERA and the LHC
However to apply k⊥- factorization to describe measurements in general in pp¯ or pp new
and additional matrix elements for different processes need to be calculated. In the following,
the calculation of new processes will be presented:
• g∗q → gq to describe jet production in the forward and backward region
• g∗g∗ → γ/W/Z + qq¯ to describe the inclusive production of γ/W/Z
• g∗q → γq to describe prompt photon production
Since some of the processes are quark initiated, unintegrated quark densities need to be deter-
mined. In a simplest approach we allow only valence quarks (at large x). The contribution of
quark initiated processes is discussed in section 2.3 explicitly.
The aim of this contribution is to show the two areas, where improvements in the k⊥-
factorization approach has been made: the determination of the uPDFs and the calculation of
matrix elements.
2.1 An approach to fast fits of the unintegrated gluon density
Author: Alessandro Bacchetta, Albert Knutsson, Krzysztof Kutak
In perturbative QCD the PDFs are given by solutions of integral equations, for which the
initial input distributions have to be determined by fits to experimental data. It turns out that, in
general it is not efficient to tune Monte Carlo event generators (MC) by sequential calls of the
generator together with a minimisation program. Motivated by [38], we use an alternative fitting
method, which is based on producing a grid in parameter-observable space. This allows the
parameter dependence to be determined by polynomial interpolation before the fit is performed,
which significantly reduces the time to do the fit itself.
Here we determine the parameters in the starting distribution of the unintegrated gluon
density function by fits to deep inelastic scattering F2 structure function data from the H1 exper-
iment [39]. This is carried out by using the CASCADE Monte Carlo event generator [16].
The Unintegrated Gluon Density
The starting distribution of the unintegrated gluon density is parameterized as
A0(x, kt) = Nx−B(1− x)C(1−Dx) exp
[
(kt − µ)2/σ2
]
where x is the longitudinal momentum fraction of the proton carried by the gluon and kt its trans-
verse momentum. In this study the N (normalisation), B (low x behaviour), D are determined.
The parameters C , σ and µ, are kept fixed at C = 4, σ = 1 and µ = 0.
The unintegrated gluon density is determined by a convolution of the non-perturbative
starting distribution A0(x) and the CCFM evolution denoted by A˜ (x, k⊥, q¯):
xA(x, k⊥, q¯) =
∫
dx′A0(x′, k⊥) · x
x′
A˜
( x
x′
, k⊥, q¯
)
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The Fitting Method
In the first step of the fitting procedure we build up a grid of MC predictions in the parameter
space (p1, p2, . . . , pn) for each of the observables X. Then we use the grid to describe the
parameter space analytically by a polynomial of the form
X(p1, p2, .., pn) = A0 +
n∑
i=1
Bipi +
n∑
i=1
Cip
2
i +
n−1∑
i=1
n∑
j=i+i
Dijpipj + H.O.
We determine the coefficients A0, B1,. . . by singular value decomposition (SVD) [40], since
they form an over determined system of linear equations. This is done separately for each of the
MC predicted observables, which in our case corresponds to 58 experimental data points.
In order to account for correlations between parameters the form of the polynomial has to
be of order higher than one. In the presented fit we use a forth order polynomial, which gives
a good description of the parameter space. The χ2/n.d.f., averaged over the 58 MC predicted
observables, is χ2/n.d.f = 501.7/(440−35) = 1.2, where 440 is the number of MC grid points
and 35 is the number of coefficients in the polynomial of the fourth degree.
Having described with the polynomials the behavior of the MC predictions in parameter
space, we can find the values of the parameters p1 , p2 , . . . for which the MC best reproduces
the measurements. This is done by applying a χ2 minimisation to
χ2 =
∑
k
(Xk,poly −Xk,data)2
δX2k,poly + δX
2
k,data
where the sum runs over all bins, k. Xk,data is the measured data, with the corresponding exper-
imental error δXk,data, and Xk,poly the polynomial prediction, with the error δXk,poly calculated
from the individual errors of the fitted coefficients by using the covariance matrix. To perform this
last step we use MINUIT [41], since the dependence on the parameters p1, p2, ... is non-linear.
The method turns out to be very time-efficient, in particular since the MC grid points are
generated simultaneously.
Results
The unintegrated PDF has been fitted to the proton structure function, F2, in the kinematical
range Q2 > 4.5 GeV2 and xBj < 0.005, where Q2 is the virtuality of the exchanged boson and
xBj is the Bjorken scaling variable. In Fig. 1 the result of the fit is compared to the data [39].
The parameter values determined from the new fit are N = 0.221 ± 0.011, B = 0.201 ± 0.007
and D = −24.6± 1.5. χ2 profiles for these parameters are shown in Fig. 2 and confirm that this
is a minimum for N , B and D. Confidence regions for these parameters are shown in Fig. 3.
The χ2/ndf of the new fit is 2.4 which is more than one unit better than obtained when
using CASCADE together with the PDF set A0 [16]. The constraints on the parameters of the
gluon could be hopefully further improved by fitting the kt-dependent part of the gluon distribu-
tion. In Fig. 4 the new gluon distribution and set A0 are drawn as a function of x for two different
values of k2t .
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Fig. 1: F2 structure function data, as a function of xBj in Q2 bins compared to predictions from the CASCADE Monte
Carlo event generator using the newly fitted PDF (continuous red line) and old PDF set A0 (blue dashed line).The
new fitted PDF has been determined in the kinematic range Q2 > 4.5 GeV2 and xBj < 0.005
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2.2 Hard matrix element calculation
For jet production at high energies the following processes contribute: gg → qq¯, gg → gg,
qg → qg, qq → qq and qq¯ → qq¯. In collinear factorization (with on-shell initial partons)
these processes are calculated in LO (O(αs) and also higher order corrections are known. In
k⊥- factorization the process gg → qq¯ are known [13, 42]. At high energies, gluon induced
processes are expected to dominate. The process g∗g∗ → gg is not yet considered, as there will
be contributions of similar type from the parton branching. However, if jet production in the
forward or backward region is considered, scattering a small x gluon off a large x valence quark
(qg∗ → qg) will contribute significantly. This process will be described below.
The production of Z/W is calculated to a high precision in collinear factorization, even to
NNLO. However, significant effects from small x partons, which are not included in the collinear
treatment could become important, as suggested by [43]. Since W/Z production is the standard
candle at LHC, it is important to understand in detail any possible small x effect. The Z/W
production has been calculated for the first time in the framework of k⊥- factorization in [44,45]
for the lowest order gluon induced process g∗g∗ → Z/W +QiQ¯j . In [45] attempts are made to
include also quark initiated processes to Z/W production.
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Process qg∗ → qg at the LHC
Author: Michal Deak, Krzysztof Kutak
Here we consider a very asymmetric situation in proton proton scattering in which an
off-shell gluon coming from one of the protons scatters off an on-shell valence quark from the
other proton. We can use small x dynamics for the gluon where the k⊥-factorization formalism
is justified and on the other side we use collinear large x dynamics for the valence quark. The
matrix element of the hard subprocess is factorized from the unintegrated gluon density function
by k⊥- factorization theorem and from the valence quark uPDF.
Similar to the Z/W + QiQ¯j case ( [44] and [45]), we will use Sudakov decomposition
for the four-momenta of the initial state and final state particles.
k = xgpA + zgpB + k⊥ (2)
q = xqpB (3)
k′ = x′gpA + z
′
gpB + k
′
⊥ (4)
q′ = z′qpA + x
′
qpB + q
′
⊥ (5)
t = (k − k′)2 (6)
The amplitude for the process g∗q → gq consists of the diagrams in Fig. 5. The squared
matrix element, after summing over colors of final and initial state particles, is calculated using
the k⊥- factorization prescription:
|M|2 = 1
4
1
Nc(N2c − 1)
(
CAC
2
FAabelian + C
2
ACFAnonabelian
)
(7)
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Fig. 5: Full set of diagrams of q g∗ → q g with initial state gluon off-shell required by gauge invariance. a) Diagrams
similar to diagrams in collinear factorization approaach, b) additional diagrams required by gauge invariance.
where
Aabelian = (4παs)2
(
k · q
p · q
)2
(p · q)2 + (p · q′)2
k′ · q k′ · q′ (8)
and
Anonabelian = (4παs)2
(
k · q
p · q
)2
(p · q)2 + (p · q′)2
2k′ · q k′ · q′
(
2k′ · q′ p · q
−t k′ · p +
2k′ · q p · q′
−t k′ · p − 1
)
(9)
with CA = Nc, CF = (N2c − 1)/(2Nc) and Nc being the number of colours. The k⊥ → 0 can
be performed and the text book result for qg → qg is recovered.
The matrix element is singular when one of the particles in final state is collinear with the
quark in initial state. To regularize the matrix element we set a cut on the transverse momenta of
each of final state particles in the laboaratory frame, |k′| > p⊥cut and |q′| > p⊥cut. We note that
a cut on one of the transverse momenta is not enough to avoid divergencies.
Z and W production associated with heavy quark-antiquark pair
The calculation of the matrix element for the process g∗g∗ → Z/W +QiQ¯j is described in detail
in [44,45]. The calculations differ in the way the spin density of the initial state is treated. How-
ever, they are equivalent and give the same results for the matrix element of the hard subprocess.
We have cross-checked the calculations numerically and found agreement of the cross sections
at Tevatron and LHC energies at the 0.1 % level.
2.3 Implications for the LHC: Electroweak gauge boson production in hadronic collisions
at high energies
Author: Serguei Baranov, Artem Lipatov, Nikolai Zotov
AT HERA and the Tevatron k⊥- factorization supplemented with the BFKL-like gluon
dynamics was successfully applied to describe various measurements of heavy quark produc-
tion [46, 47] (and references therein). It is important that these predictions were based on the
off-shell matrix elements γg∗ → QQ¯ or g∗g∗ → QQ¯. In Ref. [48,49] inclusive Higgs hadropro-
duction at Tevatron and LHC energies has been investigated, where the main contribution also
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came from the off-shell gluon-gluon fusion. It was demonstrated that using the CCFM-evolved
unintegrated gluon densities results in predictions which are very close to the NNLO pQCD ones.
This encouraged us to apply the k⊥- factorization approach also to the production of inclusive
electroweak gauge bosons.
At leading order (LO) QCD, the W± and Z0 bosons are produced via quark-antiquark
annihilation q + q¯′ → W/Z . Here, an important component of the calculations are the unin-
tegrated quark distributions. At present, these distributions are only available in the Kimber-
Martin-Ryskin (KMR) scheme [50, 51], since there are theoretical difficulties in obtaining quark
distributions directly from CCFM and BFKL equations. This is in contrast to gluon-induced
processes where many unintegrated gluon densities are available.
Since sea quarks can appear as a result of gluon splitting, at the price of absorbing the
last gluon splitting into the hard subprocess (i.e., considering the 2 → 2 and 2 → 3 rather than
2 → 1 matrix elements), the problem of poorly known sea quark densities can efficiently be
reduced to the problem of gluon densities. However, it is not evident in advance whether the
last gluon splitting dominates. This issue is addressed in Ref. [45, 52]. One of the goals of that
study is to clarify, to what extent the quark contributions can be reexpressed in terms of the gluon
contributions. At the same time, by considerng the higher order matrix elements we take into
account the terms not containing large logarithms, i.e., the terms not included in the evolution
equations. Within our scheme, we get a numerical estimate of the corresponding contributions.
Our theoretical approach is the following. We start from the leading order O(α) sub-
process q + q¯′ → W/Z , and then divide it into several contributions which correspond to the
interactions of valence quarks qv(x,k2T , µ2), sea quarks appearing at the last step of the gluon
evolution qg(x,k2T , µ2), and sea quarks coming from the earlier steps qs(x,k2T , µ2). Here we use
the specific property of the KMR scheme which enables us to discriminate between the various
components of the quark densities.
The KMR approach represents an approximate treatment of the parton evolution mainly
based on the DGLAP equation and incorporating BFKL effects at the last step of the parton
ladder only, in the form of properly defined Sudakov formfactors Tq(k2T , µ2) and Tg(k2T , µ2).
These formfactors already include logarithmic loop correction. Also, there are nonlogarithmic
corrections which result in a K-factor on the cross section given by [53] K(q + q¯′ → W/Z) ≃
exp
[
CFπαs(µ2)/2
]
with CF = 4/3 and µ2 = p4/3T m2/3. In this approximation, the uninte-
grated quark and gluon distributions are expressed by
fq(x,k2T , µ
2) = Tq(k2T , µ
2)
αs(k2T )
2π
×
×
1∫
x
dz
[
Pqq(z)
x
z
q
(x
z
,k2T
)
Θ(∆− z) + Pqg(z)x
z
g
(x
z
,k2T
)]
,
(10)
fg(x,k2T , µ
2) = Tg(k2T , µ
2)
αs(k2T )
2π
×
×
1∫
x
dz
[∑
q
Pgq(z)
x
z
q
(x
z
,k2T
)
+ Pgg(z)
x
z
g
(x
z
,k2T
)
Θ(∆− z)
]
,
(11)
k⊥-FACTORIZATION AND FORWARD JETS
HERA and the LHC 213
101
102
103
104
-2 -1 0
ds
/d
lo
g 1
0 
x 
 (p
b)
log10 x
W, Tevatron
102
103
104
105
-4 -3 -2 -1 0
ds
/d
lo
g 1
0 
x 
 (p
b)
log10 x
W, LHC
Fig. 6: Different contributions to the inclusiveW± boson production at the Tevatron (left panel) and LHC (right panel)
conditions. The solid, dashed and dotted histograms represent the contributions from the g∗+g∗ →W±/Z0+q+ q¯′,
qv + g
∗ →W±/Z0 + q′ and qv + q¯′v →W±/Z0 subprocesses, respectively. The dash-dotted histograms represent
the “reduced sea” component. The thick solid histograms represent the sum of all contributions.
where Pab(z) are the usual unregularised leading order DGLAP splitting functions, and q(x, µ2)
and g(x, µ2) are the conventional (collinear) quark and gluon densities. The function fq(x,k2T , µ2)
in Eq. (10) represents the total quark distribution. Modifying Eq. (10) in such a way that only
the first term is kept and the second term omitted, we switch the last gluon splitting off, thus
excluding the qg(x,k2T , µ2) component. Taking the difference between the quark and antiquark
densities we extract the valence quark component qv(x,k2T , µ2) = fq(x,k2T , µ2)−fq¯(x,k2T , µ2).
Summing up, we consider the following partonic subprocesses: gluon-gluon fusion g +
g →W/Z+ q+ q¯′, with which the qg+ q¯g annihilation is replaced; valence and sea quark-gluon
scattering qv + g → W/Z + q and qs + g → W/Z + q, with which the qv + q¯g and qs + q¯g
annihilation is replaced; and quark-antiquark annihilation q+ q¯′ →W/Z including both valence
qv and sea qs quark components. The calculation of the matrix elements is explained in section
2.2. The basic formulas for coresponding contributions to the cross section are given in [45, 52].
Now we turn to numerical results. The solid, dashed and dotted histograms in fig. 2.3
represent the contributions from the g∗+g∗ → γ/W±/Z0+q+q¯′, qv+g∗ → γ/W±/Z0+q′ and
qv+ q¯′v →W±/Z0 (or qv+ q¯v → γ+g) subprocesses, respectively. The dash-dotted histograms
represent the sum of the contributions from the qs + q¯′s → W±/Z0, qs + g∗ → γ/W±/Z0 + q′
and qv + q¯′s → W±/Z0 (or qs + q¯s → γ + g and qv + q¯s → γ + g) subprocesses. We find that
the contribution from the valence quark-antiquark annihilation is important at the Tevatron but
yields only about few percent at the LHC energy. The gluon-gluon fusion is unimportant at the
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Fig. 7: Transverse mometum distribution of the W± boson production calculated at
√
s = 1800 GeV. Solid his-
tograms represent calculations in the ”decomposition” scheme where all contributions described in the text are taken
into account. Dashed histograms correspond to the predictions based on the simple 2 → 1 quark-antiquark annihi-
lation subprocess with all quark components summed together. Dotted histograms correspond to the simple 2 → 1
quark-antiquark annihilation subprocess without K-factor. The cross sections times branching fraction f(W → lν)
are shown. The experimental data are from D0.
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Fig. 8: Transverse mometum distribution of the Z0 boson. Notation of the histograms is as in Fig.2.3. The experi-
mental data are from CDF.
Tevatron, but becomes important at higher energies and has to be taken into account at the LHC.
Quite a significant fraction (nearly 50%) of the calculated cross section at both the Tevatron and
the LHC conditions comes from the qs quark component. The gluon-gluon fusion contributes
about ∼ 1% to the total cross section at Tevatron and up to ∼ 25% at the LHC.
Figs. 2.3 and 2.3 display a comparison between the calculated differential cross sections
dσ/dpT and the experimental data [54–56] at low pT (pT < 20 GeV), and in the full pT range.
For comparison, we also show the predictions based on the simple 2 → 1 quark-antiquark an-
nihilation subprocess (dotted histograms), with all quark components summed together. The
difference between the results can probably be attributed to the terms not containing large loga-
rithms. The predictions of the “subprocess decomposition” scheme lie by about a factor of 1.25
higher and show better agreement with the data.
Having considered the different partonic subprocesses we see that the dominant contribu-
tion comes from the sea quark interactions qs + qs → W/Z , qs + qv → W/Z and qs + g →
W/Z + q′. Notably, we find that these subprocesses are mainly due to the quarks emerging
from the earler steps of the parton evolution rather than from the last gluon splitting. Thus, we
conclude that the quarks constitute an important component of the parton ladder, not negligible
even at the LHC energies and not reducible to the gluon component. Quarks need to be directly
included in the evolution equations for consistency and completeness of the latter.
The results of our calculations within the “subprocess decomposition” scheme reasonably
agree with the available experimental data and show no need for an extra factor introduced in [57].
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2.4 Implications for the LHC: Z and W associated with heavy quark pair at Tevatron and
the LHC in k⊥-factorization
Author: Michal Deak, Florian Schwennsen
To calculate the cross section for pp → Z/W + QiQ¯j with the hard subprocess g∗g∗ →
Z/W +QiQ¯j at LHC energies we have to convolute the corresponding partonic off-shell cross
section with gluon uPDFs. For this purpose we implemented the matrix element squared of the
subprocess g∗g∗ → Z/W +QiQ¯j into the Monte Carlo generator CASCADE.
Our calculation of the hard matrix elements includes W± and Z production in association
with all possible quark-antiquark channels in gluon gluon fusion. Since the basic structure of
all these matrix elements is very similar, we present results only for the typical case of Zbb¯
production at LHC energies of
√
s = 14TeV. We compare our calculation with a prediction using
collinear factorization as obtained from the program MCFM [58]. For the collinear factorization
calculations we use the parton densities CTEQ6L1 [59]. Since we want compare with NLO
collinear calculation, which in MCFM is available only in massless quark approximation, we
compare by setting the quark mass to zero in our mass dependent calculation. To emulate the
quark mass effect we set a cutoff on the transversal momenta of the quarks with values pb⊥min =
mb = 4.62 GeV in our calculation and in MCFM as well.
The total cross sections are comparable in magnitude, though they differ considerably:
0.406 nb in k⊥-factorization and 0.748 nb in collinear factorization.
The transverse momentum distribution of the vector boson are shown in Fig. 9. The com-
parison of the k⊥-factorization approach to the collinear shows that they agree in transversal
momentum distributions of Z at high values of this quantity. This is no surprise, since at high
pZ⊥ the contribution from initial state gluon transverse momenta is expected to become small.
In the distribution of the azimuthal angular distance of Z and max(pb,⊥, pb¯,⊥) (Fig. 10) we
observe that the region from 0 to π/2 is forbidden within the collinear calculation due to momen-
tum conservation, which is not the case for k⊥-factorization. This is caused by the contribution
from initial state gluon transversal momentum which allows the transversal momenta of Z , b and
b¯ to be unbalanced. A larger spread of possible configurations causes that the distribution in the
k⊥-factorization calculation flattens.
3 NLO inclusive jet production in k⊥-factorization
Author: Jochen Bartels, Agustin Sabio-Vera, Florian Schwennsen
At different high energy colliders the inclusive jet production is one of the basic mea-
surements. Besides the very successful approach of collinear factorization, also within k⊥-
factorization jet production at HERA has been described [60]. There, the jet vertex has been
constructed from the central hard matrix element of quark-antiquark production – connected to
the unintegrated gluon and the photon being emmitted from the electron. The LO calculation of
the corresponding γ∗g → qq¯ matrix element is straightforward and contains just two diagrams
– one sample is shown in Fig. 11a. As it was shown in Ref. [61], k⊥-factorization in the small
x regime can be formulated at NLO accuracy. However, the jet production at HERA has not
been calculated at NLO accuracy so far, but the building blocks are contained in the calculation
of the NLO photon impact factor [62–66] including virtual corrections (like in Fig. 11b) and
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a b c d e
Fig. 11: sample diagrams for the dijet vertex in DIS.
corrections due to the emission of an additional gluon. For such a gluon one has to separate the
case where the gluon is ‘close’ to the vertex, giving a standard real correction to the process (like
in Fig. 11c), or where the gluon is ‘well separated’ from the vertex (like indicated in Fig. 11d).
Another contribution (symbolically indicated in Fig. 11e) would come from the different energy
scales at the jet and the proton vertices. The nature of these latter corrections will become more
clear when we discuss in the following the jet vertex for hadron-hadron scattering.
In k⊥-factorization of hadron-hadron collisions, the jet emission vertex can be identified with
the Reggeon-Reggeon-gluon vertex (indicated in Fig. 12a). Its square is nothing else but the LO
BFKL-kernel. Since the BFKL equation – from which k⊥-factorization can be derived – has
been formulated at NLO [67, 68] as well, it is also possible to calculate the jet emission vertex
at this order [61] taking into account that at NLO also the Reggeon-Reggeon-gluon-gluon and
Reggeon-Reggeon-quark-antiquark vertices enter the game. It is not sufficient to simply start
from the fully integrated emission vertex as used in the NLO BFKL kernel [67, 68]. Rather, one
has to carefully separate all the different contributions in their unintegrated form before one can
combine them. Moreover, special care has to be taken on the correct treatment of the energy
scales involved.
Instead of deriving in detail all the formulas, let us focus on the nature of the different
contributions to the NLO jet vertex. In Fig. 12 we represent the different types of contributions
by a symbolic diagram. At NLO virtual corrections to the vertex enter the game as shown in
Fig. 12b. Since off-shell amplitudes per se are not gauge invariant, the calculation has to be
performed as an embedded process. One can e.g. consider the process q+q → q+g+q in multi-
Regge-kinematics and extract the off-shell Reggeon-Reggeon-gluon vertex. Virtual corrections
to this process then also include diagrams (like box diagrams) which do not factorize individually
but only in the sum. Therefore, Fig. 12b can only be regarded as one specific example of a virtual
correction.
The real corrections to the one jet production consist of two gluon and quark-antiquark pro-
duction. For the quark-antiquark production one just has to distinguish two cases: either both
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Fig. 12: sample diagrams for the jet vertex in pp.
particles are ‘well separated’ and only one forms the jet while the other contributes to the inclu-
sive part (Fig. 12c), or they are ‘close to each other’ and form one jet (Fig. 12e). The question,
whether they are ‘well separated’ or ‘close to each other’, has to be answered by a specific jet
definition. The same distinction has to be made for the two gluon production (Fig. 12d and
Fig. 12f).
However, the two-gluon production involves some subtleties. Even if the two gluons can-
not be combined in one jet, there still remains the question whether the gluon belongs to the same
emission vertex or to different ones. A more detailed study of the arrangement of diagrams in the
complete framework of NLO BFKL [61,69] reveals that a contribution from the two neighbored
rungs (Fig. 12g) has to be reorganized into the NLO vertex at hand. The contributions in Fig. 12d
and Fig 12g both depend on the scale sΛ which separates the multi-Regge-kinematics from the
quasi-multi-Regge-kinematics. The inclusion of the contribution in Fig. 12g makes the NLO jet
vertex (and the NLO BFKL kernel) – to next-to-leading accuracy – independent of sΛ.
The original formulation of the BFKL approach relies on the scattering of two objects
providing an intrinsic and similar hard scale. Instead, in our setting we have to deal with the
evolution between the proton – at a soft scale – and the jet – at a hard scale. This imbalance ‘tilts’
the whole evolution such that in fact the BFKL evolution kernel gets a correction introducing
some additional collinear evolution. In the language of BFKL this can be understood as the
change from a symmetric energy scale s0 – like s0 =
√
Q1Q2 for two colliding objects with
scales Q1 and Q2 respectively – to an asymmetric one s0 = k2⊥,Jet. In the end, the result does
not depend on this artificial energy scale s0, which is ensured by compensating corrections to the
impact factors. With respect to the gluon ladder, our jet vertex acts as a kind of impact factor
and hence receives from above and below two corrections due to this energy scale change. These
complex dependencies involve a large number of concrete diagrams – we only symbolically mark
by Fig. 12h that the tilted gluon evolution leads to a correction of the jet emission vertex.
The virtual corrections (Fig. 12b) themselves are infrared divergent. These divergences are
canceled by the real corrections (Fig. 12c-f) after they are integrated over. To obtain a jet vertex
which is explicitly free of divergences, additional effort has to be made. After identification of
those terms in the real corrections which will lead to divergences, one can compensate them by
an unintegrated subtraction term, while the integrated subtraction term (which in fact is added
such that effectively the result is not changed) cancels the explicit divergences of the virtual
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corrections. The exact form of this subtraction term as well as all other formulas which are
needed can be found in Ref. [61].
4 Multijet production in the multi-Regge limit: Mueller–Navelet and forward jets
Authors: Agustı´n Sabio Vera, Florian Schwennsen
In this section we briefly describe the calculations performed in [70–73] to obtain the
azimuthal angle correlations in Mueller–Navelet jets [74] and forward jets at HERA using the
Balitsky–Fadin–Kuraev–Lipatov (BFKL) equation in the next–to–leading (NLO) approxima-
tion [67,68] (see also [75–78]). We first comment on the normalized differential cross section for
Mueller–Navelet jets. As it is quite insensitive to the parton distribution functions we can simply
operate with partonic cross sections, i.e.
dσˆ
d2~q1d2~q2
=
π2α¯2s
2
1
q21q
2
2
∫
dω
2πi
eωYfω (~q1, ~q2) , (12)
where α¯s = αsNc/π, ~q1,2 are the transverse momenta of the tagged jets, and Y their relative
rapidity. The Green’s function carries the bulk of the Y dependence and is the solution to the
NLO BFKL equation, (
ω − α¯sKˆ0 − α¯2sKˆ1
)
fˆω = 1ˆ, (13)
which acts on the basis including the azimuthal angle, i.e.,
〈~q| ν, n〉 = 1
π
√
2
(
q2
)iν− 1
2 ei n θ. (14)
As Y increases the azimuthal angle dependence is controlled by the kernel and it is then reason-
able to use LO jet vertices which are much simpler than the NLO ones [79, 80]. The differential
cross section in the azimuthal angle φ = θ1 − θ2 − π, with θi being the angles of the two tagged
jets, reads
dσˆ
(
αs,Y, p21,2
)
dφ
=
π2α¯2s
4
√
p21p
2
2
∞∑
n=−∞
ei nφ Cn (Y) , (15)
where p1 and p2 are the cuts on transverse momenta and
Cn (Y) = 12π
∫ ∞
−∞
dν(
1
4 + ν
2
) (p21
p22
)iν
eχ(|n|,
1
2
+iν,α¯s(p1p2))Y, (16)
and the NLO kernel can be written as
χ (n, γ, α¯s) = α¯sχ0 (n, γ) + α¯2s
(
χ1 (n, γ)− β08Nc
χ0 (n, γ)
γ (1− γ)
)
. (17)
The eigenvalue of the LO kernel is χ0 (n, γ) = 2ψ (1) − ψ
(
γ + n2
) − ψ (1− γ + n2 ), with ψ
the logarithmic derivative of the Euler function. The action of Kˆ1, in MS scheme, can be found
in [81]. The full cross section only depends on the n = 0 component,
σˆ =
π3α¯2s
2
√
p21p
2
2
C0 (Y) . (18)
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The average of the cosine of the azimuthal angle times an integer projects out the contribution
from each of these angular components:
〈cos (mφ)〉
〈cos (nφ)〉 =
Cm (Y)
Cn (Y) . (19)
The normalized differential cross section is
1
σˆ
dσˆ
dφ
=
1
2π
∞∑
n=−∞
einφ
Cn (Y)
C0 (Y) =
1
2π
{
1 + 2
∞∑
n=1
cos (nφ) 〈cos (nφ)〉
}
. (20)
The BFKL resummation is not stable at NLO for zero conformal spin. A manifestation of this
lack of convergence is what we found in the gluon–bremsstrahlung scheme where our NLO
distributions have an unphysical behavior whenever the n = 0 conformal spin appears in the
calculation. To solve this problem we imposed compatibility with renormalization group evolu-
tion in the DIS limit following [82–84] for all conformal spins. The new kernel with collinear
improvements to all orders in the coupling reads [70–73]
ω = α¯s (1 +Anα¯s)
{
2ψ (1)− ψ
(
γ +
|n|
2
+
ω
2
+ Bnα¯s
)
− ψ
(
1− γ + |n|
2
+
ω
2
+ Bnα¯s
)}
+ α¯2s
{
χ1 (|n| , γ)− β08Nc
χ0 (n, γ)
γ (1− γ)
−Anχ0 (|n| , γ) +
(
ψ′
(
γ +
|n|
2
)
+ ψ′
(
1− γ + |n|
2
))(
χ0 (|n| , γ)
2
+ Bn
)}
, (21)
whereAn and Bn are collinear coefficients [70–73]. After this extra resummation our observables
have a good physical behavior and are independent of the renormalization scheme. However, it
is very important to stress that the asymptotic behavior of the BFKL resummation is convergent
for non zero conformal spins. This is why we propose that the ideal distributions to investigate
BFKL effects experimentally are those of the form 〈cos (mφ)〉 / 〈cos (nφ)〉 with m,n 6= 0, we
will see below that in this case the difference between the predictions at LO and at higher orders
results is very small.
4.1 Mueller–Navelet jets at the LHC
Long ago, the D∅ [85] collaboration analyzed data for Mueller–Navelet jets at √s = 630 and
1800 GeV. For the angular correlation, LO BFKL predictions were first obtained in [86, 87] and
failed to describe the data since the LO results were far too decorrelated. On the other hand, a
more conventional fixed order NLO analysis using JETRAD underestimated the decorrelation,
while HERWIG was in agreement with the data.
In Fig. 13 we compare the Tevatron data for 〈cosφ〉 = C1/C0 with our LO, NLO and
collinearly resummed predictions. For Tevatron’s cuts, where the lower cut off in transverse
momentum for one jet is 20 GeV and for the other 50 GeV, the NLO calculation is instable
under renormalization scheme changes. The convergence of our observables is poor whenever
the coefficient associated to zero conformal spin, C0, is used in the calculation. If we eliminate
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Fig. 13: Left: 〈cosφ〉 = C1/C0 and Right: <cos 2φ><cos φ> = C2C1 , at a pp¯ collider with
√
s = 1.8 TeV for BFKL at LO
(solid) and NLO (dashed). The results from the resummation presented in the text are shown as well (dash–dotted).
this coefficient by calculating the ratios defined in Eq. (19) then the predictions are very stable,
see Fig. 13.
The full angular dependence studied at the Tevatron by the D∅ collaboration was published
in [85]. In Fig. 14 we compare this measurement with the predictions obtained in our approach.
For the differential cross section we also make predictions for the LHC at larger Y in Fig. 15. We
estimated several uncertainties in our approach which are represented by gray bands.
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Fig. 14: 1
N
dN
dφ
in a pp¯ collider at
√
s=1.8 TeV using a LO (stars), NLO (squares) and resummed (triangles) BFKL
kernel. Plots are shown for Y = 3 (left) and Y = 5 (right).
4.2 Forward jets at HERA
In this section we apply the BFKL formalism to predict the decorrelation in azimuthal angle
between the electron and a forward jet associated to the proton in Deep Inelastic Scattering
(DIS). When the separation in rapidity space between the scattered electron and the forward jet
is large and the transverse momentum of the jet is similar to the virtuality of the photon resolving
the hadron, then the dominant terms are of BFKL type. This process is similar to that of Mueller–
Navelet jets, the only difference being the substitution of one jet vertex by the vertex describing
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σ
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dφ
in our resummation scheme for rapidities Y = 7, 9, 11 from top to bottom. The gray band reflects the
uncertainty in s0 and in the renormalization scale µ.
the coupling of the electron to the BFKL gluon Green’s function via a quark–antiquark pair.
Azimuthal angles in forward jets were studied at LO in [88]. We improved their calculation by
considering the NLO BFKL kernel and collinear improved versions of it. Fixed order calculations
can be found in [89].
In the production of a forward jet in DIS it is necessary to extract a jet with a large longi-
tudinal momentum fraction xFJ from the proton. When this jet is characterized by a hard scale
in the form of a large pt it is possible to use conventional collinear factorization to describe the
process and the production rate may be written as
σ(s) =
∫
dxFJ feff(xFJ, µ2F )σˆ(sˆ), (22)
with σˆ(sˆ) denoting the partonic cross section, and the effective parton density [90] being
feff(x, µ2F ) = G(x, µ
2
F ) +
4
9
∑
f
[
Qf (x, µ2F ) + Q¯f (x, µ
2
F )
]
, (23)
where the sum runs over all quark flavors, and µF stands for the factorization scale.
The final expression for the cross section at hadronic level is of the form
dσ
dY dφ
= C0(Y) + C2(Y) cos 2φ, (24)
with
Cn(Y) =
π2α¯2s
2
∫
cuts
dxFJ dQ
2 dy feff(xFJ, Q2)B(n)(y,Q2,Y)δ
(
xFJ − Q
2eY
ys
)
, (25)
where the index in the integral sign refers to the cuts
20 GeV2 < Q2 < 100 GeV2, 0.05 < y < 0.7, 5 · 10−3 > xBj > 4 · 10−4. (26)
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The integration over the longitudinal momentum fraction xFJ of the forward jet involves a delta
function fixing the rapidity Y = lnxFJ/xBj and B(n) is a complicated function which can be
found in [70–73].
Since the structure of the electron vertex singles out the components with conformal spin
0 and 2, the number of observables related to the azimuthal angle dependence is limited when
compared to the Mueller–Navelet case. The most relevant observable is the dependence of the
average < cos 2φ >= C2/C0 with the rapidity difference between the forward jet and outgoing
lepton. It is natural to expect that the forward jet will be more decorrelated from the leptonic sys-
tem as the rapidity difference is larger since the phase space for further gluon emission opens up.
This is indeed what we observe in our numerical results shown in Fig. 16. We find similar results
to the Mueller–Navelet jets case where the most reliable calculation is that with a collinearly–
improved kernel. The main effect of the higher order corrections is to increase the azimuthal
angle correlation for a given rapidity difference, while keeping the decrease of the correlation as
Y grows.
Y
C2
C0
.02
.04
.06
.08
2 3 4 5 61
.1
Fig. 16: < cos 2φ > at the ep collider HERA at leading (solid), next to leading order (dashed), and for resummed
kernel (dash-dotted).
5 NLL BFKL effects: Mueller-Navelet and forward jets
Author: Christophe Royon
5.1 Forward jets at HERA
Following the successful BFKL [91–93] parametrisation of the forward-jet cross-section dσ/dx
at Leading Order (LO) at HERA [75,94,95], it is possible to perform a similar study using Next-
to-leading (NLL) resummed BFKL kernels. This method can be used for forward jet production
at HERA in particular, provided one takes into account the right two scales of the forward-jet
problem, namely Q2 for the lepton and k2T for the jet vertex respectively. In this short report,
we will only discuss the phenomelogical aspects and all detailed calculations can be found in
Ref. [71, 73, 76, 77] for forward jets at HERA and in Ref. [78] for Mueller-Navelet jets at the
Tevatron and the LHC.
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Fig. 17: Comparison between the H1 dσ/dx measurement with predictions for BFKL-LL, BFKL-NLL (S3 and S4
schemes) and DGLAP NLO calculations (see text). S4, S3 and LL BFKL cannot be distinguished on that figure.
The BFKL NLL [67, 68, 96] longitudinal transverse cross section reads:
dσγ∗p→JXT,L
dxJdk2T
=
αs(k2T )αs(Q
2)
k2TQ
2
feff(xJ , k2T )
∫
dγ
(
Q2
k2T
)γ
φγT,L(γ) e
α¯(kTQ)χeff [γ,α¯(kTQ)]Y (27)
where the χeff is the effective BFKL NLL kernel and the φ are the transverse and longitu-
nal impact factors taken at LL. The effective kernel χeff (γ, α¯) is defined from the NLL kernel
χNLL(γ, ω) by solving the implicit equation numerically
χeff (γ, α¯) = χNLL [γ, α¯ χeff (γ, α¯)] . (28)
The integration over γ in Eq. 27 is performed numerically. It is possible to fit directly
dσ/dx measured [97] by the H1 collaboration using this formalism with one single parameter,
the normalisation. The values of χNLL are taken at NLL [67,68,96] using different resummation
schemes to remove spurious singularities defined as S3 and S4 [82]. Contrary to LL BFKL, it is
worth noticing that the coupling constant αS is taken using the renormalisation group equations,
the only free parameter in the fit being the normalisation.
To compute dσ/dx in the experimental bins, we need to integrate the differential cross
section on the bin size inQ2, xJ (the momentum fraction of the proton carried by the forward jet),
kT (the jet transverse momentum), while taking into account the experimental cuts. To simplify
the numerical calculation, we perform the integration on the bin using the variables where the
cross section does not change rapidly, namely k2T /Q2, log 1/xJ , and 1/Q2. Experimental cuts
are treated directly at the integral level (the cut on 0.5 < k2T /Q2 < 5 for instance) or using a toy
Monte Carlo. More detail can be found about the fitting procedure in Appendix A of Ref. [75].
The NLL fits [71, 73, 76, 77] can nicely describe the H1 data [97] for the S4 and S3
schemes [71, 73, 75–77, 94, 95] (χ2 = 0.48/5 and χ2 = 1.15/5 respectively per degree of
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Fig. 18: Comparison between the H1 measurement of the triple differential cross section with predictions for BFKL-
LL, BFKL-NLL and DGLAP NLO calculations (see text).
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freedom with statistical and systematic errors added in quadrature). The curve using a LL fit
is indistinguishable in Fig. 17 from the result of the BFKL-NLL fit. The DGLAP NLO calcula-
tion fails to describe the H1 data at lowest x (see Fig. 17). We also checked the effect of changing
the scale in the exponential of Eq. 27 from kTQ to 2kTQ or kTQ/2 which leads to a difference
of 20% on the cross section while changing the scale to k2T or Q2 modifies the result by less than
5% which is due to the cut on 0.5 < k2T /Q2 < 5. Implementing the higher-order corrections in
the impact factor due to exact gluon dynamics in the γ∗ → qq¯ transition [98] changes the result
by less than 3%.
The H1 collaboration also measured the forward jet triple differential cross section [97]
and the results are given in Fig. 18. We keep the same normalisation coming from the fit to
dσ/dx to predict the triple differential cross section. The BFKL LL formalism leads to a good
description of the data when r = k2T /Q2 is close to 1 and deviates from the data when r is further
away from 1. This effect is expected since DGLAP radiation effects are supposed to occur when
the ratio between the jet kT and the virtual photon Q2 are further away from 1. The BFKL NLL
calculation including the Q2 evolution via the renormalisation group equation leads to a good
description of the H1 data on the full range. We note that the higher order corrections are small
when r ∼ 1, when the BFKL effects are supposed to dominate. By contrast, they are significant
as expected when r is different from one, i.e. when DGLAP evolution becomes relevant. We
notice that the DGLAP NLO calculation fails to describe the data when r ∼ 1, or in the region
where BFKL resummation effects are expected to appear.
In addition, we checked the dependence of our results on the scale taken in the exponential
of Eq. 27. The effect is a change of the cross section of about 20% at low pT increasing to 70% at
highest pT . Taking the correct gluon kinematics in the impact factor lead as expected to a better
description of the data at high pT [71, 73, 76, 77].
5.2 Mueller-Navelet jets at the Tevatron and the LHC
Mueller-Navelet jets are ideal processes to study BFKL resummation effects [74]. Two jets
with a large interval in rapidity and with similar tranverse momenta are considered. A typical
observable to look for BFKL effects is the measurement of the azimuthal correlations between
both jets. The DGLAP prediction is that this distribution should peak towards π - i.e. jets
are back-to-back- whereas multi-gluon emission via the BFKL mechanism leads to a smoother
distribution. The relevant variables to look for azimuthal correlations are the following:
∆η = y1 − y2
y = (y1 + y2)/2
Q =
√
k1k2
R = k2/k1
The azimuthal correlation for BFKL reads:
2π
dσ
d∆ηdRd∆Φ
/
dσ
d∆ηdR
= 1 +
2
σ0(∆η,R)
∞∑
p=1
σp(∆η,R) cos(p∆Φ)
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Fig. 20: Azimuthal correlations between jets with
∆η =6, 8, 10 and 11 and pT > 5 GeV in the CDF
acceptance. This measurement will represent a clear
test of the BFKL regime.
where in the NLL BFKL framework,
σp =
∫ ∞
ET
dQ
Q3
αs(Q2/R)αs(Q2R)
(∫ y>
y<
dyx1feff (x1, Q2/R)x2feff (x2, Q2R)
)
∫ 1/2+∞
1/2−∞
dγ
2iπ
R−2γ eα¯(Q
2)χeff (p,γ,α¯)∆η
and χeff is the effective resummed kernel. Computing the different σp at NLL for the resumma-
tion schemes S3 and S4 allowed us to compute the azimuthal correlations at NLL. As expected,
the ∆Φ dependence is less flat than for BFKL LL and is closer to the DGLAP behaviour [78].
In Fig. 19, we display the observable 1/σdσ/d∆Φ as a function of ∆Φ, for LHC kinematics.
The results are displayed for different values of ∆η and at both LL and NLL accuracy using
the S4 resummation scheme. In general, the ∆Φ spectra are peaked around ∆Φ= 0, which is
indicative of jet emissions occuring back-to-back. In addition the ∆Φ distribution flattens with
increasing ∆η= y1−y2. Note the change of scale on the vertical axis which indicates the mag-
nitude of the NLL corrections with respect to the LL-BFKL results. The NLL corrections slow
down the azimuthal angle decorrelations for both increasing ∆η and R deviating from 1. We also
studied the R dependence of our prediction which is quite weak [78]. We also studied the scale
dependence of our results by modifying the scale Q2 to either Q2/2 or 2Q2 and the effect on the
azimuthal distribution is of the order of 20%. The effect of the energy conservation in the BFKL
equation [78] is large when R goes away from 1. The effect is to reduce the effective value of ∆η
between the jets and thus the decorrelation effect. However, it is worth noticing that this effect is
negligible when R is close to 1 where this measurement will be performed.
A measurement of the cross-section dσhh→JXJ/d∆ηdRd∆Φ at the Tevatron (Run 2) or
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the LHC will allow for a detailed study of the BFKL QCD dynamics since the DGLAP evolution
leads to much less jet angular decorrelation (jets are back-to-back when R is close to 1). In
particular, measurements with values of ∆η reaching 8 or 10 will be of great interest, as these
could allow to distinguish between BFKL and DGLAP resummation effects and would provide
important tests for the relevance of the BFKL formalism.
To illustrate this result, we give in Fig. 20 the azimuthal correlation in the CDF acceptance.
The CDF collaboration installed the mini-Plugs calorimeters aiming for rapidity gap selections in
the very forward regions and these detectors can be used to tag very forward jets. A measurement
of jet pT with these detectors would not be possible but their azimuthal segmentation allows a φ
measurement. In Fig. 20, we display the jet azimuthal correlations for jets with a pT > 5 GeV
and ∆η =6, 8, 10 and 11. For ∆η =11, we notice that the distribution is quite flat, which would
be a clear test of the BFKL prediction.
6 Forward Jets in the CASTOR calorimeter in the CMS experiment
Author: Albert Knutsson
The CASTOR (Centauro and STrange Object Research) detector [99] is a Cherenkov radi-
ation calorimeter consisting of tungsten absorber plates sandwitched with plates of quartz, used
as the active material in the detector. The construction is repeated in octants in azimuthal an-
gle, giving a full 360o coverage. For each ocant lightguides and photomultipliers are situated
on top of the plates in two coloumns, 14 channels deep along the beam direction. 2 of the 14
channels are designed for detection of electromagnetic particles and the rest are hadronic chan-
nels. Thus the detector consists of a total number of 16x14 channels. CASTOR is situated 14.4
m from the interaction vertex in the CMS detector at LHC and covers the pseudorapidity range
5.2 < η < 6.6.
Since CASTOR has no segmentation in polar angle it will not be possible to define jets
according to conventional jet algorithms which use the energy, polar and azimuthal angle of par-
ticles. Here we investigate the possiblity to measure jet events with CASTOR, by using only
the azimuthal segmenation and energy deposition. The studies are carried out on Monte Carlo
generator level. Events are generated with the ARIADNE event generator [100], with the hadron
level jets defined according to the inclusive kT algorithm. The kinematic region has been divided
into 16 slices in phi, for which the energies of all particles are summed. In Fig. 21a-b the correla-
tions between the hadron level jet energy and different energy depositions in the CASTOR region
are shown. Clearly the total energy contained in the CASTOR region is too large compared to
the energy of the hadron level jet (Fig. 21a), while the energy in the phi segment with highest
energy gives a better correlation with the true jet energy (Fig. 21b). The best reconstruction of
the jet energy is achieved if the energy in the most active phi segmenet is summed with the two
neighbouring cells (Fig. 21c). This is the method we use in the physics studies presented in the
next section. In future, one can improve the jet reconstruction with more complex algorithms in
order to obtain an even better correlation in jet energy. Finally, in Fig. 22 the azimuthal angle of
the jet axis is plotted versus the azimuthal slice with highest energy. A good correlation is seen.
Events in which an energetic jet is produced close to the proton remnant (the forward
direction) are sensitive to the higher order reactions due to the long rapidity range available for
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Fig. 22: Azimuthal angle of the highest energy φ-segment vs. the azimuthal angle of the jet.
radiation between the jet and the hard scattering vertex. The longitudinal momentum fraction of
the proton, x, can be related to the rapidity, y, by approximately x ∼ e−y , which further suggests
that forward physics gives us valuable information about low x parton dynamics.
At HERA, forward jet events have been analysed [97,101] and improved our understanding
of QCD. Available fixed order calculations (next-to-leading order O(α2s)) as well as the higher
order reactions approximated by DGLAP parton showers underestimate the HERA data by up to
a factor of 2. The data can be described only if the ordering of the transverse momenta of the
radiated gluons is broken in the theoretical predictions.
In events where the transverse momentum of the forward jet is close to the scale of the
hard reaction the DGLAP like scenario, i.e. events with QCD radiation ordered in transverse
momenta, is further supressed. In the HERA analysis this is achieved by requiring that the
square of the transverse momentum of the forward jet was in the same order as the virtuality of
the exchanged photon. In the analysis presented here we instead require that two additional hard
jets are produced in the central region of the detector. For the forward jets in the CASTOR region
this gives up to 5 units of pseudorapidity range available for more gluon radiation.
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For this study the Monte Carlo events are generated by using the full event generators
PYTHIA 6.4.14 [9] and ARIADNE 1.4 [100]. PYTHIA 6.4.14 is based on LO DGLAP parton
showers, which gives gluon radiation ordered in transverse momentum with respect to rapidity.
In ARIADNE, parton showers are generated by the Color Dipole Model (CDM), resulting in
gluon radiation without any ordering in transverse momentum with respect to rapidity. This cor-
responds to a BFKL like final state. PYTHIA is run with the so called tune A multiple interaction
model.
The hadron level jets are defined with the inclusive kt algorithm. Events are selected which
contain a jet with a transverse momentum ET > 10 GeV and a pseudorapidity 5.2 < η < 6.6.
To further suppress events with DGLAP like dynamics, two jets with ET > 10 GeV are required
in the central region, |η| < 1.5. The resulting cross-section is shown in Fig. 23 as a function of
the forward jet energy. As can be seen, CDM is producing more jets at higher energies, while
the events with gluon emissions generated according to DGLAP dynamics have a supressed jet
production. At the highest forward jet energies the difference between the models is up to two
orders of magnitude.
In the following we replace the hadronic forward jet with the jet reconstruction described
in the previous section. In addition we have also smeared the particle energies according to
resolutions measured in the CASTOR beam test [102] and applied a noise cut at 1 GeV. Since
we can no longer determine the ET of the reconstructed forward jet, this cut is removed from
the forward jet selection, but the measured range in energy is kept. The major consequence is, as
expected, an increased number of jets at low energies. The predictions from PYTHIA and CDM
shows that the very high sensitivity to the scheme used for the QCD radiation is still preserved
(see Fig. 24).
In Fig. 25a and b we investigate the PDF uncertainties for the suggested measurement. As
can be seen in Fig. 25a the predicted forward jet cross section does not distinguish between PDFs
which has been fitted at leading order with LO αs, CTEQ6L, or NLO αs, CTEQ6LL. Using the
CTEQ6.5 PDF however gives a lower forward jet cross section, as illustrated in Fig. 25b. Here
the PDF uncertainty, based on the 40 error eigensets for CTEQ6.5, are shown for the PYTHIA
prediction.
Finally, the response to multiple interactions (MI) is studied in Fig. 26. We see that the
impact of MI is expected to be large in general; excluding MI lowers the cross section by roughly
an order of magnitude. Except of that, the sensitivity to the different MI tunes and models are
fairly small in comparison to the impact of using a CDM.
In summary a method for jet reconstuction in the CASTOR calorimeter has been sug-
gested. We have shown that using the method to measure forward jets in CASTOR in addition to
two jets in the central region may give a very large sensitity to the dynamics of the parton shower.
This is also true if PDF uncertainties and different MI models are taken into account.
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HERA Results
Katerina Mu¨ller, Hanno Perrey, Thomas Scho¨rner-Sadenius
Jet production measurements at HERA allow detailed tests of our understanding of perturbative
QCD. The concepts of factorization, of the perturbative expansion of the cross section and of PDF
universality can all be tested. In addition, the strong coupling constant, αs, can be extracted from
HERA jet production data. A further issue of particular relevance to the LHC, is the possible
effects of multi-parton interactions and the underlying event. At HERA, such effects can be
studied in resolved photoproduction events, since the hadronic structure of the photon means that
photon-proton collisions are similar, in some respects, to hadron-hadron collisions.
The production of isolated photons, produced directly in the hard interaction, also provides
a very sensitive probe of perturbative QCD, since the photons are largely insensitive to the effects
of hadronisation. A good understanding of the Standard Model production mechanism of isolated
photons is also important for searches of new particles decaying to photons at hadron colliders
(eg. H → γγ).
In this section, some recent HERA measurements of both jet production (mainly in the
photoproduction regime), and of isolated photons, are reviewed. In addition, some recent mea-
surements sensitive to the effects of multi-parton interactions and the underlying event are dis-
cussed.
1 HERA results on jets and prompt photons in photoproduction
Authors: Hanno Perrey, Thomas Scho¨rner-Sadenius
In photoproduction at HERA, a quasi-real photon emitted from the incoming electron collides
with a parton from the incoming proton. In such events, hadronic jets and also prompt (mean-
ing: radiated by one of the outgoing quarks) photons can be produced. The photoproduction
γ
p
e
g
e
p
γ
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Fig. 1: Feynman diagrams of direct and resolved dijet pho-
toproduction at leading order.
of hadronic jets can be classified into two
types of processes in leading-order (LO)
QCD: direct and resolved. In direct processes,
the entire photon and its momentum partici-
pate in the hard scatter (left side of Fig. 1),
while resolved processes involve a photon act-
ing as a source of quarks and gluons, with only
a photon momentum fraction xγ participating
in the hard scatter (right side of Fig. 1). It
is due to the presence of resolved events that
HERA data might be useful for further con-
straining the photon PDFs.
This contribution presents a review of
some recent results on jet (and prompt pho-
ton) photoproduction at HERA. Some emphasis is placed on the prospects of using such mea-
surements to constrain the proton and the photon PDFs. In addition, some results on multi-parton
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interactions and the underlying event are briefly summarised. It should be pointed out that most
of these results use data only from the HERA-I data taking period, such that an improvement in
statistical precision is to be expected by making use of all available data.
1.1 The concept of the resolved photon
Fig. 1 shows Feynman diagrams for direct (left) and resolved (right) photoproduction of di-
jets. Statistically, direct events are dominated by quark propagators whereas resolved events are
mostly characterized by gluon propagators. This difference should lead to a distinctly different
angular behaviour of the final-state jets: whereas the quark propagator (quarks being spin-1/2
particles) should lead to a distribution in the cosine of the centre-of-mass scattering angle, cos θ∗,
like (1− | cos θ∗|)−1, in the gluon case a distribution like (1− | cos θ∗|)−2 is expected. In other
words, the cross section of the resolved part is expected to rise more rapidly towards higher cos θ∗
than that of the direct part. Fig. 2 shows the experimental evidence [1]: the dijet cross section
as a function of cos θ∗ for a direct-enriched (left) and a resolved-enriched data sample (right).
It is obvious that the above predictions are fulfilled, the resolved distribution rising much more
rapidly than the direct one. These distributions thus form an important test of the concept of the
resolved photon. Similar results have also been obtained by the ZEUS collaboration [2].
Fig. 2: Photoproduction dijet cross section as function of centre-of-mass scattering angle, cos θ∗, for direct- (left) and
resolved-enriched (right) samples [1].
In the above discussion, the distinction between direct and resolved data samples has been
made. On the theoretical side, this distinction is meaningful only at LO. On the experimental
side, the distinguishing observable xγ is not directly accessible but has to be reconstructed from
the two final-state jets in much the same way as the proton’s momentum fraction xp entering the
hard scattering,
xγ =
ET,1e
−η1 + ET,2e−η2
2yEe
, xp =
ET,1e
+η1 + ET,2e+η2
2Ep
,
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Fig. 4: Photoproduction dijet cross sections as func-
tions of the mean transverse jet energy,ET , for a direct-
and a resolved enriched sample [4].
where ET,i and ηi are the jet transverse energies and pseudorapidities, y is the inelasticity (char-
acterizing the energy loss of the scattered electron) and Ee and Ep are the electron and proton
beam energies. Typically, the resolved regime is defined to comprise values of xγ between 0 and
0.75 or 0.8.
Note, however, that the phenomenon of the resolved photon is not strictly confined to the
photoproduction regime. Also, the virtual photon entering into deep inelastic scattering events
can exhibit a hadronic substructure, leading to a resolved contribution to DIS. The ZEUS collab-
oration has evaluated the fraction of resolved events in both photoproduction and DIS, measuring
the fraction of dijet events with xγ below and above 0.75. The results are shown in Fig. 3, as
a function of the photon virtuality Q2 [3], and are compared to NLO QCD calculations. It is
found that even at large Q2 values (highly virtual photons), there is a significant contribution
from resolved events and that for DIS this component of the data is not correctly described by the
QCD predictions (which do not include any resolved photon option). In contrast, the resolved
contribution to photoproduction is well described by NLO QCD.
1.2 Jet cross sections in photoproduction
Numerous measurements of inclusive-jet, dijet and multijet cross sections have been performed
by the HERA experiments. A very recent result [4] is presented in Fig. 4, which shows the dijet
cross section as a function of the mean dijet transverse energy, ET , for a sample enhanced in
direct and a sample enhanced in resolved events. The measurements are compared to an NLO
QCD prediction using two different parameterisations of the photon PDFs.
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The data in the direct regime are especially well described by the theory (on the level of
10% or better), as can be seen in the bottom left part of the figure, which shows the ratio of data
over NLO prediction. The uncertainties here are dominated by the theoretical uncertainty which
is of the order of 15%. The situation in the resolved regime is slightly more complicated and will
be discussed in some more detail below.
Many more examples of photoproduction jet cross sections and their successful description
by NLO QCD exist. Fig. 6 [1] shows the dijet cross section as a function of xp in different regions
of xγ and jet pseudorapidity. Both the momentum fractions and the pseudorapidity distributions
of the jets are sensitive to the momentum distributions of partons inside the proton, making these
measurements important tests of QCD. It can be seen again that the data are very well described
by NLO QCD, on the level of 10%, which are well covered by the combined uncertainties. Only
for large xp values, with both jets going forward (η1,2 > 1), do some deviations between data
and theory occur (see Fig. 6, bottom right). These differences might be explained by the large
uncertainties on the proton PDFs for large momentum fractions.
Fig. 5 [4] shows, for the same data sample as in Fig. 4, the cross section as a function of
the mean jet pseudorapidity, η. The data are again shown separately for direct- and resolved-
enhanced samples and are compared to NLO QCD predictions using different parameterisations
of the photon PDFs. For the direct case, the description of the data by the theory is again excel-
lent.
The demonstrated good performance of NLO QCD in describing photoproduction data
(especially in the direct regime) gives confidence in the theory, thus rendering possible the ex-
traction of QCD parameters like the strong coupling constant, αs, or the proton and photon
PDFs from the data. One example of the former is given in [5], where a value αs(MZ) =
0.1224±0.0001(stat.)+0.0022−0.0019(exp.)±+0.0054−0.0042 (th.) was extracted from an inclusive-jet measure-
ment in photoproduction. Many other precision extractions of αs, from jet measurements in both
DIS and photoproduction, also exist. The impact of jet cross sections in constraining the PDFs is
discussed in the next section.
Recently, the symmetry group underlying the strong interaction has been studied by mea-
suring angular correlations in direct-enriched three-jet photoproduction events [6]. Fig. 7 shows
the differential cross sections as functions of the angular correlations between the three jets in
the final state and the proton-beam direction. The data are compared to LO calculations based
on different symmetry groups, illustrating the sensitivity of the data to the colour configuration.
While the measured angular correlations are consistent with the prediction of SU(3), they dis-
favour other symmetry groups such as SU(N) in the limit of large N . The differences between
SU(3) and U(1)3 were found to be smaller than the current statistical uncertainties.
1.3 Jets in Photoproduction and the Proton and Photon PDFs
In [4], both the theoretical uncertainties on dijet cross sections and their sensitivity to the gluon
density in the photon and the proton have been investigated in great detail. As is highlighted in
Fig. 8 (left), for a special choice of kinematics, there are regions in which the proton PDF uncer-
tainty (indicated as the region between the two solid lines) is as large as, or even larger than, the
combined theoretical uncertainties due to the choice of renormalization scale, factorization scale,
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resolved enriched sample [1].
αs, and hadronisation correction. Also, the uncertainty due to the very imprecise knowledge of
the photon PDF may be very large, reaching values of up to 60%, as indicated by the dashed line
in the figure, which shows the difference in the cross section prediction between two different
photon PDF parameterisations. Dijet data do, therefore, have the potential to further constrain
both quark and gluon densities in the proton and the photon. This is indicated in Fig. 8 (right),
which shows the fraction of gluon-induced events on the proton side (dark dashed line) and on
the photon side according to two different photon PDF parameterisations (light dashed and solid
lines). The amount of gluon-induced events can be as large as 60%, depending on the detailed
kinematics under consideration.
The large discrepancies between different photon PDF parameterisations are also visible
in the comparison of NLO QCD predictions with dijet cross sections in the resolved regime, like
in Fig. 4 (right) or Fig. 5 (right). For example, in Fig. 4, the resolved dijet cross section can be
approximately described by the NLO prediction using the CJK photon PDF parametrization, but
not by the AFG04 parametrization, which is off by up to 40–50%. This difference highlights the
potential of the data to further constrain the photon PDFs.
A first example of the benefit of jet photoproduction data on determinations of the proton
PDFs is given in Figs. 9 and 10. Fig. 9 shows, for an older measurement of photoproduction
dijet cross sections [2], the ratio of the measured cross sections over the NLO prediction. An
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Fig. 7: Photoproduction trijet cross sections as functions of angular correlation between the jets and the proton-beam
direction, for a direct enriched sample [6].
HERA RESULTS
HERA and the LHC 245
Fig. 8: Left: Theoretical uncertainties on photopro-
duction dijet cross sections in a special kinematic re-
gion [4]. The uncertainties are the total (outer shaded
band), that from varying µR (inner shaded band),
the proton PDF uncertainties from the ZEUS-JETS fit
(solid lines) and the difference from using the CJK
photon PDF, rather than AFG04 (dashed line). Right:
Gluon-induced contributions to photoproduction dijet
cross sections in the same kinematic region.
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overall good description is found, with data and theory in agreement almost everywhere within
the combined theoretical and experimental uncertainties. These data (together with data from
DIS jet analyses) have been used as additional inputs (besides the usual inclusive F2 data) to
an NLO QCD PDF fit [7]. The success of this fit is demonstrated in Fig. 10, which shows the
fractional gluon density uncertainty as a function of the proton momentum fraction x in different
regions of Q2. The uncertainty without the use of jet data is given by the dark shaded area, and
the result including jet data is given by the light shaded area. An improvement in the uncertainty
of up to 35% is clearly visible, especially in the region of medium-to-high-x values.
The aim now is to further improve the proton PDFs (and here especially the gluon density
at high values of x, since this is particularly important for LHC physics) by using more precise
measurements or cross sections measured in different kinematic regions, from both photopro-
duction and DIS. Constraining the photon PDFs will be technically even more demanding, partly
because of lack of a consistent PDF error treatment for the photon PDF, and partly because of
the increased experimental and theoretical uncertainties for the resolved regime.
1.4 Photoproduction of isolated photons
The production of isolated, or “prompt”, photons from the hadronic final state offers an alter-
native access to the QCD dynamics in ep scattering, with different systematic uncertainties and
reduced effects from hadronisation. Isolated photon production has been measured by ZEUS and
H1 in both photoproduction [8–10] and DIS [11, 12] . In addition to inclusive measurements of
isolated photons, cross sections of photons in association with jets are also often measured, for
which there are currently NLO QCD predictions available. In Sec. 2, a detailed description of
the latest HERA prompt photon measurement [12] in DIS is presented. Here, only a very brief
summary of a recent measurement in photoproduction is given [10].
Fig. 11 [10] shows the photon plus jet cross section, in photoproduction, as a function of
EγT and ηγ . The data are compared to NLO QCD calculations (shaded band) and to calculations
based on the kT -factorization approach and unintegrated parton densities (hatched band). The
results demonstrate that the kT -factorization approach gives the closest agreement with the data,
especially in the low EγT and forward ηγ regions. The fact that NLO QCD does not describe the
data at low values of EγT (or EjetT ) currently precludes the use of the low-transverse-energy data
in constraining the PDFs or αs.
1.5 The underlying event and multi-parton interactions
Resolved photon-proton interactions may, in some respects, be regarded as hadron-hadron col-
lisions, with all the additional features with respect to direct interactions. In particular, it is
possible in hadron-hadron collisions to have multiple interactions of pairs of partons (so-called
‘multi-parton interactions’ or ‘MPI’), which may populate the hadronic final state with additional
soft or hard jets, or additional energy flow throughout the detector. This effect may alter the final
state significantly, making it necessary to model it adequately in the Monte Carlo programs used
in the analyses. There exist various MPI model implementations in standard generators, such as
HERWIG and PYTHIA, which can be tested against data, or whose parameters can be adjusted
to describe the data. Here, some recent examples of multi-parton interaction studies at HERA,
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from H1 and ZEUS, are briefly reviewed. Note that a more detailed discussion of the H1 results
can be found in the WG5 section of these proceedings.
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Fig. 12 shows the recent H1 measurement [13] of the mean number of ‘minijets’ (i.e. soft
jets with transverse energies above a very low cut of 3 GeV) in DIS events, with at least one hard
jet. The data are shown as a function of this leading jet’s transverse momentum, p∗T,lj , in different
regions of Q2, and different regions of azimuthal angle with respect to the leading jet’s azimuth.
The so-called ‘Towards’ and ’Away’ regions are expected to be mostly populated by the results
of the first and hardest parton-parton scattering in the event, and the dijet system coming from
this scattering should be separated by an azimuthal angle of about pi. In contrast, the ‘High’ and
(especially) the ‘Low’ regions1, should be particularly sensitive to MPI effects which, in these
regions, are not masked out by the harder energy depositions from the leading jet pair. It can
be observed that the PYTHIA model with MPI effects switched on (‘PYTHIA MI’) is in rather
good agreement with the data in almost all regions. In contrast, PYTHIA without MPI modelling
(‘PYTHIA’) fails to describe the data in the low Q2 ‘High’ and ‘Low’ regions, consistent with
the hypothesis of MPI effects dominating in these regions of phase space. Overall, the results
indicate that the data strongly favour the models including MPI effects.
Another recent H1 measurement [14], this time of dijets in photoproduction, leads to sim-
ilar conclusions. Fig. 13 shows the charged particle multiplicity for a resolved-enriched data
sample in the ‘High’ (left) and ‘Low’ (right) regions as function of the transverse momentum
1Note that ‘High’ and ‘Low’ refer to the amount of deposited energy in the two regions.
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of the leading jet. Again, PYTHIA without MPI modelling (‘PYTHIA NMI’) does not give a
sufficient description of the data while PYTHIA including MPI (‘PYTHIA MI’) models the data
well.
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Fig. 13: Charged particle multiplicity for resolved-enriched photoproduction dijets as function of the transverse mo-
mentum of the first jet [14].
A similar statement can also derived from a recent measurement of three- and four-jet
photoproduction [15] from ZEUS. Fig. 14 shows the four-jet photoproduction cross section as a
function of xγ , and compares it to the predictions of HERWIG and PYTHIA, with and without the
inclusion of MPI modelling. The results indicate that the two predictions including MPI effects
(‘HERWIG+MPI’ and ‘PYTHIA+MPI’) are able to adequately reproduce the data, whereas the
models without MPI grossly underestimate the measured cross section in the resolved-enhanced
regime (i.e. xγ < 0.8). The effect is particularly drastic for low energy scales and low multijet
invariant masses, a fact which is illustrated in Fig. 14, where the four-jet mass was required to
be between 25 and 50 GeV. It should also be noted that the parameters of the “HERWIG+MPI”
model have been tuned to these multijet data, while the “PYTHIA+MPI” parameters have not.
While the HERA measurements clearly favour models in which MPI are included, the data
so far do not have the power to specify more precisely the mechanism underlying MPI effects, or
to shed light on the energy evolution of MPI effects when going (for example) from TEVATRON
to LHC centre-of-mass energies. The models in use so far are rather crude and will have to be
replaced by more realistic models and calculations which take correctly into account features like
multi-parton exchanges between photon and proton, correlations between these exchanges, etc.
2 Measurement of Isolated Photon Production in Deep Inelastic Scattering at HERA
Author: Katharina Mu¨ller
Both the H1 and ZEUS Collaborations have previously measured [8–10] prompt photon cross
sections in photoproduction (see, for example, Sec. 1.4). An analysis of the isolated photon
cross section in deep inelastic scattering (DIS), with Q2 > 35 GeV2, has also been published by
ZEUS [11]. The present contribution describes the most recent HERA measurement of isolated
photon production in DIS (e+ p→ e+ γ +X) from H1.
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Fig. 14: Photoproduction four-jet cross section as function of xγ [15].
The measurement of isolated photons in deep inelastic scattering provides a test of QCD
in a kinematic range with two hard scales, the four-momentum transfer squared, Q2, of the
exchanged virtual photon and the transverse energy of the emitted photon. In DIS, the final
state photon is emitted by a quark (QQ subprocess), by wide angle radiation from the lepton (LL
subprocess) or by interference (LQ subprocess). TheQQ contribution is dominated by the direct
radiation of the photon from the quark involved in the parton level process, but also contains the
contribution from quark fragmentation to a photon [16, 17]. Since the photon and the scattered
electron are well separated in the present analysis, low angle QED radiation is suppressed. The
LL and the more interesting QQ process can not be distinguished experimentally on event basis,
but only by comparison with predictions.
The measurement of isolated photons in DIS presented here is based on a total integrated
luminosity of 227 pb−1. Full details of the analysis can be found in [12]. Photon candidates
with transverse energy 3 < EγT < 10 GeV and pseudorapidity −1.2 < ηγ < 1.8 are selected
in DIS events in the kinematic regime 4 < Q2 < 150 GeV2, inelasticity y > 0.05 and a mass
of the hadronic system WX > 50 GeV. The cut on WX removes events from elastic compton
scattering. The photon candidates are then used together with the other particles in the event,
with the exception of the scattered electron, to reconstruct jets using the kT algorithm [18].
The isolation of the photon is ensured by requiring that it carries at least 90% of the transverse
momentum of the jet containing the photon. The isolation criteria removes a large part of the
background from decay products of neutral hadrons.
Photons are separated from the remaining neutral hadrons and their decay products by a
multivariate analysis of the shapes of the calorimeter energy deposits.
Jet production in events with isolated photons and no additional jet or with at least one
jet is also investigated. Hadronic jets are reconstructed for P jetT > 2.5 GeV, the pseudorapidity
range is restricted to −1.0 < ηjet < 2.1. All results are compared to a leading order (LO),
O(α3α0s), calculation [19, 20]. The cross sections for a photon plus at least one jet are further
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compared to a NLO,O(α3α1s), calculation [21].
Differential cross sections dσ/dηγ and dσ/dQ2 for the inclusive isolated photon cross
section are shown in Fig. 15. Fig. 16 shows the differential cross sections dσ/dηγ for isolated
photons with no additional hadronic jet (a) and with hadronic jets (b). The uncertainty on the
shower description gives the dominant contribution to the systematical error. The cross sections
are shown together with the predictions by the LO calculation. A comparison to a NLO calcu-
lation is possible for the photon plus jets cross section. The calculations are corrected to hadron
level. The corrections amount to, at most, −30%.
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shown together with a leading order, α3α0s , calculation [20] corrected for hadronisation effects, LL corresponding to
radiation from the electron and QQ to radiation from the quark.
Inclusive isolated photon production
(a) (b)
The LO O(α3α0s) calculation underestimates the inclusive cross sections by roughly a
factor of two, most significantly at low Q2. The relative contribution of radiation from the elec-
tron (LL) and the quark(QQ) depends strongly on ηγ and Q2. At high and medium ηγ and
low Q2, radiation by the quark dominates. The shapes of the dσ/dEγT and dσ/dηγ distribu-
tions are described reasonably well. The comparison of data to the LO calculation in bins of ηγ
show that the difference in normalisation can mainly be attributed to an underestimation of the
QQ contribution [12].
The LO prediction also underestimates the production of isolated photons plus no hadronic
jet and photons plus jets by a similar factor as for the inclusive measurement. The NLOO(α3α1s)
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Fig. 16: Differential cross sections dσ/dηγ for photon plus no-jets (a) and photon plus jets (b), with P jetT > 2.5 GeV
and −1.0 < ηjet < 2.1. The cross sections are compared to a leading order, O(α3α0s), calculation [19] as in Figure
1. The photon plus jet sample is additionally compared to a NLO (α3αs) calculation [21]. The bin averaged NLO
cross sections are indicated by the squares.
Photon plus no-jets Photon plus jets
(a) (b)
prediction for photon plus jet is higher than the LO prediction, most significantly at low Q2, but
still underestimates the data. The NLO calculation describes the shapes of the differential cross
sections reasonably well.
The LL contribution is largely suppressed for the sample with no additional jet due to the
cut on WX . The cross section for photon plus jet production is roughly two times higher than
for photon plus no additional jet. This is in contrast to the inclusive ep → eX cross section,
where topologies with an additional jet are suppressed by O(αs). The similar cross sections for
photon events with or without additional jets may be explained by the fact that both topologies
correspond to the same order O(α0s) in perturbative QCD. [20] The cross section for photon plus
jet production is roughly two times higher than for photon plus no-jets.
At leading order O(α0s), the quark fragmentation contribution to the cross section enters
only the sample with a photon and no hadronic jet [20]. Hence, the observed excess of the data
can not solely be attributed to an underestimation of that contribution.
Further theoretical investigations are needed to understand the observed discrepancy be-
tween the measurements and the predictions, including for instance the calculation of higher
order processes.
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Interactions at high gluon densities
Mark Strikman, Igor M. Dremin
In the previous section we mentioned the subject of gluon saturation. In this section we
continue the discussion of effects due to high gluon densities. First we look at what HERA
can teach us about the density of gluons in the impact parameter plane and how this will affect
our understanding of processes in pp collisions at LHC. Then, in Sec. 2 we go on to heavy ion
collisions and discuss effects of a dense gluon medium there, concentrating on the description of
Cherenkov gluons.
1 HERA constrains for LHC MC generators and probing high gluon densities in pp col-
lisions using forward triggers
Author: Mark Strikman
In the high energy collisions the finite x component of the wave functions of the colliding
hadrons is nearly frozen in transverse plane during the interaction process. Properties of produced
final state depend strongly on whether hadrons collided at large impact parameter, b or head on. In
particular for small b a chance for a parton to pass through high gluon density fields at a distance ρ
from the center of the second nucleon (Fig. 1) is enhanced. The probability of multiple collisions
parton collisions is enhanced as well.
Fig. 1: Side and transverse views of pp collision.
The strength of the encounted gluon fields depends strongly on x of the parton - a par-
ton with a given x1 and resolution pt is sensitive to the partons in the target with x ≥ x2 =
4p2t /sNNx1. For fixed x1 characteristic x2 decrease ∝ 1/s. For example at the LHC a parton
with x1 = 0.1, pt = 2GeV/c resolves x > 10−6 while at the GZK energies such parton resolves
x > 10−9 corresponding to huge gluon densities since a change of x by a factor of ten leads to
an increase of gluon density by at least a factor of two.
Studies at HERA provided several important inputs which we discuss below: (i) transverse
distribution of gluons in the nucleon, (ii) fluctuations of the strength of the gluon field in the
nucleon, (iii) proximity to the black disk regime. When combined with information from the
Tevatron collider they indicate also correlations of partons in the transverse plane.
These observations have a number of implications for the dynamics of pp collisions at
LHC energies, which are most pronounced in the forward region. Hence we also discuss how to
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trigger on central pp collisions and how to use such collisions for study of the small x dynamics
at very small x.
1.1 Exclusive hard diffraction at HERA - implications for MC at the LHC
The QCD factorization theorem [1, 2] allow to determine the generalized gluon distribution in
nucleon for small x from the DIS exclusive meson production at small x as well as from the
production of onium states. The t-dependence of these distributions is connected via Fourier
transform to the transverse distribution of gluons in a nucleon for a given x. The data confirm
our prediction of convergence of the t-slopes for different mesons with increase of Q2 and weak
dependence of the t-slope for the J/ψ-meson production on Q2. Accordingly, this allows to
determine the transverse distribution of gluons as a function of x (for review and references
see [3] ). It can be approximated as
Fg(x, ρ) =
m2g
2π
(
mg(x)ρ
2
)
K1(mg(x)ρ), (1)
where K1 denotes the modified Bessel function. We find m2g(x = 0.05) ∼ 1.1GeV 2 which
corresponds to a much more narrow transverse distribution than given by the electro-magnetic
form factors. The radius of the gluon distribution grows with decrease of x reaching the value
comparable to the e.m. radius for x ∼ 10−4 ( m2g ∼ 0.7GeV 2 ).
Hence analysis of the HERA data suggests that the transverse gluon distribution, Fg(x, ρ),
significantly broadens with decrease of x. At the same time the current MC models of pp col-
lisions assume that transverse parton distributions do not depend on x. Also, in the PYTHIA
MC [4] it is assumed that two transverse scales are present in the ρ-dependence of Fg . It is not
clear whether this assumption is consistent with Eq. (1) and correspondingly with the data on the
exclusive J/ψ production.
Knowledge of Fg(x, ρ) allows to calculate the rate of the production of four jets due to
double parton collisions in the pp scattering assuming that the double parton distribution is given
by a product of single parton distributions. Using Eq. (1) we find the rate which is a factor of two
smaller than observed in the Tevatron experiment [5, 6]. This implies presence of the transverse
correlations between partons.
One of the sources of fluctuations is fluctuations of the overall size of the initial parton con-
figurations. In the high energy scattering different initial configurations in the colliding nucleons
can be considered as frozen. Studies of the soft inelastic diffraction indicate that the strength
of the interaction for different configurations in nucleons fluctuates rather strongly. Presumably
significant contribution to these fluctuations comes from the fluctuation of the size of these con-
figurations. One also expects that parton distributions in different configurations should differ as
well.
In ref. [7] we deduced the model–independent relation which allows one to infer the small
x fluctuations of the gluon density from the observable ratio of inelastic (γ ∗L +p→ VM +X)
and elastic (γ ∗L +p→ VM + p) diffractive vector meson production at t = 0:
ωg ≡ 〈G
2〉 − 〈G〉2
〈G〉2 =
[
dσinel
dt
/
dσel
dt
]γ∗Lp→V X
t=0
. (2)
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So far there have been no dedicated experimental studies of this ratio. Overall data suggest
that ωg ∼ 0.2 for Q2 of few GeV2 and x ≤ 10−3 which corresponds to rather large fluctuations
of the gluon density. We also proposed a simple model based on information on the fluctuations
of the strength of the strong interaction which allows to reproduce the magnitude of ωg.
Correlations between fluctuations of the parton densities and the soft–interaction strength
have numerous potential implications for high–energy pp/p¯p collisions with hard processes. One
example is the relative probability of double binary parton–parton collisions.
The QCD evolution leads to a drop of the fluctuations with an increase of virtuality. As
a result in the case of double scattering configurations, the main effect for the overall rate is
due to fluctuations of the size of the transverse area of the configurations. The contribution of
configurations of size smaller than average is enhanced leading to a a rather modest enhancement
of the rate of four jet production ∼ 10−15%, which accounts for a small fraction of the remaining
discrepancy with the CDF value1. However the size of configurations involved in the multijet
double / triple scattering trigger is much smaller than the average size, leading to modification of
the hadron product in the fragmentation region, long range fluctuations of multiplicity, etc.
Small effect from global fluctuations indicates that other dynamical mechanisms must
be responsible for the enhancement of multi–parton collisions, e.g. local transverse correlations
between partons as suggested by a “constituent quark” picture of the nucleon [3].
1.2 Onset of the black regime in the interaction of fast partons
Interactions of virtual photons with nucleons at HERA can be represented as superposition of the
interaction of qq¯ dipoles of sizes given by the square of the corresponding photon wave function.
The cross section of the inelastic interaction of a qq¯ or gluon dipole can be written as
σqq¯−hadron(x, d2) =
π2
4
F 2 d2 αs(Q2eff) xGT (x,Q
2
eff ). (3)
Here F 2 = 4/3 is the Casimir operator of the fundamental representation of the SU(3) gauge
group. Furthermore, αs(Q2eff) is the LO running coupling constant and GT (x,Q2eff ) the LO
gluon density in the target. They are evaluated at a scale Q2eff ≈ λd−2, where λ = 5 ÷ 9 can be
determined from NLO calculations or from phenomenological considerations.
Since the gluon density rapidly increases with decrease of x while the transverse radius of
the nucleon grows rather slowly, one expects based on Eq. (3) that interaction should approach
the black disk regime of complete absorption at sufficiently large energies. To determine the
proximity to this limit it is convenient to study the amplitude of the dipole - nucleon scattering,
Adp(s, t) which can be inferred from analysis of the data on the total DIS cross section and data
on exclusive production of vector mesons [8].
Introducing impact parameter representation of the amplitude
Adp(s, t) =
i s
4π
∫
d2b e−i(∆⊥b) Γdp(s, b) (t = −∆2⊥), (4)
1Note that the CDF measurements correspond to relatively large x where the ”radiative” model of the gluon
density fluctuations we developed may not be applicable and where no data on the hard inelastic exclusive diffraction
are available. However, if the gluon strength is larger for configurations of larger size, it would lead to reduction of
already rather small enhancement of the rate of multiple collisions.
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we can determine Γdp(s, b) which is referred to as the profile function. In the situation when
elastic scattering is the “shadow” of inelastic scattering, the profile function at a given impact
parameter is restricted to
∣∣Γdp(s, b)∣∣ ≤ 1. The probability of the inelastic interaction for given b
Pinel(b) = 1−
∣∣∣1− Γdp(s, b)∣∣∣2 , (5)
is equal to one in the black-disc (BD) limit.
We found [8] that interaction of qq¯ dipoles with transverse size ∼ 0.3 fm corresponding
to Q2 ∼ 4GeV 2 is still rather far from the BD regime for the range covered by HERA even for
small impact parameters, b. At the same time a much stronger interaction in the gluon channel
(a factor of 9/4 larger F 2 in Eq. (3)) leads to Γgg(d ∼ 0.3fm, x ∼ 10−4) close to one in a large
range of b, see Fig. 2. Proximity of Γgg to one in a wide range of b for Q2 ∼ 4GeV 2 naturally
explains a large probability of diffraction (∼ 30 ÷ 40%) in the gluon induced hard interactions
which can be inferred from the HERA DGLAP analyses of the inclusive DIS diffractive data (see
discussion and references in [3]).
Fig. 2: The profile function of dipole-nucleon scattering, Γdp, as a function of the impact parameter, b, for various
values of the dipole size, d, and x, as obtained from a phenomenological estimate outlined in the text. Shown are the
results for qq¯ (left scale) and gg dipoles (right scale)
In the BD regime parton obtains transverse momenta of the order of the maximal pt scale
at which interaction remains black and also looses a substantial fraction of its longitudinal mo-
mentum (one can also think of this as a post selection of configurations in the incoming wave
function with large transverse momenta; the simplest example is scattering of virtual photon in
the BD regime [9] ). The analysis of the data obtained by the BRAHMS [10] and STAR collabo-
rations [11] on the leading pion production in the deuteron - gold collisions including forward -
central rapidity correlations supports presence of this phenomenon for gluon densities compara-
ble to those encounted at HERA [12].
At the LHC energies for the fragmentation region BD regime extends to quite large pt for
the leading partons (especially for gluons) up to ρ ∼ 0.5fm which give important contribution to
the central pp collisions (see Fig. 3 adapted from [13]).
Hence, in the pp collisions large x partons of nucleon ”1” passing at small transverse
distances ρ from the nucleon ”2” should get large transverse momenta and also loose significant
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Fig. 3: Dependence of the maximum p2t for gluon for which interaction is close to the BD regime as a function of xF
(energy of the parton) for ρ = 0 and as function of ρ for different xR of the gluon for the LHC pp collisions.
fraction of energy. Note here that this effect is masked in many current MC event generators for
pp collisions at the LHC, where a cutoff on minimal momentum transfer of the order 3 GeV is
introduced.
One should note here that the necessity to tame intensity of hard collisions in pp scattering
could be derived without invoking a study of the multiplicities of the produced hadrons as it is
done e.g. in PYTHIA [4]. Instead, one can study the probability of inelastic interaction as a
function of b which can be determined from unitarity - information on the elastic amplitude, and
calculating the inelasticity due to hard parton-parton interactions. We found that for b ∼ 1.5fm
(where uncertainties due to the contribution of multiparton interactions appear to be small) one
needs to introduce a cutoff of the order of three GeV to in order to avoid a contradiction with the
S-channel unitarity [14]. The taming of the small x parton densities in the relevant x ≥ 10−4
range for ρ ∼ 0.7 fm is very small. Hence, it is not clear so far what dynamical mechanism is
responsible for resolving problems with S-channel unitarity.
Modifications of the pattern of the collisions due to the large scale of BD regime for
small ρ should be pronounced most prominently in the collisions at small impact parameters.
Therefore they are enhanced in the processes of production of new particles which correspond
to significantly smaller impact parameters than the minimum bias inelastic collisions. Among
the expected effects are suppression of the leading baryon production, energy flow from forward
region to smaller rapidities, larger central multiplicity, etc.
1.3 Centrality trigger for pp collisions
To study effects of high gluon densities it is desirable to develop a trigger for centrality in pp
collisions [15]. We explore the observation that the leading nucleons are usually produced when
number of ”wounded” quarks, Nw is≤ 1. If Nw ≥ 2, at least two quarks receive large transverse
momenta they cannot combine into a leading nucleon as they fragment independently, so the
spectra for Nw = 2 and Nw = 3 should be rather similar and shifted to much smaller xF than in
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soft interactions where the spectra of nucleons are known to be flat in xF in a wide range of xF .
We developed a MC event generator to quantify this observation. At the first step three
quark configuration in one nucleon is generated with transverse coordinates given by the nucleon
wave function. For given b we determine the gluon density encounted by each quark and if the
gluon density corresponds to the BD regime, generate a transverse momentum for a quark using
the model of [16] (we neglect the fractional energy losses expected in the BD regime [12] ).
We implemented the fragmentation of the system produced in the first stage by construct-
ing strings which decay using the LUND method. There are always two strings, drawn between
a quark and a diquark from the interacting particles. When a quark of the diquark receives a high
transverse momentum, the diquark becomes a system of two quarks and a junction. This has the
nice property that one recovers the diquark when the invariant mass between the two quarks is
small. The results are in good agreement with the qualitative expectation that spectra for Nw = 0
and Nw = 1 are similar and much harder than for Nw = 2, 3 which are very similar, see Fig. 3
in Ref. [15].
Fig. 4: (a):The combination of dijet and veto trigger gives the best constraints on central events in pp-collisions.
(b):Impact parameter distributions for inelastic events, the dijet trigger and single and double sided veto-trigger (no
baryon in the region xF > 0.1).
We find that Nw strongly depends on b with Nw ≥ 2 dominating for b ≤ 0.5fm. A
strong correlation of Nw with the multiplicity of leading baryons allows one to determine the
effectiveness of a centrality trigger based on a veto for the production of leading baryons with
x > xtr as a function of xtr. We find than an optimal value of xtr is∼ 0.1. Current configurations
of several LHC detectors allow to veto neutron production in this x-range. TOTEM, in addition,
allows to veto production of protons with xF > 0.8. Since neutron and proton multiplicities are
similar, a one side veto for production of both charged and neutral baryons leads approximately
to the same result as a two side veto for neutron production. Accordingly we will give results both
for single side veto and for two side veto for both neutral and charged baryons (understanding
that the full implementation of the latter option would require certain upgrades of the detectors
some of which are currently under discussion). The results of the calculations are presented
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in Fig. 4a together with the distribution over b for generic inelastic events and the central dijet
trigger [13]. We see that the single side veto trigger leads to a centrality similar to that of a the
dijet trigger, while a double side veto leads to the most narrow distribution in b. An easy way to
check this expectation would be to compare other characteristics of these types of events - one
expects for example a progressive increase of the central multiplicity with a decrease of average
b.
The most narrow distributions can be achieved by selecting events with dijets and without
leading baryons, Fig. 4b in this case we reach the limit that 〈ρtr〉 =
(〈
ρ2
〉
+
〈
b2
〉)1/2 becomes
comparable to 〈ρ〉 which is the smallest possible average 〈ρ〉 for pp or DIS collisions.
1.4 Conclusions
Understanding of the complexity of the nucleon structure is gradually emerging from the studies
of hard interactions at HERA and Tevatron collider. In addition to revealing a small transverse
localization of the gluon field one finds a number of other pecularities: presence of significant
fluctuations of the transverse size of the nucleon and the strength of the gluon fields, as well as
indications of a lumpy structure of nucleon at low scale (constituent quarks).
Due to proximity of BD regime for a large range of virtualities the small x physics appears
to be an unavoidable component of the new particle physics production at LHC.
One of the biggest challenges is to understand the mechanism and pattern of taming of par-
ton interactions at transverse momenta of few GeV and how it affects spectra of leading partons
in the central collisions. It maybe the best to study these phenomena using centrality triggers to
amplify these phenomena. Among most sensitive tools are long range correlations in rapidity -
central and forward hadron production, forward - backward correlations, transverse distribution
in various hard processes with centrality trigger, etc. Large rapidity coverage of ATLAS and
CMS / TOTEM allows to study correlations at much larger rapidity intervals than it was possible
at previous colliders.
2 In-medium QCD and Cherenkov gluons vs. Mach waves at LHC
Author: Igor M. Dremin
The properties and evolution of the medium formed in ultrarelativistic heavy-ion collisions
are widely debated. At the simplest level it is assumed to consist of a set of current quarks and
gluons. The collective excitation modes of the medium may, however, play a crucial role. One
of the ways to gain more knowledge about the excitation modes is to consider the propagation
of relativistic partons through this matter. Phenomenologically their impact would be described
by the nuclear permittivity of the matter corresponding to its response to passing partons. This
approach is most successful for electrodynamical processes in matter. Therefore, it is reasonable
to modify the QCD equations by taking into account collective properties of the quark-gluon
medium [17]. Strangely enough, this was not done earlier. For the sake of simplicity we consider
here the gluondynamics only.
The classical lowest-order solution of these equations coincides with Abelian electrody-
namical results up to a trivial color factor. One of the most spectacular of them is Cherenkov ra-
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diation and its properties. Now, Cherenkov gluons take the place of Cherenkov photons [18–20].
Their emission in high-energy hadronic collisions is described by the same formulae but with
the nuclear permittivity in place of the usual one. Actually, one considers them as quasiparticles,
i.e. quanta of the medium excitations leading to shock waves with properties determined by the
permittivity.
Another problem of this approach is related to the notion of the rest system of the medium.
It results in some specific features of this effect at LHC energies.
To begin, let us recall the classical in-vacuum Yang-Mills equations
DµF
µν = Jν , Fµν = ∂µAν − ∂νAµ − ig[Aµ, Aν ], (6)
where Aµ = iAµaTa; Aa(A0a ≡ Φa,Aa) are the gauge field (scalar and vector) potentials, the
color matrices Ta satisfy the relation [Ta, Tb] = ifabcTc, Dµ = ∂µ − ig[Aµ, ·], Jν(ρ, j) is a
classical source current, and the metric is given by gµν=diag(+,–,–,–).
In the covariant gauge ∂µAµ = 0 they are written
Aµ = Jµ + ig[Aν , ∂νAµ + Fµν ], (7)
where  is the d’Alembertian operator.
The chromoelectric and chromomagnetic fields are Eµ = Fµ0, Bµ = −12ǫµijF ij or, as
functions of the gauge potentials in vector notation,
Ea = −gradΦa − ∂Aa
∂t
+ gfabcAbΦc, Ba = curlAa − 12gfabc[AbAc]. (8)
Herefrom, one easily rewrites the in-vacuum equations of motion (6) in vector form. We
do not show them explicitly here (see [17]) and write down the equations of the in-medium gluon
dynamics using the same method as in electrodynamics. We introduce the nuclear permittivity
and denote it also by ǫ, since this will not lead to any confusion. After that, one should replace
Ea by ǫEa and get
ǫ(divEa − gfabcAbEc) = ρa, curlBa − ǫ∂Ea
∂t
− gfabc(ǫΦbEc + [AbBc]) = ja. (9)
The space-time dispersion of ǫ is neglected here.
In terms of potentials these equations are cast in the form
△Aa − ǫ∂
2Aa
∂t2
= −ja − gfabc(12curl[Ab,Ac] +
∂
∂t
(AbΦc) + [AbcurlAc]−
ǫΦb
∂Ac
∂t
− ǫΦbgradΦc − 12gfcmn[Ab[AmAn]] + gǫfcmnΦbAmΦn), (10)
△Φa − ǫ∂
2Φa
∂t2
= −ρa
ǫ
+ gfabc(2AcgradΦb +Ab
∂Ac
∂t
+
∂Φb
∂t
Φc)−
g2famnfnlbAmAlΦb. (11)
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If the terms with coupling constant g are omitted, one gets the set of Abelian equations, that
differ from electrodynamical equations by the color index a only. The external current is due to
a parton moving fast relative to partons ”at rest”.
The crucial distinction between (7) and (10), (11) is that there is no radiation (the field
strength is zero in the forward light-cone and no gluons are produced) in the lowest order solution
of (7), and it is admitted for (10), (11), because ǫ takes into account the collective response (color
polarization) of the nuclear matter.
Cherenkov effects are especially suited for treating them by classical approach to (10),
(11). Their unique feature is independence of the coherence of subsequent emissions on the time
interval between these processes. The lack of balance of the phase ∆φ between emissions with
frequency ω = k/
√
ǫ separated by the time interval ∆t (or the length ∆z = v∆t) is given by
∆φ = ω∆t− k∆z cos θ = k∆z( 1
v
√
ǫ
− cos θ) (12)
up to terms that vanish for large distances. For Cherenkov effects the angle θ is
cos θ =
1
v
√
ǫ
. (13)
The coherence condition ∆φ = 0 is valid independent of ∆z. This is a crucial property specific
for Cherenkov radiation only. The fields (Φa,Aa) and the classical current for in-medium gluon
dynamics can be represented by the product of the electrodynamical expressions (Φ,A) and the
color matrix Ta.
Let us recall the Abelian solution for the current with velocity v along z-axis:
j(r, t) = vρ(r, t) = 4πgvδ(r − vt). (14)
In the lowest order the solutions for the scalar and vector potentials are relatedA(1)(r, t) =
ǫvΦ(1)(r, t) and
Φ(1)(r, t) =
2g
ǫ
θ(vt− z − r⊥
√
ǫv2 − 1)√
(vt− z)2 − r2⊥(ǫv2 − 1)
. (15)
Here r⊥ =
√
x2 + y2 is the cylindrical coordinate; z symmetry axis. The cone
z = vt− r⊥
√
ǫv2 − 1 (16)
determines the position of the shock wave due to the θ-function in (15). The field is localized
within this cone and decreases with time as 1/t at any fixed point. The gluons emission is
perpendicular to the cone (16) at the Cherenkov angle (13).
Due to the antisymmetry of fabc, the higher order terms (g3,...) are equal to zero for any
solution multiplicative in space-time and color as seen from (10), (11).
The expression for the intensity of the radiation is given by the Tamm-Frank formula (up
to Casimir operators) that leads to infinity for constant ǫ. The ω-dependence of ǫ (dispersion), its
imaginary part (absorption) and chromomagnetic permeability can be taken into account [17].
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The attempts to calculate the nuclear permittivity from first principles are not very convinc-
ing. It can be obtained from the polarization operator. The corresponding dispersion branches
have been computed in the lowest order perturbation theory [21, 22]. The properties of collec-
tive excitations have been studied in the framework of the thermal field theories (see, e.g., [23]).
The results with an additional phenomenological ad hoc assumption about the role of resonances
were used in a simplified model of scalar fields [20] to show that the nuclear permittivity can
be larger than 1, i.e. admits Cherenkov gluons. Extensive studies were performed in [24]. No
final decision about the nuclear permittivity is yet obtained from these approaches. It must be
notrivial problem because we know that, e.g., the energy dependence of the refractive index of
water [25] (especially, its imaginary part) is so complicated that it is not described quantitatively
in electrodynamics.
Therefore, we prefer to use the general formulae of the scattering theory to estimate the
nuclear permittivity. It is related to the refractive index n of the medium ǫ = n2 and the latter
one is expressed through the real part of the forward scattering amplitude of the refracted quanta
ReF (0o, E) by
Ren(E) = 1 +∆nR = 1 +
6m3piν
E2
ReF (E) = 1 +
3m3piν
4πE
σ(E)ρ(E). (17)
Here E denotes the energy, ν the number of scatterers within a single nucleon, mpi the pion mass,
σ(E) the cross section and ρ(E) the ratio of real to imaginary parts of the forward scattering
amplitude F (E).
Thus the emission of Cherenkov gluons is possible only for processes with positive ReF (E)
or ρ(E). Unfortunately, we are unable to calculate directly in QCD these characteristics of glu-
ons and have to rely on analogies and our knowledge of the properties of hadrons. The only
experimental facts we get for this medium are brought about by particles registered at the final
stage. They have some features in common, which (one may hope!) are also relevant for gluons
as the carriers of the strong forces. Those are the resonant behavior of amplitudes at rather low
energies and the positive real part of the forward scattering amplitudes at very high energies for
hadron-hadron and photon-hadron processes as measured from the interference of the Coulomb
and hadronic parts of the amplitudes. ReF (0o, E) is always positive (i.e., n > 1) within the
low-mass wings of the Breit-Wigner resonances. This shows that the necessary condition for
Cherenkov effects n > 1 is satisfied at least within these two energy intervals. This fact was used
to describe experimental observations at SPS, RHIC and cosmic ray energies. The asymmetry
of the ρ-meson shape at SPS [26] and azimuthal correlations of in-medium jets at RHIC [27–30]
were explained by emission of comparatively low-energy Cherenkov gluons [31, 32]. The par-
ton density and intensity of the radiation were estimated. In its turn, cosmic ray data [33] at
energies corresponding to LHC require very high-energy gluons to be emitted by the ultrarel-
ativistic partons moving along the collision axis [18, 19]. Let us note the important difference
from electrodynamics, where n < 1 at high frequencies.
The in-medium equations are not Lorentz-invariant. There is no problem in macroscopic
electrodynamics, because the rest system of the macroscopic matter is well defined and its permit-
tivity is considered there. For collisions of two nuclei (or hadrons) it requires special discussion.
Let us consider a particular parton that radiates in the nuclear matter. It would ”feel”
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the surrounding medium at rest if the momenta of all other partons, with which this parton can
interact, are smaller and sum to zero. In RHIC experiments the triggers, that registered the
jets (created by partons), were positioned at 90o to the collision axis. Such partons should be
produced by two initial forward-backward moving partons scattered at 90o. The total momentum
of the other partons (medium spectators) is balanced, because for such a geometry the partons
from both nuclei play the role of spectators forming the medium. Thus the center of mass system
is the proper one to consider the nuclear matter at rest in this experiment. The permittivity
must be defined there. The Cherenkov rings consisting of hadrons have been registered around
the away-side jet, which traversed the nuclear medium. This geometry requires, however, high
statistics, because the rare process of scattering at 90o has been chosen.
The forward (backward) moving partons are much more numerous and have higher ener-
gies. However, one cannot treat the radiation of such a primary parton in the c.m.s. in a similar
way, because the momentum of the spectators is different from zero, i.e. the matter is not at rest.
Now the spectators (the medium) are formed from the partons of another nucleus only. Then
the rest system of the medium coincides with the rest system of that nucleus and the permittivity
should refer to this system. The Cherenkov radiation of such highly energetic partons must be
considered there. That is what was done for interpretation of the cosmic ray event in [18, 19].
This discussion shows that one must carefully define the rest system for other geometries of the
experiment with triggers positioned at different angles.
Thus our conclusion is that the definition of ǫ depends on the geometry of the experiment.
Its corollary is that partons moving in different directions with different energies can ”feel” dif-
ferent states of matter in the same collision of two nuclei because of the permittivity dispersion.
The transversely scattered partons with comparatively low energies can analyze the matter with
rather large permittivity corresponding to the resonance region, while the forward moving par-
tons with high energies would ”observe” a low permittivity in the same collision. This peculiar
feature can help scan the (ln x,Q2)-plane as discussed in [34]. It explains also the different
values of ǫ needed for the description of the RHIC and cosmic ray data.
These conclusions can be checked at LHC, because both RHIC and cosmic ray geometry
will become available there. The energy of the forward moving partons would exceed the thresh-
olds above which n > 1. Then both types of experiments can be done, i.e. the 90o-trigger and
non-trigger forward-backward partons experiments. The predicted results for 90o-trigger geom-
etry are similar to those at RHIC. The non-trigger Cherenkov gluons should be emitted within
the rings at polar angles of tens degrees in c.m.s. at LHC by the forward moving partons (and
symmetrically by the backward ones) according to some events observed in cosmic rays [32,33].
Let us compare the conclusions for Cherenkov and Mach shock waves. The Cherenkov
gluons are described as the transverse waves while the Mach waves are longitudinal. Up to now,
no experimental signatures of these features were proposed.
The most important experimental fact is the position of the maxima of humps in two-
particle correlations. They are displaced from the away-side jet by 1.05-1.23 radian [35–38].
This requires rather large values of Reǫ ∼ 2 − 3 and indicates high density of the medium
[32] that agrees with other conclusions. The fits of the humps with complex permittivity are in
progress. The maxima due to Mach shock waves should be shifted by the smaller value 0.955
if the relativistic equation of state is used (cos θ = 1/√3). To fit experimental values one must
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consider different equation of state. In three-particle correlations, this displacement is about
1.38 [27–29].
There are some claims [27–30] that Cherenkov effect contradicts to experimental obser-
vations because it predicts the shift of these maxima to smaller angles for larger momenta. They
refer to the prediction made in [20]. However, the conclusions of this paper about the momen-
tum dependence of the refractive index can hardly be considered as quantitative ones because the
oversimplified scalar Φ3-model with simplest resonance insertions was used for computing the
refractive index. In view of difficult task of its calculation discussed above, the fits of maxima
seem to be more important for our conclusions about the validity of the two schemes.
Mach waves should appear for forward moving partons at RHIC but were not found. The
energy threshold of ǫ explains this phenomenon for Cherenkov gluons.
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Introduction
M. Cacciari, A. Dainese, A. Geiser, H. Spiesberger
This document is a collection of contributions to the series of workshops, having taken
place during the years 2006 – 2008 at CERN and DESY, on aspects of heavy quark physics
relevant at the transition from the HERA to the LHC eras of experimentation. In three sections
we review recent experimental results from HERA, describe the plans for coming analyses at
the LHC and collect various reports about new results from theoretical work. The present report
extends the proceedings of a previous workshop which are available online 1 and contain also a
general theoretical review of various approaches in heavy quark production to which we refer for
further reference.
The first section below reviews recent measurements of charm and beauty production in
ep collisions at HERA. Heavy quark tagging methods used by the ZEUS and H1 experiments
are described. Cross section results in both photoproduction and deep inelastic scattering are
compared with NLO QCD predictions. In general the data are well described by the calculations.
Studies of charm fragmentation yield compatibility with the assumption of universality at large
transverse momenta, but illustrate some problems with this assumption in the threshold region.
The DIS cross sections receive large contributions from the charm and beauty content of the
proton, F cc¯2 and F bb¯2 . The corresponding most recent measurements are compared to next-to-
leading order QCD predictions using different parameterisations of the theory, and of the gluon
density in the proton.
The tests of the fragmentation function, the gluon density, and details of the theoretical
treatment of the charm and beauty masses performed on the basis of HERA experimental data
are of direct interest to corresponding applications at the LHC. In section two, after reviewing the
main heavy flavour results from experiments at the Relativistic Heavy Ion Collider (RHIC), we
present the expected performance for some of the most significant measurements in the heavy
flavour sector at the Large Hadron Collider (LHC), for the experiments ALICE, ATLAS, and
CMS.
A proper inclusion of heavy quark mass effects in parton distribution function fits has
proved crucial. In the theory part of this document, we present a review of these effects in DIS
and their impact on global analyses and lay out all elements of a properly defined general mass
variable flavor number scheme (GM VFNS) that are shared by all modern formulations of the
problem. We also report about progress in a number of theoretical problems related to exclu-
sive measurements of heavy flavors. These topics include fragmentation functions for charmed
mesons including finite mass effects, fragmentation functions including non-perturbative correc-
tions based on an effective QCD coupling, a discussion of the status of higher-order calculations
for top quark production and for polarized structure functions, heavy quark and quarkonium
production in the Regge limit, double heavy baryon production, tests of time reversal and CP
symmetry in Λb decays, as well as a study of the general properties of massive exotic hadrons
that will be relevant for an understanding of their detection at the LHC.
1http://www.desy.de/
˜
heralhc/proceedings/proceedings.html
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Abstract
Recent measurements of charm and beauty production in ep collisions
at HERA are reviewed. Heavy quark tagging methods used by the
ZEUS and H1 experiments are described. Cross section results in both
photoproduction and deep inelastic scattering (DIS) are compared with
NLO QCD predictions. In general the data are well described by the
calculations. Studies of charm fragmention yield compatibility with
the assumption of universality at large transverse momenta, but illus-
trate some problems with this assumption in the threshold region. The
DIS cross sections can also be expressed in terms of the charm and
beauty content of the proton, F cc¯2 and F bb¯2 . The most recent measure-
ments are compared to next-to-leading order QCD predictions using
different parameterisations of the theory, and of the gluon density in
the proton. The tests of the fragmentation function, the gluon density,
and details of the theoretical treatment of the charm and beauty masses
are of direct interest to corresponding applications at the LHC.
Coordinator/editor: A. Geiser
1 Charm production at HERA: Experimental overview
Author: A. Jung
1.1 Introduction
Several new measurements of open charm production have been performed by the H1 collabora-
tion
• D∗± Production at low Q2 with the H1 Detector [1, 2]
• Measurement of the D∗± Production cross section in Photoproduction with the H1 Detec-
tor using HERA II data [3]
• Study of Charm Fragmentation into D∗± Mesons in Deep-Inelastic Scattering at HERA [4]
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and by the ZEUS collaboration
• D∗± in DIS and Measurement of F c2 [5]
• Measurement of D∗± Meson Production in DIS ep Scattering at low Q2 [6]
• Measurement of excited charm and charm-strange mesons production at HERA [7]
• Measurement of the charm fragmentation fractions [8] and fragmentation function [9]
The details of the measurements like the visible range will not be discussed here as they are
given in the literature cited for each measurement. For both experiments high statistic charm
event samples are tagged by D∗± mesons reconstructed in the golden decay channel: D∗± →
D0pi±slow → K∓pi±pi±slow. The well known mass difference method reduces symmetric systematic
uncertainties and allows the extraction of the D∗ meson signal by fits out of the background
dominated data samples. Other D mesons can also be identified via their characteristic mass
peaks. In addition to that method charmed mesons like D+,D+s mesons are tagged via lifetime
measurements from the high resolution silicon vertex detectors used by both experiments in
HERAII.
The results on the fragmentation function will be discussed in section 2.
1.2 Results of open charm production
The H1 photoproduction analysis [3] makes use of the H1 Fast Track Trigger (FTT) [10, 11]
which enhanced the capabilities of heavy flavor measurements at H1 by a selective on-line track
based event reconstruction [12]. Due to these improvements the phase space and the available
statistics of the measurement has been significantly enlarged compared to the previous H1 pho-
toproduction analysis [13].
The large statistics allows precise double differential measurements. For the H1 photo-
production measurement the data are reasonably well described except for special regions of
the phase space and correlations. Especially the WγP dependence is not described by the NLO
prediction using the FFNS. The correlation between η and pT as shown in Figure 1 (right) is
compared to the NLO QCD predictions in the FFNS [14] and GM-VFNS; it turns out that the
NLO QCD predictions are able to describe the correlation between η and pT in photoproduction.
Nevertheless the NLO predictions show an increasing deficit at forward η > 0 which is largest
at high pT where the D∗ data prefer the upper edge of the error band. For the photoproduction
regime the relatively large theoretical uncertainty especially at small pT arises from the scale
variation. For comparison also the double differential measurement in DIS from H1 is shown
on the left side of Figure 1. The H1 DIS analysis [1] uses the full HERAII luminosity. Because
of the large statistics the analysis is almost everywhere dominated by the systematic error. The
use of electron and hadron quantities combined in the eΣ reconstruction method [15] for the
reconstruction of the kinematic variables allows lower inelasticities and smaller systematic un-
certainties compared to previous H1 DIS analyses [2].
The measured single and double differential D∗ production cross sections are in general well
described by the next-to-leading order QCD predictions in the FFNS. The theoretical uncertainty
of the predictions is dominated by the mass variation of the charm quark but is in general smaller
than in photoproduction because of the additional scale Q2. The small excess in data at forward
directions η > 0 (seen previously by H1 [2]) turns out to be located at low pT as it can be seen
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Fig. 1: The double differential cross section in η(D∗) and pT (D∗) for the DIS (left) and photoproduction (right)
regime compared to the NLO QCD predictions.
in comparison to the NLO prediction for the double differential distribution (see Figure 1 left).
The data are above the predictions for the low pT region at forward directions which is different
to the photoproduction region where the data prefer the upper edge of the prediction at large pT .
The small discrepancy at forward directions can already be seen in the single differential η(D∗)
distribution in comparison to the NLO QCD prediction as shown in Figure 2 left. The recent
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Fig. 2: The D∗ cross section as a function of η(D∗) as measured by H1 using the luminosity of the whole HERAII
data taking (left) and from ZEUS as measured using the luminosity of the years 2003 − 2005 (right).
D∗ measurement from the ZEUS collaboration [5] measures the same pT (D∗) and y region but
covers a slightly larger range in η(D∗) and goes up to larger Q2. The ZEUS result (figure 2 right)
is in good agreement with the NLO QCD predictions and in agreement with the result from H1
within errors.
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A cross section measurement at very low Q2 for D∗ production in DIS has been preformed by
ZEUS [6] using the beam pipe calorimeter. The overall Q2 range including this new measurement
is shown in figure 3 (left) with a nice agreement to the NLO QCD prediction.
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Fig. 3: The Q2 distribution including the new ZEUS measurement at very low Q2 shown right and the fragmentation
fractions as measured by ZEUS and other experiment for various D mesons.
ZEUS has measured the charm production cross section of D∗,D0,D+,D+s [8]. in order
to determine the fragmentation fractions of charm into each meson. The charm fragmentation
fractions as shown in figure 3 agree with the ones extracted by H1. Because of the agreement
with the fragmentation fractions from e+e− the conclusion is that they do not depend on the hard
subprocess and are in that sense universal.
In addition to the test of the QCD predictions in differential distributions another stringent
test of QCD is possible since the D∗ measurement involves the gluon density which drives the
D∗ production via the BGF production mechanism. Several approaches exist to measure the
gluon density. The well established approach to measure the charm structure function will be
covered elsewhere. In order to have an impact on the fits of the gluon density it is necessary
that the cross section data have the highest possible precision. At present stage H1 and ZEUS
enter the precision era of charm measurements where a single differential distribution has at least
some sensitivity to the proton PDF, e.g. the η(D∗) distribution measured by H1 shows a better
compatibility to the predictions if a proton PDF is used where a gluon density providing a less
steep rise towards small x is used. However, the significance of the sensitivity is diminished by
the relatively large theoretical uncertainties. The available D∗ cross section data can also be used
to fit the gluon density directly from the differential distributions in η(D∗), pT (D∗), z(D∗), x,Q2
[16].
In order to further increase the data precision it is possible to combine data from H1 and ZEUS
on the basis of (D∗) cross sections or at the level of F c2 extractions. At the level of F c2 also the
combination of data within one experiment from different F c2 measurement methods, i.e. from
D∗ cross sections and from lifetime measurements, provides additional information.
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1.3 Conclusions
At the present stage H1 and ZEUS enter the precision era of charm measurements with the large
statistic of about 0.5 fb−1 per experiment provided by the HERAII running period. These data are
currently analyzed and first preliminary results with high precision are available. In general the
description by the next-to-leading order QCD predictions is reasonable except for some regions
of the phase space. In order to get more insights and to have a significant impact on the fits of the
PDFs the cross section data must be very precise and in addition cover the largest possible phase
space. New results whith such improvements are still expected to come.
2 Study of Charm Quark Fragmentation at HERA
Authors: J. Bracinik, G. Grindhammer, Z. Ru´rikova´
The inclusive cross section for the production of heavy hadrons in ep collisions can be
expressed as a convolution of three terms, describing the structure of the proton, the hard subpro-
cess and the transition of partons to colourless heavy and light hadrons. The term describing the
transition of partons to hadrons, also referred to as fragmentation function (FF), contains a non-
perturbative component and thus must be experimentally determined. Charm quark fragmenta-
tion has been already extensively studied in e+e− annihilation experiments, and the parameters
of various phenomenological models (i.e. the Lund string model, independent fragmentation
model), which have been developed to describe the fragmentation process, have been tuned. By
studying the charm quark fragmentation function also in ep collisions one can experimentally
test, if the assumed universality of fragmentation functions, i.e. their portability from the calcu-
lation of processes in e+e− to processes in ep or pp/p¯, really holds.
Since fragmentation functions describe the longitudinal momentum fraction transferred
from the parton to the hadron they cannot be measured directly. The differential cross section
as a function of suitably defined observables sensitive to the FF has to be measured and used to
extract the parameters of the FF by comparing the data with the prediction of a given model.
The fragmentation of charm quarks into D∗± mesons in ep collisions has been studied by
the H1 [17] and ZEUS [18] collaborations in both deep-inelastic scattering (DIS) and photopro-
duction (PHP), respectively. A so called hemisphere and a jet observable have been used by H1
and a jet observable by ZEUS.
In case of the jet observable, the momentum of the charm quark is approximated by the
momentum of the reconstructed jet, which includes a D∗± meson, leading to the definition of
zjet = (E+PL)D∗/(E +P )jet, where the longitudinal momentum PLD∗ is defined with respect
to the three-momentum of the jet.
In case of the hemisphere observable, the kinematics of charm production, known to pro-
ceed mainly via photon-gluon fusion, is taken into account. In the γ∗p rest-frame the charm and
anti-charm quarks are moving in the direction of the virtual photon(see figure 4 left), hence, the
contributions from initial state radiation and the proton remnant can be strongly suppressed by
discarding all particles with momenta pointing to the proton direction. Furthermore, since the
transverse momenta of the charm quarks are balanced in this frame, the remaining particles may
be divided into two hemispheres, one containing the fragmentation products of the charm quark,
and the other one those of the anti-charm quark (see figure 4 right). This division into hemi-
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Fig. 4: Kinematics of charm/anticharm production in the γ∗p rest-frame as used for the definition of zhem.
spheres is done by reconstructing the thrust axis in a plane perpendicular to the γ∗p-axis. The
particles belonging to the same hemisphere as the D∗± meson are considered to be the products
of the same quark and the sum of their four-momenta is used to approximate the four-momentum
of the original quark, leading to this definition of zhem = (E + PL)D∗/(E + P )hem.
The ZEUS collaboration performed a measurement of the normalized differential cross
section of D∗± meson production as a function of zjet in photoproduction (kinematic range Q2 <
1 GeV2 and 130 < W < 280 GeV). The D∗± mesons were reconstructed using the “golden”
decay channel D∗± → D0pi±s → K∓pi±pi±s , requiring |η(D∗±)| < 1.5 and PT(D∗±) > 2 GeV.
Jets were reconstructed using the inclusive k⊥ algorithm, requiring |ηjet| < 2.4 and ET,jet >
9 GeV. Since the jets were reconstructed as massless, the jet observable reduces to zjet = (E +
PL)D∗/2Ejet. The contribution of D∗± mesons from B-hadron decays, which amounts to about
9%, was subtracted using the prediction of the PYTHIA Monte Carlo program.
The H1 collaboration measured the normalized D∗± meson cross sections as a function of
both zhem and zjet in DIS (2 < Q2 < 100 GeV2 and 0.05 < y < 0.7), using the same decay
channel and requiring |η(D∗±| < 1.5 and 1.5 < PT(D∗±) < 15 GeV. Jets were reconstructed
using the massive inclusive k⊥ algorithm in the γ∗p rest-frame. The measurement was performed
for two event samples. In the first sample, referred to as the “D∗± jet sample”, the presence of a
jet containing the D∗± with ET,jet > 3 GeV is required as a hard scale. In the second sample,
the “no D∗± jet sample”, no such jet is present. The small 1 − 2% contribution of D∗± mesons
originating from B-hadron decays was estimated with the RAPGAP MC and was subtracted from
the data. Both measurements were corrected for detector and QED radiative effects.
The corrected data, shown in figure 5, were used to fit the parameters of fragmentation
functions for two classes of QCD models: 1) the leading-order + parton shower models as im-
plemented in the Monte Carlo programs RAPGAP (used by H1) and PYTHIA (used by ZEUS),
interfaced with the Lund string model for fragmentation as implemented in PYTHIA, and 2) the
next-to-leading-order (NLO) QCD calculations as implemented in HVQDIS (fixed flavor num-
ber scheme) and used by H1 for DIS, and in FMNR (variable flavor number scheme) used by
ZEUS for photoproduction, with charm quarks fragmented independently to D∗± mesons. For
comparison of the data with NLO calculations, hadronization corrections have been applied.
The values of the fragmentation function parameters ε and α extracted for the Peterson and
Kartvelishvili parametrizations respectively can be found in table 1. The optimal (at χ2min) frag-
mentation parameter value depends on the settings used for other free parameters of the PYTHIA
model. With the default settings, the parameters extracted by ZEUS and H1 for the D∗± jet sam-
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ple are in good agreement. When using the PYTHIA parameter settings tuned by ALEPH [19]
a harder fragmentation function is needed to describe the data. This can be understood as being
due to a significant fraction of D∗± mesons produced in decays of higher excited charm states,
provided by the ALEPH setting in contrast to the default setting. The resulting value of the Pe-
terson parameter, extracted by H1 using the D∗± jet event sample, is in agreement with the value
ε = 0.040 extracted by ALEPH from their data. This result is also consistent with the hypothesis
of fragmentation universality in ep and e+e− processes.
For H1, in case of the HVQDIS NLO calculation, the data are well described after fitting
the Kartvelishvili parametrization, while when using the Peterson one no satisfactory description
of the data is achieved. In the case of ZEUS, both parametrizations are able to describe the data.
FF parametrization ZEUS: PHP H1: DIS
D∗± jet sample No D∗± jet sample
zjet zjet zhem zhem
PYTHIA with default parameter setting:
Peterson (ε) 0.064± 0.06+0.011−0.008 0.061+0.011−0.009 0.049+0.012−0.010 0.010+0.003−0.002
Kartvelishvili (α) — 3.1+0.3−0.3 3.3+0.4−0.4 7.6+1.3−1.1
PYTHIA with ALEPH parameter setting [19]:
Peterson (ε) — 0.035+0.007−0.006 0.029+0.007−0.005 0.006+0.002−0.002
Kartvelishvili (α) — 4.3+0.4−0.4 4.5+0.6−0.5 10.3+1.7−1.6
NLO calculations FMNR (PHP) and HVQDIS (DIS):
Peterson (ε) 0.0721+0.0139−0.0123 0.034+0.004−0.004 0.070+0.015−0.013 0.007+0.001−0.001
Kartvelishvili (α) 2.87+0.33−0.35 3.8+0.3−0.3 3.3+0.4−0.4 6.0+1.0−0.8
Table 1: Extracted fragmentation function parameters.
The hemisphere observable used by H1 allows to investigate charm fragmentation also
close to the kinematic threshold, by selecting events which do not contain a D∗± jet above the
minimal ET cut. The corresponding normalised D∗± meson cross sections together with the
prediction of RAPGAP with the Kartvelishvili FF fitted to the data are shown in figure 5 d. The
extracted fragmentation function is found to be significantly harder than the one fitted to the
D∗± jet sample (the dotted line). This can be interpreted as an inadequacy of the QCD model
to provide a consistent description of the full phase space down to the kinematic threshold. The
NLO HVQDIS calculation fails to describe this data sample.
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Fig. 5: Normalized D∗± meson cross sections as a function of the fragmentation observables: a) zjet as measured
by ZEUS, b) zjet as measured by H1, c) and d) zhem for the “D∗± jet” and the “no D∗± jet” samples. The full and
dashed lines in the H1 sub-figures indicate a variation of ±1σ around the best fit value.
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3 Beauty production at HERA
Authors: S. Boutle, M. Turcato, A. Yagu¨es-Molina
3.1 Introduction
At HERA, beauty quarks are produced predominantly via the boson-gluon fusion process, where
a photon emitted by the electron interacts with a gluon in the proton producing a bb¯ pair. The
measurements of such interactions are directly sensitive to the gluon density in the proton. Also,
perturbative calculations of these processes should be reliable since the virtuality of the ex-
changed photon, Q2, in the case of deep inelastic scattering (DIS), and the large mass of the
produced quark, in the case of photoproduction, provide a hard scale. Hence, the study of b
quark production at HERA is a stringent test of perturbative Quantum Chromodynamics (QCD).
Measurements of such processes made at HERA are relevant for the LHC since they can test the
precision of the description of b quark production by theoretical calculations. They also use tag-
ging methods and event topologies which can be used to improve experimental techniques at the
LHC. In the following, recent H1 and ZEUS measurements of beauty production are presented.
3.2 Measurement of beauty photoproduction using semileptonic decays into leptons.
The installation of the silicon Micro-Vertex detector [20] (MVD) in the ZEUS detector [21]
during the HERA luminosity upgrade period 2000/2001 allowed the heavy flavour measurements
to reach higher precision. In one such measurement, beauty quarks were tagged by identifying
a muon from the b semileptonic decay. The choice of a muon provides a clean experimental
signature of the events. In this measurement two variables were used to discriminate between
different quark decays. The first is the relative transverse momentum, prelT , of the muon with
respect to the heavy flavour hadron which for experimental purposes is approximated to the
direction of the jet associated with the muon. This variable can be used to discriminate between
beauty and charm decays since the mass of the beauty quark is larger, and therefore the prelT
spectrum for muons coming from b is harder. The second variable is the signed impact parameter,
δ, of the muon track. The absolute value of δ is given by the transverse distance of closest
approach of the track to the beam spot, where the beam spot position as a function of time is
evaluated as the mean position of the event vertex over a proper event range. The sign of δ is
positive if the angle between the axis of the associated jet and the line joining the beam spot to
the point of closest approach of the track is less than 90o, and is negative otherwise. The variable
δ reflects the lifetime of the quark and hence can be used to discriminate between charm and
beauty decays and the decays of light quarks. The sign allows a statistical separation of detector
resolution effects from the effects of the decay lifetime of the heavy hadron.
By fitting template distributions from Monte Carlo simulations of the prelT and δ variables
to the data, the beauty fraction in the data can be extracted and used to calculate cross sections.
The distributions of the prelT and δ variables are shown in Fig. 6 compared to MC predictions.
The data are well described by the MC simulations.
The measurement presented here is based on a data sample collected during 2005 corre-
sponding to an integrated luminosity of 124 pb−1. Photoproduction (Q2 < 1 GeV2) events with
0.2 < y < 0.8, having two jets with pj1,j2T > 7, 6 GeV, |ηj1,j2| < 2.5 and a muon with pµT > 2.5
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Fig. 6: Distribution of prelT (left) and muon impact parameter δ (right) of the data compared to the MC distributions
for quarks of different flavour.
GeV and −1.6 < ηµ < 2.3 were selected. The event inelasticity, y, represents, in the proton rest
frame, the fraction of the electron momentum which is transferred to the photon.
Figure 7 shows the distributions of the differential cross sections as a function of the muon
transverse momentum, dσ/dpµT , and muon pseudorapidity dσ/dηµ. The results are compared
to the ZEUS HERA-I data1 [22] and to a NLO QCD prediction computed with the FMNR [14]
program and corrected for hadronisation effects. The new results are in agreement with the
previous measurement and compatible with NLO QCD predictions.
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previous results and to NLO QCD predictions corrected for hadronisation effects.
Beauty photoproduction has been also measured using semileptonic decays to electrons or
1HERA-I refers to the data taken from 1996 to 2000 running period, previous to HERA luminosity upgrade.
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positrons [23]. Tagging electrons has the advantage that lower values of the lepton transverse
momentum are reachable. In this analysis, based on L = 120 pb−1 of HERA I data collected
with the ZEUS detector from 1996 to 2000, events were selected in the photoproduction regime,
Q2 < 1 GeV2, having 0.2 < y < 0.8, and with at least two jets with Ej1,j2T > 7, 6 GeV,
|ηj1,j2| < 2.5 and an electron coming from the semileptonic b decay with peT > 0.9 GeV and
|ηe| < 1.5. For the identification of the electrons and the extraction of the b fraction a likelihood
ratio method was used combining five discriminating variables. Three of them were used mainly
for the lepton identification, and are based on the ionisation energy loss of the particle in the
ZEUS central drift chamber, and on other calorimeter and tracking information. The other two
are the momentum of the electron candidate transverse to the jet direction, prelT , and the azimuthal
angle between the electron and the missing transverse momentum vector, which corresponds to
the neutrino from the semileptonic b decay. Figure 8 shows the distributions of the differential
cross sections as a function of the electron transverse momentum, dσ/dpeT , and pseudorapidity,
dσ/dηe. The data are compared with the predictions of the PYTHIA MC program, scaled by a
factor 1.75, and with NLO QCD predictions from FMNR. The shape of the data is well described
by both the MC and the NLO calculations. The NLO predictions describe the normalisation of
the data within the large uncertainties.
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Fig. 8: Differential cross sections as a function of the transverse momentum, peT , (left) and pseudorapidity, ηe, (right)
of the electron for beauty photoproduction in dijet events with an electron. The measurements are compared to the
predictions from PYTHIA as well as to NLO QCD calculations corrected for hadronisation effects.
3.3 Measurement of beauty dijet cross sections in photoproduction using inclusive lifetime
tag.
An inclusive measurement of beauty in dijet events in the photoproduction regime [24] is pre-
sented here. The analysis is based on a sample of data collected by the H1 detector during the
years 1999 and 2000 and corresponding to an integrated luminosity of 56.8 pb−1. Photoproduc-
tion (Q2 < 1 GeV2) events with 0.15 < y < 0.8 and two jets with pj1,j2T > 11, 8 GeV and
−0.9 < ηj1,j2 < 1.3 were selected.
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Events containing beauty quarks were distinguished from those containing only light quarks
by reconstructing the signed impact parameter, δ, of the charged tracks, i.e. their distances to the
primary vertex, using precise spatial information from the H1 vertex detector. The long lifetime
of b flavoured hadrons lead to larger displacements than for light quark events.
The quantities S1 and S2 are defined as the significance, δ/σ(δ), of the track with the
highest and second highest absolute significance, respectively, where σ(δ) is the error on δ. In
order to reject most of the light quark background and to reduce the uncertainty due to the impact
parameter resolution, the negative bins in the significance distributions were subtracted from the
positive ones. To extract the beauty fraction, a simultaneous χ2-fit to the subtracted S1 and S2
distributions was performed (see Fig. 9). The differential cross sections as a function of pjT and
ηj , shown in Fig. 10, are extracted using the scale factors obtained from the fit. The results are
compared to different MC predictions and to NLO QCD calculations. The beauty cross sections
are reasonably well described in shape, whereas the NLO QCD prediction seems to lie below the
data.
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Fig. 10: Differential beauty dijet photoproduction cross sections as a function of the transverse momentum of the
jet, dσ/dpjT , (left) and as a function of the jet pseudorapidity, dσ/dηj , (right). The measurements are compared to
the absolute predictions of PYTHIA and CASCADE as well as to NLO QCD calculations corrected for hadronisation
effects.
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3.4 Beauty production measurement using double tagging techniques
Beauty identification based on a single lepton tagging in dijet events is a powerful tool that allows
to select a large event sample at HERA. However, the request of the presence of two jets in an
event and the high background due to lighter flavour events does not allow the measurement of
b quarks produced at very low transverse momenta, and therefore a total beauty cross section
cannot be extracted. A way to access lower b-quark transverse momenta is to use double tagging
techniques, by identifying two particles coming from the beauty decay. In this case, the cleaner
event signature reduces significantly the background from non-beauty events.
An analysis [25] using this kind of approach identified beauty in events in which a D∗
and a muon were found in the final state. Charm production is a background to this analysis,
since a cc¯ pair in which one of the charm quarks hadronise into a D∗ and the other produces a
muon have a similar signature. However, in charm events the muon and the D∗ lie in opposite
hemispheres, while in the case of beauty production a muon and a D∗ coming from the same B
hadron lie in the same hemisphere, and in addition have opposite charges. Therefore, beauty and
background can be separated by using the charge correlations and angular distributions of the
muon with respect to the D∗ meson.
The analysis uses a sample of L = 114 pb−1 of data corresponding to the full HERA I
statistics collected by the ZEUS detector. The visible cross section was evaluated for unlike-sign
D∗-muon events. This cross section was then extrapolated to the parton level and compared to
NLO QCD predictions. No cut on the transverse momentum of the b quark, pbT , was imposed.
The measured cross section in the kinematic region Q2 < 1 GeV2, ζb < 1, where ζ is the b-quark
rapidity, 0.05 < y < 0.85 is
σ(ep→ b(b¯)X) = 11.9± 2.9(stat.)+1.8−3.3(syst.) nb, (1)
to be compared to a NLO QCD prediction of
σNLO(ep→ b(b¯)X) = 5.8+2.1−1.3 nb. (2)
The measured cross section exceeds the NLO QCD prediction, but is compatible within the
errors.
In another double-tagging analysis [26], events with two muons in the final state were
used to study beauty production. This method has many advantages over the the D*µ analysis.
It has larger statistics due to the higher branching ratio; the kinematic region is larger allowing
the extraction of the total beauty cross section with almost no extrapolation; lower background
induced by charm allows bb¯ correlations to be measured, testing the contribution of higher orders
in perturbative calculations. The analysis uses 114 pb−1 of HERA I data collected by the ZEUS
detector. The data sample is separated into high- and low-mass (isolated and non-isolated), like-
and unlike-sign muon pairs. Since beauty is the only genuine source of like-sign muon pairs and
fake muon background can give rise to like- and unlike-sign pairs, the beauty contribution can be
determined from the difference between the like- and unlike-sign samples.
The kinematic region for the measurement of the total cross section was kept as large as
possible: −2.2 < ηµ < 2.5, pµT > 1.5 GeV for one muon and pµT > 0.75 GeV for the other
muon, as well as p > 1.8 GeV for η < 0.6, or (p > 2.5 GeV or pT > 1.5 GeV) for η > 0.6.
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Also in this case, a visible cross section was measured and then extrapolated to the total beauty
cross section. DIS and photoproduction regimes were not separated. The measured total beauty
cross section is
σtot(ep→ bb¯X) = 13.9 ± 1.5(stat.)+4.0−4.3(syst.) nb. (3)
The NLO QCD prediction was obtained by adding the predictions from FMNR and HVQDIS [27]
for the photoproduction and DIS parts, respectively:
σNLOtot (ep→ b(b¯)X) = 7.5+4.5−2.1 nb. (4)
Also in this case, the NLO QCD prediction is lower than the measured value, but compatible
within the large uncertainties.
Visible differential cross sections were also measured, in the kinematic region defined by
pµT > 1.5 GeV, −2.2 < ηµ < 2.5 for both the muons, in order to ensure a uniform kinematic
acceptance. Figure 11 shows the the differential cross sections as a function of the muon trans-
verse momentum, dσ/dpµT , and pseudorapidity, dσ/dηµ. The data are well described in shape by
the theoretical predictions, with a tendency of the NLO QCD calculations to underestimate the
normalisation of the data consistent with the observations from the total cross section.
Fig. 11: Differential cross sections dσ/dpµT (left) and dσ/dηµ (right) for muons from b decays in dimuon events. The
measurements (solid dots) are compared to the scaled sum of the predictions by the LO+PS generators PYTHIA and
RAPGAP (histogram) and to the NLO QCD predictions from FMNR ⊗ PYTHIA.
3.5 Conclusions
Beauty production at HERA is extensively studied using different analysis techniques. Beauty
tagging with a single lepton gives a high statistics sample for the analyses, and the precision of
the measurements is now comparable or better than that of the theoretical predictions. The mea-
surements based on electron and muon tagging are affected by different systematic uncertainties,
cover a slightly different kinematic region, and cross check each other. Inclusive analyses based
on lifetime are also being done and will reach their full potential when the full HERAII data
sample will be used. This kind of analyses are sensitive to beauty production also at large pbT .
For the investigation of the lower pbT region, double tagging techniques have been devel-
oped. In this way, the total beauty production cross section can be measured. Although these
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measurements are still affected by a relatively large statistical uncertainty, they show that the dif-
ference between the observed cross sections and the theoretical predictions is not larger at lower
transverse momenta.
The study of beauty production at HERA is significantly testing the precision of the per-
turbative QCD predictions, over a wide range in pT and η of the produced b quarks. The under-
standing of beauty production in terms of perturbative QCD is vital for the future measurements
that will be done at the large hadron collider, where a significant part of the cross section will
consist on beauty.
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4 Experimental Status of F cc¯2 and F bb¯2 at HERA
Authors: Philipp Roloff, Monica Turcato
4.1 Theoretical description
The double differential cross section versus x and Q2 for the production of a heavy quark (charm
or beauty) pair, QQ¯, in deep inelastic scattering can be described by the heavy quark contribu-
tions to the proton structure functions:
d2σQQ¯(x,Q2)
dxdQ2
=
2piα2
Q4x
{
[1 + (1− y)2]FQQ¯(x,Q2)− y2FQQ¯L (x,Q2)
}
. (5)
In the simplified picture of the quark-parton model (QPM) the electron scatters off a single
quark in the proton. In this case x can be interpreted as the fraction of the proton momentum
carried by the struck quark. Since heavy quarks can not exist within the proton due to their high
mass, they are dominantly produced by the boson gluon fusion (BGF) process.
Heavy quark production as described above can be interpreted in two ways: on one hand
it is possible to treat charm and beauty as massive quarks which are produced dynamically in
the scattering process. In this case F cc¯2 and F bb¯2 provide an indirect measurement of the gluon
content of the proton. On the other hand it is possible to consider the splitting of a gluon into
a heavy quark pair to happen within the proton for Q2 ≫ (2mQ)2. Hence here F cc¯2 and F bb¯2
give the virtual charm and beauty content of the proton. As a consequence, the use of i.e. Z
boson production as a luminosity monitor at the LHC requires a precise knowledge of the beauty
content of the proton.
The large masses (mc,mb ≫ ΛQCD) of the charm and beauty quarks provide an additional
hard scale in perturbative QCD calculations. Different approaches exist to describe the multi
scale problem of heavy quark production in ep collisions. In the massive or fixed flavour number
scheme (FFNS) the proton contains only light quarks while charm and beauty are produced
dynamically. Thus the threshold region is handled correctly, but the presence of other large
scales, e.g. Q2 or the transverse momentum of the heavy quarks, pT , can spoil the convergence of
the perturbative expansion. In contrast, charm and beauty are treated as massless partons within
the proton in the zero mass variable flavour number scheme (ZM-VFNS) which can improve
the reliability of the calculations if one of the competing scales becomes large. An interpolation
between both approaches is done in the (general mass) variable flavour number scheme (GM-
VFNS) where heavy flavour production is treated as massive at low Q2 and massless at high
Q2.
While precise measurements of charm production are feasible using the large HERA II
data sample, the measurements of beauty production are usually limited by the small production
cross section. Since effects due to the higher beauty mass are relevant in a large part of the
phase space accessible at HERA, beauty production might help to improve the understanding of
mass effects for heavy quark production in deep inelastic scattering. A possible scenario is to
“calibrate” theory predictions using beauty production and apply the improvements to charm for
the extraction of the gluon content of the proton.
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4.2 Experimental results on F cc¯2
The charm contribution to the proton structure function F2, F cc¯2 , has been measured at HERA
by the two Collaborations ZEUS [28–31] and H1 [32–35], in a wide kinematic region in x
(0.00002 . x . 0.03) and in the photon virtuality, Q2 (1 < Q2 < 1000 GeV2).
Charm production at HERA can be tagged in different ways. In the so-called golden mode
a D∗(2010) meson is reconstructed through its decay D∗+ → D0pi+ → K−pi+pi+ (+c.c.). Other
charmed mesons can also be reconstructed: the most copiously produced are D0, D±, Ds. The
production cross sections of all these mesons can be measured in a defined kinematic region, and
the total charm cross section can then be extracted by extrapolating the measurements to the full
phase space. This extrapolated cross section is then used to evaluate F cc¯2 . Both the ZEUS and the
H1 Collaborations have used this method to extract F cc¯2 from D mesons cross sections. Charm
tagging with mesons gives a clean signature of charm production, but the extrapolation to the
total charm cross section can be large, especially in the low Q2 region (as an example, at ZEUS
typical extrapolation factors range from ∼ 4 in the low-Q2, low-x region to 1.5 at high-Q2 [28]).
An alternative method to tag charm production takes advantage of the long lifetime of
the charmed particles, by reconstructing secondary vertices from D-meson decay products, or,
in inclusive analyses, by identifying tracks having impact parameter, δ, significantly displaced
from the event vertex. The secondary vertex reconstruction for D± and D0 mesons has been
used by the ZEUS Collaboration to enhance the signal to background ratio, and therefore the
statistical precision, of the measurement [31]. On the other side, fully inclusive analyses use the
significance of the impact parameter of the highest impact parameter tracks to separate charm
and beauty from light flavour production [33, 34], since heavy flavours show a longer tail in the
positive side of this distribution. The fraction of charm and beauty in an inclusive data sample
can therefore be extracted by fitting the significance distribution to the contributions from beauty,
charm, and lighter quarks. This method has been used by the H1 Collaboration to obtain some
of the results presented here [33–35].
The advantage of the inclusive method is that the kinematic region for the measurement
of charm production is significantly enlarged, and therefore the extrapolation needed for the
measurement of F cc¯2 is strongly reduced.
The program HVQDIS [27] is the only program which is able to provide theoretical pre-
dictions for D meson production cross sections at NLO accuracy in perturbative QCD. It was
used by the ZEUS and H1 Collaborations to extrapolate the measured cross section for a partic-
ular D meson final state to F cc¯2 . In this program, the production of heavy flavours is performed
using the fixed flavour number scheme. The ZEUS and H1 measurements of F cc¯2 extracted in
this way should therefore be compared with NLO QCD predictions evaluated in the FFNS.
The results for F cc¯2 (x,Q2) are shown in Fig. 12. In the figure the ZEUS and H1 mea-
surements, obtained from charmed meson production, are compared with the H1 results from
inclusive lifetime measurements. The agreement between the experiments is good, validating
the two different analysis procedures. The data rise with increasing Q2, with the rise becoming
steeper at lower x.
The data are also compared with perturbative QCD predictions at NLO. Two different
parameterisations of the proton PDFs have been used for the NLO QCD calculations, in or-
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Fig. 12: The measured F cc¯2 at x values between 0.00003 and 0.03 as a function of Q2. The data are shown with
statistical uncertainties (inner bars) and statistical and systematic uncertainties added in quadrature (outer bars). The
data are compared with next-to-leading order QCD predictions, evaluated using different proton PDFs.
der to check the sensitivity of the predictions to different gluon densities: CTEQ5F3 [36] and
MRST2004FF3 [37]. The charm data are in general well described by NLO QCD: this shows
that the proton PDFs, which are extracted mainly from inclusive scattering data, are also able
to describe reasonably well charm production. The two PDFs show differences in the low x re-
gion, demonstrating the sensitivity of the measurement to different parameterisation of the gluon
density in the proton.
4.3 Experimental results on F bb¯2
The beauty contribution to the inclusive structure function F2 was measured by the ZEUS Collab-
oration using muons and jets and by the H1 Collaboration from lifetime information of displaced
tracks.
The ZEUS Collaboration measured beauty production in events with a muon and a jet,
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using a data sample of L = 39 pb−1. The fraction of beauty quarks in the data was derived using
the distribution of the transverse momentum of the muon relative to the axis of the associated
jet, prelT [38]. Due to the larger mass of the beauty quark, muons originating from b decays tend
to higher values of prelT compared to muons from charm and light flavour decays. The beauty
contribution to F2, F bb¯2 , was obtained by extrapolating the double differential cross sections as a
function of Q2 and x to the full phase space using the HVQDIS program, as for the extraction of
F cc¯2 from the visible cross sections for D meson production. Here extrapolation factors between
3 and 6 decreasing with Q2 had to be applied.
The H1 collaboration extracted F bb¯2 in a fully inclusive analysis based on information from
the Central Silicon Tracker. The impact parameter significance of tracks in the transverse plane
was used in a fit to extract the (charm and) beauty fractions in the considered data sample [35].
Due to the long lifetime of the B hadrons, it is possible to distinguish the position of the decay
vertices of these particles from the primary interaction vertex. As a consequence, tracks origi-
nating from beauty decays exhibit large positive impact parameters compared to tracks coming
from lighter quarks. An advantage of the inclusive lifetime method is that the extrapolation to the
full phase space is smaller. Recent results from the HERA II period were combined with earlier
measurements [33, 34].
The results obtained by the H1 and ZEUS Collaborations are summarised in Fig. 13. The
reduced cross section
σ˜bb¯ = F bb¯2 −
y2
1 + (1− y)2F
bb¯
L , (6)
is shown as a function of x for different values of Q2. Although very different methods have
been used, the results are in agreement within the large errors.
The data are compared to NLO QCD predictions using different schemes [39]. The
CTEQ5F4 [36] is done in the FFNS, while MRST04 [40], MRST NNLO [41] and CTEQ6.5 [42]
implement the VFNS. At low values of Q2 and x the predictions of the CTEQ and MRST groups
differ up by a factor two, but the present statistical accuracy of the data does not allow to dis-
criminate between the different calculations. A better precision of the data is needed in order to
better understand the different aspects of the theoretical calculations and to disentangle between
different approaches.
4.4 Conclusions and outlook
Both experiments, H1 and ZEUS, collected a data sample of about 0.5 fb−1. The analysis of
the full HERA I+II dataset will increase the available statistics by a factor of 2 to 10, depending
on the analysis. The combination of different heavy flavour tagging methods (e.g. different D
mesons for charm, different leptons for beauty, inclusive analyses) can further improve the preci-
sion of the measurements, keeping also into account the fact that the systematic uncertainties of
different tagging techniques are at least partially uncorrelated. The final step is the combination
of the ZEUS and H1 data into a single measurement: this will again double the available dataset.
New detector components, which allow to extend the kinematic range of the F cc¯2 and F bb¯2
measurements, were installed for the HERA II data taking period. The forward region can be
studied using the ZEUS Straw Tube Tracker and Forward Microvertex Detector while the H1
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Fig. 13: σ˜bb¯ as a function of x for different values of Q2. The inner error bars represent the statistical uncertainties
only while the outer error bars correspond to statistical and systematic uncertainties added in quadrature. Different
predictions are compared to the data.
Backward Silicon Tracker gives access to the backward region.
Significant improvement in the precision of the measurements is therefore possible and
will be reached by the final HERA analyses. The new beauty measurements will be of help to
understand some aspects of the theory that will be then implemented for the description of charm
production. A final combined ZEUS+H1 measurement of charm production could be used in the
PDF fits and will hopefully help to learn something more on the gluon density in the proton.
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Abstract
After reviewing the main heavy flavour results from experiments at the
Relativistic Heavy Ion Collider (RHIC), we present the expected per-
formance for some of the most significative measurements in the heavy
flavour sector at the Large Hadron Collider (LHC), for the experiments
ALICE, ATLAS, and CMS.
Coordinator: A. Dainese
1 Heavy flavour physics at RHIC
Author: A. Mischke
1.1 Introduction
Measurements at RHIC have revealed strong modification of the jet structure in high-energy nu-
clear collisions due to the interaction of hard scattered partons with the hot and dense medium
created in these reactions. The study of heavy-quark (charm and bottom) production in the
medium offers unique opportunities for the investigation of the properties of the Quark-Gluon
Plasma (QGP). Heavy quarks are believed to be produced predominantly in hard scattering pro-
cesses in the early stage of the collision, and they probe the produced medium as they propagate
through it [1]. Due to their higher mass, the penetrating power is much higher for heavy quarks
than for light quarks, providing a sensitive probe of the medium. The energy loss of heavy quarks
in the medium is expected to be smaller compared to light quarks due to the mass dependent sup-
pression of the gluon radiation under small angle, known as the dead-cone effect [2, 3].
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number of binary collisions for different collisions systems, compared to NLO calculations (horizontal lines).
1.2 Total charm cross section
The total charm cross section is currently determined through basically three different measure-
ments: direct reconstruction of D mesons, muons and electrons. Electron identification in the
PHENIX experiment is based on the Ring Imaging Cherenkov detector (RICH) in conjunction
with a highly granular calorimeter. The particle momentum is measured by drift and pad cham-
bers. The subtraction of the electron background (mainly from photons, π0 and η) is performed
by the converter and the cocktail methods [4, 5], which give similar results. In the STAR ex-
periment, electrons are identified using the dE/dx and momentum measurements from the TPC
together with the Time of Flight (ToF) information at low pT (< 4 − 5 GeV/c) and energy (E)
and shower shape measurement in the electromagnetic calorimeter (EMC) at high-pT (> 1.5
GeV/c). The background contribution to the electrons from photonic sources are subtracted sta-
tistically [6].
The total charm cross section is extracted from a combined fit to the measured particle
spectra. The STAR data are from combined fits to hadronic and semileptonic decay data. The
PHENIX data are from semileptonic decay measurements only. The total cross sections from
STAR and PHENIX are compared to results at other energies and to NLO calculations [7] in
Fig. 1 (left panel). The descrepancy between STAR and PHENIX is under investigation. The data
agree with the NLO prediction on the total charm cross section. The large theoretical uncertainty
leads to a little predictive power in the total charm cross section. Fig. 1 (right panel) depictes the
charm cross section divided by the number of binary collisions for different collisions systems.
Within errors, the charm cross section for the different collisions systems follows binary collisons
scaling, supporting the assumption that charm is predominantely produced by hard scattering in
the initial state of the collision.
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Fig. 2: Nuclear modification factor RAA of non-photonic electrons in Au+Au collisions. (a) RAA as a function of
Npart. (b) RAA as a function of pT for the most central collisions.
1.3 Heavy-quark energy loss in hot and dense QCD matter
Nuclear effects are typically quantified using the nuclear modification factor RAA where the par-
ticle yield in Au+Au collisions is divided by the yield in pp reactions scaled by the number of
binary collisions. RAA = 1 would indicate that no nuclear effects, such as Cronin effect, shad-
owing or gluon saturation, are present and that nucleus-nucleus collisions can be considered as
a incoherent superposition of nucleon-nucleon interactions. The average RAA for high-pT non-
photonic electrons as a function of participating nucleons (Npart) is illustrated in Fig. 2(a). The
STAR and PHENIXRAA for non-photonic electrons are consistent with each other and shows an
increasing suppression from peripheral to central Au+Au collisions, indicating an unexpectedly
energy loss of heavy quarks in the medium in contradiction to expections from the dead-cone
effect. The suppression is similar to the one observed for light-quark hadrons, indicated by the
shaded area in the figure. Fig. 2(b) shows the pT dependence RAA of non-photonic electrons in
central Au+Au collisions. A strong suppression of a factor of∼ 5 is observed for pT > 6 GeV/c.
The RAA is compared to several theoretical model calculations [4, 6]. The observed suppression
is overpredicted by the models using reasonalbe model parameters. The data is described rea-
sonably well if the bottom contribution to the electrons is assumed to be small. Therefore, the
observed discrepancy could indicate that the B dominance over D mesons starts at higher pT. A
possible scenario for B meson suppression invokes collisional dissociation in the medium.
1.4 Heavy-quark azimuthal correlations
The measurement of the relative charm and bottom contributions to the non-photonic electrons is
essentail for the interpretation of the non-photonic electron spectra. Azimuthal angular correla-
tions between non-photonic electrons and hadrons allow to indentify the underlying production
process [8]. Heavy flavours have, in general, a harder fragmentation function than gluons and
light quarks, making the near-side correlation more sensitive to the decay kinematics. For the
same electron transverse momentum the near-side e−hadron angular correlation from B decays
is much broader than that from D decays. Fig. 3 (left panel) shows the azimuthal correlation
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Fig. 3: (left panel) e−hadron azimuthal correlation distribution in 200 GeV pp collisions, compared to PYTHIA
simulations (colored curves). (middle panel) e−D0 azimuthal correlation distribution for like-sign e−K pairs. The
grey histogram (dashed line) illustrates results from PYTHIA (MC@NLO) simulations. (right panel) Relative bottom
contribution to the total non-photonic electron yield derived from e−D0 and e−hadron correlations, compared to the
uncertainty band from a FONLL calculation.
function of non-photonic electrons and hadrons in pp collisions at
√
s = 200 GeV. The data is
fitted with a linear combination of the simulated charm and bottom distribution, obtained from
PYTHIA simulations, to extract the relative bottom contribution B/(B+D). Similar studies are
performed for e−D0 azimuthal correlations [8] (cf. Fig. 3, middle panel). Moreover, it has been
shown that higher order sub-processes like gluon splitting may have a significant contribution to
the near-side correlation. This contribution is studied by indentifying the D* content of jets [8].
The results indicate that gluon splitting to cc¯ pairs contributes about 5% of the open charm pro-
duction observed at RHIC, consistent with predictions from MC@NLO calculations [9].
The relative bottom contribution B/(B + D) is shown in Fig. 3 (right panel) together
with predictions from FONLL calculations [10]. These data provide convincing evidence that
bottom contributes significantly (∼ 50%) to the non-photonic electron yields at high-pT. Further
studies have to show whether these findings imply substantial energy loss of bottom quarks in
the produced medium.
1.5 Summary and conclusions
The measured total charm cross section follows binary collisions scaling as expected from the
assumption that charm is produced exclusively in initial hard scattering processes. The high-pT
suppression of the non-photonic electron yield in Au+Au collisions is much larger than expected.
Theoretical explanations are yet inconclusive. The bottom contribution in the non-photonic elec-
tron spectrum is studied by e−hadron and e−D0 correlations. First measurements on the charm
content in jets shows that the gluon splitting contribution is small at RHIC. Detailed and system-
atic studies will be possible with heavy flavour measurements in the ALICE experiment at the
CERN-LHC [11].
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2.1 Introduction
The Large Hadron Collider (LHC) will produce proton–proton, Pb–Pb , other lighter systems like
Ar–Ar and proton induced nucleus collisions up to the energies corresponding to the maximum
magnetic rigidity of 23, 350Tm (e.g., proton–proton and Pb–Pb collisions at centre-of-mass
energy per nucleon–nucleon √sNN = 14TeV and 5.5TeV, respectively). ALICE [12, 13] is
the dedicated heavy-ion experiment at the LHC; its main physics goal is the study of strongly-
interacting matter in the conditions of high-energy density (> 10GeVfm−3) and high temper-
ature ( >∼ 0.2GeV) over large volume (102–103 fm3), expected to be reached in central Pb–Pb
collisions. The ALICE apparatus [12, 13] has excellent capabilities for heavy-flavour measure-
ments, for both open heavy-flavoured hadrons and quarkonia. In this paper, we shall limit the
discussion to the detection of open charm and beauty in the central barrel (section 2.2) and of
quarkonium states at forward rapidity (section 2.4), with an emphasis on the proton–proton col-
lisions. Therefore only the detectors involved in these analyses are described in the following.
The ALICE central barrel covers the pseudo-rapidity region −0.9 < η < 0.9 and is
equipped with tracking detectors and particle identification systems embedded in a magnetic field
B = 0.5 T. The combined information from the central barrel detectors allows to track charged
particles down to low transverse momenta (low pT cut-off ≈ 100 MeV/c) and provides hadron
and electron identification as well as an accurate measurement of the positions of the primary
(interaction) vertex and of the secondary (decay) vertices. The main tracking detector is the Time
Projection Chamber (TPC) which provides track reconstruction and particle identification via dEdx .
The Inner Tracking System (ITS) is the innermost central barrel detector and is composed of six
cylindrical layers of silicon detectors. The two layers closest to the beam pipe (at radii of≈ 4 and
7 cm) are equipped with pixel detectors, the two intermediate layers (radii ≈ 15 and 24 cm) are
made of drift detectors, while strip detectors are used for the two outermost layers (radii≈ 39 and
44 cm). The ITS is a key detector for open heavy-flavour studies because it allows to measure
the track impact parameter (i.e. the distance of closest approach of the track to the primary
vertex) with a resolution better than 50 µm for pT > 1.3 GeV/c, thus providing the capability to
detect the secondary vertices originating from heavy-flavour decays. Two other systems play an
important role in the heavy-flavour analyses as far as particle identification is concerned. They
are the Transition Radiation Detector (TRD) for high-momentum electron identification and the
Time-Of-Flight (TOF) for pion, kaon and proton separation. All these four detectors have full
azimuthal coverage.
The detection of heavy quarkonia in the di-muonic decay channel is performed by the
ALICE Muon Spectrometer in the forward pseudo-rapidity region 2.5 < η < 4. The detector
consists of five tracking stations with two planes of Multi-Wire Proportional Chambers each,
with a spatial resolution of about 100 µm, a dipole magnet with an integral field of 3 Tm and
two trigger stations of Resistive Plate Chambers placed behind an iron-wall muon filter with a
thickness of about 7 interaction lengths. The system is completed by a front absorber of com-
posite material, predominantly made of carbon and concrete, which is placed at 90 cm from the
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interaction vertex to reduce the free decay length of pions and kaons, and a beam shield made of
tungsten, lead and stainless steel to protect the chambers from particles and secondaries produced
at large rapidities. The spectrometer can detect quarkonia down to pT = 0 and is designed to
achieve an invariant-mass resolution of 70 (100) MeV/c2 at 3 (10) GeV/c2, needed to resolve the
J/ψ (Υ) resonances.
2.2 Open heavy flavour in the ALICE Central Barrel
Heavy flavours are produced in initial parton-parton interactions, in the early stage of the colli-
sion. Their production can be calculated to a reasonable degree of precision within pQCD and
they offer the possibility to explore the properties of the medium created in the collision with
probes of known mass and colour charge. The energy loss by gluon radiation, for instance, is
expected to be parton-specific (stronger for gluons than for quarks due to the larger colour charge
of gluons) and flavour-specific (stronger for lighter than for heavier quarks, due to the dead cone
effect [14,15]). In addition, the measurement of open heavy-flavour production is of an essential
practical interest for quarkonium physics as well, both as a natural reference and B meson decays
being a sizable source of non-prompt J/ψ in high energy collisions.
In figure 4 we compare schematically the ALICE pT vs. η acceptance for charm (c)
and beauty (b) hadrons to that of the other LHC experiments, for proton–proton collisions at√
s = 14 TeV. In this plot the high pT reach is the one expected for one year of running
at nominal luminosity (note that the value of the luminosity is different for each experiment:
1034 cm−2s−1 for ATLAS and CMS, 2–5×1032 cm−2s−1 for LHCb, and 3 × 1030 cm−2s−1
for ALICE). ATLAS and CMS have similar acceptance for beauty measurements. On one hand,
their minimum accessible pT is larger than for ALICE because of the strong magnetic fields and
the larger material budget in the inner tracking detectors; on the other hand, the strong magnetic
fields, together with the high luminosity, allow those experiments to cover transverse momenta
up to 200–300 GeV/c. In terms of acceptance for beauty measurements, ALICE overlaps with
ATLAS and CMS at central rapidity and with LHCb at forward rapidity. The moderate magnetic
field allows measurements down to transverse momenta of less than 1 GeV/c for charmed and
beauty hadrons in the central barrel1.
For the performance study presented here, we assume the baseline heavy-flavour produc-
tion cross sections and yields presented in the ALICE Physics Performance Report,Volume II [13].
Those values are obtained from the pQCD calculations at fixed next-to-leading-order (FO NLO)
implemented in the HVQMNR program [16]; note that the cross sections have a theoretical un-
certainty of about a factor 2 [13].
2.2.1 Exclusive charm meson reconstruction
Among the most promising channels for open charm detection are the D0 → K−π+ (cτ ≈
120 µm, branching ratio ≈ 3.8%) and D+ → K−π+π+ (cτ ≈ 300 µm, branching ratio ≈
9.2%) decays. The detection strategy to cope with the large combinatorial background from
the underlying event in Pb–Pb is based on the selection of displaced-vertex topologies [13,
1The study of the channel B → J/ψ + X, discussed in section 2.3, should allow a determination of the pT
differential cross section of B hadrons down to pT ≈ 0.
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Fig. 4: Schematic acceptance in transverse momentum and pseudorapidity for open heavy flavour hadrons (indicated
as Q-hadrons) in the four LHC experiments. The high-pT coverages correspond to one year (i.e. 7 months) of running
at nominal luminosity.
17]. An invariant-mass analysis is used to extract the raw signal yield, to be then corrected for
selection and reconstruction efficiency and for detector acceptance. As shown in figure 5 (left),
the accessible pT range for the D0 is 1–20 GeV/c in Pb–Pb and 0.5–20 GeV/c in proton–proton,
with statistical errors better than 15–20% at high pT. A similar performance is expected for the
D+ (right-hand panel), though at present the statistical errors are estimated only in the range
1 < pT < 8 GeV/c. The systematic errors (acceptance and efficiency corrections, centrality
selection for Pb–Pb ) are estimated to be smaller than 15%.
2.2.2 Beauty detection via displaced electrons
Beauty detection via electron-identified tracks with a displacement with respect to the primary
collision vertex is favoured by the large semi-electronic branching ratio (b.r. ≈ 11% [18])
and by the significant mean proper decay length (cτ ≈ 500 µm [18]) of beauty hadrons.
The main sources of background for the signal of beauty-decay electrons are: decays of pri-
mary D mesons, which have a branching ratio of ≈ 10% in the semi-electronic channels [18],
and have an expected production yield larger by a factor about 20 with respect to B mesons
(N cc ≈ 1.6 × 10−1/ev and N bb ≈ 7.2 × 10−3/ev [13]); di-electron decays of vector mesons (ρ,
ω, φ) and Dalitz decays of pion and η mesons (e.g., π0 → γe+e−); conversions of photons in the
beam pipe or in the inner layers of the ITS; charged pions misidentified as electrons.
Events were generated using PYTHIA [19]. We evaluated the required statistics at about
107 proton–proton minimum-bias events at
√
s = 14 TeV, 106 proton–proton events containing a
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K−pi+ channel (left) and D+ in the K−pi+pi+ channel (right), in 0–5% central Pb–Pb collisions and in proton–proton
collisions.
cc pair and 106 proton–proton events containing a bb pair. For the background, we used a sample
of 6×106 minimum-bias proton–proton events. For the proton–proton events with a heavy-quark
pair, we used the same PYTHIA settings as for the minimum-bias events, without forcing heavy-
flavour production, but selecting events containing a cc or bb pair (in oder to obtain a realistic
underlying-event multiplicity). Since the resulting shapes of the charm and beauty quarks pT
distributions are different from those given by NLO pQCD predictions [16] we reweighted the
decay electrons in order to match the baseline shapes. The samples, for background and for
proton–proton events with a heavy-quark pair, were normalized to one proton–proton event.
Figure 6 shows the distributions of the signal and of the different background sources, in
impact parameter, defined in the plane transverse to the beam direction, (d0) and in transverse
momentum (pT). The detection strategy is adapted from that developed for Pb–Pb collisions [20]
and is based on three steps:
1. Electron identification. Electrons can be efficiently separated from hadrons by combining
the PID capabilities of the TPC, and of the TRD. Here we assume for the proton–proton
case the same electron PID performance as expected in Pb–Pb collisions [20]. Under the
assumption of eTRDeff = 90% electron identification probability, the TRD is expected to
reject 99% of the charged pions (πTRDeff = 10−2 misidentification probability) and fully
reject heavier charged hadrons, for p > 1 GeV/c. Using the information from the TPC,
the probability of pion misidentification can be further reduced by a factor of a hundred
at low momentum. As the momentum increases and charged pions approach the Fermi
plateau in dEdx , the additional pion rejection from the TPC decreases and becomes marginal
at p ≃ 10 GeV/c.
2. Primary vertex reconstruction. Due to the TPC and SDD drift speed limitations, during
LHC proton–proton runs, the luminosity at the ALICE interaction point has to be kept
below Lmax≃ 3×1030 cm−2s−1 [12]. When the LHC luminosity will be larger than this
value (the design luminosity is about a factor 104 higher), the luminosity at the ALICE
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Fig. 6: Beauty and charm decay electrons (top), electrons from other sources and charged pions (bottom), as a function
of |d0| (left) and pT (right). Here, |d0| is calculated with respect to the true primary vertex position, known from
simulation.
interaction point will have to be reduced, for instance by defocusing the beams, i.e. by
enlarging their transverse size up to σx,y ∼ 150 µm. The primary vertex position will be
reconstructed on an event-by-event basis, using measured tracks, with an expected resolu-
tion of about 70 µm in x and y on average [21].
3. Impact parameter cut. Because of the large mean proper decay length (≈ 500 µm) of
beauty mesons, their decay electrons have a typical impact parameter of a few hundred
microns with respect to the primary vertex. A cut |d0| >∼ 200 µm allows to reject a large
fraction of the background (see Fig. 6). We have optimized the value of this cut as a
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function of the transverse momentum in order to minimize the total errors (statistical and
systematic).
To extract the electrons cross section we first apply our cuts to the “measured” electrons.
On this selected sample we subtract the residual background (estimated from the charm and pions
measurements) and we apply the corrections for efficiency and acceptance. We infer the pminT -
differential cross section for beauty mesons, dσB(pT > pminT )/dy, from the beauty electrons
cross section using a procedure similar to that developed by the UA1 Collaboration [22]. The
method, described in detail in Refs. [13, 20, 23], is based on Monte Carlo simulation and relies
on measured B meson decay kinematics.
2.2.3 Results
Figure 7 presents the expected ALICE performance for the measurement of the pT-differential
cross section of D0 mesons (left) and the pminT -differential cross section of B mesons, dσB(pT >
pminT )/dy vs. p
min
T averaged in the range |y| < 1. For illustration of the sensitivity in the
comparison to pQCD calculations, we report in the same figure the predictions and the theoretical
uncertainty bands from three approaches [24]: collinearly-factorized FO NLO, as implemented in
the HVQMNR code [16], Fixed Order Next-to-Leading Log (FONLL) [25] and kt-factorization,
as implemented in the CASCADE code [26]. It can be seen that the expected ALICE performance
for 109 events will provide a meaningful comparison with pQCD predictions.
2.3 Beauty in the J/ψ channel
Simulation studies are in progress to prepare a measurement of the fraction of J/ψ that feed-down
from B decays. Such measurement can be performed by studying the separation of the dilepton
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pairs in the J/ψ invariant-mass region from the main interaction vertex. The analysis should
provide a measurement of the beauty pT-differential cross section down to pT ≈ 0. The pseudo-
proper decay time, x = Lxy · M(J/ψ)/pT, where Lxy is the signed projection of the J/ψ flight
distance on its transverse direction, Lxy = ~L · ~pt(J/ψ)/|pT|, can be used to separate J/ψ from the
B decay products from that of prompt decays, as shown in figure 8 for proton–proton collisions.
In this expression, the M(J/ψ) is taken as the known J/ψ mass [18].
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Fig. 8: Distributions of the x variable, defined in the text, for 5 < pT < 8 GeV/c (left) showed for secondary (open
circles) and prompt (closed circles) J/ψ, and for pT > 0 (right) showed for total J/ψ (open triangles), secondary J/ψ
(closed triangles), total background (closed squares) and their sum (lines, in black).
2.4 Quarkonia detection in the ALICE Muon Spectrometer
The ALICE experiment will detect heavy quarkonia both at central rapidity in the di-electronic
decay channel and at forward rapidity in the di-muonic one. The latter channel will be discussed
here.
Quarkonia cross sections at LHC energies are provided by the Color Evaporation Model
(CEM) [27]. In this model, the quarkonia cross section is the product of the QQ cross section
times a transition probability (FC) which is specific to each state (C) but independent of the
energy. Ground state cross sections are the sum of direct production and feed-down from higher
mass resonances below the thresholds for heavy-flavoured meson production (H = B or D). At
leading order:
σCEMC = FC
∑
i,j
∫ 4m2H
4m2Q
dsˆ
∫
dx1dx2 fi/A(x1, µ
2)fj/B(x2, µ
2)σˆij(sˆ)δ(sˆ − x1x2s) (1)
where A and B can be any hadron or nucleus, ij = qq or gg, σˆij(sˆ) is the ij → QQ subprocess
cross section and fi/A(x1, µ2) is the parton density in the hadron or nucleus. The predictions
for proton–proton collisions at 14 TeV are summarized in Table 1. The transverse momentum
distributions are obtained by extrapolating the distributions measured by the CDF experiment at√
s ∼ 2 TeV [28] at the LHC energies. The pT and rapidity distributions of J/ψ and ψ(2S) from
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J/ψ ψ(2S) Υ Υ(2S) Υ(3S)
σ × BR (µb) 3.18 0.057 0.028 0.007 0.0042
Table 1: CEM cross sections for quarkonia production in proton–proton collisions at 14 TeV. Cross sections include
feed-down from higher mass resonances and branching ratios in lepton pairs.
the decay of B mesons are generated with PYTHIA [19]. The background, consisting in opposite
sign dilepton pairs from the decay of charm, beauty, pions and kaons, is produced with PYTHIA
as well.
The dimuon invariant-mass yield expected in one year of data taking in proton–proton
collisions at the LHC, with a luminosity of 3 × 1030 cm−2s−1 is shown in figure 9. The left
(right) panel shows the results obtained with a trigger pT cut of 1 (2) GeV/c in the J/ψ (Υ)
mass region. About 2.8 × 106 J/ψ and 2.7 × 104 Υ are expected. The high statistics allows to
reconstruct differential distributions with a fine binning, as illustrated in figure 10.
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Fig. 9: Dimuon invariant-mass distribution expected in 1 year of data taking in proton–proton collisions at 3 ×
1030 cm−2s−1.
2.4.1 Sensitivity to low x PDFs
The choice of a hadron collider implies some uncertainties in the determination of the initial
state during the collisions, which are related to the composite nature of the colliding particles.
At high energies the hadrons do not interact as a whole: the scatterings takes place between
the constituent quarks and gluons. An accurate knowledge of the momentum distribution of such
elementary particles in the hadrons is a fundamental issue. The mapped phase space is constantly
increased by taking into account data from experiments at different energies. At present, the
gluon distribution are constrained by measurements down to x values higher than 10−4, and
extrapolated down to about 10−5.
Leading order calculations show that in proton–proton collisions at 14 TeV, the J/ψ with
a rapidity higher than 3 are produced by gluons with x < 10−5. Figure 11 shows a comparison
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among the PDF sets calculated at Leading Order by the collaborations Martin-Roberts-Stirling-
Thorne (MRST98 [29] and MRST01 [30]) and the Coordinated Theoretical-Experimental Project
on QCD (CTEQ5 [31] and CTEQ6 [32]) at the scale of J/ψ (left panel) and Υ (right panel).
For the MRST01 and CTEQ5 sets, two different extrapolations in the low x region are shown.
Differently from the Υ case, the x-values explored by J/ψ in the ALICE Muon Spectrometer
acceptance (in yellow), partially sit on the region of extrapolation.
Performing Leading Order calculations in the framework of the Color Evaporation Model,
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it is possible to derive the J/ψ rapidity distribution:
dσCEMJ/ψ
dy
=
FJ/ψ
s
∑
i,j
∫ 4m2H
4m2Q
dsˆ σˆij(sˆ)fi/A(
√
sˆ
s
ey, µ2)fj/B(
√
sˆ
s
e−y, µ2) (2)
Figure 12 shows a comparison of the differential distributions obtained with different sets of
PDFs. It is worth noting that such distributions are normalized by setting equal to unit their
integral from 2.5 to 4 rapidity units. The shape of the distributions is clearly dependent on the
behavior of the gluon functions: results obtained with MRST98L, MRST01L (extrap. 1) and
CTEQ5L (extrap. 1), which were extrapolated flat in xg(x) (figure 11) are compatible among
each other and are clearly different from the result obtained with CTEQ6L, and with a changed
extrapolation behavior of MRST01L (extrap. 2) and CTEQ5L (extrap. 2). The results show that
also a small change in the PDFs extrapolation (see MRST01L) can lead to appreciable changes
in the shape of the differential distributions.
The comparison between the simulation results and the calculations (figure 12), show that,
due to the high statistics, the accuracy of the data expected to be collected by the ALICE Muon
Spectrometer will be good enough to allow to discriminate among different shapes of the gluon
distribution functions in the region of x < 10−5 (at least in the frame of a leading order analysis).
2.5 Conclusions
We presented the expected performance of ALICE for the study of open heavy flavour and
quarkonium states in nucleus–nucleus collisions at the LHC. Thanks to the good expected per-
formace of the detectors for tracking and particle identification, and its low magnetic field in
EXPERIMENTAL STUDY OF HEAVY FLAVOUR PRODUCTION AT RHIC AND LHC
HERA and the LHC 309
the central barrel, the ALICE acceptance is complementary to that of other LHC experiments.
This opens the possibility of measuring heavy-flavour production down to pT ≈ 1GeV/c, both
at central and forward rapidity. Our results indicate that ALICE can provide several pT differ-
ential measurements of charmed and beauty hadrons production with errors that are smaller or
comparable to the theoretical uncertainties of pQCD calculations. The invariant-mass resolution
of the muon spectrometer allows to resolve several charmonium and bottomonium resonances
and the statistics expected to be collected in the first year of data taking should be enough to
study in details the production of several quarkonia states. Finally, ALICE will probe the parton
distribution functions down to unprecedentedly low values of the Feynman x variable.
3 Quarkonia and open beauty production in the ATLAS experiment at the LHC
Authors: E. Lytken and M. zur Nedden
3.1 Introduction
ATLAS [33] is a general-purpose experiment with main emphasis on searches for new phenom-
ena based on high pT particles. Since most of the B-physics appears in the lower pT range,
triggering within the LHC environment on those events is a challenge. Nevertheless, ATLAS has
good capabilities for a rich B-physics program, based on the dedicated and flexible trigger, the
precise and flexible vertexing and tracking, the good muon identification and the high-resolution
calorimetry. Furthermore, theoretical descriptions of heavy flavoured hadrons need input from
the LHC, where precision measurements are already achievable after one year of data taking. The
expected inclusive production cross-section for bb pairs at LHC is estimated to be σbb ≈ 500 µb
leading to more than 106 produced pairs per second at design luminosity. The experimental
precision reached at ATLAS should at least allow the verification of the Standard Model (SM)
prediction. In the case of the rare B-decays, clearly higher luminosity is needed to achieve sen-
sitive upper limits for the indirect beyond the Standard Model (BSM) searches. Therefore, the
most relevant part of the ATLAS B-physics program will take place in the initial phase at lower
luminosities with an extension into the high luminosity phase. The envisaged measurements
are extending the discovery potential for physics beyond the SM by the measurement of CP
violation parameters, predicted to be small in the SM, and of rare B decays.
The exclusive B+ channel provides a clean reference signal. Due to the clear event topol-
ogy and its rather large branching ratio, it can be measured during the initial luminosity phase of
the LHC. The B+ → J/ψK+ decay can serve as a reference channel for the measurement of
the decay probability of a very rare decay channel Bs → µ+µ−, which is strongly suppressed
in the Standard Model and therefore offers a good sensitivity to new physics. The total and dif-
ferential cross-sections of the rare B decays will be measured relative to the B+ → J/ψK+
cross-section allowing thus the cancellation of common systematic errors. Furthermore, it can
also act as a control channel for the CP violation measurement and can be used to estimate the
systematic uncertainties and efficiencies of flavour tagging algorithms. Finally, the relatively
large statistics for this decay allows for initial detector performance studies.
The trigger menu for the ATLAS B-physics program has been designed to take maximum
advantage of the early run phases at lower luminosities (L < 1033 cm−2s−1). Since only 5 - 10 %
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of the limited bandwidth of the ATLAS trigger system is devoted to theB-physics triggers, highly
efficient and selective triggers are needed. Most B-physics triggers are based on single- and di-
muon events in the final state leading to a clean signature for triggers and flavour tagging [34–36].
In the early data taking period the main B-physics triggers are expected to run without a need
of prescales, allowing for low pT muon and low ET electron triggers (the latter will be however
prescaled at 1032 cm−2 s−1). In general, the trigger strategy is mainly based on a single muon
trigger at the first level, which could be combined with certain calorimeter trigger objects at
higher trigger levels to select hadronic final states (Bs → Dsπ) or e/γ final states (J/ψ → e+e−,
K∗γ or φγ). In order to not exceed the available bandwidth, in the phase of higher luminosities
above 2 · 1033 cm−2s−1 the main working trigger will be based on di-muons on the first level,
enabling a clean measurement of rare B-decays (B → µµ or B → K∗0µµ), double semi-
leptonic decays and the B → J/ψ(µµ) decay channels.
3.2 Beauty production cross section determination
The bb¯ production cross-section will be measured using inclusive and exclusive methods in par-
allel to control the systematics. For the inclusive methods ATLAS looks at the semi-leptonic
b→ µ+X and the B → J/ψ(→ µ+µ−) +X decay modes. In the next section we will briefly
describe the measurement of the exclusive B± → J/ψK± cross-section. The measurement of
the J/ψ mass and its detection efficiency is a central task for the analysis of the first ATLAS data,
providing the tools to validate the detector by extracting muon energy scale determination in the
low pT region and detector misalignments (Sect. 3.5). Finally, the mass measurement and recon-
struction efficiency for B+, the total and differential cross-sections and its lifetime measurements
will be of interest for other B-physics analyses.
The main backgrounds that are competing with the signal are single-muon from cc¯ decays
and direct J/ψ’s from pp→ J/ψ+X. In the first case, the pT distribution of the muons is softer
as compared to the muon spectrum from bb¯ decays while in the latter no displaced secondary
vertex is expected. In consequence the following parameters are used for b-tagging:
• the signed transverse impact parameters d0 of charged particles originating from B-meson
decays at a secondary vertex due to the long lifetime of B-mesons.
• the relative transverse momentum prelT of the muon of the b-decay with respect to the axis
of the associated jet.
The measurement of the prelT distribution of the selected muons offers a good possibility
to determine the b-contents fraction in the offline analysis. In the rest frame of the decaying
B-meson, the muon gets a high transverse momentum, which is significantly larger than in the
case of charm or light quark decays. The relative transverse muon momentum, prelT can therefore
be used to determine the b-content of a selected data sample by fitting Monte Carlo templates
to data. For the B-mesons at ATLAS, generally decay lengths of the order of several mm are
expected which are at the same order of magnitude as the expectation for D-mesons. The signed
transverse impact parameter d0 is a boost independent quantity. For large transverse momenta
(pµT > 10 GeV) d0 is proportional to the lifetime of the decaying particle and positive values
of d0 are preferable. The significance of signed impact parameter for muons with an associated
b-jet and the distributions of the relative transverse momentum are shown in Fig. 13 and Fig. 14
respectively. In both cases, the selection power is clearly visible.
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Fig. 14: The prelT distribution for different processes
considered in the b-jet selection.
The bb¯ production cross-section measurement based on the single-muon and jet require-
ments at the trigger level is then obtained according to the usual relation
σ(bb¯→ µ(pµT > 6 GeV)X) =
N selb∫ L dt · fbǫtrigb · ǫrecb (3)
where the b-trigger efficiency was found to be ǫtrigb = 0.135 and the combined muon reconstruc-
tion efficiency is ǫrecb = 0.85. The determination of the b content, fb, of the selected sample
is extracted by fitting the simulated prelT distribution to the data. This can be done by a binned
maximum likelihood fit taking into account the finite size of both, the data sample and the simu-
lated Monte Carlo templates. In the signal template, the direct b → µ and cascade b → c → µ
contributions are contained, whereas all others are summarized in the background template. The
distribution can be seen in Fig. 15. With this fit, a b-content of fb = 0.23 was obtained, and
a corresponding background fraction of fbg = 0.77. The values obtained in this study are in
good agreement with the values obtained by the Tevatron experiments [37]. Combining both
methods, the bb¯ production cross-section is expected to be measured with a statistical precision
better than O(1 %) with ≈ 100 pb−1 of integrated luminosity. The systematic uncertainty is
dominated by the luminosity measurement. It is estimated to be 10 % in the initial phase, and
reduced to about 6.5 % after the first 0.3 fb−1. The scale uncertainty of the NLO calculations is
about 5 %, while the PDF uncertainty is estimated to be 3 %. Finally, the uncertainty originating
from the muon identification is about 3 %, leading to a systematic uncertainty of 12 % and 9.2 %
correspondingly in the initial and later phase .
3.3 B+ reference channel
Negligible direct CP violation is expected in the B± → J/ψK± decay because for b→ c + c¯s
transitions the SM predicts that the leading and higher order diagrams are characterized by the
same weak phase. The only source of asymmetry is the different interaction probability for
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Fig. 15: The generated prelT templates (left) and fraction of the b-content of the selected b-jet sample (right) showing
comparison of the fitted to the true values from Monte Carlo.
K+ and K− with the detector material. The B+ candidates are reconstructed based on the
J/ψ(→ µ+µ−) selection, and combined with K+ candidates formed from inner detector tracks.
The B+ invariant mass distribution M(K+µ+µ−) of the candidates, fulfilling the selec-
tion cuts, is presented in Fig. 16 for signal and background with a maximum-likelihood fit, where
the likelihood function is a Gaussian for the signal region and a linear function for the background
(bb¯→ J/ψ+X). The mass range of the fit is taken from 5.15 GeV to 5.8 GeV in order to reduce
contributions from partially reconstructed B meson decays. The background at the right of the
mass peak originates from misidentified π+ from B+ → J/ψπ+ decays. The fit result for the
B+ mass is: M(B+) = (5279.3± 1.1) MeV with a width of σ(B+) = (42.2± 1.3) MeV. The
relative errors, scaled properly for an integrated luminosity of about 10 pb−1, are about 0.02%
and 3.5% respectively. The slight shoulder to the left of the mass distribution is due to the back-
ground shape in this mass region and has been included in the systematic uncertainties of the fit
model.
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Fig. 16: B+ mass fit with the both signal (red) and background (blue) contributions shown separately.
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With the first 10 pb−1 of LHC data a total and differential production cross-section mea-
surement of the B+ → J/ψK+ can be achieved. The differential cross-section dσ/d pT can be
obtained from the usual form:
dσ(B+)
d pT
=
Nsig
∆pT · L · A · BR (4)
where Nsig is the number of reconstructed B+ obtained from the mass fit and the size of the pT
bin is denoted with ∆pT. Furthermore, L is the total luminosity to which the dataset corresponds
and is obtained from PYTHIA output and BR is the product of the branching ratios using the world
average [38] branching ratios of BR(B+ → J/ψK+) = (10.0 ± 1.0) × 10−4 and BR(J/ψ →
µ+µ−) = (5.88 ± 0.10) × 10−2. The overall efficiency A is calculated for each pT range
separately as the ratio of the number of signal events determined from the previous fit procedure
and the number of the Monte Carlo signal events within the same pT range. To measure the
B+ total cross-section a similar procedure with that used for the calculation of the differential
cross-section is followed.
The measurement of the lifetime τ of the selected B+ candidates is a sensitive tool to con-
firm the beauty content in a sample, in particular the number of the reconstructed B+ → J/ψK+
decays obtained in the bb¯ → J/ψX dataset. The proper decay-time is defined as t = λ/c. The
proper decay-time distribution in the signal region B+ → J/ψK+ can be parametrized as a con-
volution of an exponential function with a Gaussian resolution function, while the background
distribution parametrization consists of two different exponential functions, where each is con-
voluted with a Gaussian resolution function. In the bb¯ → J/ψX no zero lifetime events are
expected since there is no prompt J/ψ produced. In the realistic case, where zero lifetime events
will be present, an extra Gaussian centered at zero is needed in order to properly describe those
events.
The results on the lifetime measurements are shown in Fig. 17. The background can be
best described with the two lifetime components (τ1 and τ2). For the events in the mass region
of the signal within M(B+) ∈ [5.15, 5.8] GeV the proper decay-time found from the decay
length is compared to the generated B+ lifetime. The differences are well centered at zero with
a Gaussian distribution and sigma 0.088 ps. It should be noted that the resolution as well as its σ
in η bins of 0.25 is found to be independent of η.
3.4 Open flavour: rare B-decays
Flavour changing neutral currents, a direct transition from b → d/s, are forbidden at the tree
level in the SM and occur at the lowest order through one loop diagrams. They are a sensitive
test of the SM and its possible extension(s), providing information on the long distance QCD
effects and enabling a determination of the CKM matrix elements |Vtd| and |Vts|. Furthermore,
some of the rare decay channels contribute to the background for other channels, which are very
sensitive to BSM effects.
An upper limit of the branching ratio BR(B0s → µ+µ−) = (1 − 2) · 10−8 at 90 % con-
fidence level or of (2 − 3) · 10−8 at 3σ evidence based on NB = 1.1 events that can already be
extracted from an integrated luminosity of 2 fb−1. This is clearly better than the current CDF
limit of 4.7 · 10−8 at 90 % confidence level. Already at 1 fb−1 ATLAS is able to collect O(106)
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Fig. 17: TheB+ lifetime fit (left) with the signal (dashed red) and the background (dashed black) contributions shown
separately. The B+ lifetime resolution (right).
di-muon events in the mass window of 4 GeV < M(µ+µ−) < 7 GeV. This is after the selection
based on cuts on pT, the invariant mass Mµ+µ− , the transverse decay length Lxy of the di-muon
system, and on isolation requirements. Based on this data, an upper limit on the number of
signal events, NB , corresponding to a given confidence level will be determined. The main back-
ground sources originate from combinatorial decays as bb¯ → µ+µ−X, from misidentifications
(B0s → π+π−, B0s → K+K−, B0s → π+K−νµ) or from other rare decays (B0s → µ+µ−µ+νµ,
B0s → µ+µ−γ). NB will be used to extract the upper limit on the B0s → µ+µ− branching ratio
BR(B0s → µ+µ−), using the reference channel B+ → J/ψK+ as described in Sec. 3.3, since
trigger and offline reconstruction efficiencies largely cancel for di-muons in these channels. In
this procedure, a ratio of geometric and kinematical acceptances of the signal and the reference
channel will be determined from the Monte Carlo simulations. With an integrated luminosity of
30 fb−1, corresponding to three years of initial data taking, the SM predictions could be tested
with a 3 σ sensitivity. The continuation of this measurement at nominal LHC luminosities has
been proved to lead to a clear statement with a 5 σ sensitivity after already one additional year of
data taking at design luminosity of 1034cm−2s−1.
3.5 Quarkonia
Understanding the production of prompt quarkonia at the LHC is an important step to understand
the underlying QCD mechanisms, and one that has given rise to controversy, both with respect
to the cross-section magnitude [39] and the polarization [40]. The initial discrepancy in cross-
section led to the Color Octet Model [41] but more high pT results are needed to distinguish
between this and competing models.
In addition to these open questions, the narrow J/ψ and Υ resonances are ideal for studies
of detector performance. The expected abundant production (see Fig. 18) makes this feasible
already in the very early data. Both decay channels J/ψ (Υ) → µ+µ− and J/ψ (Υ) → e+e−
will be used as tools to test our detector performance. In the following we consider only the J/ψ
and Υ(1S) resonances. Quarkonia selection in ATLAS is mainly based on a di-muon trigger
which requires two identified muons, both with pT ≥ 4 GeV and within a pseudorapidity of
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Fig. 18: Differential J/ψ and Υ cross-sections as predicted from the Color Octet Model. Contributions from (singlet)
χ production is included.
|η| < 2.4. The di-muon sample considered here has offline pT cuts of 6 and 4 GeV applied to
the two identified muons. To suppress backgrounds (decays-in-flight, heavy flavour decays) we
require tracks to come from the same vertex and with a pseudo-proper time cut of τ = 0.2 ps,
defined as τ = M ·LxypT(J/ψ)·c . In Fig. 19 (left) the resulting di-muon spectrum with background
contributions is shown. We expect 15000 J/ψ’s and 2500 Υ(1S) per pb−1. The mass resolution
for J/ψ → µ+µ− is expected to be 53MeV, and for Υ→ µ+µ− we found 161MeV on average.
We are also studying the possibility of doing performance measurements using di-electron
resonances. In that case the ET cut for both leptons is 5 GeV at trigger level and offline, and
|η| < 2. Tight electron identification cuts are applied to reject background, including E/p,
vertexing layer hit on the tracks, and the ratio of high to low threshold hits in the transition
radiation tracker. We expect 2500 J/ψ’s and 500 Υ → e+e− per pb−1 with an instantaneous
luminosity of 1031 cm−2 s−1. The mass resolution for J/ψ → e+e− is expected to be about
200 MeV, see Fig. 19 right. The width is mainly constrained by bremsstrahlung due to the large
amount of material in the inner detector.
In addition to cross-section measurements ATLAS will use the quarkonia di-muon decays
to provide answers to the polarization puzzle and help constrain the models. Defining the po-
larization parameter α as α = (σT − 2σL)/(σT + 2σL), we can measure this by θ∗, the angle
between J/ψ in rest frame and µ+, as they are related by:
dN
d cos θ∗
= C · 3
2α+ 6
· (1 + α cos2 θ∗) (5)
With the di-muon triggers we get a rather narrow cos θ∗ distribution, with both muons having
similar pT. To access higher values of cos θ∗ we utilize a single muon trigger where we can pair
the trigger muon with a low pT track to get large ∆pT and cos θ∗ (see Fig. 20 left). For the
result quoted here we used a trigger threshold of 10 GeV for the single muon trigger and the
pT requirement on the second track was 0.5 GeV. The looser cuts allow for more background
but still with decent signal to background discrimination (S/B = 1.2 for J/ψ). This dataset
was added (with corrections for overlaps) to complement the di-muon triggered dataset. The
M. BIASINI, C. BOMBONATI, G.E. BRUNO, E. LYTKEN, A. MISCHKE, C. ROSEMANN, . . .
316 HERA and the LHC
Mass (GeV)
2 3 4 5 6 7 8 9 10 11 12
/d
M
 [n
b/(
10
0 M
eV
)]
sd
-210
-110
1
10
/d
M
 [n
b/(
10
0 M
eV
)]
sd
4Xm6mfibb
Direct onia
Drell-Yan
)2ee invariant mass (GeV/c
0 2 4 6 8 10 12 14 16 18 20
 
(nb
/0.
5G
eV
)
e
e
/d
m
sd
-410
-310
-210
-110
1
Min bias
 (ee)y J/fipp
 (ee)U fipp
 Drell-Yan (ee)fipp
Fig. 19: Di-electron mass distributions for muons (left) and electrons (right). In the left plot the spectrum in case of
no vertex cuts (top dashed line) is also shown.
*qcos
-1 -0.5 0 0.5 1
Ev
en
ts/
bin
0
2
4
6
8
310·
ATLAS
Fig. 20: Left: cos θ∗ distributions for double and single muon triggered events. Right: Fit to combined events in
pT ∈ [12, 13] GeV. Top shows longitudinally polarized (α = −1) and bottom transverse polarized (α = 1) events.
combined cos θ∗ distributions were then fitted for α and C in slices of pT. With unpolarized
samples the results are given in Table 2 for 10 pb−1. Similar tests have been carried out with
α = ±1. An example is shown in Fig. 20 right.
We expect to be able to measure the J/ψ polarization with the pT of the J/ψ in the range
of 10 GeV (trigger dependent) up to 50 GeV. Already with the first 10 pb−1 we can achieve
better precision than the current Tevatron measurements - but with J/ψ at high pT, which is what
is needed to truly distinguish between models. For Υ(1S) we can get the same precision with
100 pb−1. In this latter case we have acceptance all the way down to pT ≈ 0 for the Υ, which
will be a very useful region to compare with the Tevatron results.
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Table 2: 10 pb−1: Measured values of α in pT bins in simulated datasets with α = 0.
pT (GeV/c) 9 - 12 12 - 13 13 - 15 15 - 17 17 - 21 > 21
α(J/ψ) 0.156 -0.006 0.004 -0.003 -0.039 0.019
±0.166 ±0.032 ±0.029 ±0.037 ±0.038 ±0.057
α(Υ) -0.42 -0.38 -0.200 0.08 -0.15 0.47
±0.17 ±0.22 ±0.20 ±0.33 ±0.18 ±0.22
3.6 Conclusions
The ATLAS experiment has a rich B-physics program [42] based on clearly defined trigger
strategies for all luminosity phases of the LHC. These measurements will contribute to CP vi-
olation studies with Bs-mesons and its sensitivity to BSM as well in studies of rare B decays
and quarkonia production. The precision measurement of B-physics processes are an alternative
method to explore the presence of new physics at LHC in addition to the direct SUSY searches.
Two inclusive methods for beauty cross-section measurements to be used mainly at the
early data taking period of ATLAS were presented. The first method is using the J/ψ signature
with detached vertices, while the second one is based on semileptonic b → µ decays. The two
methods are complementary and the plan is to apply them simultaneously since both signatures
will be available with early data. The two methods rely on different trigger algorithms and dif-
ferent physics processes and signatures, therefore the cross-section results obtained from each
one can be used for cross checking calibrations of the trigger algorithms used in the measure-
ments. Combining these two methods, the bb¯ production cross-sections measurement is expected
to reach a statistical precision of O(1 %) after one month of data taking, if the initial LHC lu-
minosity will be L = 1031 cm2s−1, whereas a systematic uncertainty of O(12 %) is expected.
Furthermore, the reference channel B+ → J/ψK+ has been studied and it could be shown, that
a lifetime measurement is a good tool to confirm the b content of the selected sample.
In the first data taking period ATLAS will also measure the J/ψ and Υ cross-sections,
taking advantage of the favorable trigger situation in the early data. A method to determine the
level of polarization is also presented. We expect to measure the J/ψ polarization to within 0.02
- 0.06 in the first 10 pb−1, dependent on the polarization itself.
4 Heavy flavour production in the CMS experiment at the LHC
Authors: M. Biasini and A. Starodumov
4.1 Introduction
There are several reasons why a general purpose detector like CMS designed for high pT physics
could be efficiently used to study heavy flavour physics. First of all, there will be about 1011
bb pairs produced at the initial luminosity year of 1032 cm−2s−1 thanks to the high bb x-section
which is σbb ∼ 500µb at
√
s = 14TeV. So, very rare decays like B0s → µ+µ−and B0s →
γµ+µ− could be searched even with the Standard Model (SM) decay rate. In different scenarios
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of New Physics (NP) the branching fraction of these decays could be enhanced by orders of
magnitude, which makes the observation of these channels even more probable.
From the detector point of view heavy flavour physics is also an attractive field. Thanks
to the low pT (di)-muon triggers, precise vertex detector and efficient tracker system, the CMS
detector is capable of efficiently recognizing and reconstructing specific topologies of b-decays.
On the other hand, the study of b-jets provides with an important knowledge which might be
crucial in searches for Higgs boson and supersymmetric particles. Also, one should not forget
that b- and heavy onia-decay channels provide an excellent calibration opportunity for the vertex
and tracker systems.
And finally, at the low luminosity phase there are no expectations to observe Higgs decays,
but as it is mentioned above there are plenty of bb. So, first real physics results at LHC could
be obtained in the heavy flavour sector. Even at a high luminosity, thanks to efficient (di)-muon
trigger, CMS is able to continue such studies.
4.2 The CMS detector
The complete description of the CMS detector can be found elsewhere [43]. Here only the main
characteristics are mentioned. The CMS detector is a standard general purpose hadron collider
detector composed of the following subsystems: vertex and tracker systems, electro-magnetic
and hadron calorimeters and muon system. The full length is 22 m and outer diameter is 15 m.
The total weight of the detector is 12.5 kton. All subsystems but the muon detector are placed
inside a superconducting magnetic coil which is able to reach a 3.8T-field. In the following, the
most crucial subsystems for heavy flavour physics are briefly discussed.
4.2.1 Muon system
The CMS muon system is composed of three types of gaseous particle detectors for muon identi-
fication. Drift tubes (DT) chambers in a central barrel region and cathode strip chambers (CSC)
in two end-cap regions, thanks to a high spatial resolution, are used for position and momentum
measurements. Because of their fast response time, both systems are also provide the Level-1
trigger with good efficiency and high background rejection. Resistive plate chambers (RPC),
which are placed in both the barrel and end-cap regions, combine an adequate spatial resolu-
tion with an excellent (≤ 5 ns) time resolution. Along with the DT and CSC systems, the RPC
system provides the Level-1 trigger. It also capable to identify unambiguously the relevant bunch-
crossing to which a muon track is associated even in the presence of the high rate and background
at a full LHC luminosity.
Muon identification efficiency in the central region (|η| < 1) is above 70% for muons with
pT > 5 GeV/c. In the endcap regions (1 < |η| < 2.5) identification efficiency is above 70%
already for muons with pT > 3 GeV/c.
4.2.2 Tracker system
The CMS tracker system based only on silicon detectors (220 m2 of Si): micro-strip and pixel.
The strip detector consists of 10 barrel layers and 9 disks positioned both forward and backward.
Depending on rapidity the high pT tracks leaves 10 to 14 hits. The hit resolution is ∼ 50 µm in
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r−φ direction and ∼ 500 µm in z-direction. The pixel system is placed closer to the interaction
point and consists of 3 barrel layers and 2 disks positioned both forward and backward. Since
pixel dimension is 100 × 150 µm2 the detector provides precise 2D information. The hit reso-
lution is ∼ 10 µm in r − φ direction and ∼ 17 µm in z-direction. Momentum resolution of the
CMS tracker system varies from 0.5 % in the central region to 2 % in the endcaps for tracks with
pT = 1÷ 10 GeV/c. The primary and secondary vertex resolution is event dependent. Ussually,
for b-decay channels the primary vertex resolution in the transverse plane is about 20 µm and the
secondary one is 70÷ 100 µm.
4.3 Trigger strategies
Triggering in CMS is done in two steps. The Level-1 trigger is based on muon and calorimetry
information. It has a latency of 3.2µs with a goal to reduce an event rate from 40 MHz to
100 kHz. At the second step called High-Level Trigger (HLT), information from all subsystems
are readout and used in the event reconstruction. The reconstruction should be fast, therefore
it is done locally: topologically around Level-1 pattern. At HLT the event rate decreases from
100 kHz to 100Hz.
B-physics events are relatively soft. Hence, Level-1 calorimetry triggers having high ET
thresholds do not ’see’ such events. Only events with one or two muons in the final state can be
triggered with high selection efficiency for soft bb events (see, for example, the Level-1 trigger
menu in [44]). The transverse momentum thresholds of these triggers depend on an instantaneous
luminosity, but will be kept as low as possible in the range pT > 7 ÷ 14 GeV/c for single and
pT > 3 ÷ 7 GeV/c for di-muon triggers. At HLT, exclusive and inclusive b-triggers, based on
partial reconstruction of searched b-decay channels, are used. For the final states with two muons,
a selection procedure which is used the reconstructed di-muon secondary vertex significantly
improves a signal over background ratio. The detailed description of the trigger algorithms can
be found in [45].
4.4 Physics channels
The CMS heavy flavour menu could be subdivided into two categories. The first one is approved
results, which will be reported further. The second category is not finished or not yet approved
by the Collaboration active studies. The last category will be only mentioned below.
4.4.1 Inclusive b production
Three different mechanisms contribute to the heavy flavour production at hadron colliders: gluon
splitting, gluon/quark fusion and flavour excitation. Each of these production mechanism has its
own final state topology. It is important to measure the B-hadron pT spectra within a large range
to be able to disentangle the contributions of those mechanisms. In CMS the measurement of
the inclusive b production cross section will be done with events containing jets and at least one
muon.
The measurement of the differential cross sections is studied for B-hadrons of pT >
50 GeV/c and within the rapidity region of |η| < 2.4. The event selection requires a b-tagged
jet to be present in the event. B tagging is based on inclusive secondary vertex reconstruction in
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jets [46]. As the Level-1 trigger, the single muon one is used with the threshold of 19 GeV/c. At
HLT in addition to the muon a b-jet with pT > 50 GeV/c is required.
The signal fraction is determined from a fit to the data distribution using the simulated
shapes for the signal and background. Each reconstructed muon is associated to the most ener-
getic b-tagged jet. The average efficiency of associating the muon with the b-tagged jet is 75%.
The transverse momentum of the muon with respect to the b-jet axis discriminates signal against
background.
Several sources of systematic uncertainties are considered in the study [47]. The largest
uncertainty arises from the 3% error on a jet energy scale which leads to a cross section error of
12% at pT > 50 GeV/c.
1.6 million b-events for 1 fb−1 of an integrated luminosity will be collected to investigate
the b production mechanism in CMS. The b purity of the selected events varies as function of
the transverse momentum in a range from 70% to 55%. The b production cross-section at pT =
1.2 TeV/c can be measured with 20% uncertainty.
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Fig. 21: Background mµµ distribution after the application of all selection criteria (with factorizing selection criteria)
for all channels that are left: a) Bs decays, b) Bd decays.
4.4.2 B0s → µ+µ−
Purely leptonic B-decays are theoretically very clean, thus providing an ideal environment for
seeking indirect hints of NP effects. The SM branching ratio of B0s → µ+µ− is very small,
(3.42±0.54) ·10−9 [48], while in large-tan β NP models it can be enhanced by orders of magni-
tude [49]. Up to now only the upper limit on the branching ratio is set by the CDF Collaboration:
4.7× 10−8 at the 90% C.L. [50].
The main challenge in the measurement of the B0s → µ+µ− decay rate is background sup-
pression. Many background sources can mimic the signal topology. First, non-resonant bb events
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Table 3: Background for B0s → µ+µ−samples used in the analysis. The visible cross-section, and the corresponding
number of events for 10 fb−1 is given. The visible cross-sections include fragmentation, branching fractions, and
(fake) muon pT and |η| selection criteria. The numbers NµID do not yet include any selection criteria but hadron
misidentification probability.
Sample Generator cuts/channels σvis[ fb] NµID (10 fb−1)
pµT > 3GeV/c, |ηµ| < 2.4
bb→ µ+µ− +X pµµT > 5GeV/c 1.74× 107 1.74 × 108
0.3 < ∆R(µµ) < 1.8
5 < mµµ < 6GeV/c2
Bs decays Bs → K−K+ 2.74× 105 274
Bs → π−π+ 9.45× 103 3
Bs → K−π+ 3.08× 104 16
Bs → K−µ+ν 2.80× 105 2.80× 104
Bs → µ+µ−γ 1.29× 101 130
Bd decays Bd → π−π+ 8.34× 104 21
Bd → π−K+ 3.74× 105 187
Bd → π−µ+ν 1.25× 106 6.25× 104
Bd → µ+µ−π0 3.77× 101 377
Bu decay Bu → µ+µ−µ+ν 2.24× 103 2.24× 104
Bc decays Bc → µ+µ−µ+ν 2.01× 101 201
Bc → J/ψµ+ν 1.89× 103 1.89× 104
Λb decays Λb → pπ− 4.22× 103 1
Λb → pK− 8.45× 103 1
QCD hadrons 5 < M(hh) < 6GeV/c2 2.24× 1011 1.12× 108
with each b → µX decays. Second, non-resonant QCD events, where two high pT hadrons
are misidentified as muons. And finally, rare Bd, B+, Bs and Λb decays, comprising hadronic,
semileptonic, and radiative decays. Some of these decays constitute a resonant background, like
Bs → K+K−, others have a continuum di-muon invariant mass distribution. Potentially, the
resonant background is the most dangerous one. But the contribution from such backgrounds
is negligible due to the excellent mass resolution provided by the CMS detector. Fig. 21 shows
background mµµ distribution after the application of all selection criteria for all channels that are
left.
The current background simulation does not include muon samples due to hadronic in-
flight decays or punch-through. It has been estimated that this hadronic component will increase
the background level by about 10% (see Fig. 5.10.9 in [51]). Table 3 summarizes studied so far
background samples. The probabilities for hadron misidentification used to calculate expected
number of background events in CMS are found to be εpi = 0.5%, εK = 1.0%, εp = 0.1%.
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As the Level-1 trigger the di-muon one with a threshold of pT > 3 GeV/c for each muon
is used. The HLT strategy relies critically on the tracker detector for a fast and high-efficiency
reconstruction of the primary and secondary vertexes, the determination of muon momenta and
the mass of the muon pair. Two muons are reconstructed with only 6 hits per a track in the tracker
system and required to have transverse momentum of pT > 4 GeV/c, to be in the central part
of the detector |η| < 2.4 and to have opposite charges. Vertexing the two muons provides a
powerful handle in the rate reduction: the quality of the vertex fit must be χ2 < 20. The three-
dimensional flight length is required to be l3D > 150µm. The invariant mass of the muon pair is
required to be in a tight window (150 MeV/c2) around the Bs meson mass.
For the offline analysis all tracks are reconstructed with full detector information. The
same as above but tighter (e.g. χ2 < 1) and additional selections are used to suppress back-
ground. The ηφ separation of the two muons∆R(µµ) =
√
∆η2 +∆φ2 a powerful discriminator
against gluon-gluon fusion background with both b-hadrons decaying semileptonically and must
be in the range 0.3 ÷ 1.2. The transverse momentum vector of the Bs candidate must be close
to the displacement of the secondary vertex from the primary vertex: the cosine of the opening
angle between the two vectors must fulfill cos(α) > 0.9985. The isolation I is determined from
the Bs candidate transverse momentum and charged tracks with pT > 0.9 GeV/c in a cone with
half-opening r = 1.0 around the di-muon direction as follows: I = pµµT /(p
µµ
T +
∑
trk |pT|) and
required to be I > 0.85. The significance of the flight length is required to be l3D/σ3D > 18.0.
Mass separation between a di-muon candidate and the nominal Bs mass should not exceed
100 MeV/c2.
For an integrated luminosity of 10 fb−1, the expected number of signal events is nS =
6.1 ± 0.6stat ± 1.5sys. The number of background events is nB = (14.1)+22.3−14.1. An upper limit,
extracted using the Bayesian approach, is Br(B0s → µ+µ−) < 1.4 · 10−8 at the 90% CL [52].
4.4.3 Bs → J/ψφ
Important properties of B0s system can be studied with the decay channel B0s → J/ψφ, such as
the width and mass difference of the two weak eigenstates: ∆Γs,∆ms. In addition, the decay
B0s → J/ψφ is a golden channel for CP violation measurements. The particular spin structure of
this decay allows to express its time dependence in a particular basis, called transversity basis,
as the sum of 6 amplitudes where physical parameters enter differently. The most important of
them is the weak phase φs which is at present strongly constrained by CKM fits [53] and could
represent a clear hint of NP if found to be significantly different from this prediction. At present
the flavour tagging tools required to extract the weak phase are not yet available in CMS and only
the mixing measurement is considered here.
The Level-1 trigger is based on di-muon selection with pT > 3 GeV/c each. HLT is the
same as the one for B0s → µ+µ−, with additional requirement for the di-muon invariant mass
to be within 150 MeV/c2 of the J/ψ mass. The J/ψ vertex is required to be 3σ away from
the primary vertex. The cosine of the angle between the transverse momentum vector and the
transverse decay length vector of the J/ψ candidate is required to exceed 0.9. φ candidates are
reconstructed from all oppositely charged track pairs and all pairs with invariant mass within
20 MeV/c2 of the φ mass are retained. All four tracks are then used for B0s candidates, requiring
invariant mass within 200 MeV/c2 of nominal one. The transverse momentum of φ and B0s
EXPERIMENTAL STUDY OF HEAVY FLAVOUR PRODUCTION AT RHIC AND LHC
HERA and the LHC 323
2GeV/c
1 1.005 1.01 1.015 1.02 1.025 1.03 1.035
)2
ev
en
ts
/(0
.35
 M
eV
/c
0
1000
2000
3000
4000
5000
6000
7000
8000
 candidateφMass of 
2GeV/c
5.3 5.32 5.34 5.36 5.38 5.4 5.42 5.44
)2
ev
en
ts
/(1
.5 
Me
V/
c
0
1000
2000
3000
4000
5000
6000
7000
8000
 candidates
0Mass of B
Fig. 22: Invariant mass of φ (left) and Bs (right) candidates after all other cuts (except for the φ mass requirement)
have been applied; the selection on the φ mass is indicated. Background is from inclusive b → J/ψX (red dashed
line), from B0d → J/ψK∗0 (blue dashed-dotted line), and from combinatorial in signal events (green dotted line).
candidates are required to be greater than 1.0 and 5.0 GeV/c, respectively.
The offline analysis follows the same criteria of HLT, but with complete information and
tighter cuts. The main backgrounds arise from prompt J/ψ and B0d → J/ψK∗0 events. Fig. 22
shows invariant mass of φ and Bs candidate distributions after all but φ mass selections applied.
From an untagged time-dependent analysis of B0s candidates the mixing parameters can be ex-
tracted. The result of the analysis shows that a first measurement of ∆Γs/Γs can be made with
20% precision with an integrated luminosity of 1.3 fb−1, while 5% precision can be reached with
10 fb−1 [54].
4.4.4 B±c → J/ψπ±
The interest to the Bc meson relates to the uniqueness of the heavy-heavy quark system which
carries flavour. The Bc meson has been observed at Tevatron and its mass and lifetime have
been measured [55]. But available statistics does not allow to make such measurements precise
enough and investigate properties of this system in details.
In CMS a feasibility study has been performed in the decay channel B±c → J/ψπ± [56].
First J/ψ candidates are composed by two muons with pT > 4 GeV/c and |η| < 2.2 with oppo-
site charge. The candidate invariant mass is required to be in the region from 3.0 to 3.2 GeV/c2.
Then, pion candidates are selected by requiring a third track coming from the same vertex as the
two muons with pT > 2 GeV/c and |η| < 2.4. The following selections are applied in addition: a
proper decay length LPDLxy > 60 µm, a significance Lxy/σxy > 2.5 and a opening angle between
the vector from primary to secondary vertex and the momentum vector of the reconstructed Bc :
cosθ > 0.8.
For 1 fb−1 120 signal and less than 3 background events are expected. The reconstructed
Bc mass is 6.4 GeV/c2 and the width of the mass peak is 15 MeV/c2. To extract the Bc meson
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lifetime a binned likelihood fit was performed, resulting in τ = 460± 45 fs.
4.4.5 Additional heavy flavour decays
Although the following analysis are not yet finalized, it is worth while to list them here to demon-
strate a future spectrum of heavy flavour activity in CMS.
Measurements of bb production cross-section and lifetimes of B-mesons will be done in
the following decay channels: B± → J/ψK± → µ+µ−K±, B → D0µX, b → J/ψ +
X → µ+µ− + X. The correlation study of J/ψ vs µ provides clean measurements of bb pro-
duction mechanisms. Searches for NP is also planned to be done in Bs → µ+µ−γ, B →
(φ,K∗,Ks)µ+µ− decay channels.
4.5 Conclusions
While designed for high-pT physics, the CMS has a broad heavy flavour program. Main features
which allow this program are 1) high bb event rate even at a low (1032 − 1033) initial luminosity,
2) the efficient low pT di-muon trigger and 3) excellent tracking that provides high momentum,
mass, vertex resolution. Expected results are competitive with current B-physics experiments.
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5 Top production in the CMS experiment at the LHC
Authors: C. Rosemann and R. Wolf
5.1 Top quark pair production in CMS
The LHC will provide proton proton collisions at center-of-mass energies of 14 (10)TeV with a
specific luminosity of ≈ 10 (0.1) nb−1s−1. This will allow the inclusive production of top anti-
top quark pairs at a rate of 100-(10)Hz (where the values in parenthesis are given for startup).
The cross section for the production of top anti-top quark pairs in proton proton collisions at
these center-of-mass energies is expected to be 908 ± 83 ± 30 pb (414 ± 40 ± 20 pb) ) [57],
where the first error reflects scale uncertainties and the second error uncertainties in the choice
and parametrization of parton density functions (PDFs). In the standard model (SM) top anti-
top quark pair production is dominated by gluon gluon fusion (with a fraction of ≈ 90%). As
top quark production at the reached center-of-mass energies and luminosities at HERA is unac-
cessible the obvious impact of the HERA experiments on top production at the LHC lies in the
determination of the most undefined gluon density function and thus in the reduction of the sec-
ond uncertainty of the above cross section estimate. In figure 23 (left) three sets of different PDFs
from the two HERA experiments H1 and ZEUS and from the CTEQ collaboration are shown at
a scale of Q2 = 10GeV2. Due to kinematics and reconstruction requirements these PDFs will
mostly be probed at large scales and medium to high proton momentum fraction x > 0.01, where
these PDFs show smallest uncertainties and deviations.
In the beginning the emphazise will be put on the rediscovery of the top quark within the
first (50-100) pb−1, followed by inclusive cross section measurements based on robust selection
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methods and first attempts to determine the top mass and differential cross sections with target
luminosities of ≈ 1 fb−1. An important aspect of top quark physics will be the capacity of top
anti-top quark pair production of being a standard candle witin the SM to exploit and demonstrate
the detector understanding of the two major experiments ATLAS and CMS. The rediscovery of
the top quark in early data taken with the CMS detector and prospects for first mass measurements
in ≈ 1 fb−1 will be discussed in the following.
5.2 Rediscovery of the top quark
As an example for the rediscovery potential of the top quark within the first data a recent study in
the semi-leptonic decay channel with a muon in the final state is presented [58]. It was performed
for a target luminosity of 10 pb−1 of data at a center-of-mass energy of 14TeV taken with the
CMS detector. The conclusions may though be translated into equivalent conclusions for a lu-
minosity of 50 pb−1 of data at a center-of-mass energy of 10TeV. Focus was put on robust and
simple selection methods with minimal dependency on detector components that may be least
understood during startup. Main backgrounds are considered to be W or Z boson production
with additional hard jets and QCD mulitjet production with leptons from b/c quark or in-flight
decays which are mis-interpreted as originating from real W decays. Inclusive top anti-top pair
production and W and Z boson production were produced with the Alpgen event generator for
2 → 4(5) processes in leading order and matched with parton showers using Pythia (values in
parenthesis are given for inclusive top anti-top pair production). QCD multijet events were pro-
duced in leading order using Pythia. All events were passed through the full simulation of the
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Fig. 23: (Left) Parton distribution functions (PDFs) from the HERA experiments H1 and ZEUS and from the CTEQ
collaboration at a scale of Q2 = 10GeV2. Of relevance for top quark production at the LHC are the gluon density
functions at values x > 0.01 of the fractional proton momentum x. (Right) Top mass reconstructed from top anti-top
quark pairs in the di-leptonic decay channel as expected from full simulation with the CMS detector with 1 fb−1 of
integrated luminosity.
M. BIASINI, C. BOMBONATI, G.E. BRUNO, E. LYTKEN, A. MISCHKE, C. ROSEMANN, . . .
326 HERA and the LHC
CMS detector including a simulation of the CMS L1 and High-Level-Trigger and mis-alignment
and mis-calibration of the track detector and calorimeters as expected for the first 10 pb−1 were
taken into account. Top events are selected by requiring a single isolated muon with transverse
momentum pT > 30GeV in the pseudo-rapidity range of |η| < 2.1, a leading jet with calibrated
pT > 65GeV and at least three further jets with calibrated pT > 30GeV in a pseudo-rapidity
range of |η| < 2.4 in addition to the trigger criteria. With this selection the trigger efficiency
is estimated to be above 90%. The muon is considered isolated if the summed pT of all recon-
structed tracks within a cone of ∆R =
√
∆φ2 +∆η2 < 0.3 in the vicinity of the muon does not
exceed 3GeV and the summed calorimeter entries in the same area do not exceed 1GeV. Either
b-tag information nor information on missing transverse energy are taken into consideration for
the sake of a more robust event selection. In addition any of the selected jets is required to be
seperated from the isolated muon by at least 0.3 units in ∆R.
This selection leads to a total of 128 events with top anti-top quark pairs in the semi-
leptonic decay channel with a muon in the final state (with an estimated overall efficiency of
10%), 25 events with top anti-top pairs in other decay modes, 45W+jets events, 7 Z+jets events
and 11 multijet QCD events. The S/B is estmiated to be 1.5 : 1 and the S/B(QCD) is estimated
to be 11 : 1 with large uncertainties. As it is clear that the background from QCD multijet
events will be the most difficult to control and to model methods for its estimation from data are
discussed. This is a process still ongoing within the collaboration.
5.3 First measurements of the top mass
As an example for a measurement of the top quark mass within first data a study in the di-leptonic
decay channel with 1fb−1 of data taken with the CMS detector is presented [59]. Due to its
clear event topology this channel is expected to have the best signal to background ratio. Main
backgrounds are considered to be Z and di-boson production associated with additional hard
jets and top events from other decay channels. All events were produced with the Pythia event
generator in leading order and passed through the full simulation of the CMS detector including
a simulation of the CMS L1 and High-Level-Trigger. Top events are selected by requiring two
isolated leptons (e or µ) of opposite sign with transverse momentum pT > 20GeV, two jets
with pT > 30GeV and missing transverse momentum larger than 40GeV, in addition to the
trigger criteria. Leptons are considered isolated if the summed pT of all reconstructed tracks
within a cone of ∆R =
√
∆φ2 +∆η2 < 0.2 in the vicinity of the lepton does not exceed
10% of the lepton’s momentum. Electrons are identified using a likelihood method exploiting
shower shape characteristics and the matching of tracks and calorimeter objects. For leptons of
the same type an additional veto on the Z invariant mass is implied. The jets are required to
fulfill a b-tag requirement based on the pT and the invariant mass of the associated tracks and
the result of a combined b-tag algorithm [60]. This selection is expected to provide a signal over
background ratio of 12 : 1 for a top mass estimate between 100 and 300GeV the remaining
background mostly originating from other top decay channels. In fig. 23 (right) the most likely
top mass determined from a parameter scan in the range of (100-300)GeV is shown. Unknowns
are reduced imposing constraints on momentum conservation in the transverse plane, the W
invariant mass and the equality of the top mass in both decay branches. Remaining ambiguities
are taken into account by a weighting procedure based on the SM expectation of the neutrino
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momentum spectrum. The fit of a Gaussian function yields a top mass of mrectop = 178.5 ±
1.5 (stat.) ± 4 (syst.)GeV for an input mass of mgentop = 175GeV. Systematic uncertainties
are expected to be dominated by the uncertainty of the validity of the imposed constraints in the
presence of initial and final state radiation, and the uncertainty of the jet energy scale (JES). For
10 fb−1 the uncertainties are expected to be reduced to ∆mtop = 0.5 (stat.)± 1 (syst.)GeV.
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Abstract
A proper inclusion of heavy quark mass effects in Parton Distribution
Function fits has proved crucial. We present a review these effects in
DIS and their impact on global analyses and lay out all elements of
a properly defined general mass variable flavor number scheme (GM
VFNS) that are shared by all modern formulations of the problem. We
also report about progress in a number of theoretical problems related
to exclusive measurements of heavy flavors. These topics include frag-
mentation functions for charmed mesons including finite mass effects,
fragmentation functions including non-perturbative corrections based
on an effective QCD coupling, a discussion of the status of higher-
order calculations for top quark production and for polarized structure
functions, heavy quark and quarkonium production in the Regge limit,
double heavy baryon production, tests of time reversal and CP symme-
try in Λb decays, as well as a study of the general properties of massive
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exotic hadrons that will be relevant for an understanding of their detec-
tion at the LHC.
Coordinators: M. Cacciari and H. Spiesberger
1 PQCD Formulations with Heavy Quark Masses and Global Analysis
Authors: R.S. Thorne and W.K. Tung
1.1 Introduction
The proper treatment of heavy flavours in global QCD analysis of parton distribution functions
(PDFs) is essential for precision measurements at hadron colliders. Recent studies [1–5] show
that the standard-candle cross sections for W/Z production at the LHC are sensitive to detailed
features of PDFs that depend on heavy quark mass effects; and certain standard model as well
as beyond standard model processes depend crucially on better knowledge of the c-quark parton
density, in addition to the light parton flavors. These studies also make it clear that the consistent
treatment of heavy flavours in perturbative QCD (PQCD) require theoretical considerations that
go beyond the familiar textbook parton picture based on massless quarks and gluons. There are
various choices, explicit and implicit, which need to be made in various stages of a proper calcu-
lation in generalised PQCD including heavy quark mass effects. In the global analysis of PDFs,
these choices can affect the resulting parton distributions. Consistent choices are imperative;
mistakes may result in differences that are similar to, or even greater than, the quoted uncertain-
ties due to other sources (such as the propagation of input experimental errors). In this report, we
will provide a brief, but full, review of issues related to the treatment of heavy quark masses in
PQCD, embodied in the general mass variable flavor scheme (GM VFNS).
In Sec. 1.2, we describe the basic features of the modern PQCD formalism incorporating
heavy quark masses. In Sec. 1.3, we first delineate the common features of GM VFNS, then
identify the different (but self-consistent) choices that have been made in recent global analysis
work, and compare their results. For readers interested in practical issues relating to the use (or
choice) of PDFs in various physics applications, we present a series of comments in Sec. 1.4
intended as guidelines. In Sec. 1.5, we discuss the possibility of intrinsic heavy flavors.
We note that, this review on GM VFNS and global analysis is not intended to address the
specific issues pertinent to heavy flavor production (especially the final state distributions). For
this particular process, somewhat different considerations may favor the adoption of appropriate
fixed flavor number schemes (FFNS). We shall not go into details of these considerations; but
will mention the FFNS along the way, since the GM VFNS is built on a series of FFNS’s. We
will comment on this intimate relationship whenever appropriate.
1.2 General Considerations on PQCD with Heavy Flavor Quarks
The quark-parton picture is based on the factorization theorem of PQCD. The conventional proof
of the factorization theorem proceeds from the zero-mass limit for all the partons—a good ap-
proximation at energy scales (generically designated by Q) far above all quark mass thresholds
Z.J. AJALTOUNI, A. BANFI, S. BARANOV, I. BIERENBAUM, J. BLU¨MLEIN, . . .
332 HERA and the LHC
(designated by mi). This clearly does not hold when Q/mi is of order 1.1 It has been recognised
since the mid-1980’s that a consistent treatment of heavy quarks in PQCD over the full energy
range from Q . mi to Q ≫ mi can be formulated [6]. In 1998, Collins gave a general proof
of the factorization theorem (order-by-order to all orders of perturbation theory) that is valid for
non-zero quark masses [7]. The resulting general theoretical framework is conceptually simple:
it represents a straightforward generalisation of the conventional zero-mass (ZM) modified min-
imal subtraction (MS) formalism and it contains the conventional approaches as special cases in
their respective regions of applicability; thus, it provides a good basis for our discussions.
The implementation of any PQCD calculation on physical cross sections requires atten-
tion to a number of details, both kinematical and dynamical, that can affect both the reliability of
the predictions. Physical considerations are important to ensure that the right choices are made
between perturbatively equivalent alternatives that may produce noticeable differences in practi-
cal applications. It is important to make these considerations explicit, in order to make sense of
the comparison between different calculations in the literature. This is what we shall do in this
section. In subsequent sections, we shall point out the different choices that have been made in
recent global analysis efforts.
Heavy quark physics at HERA involve mostly charm (c) and bottom (b) production; at
LHC, top (t) production, in addition, is of interest. For simplicity, we often focus the discussion
of the theoretical issues on the production of a single heavy quark flavor, which we shall denote
generically as H , with mass mH . The considerations apply to all three cases, H = c, b, & t.
For global analysis, the most important process that requires precision calculation is DIS; hence,
for physical predictions, we will explicitly discuss the total inclusive and semi-inclusive structure
functions, generically referred to as F λ(x,Q), where λ represents either the conventional label
(1, 2, 3) or the alternative (T,L, 3) where T/L stands for transverse/longitudinal respectively.
1.2.1 The Factorization Formula
The PQCD factorization theorem for the DIS structure functions has the general form
Fλ(x,Q2) =
∑
k
fk ⊗ Cλk =
∑
k
∫ 1
χ
dξ
ξ
fk(ξ, µ) Cλk
(
χ
ξ
,
Q
µ
,
mi
µ
, αs(µ)
)
. (1)
Here, the summation is over the active parton flavor label k, fk(x, µ) are the parton distributions
at the factorization scale µ,Cλk are the Wilson coefficients (or hard-scattering amplitudes) that can
be calculated order-by-order in perturbation theory. The lower limit of the convolution integral χ
is determined by final-state phase-space constraints: in the conventional ZM parton formalism it
is simply x = Q2/2q · p—the Bjorken x—but this is no longer true when heavy flavor particles
are produced in the final state, cf. Sec. 1.2.4 below. The renormalization and factorization scales
are jointly represented by µ: in most applications, it is convenient to choose µ = Q; but there are
circumstances in which a different choice becomes useful.
1Heavy quarks, by definition, have mi ≫ ΛQCD . Hence we always assume Q,mi ≫ ΛQCD . In practice,
i = c, b, t.
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1.2.2 Partons and Schemes for General Mass PQCD
In PQCD, the summation∑k over “parton flavor” label k in the factorization formula, Eq. (1), is
determined by the factorization scheme chosen to define the Parton Distributions fk(x, µ).
If mass effects of a heavy quark H are to be taken into account, the simplest scheme to
adopt is the fixed flavor number scheme (FFNS) in which all quark flavors below H are treated
as zero-mass and one sums over k = g, u, u¯, d, d¯, ... up to nf flavors of light (massless) quarks.
The mass of H , mH , appears explicitly in the Wilson coefficients {Cλk }, as indicated in Eq. 1.
For H = {c, b, t}, nf = {3, 4, 5} respectively. Historically, higher-order (O(α2S)) calculations
of the heavy quark production [8] were all done first in the FFNS. These calculations provide
much improved results when µ (Q) is of the order of mH (both above and below), over those of
the conventional ZM ones (corresponding to setting mH = 0).
Unfortunately, at any finite order in perturbative calculation, the nf -FFNS results become
increasingly unreliable as Q becomes large compared to mH : the Wilson coefficients contain
logarithmic terms of the form αns lnm(Q/mH), where m = 1 . . . n, at order n of the perturbative
expansion, implying they are not infrared safe—higher order terms do not diminish in size com-
pared to lower order ones—the perturbative expansion eventually breaks down. Thus, even if all
nf -flavor FFNS are mathematically equivalent, in practice, the 3-flavor scheme yields the most
reliable results in the region Q . mc, the 4-flavor scheme in mc . Q . mb, the 5-flavor scheme
in mb . Q . mt, and, if needed, the 6-flavor scheme in mt . Q . (Cf. related discussions later
in this section.)
This leads naturally to the definition of the more general variable flavor number scheme
(VFNS): it is a composite scheme consisting of the sequence of nf -flavor FFNS, each in its region
of validity, for nf = 3, 4, .. as described above; and the various nf -flavor schemes are related to
each other by perturbatively calculable transformation (finite-renormalization) matrices among
the (running) coupling αs, the running masses {mH}, the parton distribution functions {fk}, and
the Wilson coefficients {Cλk }. These relations ensure that there are only one set of independent
renormalization constants, hence make the definition of the composite scheme precise for all
energy scale µ (Q); and they ensure that physical predictions are well-defined and continuous as
the energy scale traverses each of the overlapping regions Q ∼ mH where both the nf -flavor and
the (nf+1)-flavor schemes are applicable. The theoretical foundation for this intuitively obvious
scheme can be found in [6,7], and it was first applied in detail for structure functions in [9]. Most
recent work on heavy quark physics adopt this general picture, in one form or another. We shall
mention some common features of this general-mass (GM) VFNS in the next few paragraphs;
and defer the specifics on the implementation of this scheme, as well as the variations in the
implementation allowed by the general framework until Sec. 1.3.
As mentioned above, the nf -flavor and the (nf +1)-flavor schemes within the GM VFNS
should be matched at some match point µM that is of the order of mH . In practice, the matching
is commonly chosen to be exactly µM = mH , since it has been known that, in the calculational
scheme appropriate for GM VFNS2, the transformation matrices vanish at this particular scale
2Technically, this means employing the CWZ subtraction scheme [10] in calculating the higher-order Feynman
diagrams. CWZ subtraction is an elegant extension of the MS subtraction scheme that ensures the decoupling of
heavy quarks at high energy scales order-by-order. This is essential for factorization to be valid at each order of
perturbation theory. (In the original MS subtraction scheme, decoupling is satisfied only for the full perturbation
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at NLO in the perturbative expansion [6]; thus discontinuities of the renormalized quantities are
always of higher order, making practical calculations simpler in general.
Strictly speaking, once the component nf -flavor schemes are unambiguously matched,
one can still choose an independent transition scale, µT , at which to switch from the nf -flavor
scheme to the (nf + 1)-flavor scheme in the calculation of physical quantities in defining the
GM VFNS. This scale must again be within the overlapping region, but can be different from
µM [1,7]. In fact, it is commonly known that, from the physics point of view, in the region above
the mH threshold, up to η mH with a reasonable-sized constant factor η, the most natural parton
picture is that of nf -flavor, rather than (nf + 1)-flavor one.3 For instance, the 3-flavor scheme
calculation has been favored by most HERA work on charm and bottom quark production, even if
the HERA DIS kinematic region mostly involves Q > mc; and it is also used in the dynamically
generated parton approach to global analysis [11].
In practice, almost all implementations of the GM VFNS simply choose µT = µM = mH
(often not explicitly mentioning the conceptual distinction between µT and µM = mH). The
self-consistency of the GM VFNS guarantees that physical predictions are rather insensitive to
the choice of the transition point as long as it is within the overlapping region of validity of the
nf - and (nf + 1)-flavor ones. The simple choice of µT = mH corresponds to opting for the
lower end of this region for the convenience in implementation. In the following, we shall use
the terms matching point and transition point interchangeably. As with all definition ambiguities
in perturbative theory, the sensitivity to the choice of matching and transition points diminishes
at higher orders.
1.2.3 Treatment of Final-state Flavors
For total inclusive structure functions, the factorization formula, Eq. (1), contains an implicit
summation over all possible quark flavors in the final state. One can write,
Ck =
∑
j
Cjk (2)
where “j” denotes final state flavors, and {Cjk} represent the Wilson coefficients (hard cross
sections) for an incoming parton “k” to produce a final state containing flavor “j” calculable
perturbatively from the relevant Feynman diagrams. It is important to emphasize that “j” labels
quark flavors that can be produced physically in the final state; it is not a parton label in the sense
of initial-state parton flavors described in the previous subsection. The latter (labeled k) is a theo-
retical construct and scheme-dependent (e.g. it is fixed at three for the 3-flavor scheme); whereas
the final-state sum (over j) is over all flavors that can be physically produced. Furthermore, the
initial state parton “k” does not have to be on the mass-shell, and is commonly treated as mass-
less; whereas the final state particles “j” should certainly be on-mass-shell in order to satisfy
the correct kinematic constraints for the final state phase space and yield physically meaningful
series—to infinite orders.)
3Specifically, the nf -flavor scheme should fail when αs(µ) ln(µ/mH) = αs(µ) ln(η) ceases to be a small pa-
rameter for the effective perturbation expansion. However, no theory can tell us precisely how small is acceptably
“small”—hence how large η is permitted. Ardent FFNS advocates believe even the range of the 3-flavor scheme
extends to all currently available energies, including HERA [11]. For GM VFNS, see the next paragraph.
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results.4 Thus, in implementing the summation over final states, the most relevant physical scale
is W—the CM energy of the virtual Compton process—in contrast to the scale Q that controls
the initial state summation over parton flavors.
The distinction between the two summations is absent in the simplest implementation of
the conventional (i.e., textbook) zero-mass parton formalism: if all quark masses are set to zero
to begin with, then all flavors can be produced in the final state. This distinction becomes blurred
in the commonly used zero-mass (ZM) VFNS, where the heavy quark masses {mH} implicitly
enter because the number of effective parton flavors is incremented as the scale parameter µ
crosses each heavy quark threshold. This creates apparent paradoxes in the implementation of
the ZM VFNS, such as: for µ = Q < mb, b is not counted as a parton, the partonic process
γ + g → bb¯ would not be included in DIS calculations, yet physically this can be significant
if W ≫ 2mb (small x); whereas for µ = Q > mb, b is counted as a massless parton, the
contribution of γ+g → bb¯ to DIS would be the same as that of γ+g → dd¯, but physically this is
wrong for moderate values of W , and furthermore, it should be zero if W < 2mb (corresponding
to large x). (We shall return to this topic in Sec. 1.3.1.)
These problems were certainly overlooked in conventional global analyses from its incep-
tion until the time when issues on mass-effects in PQCD were brought to the fore after the mid
1990’s [9, 12–15]. Since then, despite its shortcomings the standard ZM VFNS continues to be
used widely because of its simplicity and because NLO Wilson coefficients for most physical
processes are still only available in the ZM VFNS. Most groups produce the standard ZM VFNS
as either their default set or as one of the options, and they form the most common basis for
comparison between groups, e.g. the “benchmark study” in [16].
It is obvious that, in a proper implementation of PQCD with mass (in any scheme), the
distinction between the initial-state and final-state summation must be unambiguously, and cor-
rectly, observed. For instance, even in the 3-flavor regime (when c and b quarks are not counted
as partons), the charm and bottom flavors still need to be counted in the final state—at tree-level
via W++ d/s→ c, and at 1-loop level via the gluon-fusion processes such as W++ g → s¯+ c
or γ + g → cc¯ (bb¯), provided there is enough CM energy to produce these particles.
1.2.4 Phase-space Constraints and Rescaling
The above discussion points to the importance of the proper treatment of final state phase space
in heavy quark calculations. Once mass effects are taken into account, kinematic constraints
have a significant impact on the numerical results of the calculation; in fact, they represent the
dominant factor in the threshold regions of the phase space. In DIS, with heavy flavor produced
in the final state, the simplest kinematic constraint that comes to mind is
W −MN >
∑
f
Mf (3)
where W is the CM energy of the vector-boson–nucleon scattering process, MN is the nucleon
mass, and the right-hand side is the sum of all masses in the final state. W is related to the famil-
4Strict kinematics would require putting the produced heavy flavor mesons or baryons on the mass shell. In the
PQCD formalism, we adopt the approximation of using on-shell final state heavy quarks in the underlying partonic
process.
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iar kinematic variables (x,Q) by W 2−M2N = Q2(1−x)/x, and this constraint should ideally be
imposed on the right-hand side of Eq. (1). Any approach achieving this represents an improve-
ment over the conventional ZM scheme calculations, that ignores the kinematic constraint Eq. (3)
(resulting in a gross over-estimate of the corresponding cross sections). The implementation of
the constraint in the most usual case of NC processes, say γ/Z + c → c (or any other heavy
quark) is not automatic (and is absent in some earlier definitions of a GM VFNS) because in this
partonic process one must account for the existence of a hidden heavy particle—the c¯—in the
target fragment. The key observation is, heavy objects buried in the target fragment are still a
part of the final state, and should be included in the phase space constraint, Eq. (3).
Early attempts to address this issue were either approximate or rather cumbersome, and
could not be naturally extended to high orders.5 A much better physically motivated approach is
based on the idea of rescaling. The simplest example is given by charm production in the LO CC
process W + s → c. It is well-known that, when the final state charm quark is put on the mass
shell, kinematics requires the momentum fraction variable for the incoming strange parton, χ in
Eq. (1) to be χ = x(1 +m2c/Q2) [17], rather than the Bjorken x. This is commonly called the
rescaling variable. The generalization of this idea to the more prevalent case of NC processes
took a long time to emerge [18,19] which extended the simple rescaling to the more general case
of γ/Z+ c→ c+X, where X contains only light particles, it was proposed that the convolution
integral in Eq. (1) should be over the momentum fraction range χc < ξ < 1, where
χc = x
(
1 +
4m2c
Q2
)
. (4)
In the most general case where there are any number of heavy particles in the final state, the
corresponding variable is (cf. Eq. (3))
χ = x
(
1 +
(Σf Mf )
2
Q2
)
. (5)
This rescaling prescription has been referred to as ACOTχ in the recent literature [18–20].
Rescaling shifts the momentum variable in the parton distribution function fk(ξ, µ) in
Eq. (1) to a higher value than in the zero-mass case. For instance, at LO, the structure func-
tions Fλ(x,Q) are given by some linear combination of fk(x,Q) in the ZM formalism; but,
with ACOTχ rescaling, this becomes fk(χc, Q). In the region where (Σf Mf )2 /Q2 is not too
small, especially when f(ξ, µ) is a steep function of ξ, this rescaling can substantially change the
numerical result of the calculation. It is straightforward to show that, when one approaches a
given threshold (MN +Σf Mf ) from above, the corresponding rescaling variable χ→ 1. Since
generally fk(ξ, µ) −→ 0 as ξ → 1, rescaling ensures a smoothly vanishing threshold behavior
for the contribution of the heavy quark production term to all structure functions. This results
in a universal6, and intuitively physical, realization of the threshold kinematic constraint for all
heavy flavor production processes that is applicable to all orders of perturbation theory. For this
reason, most recent global analysis efforts choose this method.
5In [9], the threshold violation was minimized by an artificial choice of the factorization scale µ(mH , Q). In
[14,15] the kinematic limit was enforced exactly by requiring continuity of the slope of structure functions across the
matching point, resulting in a rather complicated expression for the coefficient functions in Eq.(1).
6Since it is imposed on the (universal) parton distribution function part of the factorization formula.
HEAVY FLAVOUR PRODUCTION AT THE LHC: THEORETICAL ASPECTS
HERA and the LHC 337
1.2.5 Difference between {F totλ } and {FHλ } Structure Functions
In PQCD, the most reliable calculations are those involving infra-red safe quantities—these are
free from logarithmic factors that can become large (thereby spoiling the perturbative expansion).
The total inclusive structure functions {F totλ } defined in the GM VFNS are infrared safe, as
suggested by the discussion of Sec. 1.2.2 and proven in Ref. [7].
Experimentally, the semi-inclusive DIS structure functions for producing a heavy flavor
particle in the final state is also of interest. Theoretically, it is useful to note that the structure
functions {FHλ } for producing heavy flavor H are not as well defined as F totλ .7 To see this,
consider the relation between the two,
F totλ = F
light
λ + F
H
λ , (6)
where F lightλ denotes the sum of terms with only light quarks in the final state, and FHλ consist
of terms with at least one heavy quark H in the final state. Unfortunately, FHλ (x,Q,mH) is,
strictly speaking, not infrared safe beyond order αs (1-loop): they contain residual lnn(Q/mH)
terms at higher orders (2-loop and up). The same terms occur in F lightλ due to contributions from
virtual H loops, with the opposite sign. Only the sum of the two, i.e. the total inclusive quantities
F totλ are infra-red safe. This problem could be addressed properly by adopting a physically
motivated, infrared-safe cut-off on the invariant mass of the heavy quark pair, corresponding to
some experimental threshold [21] in the definition of FHλ (drawing on similar practises in jet
physics). In practice, up to order α2s , the result is numerically rather insensitive to this, and
different groups adopt a variety of less sophisticated procedures, e.g. including contributions
with virtual H loops within the definition of FHλ . Nonetheless, it is prudent to be aware that the
theoretical predictions on FHλ are intrinsically less robust than those for F totλ when comparing
experimental results with theory calculations.
1.2.6 Conventions for “LO” , “NLO” , ... calculations
It is also useful to point out that, in PQCD, the use of familiar terms such as LO, NLO, ... is
often ambiguous, depending on which type of physical quantities are under consideration, and
on the convention used by the authors. This can be a source of considerable confusion when one
compares the calculations of F totλ and FHλ by different groups (cf. next section).
One common convention is to refer LO results as those derived from tree diagrams; NLO
those from 1-loop calculations, ... and so on. This convention is widely used; and it is also the
one used in the CTEQ papers. Another possible convention is to refer to LO results as the first
non-zero term in the perturbative expansion; NLO as one order higher in αs, ... and so on. This
convention originated in FFNS calculations of heavy quark production; and it is also used by
the MRST/MSTW authors. It is a process-dependent convention, and it depends a priori on the
knowledge of results of the calculation to the first couple of orders in αs.
7In the following discussion, we shall overlook logarithmic factors normally associated with fragmentation func-
tions for simplicity. These are similar to those associated with parton distributions, but are less understood from the
theoretical point of view—e.g. the general proof of factorization theorem (with mass) [7] has not yet been extended to
cover fragmentation.
Z.J. AJALTOUNI, A. BANFI, S. BARANOV, I. BIERENBAUM, J. BLU¨MLEIN, . . .
338 HERA and the LHC
Whereas the two conventions coincide for quantities such as F tot2 , they lead to different
designations for the longitudinal structure function F totL and the nf -flavor F
H,nf
2 , since the tree-
level results are zero for these quantities. These designations, by themselves, are only a matter
of terminology. However, mixing the two distinct terminologies in comparing results of different
groups can be truly confusing. This will become obvious later.
1.3 Implementations of VFNS: Common Features and Differences
In this section, we provide some details of the PQCD basis for the GM VFNS, and comment
on the different choices that have been made in the various versions of this general framework,
implemented by two of the major groups performing global QCD analysis.
1.3.1 Alternative Formulations of the ZM VFNS
As pointed out in Sec. 1.2.3, the ZM VFNS, as commonly implemented, represents an unreliable
approximation to the correct PQCD in some kinematic regions because of inappropriate handling
of the final-state counting and phase-space treatment, in addition to the neglect of heavy-quark
mass terms in the Wilson coefficients. Whereas the latter is unavoidable to some extent, be-
cause the massive Wilson coefficients have not yet been calculated even at 1-loop level for most
physical processes (except for DIS), the former (which can be more significant numerically in
certain parts of phase space) can potentially be remedied by properly counting the final states and
using the rescaling variables, as discussed in Secs. 1.2.3 and 1.2.4 under general considerations.
Thus, alternative formulations of the ZM VFNS are possible that only involve the zero-mass
approximation in the Wilson coefficient. This possibility has not yet been explicitly explored.
1.3.2 Parton Distribution Functions in VFNS (ZM and GM)
In PQCD, the factorization scheme is determined by the choices made in defining the parton dis-
tribution functions (as renormalized Green functions). In a GM VFNS based on the generalized
MS subtraction (cf. footnote 2) the evolution kernel of the DGLAP equation is mass-independent;
thus the PDFs, so defined, apply to GM VFNS calculations as they do for the ZM VFNS.
In the VFNS, the PDFs switch from the nf -flavor FFNS ones to the (nf +1)-flavor FFNS
ones at the matching point µ = mH (cf. Sec. 1.2.2); the PDFs above/below the matching point
are related, order-by-order in αs, by:
fV Fj (µ→ m+H) ≡ f
(nf+1)FF
j = Ajk ⊗ f
nfFF
k ≡ Ajk ⊗ fV Fj (µ→ m−H), (7)
where m+/−H indicate that the µ → mH limit is taken from above/below, and we have used the
shorthand VF/FF for VFNS/FFNS in the superscripts. The transition matrix elements Ajk(µ/mH),
representing a finite-renormalization between the two overlapping FFNS schemes, can be calcu-
lated order by order in αs; they are known to NNLO, i.e. O(α2S) [12,13]. (Note that Ajk is not a
square matrix.) It turns out, at NLO, Ajk(µ = mH) = 0 [7]; thus fV Fk are continuous with this
choice of matching point. There is a rather significant discontinuity in heavy quark distributions
and the gluon distribution at NNLO.
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With the matching conditions, Eq. 7, {fV Fj (µ)} are uniquely defined for all values of µ.
We shall omit the superscript VF in the following. Moreover, when there is a need to focus
on fj(µ) in the vicinity of µ = mH , where there may be a discontinuity, we use f+/−j (µ) to
distinguish the above/below branch of the function. As indicated in Eq. 7, f−j correspond to the
nf -flavor PDFs, and f+j to the (nf + 1)-flavor ones.
1.3.3 The Structure of a GM VFNS, Minimal Prescription and Additional Freedom
Physical quantities should be independent of the choice of scheme; hence, in a GM VFNS, we
must require the theoretical expressions for the structure functions to be continuous across the
matching point µ = Q = mH to each order of perturbative theory:
F (x,Q) = C−k (mH/Q)⊗ f−k (Q) = C+j (mH/Q)⊗ f+j (Q) (8)
≡ C+j (mH/Q)⊗Ajk(mH/Q)⊗ f−k (Q). (9)
where we have suppressed the structure function label (λ) on F ’s and C’s, and used the notation
C
+/−
k to denote the Wilson coefficient function Ck(mH/Q) above/below the matching point
respectively. Hence, the GM VFNS coefficient functions are also, in general, discontinuous, and
must satisfy the transformation formula:
C−k (mH/Q) = C
+
j (mH/Q)⊗Ajk(mH/Q). (10)
order-by-order in αs. For example, atO(αS), AHg = αsP 0qg ln(Q/mH), this constraint implies,
C−,1H,g(mH/Q) = αsC
+,0
H,H(mH/Q)⊗ P 0qg ln(Q/mH) + C+,1H,g(mH/Q). (11)
where the numeral superscript (0,1) refers to the order of calculation in αs (for Pjk, the order is
by standard convention one higher then indicated), and the suppressed second parton index on
the Wilson coefficients (cf. Eq. 2) has been restored to make the content of this equation explicit.
Eq. (11) was implicitly used in defining the original ACOT scheme [9]. The first term on the RHS
of Eq. 11, when moved to the LHS, becomes the subtraction term of Ref. [9] that serves to define
the Wilson coefficient C+,1H,g(mH/Q) (hence the scheme) at order αs, as well as to eliminate the
potentially infra-red unsafe logarithm in the gluon fusion term (C−,1H,g(mH/Q)) at high energies.
The GM VFNS as described above, consisting of the general framework of [6, 7], along
with transformation matrices {Ajk} calculated to order α2s by [12,13], is accepted in principle by
all recent work on PQCD with mass. Together, they can be regarded as the minimal GM VFNS.
The definition in Eq. 10 was applied to find the asymptotic limits (Q2/M2H → ∞) of co-
efficient functions in [12, 13], but it is important to observe that it does not completely define all
Wilson coefficients across the matching point, hence, there are additional flexibilities in defin-
ing a specific scheme [7, 14, 15, 22]. This is because, as mentioned earlier, the transition matrix
{Ajk} is not a square matrix—it is nf × (nf + 1). It is possible to swap O(mH/Q) terms be-
tween Wilson coefficients on the right-hand-side of Eq. 10 (hence redefining the scheme) without
violating the general principles of a GM VFNS. For instance, one can swapO(mH/Q) terms be-
tween C+,0H (mH/Q) and C
+,1
g (mH/Q) while keeping intact the relation (11) that guarantees the
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continuity of F (x,Q) according to Eq. 8. This general feature, applies to (10) to all orders. It
means, in particular, that there is no need to calculate the coefficient function C+,iH (mH/Q), for
any i – it can be chosen as a part of the definition of the scheme. Also, it is perfectly possible to
define coefficient functions which do not individually satisfy the constraint in Eq. 3, since Eq. 10
guarantees ultimate cancellation of any violations between terms. However, this will not occur
perfectly at any finite order so modern definitions do include the constraint explicitly, as outlined
in Sec. 1.2.4.
The additional flexibility discussed above has been exploited to simplify the calculation, as
well as to achieve some desirable features of the prediction of the theory by different groups. Of
particular interest and usefulness is the general observation that, given a GM VFNS calculation
of {C+j }, one can always switch to a simpler scheme with constant {C˜+j }
C˜+H(mH/Q) = C
+
H(0) (12)
This is because the shift (C+H(mH/Q) − C+H(0)) vanishes in the mH/Q → 0 limit, and can
be absorbed into a redefinition of the GM scheme as mentioned above. The detailed proof are
given in [7, 22]. By choosing the heavy-quark-initiated contributions to coincide with the ZM
formulae, the GM VFNS calculation becomes much simplified: given the better known ZM
results, we only need to know the fullmH-dependent contributions from the light-parton-initiated
subprocesses; and these are exactly what is provided by the nf -flavor FFNS calculations available
in the literature. This scheme is known as the Simplified ACOT scheme, or SACOT [7, 22].
Further uses of the freedom to reshuffle O(mH/Q) terms between Wilson coefficients, as
well as adding terms of higher order in the matching condition (without upsetting the accuracy
at the given order) have been employed extensively by the MRST/MSTW group, as will be
discussed in Sec. 1.3.5.
1.3.4 CTEQ Implementation of the GM VFNS
The CTEQ group has always followed the general PQCD framework as formulated in [6, 7].
Up to CTEQ6.1, the default CTEQ PDF sets were obtained using the more familiar ZM Wilson
coefficients, because, the vast majority of HEP applications carried out by both theorists and
experimentalists use this calculational scheme. For those applications that emphasized heavy
quarks, special GM VFNS PDF sets were also provided; these were named as CTEQnHQ, where
n = 4, 5, 6.
The earlier CTEQ PDFs are now superseded by CTEQ6.5 [1] and CTEQ6.6 [3] PDFs;
these are based on a new implementation of the general framework described in previous sections,
plus using the simplifying SACOT choice of heavy quark Wilson coefficients [9,23] specified by
Eq. 12 above. There are no additional modifications of the formulae of the minimal GM VFNS,
as described in previous sections. CTEQ uses the convention of designating tree-level, 1-loop,
2-loop calculations as LO, NLO, and NNLO, for all physical quantities, F totλ , FHλ , ... etc., cf.
Sec. 1.2.6.
With these minimal choices, this implementation is extremely simple. Continuity of phys-
ical predictions across matching points in the scale variable µ = Q is guaranteed by Eqs. 8 and
10; and continuity across physical thresholds in the physical variable W , for producing heavy
HEAVY FLAVOUR PRODUCTION AT THE LHC: THEORETICAL ASPECTS
HERA and the LHC 341
flavor final states, are guaranteed by the use of ACOT-χ rescaling variables 5, as described in
Sec. 1.2.4.
For example, to examine the continuity of physical predictions to NLO in this approach,
we have, for the below/above matching point calculations:
F−H2 (x,Q
2) = αsC
−,1
2,Hg ⊗ gnf
F+H2 (x,Q
2) = αsC
+,1
2,Hg ⊗ gnf+1 + (C+,02,HH + αsC+,12,HH)⊗ (h+ h¯)
(13)
where non-essential numerical factors have been absorbed into the convolution ⊗. The continuity
of FH2 (x,Q2) in the scaling variable µ = Q is satisfied by construction (Eq. 9) because the
relation between the PDFs given by Eq. 7 and that between the Wilson coefficients given by
Eq. 8 involve the same transformation matrix {Ajk} (calculated in [12, 13, 21]). In fact, to this
order, AHg = αsP 0qg ln(Q/mH), hence
h(h¯) = 0
gnf+1 = gnf
C+,12,Hg = C
−,1
2,Hg ,
at the matching point µ = Q = mH . Thus, the two lines in Eq. 13 give the same result, and
FH2 (x,Q
2) is continuous. The separate issue of continuity of FH2 (x,Q2) in the physical variable
W across the production threshold of W = 2mH is satisfied automatically by each individual
term (using the ACOT-χ prescription for the quark terms and straightforward kinematics for the
gluon term).
In the CTEQ approach, all processes are treated in a uniform way; there is no need to
distinguish between neutral current (NC) and charged current (CC) processes in DIS, (among
others, as in MRST/MSTW). All CTEQ global analyses so far are carried out up to NLO. This
is quite adequate for current phenomenology, given existing experimental and other theoretical
uncertainties. Because NNLO results has been known to show signs of unstable behavior of the
perturbative expansion, particularly at small-x, they are being studied along with resummation
effects that can stabilize the predictions. This study is still underway.
1.3.5 MRST/MSTW Implementation of the GM VFNS
Prescription. In the Thorne-Roberts (TR) heavy flavour prescriptions, described in [14, 15]
the ambiguity in the definition of CVF,02,HH(Q2/m2H) was exploited by applying the constraint that
(dFH2 /d lnQ
2) was continuous at the transition point (in the gluon sector). However, this be-
comes technically difficult at higher orders. Hence, in [20] the choice of heavy-flavour coefficient
functions for FH2 was altered to be the same as the SACOT(χ) scheme described above. This
choice of heavy-flavour coefficient functions has been used in the most recent MRST/MSTW
analysis, in the first instance in [2]. To be precise the choice is
CVF,n2,HH(Q
2/m2H , z) = C
ZM,n
2,HH(z/xmax). (14)
This is applied up to NNLO in [20] and in subsequent analyses. For the first time at this order
satisfying the requirements in Eq.(10) leads to discontinuities in coefficient functions, which up
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to NNLO cancel those in the parton distributions. This particular choice of coefficient func-
tions removes one of the sources of ambiguity in defining a GM VFNS. However, there are
additional ambiguities in the MRST/MSTW convention for counting LO, NLO, ... calculations
(cf. Sec.1.2.6), coming about because the ordering in αS for FH2 (x,Q2) is different above and
below matching points in Eqs. 9-11. (These complications do not arise in the minimal GM VFNS
adopted by CTEQ, as already mentioned in the previous subsection.)
For the neutral current DIS F2 structure function, the above-mentioned ambiguities can be
see as follows:
below above
LO αS4πC
−,1
2,Hg ⊗ gnf C+,02,HH ⊗ (h+ h¯)
NLO
(
αS
4π
)2
(C−,22,Hg ⊗ gnf + C−,22,Hq ⊗ Σnf ) αS4π (C+,12,HH ⊗ (h+ h¯) + C+,12,Hg ⊗ gnf+1)
NNLO
(
αS
4π
)3 ∑
iC
+,2
2,Hi ⊗ f
nf
i
(
αS
4π
)2∑
j C
+,2
2,Hj ⊗ f
nf+1
j ,
(15)
with obvious generalization to even higher orders. This means that switching directly from a
fixed order with nf active quarks to fixed order with nf +1 active quarks leads to a discontinuity
in FH2 (x,Q2). As with the discontinuities in the ZM-VFNS already discussed this is not just
a problem in principle – the discontinuity is comparable to the errors on data, particularly at
small x. The TR scheme, defined in [14, 15], and all subsequent variations, try to maintain the
particular ordering in each region as closely as possible. For example at LO the definition is
FH2 (x,Q
2) =
αS(Q2)
4π
C−,12,Hg(Q
2/m2H)⊗ gnf (Q2)
→ αS(m
2
H)
4π
C−,12,Hg(1)⊗ gnf (m2H) + C+,02,HH(Q2/m2H)⊗ (h+ h¯)(Q2). (16)
The O(αS) term is frozen when going upwards through Q2 = m2H . This generalizes to higher
orders by freezing the term with the highest power of αS in the definition for Q2 < m2H when
moving upwards above m2H . Hence, the definition of the ordering is consistent within each
region, except for the addition of a constant term (which does not affect evolution) above Q2 =
m2H which becomes progressively less important at higher Q2, and whose power of αS increases
as the order of the perturbative expansion increases.
This definition of the ordering means that in order to define a GM VFNS at NNLO [20]
one needs to use the O(α3S) heavy-flavour coefficient functions for Q2 ≤ m2H (and that the
contribution will be frozen for Q2 > m2H). This would not be needed in a ACOT-type scheme.
As mentioned above, these coefficient functions are not yet calculated. However, as explained
in [20], one can model this contribution using the known leading threshold logarithms [24] and
leading ln(1/x) terms derived from the kT -dependent impact factors [25]. This results in a
significant contribution at small Q2 and x with some model dependence. However, variation in
the free parameters does not lead to a large change.8
8It should be stressed that this model is only valid for the region Q2 ≤ m2H , and would not be useful for a NNLO
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The above discussions focused on FH2 ; but they mostly apply to FL as well. We only
need to mention that, with the adoption of the SACOT prescription for heavy-quark initiated
contributions (i.e. using the ZM version of the Wilson coefficient), FHL vanishes at order α0s as
it does in the TR prescriptions.(This zeroth order coefficient function does appear in some older
GM VFNS definitions.) According to the MRST/MSTW convention, the order α1s term of FL
(both light and heavy flavour) counts as LO, and so on, whereas in the CTEQ convention each
relative order is a power of αS lower.
The general procedure for the GM VFNS for charged-current deep inelastic scattering can
work on the same principles as for neutral currents, but one can produce a single charm quark
from a strange quark so χ = x(1 + m2c/Q2). However, there is a complication compared to
the neutral current case because the massive FFNS coefficient functions are not known at O(α2S)
(only asymptotic limits [27] have been calculated). These coefficient functions are needed in a
TR-type scheme at low Q2 at NLO, and for any GM VFNS at all Q2 at NNLO. This implies that
we can only define the TR scheme to LO and the ACOT scheme to NLO. However, known in-
formation can be used to model the higher order coefficient functions similarly to the TR scheme
definition to NNLO for neutral currents. A full explanation of the subtleties can be found in [28].
Scheme variations. The inclusion of the complete GM VFNS in a global fit at NNLO first
appeared in [2], and led to some important changes compared a previous NNLO analysis, which
had a much more approximate inclusion of heavy flavours (which was explained clearly in the
Appendix of [29]). There is a general result that F c2 (x,Q2) is flatter in Q2 at NNLO than at
NLO, as shown in Fig. 4 of [2], and also flatter than in earlier (approximate) NNLO analyses.
This had an important effect on the gluon distribution. As seen in Fig. 5 of [2], it led to a larger
gluon for x ∼ 0.0001 − 0.01, as well as a larger value of αS(M2Z), both compensating for the
naturally flatter evolution, and consequently leading to more evolution of the light quark sea.
Both the gluon and the light quark sea were 6 − 7% greater than in the MRST2004 set [30] for
Q2 = 10, 000GeV2 , the increase maximising at x = 0.0001− 0.001. As a result there was a 6%
increase in the predictions for σW and σZ at the LHC. This would hold for all LHC processes
sensitive to PDFs in this x range, but would be rather less for processes such as tt¯ pair production
sensitive to x ≥ 0.01. This surprisingly large change is a correction rather than a reflection of
the uncertainty due to the freedom in choosing heavy flavour schemes and demonstrates that the
MRST2004 NNLO distributions should now be considered to be obsolete.
To accompany the MRST 2006 NNLO parton update there is an unofficial “MRST2006
NLO” set, which is fit to exactly the same data as the MRST2006 NNLO set. By comparing
to the 2004 MRST set one can check the effect on the distributions due to the change in the
prescription for the GM VFNS at NLO without complicating the issue by also changing many
other things in the analysis. The comparison of the up quark and gluon distributions for the
“MRST2006 NLO” set and the MRST2004 NLO set, i.e. the comparable plot to Fig. 5 of [2]
for NNLO, is shown in Fig. 1. As can be seen it leads to the same trend for the partons as at
NNLO, i.e. an increase in the small-x gluon and light quarks, but the effect is much smaller –
FFNS at all Q2 since it contains no information on the large Q2/m2H limits of the coefficient functions. A more
general approximation to the O(α3S) coefficient functions could be attempted, but full details would require first the
calculation of the O(α3S) matrix element AHg. This more tractable project is being investigated at present [26].
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Fig. 1: A comparison of the unpublished “MRST2006 NLO” parton distributions to the MRST2004 NLO
distributions. In order to illustrate the significance of the size of the differences, the uncertainty on the
MRST2001 distributions is used for the 2004 distributions.
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a maximum of a 2% change. Also, the value of the coupling constant increases by 0.001 from
the 2004 value of αS(M2Z) = 0.120. From momentum conservation there must be a fixed point
and this is at x ∼ 0.05. Hence, W,Z and lighter particle production could be affected by up
to 2 − 3%, and very high mass states by a similar amount, but final states similar in invariant
mass to tt¯ will be largely unaffected. Hence, we can conclude that the change in our choice of
the heavy-flavour coefficient function alone leads to changes in the distributions of up to 2%,
and since the change is simply a freedom we have in making a definition, this is a theoretical
uncertainty on the partons, much like the frequently invoked scale uncertainty. Like the latter, it
should decrease as we go to higher orders.
1.3.6 Comparisons
We have tried to make clear that both the CTEQ and the MRST/MSTW approaches are consistent
with the PQCD formalism with non-zero heavy quark masses {mH}. In this sense, they are
both “valid”. In addition, they both adopt certain sensible practises, such as the numerically
significant rescaling-variable approach to correctly treat final-state kinematics (ACOT-χ), and
the calculationally simplifying SACOT prescription for the quark-parton initiated subprocesses.
These common features ensure broad agreement in their predictions. This is borne out by the
fact that global QCD analyses carried out by both groups show very good agreement with all
available hard scattering data, including the high-precision DIS total inclusive cross sections
and semi-inclusive heavy flavor production cross sections; and that the predictions for higher
energy cross sections at LHC for the important W/Z production process agree rather well in the
most recent versions of these analyses [2, 3].9 Comparisons of experiment for the abundant data
on total inclusive cross sections (and the associated structure functions) with theory are well
documented in the CTEQ and MRST/MSTW papers. Here we only show the comparison of the
recent H1 data sets on cross sections for charm and bottom production [31] to the latest CTEQ
and MSTW calculations. This figure illustrates the general close agreement between the two
calculations. (Also, see below.)
Because the main source of the differences between the two implementations arise from
the different conventions adopted for organizing the perturbative calculation, it is impossible
to make a direct (or clear-cut) comparison between the two calculations. By staying with the
conventional order-by-order formulation, the CTEQ approach has all the simplicities of the
minimal GM VFNS. With the alternative LO/NLO/NNLO organization, the MRST/MSTW ap-
proach includes specifically chosen higher-order terms at each stage of the calculation for dif-
ferent physical quantities (e.g.F tot2 , F totL , FH2 , in Secs. 1.3.5) with their associated Wilson co-
efficients (e.g. Eqs. 15,16). The choices are a matter of taste because, with the same Wilson
coefficients (with heavy quark mass) available in the literature (such as [12, 13]), both analyses
can be extended to the appropriate order, and they should contain the same information. So far,
MRST/MSTW has carried out their analyses to one order higher than CTEQ. In practice, we
have seen one comparison of the “NLO” predictions of the two approaches in Fig. 2 that shows
remarkable general agreement with each other, and with experimental data. Some expected dif-
ferences at small-x, due to the higher order term included in the MRST/MSTW calculation are
9Some apparent worrying discrepancies in the predictions for the W/Z cross-sections at LHC between [1] and [30]
have been superseded by the recent analyses.
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Fig. 2: Comparison of the predictions for σ˜cc¯(x,Q2) and σ˜bb¯(x,Q2) compared to preliminary data from H1.
present. Compared to experimental data, the CTEQ curves seem to give a slightly better descrip-
tion of data in this region of difference; but this should not be taken seriously in view of the
above discussions. We intend to make a more quantitative study of the differences between the
alternative formulations of a GM VFNS and ZM VFNS in a future publication.
1.4 Use of Parton Distribution Functions
Some commonly asked questions in the user community for PDFs are along the lines of: (i)
Which available PDF set is most appropriate for my particular calculation? and (ii) If PDF
set A was obtained using scheme A (say, ZMVFNS/GMVFNS-MSTW/GMVFNS-CTEQ) do
I have to use the same scheme A for my Wilson coefficients (otherwise my calculation would
be inconsistent)? Whereas it is impossible to answer all such questions at once, the following
observations should provide useful guidelines toward the appropriate answers. Foremost, it is
important to bear in mind that in the perturbative approach, all calculations are approximate;
hence the goodness of the approximation is the most (or only) relevant consideration. Any fast,
or absolute, rules or prescriptions would be misguided.
* For applications at very high energy scales, e.g. most LHC processes, it is perfectly fine to
use the ZM formulae for the hard-scattering coefficient irrespective of the choice of PDF sets
(see below), since the ZM Wilson coefficients are good approximations to the GM ones (valid
to O(M2/Q2) where M represents the typical mass in the relevant parton subprocess—heavy
quarks or other produced particles), and the ZM coefficients are much simpler and much more
readily available.
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On the other hand, for applications involving physical scales Q ∼ O(M), such as com-
parison to precision DIS data at HERA, it is important both to use GM Wilson coefficients, and
to ensure that these are consistent with those adopted in generating the PDF set to be used in the
calculation.
* For the global analyses that yield the PDF sets, it matters whether the ZM VFNS or GM VFNS
scheme is used in the calculation, since a substantial fraction of the input DIS data are in the
region where Q is not very large compared to the heavy quark masses mc,b (the top quark does
not play a significant role in these analysis). Thus, the ZM-VFNS and GM VFNS PDFs can
differ in some x-range, even if they agree quite well in general (cf. [1]). For example, the widely
used CTEQ6.1 (ZM-VFNS) and the most recent CTEQ6.5/CTEQ6.6 (GM VFNS) PDF sets both
give excellent fits to the available data, yet the differences (mainly around x ∼ 10−3) are enough
to lead to a 6% shift in the predictions for cross sections for W,Z and similar mass states at the
LHC. Higher mass final states are much less affected.
The above differences arise from two sources: (i) the treatment of final-state counting
(Sec. 1.2.3) and phase space (Sec. 1.2.4); and (ii) mass effects in the Wilson coefficients. The
first is numerically significant for reasons explained in those sections, and it can potentially be
removed to produce an improved ZM VFNS (Sec. 1.3.1).
* The differences between PDFs obtained using different GM VFNS implementations, such as
those by CTEQ and MSTW groups discussed in the main part of this review, are much smaller
than those between the ZM and GM VFNS. This is because the treatments of final states are
similar, and the differences in the Wilson coefficients are much reduced also. The current NLO
predictions on W/Z cross sections at LHC by the CTEQ and MSTW groups, for instance, are
within 2% [4].
* What about single-flavor (say, nf ) FFNS PDFs that are commonly believed to be needed for
FFNS calculations, such as for heavy flavor production processes? We would like to point out,
perhaps surprisingly to many readers, that: (i) with the advent of GM VFNS PDFs, the FFNS
PDFs are not in principle needed for consistency; and (ii) the use of nf -flavor FFNS PDFs in a
nf -flavor calculation is much less reliable than using the GM VFNS (if the latter is available).
The reasons for these assertions are fairly easy to see, as we now explain.
First of all, as we emphasized in Sec. 1.2.2, the GM VFNS is, by definition, a composite
scheme that is the nf -FFNS within the region of validity of the latter. In principle one can use
the GM VFNS PDFs in the FFNS calculations within the region where the FFNS is reliable. (In
practice this range of validity (in energy scale µ) extends up to several times mH , cf. second to
last paragraph of Sec. 1.2.2.) Secondly, since any given nf -FFNS has only a limited range of
validity (Sec. 1.2.2), the global analysis used to determine any nf -FFNS PDF set is inherently
a compromise. This compromise is likely to be a fairly bad one for two reasons. Firstly, the
limited range of validity implies that only a fraction of the data used in the global analysis can
be legitimately applied. If one excludes all the data outside of the region of validity of the theory
(not an easily-defined region), the constraining power of the analysis would greatly suffer. If,
instead, one includes all the points in the analysis anyway, the PDFs will compensate, much like
the case of the fit using the basic ZM VFNS. This can result in a good comparison to data (as
in the ZM VFNS [32]), but this is potentially misleading since the compensation is caused by
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the wrong physics. In either of the cases, the PDFs resulting from a fit using the FFNS will be
unreliable. Secondly, Wilson coefficients in the FFNS only exist for the DIS process beyond
LO, hence the ZM approximation to nf -FFNS must be used. We note, although this second
point is shared by current GM VFNS analyses, the ZM VFNS approximation to GM VFNS is a
much better approximation than that of ZM FFNS to nf -FFNS. (For instance, for collider jet data
sets, the ZM 3- or 4-flavor calculation would be way-off the correct one. This is not a problem
for the GM VFNS case.) These inherent problems motivated an alternative approach to FFNS
PDFs in [33]: rather than performing a (imperfect) FFNS global fit, one simply generates them
by fixed nf -flavor QCD evolution from a set of initial PDFs obtained in an existing (bona fide)
GM VFNS global analysis! Because of the different QCD evolution, however, the PDFs will be
different from the original GM VFNS ones crossing heavy flavor thresholds; and the fits to the
global data will correspondingly deteriorate, particularly for the high precision HERA data sets
at higher Q2. Thus, these PDFs deviate from truth in a different way. The relative merit between
this approach and the conventional FFNS global fits is difficult to gauge because there are no
objective criteria for making the assessment.
Returning to the original question that started this bullet item, we can summarize the op-
tions available to match PDFs with a FFNS calculation such as HQVDIS [34] for heavy quark
production: (i) conventional FFNS PDFs (CTEQ, GRV), suitably updated if necessary [35]; (ii)
PDFs generated by FFNS evolution from GM VFNS PDFs at some initial scale Q0 (MSTW [33],
but also can easily be done with CTEQ); or, (iii) simply use the most up-to-date GM VFNS PDFs
(MSTW, CTEQ) for all Q. For reasons discussed in the previous paragraphs, each option has its
advantages and disadvantages. (i) and even (ii) are theoretically self-consistent, while (iii) is not,
e.g. it opens up the akward question of how many flavours to use in the definition of αS . How-
ever, the PDFs in (iii) are intrinsically much more accurately and precisely determined. Hence, in
practical terms it is not obvious which would be most “correct”.10 The choice reduces to a matter
of taste, and for some, of conviction. The differences in results, obtained using these options,
should not be too large, since they are mostly of one order higher in αs; and, in an approximate
manner, they define the existing theoretical uncertainty. In principle, an approach that combines
the advantages of all three, hence could work the best, would be to use PDFs obtained in the GM
VFNS, but with the transition scale µT (Sec. 1.2.3) set at a much higher value than mH for each
heavy flavor threshold. But this option is rather cumbersome to implement (as has been hinted in
Sec. 1.2.3), hence has not been done.
* There exists another class of applications, involving multiple-scale processes, such as heavy
flavor production at hadron colliders with finite transverse momentum pT or in association with
W/Z or Higgs, for which PQCD calculations are more complex than the familiar one-hard-
scale case, as implicitly assumed above. Since these processes can play an important role in
LHC, there has been much discussions, and controversies, in recent literature about the various
approaches that may be applied [36]. Both the GM VFNS [37] and FFNS approaches have been
advocated [38]. The problem is complex, generally because more than one kind of potentially
large logarithms occur in these problems, and they cannot be effectively controlled all at once
with some suitable choice of scheme. A detailed discussion is outside the scope of this paper,
10Although it is certainly better to use a current GM VFNS set of PDFs than an out-of-date FFNS set.
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although our remark about the FFNS PDFs above could be helpful (and relieve some of the
anxieties expressed in the literature).
All in all, for general applications, taking into account all the considerations above, the
modern GM VFNS PDF sets are clearly the PDFs of choice.
1.5 Intrinsic Heavy Flavour
Throughout the above discussions we have made the assumption that all heavy quark flavour is
generated from the gluon and lighter flavours through the perturbative QCD evolution, starting
from the respective scale µ = mH . This is usually referred to as the radiatively generated heavy
flavor scenario. From the theoretical point of view, this is reasonable for heavy flavors with
mass scale (mH ) very much higher than the on-set of the perturbative regime, say ∼ 1 GeV.
Thus, while this assumption is usually not questioned for bottom and top, the case for charm
is less obvious. In fact, the possibility for a non-negligible intrinsic charm (IC) component of
the nucleon at µ = Q ∼ mc was raised a long time ago [39]; and interests in this possibility
have persisted over the years. Whereas the dynamical origin of such a component can be the
subject of much debate, the phenomenological question of its existence can be answered by
global QCD analysis: do current data support the IC idea, and if so, what is its size and shape?
This problem has been studied recently by a CTEQ group [40], under two possible scenarios: IC
is enhanced at high values of x (suggested by dynamical models such as [39]), or it is similar in
shape to the light-flavor sea quarks (similar to, say, strange). They found that current data do not
tightly constrain the charm distribution, but they can place meaningful bounds on its size. Thus,
while the conventional radiatively generated charm is consistent with data, IC is allowed in both
scenarios. For the model-inspired (large-x) case, the size of IC can be as large as ∼ 3 times that
of the crude model estimates, though comparison to the EMC F c2 data [41] imply contributions
somewhat smaller [42]. If such an IC component does exist, it would have significant impact
on LHC phenomenology for certain beyond SM processes. For the sea-like IC case, the bound
on its size is looser (because it can be easily interchanged with the other sea quarks in the global
fits); its phenomenological consequences are likewise harder to pin-point.
From a theoretical point of view, intrinsic heavy flavour and GM VFNS definitions were
discussed in [43]. Allowing an intrinsic heavy quark distribution actually removes the redun-
dancy in the definition of the coefficient functions in the GM VFNS, and two different definitions
of a GM VFNS will no longer be identical if formally summed to all orders, though they will only
differ by contributions depending on the intrinsic flavour. Consider using identical parton distri-
butions, including the intrinsic heavy quarks, in two different flavour schemes. The heavy-quark
coefficient functions at each order are different by O(m2H/Q2). This difference has been con-
structed to disappear at all orders when combining the parton distributions other than the intrinsic
heavy quarks, but will persist for the intrinsic contribution. The intrinsic heavy-flavour distribu-
tions are of O(Λ2QCD/m2H), and when combined with the difference in coefficient functions the
mass-dependence cancels leading to a difference in structure functions of O(Λ2QCD/Q2). It has
been shown [7] that for a given GM VFNS the calculation of the structure functions is limited
in accuracy to O(Λ2QCD/Q2). Hence, when including intrinsic charm, the scheme ambiguity is
of the same order as the best possible accuracy one can obtain in leading twist QCD, which is
admittedly better than that obtained from ignoring the intrinsic heavy flavour (if it exists) as Q2
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increases above m2H . It is intuitively obvious that best accuracy will be obtained from a defini-
tion of a GM VFNS where all coefficient functions respect particle kinematics. In fact, the most
recent CTEQ and MSTW prescriptions would provide identical contributions to the structure
functions from the same intrinsic charm parton distribution.
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2 Charmed-meson fragmentation functions with finite-mass corrections
Authors: B. A. Kniehl, G. Kramer, I. Schienbein, and H. Spiesberger
A straight-forward and conventional approach to include heavy-quark mass effects in the
theoretical predictions for the production of single heavy-flavor mesons consists in taking into
account the non-zero quark mass mh in a calculation where only light quarks and the gluon exist
in the initial state and the heavy quark is pair-produced in the hard scattering process. Such a
scheme is called a fixed-flavor-number scheme (FFNS) and can be implemented, presently, only
at NLO. It is reliable in a kinematic region not far above production threshold. At high scales µ,
however, the presence of logarithmic terms proportional to log(µ/mh) makes the predictions of a
calculation in the FFNS unreliable. These logarithmic terms have to be resummed, which is con-
ventionally done in the so-called zero-mass variable-flavor-number scheme (ZM-VFNS) where
the heavy quark is treated as a parton, in addition to light quarks and the gluon. Heavy quark
parton distribution functions and fragmentation functions, which are present in this scheme, can
absorb the large logarithmic terms and resummation is performed with the help of the DGLAP
evolution equations.
The general-mass variable-flavor-number scheme (GM-VFNS) provides a framework for
the theoretical description of the inclusive production of single heavy-flavored hadrons, combin-
ing virtues of both the FFNS and the ZM-FVNS in a unified approach. It resums large logarithms
by the DGLAP evolution of non-perturbative fragmentation functions, guarantees the universal-
ity of the latter as in the ZM-VFNS, and simultaneously retains the mass-dependent terms of
the FFNS without additional assumptions. It was elaborated at next-to-leading order (NLO) for
photo- [45] and hadroproduction [46, 47] and e+e− annihilation [48].
Recent progress in the implementation of the GM-VFNS at NLO allowed us to extract
mass-dependent FFs for D-mesons from global fits to e+e− annihilation data [48]. We used
experimental data from the Belle, CLEO, ALEPH, and OPAL Collaborations [44]. The fits for
D0, D+, and D∗+ mesons using the Bowler ansatz [49] yielded χ2/d.o.f. = 4.03, 1.99, and
6.90, respectively. The result of the fit for D+ mesons is shown in Fig. 3.
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Fig. 3: Comparison of (a) Belle, CLEO, and (b) OPAL data on D+ mesons [44] with a global fit. The dotted line in
panel (b) refers to the c-quark-initiated contribution.
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Fig. 4: Comparison of the ALEPH, OPAL, and SLD data on B meson production [50] with a fit for the b→ B FF.
The significance of finite-mass effects can be assessed through a comparison with a similar
analysis in the ZM-VFNS. It turned out that for the experimental conditions at Belle and CLEO,
charmed-hadron mass effects on the phase space are appreciable, while charm-quark mass effects
on the partonic matrix elements are less important. In Figs. 3(a) and (b), the scaled-momentum
distributions from Belle and CLEO and the normalized scaled-energy distributions from OPAL
for D+ mesons are compared to the global fits. The Belle and CLEO data prefer higher values
for the average x of the c → D FFs. Due to their smaller errors they dominate the global fit,
and the ALEPH and OPAL data are less well described. Charmed hadrons may also originate
indirectly through the fragmentation of a b quark. Our ansatz includes non-perturbative b → D
FFs, but these are only weakly constrained by the Belle and CLEO data.
Previous fits of the b → B FFs in the ZM-VFNS [52] were based on e+e− data from
ALEPH, OPAL and SLD [50] and used the Kartvelishvili-Likhoded ansatz [53]. As a recent im-
provement we adjusted the value of mb and the energy scale where the DGLAP evolution starts,
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Fig. 5: (a) Comparison of CDF II data [51] on D+ mesons with the global fit.
to conform with modern PDF sets. The data are well described by the fit, with a χ2/d.o.f. =
1.495. The result is shown in Fig. 4.
Usage of these new FFs leads to an improved description of the CDF data for charmed-
meson production [54] from run II at the Tevatron, as may be seen by comparing Fig. 5(a) in
this chapter with Fig. 2(b) of Ref. [47]. Also predictions for B-meson production agree with
CDF II data [51]. Comparing massless and massive calculations, we found that finite-mb effects
moderately enhance the pT distribution; the enhancement amounts to about 20% at pT = 2mb
and rapidly decreases with increasing values of pT , falling below 10% at pT = 4mb (see Fig.
5b). Such effects are thus comparable in size to the theoretical uncertainty due to the freedom
of choice in the setting of the renormalization and factorization scales. At higher values of
the transverse momentum, pT , the predictions of the GM-VFNS and ZM-VFNS approach each
other by construction. There, resummation of large logarithms will be important and a FFNS
calculation will become inappropriate since it does not resum large logarithms. CDF data reach
up to 40 GeV and preliminary data at the highest values of pT indicate that resummation of large
logarithmic terms will be necessary to obtain a reasonable description of experimental results.
3 Fragmentation of heavy quarks with an effective strong coupling constant
Authors: G. Corcella and G. Ferrera
We describe a model to include non-perturbative corrections to heavy-quark fragmenta-
tion, based on next-to-next-to-leading logarithmic threshold resummation and an effective QCD
coupling constant not containing the Landau pole. Comparison with experimental data is also
presented.
The hadronization of partons into hadrons cannot be calculated from first principles, but
it is usually described in terms of phenomenological models, containing few parameters which
need to be tuned to experimental data. In this paper we propose a different approach to describe
heavy-quark (bottom and charm) fragmentation in e+e− processes: we use a non-perturbative
model [55,56] including power corrections via an effective strong coupling constant, which does
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not exhibit the Landau pole. The interesting feature of such a model is that it does not contain
any extra free parameter to be fitted to the data, besides the ones entering in the parton-level
calculation. In [57, 58] such a model was also employed in the framework of B-meson decays
and it was found good agreement with the experimental data. Moreover, it was even possible
to extract αS(mZ) and the Cabibbo-Kobayashi-Maskawa matrix element |Vub| from such data
[57, 58]. In the following, we shall consider heavy-quark production in e+e− annihilation, in
particular b- and c-quark production at LEP. In [56], charm-quark fragmentation at the Υ(4S)
resonance was also investigated.
The perturbative fragmentation approach [59], up to power corrections, factorizes the en-
ergy distribution of a heavy quark as the convolution of a process-dependent coefficient func-
tion, associated with the emission off a massless parton, and a process-independent perturbative
fragmentation function, expressing the transition of the light parton into a heavy quark. The
heavy-quark spectrum reads:
1
σ
dσ
dx
(x,Q,mq) = C(x,Q, µF )⊗D(x, µF ,mq) +O ((mq/Q)) . (17)
where Q is the hard scale of the process, x is the heavy-quark energy fraction in the centre-of-
mass frame, i.e. x = 2EqQ , and µF ∼ Q is the factorization scale.
The perturbative fragmentation function follows the DGLAP evolution equations. As in
[55, 56], we use coefficient function and initial condition at next-to-leading order (NLO) and
solve the DGLAP equations with a NLO kernel 11. This way, one resum the large mass logarithms
∼ ln(Q2/m2q) in the next-to-next-to-leading logarithmic approximation [59]. Furthermore, both
coefficient function and initial condition contain terms,∼ 1/(1−x)+ and∼ [ln(1−x)/(1−x)]+,
enhanced when x approaches 1, which corresponds to soft- or collinear-gluon radiation. One
needs to resum such contributions to all orders to improve the perturbative prediction (threshold
resummation) [60]. In our analysis, we implement threshold resummation in the next-to-next-to-
leading logarithmic (NNLL) approximation. following the general method of [61, 62].
Let us now briefly discuss the phenomenological model which includes non-perturbative
power corrections through an effective QCD coupling [55–57, 63]. We start by constructing a
general analytic QCD coupling α¯S(Q2) from the standard one, by means of an analyticity re-
quirement: α¯S(Q2) is defined to have the same discontinuity as the standard coupling and no
other singularity [64]. The coupling constant constructed in this way exhibits no Landau pole,
which is subtracted by a power correction, while it has the same discontinuity as the standard one
for Q2 < 0, related to gluon branching. As discussed in [55], since heavy quark fragmentation
is a time-like process, we have to include the absorptive parts of the gluon polarization function
into the effective coupling: that amounts to a resummation of constant terms to all orders. As
detailed in [55, 56], the effective time-like coupling α˜S(Q2) is thus given by an integral over the
discontinuity of the gluon propagator, with the analytic coupling α¯S(Q2) entering in the inte-
grand function. At one-loop, for example, one obtains the following effective time-like coupling
constant:
α˜S(Q2) =
1
β0
[
1
2
− 1
π
arctan
(
log(Q2/Λ2)
π
)]
. (18)
11One could go beyond such a level of accuracy and include next-to-next-to-leading order (NNLO) corrections to
the coefficient function, initial condition and to the non-singlet splitting functions.
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Our model simply replaces the standard αS(Q2) with the effective time-like coupling constant.
As in [55,56], α˜S(Q2) is evaluated up to NNLO, i.e. three-loop accuracy. We stress that, even if
our model does not contain any free parameter to be fitted to data, we had to choose among possi-
ble different prescriptions, mostly concerning the low-energy behaviour of the effective coupling
constant. The model presented in [55, 56] is the one which best describes the experimental data.
In Fig. 6 we compare the predictions of the effective-coupling model with experimental
data from ALEPH [65], OPAL [66] and SLD [67] on B-hadron production at the Z0 pole, and
from ALEPH on D∗+ production [68]. We learn from the comparison that our model, without
introducing any tunable parameter, manages to give a good description of the experimental data.
As discussed in [55,56], even the moments of the B- and D-hadron cross section are reproduced
quite well.
In summary, we managed to construct a simple non-perturbative model which is able to
describe data from rather different processes, namelyB-decays and bottom/charm fragmentation,
involving pretty different hard scales. We believe that such results are highly non trivial and that
our model deserves further extension to hadron-collider physics. This is in progress.
Fig. 6: Results on bottomed (left) and charmed (right) hadron production (solid line), according to the effective-
coupling model, compared with the pure parton-level calculation (dashes) and with experimental data. xj is the
hadron (j = B,D) or quark (j = b, c) energy fraction at the Z0 pole.
4 Infrared safe determination of jet flavour: theory and applications
Author: A. Banfi and G. Zanderighi
4.1 Problems in defining the flavour of a jet
Jets are so far the best-known way to map a complicated event, characterised by a high particle
multiplicity, to a simpler one made up of a small number of clusters of particles, jets, whose
energy-momentum flow is close to that of the original event. By “close to” we mean that jets
have to be infrared and collinear (IRC) safe objects, that is their momenta should not change
after an extremely soft particle has been added to the event or if any of the particles in the event
splits into a quasi-collinear pair. With this requirement jet cross sections can be safely computed
in perturbative (PT) QCD. Furthermore, given a partonic event, any IRC safe jet algorithm, in
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the soft/collinear limit, does provide a unique mapping to the underlying hard event.12 It is
interesting to investigate whether jet algorithms can be extended so as to define also the flavour
of a jet. More precisely, suppose we have a hard event and a new event obtained from the hard
event via an arbitrary number of soft emissions and/or collinear splittings. Is it possible to cluster
the new event into jets, such that not only the momenta, but also the flavour of the jets, are equal
to those of the particles constituting the original hard event?
Attempts to answer this questions have been performed by different experimental groups,
whose definitions of jet flavour are based either on the kinematical properties [69] or on the
charge of a jet [70]. Although of considerable practical usefulness, these procedures all suffer
from IRC unsafety (see [71] for a discussion on this point).
To see where IRC safety problems may arise we need first to introduce our definition of
jet flavour. The flavour of a jet is defined as a nf -dimensional vector containing in the entry f
the net number of quarks (number of quarks minus number of antiquarks) of flavour f . A gluon
jet will have a flavour vector in which all entries are zero. A clear source of IR unsafety is gluon
splitting into a quark and an antiquark that are recombined with different jets, thus changing the
underlying jet flavour. At next-to-leading order (NLO), the only singular contribution occurs
when the quarks are collinear. In this case, the qq¯ pair is always recombined in the same jet
by any IRC safe jet-algorithm, and the resulting jet flavour is also IRC safe. Starting from the
next perturbative order however a soft large-angle gluon splitting may produce a q and q¯ which
are both soft but may not be collinear. Therefore the two fermions can be clustered into two
different jets, thereby modifying the flavour of those hard jets. In the next section we will analyse
specifically the kt algorithm, show that its standard version is not IR safe with respect to the jet
flavour, and we will see how it can be modified to achieve an IR safe jet-flavour algorithm.
4.2 IR safe jet-flavour algorithms at parton level
Let us see how a jet-flavour algorithm should work in the specific case of e+e− annihilation into
hadrons. There we consider close-to-Born events with a hard qq¯ pair accompanied by an arbitrary
number of soft/collinear partons. One of such configurations is represented in fig. 7. It contains
a hard qq¯ pair (at the bottom of each diagram) accompanied by a soft gluon and a soft qq¯ pair
originated by the splitting of a large-angle gluon. If one applies the kt algorithm [72–74] to such
a configuration, to all pairs of particles pi, pj one associates a distance
dij = 2 (1− cos θij)×min{E2i , E2j } , (19)
and clusters together the pair whose dij is minimum. The resulting set of distances is represented
in the picture on the left hand side of fig. 7, where a thick line represents a large distance, while
small distances are represented by thin lines. The only large distance obtained with the traditional
kt algorithm is that between the hard qq¯ pair, while all other distances are small. This is because
all other pairs involve at least one soft parton and the distance in eq. (19) depends on the energy of
the softest particle only. Looking in particular at the soft q and q¯, they can be clustered in different
jets thus giving either a couple of gluon jets or two multi-flavoured jets, i.e. not corresponding
12Beyond the soft/collinear limit, such a mapping is intrinsically ambiguous due to the presence of interference
terms.
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Fig. 7: Pictorial representation of recombination distances for a sample partonic final state in e+e− annihilation in
the case of the traditional kt algorithm (left) and a kt-flavour algorithm (right).
to any QCD parton. The latter case can be eliminated by allowing only recombinations of qq¯
pairs of the same flavour, but the problem of generating fake gluon jets remains. The origin of
the problem is that the distance in eq. (19) is modelled so as to compensate the soft and collinear
divergence in the matrix element for gluon emission. The qq¯ splitting probability has no soft
divergence, so that, without endangering the IRC safety of the algorithm, one could modify the
distance in eq. (19) as follows:
dij = 2 (1− cos θij)×
{
min{E2i , E2j } softer of i, j flavourless ,
max{E2i , E2j } softer of i, j flavoured .
(20)
What happens in this case is represented in the picture on the right-hand side of fig. 7,
where the new distances are highlighted in red. There, the distance between the soft qq¯ pair
is still small, what becomes large is the distance between either of the two and the hard qq¯
pair. In this way soft qq¯ pairs are first recombined together, and only after recombination is the
resulting gluon jet recombined with other hard jets. It can be proven that with this modification
the resulting flavour determination is IRC safe to all orders in perturbation theory [71].
One can generalise eq. (20) to hadron hadron collisions, defining for each pair of particles
a distance parameterised by a jet radius R:
dij =
∆R2ij
R2
×
{
min{p2t,i, p2t,j} softer of i, j flavourless ,
max{p2t,i, p2t,j} softer of i, j flavoured ,
(21)
where ∆R2ij is any collinear safe distance in the rapidity-azimuth y-φ plane, for instance (yi−
yj)2+(φi−φj)2. Furthermore, to obtain a full flavour determination, one has to add a distance
between each particle and the two beams B and B¯ at positive and negative infinite rapidity
respectively. This is achieved by introducing a rapidity dependent transverse momentum for
each beam pt,B(y), pt,B¯(y), and defining
diB =
{
min{p2t,i, p2t,B(yi)} i flavourless ,
max{p2t,i, p2t,B(yi)} i flavoured ,
(22)
and analogously for diB¯ . The beam hard scales pt,B(y) and pt,B¯(y) have to be constructed in
such a way that emissions collinear to B or B¯ get recombined with the right beam, and that
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pt,B(y) and pt,B¯(y) approach the hard scale of the event for central emissions. This is achieved
for instance by defining
pt,B(y) =
∑
i
pti
(
Θ(yi − y) + Θ(y − yi) eyi−y
)
,
pt,B¯(y) =
∑
i
pti
(
Θ(yi − y)ey−yi +Θ(y − yi)
)
.
(23)
If applied at parton level, these jet-flavour algorithms have two main applications. First
of all they can be used in a NLO calculation to assign each event to an underlying Born subpro-
cess. This is needed to correctly merge real and virtual contributions when matching NLO and
resummed calculations [75]. A second application of jet-flavour algorithms is the combination
of parton showers and matrix elements [76, 77]. For instance, in the CKKW approach [76], the
correct Sudakov form factor to be associated to each event is decided only after having clustered
the event into jets. This Sudakov form factor depends on the colour charge of the hard emitters,
and is therefore correctly computed only if a flavour has been properly (i.e. in a IRC safe way)
assigned to each jet.
At hadron level, in general, it is not sensible to distinguish quarks and gluons. However,
there is a case in which the flavour algorithm can be successfully applied also at hadron level,
that is in the case of heavy flavour production. There all hadrons containing a heavy quark (of the
selected flavour) are treated as flavoured, while all other hadrons are considered flavourless. As
we will see in the next section, an IRC safe jet-flavour algorithm can thus be exploited to obtain
accurate QCD predictions for b-jet cross sections.
4.3 Accurate QCD predictions for b-jet cross sections
A basic measurement in b production in hadronic collisions is b-jet transverse momentum spectra.
Experimentally a b-jet is defined as any jet containing at least one b-flavoured hadron [78]. It
is clear that such a definition is collinear unsafe, because any jet containing a bb¯ pair, which
should be considered a gluon jet, would be classified as a quark jet. This gives rise to collinear
singular contributions if the bb¯ pair arise from a gluon collinear splitting. The resulting collinear
singularity is regularised by the b-quark mass, giving rise to large logarithms at most of relative
order αns ln2n−1(pt/mb). These gluon splitting (GSP) processes constitute the dominant source
of b-jets at the Tevatron. This is awkward since jets from GSP do not even correspond to one’s
physical idea of a b-jet. There are two other production channels, flavour excitation (FEX) and
flavour creation (FCR). In FEX one of the constituents of a produced bb¯ pair is collinear to
the beam, while the other builds up the b-jet. This process also contains collinear singularities,
which at all orders give rise to terms αns lnn(pt/mb). FCR is the process in which a bb¯ pair is
produced directly in the hard scattering. Although, due to interference, these three processes
are mixed together, they can be cleanly separated in the soft/collinear limit. All current fixed-
order programs with a massive b implement only FCR at NLO [79, 80], while GSP and FEX are
only LO processes. This results in K-factors (NLO/LO) and renormalisation and factorisation
scale dependence that are far larger than is expected from NLO calculations, as can be seen in
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Fig. 8: Top: K-factors for inclusive b-jet spectrum as computed with MCFM, clustering particles into jets using the
kt jet-algorithm with R=0.7, and selecting jets in a central rapidity region (|y| < 0.7). Middle: scale dependence ob-
tained by simultaneously varying the renormalisation and factorisation scales by a factor two around pt, the transverse
momentum of the hardest jet in the event. For the Tevatron the scale uncertainty is computed also with MC@NLO.
Bottom: breakdown of the HERWIG inclusive b-jet spectrum into the three major hard underlying channels contribu-
tions (for simplicity the small bb¯→ bb¯ contribution is not shown).
fig. 8.13 It is particularly instructive also to have a look at the bottom plots in the figure, which
show the relevance of the various production channels as obtained from HERWIG [82]. Notice
in particular how at the LHC GSP is the dominant process at any value of pt. This is due to the
fact that in pp collisions the process qq¯ → bb¯, the one responsible for FCR, is small also at high
pt due to the smallness of the antiquark distribution in the proton.
This situation can be significantly improved by exploiting an IRC safe definition of jet-
flavour, such as the one outlined in the previous section. To overcome the experimental difficulty
of discriminating b from b¯, one can define a b-jet as a jet containing an odd number of b-hadrons
without any risk for the IRC safety of the jet flavour [83]. In this case, the GSP contribution
to b-jet production disappears immediately, because all jets with two b’s will be classified as
gluon jets, and therefore will not contribute at all to b-jet cross sections. FEX contributions give
rise to jets with a single b, so they cannot be eliminated by a jet-flavour algorithm. However,
the FEX collinear logarithms are precisely those resummed in the b parton density, one of the
ingredients of any PT calculation with massless b’s. Therefore one can compare experimental
data for b-jet pt-spectra obtained with the IRC definition of sec. 4.2 with PT predictions with
massless b’s, which are available at NLO accuracy [84, 85]. Since all collinear singularities have
13Note that the addition of a parton shower as done in MC@NLO [81] does not solve the problem. This is because
the underlying hard configurations remain the same as NLO, and have therefore the same collinear singularities.
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Fig. 9: The pt spectrum for b-jets at the Tevatron (left) and at the LHC (right) obtained with NLO program NLOJET++.
Below one can see, in order, K-factors for b-jets and all-flavoured inclusive jets, scale uncertainties obtained by
varying independently renormalisation and factorisation scales by a factor of two, mass effects and PDF uncertainties.
been either eliminated or resummed, the difference between the massless and massive calculation
should only involve powers of m2b/p2t (potentially enhanced by logarithms). The resulting NLO
pt spectra at the Tevatron and at the LHC are shown in fig. 9. There one can see that now the
K-factors for b-jets are comparable to those for unflavoured jets, and moderate, indicating that
the PT expansion is under control. Furthermore, scale uncertainties are at most 10%, and adding
PDF uncertainties the overall theoretical error does not exceed 20%, except at very high pt values
at the LHC, where PDF’s are less constrained. Note that mass effects are less that 5%, therefore
not contributing significantly to the total uncertainty.
A technical difficulty to perform such a calculation is that no NLO program contains in-
formation on the flavour of produced partons. One is then forced to extract this information from
one’s favourite NLO code (in our case NLOJET++ [85]). This procedure, although not straight-
forward, is nevertheless far easier than writing and testing a new code from scratch. Due to the
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relevance that jet-flavour algorithms can have for precision calculations we strongly encourage
the authors of NLO codes to provide flavour information by default.
We remark that very similar results are obtained for charmed jet spectra. An interesting
issue there is that predictions are very sensitive to possible intrinsic charm components of the
proton [86], so that these observables can be exploited to set constraints on such intrinsic com-
ponents.
A last remark concerns the feasibility of the experimental measurement of heavy flavour
jets defined with our flavour algorithm. For a successful comparison between theory and exper-
iment it is crucial to identify cases in which both heavy-flavoured particles are in the same jet,
so as to label this jet as a gluon jet and eliminate the contribution of these configurations from
the heavy-quark jet cross sections. Experimental techniques for double b-tagging in the same jet
already exist [87] and steady progress is to be expected in the near future [88–90]. However one
has always a limited efficiency for single b tagging, and even more for double b-tagging in the
same jet. On the other hand preliminary studies indicate that one does not necessarily need high
efficiencies, but what is more crucial is that one dominates the error on those efficiencies [83].
We look forward to further investigation in this direction.
Acknowledgements. This work has been done in collaboration with Gavin Salam.
5 Towards NNLO predictions for top quark production
Author: M. Czakon
Although discovered quite some time ago, the top quark has not been studied sufficiently
to not deserve a special place in the LHC physics programme. This contribution to the workshop
proceedings addresses part of the latter related to the top quark pair production cross section.
While ideas of applications seem to have cristalized, there has also been progress in the evaluation
of the next-to-next-to-leading order corrections. Here, I give some details of the methods.
The top quark has enjoyed a sustained attention for more than a decade since its discovery.
Only this year, several theoretical studies have been published on its properties in view of the
LHC. The interested reader is directed to [91]. A quantity of particular importance is the total
production cross section. Without entering into a detailed discussion it is sufficient to say that
one may expect a precision of measurement at the level of about 5% after a few years of LHC
running, a number which on the one hand constitutes a challenge to the theory, and on the other
opens the door for a few applications, of which only two will be mentioned here.
The first of the applications is indirect mass determination. Clearly, the total cross section
is a decreasing function of the mass due mostly to the phase space dependence on the final states.
A convenient representation of the connection between the error on the top quark mass, mt, and
the error on the total cross section, σtt¯, is given by
∆σtt¯
σtt¯
≈ 5∆mt
mt
, (24)
which is valid in a broad range around the current top quark mass. Clearly, this formula points
at the possibility of determining mt with an accuracy at the one percent level, as long as the
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Fig. 10: Finite parts of the bosonic contributions to the two-loop amplitude in quark annihilation (most subleading
color coefficient).
theory prediction of σtt¯ is not a limiting factor. This is competitive with the best results from the
Tevatron, but less precise than the ambitious goals of the LHC. The question remains, therefore,
of the relevance of this method. A look at the way mt is measured at present, and the variations
of the central value implied, should convince a skeptic that it is important to have an independent
measurement, which is far less sensitive on the kinematic reconstruction of hadronic final states.
The second application is gluon luminosity determination, to a large extent synonymous
of the gluon PDF determination. While the standard luminosity monitor process for hadron
colliders, Drell-Yan gauge boson production is sensitive mostly to quark PDFs, many of the non-
standard processes and also the Higgs production process are induced by gluon fusion. A recent
study by CTEQ [92], has shown that one can exploit the strong correlation between those cross
sections and the top quark pair production cross section to reduce the errors. A prerequisite for
success is a precision of 5% on both the theory and the experimental side.
In view of the above, a precise theory prediction for σtt¯ would be more than welcome.
As far as fixed order perturbation theory is concerned, the result of [93] shows an error, judged
by scale dependence, in excess of 10%. Since there is a substantial enhancement of the pro-
duction rate due to soft gluon emission, one might expect that the knowledge of higher order
corrections in the threshold regime would reduce the final uncertainty. This is indeed the case,
as shown in various studies, of which the most recent are [94–96]. In the end, it is possible to
obtain a prediction with a conservative error estimate slightly below 10%. While this number is
not quite satisfactory, there is a second drawback to the approach based on threshold resumma-
tions. Namely, it does not fit a Monte-Carlo generator. With the high statistics of the LHC, MC
programs are indispensable. All in all, it seems that having a fixed order result with next-to-next-
leading accuracy would be a perfect solution. This statement is only strengthened by the fact,
that the error from scale dependence induced would then amount to only 3% [94].
An NNLO prediction for a production process at the LHC needs four ingredients: 1) the
two-loop virtual corrections, 2) the one-loop squared corrections, 3) the one-loop corrections with
an additional parton radiation, 4) the tree-level corrections with two additional partons radiated.
Within the last one or two years, the first three points have been completed to a large extent for
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the case of σtt¯ [97–102]. Clearly, point 4) is trivial as long as all the partons are distinguishable.
Performing the phase space integration over the unresolved configuration in 3) and 4) is the main
remaining challenge. We are not going to discuss this issue, as it is not yet solved, but rather give
a few details of the solution to point 1), which is an achievement in itself.
The main problem in the determination of the two-loop virtual corrections is the integration
over the virtual momenta. The method adopted in [99] is based on a numerical solution of a
system of differential equations [103]. It is suitable for problems with a relatively low number
of scales and relies on the fact that Feynman integrals are smooth functions when evaluated
above all thresholds as is here the case. The boundaries required are obtained from a series
expansion solution to the differential equations around the high energy limit of the integrals
derived in [97, 98]. While the integration of the system of equations is not fast enough to fit into
a Monte-Carlo program, the presence of only two kinematic variables allows to use interpolation
on a grid of precalculated values. The result for the most complicated color coefficient (most
subleading term) in quark annihilation is shown in Fig. 10. The appropriate color decomposition
is
A(0,2) = 2Re 〈M(0)|M(2)〉 = 2(N2 − 1) (25)
×
(
N2A+B +
1
N2
C +NnlDl +NnhDh +
nl
N
El +
nh
N
Eh + n2l Fl + nlnhFlh + n
2
hFh
)
.
The result for the gluon fusion channel is underway. While there are no new complications
in the method itself, the number of integrals which need boundaries and have not been determined
previously is about three times larger.
6 2- and 3-loop heavy flavor contributions to F2(x,Q2), FL(x,Q2) and g1,2(x,Q2)
Authors: I. Bierenbaum, J. Blu¨mlein and S. Klein
6.1 Introduction
In the case of single photon exchange, the deep–inelastic double differential scattering cross-
section can be expressed in terms of the unpolarized structure functions F2(x,Q2) and FL(x,Q2),
and the polarized structure functions g1(x,Q2) and g2(x,Q2). We are considering heavy flavor
corrections to these functions. In the NLO approximation, the corrections were calculated semi–
analytically in x–space for F2(x,Q2) and FL(x,Q2) in [104], with a fast implementation in
Mellin N–space given in [105]. In the polarized case the NLO corrections are available only
in the asymptotic case Q2 ≫ m2 [106, 107].The cc–contributions to these structure functions
in the region of smaller values of Bjorken–x, are of the order of 20-40 % and exhibit different
scaling violations than the contributions due to massless partons, as shown in Figure 11. For the
parameterization of the parton distribution functions we used [108]. Hence, a more precise de-
termination of the parton distribution functions and the measurement of ΛQCD, as reached in the
non-singlet case [109], requires an extension of the heavy quark contributions to O(a3s), as in the
massless case, to perform the flavor–singlet analyzes consistently. This can be done by observing
that for Q2 >∼ 10m2c , F cc¯2 (x,Q2) is very well described by its asymptotic expression in the limit
Q2 ≫ m2, [110], where one can calculate the heavy flavor Wilson coefficients, the perturbative
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part of the structure functions, analytically. More precisely, the heavy flavor Wilson coefficients
in the limit Q2 ≫ m2 are obtained as a convolution of the light–flavor Wilson coefficients with
the corresponding massive operator matrix elements (OMEs) of flavor decomposed quarkonic
and gluonic operators between massless parton states, which are obtained from the light–cone
expansion. Here, we consider the level of twist–2 operators. The light Wilson coefficients are
known up to three loops [111] and carry all the process dependence, whereas the OMEs, the ob-
jects to be calculated here, are universal and process–independent. Using this approximation, the
heavy flavor Wilson coefficients are calculated for F cc¯2,L(x,Q2) to 2–loop order in [110,112,113]
and for F cc¯L (x,Q2) to 3–loop order in [114]. First steps towards the asymptotic 3–loop correc-
tions for F cc¯2 (x,Q2) are made by the present authors by calculating the O(ε) terms of the 2–loop
heavy operator matrix elements, [26, 115], contributing to the 3–loop heavy flavor Wilson coef-
ficients via renormalization. The logarithmic contributions in (m2/µ2) of the OMEs, as well as
all pole terms in 1/ε, are completely determined by renormalization, in this providing a check on
the calculation, and containing in the single pole terms the respective contributions of the 3-loop
anomalous dimensions. Furthermore, first steps towards a full 3–loop calculation of moments
of the heavy flavor Wilson coefficients were undertaken. Here, the moments N = 2...12 of the
NNLO non-singlet (NS) and pure-singlet (PS) contributions of the OMEs were calculated. In
addition, one obtains the corresponding contributions to the three–loop anomalous dimensions
given in [116, 117], cf. also [118], which are confirmed in an independent calculation.
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Fig. 11: The scaling violations of the light– and heavy–flavor contributions to the structure functions F light2 and F2,c
at leading order.
6.2 Renormalization
Our calculation is done in Mellin space. The diagrams are of the self energy type with an addi-
tional operator insertion, which widely determines the dynamics and introduces the dependence
on the Mellin variable N . The external particle is massless and on–shell. The scale is set by the
mass of the heavy quark. After calculating the bare heavy flavor OMEs in D = 4 + ε dimen-
sions and by using the Feynman–gauge, the renormalization is performed in four steps: We use
the on–shell scheme [119] for mass renormalization and the MS–scheme for the charge renor-
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malization.14 The remaining two types of divergences, the UV and collinear singularities, are
renormalized via the operator Z–factors and by mass factorization through the transition func-
tions Γ. Denoting the completely unrenormalized OMEs by a double–hat, ˆˆA, and those for which
mass and coupling renormalization have already been performed by a single hat, the operator
renormalization and mass factorization proceeds via
A = Z−1AˆΓ−1 , (26)
which constitutes a matrix equation in the singlet case. This equation allows us to predict the
pole-structure of the OMEs under consideration. The Z–factors read
Zij(N, as, ε) = δi,j + asSε
γij,0
ε
+ a2sS
2
ε
{
1
ε2
[
1
2
γim,0γmj,0 + β0γij,0
]
+
1
2ε
γij,1
}
+a3sS
3
ε
{
1
ε3
[
1
6
γin,0γnm,0γmj,0 + β0γim,0γmj,0 +
4
3
β20γij,0
]
+
1
ε2
[
1
6
(γim,1γmj,0 + 2γim,0γmj,1) +
2
3
(β0γij,1 + β1γij,0)
]
+
γij,2
3ε
}
.(27)
They are related to the anomalous dimensions of the twist–2 operators via γ = µ∂ lnZ(µ)/∂µ ,
allowing to express them in terms of the anomalous dimensions up to an arbitrary order in the
strong coupling constant as := αs/(4π) (cf. [115] up to O(a3s)). Additionally, we would have
Γ = Z−1, if all quark lines were massless, which, however, has to be modified here since we
always have at least one heavy quark line. From these equations, one can infer that for operator
renormalization and mass factorization at O(a3s), the anomalous dimensions up to NNLO, [116,
117], together with the 1–loop heavy OMEs up to O(ε2) and the 2–loop heavy OMEs up to O(ε)
are needed. The last two quantities enter since they multiply Z− and Γ–factors containing poles
in ε (cf. [115]).
To see this in more detail, let us consider as an example the term Agq,Q, which emerges for the
first time at O(a2s). By applying Eq. (26), one obtains at O(a2s) the renormalized OME
A
(2)
gq,Q=Aˆ
(2)
gq + Z
−1,(2)
gq +
(
Z−1,(1)gg + Aˆ
(1)
gg,Q
)
Γ−1,(1)gq .
Here, the term Aˆ(1)gg,Q, cf. [120], enters through mixing. Note that since we consider only terms
involving at least one heavy quark, we adopt the definition γˆ := γ(nf + 1) − γ(nf ) for the
anomalous dimensions in order to obtain the correct color projection. Now we can predict the
structure of the unrenormalized result to be
Aˆ
(2)
gq,Q =
(m2
µ2
)ε[2β0,Q
ε2
γ(0)gq +
γˆ
(1)
gq
2ε
+ a(2)gq,Q + εa
(2)
gq,Q
]
, (28)
where we see the LO and NLO anomalous dimensions and β0,Q = −(4/3)TF occurring in the
pole terms. The terms which are in general not predictable are the constant and O(ε)–terms,
14For the latter we make the requirement that the heavy quark loop contributions to the gluon self–energy,
Π(p2,m2), are renormalized in such a way that Π(0,m2) = 0, cf. [110, 112, 113, 115].
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which, however, enter the pole and constant terms of a 3–loop OME, as mentioned above. In
this particular case here, the calculation in Mellin–space in terms of Feynman–parameters is
straightforward, cf. [112, 113], and a representation in Euler–Γ functions can be obtained even
to all orders in ε, where we reproduced the pole terms of Eq. (28), [121]. As a last remark, note
that we consider charm quark contributions here, while for heavier quarks decoupling [122] has
to be applied.
6.3 O(ε) at 2–loops
The appearance of the constant and O(ε) terms in the renormalization process of the OMEs has
been worked out in some detail in Ref. [115], [123], where we presented the O(ε) terms a(2)Qg,
a
(2),NS
qq,Q and a
(2)PS
Qq in the unpolarized case. The term a
(2)
gg,Q was given in [26]. The last missing
2–loop O(ε) term corresponds to the heavy OME A(2)gq,Q, [107,121]. The corresponding constant
contribution was calculated before in Ref. [120]. It contributes through operator mixing to the
T 2F –term of A
(3),PS
Qq , which we consider in this paper.
Since we perform our calculation in Mellin space, all results are given in terms of harmonic
sums, [124,125], the argument of which we have set equal to N . Thus, the results of the constant
and O(ε)–terms of the above–mentioned A(2)gq,Q, for example, are given by:
a
(2)
gq,Q = TFCF
{
4
3
N2 +N + 2
(N − 1)N(N + 1)
(
S2 + S21 + 2ζ2
)
− 8
9
8N3 + 13N2 + 27N + 16
(N − 1)N(N + 1)2 S1
+
8
27
P1
(N − 1)N(N + 1)3
}
, (29)
a
(2)
gq,Q = TFCF
{
2
9
N2 +N + 2
(N − 1)N(N + 1)
(
−2S3 − 3S2S1 − S31 + 4ζ3 − 6ζ2S1
)
+
2
9
8N3 + 13N2 + 27N + 16
(N − 1)N(N + 1)2
(
2ζ2 + S2 + S21
)
− 4P1S1
27(N − 1)N(N + 1)3
+
4P2
81(N − 1)N(N + 1)4
}
, (30)
P1 = 43N4 + 105N3 + 224N2 + 230N + 86 .
P2 = 248N5 + 863N4 + 1927N3 + 2582N2 + 1820N + 496 .
The representation in Mellin–space allowed us to use various analytic and algebraic relations
between harmonic sums, [126–128], to obtain a more compact result. Together with the result
of Eq. (30), all 2–loop O(ε) terms of the heavy OMEs in the unpolarized case are known by
now. A corresponding calculation has been performed for the polarized case up to O(ε) [107]
extending the results of Ref. [106]. The contributions to the structure function g2(x,Q2) can be
obtained using Wandzura-Wilczek relations, cf. [129, 130]. For the respective formulae we refer
to the original paper.
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6.4 Fixed moments at 3–loops
We start by calculating the diagrams for fixed even values of Mellin N . At this order, new
operator vertices appear with three and four gluonic lines, for which the Feynman–rules had not
yet been derived before. The necessary 3–loop diagrams are generated using QGRAF [131]
and are genuinely given as tensor integrals due to the operators contracted with the light–cone
vector ∆, ∆2 = 0. The calculation proceeds in the following steps: first, the contraction with
the light–cone vector is made undone, which leaves tensor integrals for each diagram. For each
value of Mellin N under consideration, one then constructs a projector, which, applied to the
tensor integrals, projects onto the desired N . We consider N = 2, ..., 12. The color factors of
the diagrams are calculated using [132]. A generalization to higher moments is straightforward,
however, the computing time increases rapidly. The diagrams are then translated into a form,
which is suitable for the program MATAD [133], doing the expansion in ε for the corresponding
massive three–loop tadpole–type diagrams. We have implemented all these steps into a FORM–
program, cf. [134], and tested it against various two–loop results, including the result for Aˆ(2)gq,Q,
Eq. (28), and found agreement.
The first 3–loop objects we are investigating are the OMEs ANSqq,Q, cf. [121], and APSQq. All
diagrams contain two inner quark loops, where the quark to which the operator insertion couples
is heavy and the other one may be heavy or light. The latter two cases can be distinguished by a
factor nf , denoting the number of light flavors, in the result. From Eq. (26), we can obtain the
pole structure of the the T 2F terms of the completely unrenormalized PS OME:
ˆˆ
A
(3),PS
Qq
∣∣∣∣∣
T 2F
=
(m2
µ2
)3ε/2{
2
nf + 4
3ε3
β0,Qγˆ
(0)
qg γ
(0)
gq +
1
ε2
(2− nf
6
γˆ(0)qg γˆ
(1)
gq − (nf + 1)
4
3
β0,Qγˆ
(1)
PS
)
+
1
ε
(nf + 1
3
γˆ
(2)
PS − 4(nf + 1)β0,Qa(2),PSQq − nf
ζ2β0,Q
4
γˆ(0)qg γ
(0)
gq + γˆ
(0)
qg a
(2)
gq,Q
)
+ a(3),PSQq
∣∣∣∣∣
T 2F
}
.(31)
The nf dependence is written explicitly and γˆ
(2)
PS is the term ∝ n2f of the NNLO anomalous
dimension γ(2)PS . It is not possible to factor out (nf + 1), not even in the triple pole term. This
is due to the interplay of the prescription for coupling constant renormalization we have adopted
and the fact that the transition functions Γ apply to sub–graphs containing massless lines only.
We have calculated the above term using MATAD for N = 2, ..., 12 and all pole terms agree with
Eq. (31). Detailed Tables of these results can be found in [121] and a further upcoming paper.
Using Eqs. (29,31), one can obtain moments for the 3–loop anomalous dimension γ(2)PS |T 2F , see
also [121] and a corresponding paper in preparation. These latter results agree with the results
from [117]. Here one has to make the replacement nf → nf (2TF ), with TF = 1/2, and
to multiply by 2, to account for the different convention for the Z–factors we adopted. As an
example consider the renormalized result for the second moment. Applying Eq. (26), we obtain
A
(3),PS
Qq
∣∣∣∣∣
N=2,T 2F
= CFT 2F
{
−128
81
ln3
(m2
µ2
)
− 32
27
ln2
(m2
µ2
)
− 5344
243
ln
(m2
µ2
)
+
53144
2187
−3584
81
ζ3 + nf
(
−128
81
ln3
(m2
µ2
)
+
32
27
ln2
(m2
µ2
)
− 5104
243
ln
(m2
µ2
)
− 34312
2187
+
1024
81
ζ3
)}
.(32)
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As in Eq. (32), we observe for all moments in the NS and PS case that the terms ∝ ζ2 disappear
after renormalization, since the corresponding terms in the light flavor Wilson coefficients do
not contain even ζ-values. This provides us with a further check on our calculation, since it is a
general observation made in many D = 4 calculations.
For the T 2F –terms of the heavy OME A
(3),NS
qq,Q , a formula similar to Eq. (31) can be de-
rived, cf. [121]. Using again MATAD, we have calculated the first 6 non-vanishing moments
of the completely unrenormalized expression. The pole terms we obtain agree with what one
expects from Eq. (26) and after renormalization, we again observe that there are no ζ2’s left
anymore. Additionally, the values for the moments of the terms ∝ TF in γ(2)NS agree with those
in Refs. [116–118].
6.5 Conclusions and outlook
All O(ε) contributions to the unpolarized and most of the polarized heavy quark OMEs for gen-
eral Mellin variable N at O(a2s) were calculated which are needed for the renormalization at
O(a3s). This part of the calculation makes significant use of the representation of Feynman–
integrals in terms of generalized hypergeometric and related functions, omitting the integration-
by-parts method. The solution of the sums beyond those which could be performed by summer
[125], required new techniques and were solved using SIGMA [135]. Concerning the structure
of the result, we find the universal pattern as observed in case of the massless 2-loop Wilson
coefficients and related quantities in terms of harmonic sums [126, 127, 136–138]. Furthermore,
we installed a program chain to calculate the corresponding 3–loop diagrams to O(a3s) using
MATAD. As a first step, we obtained the moments of the heavy OMEs Aˆ(3),NSqq,Q and Aˆ
(3),PS
Qq , for
which we found agreement with the general pole structure expected from renormalization. This
provides us with a good check on the method we apply for our calculation. For the calculation of
high moments we will apply TFORM, [139], in the future. In the same way all other contributions
to the heavy quark OMEs will be calculated.
Acknowledgments. We would like to thank M. Steinhauser and J. Vermaseren for useful dis-
cussions and M. Steinhauser for a FORM 3.0 compatible form of the code MATAD.
7 Heavy quark and quarkonium production in the Regge limit of QCD
Author: V. Saleev
We study production of hadrons containing charm and beauty quarks at HERA and Teva-
tron Colliders in the framework of the quasi-multi-Regge-kinematics approach at leading order
in the strong-coupling constant αs. To describe heavy quark hadronization we use the frag-
mentation approach in case of D− and B−meson production, or the factorization formalism of
nonrelativistic QCD at leading order in the relative velocity v of heavy quarks in quarkonia in
case of heavy quarkonium production.
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7.1 Theoretical basis
Heavy quark and quarkonium production at high energies has provided a useful laboratory for
testing the perturbative quantum chromodynamics (pQCD) as well as the interplay of perturbative
and nonperturbative phenomena in QCD. Also these studies are our potential for the observation
of a new dynamical regime, namely the high-energy Regge limit, which is characterized by the
following condition
√
S ≫ µ ≫ ΛQCD, where
√
S is the total collision energy in the center of
mass reference frame, ΛQCD is the asymptotic scale parameter of QCD, µ is the typical energy
scale of a hard interaction.
The phenomenology of strong interactions at high energies exhibits a dominant role of
gluon interactions in heavy quark and quarkonium production. In the conventional parton model
[140], the initial-state gluon dynamics is controlled by the Dokshitzer-Gribov-Lipatov-Altarelli-
Parisi (DGLAP) evolution equations [141], in which it is assumed that S > µ2 ≫ Λ2QCD. Thus,
the DGLAP evolution equation takes into account only one large logarithm, namely ln(µ/ΛQCD)
and the collinear approximation is used, in which the transverse momenta of the initial gluons
(kT ) are neglected.
In the Regge limit the summation of large logarithms ln(
√
S/µ) in the evolution equa-
tion can then be more important than the one of the ln(µ/ΛQCD) terms. In this case, the non-
collinear gluon dynamics is described by the Balitsky-Fadin-Kuraev-Lipatov (BFKL) evolution
equation [142]. In the region under consideration, the transverse momenta of the incoming gluons
and their off-shell properties can no longer be neglected, and we deal with Reggeized gluons. As
the theoretical framework for this kind of high-energy phenomenology, the quasi-multi-Regge-
kinematics (QMRK) approach [143], which is based on the effective quantum field theory im-
plemented with the non-abelian gauge-invariant action [144], can be used. The Reggeization of
particles or amplitudes is the well-known effect for electrons in high-energy quantum electro-
dynamics (QED) [145] and for gluons and quarks in QCD [142, 146]. Roughly speaking, the
Reggeization is a trick, which gives an opportunity to take into account efficiently large radiative
corrections to the processes under Regge limit condition beyond the collinear approximation.
The main ingredients of the QMRK approach are the effective vertices of Reggeon-Reggeon-
Particle (RRP) or Reggeon-Particle-Particle (RPP) interactions, which can be obtained from the
effective action [144].
The factorization formalism of nonrelativistic QCD (NRQCD) [147] is a theoretical frame-
work for the description of heavy-quarkonium production and decay. The factorization hypoth-
esis of NRQCD assumes the separation of the effects of long and short distances in heavy-
quarkonium production. NRQCD is organized as a perturbative expansion in two small parame-
ters, the strong-coupling constant αs and the relative velocity v of heavy quarks in quarkonium.
The studies of the open heavy-flavour production at high energies show that in calculations
the precise implementation of the effect of heavy quark fragmentation is needed to describe
data [45–47, 148]. The approach used here applies the universal fragmentation functions (FFs)
[45–47], which satisfy DGLAP evolution equations and are fitted to e+e− annihilation data for
the open heavy-flavour production from CERN LEP1.
Both models, the NRQCD and the fragmentation approach, don’t depend on the choice of
high-energy factorization scheme and they can be used in calculations both in the conventional
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collinear parton model and in the QMRK approach.
7.2 Charmonium production at Tevatron and HERA
During the last decade, the CDF Collaboration at the Tevatron [149, 150] collected data on char-
monium production at the energies
√
S = 1.8 TeV (run I) and √S = 1.96 TeV (run II) in the
central region of pseudorapidity |η| < 0.6. In contrast to previous analysis in the collinear parton
model [151] or the kT -factorization approach [152–154], we perform a joint fit to the run-I and
run-II CDF data [149,150] to obtain the color-octet nonperturbative matrix elements (NMEs) for
J/ψ, χcJ , and ψ′ mesons. The run-II data include region of small J/ψ transverse momentum,
which can’t be described principally in the collinear parton model, but this region is important
for fit procedure. Our calculations [155, 156] are based on exact analytical expressions for the
relevant Reggeized amplitudes, which were previously unknown in the literature (R + R → H ,
R + R → H + g, and R + P → H , where H is qq¯−pair in the fixed quantum state, R is the
Reggeized gluon). Our fits include five experimental data sets, which come as pT distributions
of J/ψ mesons from direct production, prompt production, χcJ decays, and ψ′ decays in run I,
and from prompt production in run II. In the Table I of Ref. [155, 156], we present out fit results
for the relevant color-octet NMEs for three different choices of unintegrated gluon distribution
function, namely JB [157], JS [158], and KMR [159]. Our fits to the Tevatron data turned out
to be satisfactory, except for the one to the χcJ sample based on the JB gluon density in the
proton, where the fit result significantly exceeded the measured cross section in the small-pT
region, as it is shown in Figs. 4-5 of Ref. [155, 156]. We see also that color-octet contribution in
case of χcJ production is being quite unimportant. Considering the color-octet NMEs relevant
for the J/ψ, ψ′ and χcJ production mechanisms, we can formulate the following heuristic rule
for favored transitions from color-octet to color-singlet states: ∆L ≃ 0 and ∆S ≃ 0; i.e., these
transitions are doubly chromoelectric and preserve the orbital angular momentum and the spin of
the heavy-quark bound state.
At HERA, the cross section of prompt J/ψ production was measured in a wide range of the
kinematic variables both in photoproduction [160], at small values of photon virtuality Q2, and
deep-inelastic scattering (DIS) [161], at large values ofQ2. In the Figs. 6-9 of Ref. [155,156], our
NRQCD predictions in the high-energy factorization approach, evaluated with the NMEs from
Table 1 of Ref. [155, 156], are compared with the HERA data [160, 161]. In this regime, where
the contribution of 2→ 1 subprocesses is suppressed, the LO NRQCD predictions in the QMRK
approach are mainly due to the color-singlet channels and are therefore fairly independent of the
color-octet NMEs. Thus, our results agree well with the data and with the previous calculations
in the color singlet model (CSM) [162], up to minor differences in the choice of the color-singlet
NMEs and the c-quark mass. Let us note that first theoretical prediction for J/ψ photoproduction
in the CSM and the kT−factorization scheme has been done 15 yeas ago in Ref. [163].
7.3 Bottomonium production at the Tevatron
The CDF Collaboration measured the pT distributions of Υ(1S), Υ(2S), and Υ(3S) mesons in
the central region of rapidity (y), |y| < 0.4, at√S = 1.8 TeV (run I) [164] and that of the Υ(1S)
meson in the rapidity regions |y| < 0.6, 0.6 < |y| < 1.2, and 1.2 < |y| < 1.8 at√S = 1.96 TeV
(run II) [165]. In both cases, the S-wave bottomonia were produced promptly, i.e., directly or
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via non-forbidden decays of higher-lying S- and P -wave bottomonium states, including cascade
transitions such as Υ(3S)→ χb1(2P )→ Υ(1S).
In contrast to previous analysis in the collinear parton model [166], we perform a joint fit
to the CDF data from run I [164] and run II [165] for all pT values, including the small-pT region.
Comparing the color-singlet and color-octet contributions, we observe that the latter is dominant
in the Υ(3S) case and in the Υ(2S) case for pT ≥ 13 GeV, while it is of minor importance in
the Υ(1S) case in the whole pT range considered. The fits based on the KMR, JB, and JS gluons
turned out to be excellent, fair, and poor, respectively. They yielded small to vanishing values
for the color-octet NMEs, see Table II of Ref. [167], especially when the estimated feed-down
contributions from the as-yet unobserved χbJ(3P ) states were included. The presented analysis
in Ref. [167], together with the investigation of charmonium production [155, 156], suggest that
the color-octet NMEs of bottomonium are more strongly suppressed than those of charmonium
as expected from the velocity scaling rules of NRQCD.
Using obtained NMEs for bottomonium and charmonium states we have done predic-
tions for the LHC Collider at the energy
√
S = 14 TeV, which are presented in Figs. 14-17 of
Ref. [168].
7.4 Open heavy-flavour production at HERA and Tevatron
At HERA D−meson production has been studied both in the photo-production processes and in
the deep inelastic scattering (DIS) processes. The data are presented by H1 and ZEUS Collabora-
tions for different spectra, see Refs. [169, 170]. The lowest order in αs processes of heavy quark
photoproduction or electroproduction in the QMRK approach in the massive c−quark scheme
are the following: γ(γ⋆) + R → c + c¯ – direct production and Rγ + R → c + c¯ – resolved
production, where R is the Reggeized gluon from a proton or Rγ is the one from a photon.
We find approximate agreement of our results with data from HERA for pT spectra of
D⋆−meson production, the pseudo-rapidity spectra are described well only at the large pT ≥ 6
GeV, see Figs. 3-6 in Ref. [171]. These conclusions are true both for photoproduction and for
D⋆ production in DIS.
Recently the CDF Collaboration measured the differential cross sections dσ/dpT for the
inclusive production of D0, D+, D⋆+, and D+s mesons [172] in pp¯ collisions at the Fermilab
Tevatron (run I and run II) as functions of transverse momentum (pT ) in the central rapidity
(y) region. At the LO QMRK approach the parton subprocesses for heavy quark production in
hadron collisions are: R + R → c + c¯ and Q + Q¯ → c + c¯, where Q is the Reggeized quark
in a proton. The squared matrix elements of all above mentioned processes, excluding last one
with Reggeized initial quarks, are known in the literature [143,173,174]. The contribution of the
subprocess Q+ Q¯→ c+ c¯ is studied for the first time [175].
In the paper [176], we explored the usefulness of the quark-Reggeization hypothesis in the
framework of the QMRK approach by studying several observables of inclusive charm produc-
tion at LO, namely the charm structure function F2,c of the proton measured at HERA as well
as the one-particle-inclusive cross sections of D∗± and D±s photoproduction in ep collisions at
HERA and of D0, D±, D∗±, and D±s hadroproduction in pp collisions at the Tevatron Collider.
In all three cases, we found satisfactory agreement between our default predictions and the ex-
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perimental data, which is quite encouraging in view of the simplicity of our LO expressions for
the partonic cross sections. By contrast, in the collinear parton model of QCD, the inclusion of
NLO corrections is necessary to achieve such a degree of agreement. We thus recover the notion
that the QMRK approach is a powerful tool for the theoretical description of QCD processes in
the high-energy limit and automatically accommodates an important class of corrections that lie
beyond the reach of the collinear parton model at LO.
The first theoretical prediction for the beauty production at Tevatron [177] based on high-
energy factorization scheme and Reggeon-Reggeon effective vertices [143] for the process R +
R → b + b¯ has been done in Ref. [178]. It was shown that both pT−spectra and total cross
section of B−mesons can be described well with KMS unintegrated gluon distribution function
[179]. We performed these calculations with KMR [159] unintegrated distribution functions and
Peterson b−quark fragmentation function [180], and have found good agreement with data too.
Thus, in case of b−quark production, contrary to c−quark production, theoretical description of
data both for B−mesons and for bottomonia looks well grounded and more simple. The c−quark
mass is not large enough and nonperturbative effects in the hadronization of c−quarks need more
careful description.
7.5 Conclusions
Our results show that the QMRK approach is a very powerful tool in the high-energy phe-
nomenology of heavy quark and quarkonium production. Of course, there is a number of non-
solved problems yet, such as the correct description of J/ψ polarization [181] and an estimation
of NLO corrections for relevant processes. At the LHC Collider the conditions of application of
the QMRK approach for heavy quark production will be satisfied with higher accuracy, therefore
we see many future applications of this approach in a new kinematic regime.
The author thanks B. Kniehl, D. Vasin and A. Shipilova for cooperation in study of pre-
sented results. We thank also L. Lipatov, M. Ryskin, G. Kramer, H. Spiesberger and O. Teryaev
for useful discussions.
8 Upsilonium polarization as a touchstone in understanding the parton dynamics in QCD
Authors: S. Baranov and N. Zotov
Nowadays, the production of heavy quarkonium states at high energies is under intense
theoretical and experimental study [182, 183]. The production mechanism involves the physics
of both short and long distances, and so, appeals to both perturbative and nonperturbative meth-
ods of QCD. This feature gives rise to two competing theoretical approaches known in the lit-
erature as the color-singlet and color-octet models. According to the color-singlet approach, the
formation of a colorless final state takes place already at the level of the hard partonic subprocess
(which includes the emission of hard gluons when necessary). In the color-octet model, also
known as nonrelativistic QCD (NRQCD), the formation of a meson starts from a color-octet QQ¯
pair and proceeds via the emission of soft nonperturbative gluons.
Originally, the color-octet model was introduced to overcome the discrepancy between the
large J/ψ production cross section measured in pp interactions at the Tevatron and the results
of theoretical calculations based on the standard perturbative QCD. The problem was apparently
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solved by attributing the discrepancy to the hypothetical contributions from the intermediate
color-octet states, which must obey certain hierarchy in powers of the relative velicity of the
quarks in a bound system. However, the numerical estimates of these contributions extracted
from the analysis of Tevatron data are at odds with the HERA data, especially as far as the in-
elasticity parameter z = Eψ/Eγ is concerned [184]. In the kt-factorization approach, the values
of the color-octet contributions obtained as fits of the Tevatron data appear to be substantially
smaller than the ones in the collinear scheme, or even can be neglected at all [153,155,185,186].
The first attempts to solve the quarkonium polarization problem within the kt-factorization
approach were made in the pioneering work [187] (see also [188]) for ep collisions and in
Refs. [154, 185] for pp collisions. It was emphasised that the off-shellness of the initial glu-
ons, the intrinsic feature of the kt-factorization approach, has an immediate consequence in the
longitudinal polarization of the final state J/ψ mesons.
The goal of this paper is to derive theoretical predictions on the polarization of Υ mesons
produced at the Fermilab Tevatron and CERN LHC. In the kt-factorization approach, the cross
section of a physical process is calculated as a convolution of the partonic cross section σˆ and the
unintegrated parton distribustion Fg(x, k2T , µ2), which depend on both the longitudinal momen-
tum fraction x and transverse momentum kT :
σpp =
∫
Fg(x1, k21T , µ2)Fg(x2, k22T , µ2) σˆgg(x1, x2, k21T , k22T , ...) dx1 dx2 dk21T dk22T . (33)
In accordance with [173, 189–191], the off-shell gluon spin density matrix is taken in the form
ǫµg ǫ∗νg = p
µ
pp
ν
px
2
g/|kT |2 = kµTkνT /|kT |2. (34)
In all other respects, our calculations follow the standard Feynman rules.
In order to estimate the degree of theoretical uncertainty connected with the choice of
unintegrated gluon density, we use two different parametrizations, which are known to show the
largest difference with each other, namely, the ones proposed in Refs. [189,191] and [192]. In the
first case [189], the unintegrated gluon density is derived from the ordinary (collinear) density
G(x, µ2) by differentiating it with respect to µ2 and setting µ2 = k2T . Here we use the LO
GRV set [193] as the input colinear density. In the following, this will be referred to as dGRV
parametrisation. The other unintegrated gluon density [192] is obtained as a solution of leading
order BFKL equation [191] in the double-logarithm approximation. Technically, it is calculated
as the convolution of the ordinary gluon density with some universal weight factor. This will be
referred to as JB parametrisation.
The production of Υ mesons in pp collisions can proceed via either direct gluon-gluon
fusion or the production of P -wave states χb followed by their radiative decays χb→Υ+γ. The
direct mechanism corresponds to the partonic subprocess g + g → Υ + g which includes the
emission of an additional hard gluon in the final state. The production of P -wave mesons is
given by g+ g → χb, and there is no emission of any additional gluons. All the other parameters
are the same as in our previous paper [194].
The polarization state of a vector meson is characterized by the spin alignment parameter α
which is defined as a function of any kinematic variable as α(P) = (dσ/dP−3dσL/dP)/(dσ/dP+
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dσL/dP), where σ is the reaction cross section and σL is the part of cross section correspond-
ing to mesons with longitudinal polarization (zero helicity state). The limiting values α = 1
and α = −1 refer to the totally transverse and totally longitudinal polarizations. We will be
interested in the behavior of α as a function of the Υ transverse momentum: P ≡ |pT |. The
experimental definition of α is based on measuring the angular distributions of the decay lep-
tons dΓ(Υ→µ+µ−)/d cos θ ∼ 1 + α cos2 θ, where θ is the polar angle of the final state muon
measured in the decaying meson rest frame.
The results of our calculations for the kinematic conditions of the Tevatron and LHC are
displayed in Fig. 12. In both cases, the integration limits over rapidity were adjusted to the exper-
imental acceptances of CDF (|yΥ| < 0.6) at the Tevatron and ATLAS (|yΥ| < 2.5) at the LHC.
The upper panels show the predicted transverse momentum distributions. Separately shown are
the contributions from the direct (dashed lines) and P -wave decay (dotted lines) mechanisms.
Fig. 12: Predictions on the production of Υ mesons at the Tevatron (left panel) and LHC (right panel). Thick lines,
JB parametrization; thin lines, dGRV parametrization. (a) Transverse momentum distribution. (b) Spin alignment
parameter α for the direct contribution. (c) Spin alignment parameter α with feed-down from χb decays taken into
account. Dotted lines, the quark spin conservation hypothesis; dash-dotted lines, the full depolarization hypothesis.
As far as the decays of P -wave states are concerned, nothing is known on the polarisation
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properties of these decays. If we assume that the quark spin is conserved in radiative transitions,
and the emission of a photon only changes the quark orbital momentum (as it is known to be true
in the electric dipole transitions in atomic physics, ∆S = 0, ∆L = ±1), then the predictions on α
appear to be similar to those made for the direct channel (lower panels in Fig. 12, dotted curves).
If, on the contrary, we assume that the the transition χb→Υ+γ leads to complete depolarization,
then we arrive at a more moderate behavior of the parameter α (dash-dotted curves in Fig. 12).
D , Run 2 Preliminary, 1.3 fb
—1
Fig. 13: Spin alignment parameter α at the Tevatron. Solid curve, quark spin conservation hypothesis; dash-dotted
curves, full depolarization hypothesis; yellow band, NRQCD predictions. Green and black points, D0 Run 1 and Run
2 experimental data.
The preliminary results on the J/ψ polarization at the Tevatron obtained by the collab-
orations E537 [195] and CDF [196] point to logitudinal polarization with the average value of
spin alignment parameter α ≈ −0.2 over the whole range of J/ψ transverse momentum pT .
In Fig. 13 our results [194] are compared with the preliminary data on the spin alignment of Υ
mesons obtained by the D0 collaboration [197].
A state with purely direct production mechanism in the bottomonium family is the Υ(3S)
meson. The calculations presented here are also valid for this state, except the lower total cross
section (by an approximate factor of 1/3) because of the correspondingly lower value of the wave
function
At the LHC energies, the theoretical predictions possess less sensitivity to the choice of
unintegrated gluon distributions. The purest probe is provided by the polarization of Υ(3S)
mesons.
9 Bc and double heavy baryon production and decays
Author: A. Likhoded
Bc-meson is the heaviest of the stable under strong interaction mesons. Because of its
unique properties the study of its production and decay processes can be used to check current
models of quark dynamics.
There are 16 narrow
(
b¯c
)
states below the threshold of B¯D-pair production. In contrast to
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(cc¯) and
(
bb¯
)
systems there are no strong annihilation chanel for (bc¯)-mesons, so excited states
can decay only to the ground states with the emission of photons and π-mesons.
Experimental value for ground state mass is MBc = 6276.6 ± 4± 2.7 MeV/c2 was mea-
sured recently by CDF collaboration in exclusive decay Bc → J/ψπ [198]. It is in good agree-
ment with theoretical predictions [199] within experimental and theoretical errors. Semilep-
tonic decay mode was used recently by D0 and CDF collaborations to measure Bc-meson life-
time [200]
τBc = 0.448
+0.123
−0.096 ± 0.121 ps.
This value is in good agreement with theoretical calculations based on operator product expan-
sion (OPE), potential models and QCD sum rules [201]. This lifetime is caused mainly by decays
of c-quark (70%), while contribution of b-quark decays and weak annihilation are 20% and 10%,
respectively. It should be noted, that observed by D0 and CDF collaboration decay modes are
connected with b-quark decays.
Since both constituent quarks in Bc are heavy, one can use perturbative QCD for calcula-
tion of Bc production cross section. The only nonperturbative parameter on this cross section,
the value of Bc wave function at the origin, can be obtained using potential models. In this point
Bc-meson production differs dramatically from production of B- and D-mesons.
In e+e− annihilation theory predicts usual pattern of b-quark fragmentation b→ Bc +X,
with calculable fragmentation functions. In γγ → Bc +X, γg → Bc +X and gg → Bc +X
processes, on the other hand, there is strong violation of fragmentation picture for large enough
transverse momentum. The factorization formula
dσ
dpT
=
∫
dσˆ
(
µ, gg → bb¯)
dkT
∣∣∣∣∣
kT=pT /x
Db→Bc+X(x, µ)
dx
x
is valid only for very large values (pT & 40 GeV). As a result, to describe experimentally interest-
ing values of Bc transverse momentum in these processes one needs to calculate total amplitude
sets: 20 amplitudes for γγ-, 24 for γg- and 36 for gg-subprocesses [202].
A rough estimate of total contribution to Bc production cross section (including feed-down
from excited states) gives the value of order 10−3 of the cross section of B-meson production.
CDF and D0 collaborations give their results on Bc production cross section (σBc) in the form of
the ratio over the cross section of B-meson production (σB):
Re =
σBcBr (Bc → J/ψe+νe)
σBBr (Bc → J/ψK±) = 0.282 ± 0.0038 ± 0.074
in the kinematical region mT (B) > 4.0 GeV and |y(B)| < 1.0. Similar result for Bc →
J/ψµ±νµ decay is
Rµ = 0.249 ± 0.045+0.107−0.076.
We believe that these results contradict theoretical estimates. Using known branching
fractions Br (B → J/ψK±) ≃ 1 · 10−3 and Br (Bc → J/ψe±νe) ≃ 2 · 10−3 one can see, that
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Mode BR, %
B+c → ηce+ν 0.75
B+c → ηcτ+ν 0.23
B+c → η′ce+ν 0.041
B+c → η′cτ+ν 0.0034
B+c → J/ψe+ν 1.9
B+c → J/ψτ+ν 0.48
B+c → ψ′e+ν 0.132
B+c → ψ′τ+ν 0.011
B+c → D0e+ν 0.004
B+c → D0τ+ν 0.002
B+c → D∗0e+ν 0.018
B+c → D∗0τ+ν 0.008
B+c → B0se+ν 4.03
B+c → B∗0s e+ν 5.06
B+c → B0e+ν 0.34
B+c → B∗0e+ν 0.58
B+c → ηcπ+ 0.20
B+c → ηcρ+ 0.42
B+c → J/ψπ+ 0.13
B+c → J/ψρ+ 0.40
B+c → ηcK+ 0.013
B+c → ηcK∗+ 0.020
Mode BR, %
B+c → J/ψK+ 0.011
Bc → J/ψK∗+ 0.022
B+c → D+D¯0 0.0053
B+c → D+D¯∗0 0.0075
B+c → D∗+D¯0 0.0049
B+c → D∗+D¯∗0 0.033
B+c → D+s D¯0 0.00048
B+c → D+s D¯∗0 0.00071
B+c → D∗+s D¯0 0.00045
B+c → D∗+s D¯∗0 0.0026
B+c → ηcD+s 0.86
B+c → ηcD∗+s 0.26
B+c → J/ψD+s 0.17
B+c → J/ψD∗+s 1.97
B+c → ηcD+ 0.032
B+c → ηcD∗+ 0.010
B+c → J/ψD+ 0.009
B+c → J/ψD∗+ 0.074
B+c → B0sπ+ 16.4
B+c → B0sρ+ 7.2
B+c → B∗0s π+ 6.5
B+c → B∗0s ρ+ 20.2
Mode BR, %
B+c → B0sK+ 1.06
B+c → B∗0s K+ 0.37
B+c → B0sK∗+ –
B+c → B∗0s K∗+ –
B+c → B0π+ 1.06
B+c → B0ρ+ 0.96
B+c → B∗0π+ 0.95
B+c → B∗0ρ+ 2.57
B+c → B0K+ 0.07
B+c → B0K∗+ 0.015
B+c → B∗0K+ 0.055
B+c → B∗0K∗+ 0.058
B+c → B+K0 1.98
B+c → B+K∗0 0.43
B+c → B∗+K0 1.60
B+c → B∗+K∗0 1.67
B+c → B+π0 0.037
B+c → B+ρ0 0.034
B+c → B∗+π0 0.033
B+c → B∗+ρ0 0.09
B+c → τ+ντ 1.6
B+c → cs¯ 4.9
Table 1: Branching fractions of exclusive Bc decay modes [203]
in this kinematical region the ratio
σ(Bc)
σ(B)
= Re
Br(B → J/ψK±)Br(b→ B±)
Br(Bc → J/ψe±νe) =
0.282 · 10−3 · 0.5
2 · 10−2 = 0.7 · 10
−2,
that is about an order of magnitude higher than theoretical estimates.
Using CTEQ5L gluon distribution functions and perturbative calculation of gg → Bc+X,
we obtained about 0.8 µb forBc-meson production cross section at LHC. It includes contributions
from 1S0 (0.19 µb), 1S1 (0.47 µb), 2S0 (0.05 µb) and 2S1 (0.11 µb) states. After summing over
all spin states we can see, that the whole contribution of P -wave levels is equal to 7% of S-state
cross section.
At LHC with luminocity L = 1034cm2s−1 and √s = 14 TeV one can expect 4.5 · 1010
B+c events per year. As it is clear from Table 1, branching fractions of main semileptonic and
hadronic decay modes are large enough for reliable observation of Bc meson.
10 Testing time-reversal and CP symmetry with Λb decays
Author: Z. J. Ajaltouni
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10.1 Introduction
Time-reversal (TR) is a fundamental symmetry in many branches of Physics, principally nuclear
and particle Physics. Testing its validity or, conversely, searching for its violation, is an important
task similar to CP symmetry violation. Few years ago, important experimental results showing
clear evidence for TR violaton in K0 − K¯0 oscillations have been claimed both by CP-LEAR
and K-TeV experiments [204]. Then, this research has been extended to the B−meson system
by BaBar and Belle collaborations.
Another source of TR violation could be looked for in particular decays of hyperons, as suggested
by R. Gatto after the discovery of parity violation in β decay [205]. If we replace the s-quark
belonging to an hyperon by a b-quark, analogous tests can be performed with beauty baryons,
like Λb, Σb, etc. With the advent of the LHC, it is expected that 10% of the bb¯ pairs produced
in proton-proton collisions at
√
s = 14 TeV will hadronize into beauty baryons Bb, and approxi-
mately 90% of the Bb will be dominated by Λb or Λ¯b. In the framework of the LHCb experiment
whose average luminosity will be L = 2× 1032cm−2s−1 , roughly 1011 beauty baryons will be
produced each year.
10.2 Features of Time-Reversal
TR operator changes the sign of momentum ~p and spin ~s of any particle and leaves its coordinates
~r invariant. Any triple product (~vi × ~vj) · ~vk with ~vi,j,k = ~p or ~s will be odd under TR; a non-
vanishing value of this observable being a sign of TR violation (TRV). However, an inevitable
physical process as strong Final State Interactions (FSI) appears when examining hadronic de-
cays. FSI modify particle wave-functions and generate an additional phase-shift, δS , to the decay
amplitude; the existence of the phase δS could simulate a T -odd effect. Being aware of this issue,
we developed a phenomenological model describing the decay Λb → ΛV (1−) and used it in our
search for TRV supposing that FSI are negligible. Thus a non-vanishing T -odd observable will
be considered as a serious sign of TRV. In the following, emphasis will be put on TR processes
and, because of the delicate problem of CP study in Λb− Λ¯b system, only a recent reference will
be mentioned [206].
10.3 Kinematics and Dynamics of Λb → ΛV (1−) Decays
Different observables can be constructed in order to test TR; the main one being the polarization-
vectors of the intermediate resonances coming fromΛb decays like Λ(1/2+) and V = ρ0, ω, J/ψ ,
the vector-meson V being mainly the J/ψ decaying into µ−µ+. A rigorous study of these decays
requires the helicity formalism of Jacob-Wick-Jackson which includes the Λb initial polarization
expressed by its polarization density-matrix (PDM) [207]. Full calculations permit to deduce the
Λ angular distributions in an appropriate Λb rest-frame. It is given by: dσdΩ = 1+ α
Λb
As
~PΛb · pˆ ,
where αΛbAs is the decay asymmetry parameter of the Λb resonance, ~PΛb is its polarization-vector
and pˆ is the unit-vector parallel to Λ momentum.
A special dynamical model has been performed in order to compute the decay amplitude [208]. It
is divided into two main parts : (i) In the framework of the factorization hypothesis, the Operator
Product Expansion (OPE) techniques are used in order to evaluate both the soft (non-perturbative)
contributions and the hard (perturbative) ones to the hadronic matrix element; the color number
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Nc is left free. (ii) The form-factors arising in the matrix element are computed by means of
the Heavy Quark Effective Theory (HQET) and corrections of order O(1/mb) are performed.
Finally, both tree and penguin diagrams have been taken into account in our model.
10.4 Main Physical Results
• In order to test the model, the branching ratio BR(Λb → ΛJ/ψ) and other ones are computed
according to the effective color number, N effc , and compared to the experimental data.
N effc 2 2.5 3 3.5
ΛJ/ψ 8.95 × 10−4 2.79 × 10−4 0.62 × 10−4 0.03 × 10−4
Λρ0 1.62 × 10−7 1.89 × 10−7 2.2× 10−7 2.4× 10−7
Λω 22.3 × 10−7 4.75 × 10−7 0.2× 10−7 0.64 × 10−7
Table 2: Branching ratio, BR, for Λb → ΛJ/Ψ,Λb → Λρ0 and Λb → Λω.
The experimental value, BR(Λb → ΛJ/ψ) = (4.7 ± 2.1 ± 1.9) × 10−4 (PDG 2006), favours
the range of values 2.0 ≤ N effc ≤ 3.0.
• Other essential parameters like Λb asymmetry, Λ polarization and its non-diagonal matrix ele-
ment, and the probability of longitudinal polarization for each vector meson can also be obtained :
Parameter Λρ0 − ω ΛJ/ψ
αΛbAS 0.194 0.490
PΛ -0.21 -0.17
ρΛ+− 0.31 0.25
ρV00 0.79 0.66
10.5 Direct Test of Time-Reversal
Special Angles :
We define ~nΛ and ~nV respectively as the unit normal vetors to Λ and V decay planes in the Λb
rest-frame, ~eZ being the quantization axis.
~nΛ =
~pp × ~pπ
|~pp × ~pπ| , ~nV =
~pl+ × ~pl−
|~pl+ × ~pl− |
, or ~nV =
~ph+ × ~ph−
|~ph+ × ~ph−|
Those vectors are even under TR. But the cosine and the sine of their azimutal angles defined
by :
~ui =
~eZ × ~ni
| ~eZ × ~ni| , cosφ(ni) = ~eY · ~ui , sinφ(ni) = ~eZ · (~eY × ~ui) ,
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with φ(ni) = φ~nΛ , φ~nV are both odd under TR. Their distributions exhibit asymmetries which
depend directly on the Λ azimuthal angle distribution whose analytical expression is given by:
dσ/dφ ∝ 1 +π
2
αΛAs
(
ℜe(ρΛb+−) cosφ−ℑm(ρΛb+−) sin φ
)
.
The initial Λb PDM being unknown, we make the following hypothesis in our simulations :
PΛb = 100% and ℜe(ρΛb+−) = −ℑm(ρΛb+−) =
√
2/2 . The following asymmetries are obtained
[206] :
Asymmetries Λρ0 − ω ΛJ/ψ
AS(cosφ~nΛ) (2.4± 0.3)% (5.2 ± 0.3)%
AS(sinφ~nΛ) −(2.7 ± 0.3)% −(5.0± 0.3)%
Vector-Polarizations
In a second step, vector-polarizations have been carefully examined, mainly by considering a
new frame related to each resonance Ri and defined as follows:
~eL =
~p
p
, ~eT =
~eZ × ~eL
|~eZ × ~eL| , ~eN = ~eT × ~eL .
Each vector-polarization ~P(i) can be expanded on the new basis by writing: ~P(i) = P (i)L ~eL +
P
(i)
N ~eN + P
(i)
T ~eT , with P
(i)
j = ~P(i) · ~ej and j = L,N, T . These components as well as the
basis vectors ~eL, ~eT and ~eN , are studied under parity and time-reversal operations. The results
are straightforward: PL and PT are both Parity−odd and T−even , while PN is Parity−even
but T−odd.
So, if the normal component PN is not equal to zero, it would be a signal of TR violation.
10.6 Conclusion
The process Λb → ΛJ/ψ is a promising channel to look for the validity of TR symmetry at LHC
energies. Complete kinematical calculations have been performed by stressing the importance of
the resonance polarizations. Our dynamics model is very realistic, because it is based on the OPE
formalism and completed by HQET for the computation of the form-factors. An extension of
these calculations is under study in order to perform rigorous tests of both CP and TR symmetries
among beauty baryons in a model-independent way [209].
11 Production and detection of massive exotic hadrons
Authors: D. Milstead and O. Piskounova
Exotic stable massive particles are proposed in many models of physics beyond the Stan-
dard Model. Understanding their interactions in matter is critical for any search. This paper
outlines a model for the scattering of stable massive hadrons which is based on Regge phe-
nomenology and the quark gluon string model.
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11.1 Introduction
Searches for exotic stable15 massive particles (SMPs) are performed at colliders as a matter of
routine whenever a new collision energy is reached [210]. An additional motivation to make such
searches at the LHC arises from the hierarchy problem, proposed solutions to which suggest that
new physics processes may be manifest at TeV energies; indeed SMPs are predicted in a number
of exotic physics models, such as supersymmetry [210]. Prior to data taking it is important
to establish that LHC experiments are able both to detect and extract the quantum numbers of
any SMP which may be observed. To do this, an understanding of the interactions of SMPs in
matter is needed. As part of this workshop a model [211] has been developed for the scattering
of hadronic SMPs (termed H-hadrons) which uses Regge phenomenology [212] and the quark
gluon string model (QGSM) [213]. This work has clear implications for future searches using
HERA data and the interpretation of earlier searches.
11.2 Interactions of H-Hadrons in Matter
A qualitative picture of the scattering process can be built up [214]. The heavy exotic quark
will be a spectator, and the low energy light quark system is involved in the interaction. Regge
phenomenology and the QGSM are thus appropriate tools with which the interactions of exotic
hadrons in matter can be explored. Fig. 14 shows the predicted cross section for the interaction of
a H-meson with a stationary nucleon in a nucleus comprising equal amounts of protons and neu-
trons as a function of the Lorentz factor γ of the H-meson. Reggeon and pomeron contributions
are shown separately.
10
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Fig. 14: Pomeron (dotted) and reggeon (dashed) contributions to the exotic-meson-nucleon cross section. The sum of
the two processes is shown as a solid line.
Exotic hadrons which contain a light constituent anti-quark, eg HQq¯ or a HQ¯q¯q¯ can un-
dergo pomeron and reggeon exchanges. Conversely, hadrons containing a light constituent quark
(HQ¯q, HQqq ) can only undergo pomeron exchange. Anti-baryons and baryons may undergo both
15The term stable implies a particle will not decay as it traverses a detector.
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reggeon and pomeron exchange, and pomeron exchange only processes, respectively. The over-
all cross sections for interactions involving baryons and anti-baryons is estimated by doubling
the pomeron contribution to the meson cross sections shown in Fig. 14 to take into account the
extra light quark contribution. The reggeon contribution to anti-baryon interactions is set to twice
the value for meson scattering together with an additional contribution from processes in which
exotic anti-baryons can annihilate to exotic mesons and ordinary mesons. This latter contribution
is suppressed.
11.3 Energy Loss
The PYTHIA [215] program was used to produce samples of stable fourth generation quark pair
production events. For reasons of detector acceptance, the β value of the H-hadrons was re-
stricted to be greater than 0.7 and the pseudorapidity to |η| < 2.5 [216]. Using a Monte Carlo
method, the H-hadrons were transported through iron corresponding to the material distribution
of the ATLAS detector sub-systems enclosed within the muon detector system. Using a triple
regge ansatz [211] H-hadron energy loss can be estimated. Fig. 15 shows the total energy loss
of H-hadrons after they pass through the detector material. Distributions are presented for H-
hadrons formed from different types of exotic quarks and anti-quarks with masses 200 and 1000
GeV. The distributions are normalised to the total number N of a given type of H-hadron satis-
fying the β and η requirements. There is little difference between them, with a peak around 5
GeV. H-hadrons containing up-like quarks typically lose more energy than those with down-like
quarks owing to the greater fraction of neutral H-hadrons with down-like quarks.
Fig. 15: Total energy loss for H-hadrons of different types and masses.
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Abstract
We give a brief overview of the topics covered in the working group
on diffraction.
1 Introduction
From 2006 to 2008, the working group on diffraction had 74 individual presentations, document-
ing the considerable activity and progress in the field. This program covered a variety of topics:
the presentation and assessment of new data from HERA and the Tevatron [1–5], developments
in the theory of diffraction in ep and in pp or pp¯ collisions [6–15], and the ongoing preparatory
studies for measuring diffractive processes at the LHC [16–20]. Many presentations were related
in one way or another to the prospect of seeing central exclusive production of the Higgs boson,
p + p → p + H + p, or of other new particles. Important progress has been made in this field
since the first proceedings of the HERA/LHC workshop [21] appeared, both on the side of in-
strumentation at LHC and in the understanding of the relevant theory, with crucial input provided
by new measurements from the H1, ZEUS, and CDF Collaborations. In the following we give a
brief overview of the different topics presented in these proceedings and of their interrelation.
2 Diffraction from electron-proton to hadron-hadron collisions
A key result of the numerous studies of diffraction at HERA is that in the presence of a hard scale
several diffractive channels can be understood in terms of a partonic description, which allows us
to calculate important features of the process in perturbation theory. This concerns the inclusive
cross section for diffractive deep inelastic scattering [1] as well as diffractive jet or heavy flavor
production from a highly virtual photon [2, 9]. The increasingly precise HERA results for these
channels are well described in terms of perturbatively calculated hard-scattering coefficients and
of diffractive parton densities. The latter are a special case of fracture functions [6] and, just as
the usual parton densities, have been fitted to data.
It has long been anticipated from theory and seen in data that such a simple factorized de-
scription is not valid in diffractive hadron-hadron collisions, and recent results from HERA and
the Tevatron have corroborated this finding. Secondary interactions between partons of the col-
liding hadrons significantly decrease the fraction of events with large rapidity gaps, and it remains
a challenge to quantitatively understand the dynamics of these interactions [7,8] at the LHC. Let
us recall that the associated physics is closely related to that of multiple parton interactions and
hence of importance far beyond the context of diffractive final states [21]. Similar rescattering
effects are also expected in ep collisions when the exchanged photon becomes quasi real, not
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only for diffraction but also for events with an observed leading baryon [3]. The situation here
seems, however, to be more complicated than initially thought due to the double nature of a real
photon as a pointlike and a hadronic object. Based on the same data, the two contributions [2]
and [9] to these proceedings draw conflicting conclusions about the magnitude of rescattering
effects in diffractive photoproduction. The study of additional experimental observables, such as
double differential distributions or certain ratios should help clarify the situation.
A wealth of information about high-energy dynamics can be gained from the detailed ex-
perimental studies of exclusive diffraction at HERA, notably of exclusive production of a vector
meson or a real photon [4]. Precise data for such channels in particular provide good constraints
on the generalized gluon distribution [10], which not only carries valuable information about
proton structure at small momentum fractions but is also a key ingredient for calculating cen-
tral exclusive production in pp or pp¯ collisions. Ultraperipheral collisions at LHC offer the
prospect to study exclusive diffraction initiated by a real photon at energies well beyond the
HERA regime [11]. Suitable exclusive channels may also provide clear signals for odderon ex-
change, which, although naturally arising within the QCD picture of high-energy collisions, have
been conspicuously absent from data so far [12].
Finally, the combined consideration of ep data for both inclusive and exclusive diffraction
and for non-diffractive events remains maybe the best strategy for clarifying the importance of
parton saturation at HERA, i.e., of non-linear dynamical effects due to high parton densities [13].
To understand such dynamics at the quantitative level remains one of the great challenges in high-
energy QCD, and there is hope that the huge phase space available in pp collisions at LHC can be
harnessed to shed further light on this physics. This remains an ambitious enterprise, requiring
measurements at forward rapidities at the LHC [16] and further development of the theory [14].
3 Preparing for diffraction and forward physics at LHC
The opportunities for diffractive and forward measurements at LHC cover a wide area of physics,
ranging from the determination of the elastic and total pp cross section at the highest energies
yet achieved in the laboratory [17,18] to the study of both electroweak and strong interactions in
γγ and γp collisions [11, 16, 19, 20]. High hopes are put into the possibility to observe central
exclusive production of new particles such as a light Higgs boson, with the prospect of the precise
measurement of their mass, width, and quantum numbers in a very clean environment [20]. The
theoretical description of the central exclusive production mechanism involves many difficult
issues, and a milestone in testing our understanding of this mechanism has been the observation
of exclusive dijet production by CDF [5]. Despite this success, one must keep in mind the
uncertainties inherent in extrapolating dynamics from Tevatron to LHC energies, and a number
of diffractive measurements have been proposed to validate the theory at an early stage of LHC
running [15].
The forward instrumentation currently available at ATLAS, CMS and ALICE will allow a
rich program to be carried out in forward and diffractive physics from the very beginning of the
data taking. Feasibility studies performed by CMS [16] indicate that measurements of forward
jets sensitive to the low-x PDFs of the proton are possible with the first 10 pb−1 of integrated lu-
minosity. “Rediscovery” of hard diffraction at the LHC is possible within the first 10–100 pb−1,
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via single-diffractive production of dijets and W bosons, as well as Υ photoproduction [16]. In
addition, exclusive dilepton production can be used for the calibration of the forward detectors
and for luminosity determination [16]. TOTEM [17] plans to measure central and single diffrac-
tive cross sections, as well as high-t elastic scattering and forward charged particle multiplicities
with the first data. A more ambitious joint CMS-TOTEM physics program is foreseen [17] as
soon as common CMS and TOTEM data taking is possible. TOTEM [17] and ATLAS [18]
will also measure the total and elastic pp cross sections in dedicated runs with special beam
optics. A diffractive physics program is also taking shape at ALICE [19], thanks to the particle-
identification capability and good acceptance for low-pT particles of the ALICE detector, along
with the lack of pile-up at the ALICE interaction point.
ATLAS and CMS will also be able to carry out a forward and diffractive physics program at
the highest LHC instantaneous luminosities if the AFP and FP420 programs are approved [20].
AFP aims at instrumenting with near-beam proton detectors the regions at ±220 and ±420 m
from the ATLAS interaction point, while FP420 at CMS aims at instrumenting the ±420 m
region to complement existing proton detectors at TOTEM. These additions to ATLAS and CMS
will permit the measurement of forward protons down to values of the fractional momentum loss
of the proton of ξ ≃ 0.002.
In summary, the diffractive community is looking forward to the next years, when the final
analysis of HERA data and a variety of measurements at LHC will hopefully teach us valuable
lessons on the physics of the strong interaction and beyond.
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Abstract
The diffractive dissociation of virtual photons, γ⋆p → Xp, has been
studied with the H1 and ZEUS detectors at HERA using various com-
plementary techniques. Events have been selected by direct tagging
of the outgoing proton or by requiring a large rapidity gap between
the proton and the system X. The diffractive contribution has also
been unfolded by decomposition of the inclusive hadronic final state
invariant mass distribution. Here, detailed comparisons are made be-
tween diffractive cross section measurements obtained from the differ-
ent methods and the two experiments, showing them to be consistent
within the large uncertainties associated with the treatment of proton
dissociation processes. First steps are taken towards the combination
of the H1 and ZEUS results.
1 Introduction
2
b
Fig. 1: Illustration of the
kinematic variables describ-
ing the virtual photon disso-
ciation process, γ⋆p → Xp,
in ep collisions.
In the single diffractive dissociation process in proton-proton scatter-
ing, pp → Xp, at least one of the beam hadrons emerges intact from
the collision, having lost only a small fraction of its energy and gained
only a small transverse momentum. In the analogous process involv-
ing virtual photons, γ⋆p→ Xp (figure 1) [1, 2], an exchanged photon
of virtuality Q2 dissociates through its interaction with the proton at
a squared four momentum transfer t to produce a hadronic system X
with mass MX . The fractional longitudinal momentum loss of the
proton during the interaction is denoted xIP, while the fraction of this
momentum carried by the struck quark is denoted β. These variables
are related to Bjorken x by x = β xIP.
Diffractive interactions are often discussed in the framework of
Regge phenomenology [3] in terms of the exchange of a ‘pomeron’
with vacuum quantum numbers. This interpretation in terms of a uni-
versal exchange is experimentally supported by the ‘proton vertex fac-
torisation’, which holds to good approximation over much of the accessible kinematic range
at low xIP, whereby the dependences on variables describing the soft interaction with the proton
(xIP, t) factorise from those related to the hard interaction with the virtual photon (β,Q2). Similar
reactions, in which sub-leading Reggeon and pion trajectories are exchanged, have a negligible
cross section at the smallest xIP values.
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Significant progress has been made in understanding diffraction in terms of QCD by study-
ing virtual photon dissociation in deep inelastic ep scattering (DIS) at HERA (for a review
see [4]). As well as being sensitive to novel features of parton dynamics in the high density, low
x regime, diffractive DIS cross sections are used to extract diffractive parton density functions
(DPDFs) [5–9], an essential ingredient in predicting many diffractive processes at the LHC and
in estimating backgrounds to more exotic processes such as central exclusive Higgs production
(pp→ pHp) [10].
Similarly to inclusive DIS, cross section measurements for the reaction ep → eXp are
conventionally expressed in terms of the reduced diffractive cross section, σD(3)r , which is related
to the measured cross section by
dσep→eXp
dβdQ2dxIP
=
4piα2
βQ4
[
1− y + y
2
2
]
σD(3)r (β,Q
2, xIP) . (1)
At moderate inelasticities y, σD(3)r corresponds to the diffractive structure function FD(3)2 to
good approximation. In this contribution, we tackle the technical issue of compatibility between
different σD(3)r data sets through detailed comparisons between different measurements by the
H1 and ZEUS collaborations and take the first steps towards a combined HERA data set.
2 Methods of selecting diffraction at HERA
Experimentally, diffractive ep scattering is characterised by the presence of a leading proton in
the final state retaining most of the initial state proton energy, and by a lack of hadronic activity in
the forward (outgoing proton) direction, such that the systemX is cleanly separated andMX may
be measured in the central detector components. These signatures have been widely exploited
at HERA to select diffractive events by tagging the outgoing proton in the H1 Forward Proton
Spectrometer or the ZEUS Leading Proton Spectrometer (proton-tagging method [6, 11–14]) or
by requiring the presence of a large gap in the rapidity distribution of hadronic final state particles
in the forward region (LRG method [5,8,15,16]). In a third approach (MX method [16–19]), the
inclusive DIS sample is decomposed into diffractive and non-diffractive contributions based on
their characteristic dependences on MX .
The kinematic coverages of the LRG and MX methods are limited to xIP<∼ 0.05 by the
need to contain the system X in the central detector components. These two methods are equiv-
alent for MX → 0, but differences are to be expected at larger MX , where the LRG method
measures the full cross section from all sources at a given (xIP, β,Q2) point, whereas the MX
method involves the subtraction of a ‘non-diffractive’ component. LPS and FPS data extend to
xIP ∼ 0.1 and are therefore the most sensitive to non-leading contributions, including Reggeon
and pion trajectory exchanges. Apart from the proton dissociation treatment in the H1 case (see
section 4.2), the cross sections measured by the proton-tagging and LRG methods are equivalent.
The methods differ substantially in their dominant sources of systematic uncertainty. In
the LRG andMX methods, the largest uncertainties arise from the admixture of low mass leading
baryon systems other than protons. These include proton excitations to low mass states as well as
leading neutrons produced via charge exchange reactions. All such contributions are collectively
referred to here as ‘proton dissociation’, ep→ eXN , with the baryon state N having mass MN .
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Proton dissociation processes cannot always be distinguished by the LRG andMX methods from
events in which the proton is scattered elastically. Conversely, low-xIP samples selected by the
proton-tagging method have little or no proton dissociation background, but are subject to large
uncertainties in the proton tagging efficiency, which is strongly dependent on the proton-beam
optics. Proton spectrometers also allow a measurement of t, but the statistical precision is limited
by their small acceptances.
Comparing the results from the three different methods is a powerful test of the control
over the systematics of the measurements. At low xIP, the ratio of results obtained by the LRG
andMX methods to those from the proton-tagging method can also be used to quantify the proton
dissociation contributions in the former samples.
3 Data sets
A comprehensive comparison has been carried out between recent H1 and ZEUS measurements
obtained with the three different methods. The data sets used are as follows.1
• Three data sets collected with the ZEUS detector in the years 1999 and 2000. Overlap-
ping samples have been analysed with the ZEUS Leading Proton Spectrometer (termed
“ZEUS LPS”, based on a luminosity of 32.6 pb−1) [15], with the LRG method (“ZEUS
LRG”, 62.2 pb−1) [15] and with theMX method, relying on the Forward Plug Calorimeter
(“ZEUS FPC I”, 4.2 pb−1 [18] and “ZEUS FPC II”, 52.4 pb−1 [19]).
• A set of data collected with the H1 Forward Proton Spectrometer (“H1 FPS”, 28.4 pb−1)
[14] in the years 1999 and 2000.
• A set of data collected with the H1 detector in the years 1997, 1999 and 2000 and anal-
ysed with the LRG method (“H1 LRG”, 2.0 pb−1, 10.6 pb−1 and 61.6 pb−1 for small,
intermediate and large Q2, respectively) [8].
The H1 LRG and FPS samples are statistically independent and are only weakly correlated
through systematics. The three ZEUS samples also have different dominating systematics, but
are not statistically independent. About 75% of events are common to both the ZEUS LRG and
ZEUS FPC II data sets and 35% of the ZEUS LPS events are also contained in the ZEUS LRG
sample.
4 Proton dissociation background and corrections
In proton dissociation processes at the lowest MN , the dissociative system N often escapes en-
tirely undetected into the forward beam-pipe. As MN increases, it becomes more likely that
dissociation products are detected in the instrumentation most sensitive to forward energy flow.
The LRG and MX methods therefore do not distinguish low MN proton dissociation events from
the case in which the proton is scattered elastically. Different cross-section definitions have been
adopted, in which the proton dissociation contribution is either subtracted statistically, or else the
quoted results are integrated over a specific range of MN . Since understanding the proton disso-
ciation contributions and the corresponding corrections is fundamental to comparisons between
the different measurements, a detailed discussion is presented in the following.
1The comparisons here are restricted to published data and do not yet include the precise H1 LRG andMX method
results obtained from 1999-2004 running [16].
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In both the ZEUS LPS and the H1 FPS analyses, the contribution from proton dissociation
events is negligible at small xIP<∼ 0.02. At the largest xIP values, it becomes kinematically
possible for the detected leading proton to be the result of a decay of an N∗ or other proton
excitation, the remaining decay products being unobserved. This background was estimated by
ZEUS to contribute around 9% at xIP = 0.1, using the PYTHIA Monte Carlo (MC) model [20]. In
the H1 FPS analysis, using the RAPGAP [21] implementation of the DIFFVM proton dissociation
model [22], it was estimated to reach 3% at xIP = 0.08.
Proton dissociation contributions in the LRG and MX methods can be controlled using
dedicated proton dissociation simulations tuned in MN regions where dissociating protons leave
signals in the detectors, and extrapolated into theMN regions where the dissociation products are
typically not detected. In addition to this procedure, both H1 and ZEUS use standard simulations
of non-diffractive processes to control the small migrations of very high MN or xIP events into
the measurement region, which occur due to inefficiencies of the forward detectors.
4.1 ZEUS LRG
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Fig. 2: (a) FPC energy and (b) LPS xL distributions for
ZEUS proton dissociation samples (see text), with data
compared to the tuned PYTHIA model. (c-e) Extracted
fractions of proton dissociation events in the ZEUS LRG
sample as a function of Q2, β and xIP after integration
over the other variables [15].
In the recent ZEUS analysis, the PYTHIA sim-
ulation was tuned to proton dissociation sig-
nals. Two samples were selected by requiring
activity either in the forward plug calorimeter
(FPC) or at relatively low proton energy in the
LPS. The samples thus include the low MN
region in which proton dissociation products
are invisible to the central detector. The gen-
erated distributions were reweighted in MN ,
MX and Q2 to best describe the energy dis-
tribution in the FPC (EFPC), and the scattered
proton energy fraction distribution (xL) in the
LPS. Figures 2a and 2b show the compari-
son of the reweighted PYTHIA model with the
two proton dissociation samples as a function
of these variables. Also shown in figures 2c-
e is the resulting estimate of the fraction of
proton dissociation events in the LRG sample
as a function of Q2, β and xIP. This frac-
tion, obtained separately from the FPC and
LPS samples, is constant at the level of 25%.
The ratios of cross sections extracted
from the ZEUS LPS and LRG data (the latter
uncorrected for proton dissociation background), are shown in figure 3. There is no significant
dependence on Q2, xIP or β, illustrating the low xIP compatibility between the two methods.
The ratio averages to 0.76 ± 0.01(stat.)+0.03−0.02(syst.)+0.08−0.05(norm.), the last error reflecting the
normalisation uncertainty of the LPS data. The proton dissociation background fraction in the
LRG data is thus 24 ± 1(stat.)+2−3(syst.)+5−8(norm.)%, in agreement with the result of the MC
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study, 25±1(stat.)±3(syst.)% (figure 2). Unless stated otherwise, the ZEUS LRG data are cor-
rected by this factor in the following and thus correspond exclusively to the truly proton-elastic
process.
4.2 H1 LRG
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The contribution from proton dissociation in
the H1 LRG analysis is constrained through
the DIFFVM MC [22] model, normalised us-
ing the response to large MN events leav-
ing signals in the forward and central detector
components [8, 23].
The data are corrected using DIFFVM
to MN < 1.6 GeV. The H1 LRG data are then
compared with the H1 FPS measurement, in
order to extract the proton dissociation cross
section with MN < 1.6 GeV directly from
the data. The ratio of the two measurements,
after projection onto the Q2, xIP and β axes,
is shown in figure 4. There is no evidence for
any dependence on any of the kinematic vari-
ables. as expected in the framework of proton
vertex factorisation. The average value of the
ratio is 1.23± 0.03 (stat.) ± 0.16 (syst.), the
largest uncertainty arising from the FPS effi-
ciency. The result is in good agreement with
the DIFFVM estimate of 1.15+0.15−0.08. The data
and DIFFVM ratios translate into proton dissociation background fractions of 19 % and 13 %,
respectively, consistent within the uncertainties. The similarity between the proton dissociation
fractions in the raw H1 and ZEUS LRG selections is to be expected given the similar forward
detector acceptances of the two experiments.
4.3 ZEUS FPC
The proton dissociation treatment is also critical in the MX method, where the diffractive contri-
bution is separated from the non-diffractive component in a fit to the inclusive lnM2X distribution.
Proton dissociation events with sufficiently large MN for dissociation products to reach the FPC
and central detectors lead to a reconstructed MX value which is larger than the actual photon
dissociation mass. The resulting distortion of the lnM2X distribution affects the diffractive con-
tribution extracted in the fit if corrections are not made. According to the SANG MC model, the
N system contaminates the MX reconstruction for MN > 2.3 GeV on average [24], and events
in this MN range are therefore subtracted using SANG before the lnM2X distribution is decom-
posed. The upper MN cut in the SANG sample is defined by (MN/W )2 < 0.1, which leads to
a variation of the subtracted fraction of events with W , the centre-of-mass energy of the photon-
proton system. This contrasts with the LRG method, where MC studies confirm that the rapidity
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Fig. 4: The ratio of the H1 LRG measurement (corrected to MN < 1.6 GeV) to the H1 FPS measurement (MN =
mp), after integration over the variables not shown in each case [14]. The lines represent a fit to the data assuming no
dependence on any of the variables. An overall normalisation uncertainty of 13% is not included in the errors shown.
gap requirement efficiently eliminates proton dissociation at large MN , the remaining fractional
low MN contribution being independent of kinematics to good approximation (figures 3 and 4).
Despite these difficulties, there is acceptable agreement between the ZEUS FPC data and
the ZEUS LRG measurement. A global fit comparing the normalisations of the two data sets
(after correcting the LRG data to MN = mp) yields a normalisation factor of 0.83 ± 0.04 to
be applied to the ZEUS FPC results. This factor is comaptible with with expectations for the
residual proton dissociation contribution based on the MC studies in sections 4.1 and 4.2.
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Fig. 5: Comparison between the ZEUS MX method (‘FPC I’ and ‘FPC II’) and ZEUS LRG method data [15]. As
explained in the text, the MX method data are scaled by a constant factor of 0.83 to account for proton dissociation
contributions with MN < 2.3 GeV.
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5 Cross section comparisons
Due to their differing MN coverages, the σD(3)r measurements from the different data sets are not
directly comparable. However, assuming the factorisation of the MN dependence which is sug-
gested in the data, varying the MN range should introduce only global normalisation differences,
which can be estimated using the proton dissociation simulations.
5.1 Comparison between LRG andMX methods
0
0.05
0
0.05
0
0.05
0
0.05
10 -310 -210 -1 10 -310 -210 -1 10 -310 -210 -1 10 -310 -210 -1
ZEUS
x
IP
s
rD
(3)
b =0.02
ZEUS LPS 33 pb-1
b =0.06
H1 FPS
b =0.15 b =0.35 b =0.7
2.
7 
G
eV
2
5.
3 
G
eV
2
10
.7
 G
eV
2
Q2
=
24
 G
eV
2
xIP
10 -310 -210 -1
Fig. 6: Comparison between ZEUS LPS and H1 FPS
measurements [15]. Normalisation uncertainties of ±10%
(H1) and +11%−7% (ZEUS) are not shown.
ZEUS cross section measurements obtained
with the LRG and MX methods are compared
in figure 5. The LRG data are corrected to
MN = Mp as described in section 4.1 and
the relative normalisation factor of 0.83 (sec-
tion 4.3) is applied to the ZEUS FPC data to
account for residual proton dissociation. The
overall agreement between the two measure-
ments is good, apart from some differences at
large xIP & 0.01. The Q2 dependence of the
MX method data is also slightly weaker than
that of the LRG data.
5.2 Comparison between ZEUS LPS and
H1 FPS measurements
The ZEUS LPS and H1 FPS data are com-
pared in figure 6. For this comparison, the
ZEUS results are extracted at the same β
and Q2 values as H1 and are therefore not
affected by extrapolation uncertainties. The
shape agreement is satisfactory and the overall normalisation discrepancy of around 10% lies
within the large combined normalisation uncertainty of around 14%.
5.3 Comparison between ZEUS and H1 LRG measurements
The ZEUS LRG data are extracted at the H1 β and xIP values, but at different Q2 values. In order
to match the MN < 1.6GeV range of the H1 data, a global factor of 0.91±0.07, estimated with
PYTHIA, is applied to the ZEUS LRG data in place of the correction to an elastic proton cross
section. After this procedure, the ZEUS data remain higher than those of H1 by 13% on average,
as estimated with a global fit comparing the normalisations of the two data sets for Q2 > 6GeV2.
This normalisation discrepancy is similar to that between the H1 FPS and the ZEUS LPS data
sets. It is in line with the errors due to the 8% uncertainty on the proton dissociation correction
in the ZEUS LRG data and the 7% combined relative normalisation uncertainty between the two
LRG data sets.
In figure 7, the ZEUS results are scaled by a factor 0.91 × 0.87 (the factor 0.87 = 1 −
0.13 normalising the ZEUS to the H1 data) and compared with the H1 LRG measurement. An
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excellent agreement between theQ2 dependences is revealed throughout most of the phase space.
There are small deviations between the β dependences of the two measurements at the highest
and lowest β values. The results of the ‘H1 Fit B’ NLO QCD DPDF fit to the H1 LRG data [8]
is also shown. It gives a good description of the data at large Q2. However, the extrapolation
beyond the fitted region (Q2 ≥ 8.5 GeV2) undershoots the precise new ZEUS low Q2 LRG data,
confirming the observation in [8] that a standard DGLAP fit to the lowest Q2 data is problematic.
6 A First Combination of Data Sets
For easy future consumption at the LHC and elsewhere, it is desirable to combine the various
H1 and ZEUS diffractive DIS measurements into a single easily digestible HERA data set. Here
we take the first steps towards this goal, by making a simple error-weighted average of the H1
and ZEUS LRG data sets, ignoring correlations between the data points due to the systematic
errors. LPS and MX method data are not considered at this stage. For the purpose of this
exercise, the ZEUS normalisation is fixed to that of H1 as described in section 5.3 and shown
in figure 7. The normalisation of the combined data thus has an uncertainty beyond the 10%
level. Combinations can only meaningfully be made where there is basic agreement between the
different measurements. Since this is not always the case at the lowest xIP values, we restrict the
averaging to the xIP = 0.003 and xIP = 0.01 data. The combinations are performed throughout
the measured Q2 range, including the Q2 < 8.5 GeV2 region, beyond the range of the ‘H1 Fit
B’ parameterisation which is compared with the data.
To account for the differences between the Q2 binning choices, H1 data points are adjusted
to the ZEUS Q2 bin centres by applying small correction factors calculated using the ‘H1 Fit B’
parameterisation. Where both collaborations then have measurements at a given (Q2, xIP, β)
point, a simple weighted average is taken, using the quadratic sum of statistical and systematic
uncertainties for each experiment, excluding normalisation uncertainties.
The results of this averaging procedure are shown in figure 8. They are indicative of the
sort of precision which is achievable through combinations, with many data points having errors
at the 3 − 4% level, excluding the normalisation uncertainty. At xIP = 0.01 the combined data
agree well with the ‘H1 Fit B’ DPDF results. At xIP = 0.003 the Q2 dependences are also in
good agreement with the parameterisation in the β and Q2 region of the fit, with the exception of
the highest β value, where the average is pulled towards the more precise ZEUS data.
More sophisticated averaging methods may be used in the future, for example that [25]
developed to perform similar combinations of inclusive HERA data, with a full systematic error
treatment. No attempt has yet been made to extract DPDFs from the combined data. Based
on the combined σD(3)r and its Q2 dependence shown here, no significant conflict is expected
with the quark or gluon densities of ‘H1 Fit B’ in the bulk of the phase space. However, small
modifications are likely to be necessary to the quark densities at small and large β values.
7 Summary
H1 and ZEUS diffractive DIS data obtained by various methods with very different systematics
have been compared in detail. All measurements are broadly consistent in the shapes of the
distributions. The comparisons between proton tagging and LRG method data internally to the
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Fig. 7: Comparison between the H1 and ZEUS LRG measurements after correcting both data sets to MN < 1.6 GeV
and applying a further scale factor of 0.87 (corresponding to the average normalisation difference) to the ZEUS data.
The measurements are compared with the results of the ’H1 Fit B’ DPDF extraction, which was based on the H1 data
shown. Further H1 data at xIP = 0.03 are not shown.
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Fig. 8: Combination of the H1 and ZEUS LRG data following the procedure described in the text. The global
normalisation is fixed to that of the H1 measurement, in order most easily to compare the data with the ’H1 Fit B’
DPDF results.
two collaborations give compatible results on the proton dissociation contributions in the raw
LRG selections. There is a global normalisation difference at the 13% level between the LRG
measurements of the two experiments, which is a little beyond one standard deviation in the
combined normalisation uncertainty. A similar difference is visible between the normalisations
of the H1 and ZEUS proton tagged data.
A first step has been taken towards combining the two sets of LRG data, by arbitrarily
fixing the normalisation to that of the H1 data set and ignoring correlations within the systematic
uncertainties in obtaining weighted averages. The results hint at the precision which might be
obtained in the future with a more complete procedure.
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Abstract
The recent experimental data from the H1 and ZEUS collaborations
at HERA collider for diffractive dijet production and open charm pro-
duction in deep inelastic scattering and photoproduction are presented
and compared to next-to-leading order (NLO) QCD predictions. While
good agreement is found for dijets in DIS and open charm production
(D∗) in both DIS and photoproduction, the dijet photoproduction data
for jets with low transverse energy ET of the leading jet are clearly
overestimated by NLO predictions. The indication of the dependence
of the suppression factor on ET was found. Within large errors the
same amount of suppression was observed in both direct and resolved
enhanced regions.
1 Factorisation and diffractive parton distribution functions
Diffractive electron-proton interactions studied with the HERA collider allow us to investigate
the proton diffractive structure. In this type of interactions the proton remains intact or dissociates
into a low-mass state, while the photon dissociates into a hadronic state X, γ∗p→ Xp′. The final
proton p′ and the hadronic state X are separated by a large rapidity gap (LRG). 1 The diffractive
exchange (Pomeron), with the vacuum quantum numbers, carries away a fraction xIP of the initial
proton longitudinal momentum and has virtuality t = (p−p′)2. The Regge phenomenology tells
us that for small |t| the diffractive cross section drops exponentially with t which allows us to
integrate over t to cope with experimental setup when the final proton is not tagged.
The actual beam particles are electrons or positrons which emit photons in a wide range of
virtualities Q2. In general, the cross sections depend on both the proton and the photon structure.
For a highly virtual photon, i.e. the one we can consider point-like, the factorisation the-
orem holds [2], stating that the cross section is given in terms of the universal diffractive parton
distributions (DPDFs) and hard partonic cross sections. A generic formula reads
dσγ
∗p
dxIP dβ dQ2
∝
∑
k=g,q,q¯
f
D(3)
k
(
xIP , Q
2
)⊗ σˆγ∗k , (1)
where ⊗ denotes the convolution and DPDFs fD(3)k
(
xIP , z,Q
2
)
are integrated over t. In the
leading log (LO) approximation Eq. (1) simplifies to
dσγ
∗p
dxIP dβ dQ2
∝
∑
q
e2q f
D(3)
q
(
xIP , β,Q
2
)
, (2)
1For the definition of kinematics and variables see e.g. G. Watt’s talk [1].
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yielding the parton-model interpretation of β being fractional momentum of the quark struck by
γ∗.
The factorisation (1) holds for the inclusive as well as non-inclusive processes provided
Q2 is high enough for the photon to remain point-like and for the higher twist corrections to
be neglected. Applied to the inclusive diffractive DIS it allows us to extract the proton DPDFs
from the data. Both H1 and ZEUS collaborations performed such fits, assuming the Regge
factorisation for DPDFs [3],
f
D(3)
k
(
xIP , z,Q
2
)
= fIP (xIP )f IPk
(
z,Q2
) (3)
with the Pomeron flux fIP (xIP ) taken from the Regge phenomenology. In actual fits a small
contribution from a secondary Reggeon was also taken into account — for details see [4–7].
A more elaborate approach not assuming Regge factorisation and taking into account
higher twists and perturbative Pomeron contributions is discussed in [1, 8].
With DPDFs at hand, we can study some semi-inclusive processes. The topics summarized
in the following include dijet and open charm (D∗) production in both DIS and photoproduction
(PHP) regimes. As already stated, if factorisation is not spoiled by higher twist contributions, it
should work equally well for the above mentioned processes in the DIS regime. Thus one can
extract the DPDFs from inclusive data only and use them to predict the dijet and D∗ production
cross sections. Comparison to the data provides us with the information on the quality of the fit
and pQCD calculations. Another approach is to use inclusive as well as dijet and/or charm pro-
duction data to extract DPDFs. The reason for using the semi-inclusive data is that the inclusive
DIS is known to be mainly sensitive to the quark content of the proton, cf. (2). Gluons enter the
cross section only via scaling violations and higher order QCD corrections, resulting in a quite
high uncertainty in the extracted fg [6]. Both dijet and charm production are directly sensitive
to fg and can be used to better establish the diffractive gluon distribution. A combined fit using
inclusive and dijet data is discussed in detail in [7, 9–11], while the one using inclusive and D∗
production data is presented in [5].
The photoproduction regime is qualitatively different. Here the photon is (nearly) real
and reveals its hadronic structure. The γp interaction has components analogous to the hadron-
hadron scattering, at LO ascribed to the ’resolved’ photon. In this case there is no theoretical
reason for the factorisation and experimentally it is known to be badly broken in the pp¯ diffractive
dijet production [12]. This factorisation breaking is phenomenologically understood in terms of
the rescattering (screening) effects [13, 14], which lead to a suppression of the cross section
calculated assuming that both proton and photon PDFs factorise.
In order to investigate the amount of this suppression the NLO QCD calculations using
factorisation assumption are confronted with the experimental results. In general the observed
suppression is much smaller than in the pp¯ case, which qualitatively agrees with theoretical ex-
pectations [13, 14]. For a small suppression (up to ca. 50%, as observed at HERA) the accuracy
of theoretical predictions becomes an important factor. The actual uncertainties can easily reach
the order of the measured effect.
The uncertainty inherent in the perturbative QCD calculations, is the amount of higher or-
der contributions. A common method to qualify it, is to look at the renormalisation/factorisation
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scale dependence (there should be none in the complete result). As shown in the figures below
this scale dependence is strong, telling us that the higher order corrections are important2. The
only way to resolve this issue is to go to higher pQCD orders (NNLO,...). There are, however,
other uncertainties which are not shown in the plots. Let us discuss them briefly.
The fits to the inclusive DIS data are performed using the Fixed Flavour Number Scheme
(FFNS) with three massless quarks and heavy charm and bottom treated as massive particles,
not partons. On the contrary, the NLO calculations of the dijet production cross section take all
flavours massless, as in the Variable Flavour Number Scheme. The both flavour schemes differ
in the heavy quarks treatment and in the amount of gluons.
Gluon content of the Pomeron is poorly established by a fit to the inclusive DIS data only
and both dijet and open charm production are very sensitive to gluons. In photoproduction about
80% of the cross section comes from γg subprocesses [15]. This ambiguity is, of course, smaller
in the case of combined fits [5, 9].
All the above mentioned uncertainties, present in the assumed model of Regge factorisa-
tion and non-perturbative Pomeron, should be kept in mind when looking at experimental data
compared to the NLO QCD predictions.
For a discussion on theoretical aspects of diffractive dijet photoproduction see the contri-
bution of M. Klasen and G. Kramer to these proceedings.
2 Diffractive Dijet Production
Diffractive dijet production in DIS was analysed by both H1 and ZEUS collaborations in [9, 16,
17] and presented in [10, 11, 15, 18–20]. The data was taken during the HERA running periods
1996/97 and 1999/00. The kinematic range of the photon virtuality was 4 < Q2 < 80 GeV2 (H1)
and 5 < Q2 < 100 GeV2 (ZEUS). The photon-proton CMS energy W was above 100 GeV.
Diffractive events were selected with the help of criteria of large rapidity gap (LRG) and the jets
were identified using the longitudinally invariant inclusive kT cluster algorithm [21] in the Breit
frame. The transverse energies for leading and subleading jets were required to be E∗T1 > 5 GeV
(E∗T1 > 5.5 GeV in [9]) and E∗T2 > 4 GeV.
The experimental results are compared to the NLO predictions obtained with the DISENT
[22] and NLOJET++ [23] codes using several DPDFs. The cross sections vs. xIP and E∗T1
depicted in Figure 1, show that the NLO predictions agree within errors with the data. We can
conclude that the QCD factorisation for diffractive dijets holds as expected. Note, however, that
the ZEUS data tend to lie about (10–20)% below the NLO predictions.
The diffractive photoproduction (DPHP) of dijets was analysed by both H1 [16] and
ZEUS [24] collaborations. The H1 experiment analysed the data with tagged electron in the
running period 1996/97. The kinematic region was taken the same as for the DIS dijets (ex-
cept Q2 < 0.01 GeV2) with the purpose to study the double ratio of photoproduction/DIS
cross sections. The ZEUS analysis of dijets in DPHP covers somewhat different kinematic
region, main difference being higher transverse energies of leading and subleading jets satis-
fying ET1 > 7.5 GeV, ET2 > 6.5 GeV. In both experiments the jets were identified using
2Note that very small or no scale dependence is not a proof that the result is correct.
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Fig. 1: Differential cross section for the diffractive production of dijets vs. xIP and E∗T1 as measured by H1 [9] (two
left plots) and ZEUS [17] (two right plots). NLO predictions for several DPDFs parametrizations are also shown. The
shaded bands show the uncertainty resulting from the variation of renormalization scale by factors 1/2 and 2.
the inclusive kT cluster algorithm in the laboratory frame. For detailed discussion of the results
see [10, 11, 15, 18, 19].
H1 Diffractive Dijet Photoproduction
H1 Data
correlated
uncertainty
H1 2006 Fit B DPDF
FR NLO×(1+ d had)
FR NLO
0
200
400
600
800
1000
0.2 0.4 0.6 0.8 1
zIP
  jets
ds
/d
z IP  je
ts    
(p
b) H1 a)
0
250
500
750
1000
0.2 0.4 0.6 0.8 1
x
g
     jets
ds
/d
x g
 
 
 
 
 
jet
s
 
 
 
 
(p
b) H1 b)
–-–– H1 2006 B, GRV DISg
Fig. 2: Differential cross section for the diffractive photoproduction of dijets vs. zIP and xγ as measured by H1 [16]
(two left plots) and ZEUS [24] (two right plots). NLO predictions for several DPDFs parametrizations are also shown.
The shaded bands show the uncertainty resulting from the variation of renormalization scale by factors 1/2 and 2.
The cross sections vs. zIP and xγ are shown in Figure 2. The NLO QCD predictions were
obtained using several DPDFs and photon PDFs parametrisations, and with two independent
computer codes, one by Frixione and Ridolfi [25] and the other by Klasen and Kramer [26]. It
was checked that both codes give the same results.
The H1 experiment observes a global suppression of NLO QCD predictions by factor 0.5.
The ZEUS data are compatible with no suppression — the level of agreement with the NLO
predictions is similar to the DIS case. However, 10–20% suppression is not excluded. Both
experiments observe that the approach when only resolved photon part of the cross section is
suppressed (xγ . 0.8) is clearly disfavoured by data in contradiction with theoretical expectation
of [14].
The difference between kinematic regions of both experiments lead us to a hypothesis that
the suppression may depend on the ET range of the jets [27]. Indeed, the cross section double
ratio of data and NLO prediction for the diffractive PHP and DIS as a function of transverse
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momentum ET of the leading jet measured by H1, and the ratio of the ZEUS data cross section
over the NLO predictions, indicate the rise with increasing ET, as shown in Figure 33.
 [GeV]TE
8 10 12 14
0.8
1
1.2 NLO: H1-2006B, GRV
ZEUS data
Fig. 3: Cross section double ratio of data to NLO prediction for photoproduction and DIS as a function of transverse
momentum of the leading jet measured by H1 (left plot) and cross section ratio of data and NLO for the diffractive
photoproduction of dijets vs. ET of the leading jet as measured by ZEUS (right plot).
A detailed study of this issue was performed in the new H1 analysis of dijets in photopro-
duction [28]. The study was performed in two cut schemes. The first one identical to [16] with
ET1 > 5 GeV, to crosscheck results of previous analysis. The second one with all cuts as close
as possible to the cuts used by ZEUS [24], ET1 > 7.5 GeV, to check for a possible dependence
of suppression on ET of the jets. The results were compared to NLO calculations using three H1
DPDFs — fits A,B and Jets. The best agreement of the shapes of measured cross sections was
obtained with NLO predictions using fit B and scaled by factor 0.53 for low ET cut scenario, and
by factor 0.61 for high ET cut scenario [28].
This measurement of the suppression factor together with the ZEUS results of 0.8–1 factor
seem to support the idea of the ET-dependent suppression.
As in the previous analyses no dependence of suppression on measured xγ was observed,
indicating that there is no evidence for the suppression of the resolved part only.
3 Open charm production in diffraction
Another semi-inclusive process analysed at HERA is the diffractive production of open charm
observed in the reactions with D∗ mesons production. Both DIS and PHP regimes have been
studied and discussed during the workshop [18–20, 29, 30].
If QCD factorisation is fulfilled, NLO QCD calculations based on DPDFs measured in
inclusive processes should be able to predict the production rates of such processes in shape and
normalization.
The data from the HERA running period 1998–2000 were analysed by both H1 [31] and
ZEUS [32] collaborations. The charm quark was tagged by the reconstruction of D∗±(2010)
meson in diffractive DIS and PHP regimes. H1 used also another method — based on the mea-
surement of the displacement of tracks from primary vertex — to identify the D∗ production in
the sample of DIS events only.
3left plot derived from [16], thanks to S.Schaetzel
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Fig. 4: Differential cross section for the diffractive photoproduction of dijets as a function of xγ and ET1 for the
lower ET cut scenario (two left plots) and for the higher ET cut scenario (two right plots), compared to NLO scaled
calculations (upper plots). The lower plots show the corresponding ratios of the data to NLO calculated cross sections.
The measurements were compared to the NLO QCD predictions using DPDFs from H1
and ZEUS fits. The calculations were performed using HVQDIS [33] for DIS and FMNR [34]
for PHP. In Figure 5 the H1 results for the cross sections vs. xIP and zIP are shown. The recent
ZEUS results for the diffractive D∗±(2010) photoproduction are presented in Figure 6.
Within large errors a good agreement is observed, which supports the validity of QCD
factorisation in both diffractive DIS and PHP. In particular no sizable suppression of the open
charm photoproduction is seen, in contrast to the diffractive dijet case. A plausible explanation
of this difference is that the resolved photon contribution to the D∗ production is ca. 10% as
compared to about 50% for the dijet diffractive PHP.
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Fig. 5: Differential cross sections for diffractive D∗ meson production as a function of xIP and zIP in DIS (two left
plots) and photoproduction (two right plots).
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4 Summary
The factorisation issues were analyzed by H1 and ZEUS experiments studying the production
of dijets and open charm in diffractive DIS and photoproduction. The factorisation was found
to hold in the case of D∗ production and dijet production in DIS. In dijet photoproduction fac-
torisation breaking was observed. The indication was found that the suppression of the dijet
photoproduction depends on the transverse momentum ET of the leading jet. On the other hand,
no dependence on measured xγ was observed indicating the same order of suppression in the
direct and resolved enhanced regions.
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Leading Baryon Production at HERA
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Abstract
Data from leading baryon production at HERA are presented and com-
pared to models. Standard string fragmentation models alone do not
describe the data; models including also baryon production via virtual
meson exchange give a good description of the data. Exchange mod-
els accounting for absorption describe the Q2 evolution of the data. In
the exchange picture, leading neutron data are used to extract the pion
structure function.
1 Introduction
Events with a baryon carrying a large fraction of the proton beam energy have been observed in
ep scattering at HERA [1]. The dynamical mechanisms for their production are not completely
understood. They may be the result of hadronization of the proton remnant, conserving baryon
number in the final state. Exchange of virtual particles is also expected to contribute. In this
picture, the target proton fluctuates into a virtual meson-baryon state. The virtual meson scatters
with the projectile lepton, leaving the fast forward baryon in the final state. Leading neutron (LN)
production occurs through the exchange of isovector particles, notably the pi+ meson. For leading
proton (LP) production isoscalar exchange also contributes, including diffraction mediated by
Pomeron exchange. In the exchange picture, the cross section for some process in ep scattering
with e.g. LN production factorizes:
σep→enX = fpi/p(xL, t) · σepi→eX .
Here fpi/p is the flux of virtual pions in the proton, xL = En/Ep is the fraction of the proton
beam energy carried by the neutron, and t is the virtuality of the exchanged pion.
The H1 and ZEUS experiments at HERA measured leading baryons in deep inelastic scat-
tering and photoproduction events. Leading protons were measured with position sensitive de-
tectors placed along the proton beam downstream of the interaction point. Leading neutrons were
measured with lead-scintillator calorimeters at the zero-degree point after the proton beam was
bent vertically; magnet apertures limited neutron detection to scattering angles less than 0.75
mrad.
2 Leading neutron production and models
Figure 1 shows the LN xL distribution (left) and p2T distributions in bins of xL (right). The xL
distribution rises from lowest xL because of the increasing p2T range due to the angle limit, and
then falls to zero at the kinematic limit xL = 1. The p2T distributions are well described by ex-
ponentials; thus the parameterization d2σ/dxLdp2T ∝ a(xL) exp(−b(xL)p2T ) fully characterizes
the two dimensional distribution.
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Fig. 1: Left: LN xL distribution. Right: LN p2T distributions in bins of xL. The lines are the result of exponential fits.
The left side of Fig. 2 shows the LN xL, intercept a and slope b distributions compared
to several models. The standard fragmentation models implemented in RAPGAP and LEPTO do
not describe the data, predicting too few neutrons, concentrated at lower xL, and slopes too small
and independent of xL. The LEPTO model with soft color interactions gives a fair description
of the xL distribution and overall rate, but also fails to describe the slopes. The RAPGAP model
mixing standard fragmentation and pion exchange gives a better description of the shape of the
xL distribution, and also predicts the rise of the slopes with xL, although both with too high
values. The right side of Fig. 2 shows the xL distribution with an optimized mixture of standard
fragmentation and pion exchange; the agreement with the data is very good.
3 Leading proton production and models
Figure 3 shows the xL distribution for leading protons and neutrons in the same pT range. If
LP production proceeded only through isovector exchange, as LN production must, there should
be half as many LP and LN. The data instead has approximately twice as many LP as LN.
Thus, exchanges of particles with different isospins such as isoscalars must be invoked for LP
production.
The left side of Fig. 4 shows a comparison of the LP xL distributions and p2T exponential
slopes b to the DJANGOH and RAPGAP Monte Carlo models incorporating standard fragmenta-
tion or soft color interactions, none of which describe the data. The right side of Fig. 4 shows
a comparison to a model including exchange of both isovector and isoscalar particles, including
the Pomeron for diffraction [2]. These exchanges combine to give a good description of the the
xL distribution and slopes.
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4 Absorption of leading neutrons
The evidence for particle exchange in leading baryon production motivates further investigation
of the model. One refinement of the simple picture described in the introduction is absorption,
or rescattering [3]. In this process, the virtual baryon also scatters with the projectile lepton. The
baryon may migrate to lower xL or higher pT such that it is outside of the detector acceptance,
resulting in a relative depletion of observed forward baryons. The probability of this should
increase with the size of the exchanged photon. The size of the photon is inversely related to its
virtuality Q2, so the amount of absorption should increase with decreasing Q2.
The left side of Fig. 5 shows the LN xL spectra for photoproduction (Q2 ∼ 0) and three
bins of increasing Q2. The yield of LN increases monotonically with Q2, in agreement with
the expectation of the decrease of loss through absorption as Q2 rises. The right side of Fig. 5
shows photoproduction data with two predictions from models of exchange with absorption [4].
The dashed curve model incorporates pion exchange with absorption, accounting also for the
migration in xL and pT of the neutron. The solid curve model include the same effects, adding
also exchange of ρ and a2 mesons. Both models give a good description of the large depletion of
LN in photoproduction relative to DIS seen in the left side of the figure.
5 Pion structure function
Analogous to the inclusive proton structure function F2(Q2, x), one can define an LN tagged
semi-inclusive structure function FLN2 (Q2, x, xL), including also the dependence on the LN
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energy. The left side of Fig. 6 shows the ratios FLN2 /F2 as a function of Q2 in bins of x and xL.
Here FLN2 are the measured values from LN production in DIS and the values of F2 are obtained
from the H1-2000 parameterization [5]. For fixed xL the ratios are almost flat for all (x,Q2)
implying that FLN2 and F2 have a similar (x,Q2) behavior. This result suggests the validity of
factorization, i.e. independence of the photon and the proton vertices. The statistical precision of
the data precludes sensitivity to absorptive effects as discussed in the previous section.
Based on the assumption that at high xL LN production is dominated by the pion ex-
change mechanism, the measurement of FLN2 can provide important information about the pion
structure. The quark and gluon distributions of the pion have previously been constrained us-
ing Drell–Yan and direct photon production data obtained by pip scattering experiments and are
limited to high x values x > 0.1.
Using the measurement of FLN(3)2 for 0.68 < xL < 0.77, and the integral over t of the
pion flux factor at the center of this xL range, Γpi =
∫
fpi/p dt = 0.131, one can estimate the
pion structure function at low Bjorken–x. Assuming that the Regge model of leading neutron
production is valid, the quantity FLN(3)2 /Γpi can be associated to the structure function of the
pion. The right side of Fig. 6 shows FLN(3)2 /Γpi as a function of β = x/(1 − xL) for fixed
values of Q2. The results are consistent with a previous ZEUS measurement [6], where two
extreme choices of the pion flux were used to extract F pi2 . The data are compared to predictions
of parameterizations of the pion structure function [7]. The measurements are also compared
to the H1-2000 parameterization of the proton structure function [5] which is multiplied by the
factor 2/3 according to naive expectation based on the number of valence quarks in the pion and
proton respectively. The distributions show a steep rise with decreasing β, in accordance with the
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Fig. 4: Left: LP xL distribution and exponential slopes compared to standard fragmentation models. Right: LP xL
distribution and exponential slopes compared to a model incorporating isoscalar and isovector exchanges.
pion and the proton structure function parameterizations. The scaled proton structure function
gives the best description of the data. In absolute values, the presented data are slightly below
the expectations, suggesting that additional phenomena, like absorption, may play a role.
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Abstract
Exclusive vector meson production and deeply virtual Compton scat-
tering are ideally suited reactions for studying the structure of the pro-
ton and the transition from soft to hard processes. The main experi-
mental data obtained at HERA are summarised and presented in the
light of QCD approaches.
1 Introduction
The two processes which are the object of the present report, the exclusive production of a vector
meson (VM) of massMV , e+p→ e+VM+Y , and deeply virtual Compton scattering (DVCS),
e+p→ e+γ+Y , where Y is a proton (elastic scattering) or a diffractively excited system (proton
dissociation), are characterised in Fig. 1. The kinematical variables areQ2, the negative square of
the photon four-momentum, W the photon-proton centre of mass energy (W 2 ≃ Q2 (1/x−1), x
being the Bjorken scaling variable) and t, the square of the four-momentum transfer at the proton
vertex.
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t = −q2
p p− q
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 p
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e
g
*
p p
g
Fig. 1: (from left to right) Representative diagrams of a) low x dipole approach and b) GPD approach, for VM
production; c) LO scattering and d) two gluon exchange, for the DVCS process.
The H1 and ZEUS collaborations at HERA have studied the elastic and proton dissociative
production of ρ [1–4], ω [5], φ [3,6], J/ψ [7,8], ψ(2s) [9] and Υ [10,11] mesons, and the DVCS
process in the elastic channel [12, 13]. The measurements are performed in the low x, large
W domain 10−4 <∼ x <∼ 10−2, 30 ≤ W ≤ 300 GeV. They cover photoproduction (Q2 ≃ 0),
with |t| values up to 30 GeV2, and electroproduction in the deep inelastic (DIS) domain (2 ≤
Q2 ≤ 90 GeV2) with |t| <∼ 2 GeV2. The cross sections, expressed in terms of γ∗p scattering, are
measured differentially in Q2, W and t. The measurement of angular distributions gives access
to spin density matrix elements and polarised amplitudes.
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1.1 Production mechanisms
Within the QCD formalism, two main complementary approaches are used to describe VM pro-
duction and DVCS: dipole factorisation and collinear factorisation.
Dipole approach of VM production At high energy, i.e. small x, VM production can be
described in the proton rest frame with three factorising contributions [14] (see Fig. 1a): the
fluctuation of the virtual photon into a qq¯ colour dipole, the elastic or proton dissociative dipole–
proton scattering, and the qq¯ recombination into the final state VM. The dipole–proton cross
section is expected to be flavour independent and governed by the transverse size of the dipole.
Light VM photoproduction is dominated by large dipoles, leading to large interaction cross sec-
tions with the incoming proton, similar to soft hadron–hadron interactions. In contrast, heavy
VM production and large Q2 processes are dominated by small dipoles, with smaller cross sec-
tions implied in QCD by colour transparency, the quark and the antiquark separated by a small
distance tending to screen each other’s colour.
The cross section for VM production can be computed at small x and for all Q2 values
through models [15–17] using universal dipole–proton cross sections measured in inclusive pro-
cesses, possibly including saturation effects [18] (see also [19]). This formalism thus connects
the inclusive and diffractive cross sections, also in the absence of a hard scale.
In the presence of a hard scale (large quark mass or Q), the dipole–proton scattering is
modelled in perturbative QCD (pQCD) as the exchange of a colour singlet system consisting
of a gluon pair (at lowest order) or a BFKL ladder (at leading logarithm approximation, LL
1/x). At these approximations, the cross sections are proportional to the square of the gluon
density |xG(x)|2 in the proton [20]. The pQCD calculations [21–24] use kt-unintegrated gluon
distributions (see also [25]). The typical interaction scale is µ2 ≃ z(1 − z)(Q2 +M2V ), where
z is the fraction of the photon longitudinal momentum carried by the quark. For heavy VM
(in the non-relativistic wave function (WF) approximation) and for light VM production from
longitudinally polarised photons, z ≃ 1/2 and the cross sections are expected to scale with the
variable µ2 = (Q2+M2V )/4. In contrast, for light VM production by transversely polarised
photons, contributions with z → 0, 1 result in the presence of large dipoles and the damping of
the scale µ, thus introducing non-perturbative features even for non-small Q2.
Collinear factorisation and GPD In a complementary approach (see Fig. 1b), a collinear fac-
torisation theorem [26] has been proven in QCD for longitudinal amplitudes in the DIS domain,
which does not require low x values. This allows separating contributions from different scales,
a large scale at the photon vertex, provided by the photon virtuality Q (or the quark mass), and a
small scale for the proton structure. The latter is described by Generalised Parton Distributions
(GPD – see e.g. the reviews [27]), which take into account the distribution of transverse momenta
of partons with respect to the proton direction and longitudinal momentum correlations between
partons. They account for “off-diagonal” or “skewing” effects arising from the kinematic match-
ing between the initial state (virtual) photon and the final state, VM or real photon for DVCS.
GPD calculations have been performed for light VM electroproduction [28]. NLO corrections to
light VM electroproduction and to heavy VM photoproduction have been computed [29].
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DVCS Following collinear factorisation, the DVCS process is described at LO by Fig. 1c,
where the virtual photon couples directly to a quark in the proton. QCD calculations at the
scale µ2 = Q2 involve GPD distributions [30, 31]. At higher order, two gluon exchange as in
Fig. 1d gives also an important contribution at HERA. Joint fits to DVCS and inclusive structure
functions data have been used to extract GPD distributions [32].
Large |t| production Calculations for VM production at large |t| have been performed both in
a DGLAP and in a BFKL approach (see section 6).
1.2 Measurements at HERA
Vector mesons are identified by H1 and ZEUS via their decay to two oppositely charged particles
ρ → pi+pi−, φ → K+K−, J/ψ → e+e−, µ+µ− and Υ → µ+µ−. The kinematic variables are
reconstructed from the scattered electron and decay particle measurements. Forward calorimeters
and taggers at small angles are generally used to separate elastic and proton dissociative events.
The scattered proton is also measured in forward proton spectrometers, with an acceptance of
a few %, allowing the selection of a purely elastic sample and the direct measurement of the t
variable.
VM production has been investigated mainly using the HERA I data, collected between
1992 and 2000 and corresponding to an integrated luminosity of ≃ 150 pb−1 for both collab-
orations. The integrated luminosity of 500 pb−1 collected at HERA II (2003-2007) has been
analysed so far for DVCS [13] and Υ [11]. For HERA II, ZEUS has installed a microvertex
detector but has removed the small angle detectors: the leading proton spectrometer and the for-
ward and rear calorimeters, compromising the precise analysis of diffractive data. The HERA II
analyses of H1 will benefit of the fast track trigger installed in 2002 and, for general diffraction
studies, of the very forward proton spectrometer VFPS installed in 2003, which however has very
limited acceptance for VM.
2 From soft to hard diffraction: t dependences and the size of the interaction
The t dependences of DVCS and VM production provide information on the size and the dynam-
ics of the processes and on the scales relevant for the dominance of perturbative, hard effects.
Whereas total cross sections (F2 measurements) are related, through the optical theorem, to the
scattering amplitudes in the forward direction, diffractive final states provide a unique opportu-
nity to study the region of non-zero momentum transfer t. This gives indirect information on the
variable conjugate to t, the transverse size of the interaction.
For |t|<∼ 1−2 GeV2, the |t| distributions are exponentially falling with slopes b: dσ/dt ∝
e−b|t|. In an optical model approach, the diffractive b slope is given by the convolution of the
transverse sizes of the interacting objects: b = bqq¯+bY +bIP , with contributions of the qq¯ dipole,
of the diffractively scattered system (the proton or the excited system Y ) and of the exchange
(“Pomeron”) system. Neglecting effects related to differences in the WF, universal b slopes are
thus expected for all VM with the same qq¯ dipole sizes, i.e. with the same values of the scale
µ2 = (Q2+M2V )/4. Conversely, elastic and proton dissociative slopes are expected to differ for
all VM production at the same scale by the same amount, bp − bY . Measurements of elastic and
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proton dissociative b slopes for DVCS and VM production are presented in Fig. 2 as a function
of the scale µ 1.
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Fig. 2: Measurement of (left) the elastic and (right) the proton dissociative slopes b of the exponential t distributions,
as a function of the scale µ2 = (Q2+M2V )/4 for VM production and µ2 = Q2 for DVCS.
For J/ψ elastic production, the b slope is <∼ 4.5 GeV−2, with no visible Q2 dependence.
This value may be related to the proton form factor [16]. For proton dissociation, the b slope is
below 1 GeV−2, putting an upper limit to the transverse size of the exchange (with the assump-
tion that bY ≃ 0 for proton dissociation).
At variance with J/ψ production, which is understood as a hard process already in photo-
production, a strong decrease of b slopes for increasing values of µ2 = (Q2+M2V )/4 is observed
for light VM production, both in elastic and proton dissociative scattering. A similar scale de-
pendence is observed for DVCS. This is consistent with a shrinkage of the size of the initial
state object with increasing Q2, i.e. in the VM case a shrinkage of the colour dipole. It should
however be noted that, both in elastic and proton dissociative scatterings, b slopes for light VM
remain larger than for J/ψ when compared at the same values of the scale (Q2+M2V )/4 up to
>∼ 5 GeV2. The purely perturbative domain may thus require larger scale values.
3 From soft to hard diffraction: W dependences vs. mass and Q2
Figure 3-left presents measurements as a function ofW of the total photoproduction cross section
and of the exclusive photoproduction cross sections of several VM; ρ electroproduction cross sec-
tions for several values of Q2 are shown in Fig. 3-right. As expected for decreasing dipole sizes,
the cross sections at fixed values of W decrease significantly with increasing VM mass or Q2. In
1Differences between the H1 and ZEUS measurements for elastic scattering are due to differences in background
subtraction. The major effect is due to the subtraction of ρ′ production by H1, a contribution evaluated to be negligible
by ZEUS. Another difference concerns the values used for the b slopes of the proton dissociative contamination.
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addition, different reactions exhibit strongly different W dependences. The total photoproduc-
tion cross section and the photoproduction of light VM show weak energy dependences, typical
of soft, hadron–hadron processes. In contrast, increasingly steep W dependences are observed
with increasing mass or Q2. In detail, the W dependences are investigated using a parameterisa-
tion inspired by Regge theory, in the form of a power law with a linear parameterisation of the
effective trajectory
σ ∝W δ, δ = 4 (αIP − 1), αIP (t) = αIP (0) + α′ · t. (1)
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Fig. 3: W dependences of (left) total and VM photoproduction cross sections; (right) ρ electroproduction for several
values of Q2. The lines show fits to the form W δ.
The intercept αIP (0) of the effective trajectory quantifies the energy dependence of the
reaction for t = 0. The evolution of αIP (0) with µ2 is shown in Fig. 4-left. Light VM production
at small µ2 gives values of αIP (0) <∼ 1.1, similar to those measured for soft hadron–hadron
interactions [33]. In contrast larger values, αIP (0) >∼ 1.2, are observed for DVCS, for light VM
at large Q2 and for heavy VM at allQ2. This increase is related to the large parton densities in the
proton at small x, which are resolved in the presence of a hard scale: the W dependences of the
cross section is governed by the hard x−λ evolution of the gluon distribution, with λ ≃ 0.2 for
Q2 ≃ M2J/ψ . The W dependences of VM cross sections, measured for different Q2 values, are
reasonably well described by pQCD models (not shown). In detail these are however sensitive
to assumptions on the imput gluon densities in the domain 10−4 <∼ x <∼ 10−2 which is poorly
constrained by inclusive data [25, 34].
The slope α′ in eq. (1) describes the correlation between the t and W dependences of the
cross section. The measurement of the evolution with t of the δ exponent can be parameterised
as a W dependence of the b slopes, with b = b0 + 4α′ lnW/W0. In hadron–hadron scattering,
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positive values of α′ are measured, with α′ ≃ 0.25 GeV−2 [35]. This shrinkage of the diffractive
peak indicates the expansion with energy of the size of the interacting system, i.e. the expansion
of the gluon cloud in the periphery of the interaction. HERA measurements are presented in
Fig. 4-right. The values of α′ are positive and appear smaller than in hadron–hadron interactions,
also for ρ photoproduction. This suggests a limited expansion of the systems considered here on
the relevant interaction time scale. In a BFKL approach, α′ is related to the average kt of gluons
around the ladder in their random walk, and is expected to be small [36].
4 Q2 dependences in DVCS and VM production
The description of the Q2 dependences of the cross sections is a challenge, in view of the pres-
ence of higher order corrections and of non-perturbative effects, especially for transverse VM
production.
4.1 DVCS
The DVCS cross section depends on the proton GPD distributions. To investigate the dynamical
effects due to QCD evolution, the Q2 dependence has been measured and studied [13] as a
function of the dimensionless scaled variable S,
S =
√
σDV CS Q4 b(Q2) / (1 + ρ2),
which removes the effects of the photon propagator and of the Q2 dependence of the b slope, and
of the ratio R of the imaginary parts of the DVCS and DIS amplitudes,
R =
ImA(γ∗p→ γp)t=0
ImA(γ∗p→ γ∗p)t=0 = 4
√
pi σDV CS b(Q2)
σT (γ∗p→ X)
√
1 + ρ2,
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with σT (γ∗p→ X) = 4pi2αEMFT (x,Q2)/Q2, FT = F2−FL and ρ = ReA/ImA determined
from dispersion relations [31].
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Fig. 5: (left) Q2 dependences of the observables S and R for DVCS (see text); (right) ρ, ω, φ and J/ψ elastic
production cross sections, as a function of the scale µ2 = (Q2+M2V )/4; for readability of the figure, the J/ψ cross
sections have been multiplied by a factor 2. The curves are predictions of the KMW [16] and MRT [23] models.
Figure 5-upper-left shows a weak rise of S with Q2, which is reasonably well described
by the GPD model [30] using the CTEQ PDF parameterisation [37]. The large effect of skewing
is visible in Fig. 5-lower-left, where the variable R takes values around 2, instead of 1 in the
absence of skewing. GPD calculations [30] compare well with measurements, whereas the same
figure shows that it is not sufficient to include only the kinematic contribution to skewing, and
that the Q2 evolution of the GPD must also be taken into account.
4.2 Vector mesons
The elastic production cross sections ρ, ω, φ and J/ψ are shown in Fig. 5-right, as a function of
the scaling variable (Q2+M2V )/4 (for readability, the J/ψ cross sections have been multiplied by
2) 2. It is striking that, whereas light VM and J/ψ production cross sections for the same value
of Q2 differ by orders of magnitude (see Fig. 3-left for Q2 = 0), they are close when plotted as
a function of the scaling variable (Q2+M2V )/4, up to the factors accounting for the VM charge
2Whereas the H1 and ZEUS measurements for ρ agree well, φ measurements of ZEUS are a factor 1.20 above H1.
When an improved estimation of the proton-dissociation background, investigated for the latest ZEUS ρ production
study [2], is used to subtract this background in their φ analysis, the cross section ratio of the two experiments is
reduced to 1.06, which is within experimental errors.
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content (ρ : φ : J/ψ = 9 : 2 : 8) 3. This supports the dipole approach of VM production at high
energy.
The cross sections are roughly described by power laws 1/(Q2+M2V )n, with n ≃ 2.2−2.5.
The simple n = 3 dependence expected in a two-gluon approach for the dominant longitudinal
cross sections is modified not only by an additional factor 1/Q2 in the transverse amplitudes, but
also by the Q2 dependence of the gluon distribution at small x, described by the DGLAP evo-
lution equations. Calculations using the kt-unintegrated gluon distribution model of MRT [23]
or the GPD model [28] (not shown) give reasonable descriptions of the (Q2+M2V ) dependences.
However, in detail, a good description necessitates the precise modelisation of the Q2 depen-
dence of the longitudinal to transverse cross section ratio R, with non-perturbative effects affect-
ing σT . Dipole models using different saturation and WF parameterisations, e.g. the FSS [15],
KMW [16] and DF [17] models, attempt at describing VM production over the full Q2 range,
including photoproduction, with reasonable success.
5 Matrix elements and σL/σT
Measurements of the VM production and decay angular distributions give access to spin density
matrix elements, which are related to the helicity amplitudes TλV λγ [38]. Analyses of ρ, φ and
J/ψ photo- and electroproduction indicate the dominance of the two s-channel helicity conserv-
ing (SCHC) amplitudes, the transverse T11 and the longitudinal T00 amplitudes, In the accessible
Q2 ranges, J/ψ production is mostly transverse, whereas for light VM electroproduction the
longitudinal amplitude T00 dominates (see Fig. 6a and Fig. 7a). In ρ and φ electroproduction, a
significant contribution of the transverse to longitudinal helicity flip amplitude T01 is observed.
The amplitude ratio T01/T00 decreases with Q2 (Fig. 6b) and increases with |t| (Fig. 6d), as
expected (see e.g. [24]); the SCHC amplitude ratio T11/T00 decreases with |t| (Fig. 6c) .
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Fig. 6: Amplitude ratios T11/T00 and T01/T00 as a function ofQ2 and |t| (for two bins inQ2), for ρ electroproduction.
The dotted lines represent the SCHC approximation.
Figure 7 presents measurements of the longitudinal to transverse cross ratioR = σL/σT ≃
|T00|2/|T11|2 (in the SCHC approximation). The behaviour R ∝ Q2/M2V predicted for two-
gluon exchange is qualitatively verified for all VM production, in fixed target and HERA ex-
3For detailed comparisons, modifications due to WF effects, as observed in VM electronic decay widths, may need
to be taken into account.
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periments. This is shown in Fig. 7-left, where R is plotted as a function of the scaled variable
Q2 ·M2ρ/M2V . However, the Q2 dependence is tamed at large values of Q2, a feature which is
expected and relatively well described by pQCD based calculations, e.g. the GPD model [28],
the kt-unintegrated models [23, 24] or the dipole model [16].
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The cross section ratio R for ρ electroproduction is also found to depend very signifi-
cantly on the dipion mass Mpipi (not shown), in line with the Q2/M2V dependence if the relevant
mass is the dipion mass rather than the nominal ρ resonance mass. Following the MRT model
approach [23], this suggests a limited influence of the WF on VM production.
Figure 7-right shows that no strong dependence ofR withW is observed. Since transverse
amplitudes are expected to include significant contributions of large dipoles, with a soft energy
dependence, this suggests that large dipoles are also present in longitudinal amplitudes, due to
finite size effects, i.e. a smearing of z away from z = 1/2. On the other hand, in the domain
Q2 >∼ 10−20 GeV2, no strong dependence of R with W is expected from models. It should also
be noted that a significant phase difference is observed between the two dominant amplitudes,
T00 and T11 [3]. This indicates a difference between the ratios of the real to imaginary parts of
the forward amplitudes. Since these ratios are given by log 1/x derivatives of the amplitudes, the
phase difference is an indication of different W dependences.
6 Large |t|; BFKL evolution
Large values of the momentum transfer |t| provide a hard scale for diffractive processes in QCD,
with the dominance of the proton dissociative channel for |t| >∼ 1 GeV2. It should be noted that
for large |t| production, a hard scale is present at both ends of the exchanged gluon ladder. No
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strong kt ordering is thus expected, which is typical for BFKL evolutions for sufficiently high |t|
values. This is at variance with large Q2 VM production at low |t|, where a large scale is present
at the upper (photon) end of the ladder and a small scale at the proton end, implying that these
processes are expected to be described by DGLAP evolutions, with strong kt ordering along the
ladder.
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Fig. 8: t (left) and W (right) dependences of J/ψ production with |t| > 2 GeV2, with comparisons to pQCD model
predictions.
For |t| larger than a few GeV2, the t dependences of the cross sections follow power laws,
both for ρ [4] and J/ψ [8] photoproduction. As shown by Fig. 8-left, they are well described
by pQCD calculations based on the BFKL equations with fixed αs [39]; predictions using the
DGLAP evolution [40] also describe the J/ψ data for |t| <∼m2ψ. BFKL calculations describe the
W evolution (Fig. 8-right), at variance with DGLAP, but do not describe well the spin density
matrix elements. For ρ, φ and J/ψ photoproduction with |t| >∼ 2 GeV2, the slope α′ of the
effective Regge trajectory tends to be slightly negative, but are compatible with 0.
7 Conclusions
In conclusion, studies of VM production and DVCS at HERA provide a rich and varied field for
the understanding of QCD and the testing of perturbative calculations over a large kinematical
domain, covering the transition from the non-perturbative to the perturbative domain. Whereas
soft diffraction, similar to hadronic interactions, dominates light VM photoproduction, typical
features of hard diffraction, in particular hard W dependences, show up with the developments
of hard scales provided by Q2, the quark mass or |t|. The size of the interaction is accessed
through the t dependences. Calculations based on pQCD, notably using kt-unintegrated gluon
distributions and GPD approaches, and predictions based on models invoking universal dipole–
proton cross sections describe the data relatively well. The measurement of spin density matrix
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elements gives a detailed access to the polarisation amplitudes, which is also understood in QCD.
Large |t| VM production supports BFKL calculations.
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Abstract
We report recently published results on central exclusive production of
di-jets and di-photons, and exclusive QED production of e+e− pairs.
In addition, we discuss preliminary results on exclusive photoproduc-
tion of charmonium and bottomonium, exclusive QED production of
µ+µ− pairs, and single diffractive W/Z production. All the presented
results were extracted from data collected by the CDF II detector from
pp¯ collisions at
√
s=1.96 TeV. The implications of these results for the
Large Hadron Collider (LHC) are briefly examined.
1 Introduction
We present results obtained by CDF II at the Tevatron 1 in two broad areas: inclusive diffraction
and exclusive production. The main goal of the Run II inclusive diffractive program of CDF has
been to understand the QCD nature of the Pomeron 2 (IP ) by measuring the diffractive structure
function [3] FD4(Q2, xBj , ξ, t), where ξ is the fractional momentum loss of the diffracted nu-
cleon, for different diffractive production processes. In addition, the possibility of a composite
Pomeron is being investigated by studies of very forward jets with a rapidity gap between the
jets. Important results are the observation of a breakdown of QCD factorization in hard diffrac-
tive processes, expressed as a suppression by a factor of O(10) of the production cross section
relative to theoretical expectations, and the breakdown of Regge factorization in soft diffraction
by a factor of the same magnitude [3]. Combined, these two results support the hypothesis that
1The presented results are from the CDF diffractive and exclusive physics program of Run II. This program relies
on a system of special forward detectors, which include: a Roman Pot Spectrometer (RPS) equipped with scintillation
counters and a fiber tracker to detect and measure the angle and momentum of leading anti-protons, a system of
Beam Shower Counters (BSCs) [1] covering the pseudorapidity range 5.5 < |η| < 7.5 used to select diffractive
events by identifying forward rapidity gaps and reducing non-diffractive background on the trigger level, and two
very forward (3.5 < |η| < 5.1) MiniPlug (MP) calorimeters [2], designed to measure energy and lateral position of
both electromagnetic and hadronic showers. The ability to measure the event energy flow in the very forward rapidity
region is vital for the identification of diffractive events in the high luminosity environment of Run II.
2Diffractive reactions are characterized by the exchange of a spin 1 quark/gluon construct with the quantum
numbers of the vacuum. In Regge theory, this exchange is the vacuum trajectory traditionally referred to as the
Pomeron (IP ). Because the exchange is colorless, a large region in pseudorapidity space is left empty of particles (this
region is called a “rapidity gap”). In perturbative QCD, the lowest order prototype of the Pomeron is the color neutral
system of two gluons.
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the breakdown of factorization is due to a saturation of the rapidity gap formation probability
by an exchange of a color-neutral construct of the underlying parton distribution function (PDF)
of the proton [4]. Historically, such an exchange is referred to as the Pomeron. Renormaliz-
ing the “gap probability” to unity over all (ξ, t) phase space corrects for the unphysical effect
of overlapping diffractive rapidity gaps and leads to agreement between theory and experiment
(see [4]).
Central exclusive production in pp¯ collisions is a process in which the p and p¯ remain in-
tact and an exclusive state Xexcl is centrally produced: p + p¯ → p + Xexcl + p¯. The primary
motivation for studying exclusive physics at the Tevatron is to test the feasibility of using exclu-
sive production to search for and study the Higgs boson as well search for other new physics at
the LHC [5]. In leading order QCD, exclusive production occurs through gluon-gluon fusion,
while an additional soft gluon screens the color charge allowing the protons to remain intact [6].
This mechanism, historically termed Double Pomeron Exchange (DPE), enables exclusive pro-
duction of di-jets [3], γγ [7], and the χ◦c [8] at the Tevatron, whereas at the LHC, where central
masses up to several hundred GeV are attainable, new central exclusive channels open up, as for
example W+W− and Z0Z0. While the main effort at the LHC is directed toward searches for
inclusively produced Higgs bosons, an intense interest is developing in exclusive Higgs produc-
tion, p + p¯ → p +H + p¯. This production channel presents several advantages, as for example
the production of clean events in an environment of suppressed QCD background for the main
Higgs decay mode of H → bjet+ b¯jet due to the Jz = 0 selection rule [5]. Exclusive production
can also occur through photoproduction (IP - γ fusion), yielding charmonium and bottomonium.
The same tagging technique can also be utilized to select γp, or γq and γg interactions at the
LHC, for which the energy reach and the effective luminosity are higher than for γγ interactions.
Additionally, exclusive production of central lepton pairs, γγ → l+l− (l = e, µ, τ ), via
two-photon exchange has been observed at CDF [9]. Tagging two-photon production offers a
significant extension of the LHC physics program.3 Particularly exciting is the possibility of
detecting two-photon exclusive W+W−, Z0Z0, Higgs boson and new physics production at the
LHC [10]. The deployment of forward proton detectors at 200 m and 420 m (FP420 project)
from the interaction point of ATLAS and CMS, in order to exploit the above mentioned forward
physics scenarios, is currently under consideration [11]. Two-photon exclusive production of
lepton pairs will provide an excellent monitoring tool of the tagging efficiency and energy scale
of the detectors of the FP420 project. These events can also be used for several systematic stud-
ies, including luminosity normalization and contributions from inelastic production or accidental
tagging.
2 Central Exclusive Production
Exclusive production is hampered by expected low production rates [5]. As rate calculations
are model dependent and generally involve non-perturbative suppression factors, it is sensible to
calibrate them against processes involving the same suppression factors but have high enough
production rates to be measurable at the Tevatron. The leading order diagrams relating to the
3The effective luminosity of high-energy γγ collisions reaches ∼1% of the pp luminosity, so that the standard
detector techniques used for measuring very forward proton scattering should allow for a reliable extraction of γγ
results.
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exclusive central production processes discussed in this paper are summarized in Fig. 1.
Fig. 1: Leading order diagrams for three types of exclusive process: γγ interactions (left), γIP fusion or photopro-
duction (middle), and gg t-channel color-singlet two-gluon exchange (right). Higgs boson production proceeds via
the gg diagram.
2.1 Exclusive Di-jet Production
The process of exclusive di-jet production, which has been observed by CDF in Run II data [12],
proceeds through the same mechanism as γγ, χ◦c , and Higgs production, as shown in Fig. 1. The
analysis strategy developed to search for exclusive di-jet production is based on measuring the
di-jet mass fraction, Rjj , defined as the di-jet invariant mass Mjj divided by the total mass of
the central system: Rjj = Mjj/MX .4 The POMWIG MC [13] generator along with a detector
simulation are used to simulate the DPE di-jets. The signal from exclusive di-jets is expected to
appear at high values of Rjj , smeared by resolution and gluon radiation effects. Events from the
inclusive DPE production process p + p¯ → p + gap +[ X + jj] + gap (the leading p is not ob-
served in CDF II) are expected to contribute to the entire Rjj region. Any such events within the
exclusive Rjj range contribute to background and must be subtracted when evaluating exclusive
production rates.
The process of exclusive di-jet production is important for testing and/or calibrating mod-
els for exclusive Higgs production at the LHC. The CDF II collaboration has made the first ob-
servation of this process and the main final result is presented in Fig. 2. Details can be found in
Ref. [12]. This result favours the model of Ref. [6], which is implemented in the MC simulation
ExHuME [14].
2.2 Exclusive e+e− Production
The CDF II collaboration has reported the first observation of exclusive e+e− production in pp¯
collisions [9] using 532 pb−1 pp¯ data collected at √s = 1.96 TeV by CDF II at the Fermilab
Tevatron. The definition of exclusivity used requires the absence of any particle signatures in the
detector in the pseudorapidity region |η| < 7.4, except for an electron and a positron candidate
each with transverse energy of ET ≥ 5 GeV and within the pseudorapidity |η| ≤ 2. With these
criteria, 16 events were observed. The dominant background is due to events with unobserved
proton dissociation (1.6 ± 0.3 events). The total background expectation is 1.9 ± 0.3 events.
4The mass MX is obtained from all calorimeter towers with energy above the thresholds used to calculate ξXp¯ ,
while Mjj is calculated from calorimeter tower energies inside jet cones of R=0.7, where R=
√
∆φ2 +∆η2. The
exclusive signal is extracted by comparing the Rjj distribution shapes of DPE di-jet data and simulated di-jet events
obtained from a Monte Carlo (MC) simulation that does not contain exclusive di-jet production.
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Fig. 2: (Left) The di-jet mass fraction in DPE data (points) and best fit (solid histogram) to a simulated di-jet mass
fraction obtained from POMWIG MC events (dashed histogram) and ExHuME di-jet MC events (shaded histogram).
(Right) The ExHuME [14] exclusive di-jet differential cross section at the hadron level vs. di-jet mass Mjj normalized
to measured σexcljj values. The curve is the cross section predicted by ExHuME.
The observed events are consistent in cross section and properties with the QED process pp¯ →
p + (e+e−) + p¯ through two-photon exchange. The measured cross section is 1.6+0.5−0.3(stat) ±
0.3(syst) pb. This agrees with the theoretical prediction of 1.71 ± 0.01 pb obtained using the
LPAIR MC generator [15] and a GEANT based detector simulation, CDFSim [16]. Details on
the observation of the exclusive e+e− signal are reported in reference [9].
2.3 Exclusive γγ Production
An exclusive γγ event can be produced via gg → γγ (g = gluon) through a quark loop, with
an additional “screening” gluon exchanged to cancel the color of the interacting gluons and so
allow the leading hadrons to stay intact. This process is closely related [7,17] to exclusive Higgs
production at the LHC, pp¯ → p +H + p¯, where the production mechanism of the Higgs boson
is gg-fusion through a top quark loop. These processes can also be described as resulting from
DPE.
A search has been performed for exclusive γγ production in p-p¯ collisions at
√
s =
1.96TeV, using 532 pb−1 of integrated luminosity data taken by CDF II at Fermilab. The event
signature requires two electromagnetic showers, each with transverse energy ET ≥ 5 GeV and
pseudorapidity |η| ≤ 1.0, with no other particles detected. Three candidate events were observed.
Each candidate can be interpreted as either a γγ or a π0π0/ηη final state with overlapping photons
that satisfy the γγ selection criteria and thus form a background. The probability that processes
other than these fluctuate to≥ 3 events is 1.7×10−4. Two events clearly favor the γγ hypothesis
and the third event favors the π0π0 hypothesis. On the assumption that two of the three candi-
dates are γγ events we obtain a cross section σ(pp¯→ p+γγ+ p¯) = 90+120−30 (stat)±16(syst) fb,
for ET ≥ 5 GeV and |η| ≤ 1.0, compatible within the theoretical uncertainties with the predic-
tion of 40 fb of Ref. [5]. A comparison between the predictions of the ExHuMe MC and the data
shows good agreement both in normalization and in the shapes of the kinematic distributions.
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Although two of the candidates are most likely to arise from γγ production, the π0π0
hypotheses cannot be excluded. A 95% C.L. upper limit is obtained on the exclusive γγ pro-
duction cross section (ET ≥ 5 GeV, |η| ≤ 1.0) of 410 fb, which is about ten times higher than
the prediction of Ref. [7]. This result may be used to constrain calculations of exclusive Higgs
boson production at the LHC. Additional CDF data, collected with a lower ET threshold, are
being analysed. Exclusive γγ production has not previously been observed in hadron-hadron
collisions. This work is described in more detail in Ref. [18].
2.4 Exclusive µ+µ− Production
Low Mass Exclusive µ+µ− Production. The CDF II collaboration has performed a search for
exclusive low mass µ+µ− final states resulting from three processes: γγ → non-resonant µ+µ−
“continuum” events, and J/ψ → µ+µ− & ψ′ → µ+µ− events arising from IP - γ fusion
(photoproduction). In addition, evidence for exclusive χ◦c production was sought arising from
the decay channel χ◦c → J/ψ(→ µ+µ−) + γ. The invariant mass distribution of the exclusive
di-muon events obtained from 1.48 fb−1 of data is shown in Fig. 3. The J/ψ and ψ′ peaks
can be clearly seen above the µ+µ− continuum.5 Continuum µ+µ− production arises from γγ
Fig. 3: (Left) The invariant mass distribution obtained from the exclusive µ+µ− data; the J/ψ peak (left) and the
smaller ψ′ peak (right) can be clearly seen above the continuum of muon-pair production. (Right) The invariant mass
distribution obtained from the exclusive higher mass µ+µ− data: the Υ (1S) peak (middle-left) and the smaller Υ
(2S) (middle) peaks can be clearly seen above the continuum, while he Υ (3S) peak (middle-right) is only barely
discernible with these statistics.
interactions. These interactions are simulated by the LPAIR [15] and STARlight MCs [19]. Both
give a very good description of the data in shape and in normalization. The events in the J/ψ
and ψ′ peak of Figure 3, from the process pp¯→ p+ J/ψ(J/ψ′)+ p¯, are mainly produced via IP
- γ fusion. The STARLight MC is used to simulate the photoproduction of the J/ψ and the ψ′.
5The offline cuts applied to the muon-pair data are the same as those applied in the e+e− case: there should be no
activity in the event in the region |η| < 7.4, and the final state must have two identified muons of PT > 1.4 GeV/c
within |η| < 0.6.
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A J/ψ in the final state can arise from exclusive χ◦c production, pp¯ → p + (χ◦c) + p¯ with
χ◦c → J/ψ(J/ψ → µ+µ−) + γ. The photon in the χ◦c decay is soft and consequently may
not be reconstructed and form a “background” to exclusive J/ψ production via IP - γ fusion.
The χ◦c contributes to the exclusive J/ψ peak when the soft photon from its decay survives the
exclusivity cut. By fitting the shapes of the ET and ∆φ distributions of the di-muon pair of the
events in the J/ψ peak of the data with MC generated distributions of J/ψ from photoproduction
and χ◦c production, CDF II estimates the χ◦c contribution to the exclusive J/ψ photoproduction
peak to be ≈ 10%.
Higher Mass Exclusive µ+µ− Production. The basis of the study of high exclusive muon
pairs is somewhat different in that it does not rely on the “standard” exclusivity cuts applied to the
low mass data. In this case, one looks for muon pairs that form a vertex with no additional tracks.
It is also required that the muons be consistent with ∆φ ≈ 0 and with PT -sum approximately
zero. For 890 pb−1 of data (2.3M events), with ∆φ > 120o and a PT -sum of the two muon tracks
less than 7 GeV/c, the mass plot shown in Fig. 3 was obtained. One can clearly discern the Υ(1S)
and Υ(2) peaks in this plot. The high mass exclusive muon pair data, with enhanced statistics, is
currently under study.
3 Diffractive W/Z Production
Studies of diffractively produced W/ Z boson are important for understanding the structure of
the Pomeron. The production of intermediate vector bosons is due to the annihllation of quark-
antiquark pairs and thus is a probe of the quark content of the Pomeron. In leading order, the W/Z
is produced by a quark in the Pomeron, while production by a gluon is suppressed by a factor
of αS and can be distinguished from quark production by an associated jet [20]. Diffractive
dijet production at the Tevatron was found to be suppressed by a factor of O(10) compared
to expectations from the Diffractive Structure Function (DSF) extracted from diffractive deep
inelastic scattering (DDIS) at the DESY ep Collider HERA. A more direct comparison could be
made by measuring the DSF in diffractive W production at the Tevatron, which is dominated by
a qq¯ exchange, as in DDIS. In Run I, only the overall diffractive W fraction was measured by
CDF [20]. In Run II, both the W and Z diffractive fractions and the DSF are measured.
The CDF Run II analysis is based on events with RPS tracking from a data sample of
∼ 0.6 fb−1. In addition to the W/Z selection requirements6 , a hit in the RPS trigger coun-
ters and a RPS reconstructed track with 0.03 < ξ < 0.1 and |t| < 1 are required. A novel
feature of the analysis is the determination of the full kinematics of the W → eν/µν de-
cay using the neutrino EνT obtained from the missing ET , as usual, and ην from the formula
ξRPS − ξcal = (ET /
√
s) exp[−ην ] , where ξcal = ∑towers(ET /√s) exp[−η]. The extracted
value of M expW = 80.9 ± 0.7 GeV is in good agreement with the world average W mass of
MPDGW = 80.403 ± 0.029 GeV [21]. After applying corrections accounting for the RPS accep-
tance, ARPS ≈ 80 %, the trigger counter efficiency, ǫRPStrig ≈ 75 %, the track reconstruction
6The CDFW/Z selection requirements are: Ee,µT > 25 GeV, 40 < M
W
T < 120 GeV, 66 < MZ < 116 GeV, and
vertex z-coordinate |zvtx| < 60 cm. In the W case, the requirement of ξRPS > ξCAL is very effective in removing
the overlap evemnts in the region of ξCAL < 0.1, while a mass cut of 50 < MW < 120 GeV has the same effect.
In the Z case, we use the ξCAL distribution of all Z events normalized to the RP-track distribution in the region of
−1 < log ξCAL < −0.4 (0.1 < ξCAL < 0.4) to obtain the ND background in the diffractive region of ξCAL < 0.1.
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efficiency, ǫRPStrk ≈ 87 %, multiplying by 2 to include production by pp¯ → W/Z + p, and
correcting the ND event number for the effect of overlaps due to multiple interactions by mul-
tiplying by the factor f1−int ≈ 0.25, the diffractive fraction of W/Z events was obtained as
RW/Z = 2 ·NSD/ARPS/ǫRPStrig/ǫRPStrk/(NND · f1−int):
RW (0.03 < ξ < 0.10, |t| < 0.1) = [0.97 ± 0.05 (stat) ± 0.11 (syst)]% (1)
RZ(0.03 < ξ < 0.10, |t| < 0.1) = [0.85 ± 0.20 (stat) ± 0.11 (syst)]% (2)
The RW value is consistent with the Run I result of RW (0.03 < ξ < 0.10, |t| < 0.1) =
[0.97 ± 0.47] obtained from the published value of RW (ξ < 0.1) = [0.15 ± 0.51 (stat) ±
0.20 (syst)]% [20] multiplied by a factor of 0.85 that accounts for the reduced (ξ-t) range in
Run II.
4 Conclusion
We present recent results on exclusive central prodction of di-jets, di-leptons, and di-photons
reported by the CDF II collaboration, obtained from Run II data collected at the Tevatron pp¯
collider at
√
s = 1.96 TeV. The results are compared with theoretical expectations, and
implications for the possible observation of exclusive Higgs boson production and other
interesting new physics processes at the Large Hadron Collider are discussed.
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Abstract
We confront the latest H1 and ZEUS data on diffractive dijet photopro-
duction with next-to-leading order QCD predictions in order to deter-
mine whether a rapidity gap survival probability of less than one is sup-
ported by the data. We find evidence for this hypothesis when assum-
ing global factorization breaking for both the direct and resolved pho-
ton contributions, in which case the survival probability would have to
beEjetT -dependent, and for the resolved or in addition the related direct
initial-state singular contribution only, where it would be independent
of EjetT .
LPSC 08-115
1 Introduction
The central problem for hard diffractive scattering processes, characterized by a large rapidity
gap in high-energy collisions, is whether they can be factorized into non-perturbative diffractive
parton density functions (PDFs) of a colorless object (e.g. a pomeron) and perturbatively cal-
culable partonic cross sections. This concept is believed to hold for the scattering of point-like
electromagnetic probes off a hadronic target, such as deep-inelastic scattering (DIS) or direct
photoproduction [1], but has been shown to fail for purely hadronic collisions [1, 2]. Factoriza-
tion is thus expected to fail also in resolved photoproduction, where the photon first dissolves
into partonic constituents, before these scatter off the hadronic target. The separation of the
two types of photoproduction processes is, however, a leading order (LO) concept. At next-
to-leading order (NLO) of perturbative QCD, they are closely connected by an initial-state (IS)
singularity originating from the splitting γ → qq¯ (for a review see [3]), which may play a role
in the way factorization breaks down in diffractive photoproduction [4]. The breaking of the
resolved photoproduction component only leads to a dependence of the predicted cross section
on the factorization scale Mγ [4]. Since this Mγ-dependence is unphysical, it must be remedied
also for the factorization breaking of the resolved part of the cross section, e.g. by modifying the
IS singular direct part. A proposal how to achieve this has been worked out in [4] and has been
reviewed already in the proceedings of the workshop on HERA and the LHC of 2004-2005 [5]
(see also [6]). Since from a theoretical point of view only the suppression of the resolved or in
addition the IS singular direct component [4] is viable, it is an interesting question whether the
diffractive dijet photoproduction data show breaking of the factorization, how large the suppres-
sion in comparison to no breaking will be, and whether the breaking occurs in all components
or just in the resolved plus direct IS component. The value of the suppression factor or survival
probability can then be compared to theoretical predictions [7] and to the survival probability
448 HERA and the LHC
observed in jet production in pp¯ collisions at the Tevatron [2] and will be of interest for similar
diffractive processes at the LHC.
Since 2005 no further developments occurred on the theoretical side. On the experimental
side, however, the final diffractive PDFs (DPDFs), which have been determined from the inclu-
sive measurements of the diffractive structure function FD2 by the H1 collaboration, have been
published [8]. Also both collaborations at HERA, H1 and ZEUS, have now published their final
experimental data of the cross sections for diffractive dijet photoproduction [9, 10]. Whereas
H1 confirm in [9] their earlier findings based on the analysis of preliminary data and prelim-
inary DPDFs, the authors of the ZEUS analysis [10] reached somewhat different conclusions
from their analysis. Specifically, the H1 collaboration [9] obtained a global suppression of their
measured cross sections as compared to the NLO calculations. In this comparison [9], the sur-
vival probability is R = 0.5, independent of the DPDFs fit used, i.e. fit A or B in Ref. [8]. In
addition they concluded that the assumption that the direct cross section obeys factorization is
strongly disfavored by their analysis. The ZEUS collaboration, on the other hand, concluded
from their analysis [10], that, within the large uncertainties of the NLO calculations, their data
are compatible with the QCD calculations, i.e. that no suppression would be present.
Due to these somewhat inconsistent results we made a new effort [11] to analyze the H1 [9]
and the ZEUS [10] data, following more or less the same strategy as in our earlier work [12, 13]
on the basis of the NLO program of [12, 13] and the new DPDFs sets of Ref. [8]. The H1 and
the ZEUS dijet data cannot be compared directly, since they have different kinematic cuts. In
particular, in the H1 measurements [9] Ejet1(2)T > 5 (4) GeV and xIP < 0.03, and in the ZEUS
measurements [10] Ejet1(2T ) > 7.5 (6.5) GeV and xIP < 0.025 (these and all other variables
used in this review are defined in [11–13] and in the corresponding experimental contribution
in these proceedings). It is clear that in order to establish a global suppression, i.e. an equal
suppression of the direct and the resolved cross section, the absolute normalization and not so
much the shape of the measured cross section is very important. This normalization depends on
the applied kinematic cuts. Of course, the same cuts must be applied to the NLO cross section
calculation. In case of a resolved suppression only, the suppression depends on the normalization
of the cross sections, but also on the shape of some (in particular the xobsγ , Ejet1T , M12, and η¯jets)
distributions, and will automatically be smaller at large Ejet1T [3]. Distributions in xIP and y (or
W ) are not sensitive to the suppression mechanism. The distribution in zIP , on the other hand,
is sensitive to the functional behavior of the DPDFs, in particular of the gluon at large fractional
momenta.
In the meantime, the H1 collaboration made an effort to put more light into the somewhat
contradictory conclusions of the H1 [9] and ZEUS [10] collaborations by performing a new
analysis of their data, now with increased luminosity, with the same kinematic cuts as in [9],
i.e. the low-Ejet1T cut, and the high-E
jet1
T cut as in the ZEUS analysis [10]. The results have
been presented at DIS 2008 [14] and will be published soon. We have performed a new study of
these H1 [14] and ZEUS data [10] to show more clearly the differences between the three data
sets [15]. In this contribution we shall show a selection of these comparisons. The emphasis in
these comparisons will be, how large the survival probability of the diffractive dijet cross section
will be globally and whether the model with resolved suppression only will also describe the data
in a satisfactory way. In section 2 we show the comparison with the H1 data [14] and in section
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Fig. 1: Differential cross sections for diffractive dijet photoproduction as measured by H1 with low-EjetT cuts and
compared to NLO QCD without (R = 1) and with (R = 0.46) global suppression (color online).
3 with the ZEUS data [10]. Section 4 contains our conclusions.
2 Comparison with recent H1 data
The recent H1 data for diffractive photoproduction of dijets [14] have several advantages as com-
pared to the earlier H1 [9] and ZEUS [10] analyses. First, the integrated luminosity is three times
higher than in the previous H1 analysis [9] comparable to the luminosity in the ZEUS analy-
sis [10]. Second, H1 took data with low-EjetT and high-EjetT cuts, which allows for a comparison
of [9] with [10]. The exact two kinematic ranges are given in [14]. The ranges for the low-EjetT
cuts are as in the previous H1 analysis [9] and for the high-EjetT cuts are chosen as in the ZEUS
analysis with two exceptions. In the ZEUS analysis the maximal cut on Q2 is larger and the
data are taken in an extended y-range. The definition of the various variables can be found in
the H1 and ZEUS publications [9, 10]. Very important is the cut on xIP . It is kept small in both
analyses in order for the pomeron exchange to be dominant. In the experimental analysis as well
as in the NLO calculations, jets are defined with the inclusive kT -cluster algorithm [16, 17] in
the laboratory frame. At least two jets are required with the respective cuts on Ejet1T and Ejet2T ,
where Ejet1(2)T refers to the jet with the largest (second largest) EjetT .
Before we confront the calculated cross sections with the experimental data, we correct
them for hadronization effects. The hadronization corrections are calculated by means of the LO
RAPGAP Monte Carlo generator. The factors for the transformation of jets made up of stable
hadrons to parton jets were supplied by the H1 collaboration [14]. Our calculations are done with
the ‘H1 2006 fit B’ [8] DPDFs, since they give smaller diffractive dijet cross sections than with
the ‘H1 2006 fit A’. We then take nf = 4 with Λ(4)MS = 0.347 GeV, which corresponds to the
value used in the DPDFs ‘H1 2006 fit A, B’ [8]. For the photon PDFs we have chosen the NLO
GRV parameterization transformed to the MS scheme [18].
As it is clear from the discussion of the various preliminary analyses of the H1 and ZEUS
collaborations, there are two questions which we would like to answer from the comparison with
the recent H1 and the ZEUS data. The first question is whether a suppression factor, which differs
substantially from one, is needed to describe the data. The second question is whether the data
M. KLASEN, G. KRAMER
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Fig. 2: Differential cross sections for diffractive dijet photoproduction as measured by H1 with low-EjetT cuts and
compared to NLO QCD with global, resolved, and resolved/direct-IS suppression.
are also consistent with a suppression factor applied to the resolved cross section only. For both
suppression models it is also of interest whether the resulting suppression factors are universal,
i.e. whether they are independent of the kinematic variables of the process. To give an answer to
these two questions we calculated first the cross sections with no suppression factor (R = 1 in
the following figures) with a theoretical error obtained from varying the common scale of renor-
malization and factorization by factors of 0.5 and 2 around the default value (highest EjetT ). In a
second step we show the results for the same differential cross sections with a global suppression
factor, adjusted to dσ/dEjet1T at the smallest Ejet1T -bin. As in the experimental analysis [14], we
consider the differential cross sections in the variables xobsγ , zobsIP , log10(xIP ), E
jet1
T , MX , M12,
ηjets, |∆ηjets| and W [15]. Here we show only a selection, i.e. the cross sections as a function of
Ejet1T , x
obs
γ and zobsIP . For the low-E
jet
T cuts, the resulting suppression factor is R = 0.46 ± 0.14,
which gives in the lowest Ejet1T -bin a cross section equal to the experimental data point. The
error comes from the combined experimental statistical and systematic error. The theoretical
error due to the scale variation is taken into account when comparing to the three distributions.
The results of this comparison are shown in Figs. 1a-c. With the exception of Fig. 1a , where the
comparison of dσ/dEjet1T is shown, the other two plots are such that the data points lie outside
the error band based on the scale variation for the unsuppressed case. However, the predictions
with suppression R = 0.46 agree nicely with the data inside the error bands from the scale vari-
ation. Most of the data points even agree with the R = 0.46 predictions inside the much smaller
experimental errors. In dσ/dEjet1T (see Fig. 1a) the predictions for the second and third bins lie
outside the data points with their errors. For R = 1 and R = 0.46 this cross sections falls off
stronger with increasing Ejet1T than the data, the normalization being of course about two times
larger for R = 1. In particular, the third data point agrees with the R = 1 prediction. This means
that the suppression decreases with increasing Ejet1T (see also Fig. 5 below). This behavior was
already apparent when we analyzed the first preliminary H1 data [12,13]. Such a behavior points
in the direction that a suppression of the resolved cross section only would give better agreement
with the data, as we shall see below. The survival probability R = 0.46 ± 0.14 agrees with the
result in [14], which quotes R = 0.51 ± 0.01 (stat.) ± 0.10 (syst.), determined by fitting the
integrated cross section. From our comparison we conclude that the low-EjetT data show a global
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Fig. 3: Differential cross sections for diffractive dijet photoproduction as measured by H1 with high-EjetT cuts and
compared to NLO QCD without (R = 1) and with (R = 0.62) global suppression (color online).
      ep → e+2jets+X´+Y
10
-1
1
10
10 2
8 9 10 11 12 13 14
ET 
jet1
  [GeV]
ds
/d
E T
 jet
1
 
 
[p
b/G
eV
]
H1 preliminary
NLO, R=0.62
NLO, R=0.38 (res)
NLO, R=0.30 (res+dir-IS)
      ep → e+2jets+X´+Y
0
20
40
60
80
100
120
140
160
180
200
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
x
g
 
obs
ds
/d
x g
 
o
bs  
 
[p
b]
H1 preliminary
NLO, R=0.62
NLO, R=0.38 (res)
NLO, R=0.30 (res+dir-IS)
      ep → e+2jets+X´+Y
0
20
40
60
80
100
120
140
160
180
200
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
zIP 
obs
ds
/d
z IP
 
o
bs  
 
[p
b]
H1 preliminary
NLO, R=0.62
NLO, R=0.38 (res)
NLO, R=0.30 (res+dir-IS)
Fig. 4: Differential cross sections for diffractive dijet photoproduction as measured by H1 with high-EjetT cuts and
compared to NLO QCD with global, resolved, and resolved/direct-IS suppression.
suppression of the order of two in complete agreement with the results [12, 13] and [9] based on
earlier preliminary and final H1 data [9].
Next we want to answer the second question, whether the data could be consistent with a
suppression of the resolved component only. For this purpose we have calculated the cross sec-
tions in two additional versions: (i) suppression of the resolved cross section and (ii) suppression
of the resolved cross section plus the NLO direct part which depends on the factorization scale
at the photon vertex [4]. The suppression factors needed for the two versions will, of course,
be different. We determine them again by fitting the measured dσ/dEjet1T for the lowest E
jet1
T -
bin (see Fig. 2a). Then, the suppression factor for version (i) is R = 0.35 (denoted res in the
figures), and for version (ii) it is R = 0.32 (denoted res+dir-IS). The results for dσ/dEjet1T ,
dσ/dxobsγ and dσ/dzobsIP are shown in Figs. 2a-c, while the six other distributions can be found
in [15]. We also show the global (direct and resolved) suppression prediction with R = 0.46
already shown in Figs. 1a-c. For the cross section as a function of zobsIP , the agreement with the
global suppression (R = 0.46) and the resolved suppression (R = 0.35 or R = 0.32) is com-
parable. For dσ/dEjet1T , the agreement improves considerably for the resolved suppression only
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Fig. 5: Ratio of the Ejet1T -distribution as measured by H1 with low-E
jet
T (left) and high-EjetT cuts (right) to the NLO
QCD prediction without (full), with resolved-only (dashed), and with additional direct IS suppression (dotted).
(note the logarithmic scale in Fig. 2a). The global suppression factor could, of course, be ET -
dependent, although we see no theoretical reason for such a dependence. For dσ/dxobsγ , which is
usually considered as the characteristic distribution for distinguishing global versus resolved sup-
pression, the agreement with resolved suppression does not improve. Unfortunately, this cross
section has the largest hadronic corrections of the order of (25− 30)% [14]. Second, also for the
usual photoproduction of dijets the comparison between data and theoretical results has similar
problems in the large xobsγ -bin [19], although the EjetT -cut is much larger there. In total, we are
tempted to conclude from the comparisons in Figs. 2a-c that the predictions with a resolved-
only (or resolved+direct-IS) suppression are consistent with the new low-EjetT H1 data [14] and
the survival probability is R = 0.35 (only resolved suppression) and R = 0.32 (resolved plus
direct-IS suppression), respectively.
The same comparison of the high-EjetT data of H1 [14] with the various theoretical predic-
tions is shown in the following figures. The global suppression factor is obtained again from a fit
to the smallest Ejet1T -bin. It is equal to R = 0.62 ± 0.16, again in agreement with the H1 result
R = 0.62 ± 0.03 (stat.) ± 0.14 (syst.) [14]. The same cross sections as for the low-EjetT com-
parison are shown in Figs. 3a-c for the two cases R = 1 (no suppression) and R = 0.62 (global
suppression), while the six others can again be found in [15]. As before with the exception of
dσ/dEjet1T and dσ/dM12 (not shown), most of the data points lie outside the R = 1 results with
their error bands and agree with the suppressed prediction with R = 0.62 inside the respective
errors. However, compared to the results in Figs. 1a-c the distinction between the R = 1 band
and the R = 0.62 band and the data is somewhat less pronounced, which is due to the larger
suppression factor. We also tested the prediction for the resolved (resolved+direct-IS) suppres-
sion, which is shown in Figs. 4a-c. The suppression factor fitted to the smallest bin came out as
R = 0.38 (res) and R = 0.30 (res+dir-IS), which are almost equal to the corresponding sup-
pression factors derived from the low-EjetT data. In most of the comparisons it is hard to observe
any preference for the global against the pure resolved (resolved plus direct-IS) suppression. We
remark that the suppression factor for the global suppression is increased by 35%, if we go from
the low-EjetT to the high-E
jet
T data, whereas for the resolved suppression this increase is only
9%. Under the assumption that the suppression factor should not depend on Ejet1T , we would
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Fig. 6: Differential cross sections for diffractive dijet photoproduction as measured by ZEUS and compared to NLO
QCD without (R = 1) and with (R = 0.71) global suppression (color online).
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Fig. 7: Differential cross sections for diffractive dijet photoproduction as measured by ZEUS and compared to NLO
QCD with global, resolved, and resolved/direct-IS suppression.
conclude that the resolved suppression would be preferred, as can also be seen from Fig. 5. A
global suppression is definitely observed also in the high-EjetT data and the version with resolved
suppression explains the data almost as well as with the global suppression.
In Fig. 5 we show the ratio of of theEjet1T -distribution as measured by H1 to the NLO QCD
prediction without (full), with resolved-only (dashed), and with additional direct IS suppression
(dotted). Within the experimental errors, obviously only the former, but not the latter are EjetT -
dependent.
3 Comparison with ZEUS data
In this section we shall compare our predictions with the final analysis of the ZEUS data, which
was published this year [10], in order to see whether they are consistent with the large-EjetT data
of H1. The kinematic cuts [10] are almost the same as in the high-EjetT H1 measurements. The
only major difference to the H1 cuts is the larger range in the variable y. Therefore the ZEUS
cross sections will be larger than the corresponding H1 cross sections. The constraint on MY is
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not explicitly given in the ZEUS publication [10]. They give the cross section for the case that
the diffractive final state consists only of the proton. For this they correct their measured cross
section by subtracting in all bins the estimated contribution of a proton-dissociative background
of 16%. When comparing to the theoretical predictions they multiply the cross section with the
factor 0.87 in order to correct for the proton-dissociative contributions, which are contained in
the DPDFs ‘H1 2006 fit A’ and ‘H1 2006 fit B’ by requiring MY < 1.6 GeV. We do not follow
this procedure. Instead we leave the theoretical cross sections unchanged, i.e. they contain a
proton-dissociative contribution with MY < 1.6 GeV and multiply the ZEUS cross sections by
1.15 to include the proton-dissociative contribution. This means that the so multiplied ZEUS
cross sections have the same proton dissociative contribution as is in the DPDF fits of H1 [8].
Since the ZEUS collaboration did measurements only for the high-EjetT cuts, E
jet1(2)
T > 7.5
(6.5) GeV, we can only compare to those. In this comparison we shall follow the same strategy
as before. We first compared to the predictions with no suppression (R = 1) and then determine a
suppression factor by fitting dσ/dEjet1T to the smallest E
jet1
T -bin. Then we compared to the cross
sections as a function of the seven observables xobsγ , zobsIP , xIP , E
jet1
T , y, MX and ηjet1 instead
of the nine variables in the H1 analysis. The distribution in y is equivalent to the W -distribution
in [14]. The theoretical predictions for these differential cross sections with no suppression factor
(R = 1) are shown in Figs. 6a-g of [11], together with their scale errors and compared to the
ZEUS data points, and a selection is shown in Fig. 6. Except for the xobsγ - andE
jet1
T -distributions,
most of the data points lie outside the theoretical error bands for R = 1. In particular, in Figs.
6b, c, e, f and g, most of the points lie outside. This means that most of the data points disagree
with the unsuppressed prediction. Next, we determine the suppression factor from the measured
dσ/dEjet1T at the lowest E
jet1
T -bin, 7.5 GeV < E
jet1
T < 9.5 GeV, and obtain R = 0.71. This
factor is larger by a factor of 1.15 than the suppression factor from the analysis of the high-EjetT
data from H1. Curiously, this factor is exactly equal to the correction factor we had to apply to
restore the dissociative proton contribution. Taking the total experimental error of ±7% from the
experimental cross section dσ/dEjet1T in the first bin into account, the ZEUS suppression factor
is 0.71 ± 0.05 to be compared to 0.62 ± 0.14 in the H1 analysis [14], so that both suppression
factors agree inside the experimental errors.
If we now check how the predictions for R = 0.71 compare to the data points inside the
theoretical errors, we observe from Figs. 6a-g of Ref. [11] that, with the exception of dσ/dzobsIP
and dσ/dEjet1T , most of the data points agree with the predictions. This is quite consistent with
the H1 analysis (see above) and leads to the conclusion that also the ZEUS data agree much
better with the suppressed predictions than with the unsuppressed prediction. In particular, the
global suppression factor agrees with the global suppression factor obtained from the analysis of
the H1 data inside the experimental error.
Similarly as in the previous section we compared the ZEUS data also with the assumption
that the suppression results only from the resolved cross section. Here, we consider again (i) only
resolved suppression (res) and (ii) resolved plus direct suppression of the initial-state singular part
(res+dir-IS). For these two models we obtain the suppression factors R = 0.53 and R = 0.45,
respectively, where these suppression factors are again obtained by fitting the data point at the
first bin of dσ/dEjet1T . The comparison to the global suppression with R = 0.71 and to the data
is shown in Figs. 7a-g of [11] and a selection in Fig. 7. In general, we observe that the difference
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between global suppression and resolved suppression is small, i.e. the data points agree with the
resolved suppression as well as with the global suppression.
4 Conclusion
In conclusion, we found that most of the data points of diffractive dijet photoproduction in the
latest H1 analyses with low- and high-EjetT cuts and in the final ZEUS analysis with the same
high-EjetT cuts disagree with NLO QCD predictions within experimental and theoretical errors.
When global factorization breaking is assumed in both the direct and resolved contributions, the
resulting suppression factor would have to be EjetT -dependent, although we see no theoretical
motivation for this assumption. Suppressing only the resolved or in addition the direct initial-
state singular contribution by about a factor of three, as motivated by the proof of factorization
in point-like photon-hadron scattering and predicted by absorptive models [7], the agreement
between theory and data is at least as good as for global suppression, and no EjetT -dependence of
the survival probability is needed.
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Abstract
Developments of the fracture functions formalism in the context of
DIS jet cross-sections and Semi-Inclusive Drell-Yan process at hadron
colliders are briefly presented.
Fracture functions were introduced in Ref. [1] in order to give a QCD-based description of
semi-inclusive Deep Inelastic Scattering in the target fragmentation region. The first analyses of
HERA data [2] revealed a non-negligible contributions to the DIS cross-sections of events char-
acterized by absence of hadronic activity in the remnant direction. Recent analyses of diffractive
data collected by H1 and ZEUS collaborations have now confirmed substantial contributions
of perturbative QCD effects in diffractive DIS cross-sections [3]. This experimental evidence
strengthens the idea itself of fracture functions. These non-perturbative distributions, hereafter
indicated by M ih/P (x, z,Q
2), give the conditional probability of finding at a given scale Q2 a
parton i with momentum fraction x of the incoming hadron momentum P while a hadron h,
with momentum fraction z, is detected in the target fragmentation region of P. In Ref. [4] it was
shown within a fixed order O(αs) calculation that the additional collinear singularities occurring
in the remnant direction can be properly renormalized only introducing fracture functions. An
all-order proof of collinear and soft singularities factorization into M ih/P (x, z,Q
2) was finally
given in Refs. [5] and [6], respectively. This theoretical background offers the basis for an
accurate analysis of diffractive data and the possibility to fully exploit factorization in order to
extract diffractive parton distributions, i.e. fracture functions. In this brief contribution we will
report on recent developments in this topic. In particular we will focus on the extension of frac-
ture functions in the context of DIS jet cross-section and their possible applications to hadronic
collisions.
As is well known, hadrons resulting from a hard interaction are often collimated in a def-
inite portion of momentum space. Hadron jets are the highlighting signature of the dominant
collinear branching of pQCD dynamics. For this reason jet cross-sections are the natural and,
possibly, the most effective representation of hadronic final state. While jet cross-sections with a
given, in general low, number of partons in the final state are calculable within pQCD, a descrip-
tion of the beam-jet in terms of pQCD is however precluded by its intrinsic soft and kinematical
nature. It results from the fragmentation of the spectator partons of the hadron remnants plus,
eventually, semi-hard radiation coming from the evolution of the active parton at low momentum
transfer. Since at the forthcoming hadron collider topics as minimum bias and underlying event
will play a central role and will probably plague the extraction of hard scattering events signals,
we have proposed and introduced in Ref. [7] a new semi-inclusive jet-like distribution, here after
indicated withMi∢(x,Q2, z, t), referring to it as to a jet-like fracture function. Mi∢(x,Q2, z, t)
expresses the probability of finding a parton i with fractional momentum x of the incoming
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hadron and virtuality Q2, while a cluster of hadrons hi is detected in a portion of phase space R
specified by two variables, z and t. The region R is limited by the constraint
R : ti = −(P − hi)2 < t, t0 ≤ t≪ Q2 , (1)
where the value of t is arbitrary chosen and can be conceived as the analogous of the clustering
variable used in ordinary jet-algorithms. Once the clustering procedure is performed, the variable
z is obtained by summing the fractional longitudinal momenta of all hadrons hi satisfying the
constraint in eq. (1):
z =
∑
i
zi, hi ∈ R . (2)
In analogy with the standard inclusive DIS, which makes use of parton distributions functions,
we may write the beam-jet DIS cross-section as
1
σtot
dσR,jet
dxdQ2dzdt
∝ x
∑
i=q,q¯
e2i Mi∢(x,Q2, z, t) . (3)
In this framework, the parton initiating the space-like cascade is specified by the initial state
radiation itself, i.e. the closest in rapidity to the hadron remnant. It has a fractional momentum
1 − z, where z is overall fractional momentum taken away by the hadrons with ti ≤ t and
has the highest allowed virtuality, t, according to strong ordering. When t is chosen in the
perturbative region, as shown in Ref. [7], jet-like fracture functions obey a standard DGLAP
evolution equations:
Q2
∂
∂Q2
Mi∢(x,Q2, z, t) =
αs(Q2)
2pi
∫ 1
x
1−z
du
u
P ij (u)Mj∢(x/u,Q2, z, t) . (4)
This equation describes how the virtual photon resolves the distributionsMi∢ when the virtuality
of the latter is varied. In particular it resums potentially large collinear logarithms of the type
αns log
n(Q2/t). In real processes, strong t-ordering is only partially realized and one could in
principle improve the theoretical description including higher order and coherence effects. As
discussed in Ref. [7], the introduction ofMi∢ allows one to include the beam remnants jet in the
perturbative treatment of DIS jet cross-sections. Moreover jet-like fracture functions could find
applications also in hard diffractive processes. In events characterized by the absence of hadron
activity in the remnant direction, this absence can be conceived as the shadow in the detector of
the propagation of the exchanged object in the t-channel. The rapidity gap can then be considered
as a missing jet. It can be defined in terms of a jet-like fracture functions specified by the value
t of the measured particle at the edge of the gap, i.e. the one with the highest rapidity (a part
from the proton itself). The study of gap topology might be important to investigate diffractive
phenomena and jet-like fracture functions could be a useful tool in this context.
The knowledge acquired at HERA on Deep Inelastic process in the target fragmentation re-
gion is expected to be essential in the LHC diffractive physics program. Dedicated experiments
as TOTEM will measure leading baryon production, while combined CMS-TOTEM measure-
ments will trigger on a wide class of diffractive processes characterized by a large momentum
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transfer [8]. The fundamental step in transporting information from diffractive Deep Inelastic
Scattering at HERA to LHC is to assume factorization to hold in hard diffractive hadron-hadron
reactions. The Tevatron analysis has put, however, serious doubts on such an hypothesis. A non
universality of diffractive parton distributions, as extracted from diffractive DIS, emerged when
these distributions were used to predict hard scattering events cross-sections [9]. In such a re-
actions, at variance with diffractive DIS where factorization has been shown to hold in Ref. [6],
theoretical arguments has been given such that the detection of particle in the target fragmentation
region leads to a factorization breaking effect [6, 10]. For this reasons our understanding of the
dynamics of diffractive processes is strongly correlated with the understanding of factorization.
Hard diffractive processes can be approached with pQCD techniques and the Drell-Yan
process plays indeed a central role in this context. In particular it is the only hadrons-induced
process for which factorization has been shown to hold at soft and collinear level [11]. Fur-
thermore QCD corrections to this process have been calculated for inclusive and differential
distributions in such a way that it constitutes a fundamental testing process of QCD at the hadron
collider. For this reasons we have performed in Ref. [12] a pQCD analysis of the Semi-Inclusive
Drell-Yan process
P1 + P2 → γ∗ + h+X . (5)
In eq. (5) P1 and P2 stands for the incoming hadrons, γ∗ the virtual photon of invariant mass Q2
and h the additional hadron measured in the final state. If Q2 is large enough so that perturbation
theory applies, the factorization property of the considered cross-section should depend on the
region of phase space in which the final hadron h is detected. In particular, if h is produced
at sufficiently high transverse momentum, p2h⊥, then the relative cross-sections can be predicted
by pQCD. On the contrary, if h is produced at low p2h⊥ and thus detected in the target frag-
mentation region, arguments against factorization have been already given in Refs. [6, 10]. The
formalism of fracture functions allows one to performed a next-to-leading order QCD analysis of
the Semi-Inclusive Drell-Yan process without introducing unphysical scale in order to separate
the dominant production mechanisms in each region of phase space. The first step in order to
perform consistently such a calculation is to provide a parton model formula for the considered
process. Since in zero-th order QCD initial state radiation is absent, we assume the hadron h
is ”non-perturbatively” produced in the target fragmentation region of P1 (RT1 ) or P2 (RT2) by
means of a ”bare” (in the renormalization sense) fracture function M ih/P (x, z). In the follow-
ing we will consider the differential cross-sections for producing a lepton pair of invariant mass
Q2 ≫ Λ2QCD, accompanied by an additional hadron h with fractional energy z = 2Eh/
√
S (de-
fined in the hadronic center of mass frame) and integrated over its transverse momentum, p2h⊥.
By defining the combination Mhq (x, z) = M
h/P1
q (x, z)+M
h/P2
q (x, z), the parton model formula
for the semi-inclusive Drell-Yan cross-sections reads:
dσDY (τ)
dQ2dz
=
4piα2
9SQ2
∫ 1−z
τ
dx1
x1
∫ 1
τ
x1
dx2
x2
∑
q
e2q
[
Mhq (x1, z)fq¯(x2) + (x1 ↔ x2)
]
δ
(
1− τ
x1x2
)
.
(6)
A pictorial representation of this formula is drawn in Fig. (1). In the following we will restrict
ourselves to the discussion of NLO corrections to the qq¯ channel. The corrections to eq. (6) have
F. A. CECCOPIERI, L. TRENTADUE
460 HERA and the LHC
P
h
h
P
P
f
M f
M
P
Fig. 1: A pictorial representation of the parton model formula for Semi-Inclusive Drell-Yan process, eq. (6).
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Fig. 2: A pictorial representation of the second term on r.h.s. in eq. (7). The observed hadron h results
from the hadronization of initial state radiation (gluon).
the following formal structure
dσ
DY,(1)
qq¯ ≃ Mhq ⊗ fq¯ ⊗
[
1 +
αs
2pi
Cqq¯
]
+
αs
2pi
fq ⊗ fq¯ ⊗Dhg ⊗Kgqq¯ , (7)
where the symbol ⊗ stands for the convolution on the momentum fraction of the participating
partons. The more involved part of the calculation does consist in evaluating next-to-leading
order diagrams in which the final state parton hadronize into the observed hadron h. These di-
agrams are at the origin of the second term on the right hand side of eq. (7). An example of
such a diagram is shown in Fig. (2). The coefficient functions Cqq¯ and Kgqq¯ at this level still
present poles due to collinear singularities. It is however possible to show, see Ref. [12] for de-
tails, that all collinear singularities can be subtracted from the coefficient functions by the same
factorization procedure firstly used in Ref. [4] in the context of Deep Inelastic Scattering. We
consider this result as a direct evidence of collinear factorization for the Semi-Inclusive Drell-
Yan cross-sections. The present QCD-based calculation deals however only with standard soft
gluon exchange between active partons but it is blind to soft gluon exchange between spectators.
Since our findings support factorization at the collinear level, we implicitly confirm the general
widespread idea indicating soft exchanges between spectators partons as responsible for factor-
ization breaking in semi-inclusive hadronic collisions. When diffractive parton distribution, as
obtained from HERA data, are used in the present calculation, the resulting predictions would
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be valid only in the case that factorization hypothesis holds. As a consequence, any deviation
observed in the data not accounted for by the present NLO calculation, could be interpreted as a
manifestation of factorization breaking. A comparison with data would also establish whether a
factorization breaking shows up only in a diffractive kinematic regime or if it manifests itself also
in processes with a gapless final state containing, as well, a single hadron in the target fragmen-
tation region. At the same time it would be interesting to study, within the proposed approach,
light mesons production which is sensitive to the soft, high multiplicity, fragmentation process.
For this reason, in Ref. [12], we address the Semi-Inclusive Drell-Yan process as a prototype
of factorization analyzer. Since we expect that the factorizing properties of the cross-sections
to be extremely sensible to the p2h⊥ of the measured hadron h, we guess that a more efficient
observable in this context would be the triple-differential cross-sections:
dσDY
dQ2dp2h⊥dz
, (8)
for which an analog of the present calculation is still not available. The possible identification
of an intermediate scale or range of scales at which the factorization breaking effects start to
manifest themselves would constitute an important insight into the dynamics of the factorization
mechanism.
Let us conclude by listing some further possible developments of the formalism. The
present work can be generalized to double hadron production. The evaluation of a double
hadron production cross-section needs a full O(α2s) QCD calculation. However, as discussed
in Ref. [12], an approximate result could be obtained if one considers the production of two
hadrons at low p2h⊥ observed in opposite fragmentation regions with respect to the incoming
hadrons. In this case higher order corrections for this process should be the same as for inclusive
Drell-Yan process, when the proper kinematics is taken into account. Finally we are thinking
to a generalization of the present approach to include gluon initiated hard processes [13] whose
relevance in diffractive Higgs production was first suggested in Ref. [14].
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Generalised parton distributions and exclusive vector meson
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Abstract
We briefly review recent developments in the description of exclusive
vector meson production in terms of generalised parton distributions.
The determination of the gluon distribution at small x from HERA data
on diffractive J/ψ production is discussed.
1 Introduction
Contrary to normal DIS, processes like deeply virtual Compton scattering (DVCS) or the diffrac-
tive production of (di-) jets, heavy quarks or vector mesons (VMs), cannot be described accu-
rately with the diagonal (normal) parton distribution functions (PDFs). This can be seen from
Fig. 1, where the leading order diagram for DVCS (left) and J/ψ vector meson production (right
figure) are shown. While DVCS is mainly testing the quark distribution, the amplitude for exclu-
sive vector meson production is, to leading order, directly probing the gluon PDF. The momentum
fractions x and x′ of the two partons are in general different, resulting in a deviation from the
diagonal limit for the distribution function of the respective parton. In this instance, a generalised
parton distribution (GPD) must be used to describe the process.
Unlike the diagonal parton distributions, which represent a probability distribution, gener-
alised distributions are defined by matrix elements of quark and gluon light-cone operators Oˆ for
different initial and final states of the proton, 〈p′|Oˆ|p〉. They encode richer information about the
distribution of partons inside the hadron and have no direct probabilistic interpretation. One may
express the parton momentum fractions in a GPD in a symmetric manner, with the introduction
of a skewing parameter ξ and a symmetric x˜: x = x˜−ξ, x′ = x˜+ξ. In the forward limit ξ, t→ 0,
the generalised partons reduce to the conventional diagonal partons, where t is the square of the
momentum transfer between initial and final protons. In the following we will briefly discuss
p′p
x x′
γ∗ γ γ∗
c¯
c
p
J/ψ
x x′
kT kT
p′
Fig. 1: Left: DVCS γ∗p → γp′ and right: elastic J/ψ production γ∗p → Jψp′. The two partons entering the
scattering have different momentum fractions x, x′.
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selected recent work on the prediction of diffractive production of vector mesons based on gen-
eralised parton distributions, both in the framework of collinear and kT factorisation, and the
determination of the small x gluon from diffractive J/ψ data in the latter framework.
2 Predictions for diffractive vector meson production
In the last years a lot of work has been done on dipole and saturation models. For a review of
these topics in these proceedings we refer to [1]. Calculations in the framework of dipole cross
sections often do not attempt at including the effect of non-forwardness. However, in [2] the
skewedness is treated as in [3] discussed below.
2.1 Predictions based on collinear factorisation
Kroll and Goloskokov have described electroproduction of light vector mesons using collinear
factorisation on the proton side [4–6]. In the limit of large photon virtuality Q2 the production
amplitude factorises into a perturbatively calculable hard scattering amplitude (coefficient func-
tion), a generalised PDF and the wave function of the VM. This is similar to DVCS, where the
term ‘handbag factorisation’ is used which is particularly suitable in the case of initial quarks
relevant at lower c.m. energies. The transverse momentum pT of the quarks forming the vector
meson is retained, and a corresponding meson light-cone wave function ψVM (τ, pT ) (with pT
the intrinsic transverse momentum and τ the fraction of the light-cone plus component of the me-
son’s momentum carried by the quark) is used. In addition a Sudakov factor exp[−S(τ, pT , Q2)]
is applied at next-to-leading-logarithmic accuracy. This suppresses gluon radiation in the regime
between a soft cut-off and a factorisation scale related to the quark-antiquark separation. Softer
gluons are included in the VM wave function while harder ones are part of the hard, perturbative
scattering amplitude. This so-called ‘modified perturbative approach’ cures the end-point sin-
gularities stemming from configurations with large transverse quark-antiquark separation which
otherwise would prevent a prediction of the cross section for transversely polarised mesons. The
generalised parton distributions are derived using the ansatz of double distributions following the
work of Radyushkin [7] and using global PDFs as input for the diagonal limit.1 The evolution is
approximated by the evolution of the diagonal input. With their approach Kroll and Goloskokov
find fair agreement with electroproduction data from COMPASS, HERMES, E665, ZEUS and
H1, see [4–6] and Fig. 2 for an example of their longitudinal cross section predictions for φ and
ρ electroproduction. The extension to contributions from transverse photons is discussed in [6].
While the approach of Kroll and Goloskokov is not restricted by the high energy approx-
imation adopted in other calculations, the hard, perturbative scattering kernel used in [4–6] is
leading order (LO) only. Next-to-leading order (NLO) corrections in the framework of collinear
factorisation have been calculated by Ivanov et al. [8] and were found to be large generally. In
their recent work Diehl and Kugler [9] have made use of these results to further study the impact
1Double distributions offer a way to parameterise the hadronic matrix elements defining generalised distribu-
tions [7]. They are defined through Fourier transforms of these matrix elements. Such double distributions guarantee
the required symmetry properties and the polynomiality (N th moments of GPDs are N th degree polynomials in the
skewing parameter ξ) of the derived generalised distributions. However their physical interpretation is different (and
maybe less apparent) as they are not directly dependent on ξ.
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Fig. 2: Predictions from [5] for the longitudinal cross section of φ elecroproduction for Q2 = 3.8GeV2 (left) and
ρ electroproduction for Q2 = 4GeV2 (right). φ production data are from HERMES (solid circle), ZEUS (open
triangles) and H1 (solid square), and ρ production data are from HERMES (solid circles), E665 (open triangles),
ZEUS (open square) and H1 (solid square), see [5] for references. The dashed (dash-dotted) line represents the gluon
(gluon+sea) contribution. The dash-dot-dotted line represents the sum of the interference between the valance and
(gluon+sea) contributions and the valance contribution. The solid line is the sum of all contributions.
of the NLO corrections to exclusive meson production. They use collinear factorisation, neglect-
ing the transverse momenta of the partons entering the hard scattering both on the proton and on
the meson side. For the evolution of the generalised partons they use the leading order evolution
code of Vinnikov [10] which uses an optimised fourth order Runge-Kutta method to solve the LO
kernels as given in [11]. The input GPDs are again estimated via the double distribution method,
and with diagonal input from the global PDF fit CTEQ6M [12]. Diehl and Kugler observe large
NLO corrections leading to a strong suppression of the LO result in the small x regime, but no
gain from LO to NLO in the stability w.r.t. the scale variation. In Fig. 3 this is shown for the
case of ρ electroproduction in different kinematic regimes. Unfortunately such large corrections,
which can partly be traced back to BFKL type logarithms (see [13] for first predictions including
resummation effects), limit the applicability of the fixed-order collinear approach to describe data
for elastic VM production.
2.2 Vector meson production in kT factorization
Traditionally, kT (or ‘high energy’) factorisation has been introduced for the description of heavy
quark production in the high energy regime. Recently it has also been applied to various other
processes including Higgs production at hadron colliders. Martin et al. have used it for the
calculation of diffractive production of light and heavy vector mesons at HERA [14, 15]. The
relevant amplitude is shown in Fig. 1 (right diagram). Their predictions involve the integration
over the transverse momentum kT of the exchanged gluons, so the input parton distributions
need to be unintegrated w.r.t. kT . This involves the application of a Sudakov factor, see [15]
for details. Additional contributions from the real part of the amplitude are calculated based on
dispersive methods. This approach goes beyond the leading logQ2 approximation while also
capturing certain contributions beyond the leading high energy (BFKL) limit. Of course NLO
corrections also arise from additional loops, for example gluonic one-loop corrections to the
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Fig. 3: Longitudinal cross section predictions for ρ electroproduction from [9] for Q2, t and x as indicated on the
plots. The bands are generated from the ranges Q/2 < µ < 2Q (left) and 2 < µ < 4GeV2 (right), where µ is the
renormalisation and factorisation scale. The solid lines correspond to µ = Q. The dashed line in the left panel shows
the power-law behaviour σ ∝W 0.88 (with arbitrary normalisation) obtained from a fit by the ZEUS Collaboration to
data in the range xB = 0.001 . . . 0.005.
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diagonal gluon compared to global gluons for scales as indicated. The width of the bands displays the uncertainty of
the cross section predictions and the fitted gluon, whereas darker shaded areas indicate the region of available data.
two-gluon quark-antiquark vertex, or when the two gluon system couples via a quark loop to the
proton. While such quark contributions are suppressed in the high energy regime, the former
class of corrections leads to a genuine K factor which was calculated by Ivanov et al. [8] in
collinear factorisation but which is not known in the case of kT factorisation. Work is in progress
to calculate these corrections.
Skewing corrections are taken into account via the Shuvaev transform [16] which, in the
case of small x and ξ, allows to calculate the GPDs from the forward PDFs.2 In this regime, with
the assumption of a pure power behaviour of the diagonal PDF ∼ x−λ, the skewing correction
is well approximated by a simple factor, R = 22λ+3√
pi
Γ(λ+5/2)
Γ(λ+3+p) (p = 1 for gluons, 0 for quarks),
which only depends on the anomalous dimension λ.
3 Determination of the gluon from diffractive J/ψ data
While a good description of many data from HERA and other experiments has been achieved, the
predictions show a large dependence on the gluon parametrisations used as input, in the regime
of small x and semi-hard scales where they are only poorly known. However, Martin et al. have
turned the game around and used their theoretical approach as described above together with
exclusive J/ψ data from HERA [19] to determine the gluon distribution in the small x and low-
scale regime [3]. Note that whereas in [14, 15] VM production was described via parton-hadron
2The use of the Shuvaev transform has become subject of some criticism [17], but see [18] for the justification of
its applicability in the regime under consideration here.
C. NOCKLES, T. TEUBNER
468 HERA and the LHC
duality by integrating over open quark-antiquark production in a suitably chosen mass regime,
for the gluon fits in [3] the non-relativistic limit for the J/ψ wave function was adopted. While
this is a sufficient approximation w.r.t. the other theoretical and experimental uncertainties, it also
allows for the prediction of the normalisation which is not well controlled in the parton-hadron
duality approach. With the use of a simple three-parameter ansatz for the gluon, xg(x, µ2) =
Nx−λ, with λ = a + b ln ln(µ2/Λ2QCD), a fit (with χ2min/d.o.f. = 0.8) gives the results N =
1.55±0.18, a = −0.50±0.06, b = 0.46±0.03. In Fig. 4, both the results for the emerging cross
section predictions (left) and the fitted gluon distribution (right panel) are shown for different
scales and compared to the gluon PDFs of global fits from CTEQ [20] and MRST [21].
4 Conclusions
We have briefly reviewed recent work on the description of exclusive vector meson production in
ep collisions based on generalised parton distributions. While it has been known for a long time
that this process is particulary interesting due to its quadratic sensitivity on the input partons, the
complexity of the full amplitudes makes systematic higher order predictions difficult. Different
approaches as presented above have been discussed at the recent HERA-LHC workshops. Clearly
we have gained a much better understanding of exclusive VM production, though the quantitative
predictions have not yet achieved the desired accuracy. Nevertheless, a lot of progress has been
made in predicting these processes and first results on extracting the gluon at small x from HERA
data have been reported. The situation will be even more complicated at the LHC, and with the
wider kinematic range accessible, the future will be very interesting.
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Abstract
In this contribution we briefly review the current status of the dipole
models and parton saturation on the basis of results presented at the
HERA–LHC workshops in the years 2006–2008. The problem of
foundations of the dipole models is addressed within the QCD formal-
ism. Some limitations of the models and open problems are pointed
out. Furthermore, we review and compare the currently used dipole
models and summarise the applications to describe various sets of HERA
data. Finally we outline some of the theoretical approaches to the prob-
lem of multiple scattering and saturation.
1 Introduction
Dipole models [1–3] represent a QCD motivated framework that has been successfully applied
to describe a variety of gluon mediated scattering cross sections at high energies. In particular,
they provide a transparent and intuitive picture of scattering processes. Their main strength
is a combination of universality, simplicity and efficiency. The dipole models are capable of
simultaneously describing all F2, FL and heavy quark production ep data at small x, the inclusive
diffractive data, the bulk of measurements for exclusive diffractive vector meson production,
deeply virtual Compton scattering (DVCS), and even nuclear shadowing [4–13]. This unified
description is achieved using only a few parameters with a transparent physical meaning, such as
the normalisation of the gluon distribution at a low scale, the quark mass or the proton size. At the
same time, the dipole models provide a phenomenological insight into important aspects of high
energy scattering, like the relative importance of multiple scattering or higher twist contributions.
This importance may be quantified in terms of a saturation scale, QS , the scale of the process
at which the unitarity corrections become large [4]. Up to now, the dipole models applied to
HERA data offer one of the most convincing arguments for the dependence of this scale on the
scattering energy and provide one of the best quantitative estimates of the saturation scale [4–6,
11,12]. This shows the complementarity of dipole models to the rigorous framework of collinear
factorisation, within which the description of multiple scattering, although possible in principle,
is quite inefficient. It is not only very demanding from the technical side (for instance, even the
basis of twist-four operators is not fully understood yet), but it would also require introducing a
set of new unknown functions parameterising the expectation values of higher twist operators at
the low (input) scale. In dipole models this problem is bypassed by simply fitting the (implicitly)
resummed multiple scattering cross section together with the nonperturbative contribution with
constraints imposed by the unitarity of the scattering matrix.
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Fig. 1: High energy scattering in the dipole representation.
2 Foundations and limitations of dipole models
Let us consider a 2→ 2 scattering amplitude of i+ p → f + p , where the strongly interacting
projectile i hits a hadronic target p and undergoes a transition to a state f , while the target scatters
elastically. At HERA the projectile is always a virtual photon, γ∗, with a four-momentum q and
virtuality q2 = −Q2, and the target is a proton, with initial momentum p and final momentum p′.
The final states considered are virtual and real photon states, vector meson states and diffractive
states. The states i and f carry a typical scale Q¯2; for i = f = γ∗(Q2), Q¯2 = Q2. The invariant
collision energy s = (p+ q)2 is assumed to be large, s≫ Q¯2 and s≫ |t|, where t = (p−p′)2 is
the momentum transfer. We shall also use the variable x = Q¯2/s, that reduces to the Bjorken x
for the case of deeply inelastic scattering (DIS).
The key idea behind dipole models is a separation (factorisation) of a high energy scatter-
ing amplitude, Ai p→f p, into an initial (Ψi) and final (Ψf ) state wave function of the projectile i
and the outgoing state f , and a (diagonal) universal scattering amplitude of a multi-parton Fock
state, Fn, off a target p; see Fig. 1. The scattering operator, T , is assumed to be diagonal in the
basis of states that consist of a definite number of partons, n, with fixed longitudinal momentum
fractions, zk (k = 1, . . . , n), of the projectile, definite helicities, λk, and transverse positions, rk.
One may write symbolically (see e.g. [14]):
Ai p→f p =
∑
n,Fn,{λk}
∫
[d2nrk]
∫
[dnzk] Ψ∗f (n, {zk, rk, λk}) T (Fn) Ψi(n, {zk, rk, λk}). (1)
In most practical applications one takes into account only the lowest Fock states, composed of
a quark–antiquark (qq¯) pair and, possibly, one additional gluon (qq¯g). In the limit of a large
number of colours, Nc → ∞, flavourless scattering states, i and f , may be represented as a
collection of colour dipoles [2]. For the simplest case of qq¯ scattering, the intermediate state
F2 is defined by the quark and antiquark helicities, the longitudinal momentum fraction, z, of
the projectile carried by the quark, the dipole vector, r = r2 − r1, and the impact parameter
vector, b = zr1+(1− z)r2. It is convenient to define the imaginary part of the dipole scattering
amplitude (assuming independence of the azimuthal angles), N (x, r, b) ≡ ImT (F2), and the
b-dependent dipole–target cross-section
dσqq¯
d2b
= 2 N (x, r, b). (2)
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The picture encoded in (1) may be motivated within perturbative QCD. In the high energy
limit of QCD [15,16], the dominant contribution to scattering amplitudes comes from vector bo-
son (gluon) exchanges, that lead to cross-sections constant with energy (modulo quantum correc-
tions that may generate an additional enhancement). For each spin-1/2 fermion (quark) exchange
in the t-channel the amplitude is power suppressed by a factor of 1/s1/2. In consequence, the
high energy scattering amplitude may be factorised into the amplitude describing slow (in the
target frame) gluon fields and the amplitude of fast parton fields of the projectile moving in the
gluon field of the target. This is, in fact, the basic assumption of the kT - (high energy) factori-
sation [16, 17]. In the high energy limit, the vertex describing the coupling of the fast s-channel
parton (quark or gluon) to a gluon exchanged in the t-channel is eikonal: the large light-cone
component of the longitudinal parton momentum and the parton helicity are conserved. Also, up
to subleading terms in the collision energy, the fast parton does not change its transverse position
in the scattering process. These properties of high energy amplitudes in QCD were used to derive
the dipole model for hard processes. In more detail, the scattering amplitudes in the dipole model
follow from the QCD scattering amplitudes obtained within the kT -factorisation scheme, in the
high energy limit and at the leading logarithmic (LL) ln(1/x) approximation [1].
The fact that the QCD dipole model follows from the kT -factorisation approximation im-
plies that the model, up to subleading terms in 1/s, is also consistent with the leading order
(LO) collinear approximation [17]. In addition, as in the case of the kT -factorisation framework,
the dipole model incorporates an exact treatment of the quark transverse momentum in the box
diagram. These kinematic effects, when analysed within the collinear approximations, manifest
themselves as higher order corrections to the coefficient functions [17]. Although the implicit
resummation of the collinear higher order terms in the dipole model is only partial, it should still
be viewed as an improvement of the LO collinear approximation.
Practical use of dipole models is not restricted to hard processes, where precise predictions
can be obtained within the collinear factorisation framework. On the contrary, one of the most
successful applications of the dipole model (the saturation model [4]) provides an efficient and
simple description of the transition from the perturbative single scattering regime (the colour
transparency regime) to the multiple scattering regime as a function of the process scale and
scattering energy (or Q¯2 and x). In this transition region scattering amplitudes are expected
to receive contributions both of the nonperturbative nature and from perturbatively calculable
multiple scattering effects. The nonperturbative effects in high energy scattering are currently not
computable with theoretical methods and have to be modelled. The multiple scattering effects
enter the scattering amplitudes e.g. as higher twist contributions [18]1, that are suppressed by
inverse powers of the hard scale, Q¯2, and additional powers of αs. Nevertheless, the higher twist
effects may be quite sizable at small x and at moderately large Q¯2 [18]. This originates from
a rapid growth of the multi-gluon density with decreasing x: assuming the large Nc limit, the
n-gluon density evolves approximately as the single gluon density to power n [19, 20]. Thus,
at decreasing x the multiple scattering effects are increasingly enhanced and may eventually
become competitive with the single scattering contribution.
Thus far we discussed the dipole model from the perspective of perturbative QCD. An in-
teresting attempt to provide foundations of the model in a general (i.e. non-perturbative) frame-
1Multiple scattering effects that occur at low scales are absorbed into the input gluon density at the initial scale.
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Fig. 2: The γ∗p scattering amplitude with unitarisation achieved via (a) eikonal diagrams or (b) fan diagrams. For
exclusive diffractive processes, such as vector meson production (E = V = Υ, J/ψ, φ, ρ) or DVCS (E = γ), we
have x′ ≪ x≪ 1 and t = (p− p′)2. For inclusive DIS, we have E = γ∗, x = x′ ≪ 1 and p = p′.
work was recently put forward [21, 22]. The scattering amplitudes were written in terms of
skeleton diagrams and the QCD path-integral. Approximations and assumptions necessary to
recover the dipole model amplitudes were identified. To a large extent the conclusions from that
analysis confirm those obtained within the perturbative framework: the dipole model accuracy
is not theoretically guaranteed when higher twist and higher order corrections are large. An in-
teresting point raised in Refs. [22, 23] is the dependence of the dipole cross section, σqq¯, on the
dipole–target collision energy,
√
s. In most models one assumes that σqq¯ depends on s through
x = Q¯2/s. The scale, however, is part of the wave functions and it is not obvious that the dipole
cross section should depend on Q¯2 rather than on the dipole variables, like e.g. the dipole scale,
1/r2. Interestingly, assuming the dependence of σqq¯ on a combined variable s r2 was shown to
create some tension between the HERA data on F2 and FL and the dipole model, irrespective
of the detailed functional form of σqq¯. Some insight may be gained from inspecting the issue in
the kT -factorisation approach. Then, the energy dependence enters through xg of the gluon, that
essentially depends on the external state virtuality, the scattered quarks’ transverse momenta and
the distribution of the quark longitudinal momentum. So, the proposed replacement of Q¯2 by
1/r2 might be somewhat oversimplified. On the other hand, within the LL(1/x) approximation
the standard choice of xg ≃ Q¯2/s is justified. To sum up, the choice of the optimal dimension-
less variable that would carry the energy dependence of the dipole cross-section remains an open
and interesting problem.
3 Phenomenology of dipole models
Implementations of multiple scattering in colour dipole models are based on two main ap-
proaches, that adopt different approximations. The Glauber–Mueller (GM) eikonal approach [24]
is used in the family of models that evolved from the Golec-Biernat–Wu¨sthoff (GBW) model [4].
One assumes in this approach that multiple colour dipole scatters are independent of each other,
see Fig. 2a. This assumption may be supported (although it was not yet explicitly derived)
with properties of the collinear evolution of quasi-partonic operators describing the multi-gluon
density in the proton, and in the large Nc limit [18–20]. Assuming in addition a factorised b-
dependence of the gluon distribution, one postulates the dipole–proton scattering amplitude of
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the form:
N (x, r, b) = 1− exp
(
− pi
2
2Nc
r2αs(µ2)xg(x, µ2)T (b)
)
, (3)
where the scale µ2 = C/r2 + µ20 with µ0 ∼ 1 GeV. HERA data on exclusive vector me-
son production imply a Gaussian form of the proton shape in the transverse plane, T (b), with√〈b2〉 = 0.56 fm. The corresponding quantity determined from the proton charge radius
(0.87 fm) is somewhat larger,
√〈b2〉 = 0.66 fm, implying that gluons are more concentrated
in the centre of the proton than quarks. The form (3) is denoted by the “b-Sat” model [6, 11]. It
can be considered to be an improvement on a previous model [5] where T (b) ∝ Θ(Rp − b) was
assumed, and also on the original GBW model [4] where additionally the scale dependence of
the gluon distribution was neglected, that is, xg(x, µ2) ∝ x−λ was assumed for a fixed power
λ ∼ 0.3. Note that in the GBW model large saturation effects were needed to get from the
hard Pomeron behaviour (∼ r2 x−0.3) at small dipole sizes to soft Pomeron behaviour (∼ x−0.1)
at large dipole sizes. On the other hand, in Refs. [5, 6, 11] this transition can alternatively be
achieved with DGLAP evolution, therefore saturation effects are correspondingly smaller.
In the alternative approach one exploits solutions of the Balitsky–Kovchegov (BK) equa-
tion [25]. It was derived for scattering of a small colour dipole off a large nucleus, composed
of A nucleons. The LL BK equation rigorously resums contributions of BFKL Pomeron fan
diagrams (Fig. 2b), that are leading in A, 1/Nc and in the ln 1/x approximation (properties of
solutions of the next-to-LL BK equation are not known yet and so cannot be used in the dipole
models). A colour glass condensate (CGC) dipole model parameterisation [8] was constructed
from an approximate solution of the BK equation:
N (x, r, b) = T (b)N (x, r) = Θ(Rp − b)
N0
(
rQs
2
)2“γs+ ln(2/rQs)9.9λ ln(1/x)” : rQs ≤ 2
1− e−A ln2(BrQs) : rQs > 2
, (4)
where Qs = (x0/x)λ/2 is a saturation scale.2 The original analysis [8] neglected the charm
quark contribution to F2. The inclusion of charm was later found [11] to significantly lower the
saturation scale when the anomalous dimension γs was fixed at the LO BFKL value of 0.63. By
letting γs go free, a solution was subsequently found with γs = 0.74 which included heavy quarks
but had a large saturation scale [9]. (This model has been modified to include a t dependence in
the saturation scale allowing the description of exclusive diffractive processes [10].) However,
the HERA data do not show a strong preference for the solution with γs = 0.74, and a secondary
solution with γs = 0.61 and a much smaller saturation scale also describes the data well [12]. The
CGC model (4) assumes a factorised b dependence which is not supported by HERA diffractive
data, where one finds a significantly non-zero effective Pomeron slope α′P, indicating correlation
between the b and x dependence of the dipole scattering amplitude. A more realistic impact
parameter dependence was included by introducing a Gaussian b dependence into the saturation
scale Qs, denoted by the “b-CGC” model [11, 12]. It was not possible to obtain a good fit to
HERA data with a fixed γs = 0.63 [11], but on freeing this parameter, a good fit was obtained
2In what follows we shall useQs (with a lower-case s) to denote the saturation scale defined in a model-dependent
way.
DIPOLE MODELS AND PARTON SATURATION IN ep SCATTERING
HERA and the LHC 475
(a)
)-1r  (GeV
-110 1 10
2
(x,
r) 
/ r
qq
σ
0
5
10
15
20
25
Dipole cross section
b-Sat
 = 0.46)
s
γb-CGC (
 = 0.74)
s
γCGC (
 = 0.61)
s
γCGC (
FS04 Sat
-4x = 10
-3x = 10
(b)
x
-710 -610 -510 -410 -310 -210 -110
)2
 
 
(G
eV
2 S
 
2/
r
≡
 2 SQ
-110
1
10
Dipole cross section
b-Sat
 = 0.46)
s
γb-CGC (
 = 0.74)
s
γCGC (
 = 0.61)
s
γCGC (
FS04 Sat
)-1b  (GeV
0
1
2
3
Fig. 3: (a) The b-integrated dipole–proton cross sections divided by r2 and (b) the saturation scale Q2S ≡ 2/r2S .
with a value of γs = 0.46 [12], close to the value of γs ≃ 0.44 obtained from numerical solution
of the BK equation [26]. However, the value of λ = 0.119 obtained from the “b-CGC” fit [12] is
lower than the perturbatively calculated value of λ ∼ 0.3 [27].
In both the approaches to unitarisation one neglects multi-gluon correlations in the target.
Thus, the key difference between the eikonal and the BK approaches is that in the latter one
resums the leading logarithms of 1/x while in the former one aims at keeping a reasonable repre-
sentation of leading logarithms of Q¯2. Both dipole model realisations have built in saturation of
the black disc limit of the colour dipole scattering amplitude. This means that the absolute value
of the T -matrix elements tends to unity for large dipoles or as x→ 0. It is curious that the choice
of approximation has a striking consequence in how the unitarity (the black disc) limit is ap-
proached. In the GM case unitarisation happens because of cancellations between contributions
of non-saturating multiple gluon exchanges, while in the BK case multiple scattering effects are
contained in the single gluon density that saturates at a certain small value of x. These differ-
ences in the mechanism of unitarisation do not affect, however, the crucial qualitative feature of
the dipole cross-section: the transition from a power-like growth with decreasing x in the colour
transparency regime to a flat (possibly ∼ ln(1/x)) behaviour in the black disc limit. Thus, the
necessary modelling of the dipole cross section for large dipole sizes is strongly constrained.
A third type of parameterisation for the dipole cross section does not assume any mech-
anism for unitarisation. It is a two-component Regge model (FS04 Sat) [7], which uses hard
Pomeron behaviour (∼ r2 x−0.3) for small dipole sizes r < r0 and soft Pomeron behaviour
(∼ x−0.1) for large dipole sizes r > r1, with linear interpolation between the two regions.
Again, a factorising impact parameter dependence is assumed. Saturation effects are modelled
by allowing r0 to move to lower values with decreasing x. This feature was found to be preferred
by the HERA data, whereas the two-component Regge model with a fixed r0 was disfavoured [7].
We compare the dipole model parameterisations in Fig. 3a, where the b-integrated dipole
cross sections have been divided by the trivial factor r2 in order to emphasise the differences at
small r. We restrict attention to dipole model parameterisations which have been shown to give a
good fit (with charm quarks included) to recent HERA inclusive structure function data, meaning
a χ2 per data point of ∼ 1. This excludes, for example, the original GBW parameterisation [4]
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and the unsaturated two-component Regge model [7]. All parameterisations shown in Fig. 3a
are similar at intermediate dipole sizes where they are most constrained by HERA data. At very
small dipole sizes the b-Sat model deviates from the other parameterisations, as it is the only one
which incorporates explicit DGLAP evolution. The b-Sat model was found to be preferred over
the b-CGC model for observables sensitive to relatively small dipole sizes [12]. There are also
differences between the parameterisations in the approach to the unitarity limit at large dipole
sizes. For example, the b-Sat and b-CGC dipole cross sections tend to a constant at large r only
for a fixed b, but not when integrating over all impact parameters.
In order to compare the magnitude of unitarity corrections between various models it is
customary to define a model-independent saturation scale Q2S , that is, the momentum scale at
which the dipole–proton scattering amplitude N becomes sizable. There is no unique definition
of Q2S and various choices are used in the literature. We define the saturation scale Q2S ≡ 2/r2S ,
where the saturation radius rS is the dipole size where the scattering amplitude
N (x, rS [, b]) = 1− e− 12 ≃ 0.4, (5)
chosen to match the corresponding quantity, Qs, in the GBW model [4]. Note that this “saturation
scale” is still far from the unitarity limit where N = 1. The model-independent saturation scale
Q2S is shown in Fig. 3b: it is generally less than 0.5 GeV2 in the HERA kinematic regime for the
most relevant impact parameters b ∼ 2–3 GeV−1 [11, 12]. It should be remembered, however,
that any observable will depend on integration over a range of dipole sizes, therefore even at high
Q2 there will be some contribution from large dipole sizes r > rS . Moreover, dipole models
incorporating saturation fitted to HERA data may be extrapolated to very low x and to predict
cross sections for nuclear collisions where the saturation scale is enhanced by A1/3 [13]. In these
situations, multi-Pomeron exchange may become important and extrapolation based on single-
Pomeron exchange would be unreliable.
4 Theory outlook: saturation beyond the BK equation in a statistical picture
The BK equation describes unitarity corrections in the asymmetric configuration, when the target
is extended and dense and the projectile is small and dilute. In a more symmetric situation, like
γ∗(Q2)p scattering at low Q2, the BK approximation is no longer sufficient. In the diagrammatic
formulation, besides the fan diagram one should then take into account diagrams with closed
Pomeron loops. To construct a fully reliable and practical theoretical treatment of this complex
case has turned out to be a prohibitively difficult task so far. Fortunately, the key properties of
solutions of the BK equation in the low momentum region follow from its universal features and
do not rely on the details of the equation.
In the Kovchegov derivation of the BK equation [25] one uses the Mueller dipole cascade
picture [2] of the small xQCD evolution. The equation expressed in terms of the dipole scattering
amplitude, Nuv(Y ) ≡ N (x, r, b), with Y = ln(1/x), reads
∂Nuv
∂Y
=
αs
2pi
∫
d2w
(u− v)2
(u−w)2(w − v)2 [Nuw +Nwv −Nuv −NuwNwv] (6)
where u = b − r/2, and v = b + r/2 (assuming z=1/2 in the definition of b, cf. Sec. 2).
The equation has two fixed points: the repulsive one, Nuv = 0, from which the solution is
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driven out by the linear term, and the attractive one, Nuv = 1, where the linear and nonlinear
term compensate each other. This scenario of linear growth of the amplitude tamed by non-
linear rescattering effects is common to all existing approaches to the saturation phenomenon.
In the uniform case, when N does not depend on the impact parameter, b, this combination of
growth and nonlinearity was shown to lead to a geometric scaling property [28] of the solutions,
Nuv(Y ) = N(|u − v|2Q2s(Y )) for Y ≫ 1, irrespective of the initial conditions [29]. For
the γ∗p cross section, geometric scaling implies that σγ∗p(x,Q2) = σγ∗p(Q2s/Q2), which was
observed in HERA data [28].
Interestingly enough, the geometric scaling property of the BK equation does not depend
on the details of either the linear or the non-linear term. Therefore the scaling is a robust and
universal phenomenon. In particular, the BK equation belongs to the same universality class as
a simpler and well understood Fisher–Kolmogorov–Petrovsky–Piscounov (FKPP) equation [29],
∂tu(x, t) = ∂2xxu + u − u2, where the rapidity is mapped onto the time t and the logarithm of
the dipole size onto the real variable x. Employing this connection it was proved that, indeed,
both the emergence of geometric scaling and the rapidity evolution of the saturation scale are
universal phenomena and do not depend on the details of the BK equation, provided that the
initial condition is uniform in the impact parameter space.
The statistical framework implied by the Mueller dipole model may also be used to provide
some qualitative insight into the effect of “Pomeron loops” in the scattering amplitudes [30, 31].
This effect corresponds to a stochastic term added to the FKPP equation [31],
∂tu(x, t) = ∂2xxu+ u− u2 +
√
u(1− u) η (7)
where η is the white noise. The origin of stochasticity can be traced back to the discreteness
of the colour dipoles in the Mueller cascade model. The BK equation is derived in the mean
field approximation when the density of colour dipoles in the projectile is large enough (n≫ 1)
that statistical fluctuations in the number of dipoles can be neglected. In this case, Nuv is an
averaged dipole scattering amplitude. At the edge of the dense regime of the dipole distribu-
tion, however, the dipole occupation number is small, n ∼ 1, so the statistical fluctuations play
an important roˆle. It was realised in Ref. [30] and subsequently developed in Ref. [31] that
these fluctuations get enhanced in the Y -evolution and affect the global properties of the ampli-
tude. In this approach the saturation scale becomes a stochastic variable that fluctuates from one
scattering event to another, with a lognormal distribution with the variance σ2 = DY , where
D ∼ αs/ ln3(1/α2s) [32]. The most important result of fluctuations is a new scaling of the phys-
ical amplitude, called diffusive scaling [31]. Namely, the dipole scattering amplitude Nuv(Y ),
should depend only on one variable, ξ = (ln(r2) +
〈
lnQ2s
〉
)/
√
DY . Note that the factor
√
DY
in the denominator which spoils the geometric scaling is of the diffusive origin. A first attempt
to trace the diffusive scaling in the HERA data on F2 was presented in Ref. [33] with a negative
result. This would suggest that Pomeron loops introduce only a small effect in the HERA data.
The results presented here neglect the impact parameter dependence of the scattering am-
plitudes, assuming that the high energy QCD evolution is local in the transverse coordinate space.
Thus the local evolutions at different b’s are uncorrelated. Recent numerical studies [34] suggest
that this is a quite accurate picture of high energy scattering if the dipole size is significantly
smaller than the target size.
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Recently, an interesting attempt was made [35] to explicitly model the colour dipole cas-
cade taking into account effects related to Pomeron loops. In more detail, subleading effects in
the 1/Nc expansion were phenomenologically incorporated that lead to a possibility of colour
dipole reconnections in the dipole wave function. The resulting dipole–dipole scattering am-
plitudes were shown to respect with good accuracy the symmetry between the target and the
projectile, which does not hold in the absence of the colour reconnection. The approach employs
Monte-Carlo methods and was shown to be quite successful in describing total cross-sections
and many diffractive observables.
5 Concluding remarks
The dipole models applied to HERA data on inclusive and diffractive processes provide a suc-
cessful unified description of most observables. These analyses provide significant evidence for
sizable unitarity (rescattering) corrections to the single scattering approximation, that is used
in the linear QCD evolution equations, in both DGLAP and BFKL. These corrections become
strong below the saturation scale, QS(x). The determination of the saturation scale within dif-
ferent dipole models yields consistently that QS < 1 GeV, over the HERA kinematic range.
QS is found to increase with 1/x, approximately as Q2S(x) ∼ (1/x)λS with λS ≃ 0.12 – 0.2,
depending on the model. Both these properties of QS suggest that the onset of perturbative sat-
uration is probed at HERA, and that non-perturbative effects may still be significant around QS .
Fortunately, the key results on the saturation phenomenon obtained within perturbative QCD are
universal and should remain valid despite a possible non-perturbative contamination.
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Abstract
We discuss how the early LHC data runs can provide crucial tests of
the formalism used to predict the cross sections of central exclusive
production.
1 Introduction
The physics potential of forward proton tagging at the LHC has attracted much attention in the
last years, for instance, [1–5]. The combined detection of both outgoing protons and the centrally
produced system gives access to a unique rich programme of studies in QCD, electroweak and
BSM physics. Importantly, these measurements will provide valuable information on the Higgs
sector of MSSM and other popular BSM scenarios, see [6–9].
Fig. 1: A symbolic diagram
for the CEP of a system A.
Fig. 2: (a)W production with 2 gaps, (b) InclusiveW production, (c)Z production
with 2 gaps.
The theoretical formalism [10–12] for the description of a central exclusive production
(CEP) process contains quite distinct parts, shown symbolically in Fig. 1. We first have to cal-
culate the gg → A subprocess, H , convoluted with the gluon distributions fg. Next, we must
account for the QCD corrections which reflect the absence of additional radiation in the hard
subprocess – that is, for the Sudakov factor T . Finally, we must enter soft physics to calculate
the survival probability S2 of the rapidity gaps (RG) .
The uncertainties of the CEP predictions are potentially not small. Therefore, it is impor-
tant to perform checks using processes that will be accessible in the first LHC runs [13]. We first
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consider measurements which do not rely on proton tagging and can be performed through the
detection of RG.
The main uncertainties of the CEP predictions are associated with
(i) the probability S2 that additional secondaries will not populate the gaps;
(ii) the probability to find the appropriate gluons, that are given by generalized, unintegrated
distributions fg(x, x′, Q2t );
(iii) the higher order QCD corrections to the hard subprocess, in particular, the Sudakov sup-
pression;
(iv) the so-called semi-enhanced absorptive corrections (see [14, 15]) and other effects, which
may violate the soft-hard factorization.
2 Gap survival factor S2
Usually, the gap survival is calculated within a multichannel eikonal approach [16]. The prob-
ability S2 of elastic pp rescattering, shown symbolically by S in Fig. 1 can be evaluated in a
model independent way once the elastic cross section dσel/dt is measured at the LHC. However,
there may be excited states between the blob S and the amplitude on the r.h.s of Fig. 1. The
presence of such states enlarges absorption. To check experimentally the role of this effect, we
need a process with a bare cross section that can be reliably calculated. Good candidates are
the production of W or Z bosons with RGs [13]. In the case of ‘W+gaps’ production the main
contribution comes from the diagram of Fig. 2(a) [17]. One gap, ∆η1, is associated with photon
exchange, while the other, ∆η2, is associated with the W . In the early LHC data runs the ratio
(W+gaps/W inclusive) will be measured first. This measurement is a useful check of the models
for soft rescattering [13].
A good way to study the low impact parameter (bt) region is to observe Z boson pro-
duction via WW fusion, see Fig. 2(c). Here, both gaps originate from W -exchange, and the
corresponding bt region is similar to that for exclusive Higgs production. The expected Z+gaps
cross section is of the order of 0.2 pb, and S2=0.3 for ∆η1,2 > 3 and for quark jets with ET > 50
GeV [18].
3 Generalized, unintegrated gluon distribution fg
The cross section for the CEP of a system A essentially has the form [10]
σ(pp→ p+A+p) ≃ S
2
B2
∣∣∣∣pi8
∫
dQ2t
Q4t
fg(x1, x′1, Q
2
t , µ
2)fg(x2, x′2, Q
2
t , µ
2)
∣∣∣∣2 σˆ(gg → A). (1)
Here the factor 1/B2 arises from the integration over the proton transverse momentum. Also,
fg denotes the generalized, unintegrated gluon distribution. In our case the distribution fg can
be obtained from the conventional gluon distribution, g, known from the global parton analyses.
The main uncertainty here comes from the lack of knowledge of the integrated gluon distribution
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Fig. 3: Exclusive Υ production via (a) photon exchange, and (b) via odderon exchange.
g(x,Q2t ) at low x and small scales. For example, taking Q2t = 4 GeV2 we find [13] xg = (3−
3.8) for x = 10−2 and xg = (3.4−4.5) for x = 10−3. These are big uncertainties bearing
in mind that the CEP cross section depends on (xg)4. To reduce the uncertainty associated with
fg we can measure exclusive Υ production. The process is shown in Fig. 3(a). The cross section
for γp→ Υp is given in terms of the same unintegrated gluon distribution fg that occurs in Fig. 1.
There may be competition between production via photon exchange, Fig. 3(a), and via odderon
exchange, see Fig. 3(b). A lowest-order calculation (e.g. [19] ) indicates that the odderon process
(b) may be comparable to the photon-initiated process (a). If the upper proton is tagged, it will
be straightforward to separate the two mechanisms.
4 Three-jet events as a probe of the Sudakov factor
The search for the exclusive dijets at the Tevatron, pp¯→ p+jj+ p¯, is performed [20] by plotting
the cross section in terms of the variable Rjj = Mjj/MA, where MA is the mass of the whole
central system. However, the Rjj distribution is smeared out by QCD radiation, hadronization,
the jet algorithm and other experimental effects [20,21]. To weaken the smearing it was proposed
in Ref. [21] to study the dijets in terms of a variable Rj = 2ET (cosh η∗)/MA , where only
the transverse energy and the rapidity η of the jet with the largest ET enter. Here η∗ = η − yA,
where yA is the rapidity of the central system. Clearly, the largest ET jet is less affected by the
smearing. As shown in [13], it is sufficient to consider the emission of a third jet, when we take
all three jets to lie in a specified rapidity interval δη. The cross section dσ/dRj , as a function
of Rj , for the production of a pair of high ET dijets accompanied by a third jet is discussed
in [13, 21]. It is shown that the measurements of the exclusive two- and three-jet cross sections
as a function of ET of the highest jet allow a detailed check of the Sudakov physics; with much
more information coming from the δη dependence study. A clear way to observe the Sudakov
suppression is just to measure the ET dependence of exclusive dijet production. On dimensional
grounds we would expect dσ/dE2T ∝ 1/E4T . This behaviour is modified by the gluon anomalous
dimension and by a stronger Sudakov suppression with increasing ET . Already the existing CDF
dijet data [20] exclude predictions which omit the Sudakov effect.
A.D. MARTIN, V.A. KHOZE, M.G. RYSKIN
484 HERA and the LHC
Fig. 4: (a) A typical enhanced diagram, where the shaded boxes denote fg , and the soft rescattering is on an interme-
diate parton, giving rise to a survival factor Sen; (b) and (c) are the Reggeon and QCD representations, respectively.
5 Soft-hard factorization: enhanced absorptive effects
The soft-hard factorization implied by Fig. 1 could be violated by the so-called enhanced Reggeon
diagrams, see Fig. 4(a). The contribution of the first Pomeron loop, Fig. 4(b) was calculated in
pQCD in Ref. [15]. A typical diagram is shown in Fig. 4(c). For LHC energies it was found that
such effect may be numerically large. The reason is that the gluon density grows at low x and,
for low kt partons, approaches the saturation limit. However, as discussed in [13], the enhanced
diagram should affect mainly the very beginning of the QCD evolution – the region that cannot
be described perturbatively and which, in [11, 12], is already included phenomenologically.
Experimentally, we can study the role of semi-enhanced absorption by measuring the ratio
R of diffractive event rate for W (or Υ or dijet) as compared to the inclusive process [13]. That
is
R =
no. of (A+ gap) events
no. of (inclusive A) events
=
adiff(xIP , β, µ2)
aincl(x = βxIP , µ2)
〈S2S2en〉over bt , (2)
where aincl and adiff are the parton densities determined from the global analyses of inclusive
and diffractive DIS data, respectively. We can measure a double distribution d2σdiff/dxIPdyA,
and form the ratio R using the inclusive cross section, dσincl/dyA. If we neglect the enhanced
absorption, it is quite straightforward to calculate the ratio R of (2). The results for a dijet case
are shown by the dashed curves in Fig. 5 as a function of the rapidity yA of the dijet system. The
enhanced rescattering reduce the ratios and lead to steeper yA distributions, as illustrated by the
continuous curves. Perhaps the most informative probe of S2en is to observe the ratio R for dijet
production in the region ET ∼ 15 − 30 GeV. For example, for ET ∼ 15 GeV we expect S2en ∼
0.25, 0.4 and 0.8 at yA = −2, 0 and 2 respectively.
6 Conclusion
The addition of forward proton detectors to LHC experiments will add unique capabilities to
the existing LHC experimental programme. For certain BSM scenarios, the tagged-proton mode
may even be the discovery channel. There is also a rich QCD, electroweak, and more exotic
physics, menu.
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Fig. 5: The predictions of the ratio R of (2) for the
production of a pair of high ET jets.
dσ/dxL (mb)
1-xL
B
A
Tevatron (B2)
LHC
Fig. 6: The cross section dσSD/dxL for single dissociation
integrated over t at the LHC energy.
The uncertainties in the prediction of the CEP processes are potentially not small. There-
fore, it is crucial to perform checks of the theoretical formalism using reactions that will be
experimentally accessible in the first LHC runs [13].
Most of the measurements discussed above can be performed, without detecting the pro-
tons, by taking advantage of the relatively low luminosity in the early LHC runs. When the
forward proton detectors are operating much more can be done. First, it is possible to measure
directly the cross section d2σSD/dtdM2X for single diffractive dissociation and also the cross sec-
tion d2σDPE/dy1dy2 for soft central diffractive production. These measurements will strongly
constrain the models used to describe diffractive processes and the effects of soft rescattering.
The recent predictions can be found in [12]. For illustration we show in Fig. 6 the expectation
for dσSD/dxL, see for details [12]. Next, a study of the transverse momentum distributions of
both of the tagged protons, and the correlations between their momenta, is able to scan the proton
optical density [17, 22].
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Rapidity gap survival probability and total cross sections
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Abstract
We discuss recent calculations of the survival probability of the large
rapidity gaps in exclusive processes of the type pp → p + A + p at
high energies. Absorptive or screening effects are important, and one
consequence is that the total cross section at the LHC is predicted to
be only about 90 mb.
At the LHC, the observation of an exclusive process of the type pp → p + A + p, where
a produced new heavy object A is separated from the outgoing protons by large rapidity gaps
(LRG), will provide very good experimental conditions to study the properties of object A [1–3].
The process is sketched in Fig. 1. The case of A = H → bb¯ is particularly interesting. The cross
is usually written in the form
σ ∼ 〈S
2〉
B2
∣∣∣∣N ∫ dQ2tQ4t fg(x1, x′1, Q2t , µ2)fg(x2, x′2, Q2t , µ2)
∣∣∣∣2 (1)
where B/2 is the t-slope of the proton-Pomeron vertex, and the constant N is known in terms of
the A → gg decay width. The amplitude-squared factor, |...|2, can be calculated in perturbative
QCD, since the dominant contribution to the integral comes from the region Λ2QCD ≪ Q2t ≪
M2A, for the large values ofM2A of interest. The probability amplitudes, fg, to find the appropriate
pairs of t-channel gluons (x1, x′1) and (x2, x′2) of Fig. 1, are given by skewed unintegrated gluon
densities at a hard scale µ ∼MA/2. To evaluate the cross section of such an exclusive processes
it is important to know the probability, 〈S2〉, that the LRG survive and will not be filled by
secondaries from eikonal and enhanced rescattering effects. The main effect comes from the
rescattering of soft partons, since they have the largest absorptive cross sections. Therefore, we
need a realistic model to describe soft interactions at the LHC energy, and to predict the total
cross section at LHC. The model must account for (i) elastic rescattering (with two protons in
intermediate state), (ii) the probability of the low-mass proton excitations (with an intermediate
proton replaced by the N(1400), N(1700), etc. resonances), and (iii) the screening corrections
due to high-mass proton dissociation.
The effect of elastic rescattering may be evaluated in a model independent way once the
elastic pp-amplitude is known. The effect of the low-mass dissociation is usually calculated in
the framework of the Good-Walker formalism [4], that is, by introducing diffractive eigenstates,
φi with i = 1, ..n, which only undergo ‘elastic’ scattering. The resulting n-channel eikonal
Ωik(s, b) depends on the energy and the impact parameter of the pp interaction. The parameters
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Fig. 1: The mechanism for the exclusive process pp → p + A + p, with the eikonal and enhanced survival factors
shown symbolically.
of the model are chosen to reproduce the available (fixed-target and CERN-ISR) data on the
cross section of low-mass diffractive dissociation. Usually either a two- or three-channel eikonal
is used. Finally, high-mass dissociation is described in terms of Reggeon diagram technique
[5]. A symbolic representation of these soft scattering effects is shown in Fig. 2. The latest
calculations along these lines are described in Refs. [6, 7]. In Ref. [6] the authors account only
for the triple-Pomeron vertex, and, moreover, sum up only the specific subset1 of multi-Pomeron
diagrams that were considered in Ref. [8], which is called the MPSI approximation. In Ref. [7]
all possible multi-Pomeron vertices were included under a reasonable assumption about the form
of the n → m multi-Pomeron vertices, gnm. The assumption corresponds to the hypothesis that
the screening of the s-channel parton c during the evolution is given by the usual absorption
factor exp(−Ωic(b) − Ωck(b)), where Ωic(b) (Ωck(b)) is the value of the opacity of the beam
(target) proton at impact parameter b with respect to the parton c.
Since the absorptive corrections increase with energy, the cross section grows more slowly
than the simple power (σ ∝ s∆) parametrisation [9]. In spite of the fact that the models of [6]
and [7] are quite different to each other, after the parameters are fixed to describe the data on
the total, elastic and single dissociation cross sections (σtot, dσel/dt and dσSD/dM2) within
the CERN-ISR – Tevatron energy range, the latest versions of the Tel-Aviv and Durham models
predict almost the same total cross section at the LHC, namely σtot ∼ 90 mb. Correspondingly,
both models predict practically the same gap survival probability 〈S2eik〉 ∼ 0.02 with respect to
the eikonal (including the elastic and low-mass proton excitation) rescattering, for the exclusive
production of a Higgs boson.
A more delicate problem is the absorptive correction to exclusive cross sections caused
by the so-called enhanced diagrams, that is by the interaction with the intermediate partons, see
1For example, the third, but not the second, term on the right-hand side of the expression for Ωik/2 in Fig. 2 is
included; neither are multi-Pomeron terms, like the last term, included.
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Fig. 2: The multi-channel eikonal form of the amplitude, where i, k are diffractive (Good-Walker) eigenstates. Low-
mass proton dissociation is included by the differences of the Pomeron couplings to one or another Good-Walker state
(i) in the first diagram, while the remaining (multi-Pomeron) diagrams on the right-hand side of the expression for
Ωik/2 include the high-mass dissociation.
Fig. 1. This rescattering violates ‘soft-hard’ factorisation, since the probability of such an interac-
tion depends both on the transverse momentum and on the impact parameter of the intermediate
parton.
The contribution of the first enhanced diagram was evaluated in [10] in the framework of
the perturbative QCD. It turns out to be quite large. On the other hand, such an effect is not seen
experimentally. The absorptive correction due to enhanced screening must increase with energy.
This was not observed in the present data (see [11] for a more detailed discussion).
Several possible reasons are given below.
(a) We have to sum up the series of the multi-loop Pomeron diagrams. The higher-loop
contributions partly compensate the correction caused by the first-loop graph.
(b) There should be a “threshold”, since Pomeron vertices must be separated by a non-zero
rapidity interval [12]. That is, at present energies, the kinematical space available for the position
of a multi-Pomeron vertex in an enhanced diagram is small, and the enhanced contribution is
much less than that obtained in leading logarithmic (LL) approximation.
(c) The factor S2eik already absorbs almost all the contribution from the center of the disk.
The parton only survives eikonal rescattering on the periphery, that is at large b. On the other
hand, on the periphery the parton density is rather small, and the probability of enhanced absorp-
tion is not large. This fact can be seen in Ref. [13]. There, the momentum, Qs, below which we
may approach saturation, was extracted from HERA data in the framework of the dipole model.
Already at b = 0.6 fm the value of Q2s < 0.3 GeV2 for x < 10−6. See also [14] where the value
of Qs was evaluated using LO DGLAP evolution.
Point (c) is relevant to the calculation of S2enh described in [6]. First, note that the b
dependence of the beginning of ‘saturation caused by enhanced graphs’ is not accounted for in
the MPSI approximation used in [6]. In this model, we have the same two-particle irreducible
amplitude (which sums up the enhanced diagrams) at any value of b. Therefore, the enhanced
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screening effect does not depend on the initial parton density at a particular impact parameter
point b. For this reason the suppression due to enhanced screening corrections 〈S2enh〉 = 0.063
claimed in [6] is much too strong2.
The survival factor 〈S2enh〉 has also been calculated in the new version of the Durham
model [16]. The model includes 3 components of the Pomeron, with the different transverse
momenta kt of the partons in each Pomeron component, in order to mimic BFKL diffusion in
ln kt. In this way we obtain a more realistic estimate of the ‘enhanced screening’ in exclusive
diffractive Higgs boson production at the LHC. The model predicts 〈S2enh〉 ∼ 1/3. However the
CDF data on exclusive γγ and χc production indicate that this suppression is not so strong.
Note, that comparing the values of the survival factors in this way is too simplistic. The
problem is that, with enhanced screening on intermediate partons, we no longer have exact fac-
torisation between the hard and soft parts of the process. Thus, before computing the effect of
soft absorption we must fix what is included in the bare exclusive amplitude calculated in terms
of perturbative QCD.
The first observation is that the bare amplitude is calculated as a convolution of two gen-
eralised (skewed) gluon distributions with the hard subprocess matrix element, see (1). These
gluon distributions are determined from integrated gluon distributions of a global parton analysis
of mainly deep inelastic scattering data. Now, the phenomenological integrated parton distribu-
tions already include the interactions of the intermediate partons with the parent proton. Thus
calculations of Senh should keep only contributions which embrace the hard matrix element of
the type shown in Fig. 1.
The second observation is that the phenomenologically determined generalised gluon dis-
tributions, fg, are usually taken at pt = 0 and then the observed “total” cross section is calculated
by integrating over pt of the recoil protons assuming the an exponential behaviour e−Bp
2
t ; that is∫
dp2t e
−Bp2t = 1/B = 〈p2t 〉. (2)
However, the total soft absorptive effect changes the pt distribution in comparison to that for
the bare cross section determined from perturbative QCD. Thus the additional factor introduced
by the soft interactions is not just the gap survival S2, but rather the factor S2/B2 [17], which
strictly speaking has the form S2〈p2t 〉2.
In order to compare determinations of the suppression due to absorptive effects we should
compare only the values of the complete cross section for pp→ p+A+p. However a comparison
is usually made by reducing the cross section to a factorized form. If this is done, as in (1), then
2Moreover, since the irreducible amplitude approaches saturation at some fixed energy (rapidity), independent of
the value of b, the approximation gives σtot(s→∞)→ constant. On the other hand, a theory with an asymptotically
constant cross section can only be self-consistent in the so-called ‘weak coupling’ regime for which the triple-Pomeron
vertex vanishes for zero momentum transfer [15]. The vertex used in [6] does not vanish. This indicates that the MPSI
approximation cannot be used at asymptotically high energies, and the region of its validity must be studied in more
detail.
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the Durham predictions for the survival factor to eikonal and enhanced screening of the exclusive
production of a 120 GeV Higgs at the LHC are 〈S2〉 = 0.008, 0.017, 0.030 where enhanced
sreening is only permitted outside a threshold rapidity gap ∆y = 0, 1.5, 2.3 respectively. The
values correspond to B = 4 GeV−2.
Let us discuss the survival factors claimed by Frankfurt et al. [18]. They use another ap-
proach. Within the eikonal formalism, they account for elastic rescattering only. The possibility
of proton diffractive excitation is included in terms of parton-parton correlations, for both low-
and high-mass dissociation. At a qualitative level, it is possible to consider all the effects dis-
cussed above in terms of such a language. On the other hand, to the best of our knowledge, they
did not describe the available data on σtot, dσel/dt, M2dσSD/dM2. Also, the energy (i.e. 1/x)
dependence of the parton densities was evaluated using simple LO DGLAP evolution. This is
grossly inadequate for the low values of x sampled, x ∼ 10−5. Thus, it is difficult to judge the
accuracy of their numerical predictions. Moreover, part of the Sudakov-like suppression, which
above was calculated using perturbative QCD, is here treated as parton correlations and included
in the value of S2enh.3 Therefore, one cannot compare literally the predictions for the gap survival
factors S2 = 〈S2eik(b)S2enh(b)〉 given by [18] and by the Durham, Tel-Aviv and Petrov et al. [19]
models4. The only possibility is to compare the predictions for the final exclusive cross section.
Unfortunately, such a prediction is not available in [18].
Next, we comment on another recent calculation [20] along the lines of eq. (1). They
claim very large uncertainties in the predictions arising mainly from the freedom in the choice
of limits of integration in the Sudakov form factor which is embedded in fg. However, this
is not the case. In fact, the Sudakov factors have been calculated to single log accuracy. The
collinear single logarithms are summed up using the DGLAP equation. To account for the ‘soft’
logarithms (corresponding to the emission of low energy gluons) the one-loop virtual correction
to the gg → A vertex was calculated explicitly, and then the scale µ = 0.62 MA was chosen
so that double log expression for the Sudakov form factor reproduces the result of the explicit
calculation. Similarly, the lower limit k2t = Q2t was verified to give the one-loop result. It is
sufficient to calculate just the one-loop correction since it is known that the effect of ‘soft’ gluon
emission exponentiates. Thus double log expression, with µ = 0.62 MA, gives the Sudakov
factor to single log accuracy. Also the form used for fg’s in Ref. [20] contradicts the known
leading log(1/x) asymptotic behaviour.
Finally, we discuss a very recent calculation [21] based on the dipole approach. A new
development is that instead of using a multi-channel eikonal with a fixed number of diffractive
eigenstates, the authors consider an explicit wave function of a fast hadron (proton, pion) and
have a continuous integration over the size of the quark-quark dipoles. In this model the incoming
3In general, one may include the absence of QCD radiation in the large rapidity gap in the “soft” survival factors,
but to make comparisons we must define precisely in which part of the calculation each effect is included. Note also
that in [18] the DL expression for Sudakov T–factor is used, which grossly overestimates the suppression.
4The last group calculated S2 within their own eikonal model and fitted the parameters in a Regge-type expression
for fg to describe HERA data. The final prediction is again rather close to that by the Durham group.
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hadron wave function is approximated by a simple Gaussian. The parameters are fitted so as to
describe the data on σtot, σel and F2 at low x. A shortcoming is that high-mass dissociation is
calculated separately. Its contribution is not included in the proton dipole opacity Ω(r, b), for
which a simplified asymptotic solution of the BFKL equation was used. Moreover, to calculate
the gap survival probability, S2(b), the b dependence is considered, but the dependence of the
“hard subprocess” cross section on the dipole size was not accounted for. That is, again, the
correlation between the saturation momentum Qs and b is lost. Nevertheless, the model confirms
the observation that the energy dependence of S2 is not too steep; S2 at the LHC for central
exclusive production is only reduced by a factor of about 2.5 to that at the Tevatron. Thus,
Tevatron data serve as a reliable probe of the theoretical model predictions of these production
rates.
In summary, we have briefly discussed various recent calculations of the exclusive process
pp → p + A + p at high energy. The value of the cross section when A = (H → bb¯) is
important for the feasibility of using tagged protons to study the Higgs sector via this process at
the LHC. We have paid special attention to the survival factors of the large rapidity gaps. We
see no reason to doubt the claimed value, or accuracy, of the existing predictions of the Durham
model. Recall that these predictions have been checked in many places by comparing with the
available experimental data on exclusive γγ and high ET dijet production at the Tevatron and
on exclusive diffractive J/ψ production at HERA (see [22, 23] for more details). Since all the
factors, which enter the calculations, depend rather weakly (logarithmically) on the initial energy,
there is no reason to expect that the model, which describes the data at the Tevatron energy, will
be too far from reality at the LHC.
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Rapidity gap survival in central exclusive diffraction:
Dynamical mechanisms and uncertainties∗
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Abstract
We summarize our understanding of the dynamical mechanisms gov-
erning rapidity gap survival in central exclusive diffraction, pp →
p + H + p (H = high–mass system), and discuss the uncertainties
in present estimates of the survival probability. The main suppression
of diffractive scattering is due to inelastic soft spectator interactions at
small pp impact parameters and can be described in a mean–field ap-
proximation (independent hard and soft interactions). Moderate extra
suppression results from fluctuations of the partonic configurations of
the colliding protons. At LHC energies absorptive interactions of hard
spectator partons associated with the gg → H process reach the black–
disk regime and cause substantial additional suppression, pushing the
survival probability below 0.01.
1 Strong interaction dynamics in rapidity gap survival
Calculation of the cross section of central exclusive diffraction, pp → p + H + p (H = dijet,
heavy quarkonium, Higgs boson, etc.) presents a major challenge for strong interaction physics.
It involves treating the hard dynamics in the elementary gg → H subprocess, and calculating the
probability that no other interactions leading to hadron production occur during the pp collision.
The latter determines the suppression of diffractive relative to non-diffractive events with the
same hard process, referred to as the rapidity gap survival (RGS) probability. In this article we
summarize our understanding of the dynamical mechanisms determining the RGS probability,
their phenomenological description, and the uncertainties in present numerical predictions.
RGS in central exclusive diffraction has extensively been discussed in an approach where
soft interactions are modeled by eikonalized pomeron exchange; see Ref. [1] for a summary.
More recently a partonic description was proposed, which allows for a model–independent for-
mulation of the interplay of hard and soft interactions and reveals the essential role of the “trans-
verse geometry” of the pp collision [2]. In the mean–field approximation, where hard and soft
interactions are considered as independent aside from their common dependence on the impact
parameter, we derived a simple “factorized” expression for the RGS probability, using closure
of the partonic states to take into account inelastic diffractive intermediate states. The result-
ing RGS probability is smaller than in the models of Refs. [1, 3] without inelastic diffraction,
∗Notice: Authored by Jefferson Science Associates, LLC under U.S. DOE Contract No. DE-AC05-06OR23177.
The U.S. Government retains a non-exclusive, paid-up, irrevocable, world-wide license to publish or reproduce this
manuscript for U.S. Government purposes.
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but comparable to the some of the versions of those models with multichannel diffraction. Our
partonic description also permits us to go beyond the mean–field approximation and incorporate
various types of correlations between the hard scattering process and spectator interactions. Here
we discuss two such effects: (a) quantum fluctuations of the partonic configurations of the col-
liding protons, which somewhat reduce the survival probabilities at RHIC and Tevatron energies;
(b) absorptive interactions of high-virtuality spectator partons (k2 ∼ few GeV2) associated with
the hard scattering process, related to the onset of the black–disk regime (BDR) in hard inter-
actions at LHC energies; this new effect substantially reduces the RGS probability compared to
previously published estimates.
2 Soft spectator interactions in the mean–field approximation
A simple picture of RGS is obtained in the impact parameter representation. On one hand, to
produce the heavy system H two hard gluons from each of the two protons need to collide in
the same space–time point (actually, an area of transverse size ∼ 1/〈k2T 〉 in the hard process);
because such gluons are concentrated around the transverse centers of the protons this is most
likely when the protons collide at a small impact parameters, b . 1 fm. On the other hand, soft
inelastic spectator interactions are strongest at small b and would favor collisions at b ≫ 1 fm
for diffractive scattering. These different preferences limit diffraction to an intermediate range
of impact parameters and ensure that its cross section is substantially suppressed compared to
non–diffractive scattering. More precisely, the RGS probability is given by [2]
S2 =
∫
d2b Phard(b) |1− Γ(b)|2, b ≡ |b|. (1)
Here Phard(b) is the probability for two gluons to collide at the same transverse point as a function
of the pp impact parameter, given by the convolution of the transverse spatial distributions of the
gluons in the colliding protons, normalized to
∫
d2b Phard(b) = 1 (see Fig. 1a). The factor
|1 − Γ(b)|2 is the probability for the two protons not to interact inelastically in a collision at the
given impact parameter, calculable in terms of the profile function of the pp elastic amplitude,
Γ(b). Figure 1b shows the b–dependence of the two factors as well as their product, illustrating
the interplay described above. While we have motivated Eq. (1) by probabilistic arguments, it
actually can be derived (as well as the expression for the differential cross section) in the partonic
description of Ref. [2] within the mean–field approximation, where one assumes no correlation
between the presence of the gluons involved in the hard interaction (with the particular x) and
the strength of the soft spectator interactions. In this approximation one can use closure to sum
over the different diffractive intermediate states, and thus effectively include the contribution of
inelastic diffraction.1 The numerical values of the RGS probability obtained from Eq. (1) are of
the order S2 ∼ 0.03 for MH = 100GeV and
√
s = 14TeV; see Ref. [2] for details.
It is worthwhile to discuss the uncertainty in the numerical predictions for S2 in the mean–
field approximation, Eq. (1), resulting from our imperfect knowledge of the functions in the
1In principle there is also a contribution from excitation of a diffractive state by soft spectator interactions and
subsequent transition back to the proton via the nondiagonal gluon GPD; however, it is strongly suppressed because
the typical excitation masses in hard and soft diffraction are very different in the kinematics of Higgs production at
the LHC (10−8 ≤ xIP ≤ 0.1 for generic pp diffraction and 10−2 ≤ xIP ≤ 0.1 for the GPD); see Section IV C of
Ref. [2].
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Fig. 1: (a) Transverse geometry of hard diffractive pp scattering. (b) RGS probability in the impact parameter rep-
resentation cf. Eq. (1), for √s = 14TeV,MH ∼ 100GeV [2]. Dashed line: Probability for hard scattering process
Phard(b) (left vertical axis). Dotted line: Probability for no inelastic interactions between the protons, |1 − Γ(b)|2
(right vertical axis). Solid line: Product Phard(b)|1− Γ(b)|2 (left vertical axis). The RGS probability Eq. (1) is given
by the area under this curve.
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integrand. We first consider the transverse spatial distribution of gluons entering in Phard(b).
The latter is obtained as the Fourier transform of the t–dependence (more precisely, transverse
momentum dependence) of the gluon generalized parton distribution (GPD) measured in hard
exclusive vector meson production. Extensive studies at HERA have shown that exclusive J/ψ
photoproduction, γp → J/ψ + p, provides an effective means for probing the t–dependence of
the gluon GPD at small and intermediate x (a small correction for the finite transverse size of the
J/ψ is applied) [7]. Figure 2 summarizes the results for the exponential t–slope of this process,
BJ/ψ , from HERA H1 [5] and ZEUS [6] and the FNAL E401/E458 experiment [4], as well as
fits to the x–dependence of the H1 and ZEUS results of the form (here x =M2cc¯/W 2)
BJ/ψ(x) = BJ/ψ(x0) + 2α
′
J/ψ ln(x0/x). (2)
There is a systematic difference between the H1 and ZEUS results due to different analysis
methods [5, 6]; however, the fits to both sets agree well with the FNAL point when extrapolated
to larger x. In diffractive production of a system with MH = 100GeV at
√
s = 14TeV at zero
rapidity the gluons coupling to the heavy system H have momentum fractions x1,2 =MH/
√
s =
0.007. Assuming exponential t–dependence of the gluon GPD, we can estimate the uncertainty
in the transverse spatial distribution of gluons at such x by evaluating the fits to the HERA data
within the error bands quoted for BJ/ψ(x0) and α′J/ψ [5, 6]. We find a 15-20% uncertainty
of BJ/ψ at x = 0.007 in this way, translating into a 20–30% uncertainty in the mean–field
RGS probability, Eq. (1). We note that there is at least a comparable uncertainty in S2 from
the uncertainty of the shape of the t–dependence; this is seen from Fig. 10 of Ref. [2], where
the exponential is compared with a theoretically motivated dipole form which also describes the
FNAL data. Altogether, we estimate that our imperfect knowledge of the spatial distribution
of gluons results in an uncertainty of the mean–field result for S2 by a factor ∼ 2. Dedicated
analysis of the remaining HERA exclusive data, and particularly precision measurements with a
future electron–ion collider (EIC), could substantially improve our knowledge of the transverse
spatial distribution of gluons.
We now turn to the uncertainty in S2 arising from the pp elastic amplitude, Γ(b). Most
phenomenological analyses of pp elastic and total cross section data find that for TeV energies
|1 − Γ(b)| ≤ 0.05 at b = 0, corresponding to near–unit probability of inelastic interactions
at small impact parameters (BDR). This is supported by theoretical studies in the QCD dipole
model, which show that the large–x partons with virtualities of up to several GeV2 experience
“black” interactions with the small–x gluon field in the other proton when passing through the
other proton at transverse distances ρ ≤ 0.5fm, and receive transverse momenta kT ≥ 1GeV
(see Ref. [7] for a summary). At pp impact parameter b = 0 the chance that none of the leading
partons in the protons receive such a kick is extremely small, implying that |1 − Γ(b)| ∼ 0 [8].
For the RGS probability in the mean–field approximation, Eq. (1), the fact that |1 − Γ(b)|2 is
small at b = 0 is essential, as this eliminates the contribution from small b in the integral (see
Fig. 1b) and stabilizes the numerical predictions. However, present theoretical arguments and
data analysis cannot exclude a small non-zero value of |1 − Γ(b)| at b = 0; a recent analysis
finds |1 − Γ(b)| ∼ 0.1 [9]. To investigate the potential implications for the RGS probability,
we evaluate Eq. (1) with the Gaussian parametrization of Γ(b) of Ref. [2], Eq. (12), but with
Γ(b = 0) = 1−ǫ. We find that a value of ǫ = 0.1, corresponding to |1−Γ(b)|2 = 0.01, increases
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the mean–field result for S2 by a factor ∼ 1.8, indicating significant uncertainty of the mean–
field result. However, as explained in Sec. 4 below, hard spectator interactions associated with
the gg → H process lead to an additional suppression of diffraction at small b (not contained in
the soft RGS probability), which mitigates the impact of this uncertainty on the overall diffractive
cross section.
3 Fluctuations of parton densities and soft–interaction strength
Corrections to the mean–field picture of RGS arise from fluctuations of the interacting configura-
tions in the colliding protons. This concept is known well in soft diffraction, where fluctuations
of the strength of interaction between the colliding hadrons give rise to inelastic diffraction. In
hard diffraction, one expects that also the gluon density fluctuates; e.g. because the color fields
are screened in configurations of small size [10]. In fact, the variance of the gluon density fluctu-
ations can be directly related to the ratio of inelastic and elastic diffraction in processes such as
γ∗L + p→ “vector meson” +X,
ωg ≡ 〈G
2〉 − 〈G〉2
〈G〉2 =
dσinel
dt
/
dσel
dt
∣∣∣∣
t=0
. (3)
The HERA data are consistent with the dynamical model estimate of ωg ∼ 0.15 − 0.2 for Q2 =
3GeV2 and x ∼ 10−4−10−3 [10]; unfortunately, the limited Q2 range and the lack of dedicated
studies do not allow for a more precise extraction of this fundamental quantity.
In central exclusive diffraction, correlated fluctuations of the soft–interaction strength and
the gluon density lower the RGS probability, because small-size configurations which experience
little absorption have a lower gluon density. This effect can be modeled by a generalization of
the mean–field expression (1), in which both the gluon GPDs in Phard and the profile function
fluctuate as a function of an external parameter controlling the overall size of the configurations
[10]. Numerical studies find a reduction of the RGS probability by a factor ∼ 0.82 (0.74) for a
system with massMH = 100GeV produced at zero rapidity at
√
s = 2 (14)TeV. The dynamical
model used in this estimate does not include fluctuations of the gluon density at larger x(∼
0.05 − 0.1), which could increase the suppression.
We emphasize again that inelastic diffraction per se is included in the partonic approach of
Ref. [2] through the closure of partonic states. The effect discussed in this section is specifically
related to correlations between the fluctuations of the parton densities and the soft–interaction
strength; in the limit of zero correlations (independent fluctuations) we recover the mean–field
result described above [10].
4 Black–disk regime in hard spectator interactions
Substantial changes in the mechanism of diffractive scattering are brought about by the onset
of the BDR in hard interactions at LHC energies, where even highly virtual partons (k2 ∼
few GeV2) with x & 10−2 experience “black” interactions with the small–x gluons in the other
proton. This new effect modifies the amplitude of central exclusive diffraction in several ways:
(a) absorption of the “parent” partons of the gluons attached to the high–mass system; (b) absorp-
tion of the hard gluons attached to the high–mass system; (c) absorption due to local interactions
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Fig. 3: (a) QCD evolution–induced correlation between hard partons. The transverse distance between the active
parton and the spectator is ∼ 1/kT, spec. (b) Absorptive interaction of the hard spectator with small–x gluons in the
other proton.
within the partonic ladder. Such absorptive hard interactions cause additional suppression of
diffractive scattering, not included in the traditional soft–interaction RGS probability [2]. Be-
cause of the generic nature of “black” interactions, we can estimate this effect by a certain mod-
ification of the mean–field picture in the impact parameter representation. Here we focus on
mechanism (a) and show that it causes substantial suppression; the other mechanisms may result
in further suppression.
According to Ref. [11] (and references therein) the dominant contribution to the hard am-
plitude of Higgs production at the LHC (MH = 100GeV, x1,2 ∼ 10−2) originates from gluons
with transverse momenta of the order kT ∼ 2GeV. Such gluons are typically generated by
DGLAP evolution starting from the initial scale, Q20, in which spectator partons, mostly glu-
ons, are emitted (see Fig.3a). In the leading–log approximation Q0 ≪ kT, spec ≪ kT , and
thus the transverse distance between the active and spectator parton is ∼ 1/kT, spec ≪ Rproton,
amounting to short–range correlations between partons. If the interactions of the spectator parton
with the small–x gluons in the other proton become significant (see Fig.3b), the basic assump-
tion of the mean–field approximation — that the spectator interactions are independent of the
hard process — is violated, and the interactions of that parton need to be treated separately. In-
deed, studies within the QCD dipole model show that at the LHC energy spectator gluons with
kT, spec ∼ 1GeV and xspec ∼ 10−1 “see” gluons with momentum fractions x ∼ 10−7 in the
other proton, and are absorbed with near–unit probability if their impact parameters with the
other proton are less than ∼ 1 fm [2].2 For pp impact parameters b < 1 fm about 90% of the
strength in Phard(b) comes from parton–proton impact parameters ρ1,2 < 1 fm (cf. Fig. 1a), so
that this effect practically eliminates diffraction at b < 1 fm. Since b < 1 fm accounts for 2/3
of the cross section (see Fig. 1b), and the remaining contributions at b > 1 fm are also reduced
by absorption, we estimate that absorptive interactions of hard spectators in the BDR reduce the
RGS probability at LHC to about 20% of its mean–field value. Much less suppression is expected
2The cross section of “gluonic” (88) dipoles is larger than that of the quark–antiquark (3¯3) dipoles in γ∗p scattering
[12] by a factor 9/4. A summary plot of the profile function for gluon–proton scattering is given in Fig. 13 of
Ref. [7] (right y–axis). Note that Γgluon−proton = 0.5 already corresponds to a significant absorption probability of
1− |1− Γgluon−proton|2 = 0.75.
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at the Tevatron energy, where hard spectator interactions only marginally reach the BDR.
In the above argument one must also allow for the possibility of trajectories with no gluon
emission, which correspond to the Sudakov form factor–suppressed δ(1 − x)–term in the evolu-
tion kernel. While such trajectories are not affected by absorption, their contributions are small
both because of the Sudakov suppression, and because they effectively probe the gluon density
at a low scale, Q20 ∼ 1GeV2, where evolution–induced correlations between partons can be ne-
glected. We estimate that the contribution of such trajectories to the cross section is suppressed
compared to those with emissions by a factor R =
[
S2GG(x,Q
2)/G(x,Q20)
]2 ∼ 1/10, where
S2G = exp[−(3αs/π) ln2(Q2/Q20)] is the square of the Sudakov form factor, and Q2 ∼ 4GeV2.
Their net contribution is thus comparable to that of the trajectories with emissions, because the
latter are strongly suppressed by the absorption effect described above. Combining the two, we
obtain an overall suppression by a factor of the order ∼ 0.3. More accurate estimates would need
to take into account fluctuations in the number of emissions; in particular, trajectories on which
only one of the partons did not emit gluons are suppressed only by
√
R and may make significant
contributions.
The absorptive hard spectator interactions described here “push” diffractive pp scattering
to even larger impact parameters than would be allowed by the soft spectator interactions included
in the mean–field RGS probability, Eq. (1) (except for the Sudakov–suppressed contribution).
One interesting consequence of this is that it makes the uncertainty in the mean–field prediction
arising from Γ(0) 6= 1 (see Sec. 2) largely irrelevant, as the region of small impact parameters
is now practically eliminated by the hard spectator interactions. Another consequence is that the
final–state proton transverse momentum distribution is shifted to to smaller values; this could in
principle be observed in pT–dependent measurements of diffraction. We note that the estimates
of hard spectator interactions reported here are based on the assumption that DGLAP evolution
reasonably well describes the gluon density down to x ∼ 10−6; the details (but not the basic
picture) may change if small–x resummation corrections were to significantly modify the gluon
density at such values of x (see Ref. [13] and references therein).
5 Summary
The approach to the BDR in the interaction of hard spectator partons, caused by the increase
of the gluon density at small x, has profound implications for central exclusive diffraction at
LHC: No saturation without disintegration! The RGS probability is likely to be much smaller
(by a factor of ∼ 1/3 or less) than predicted by the mean–field approximation or corresponding
models which neglect correlations of partons in the transverse plane. Diffractive scattering is rel-
egated either to very large impact parameters (b > 1 fm) or to Sudakov–suppressed trajectories
without gluon radiation. We estimate that the overall RGS probability at LHC is S2 < 0.01. Ex-
trapolation of the Tevatron results may be misleading because interactions of hard spectators are
generally far from “black” at that energy. The new effects described here call for detailed MC–
based studies of possible histories of the hard scattering process and their associated spectator
interactions.
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Abstract
The possibilities to extend the results from HERA by using the strong
flux of equivalent photons associated with the proton and nuclear beams
at the LHC are reviewed.
1 Introduction
Much of the focus of this workshop has been on how the parton distribution functions determined
at HERA will be an integral part of the interpretation of the results from the LHC. We wish to
point out, however, that the LHC offers an opportunity to directly extend the results from HERA
on photoproduction, by using the strong flux of photons associated with the proton and nuclear
beams.
Charged particles moving with relativistic velocities are surrounded by a cloud of virtual
photons. For point particles, the energy of the virtual photons can in principle be as high as the
energy of the charged particle itself. For extended objects, like protons and nuclei, the maximum
photon energy is highly suppressed for energies above a fraction of the charged particle’s energy
because of the form factor. At the extreme energies of the LHC, this is not a serious limitation,
however, and it will be possible to probe photon-induced interactions at energies much higher
than at HERA both in proton-proton and nucleus-nucleus collisions. Photon-induced interactions
can be studied in ultra-peripheral collisions where the impact parameter is larger than the sum of
the projectile radii and no hadronic interactions occur. This is illustrated in Fig. 1.
The photon-induced interactions can be divided into two categories: exclusive interactions,
where a certain final state is produced, while both beam particles remain intact; and inclusive
interactions, where a certain final state is produced but where the photon target breaks up and
additional particles may be produced. Exclusive interactions include two-photon and photon-
Pomeron interactions. Inclusive interactions include, but are not limited to, direct photon-parton
interactions. These two types of processes will be discussed in the following two sections. For
two longer reviews of photon interactions at hadron colliders, see [1, 2].
2 Exclusive Production
The study of photon-induced interactions at hadron colliders has so far focused mainly on ex-
clusive production, where both protons or nuclei remain intact. The cross sections for exclusive
production are normally lower than for the corresponding inclusive reaction channel. The advan-
tage is, however, that the exclusive events have a much clearer event topology, with rapidity gaps
on both sides of the produced state, which makes it easy to separate them from background and
hadronic processes.
HERA and the LHC 503
R
b
R
Fig. 1: An ultra-peripheral collision with impact parameter b much larger than the sum of the projectile radii,R. The
solid lines indicate the Lorentz contracted electric fields.
The early theoretical studies of electromagnetic processes at hadron colliders were con-
centrated on two-photon interactions. It was later discovered that exclusive production of vector
mesons through photon-Pomeron fusion had much larger cross sections [3]. Exclusive photo-
production of vector mesons and two-photon interactions will be discussed in the following two
subsections. One should note, however, that exclusive production of vector mesons can occur
also through the hadronic process Odderon-Pomeron fusion; this possibility has attracted an in-
creased interest recently [4].
2.1 Photon-hadron interactions
According to the Vector Meson Dominance model, the bulk of the photon-hadron cross section
can be explained by the photon first fluctuating to a vector meson, with the same quantum num-
bers as the photon. While in the vector meson state, the photon will interact hadronically with
the target. This interaction can be elastic or inelastic. In elastic scattering enough momentum
can be transferred for the virtual vector meson to become real; this is the basis for exclusive
photoproduction of vector mesons.
The cross section for exclusive production of the lightest vector meson, ρ0, is very high in
collisions with heavy ions, such as Au or Pb, reaching 50% of the total inelastic hadronic cross
sections at the energies of the LHC [3]. At the Relativistic Heavy-Ion Collider (RHIC), the mea-
sured exclusive ρ0 cross section in Au+Au collisions at√sNN = 200GeV is 530±19(stat)±57(syst),
roughly 10% of the total inelastic cross section [5].
The momentum transfer from each projectile is limited by the form factor, and the vector
meson production is therefore typically centered around mid-rapidity; the exact shape of the
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a) b)
Fig. 2: Feynman diagrams for direct photoproduction of jets in ultra-peripheral collisions through photon-gluon fu-
sion, γ + g → q + q, and the QCD Compton process, γ + q → g + q. Direct photoproduction of heavy quarks is
described by the diagram in a).
rapidity distribution varies somewhat with collision energy and vector meson mass.
Exclusive vector mesons have been studied by the STAR [5] and PHENIX [6] collabora-
tions at RHIC, and by the CDF collaboration at the Tevatron [7].
The STAR collaboration at RHIC has studied exclusive photoproduction of ρ0 mesons in
Au+Au collisions at √sNN = 200 GeV. The energy range probed by STAR, 7.6 ≤ Wγp ≤
20.6 GeV, includes energies larger than have been studied in fixed target experiments with lepton
beams on heavy nuclear targets. The measured cross sections are found to be in good agreement
with models that include a Weizsa¨cker-Williams photon spectrum and Glauber-like models for
the photonuclear cross section.
The PHENIX collaboration has studied exclusive production of J/Ψ in Au+Au collisions
in coincidence with Coulomb break-up of at least one of the nuclei. Coulomb break-up means
that an additional, soft photon is exchanged in the interaction, leading to the break up of the
“target” nucleus. The J/Ψs have been studied around mid-rapidity in the e+e− decay channel.
The CDF collaboration has studied exclusive J/Ψ and Ψ′ production in the µ+µ− decay
channel in pp collisions at the Tevatron [7]. CDF has also seen hints of Υ mesons.
The outlook for studying exclusive vector meson production at the LHC is promising. The
rates are very high. The J/Ψ cross section, for example, increases by about a factor 100 from
Au+Au collisions at RHIC to Pb+Pb collisions at the LHC. There are plans to study this reaction
channel in both the CMS and ALICE experiments, in pp as well as in PbPb collisions.
2.2 Two-photon interactions
The cross section for two-photon production of lepton pairs scales as Z4, where Z is the charge of
the projectile. The total cross section for producing an e+e−–pair is several orders of magnitude
larger than the total hadronic cross section in heavy-ion interactions at RHIC and the LHC.
Most of these electrons/positrons are produced with very low invariant masses, however, and are
emitted with small angles relative to the beam axis.
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The pairs can be produced as free pairs or as bound-free pairs, where the electron (or the
positron with anti-proton beams) binds to the beam particle. When a bound-free pair is produced,
the rigidity of the capturing beam nucleus or proton changes and it is lost from the beam. This
is the leading source of beam loss at high energy heavy-ion colliders such as RHIC and the
LHC. Moreover, the projectile that has captured the electron will hit the wall of the beam pipe
at a well-defined spot downstream from the interaction point. At the LHC, the resulting heat
deposition could induce quenching of the superconducting magnets. The impact of copper ions
with a captured electron about 140 m downstream from the interaction point has recently been
observed at RHIC [8]. Bound-free pair production where the positron binds to the anti-proton
has been used to observe anti-hydrogen at the Tevatron [9].
Free pair production has been studied in fixed target heavy-ion interactions, in Au+Au
collisions at RHIC [6, 10], and, recently, by the CDF Collaboration in pp collisions at the Teva-
tron [11]. The results have generally been found to be in good agreement with lowest order
perturbation theory. The limit on invariant mass used by the CDF Collaboration (> 10 GeV) is
unfortunate, however, since it falls almost on top of the mass of the Υ(2S) meson. The yield
from heavy vector mesons produced by photon-Pomeron fusion and decaying to di-lepton pairs
is comparable or larger than the one from two-photon production over the relevant invariant mass
range.
Two-photon production of mesons, e.g. at e+e− colliders, is a useful tool in meson spec-
troscopy. In principle, such studies could be performed also at hadron colliders, but backgrounds
from coherent photonuclear interactions pose a problem. A two-photon “standard candle” like the
f2(1270) is likely to be obscured by continuum production of pi+pi− through photon-Pomeron
fusion. No results on two-photon production of mesons at hadron colliders have been reported.
Finally, it has been suggested to search for the Higgs boson in two-photon interactions at
the LHC. Despite the enhancement by a factor Z4 in heavy-ion collisions, the cross section for
a standard model Higgs with mass around 100 GeV appears too low, only about 10 pb in Pb+Pb
collisions, corresponding to an event rate of only 10−9 s−1 [12]. With Ca beams the situation is
a bit better because of the higher luminosity, but the event rate is not more than about 10−6 s−1.
3 Inclusive Production
The bulk of the photonuclear particle production stems from events where the photon first fluc-
tuates to a hadronic state, which then interact with the target nucleus or proton. Since the energy
of the photon typically is much lower than that of the beam particle, these events resemble fixed
target interactions. The photon can, however, also interact as a “bare” photon with one of the
partons in the target nucleus or proton. The focus of this section will be on photon-parton inter-
actions in nucleus-nucleus collisions. Direct processes that can be calculated using perturbative
QCD include photoproduction of jets and heavy quarks. None of these processes have been in-
vestigated at RHIC or the Tevatron, but the prospects should be good at the LHC, particularly
because of the strong increase in the cross sections with energy.
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3.1 Photoproduction of jets
The Feynman diagrams for the two leading-order direct contributions to the jet yield, γ + g →
q + q and γ + q → g + g, are shown in Fig. 2. The corresponding differential cross section can
be written as a convolution of the equivalent photon flux with the parton distribution functions
and the partonic cross sections
s2
d2σ
dtdu
= 2
∫ ∞
kmin
n(k)dk
∫ 1
x2min
dx2
x2
 ∑
i=q,q,g
Fi(x2, Q2)s′2
d2σγi
dt′du′
 . (1)
Here, n(k) is the number of equivalent photons with energy k. Fi(x2, Q2) is the parton density
for parton i at scale Q2 and x2 is the Bjorken-x of the parton in the target nucleus. The un-
primed Mandelstam variables, s, t, u, refer to the hadronic system, whereas the primed variables,
s′, t′, u′, refer to the partonic system. The minimum x2 is given by x2min = −u/(s + t) and
kmin is the minimum photon energy needed to produce the final state.
The cross section for photonuclear jet production is high at the LHC. The cross section to
produce a jet with pT > 50 GeV/c and rapidity |y| < 1 in Pb+Pb collisions is for example larger
than 1 µb [13]. As can be seen from Eq. 1, the jet cross section is sensitive to the nuclear parton
distributions. Calculations show that nuclear shadowing (and anti-shadowing) affects the yield
by up to 10%, while the differences between individual parameterizations of shadowing differ by
a few percent. It has also been noted that there is a significant contribution to the jet yield from
resolved interactions, where a parton in the target interacts with a parton in the resolved photon;
the resolved contribution is expected to be the leading production mechanism in certain regions
of phase space, particularly for low pT < 50 GeV/c [13].
3.2 Photoproduction of heavy quarks
For the production of heavy quarks, only the diagram in Fig. 2 a) contributes. The production
cross section is thus a less ambiguous probe of the proton or nuclear gluon distribution. The
cross sections are very high at the LHC, as can be seen in Table 3.2 (from [14] with updated
numbers from [1]). Calculations are shown for two different parameterizations of the nuclear
gluon shadowing and without shadowing. Shadowing has an enhanced effect on the cross section
for cc pairs, where lower values of x are probed. In Pb+Pb collisions, the two parameterizations
correspond to reductions by 16% and 32%, respectively. For bb pairs, the effect of shadowing is
smaller, 4% and 10% in the two cases.
The resolved contribution is smaller than for jet production. It is largest for cc pairs, but
does not contribute more than 15-20 % to the total cross section.
The cross section for producing pairs of top quarks is too low for observation with the
design LHC Pb+Pb luminosity. It might be possible with lighter ions or with protons.
4 Summary
The feasibility of studying at least a few reaction channels in ultra-peripheral collisions at collider
energies has been shown by experiments at RHIC and the Tevatron. The measured cross sections
have been found to be in general agreement with expectations, but the statistics have so far been
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flavor σ [mb] σ [mb] σ [mb]
No shadowing EKS98 FGS
Ar+Ar cc 16.3 14.3 12.3
bb 0.073 0.070 0.066
Pb+Pb cc 1250 1050 850
bb 4.9 4.7 4.4
Table 1: Cross sections for qq photoproduction through direct photon-gluon fusion in Ar+Ar and Pb+Pb interactions
at the LHC. The numbers in column 3 and 4 include nuclear gluon shadowing from the parameterizations by Eskola,
Kolhinen, and Ruuskanen (EKS98) and Frankfurt, Guzey, and Strikman (FGS), respectively.
low. There are plans to study photon-induced processes in at least 3 of the 4 LHC experiments,
although it is not the main focus of any of them. There is an overwhelming number of reaction
channels that can be investigated at the LHC in “ordinary” hadronic interactions. Including
photon-induced processes leads to an even greater number. It seems unlikely that all these will
be investigated during the life-time of the LHC. It will be up to the experiments to judge which
are the most interesting and to which the necessary trigger resources and bandwidths should be
allocated. In this talk, we have tried to argue that at least some photon-induced processes should
meet the criteria for feasibility and interest.
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Abstract
We review the present status of the odderon, focusing in particular on
searches at HERA and the prospects for finding the odderon in exclu-
sive processes at the LHC.
1 The odderon
The odderon is the negative charge parity (C=−1) partner of the well-known pomeron. There-
fore, it is the t-channel exchange that gives rise to the difference between a particle-particle
scattering cross section and the corresponding particle-antiparticle cross section at high center-
of-mass energy
√
s. The concept of the odderon was introduced and its existence conjectured
in [1] in the context of Regge theory. It was subsequently realized that in QCD a colorless
exchange in the t-channel with negative C-parity can be constructed from three gluons in a sym-
metric color state. In recent years considerable progress in understanding the odderon has been
made in particular in perturbative QCD. The nonperturbative odderon, on the other hand, remains
poorly understood.
In perturbative QCD the odderon is described by the Bartels-Kwiecin´ski-Praszałowicz
(BKP) equation [2] which resums the leading logarithms of √s, corresponding to the pairwise
interaction of the three gluons exchanged in the t-channel. One finds that also compound states
of more than three gluons with odderon quantum numbers can be constructed, which are also
described by the BKP equation. The BKP equation exhibits interesting mathematical properties
like conformal invariance in impact parameter space and holomorphic separability [3], and even
turns out to be an integrable system [4]. Two explicit solutions to the BKP equation have been
found, one with intercept αO=1 [5] and one with a slightly smaller intercept [6], giving rise to
a high-energy behavior of the cross section ∼ sαO−1. The main difference of the two solutions
lies in their different coupling to external particles rather than in their intercepts which for all
practical purposes can be considered equal.
While the perturbative odderon is at least theoretically rather well understood, our picture
of the odderon in the nonperturbative regime is not at all satisfying. The main reason is the
lack of experimental data which does not even allow us to test models of nonperturbative odd-
eron exchange. This is in strong contrast to the nonperturbative pomeron which is theoretically
equally hard to describe, but for the pomeron a rather clear picture has emerged at least on the
phenomenological level from the study of a variety of high energy scattering data.
In the following we discuss some aspects of the odderon which are particularly relevant
for HERA and LHC. A detailed review of the odderon and further references can be found in [7].
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2 Experimental evidence
It would seem natural to expect that odderon exchange is suppressed relative to pomeron (two-
gluon) exchange only by a power of αs due to the requirement to couple an additional gluon to
the external particles. And at moderately low momenta αs is not too small, such that – given the
ubiquitous pomeron – one expects odderon exchange to appear in many processes. Surprisingly,
the contrary is true.
So far the only experimental evidence for the odderon has been found in a small difference
in the differential cross sections for elastic proton-proton and proton-antiproton scattering at√
s = 53GeV. Figure 1 shows the data taken at the CERN ISR in the dip region around t =
−1.3GeV2. The proton-proton data have a dip-like structure, while the proton-antiproton data
proton-antiproton
proton-proton
−t [GeV2]
d
σ
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Fig. 1: Differential cross section for elastic pp and pp¯ scattering in the dip region for
√
s = 53GeV; data from [8]
only level off at the same |t|. This difference between the two data sets can only be explained
by invoking an odderon exchange. However, the difference relies on just a few data points with
comparatively large error bars.
The data at various energies are well described by models that take into account the various
relevant exchanges between the elastically scattering particles [9], [10]. Both of these models
involve of the order of twenty parameters that need to be fitted. The structure in the region around
|t| = 1 − 2GeV2 is the result of a delicate interference between different contributions to the
scattering amplitude including the odderon. Therefore it is rather difficult to extract the odderon
contribution unambiguously. In fact it turns out that the two odderon contributions obtained in [9]
and [10], respectively, are not fully compatible with each other [11] (see also [7]). In [12] it was
shown that assuming a perturbative odderon (three gluon exchange) in the context of the model
of [9] requires to choose a very small coupling of the odderon to the proton. This small coupling
can be either due to a small relevant value of αs ≃ 0.3 or due to a small average distance of two
of the constituent quarks in the proton corresponding to a diquark-like structure.
Unfortunately,
√
s = 53GeV is the only energy for which data for both reactions are
available. The comparison of data taken at different energies rather strongly relies on theoretical
models. Given the large number of parameters in these models it is not possible to arrive at firm
conclusions about the odderon on the basis of the presently available data.
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3 Odderon searches at HERA
The cross section for elastic pp and pp¯ scattering is a typical example in which the odderon
exchange is only one of many contributions to the scattering amplitude. It was recently realized
that the chances for a clean identification of the odderon should be better in exclusive processes
in which the odderon is the only exchange (usually besides the well-understood photon) that can
give rise to the final state to be studied. This strategy was chosen at HERA.
Searches for the odderon at HERA have concentrated on the exclusive diffractive produc-
tion of pseudoscalar mesons (MPS) as depicted in Figure 2. In addition to that diagram only
the exchange of a photon instead of the odderon is possible at high energies. (Similarly also
tensor mesons can be produced only by odderon and photon exchange.) This process had been
suggested in [13]. The photon exchange contribution is rather well understood and is expected
p
MPS
e−
γ(∗)
O
e−
Fig. 2: Diffractive production of a pseudoscalar meson in ep scattering
to have a much steeper t-dependence than the odderon exchange.
The process which has been studied in most detail experimentally is the exclusive diffrac-
tive production of a single neutral pion, γ(∗)p→ pi0X. Early theoretical considerations [14] had
led to an estimate of the total photoproduction cross section for that process of σ(γp→ pi0X) ≃
300 nb, with a possible uncertainty of a factor of about two. The experimental search for that pro-
cess, however, was not successful and resulted in an upper limit of σ(γp→ pi0X) < 49 nb [15],
obviously ruling out the prediction of [14]. The smallness of the cross section is a striking result
since of all processes at HERA in which hadrons are diffractively produced this is the one with
the largest phase space. Therefore a strong suppression mechanism must be at work here. One
possibility is again a potentially small coupling of the odderon to the proton. Further possible
causes for the failure of the prediction of [14] were discussed in [16]. The most important among
them is probably the suppression of pion production due to approximate chiral symmetry, as has
been discussed in detail in [17]. In fact it turns out that the odderon contribution to the amplitude
for diffractive single-pion production vanishes exactly in the chiral limit. This suppression had
not been taken into account properly in [14].
Also searches for similar processes in which instead of the pion some other pseudoscalar
or tensor meson is produced diffractively have been performed, although only on a preliminary
basis [18]. Again, no evidence for the odderon was found. However, for these processes the
experimental bounds are closer to the theoretical estimates of [14], and hence the situation is less
clear.
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4 Prospects for the LHC
At the LHC one can in analogy to the ISR try to look for the odderon in elastic pp scattering. The
measured differential cross section can be compared to models which are fitted to the differential
cross section at lower energies and extrapolated to LHC energies, see for example [19]. Although
these models involve a large number of fit parameters and some uncertainty in the extrapolation
to a new energy range it is argued in [19] that there is a chance to see evidence of the odderon.
Also the spin dependence of elastic scattering is sensitive to the odderon and can be used to
search for it, see [20]. In both cases the odderon is again one of several contributions to the
scattering amplitude, which makes an unambiguous identification unlikely.
Recent proposals for odderon searches at the LHC (and analogously at the Tevatron) have
therefore again focussed on exclusive processes in which the odderon is (except for the photon)
the only contribution to the cross section. Here the mere observation of the process can already
be sufficient to confirm odderon exchange. The most prominent of these exclusive processes at
LHC is the double-diffractive production of a vector meson MV in pomeron-odderon fusion, that
is p + p → X +MV + Y with the vector meson separated from the forward hadronic systems
X and Y by rapidity gaps, see Figure 3. This process was first proposed and discussed in the
p
J/ψ
P
O
p
Fig. 3: Pomeron-odderon fusion mechanism for double-diffractive J/ψ production in pp¯ scattering
framework of Regge theory in [21]. In particular heavy vector mesons, MV = J/ψ,Υ, are
well suited for odderon searches since here the reggeon exchange contribution (in place of the
odderon) is suppressed by Zweig’s rule. (In the production of φ mesons that contribution could
still be relevant – especially if the odderon contribution is small.) At the LHC in particular the
ALICE detector appears to be best suited for the observation of centrally produced J/ψ or Υ
mesons and can in addition identify rapidity gap events [22].
In [23] a detailed study of this process has been performed in perturbation theory. The
leading perturbative diagram contains the fusion of two of the three gluons in the odderon with
one from the two in the pomeron to the J/ψ or Υ, and an additional (‘spectator’) gluon exchange
between the two protons. There are two important uncertainties in the calculation of this process.
One is again the coupling of the odderon to the proton which might be small. The other main
uncertainty is the survival probability for the rapidity gaps in the final state. Presently, a full
understanding of the gap survival is still lacking. In hadronic collisions the gap survival is very
different from ep scattering, and extrapolations from Tevatron energies to the LHC energy contain
a considerable uncertainty. Depending on the assumptions about these uncertainties the expected
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cross sections dσ/dy|y=0 at mid-rapidity y for J/ψ production are between 0.3 and 4 nb at the
LHC. For the Υ one expects 1.7 – 21 pb. One has to keep in mind that also photon instead
of odderon exchange can give rise to the same final state. A possibility to separate the two
contributions is to impose a cut on the squared transverse momentum p2T of the vector meson. The
photon dominates at small p2T but then falls rapidly towards higher p2T . The odderon contribution
does not fall so quickly and for the J/ψ dominates above p2T ≃ 0.3GeV2.
It is possible that the negative result of all odderon searches to date is caused by a small
coupling of the odderon to the proton. If that coupling is indeed so small also the process just
described will not be observable at the LHC. A possibility to find the odderon nevertheless might
then be to look for the production of two heavy vector mesons in triple-diffractive events, p+p→
X+MV +MV +Y (with the +-signs indicating rapidity gaps), as suggested in [7]. This process
is shown in Figure 4. For small odderon-proton coupling the right hand diagram can be neglected.
J/ψ
p
P
O
p
J/ψ
P
J/ψ
p
O
p
J/ψ
O
P
Fig. 4: Diagrams contributing to the triple-diffractive production of two J/ψ mesons in pp¯ scattering
In the left hand diagram – which does not involve the Op coupling – the middle rapidity gap can
only be produced by odderon (or photon) exchange and the mere observation of the process could
finally establish the existence of the odderon.
5 Summary
The existence of the odderon is a firm prediction of perturbative QCD. But also in the nonper-
turbative regime we do not have good reasons to expect the absence of the odderon. A possible
obstacle in finding it might be its potentially small coupling to the proton. As we have pointed
out there are exclusive processes that can give a clear indication of the odderon at the LHC – in-
cluding some which do not involve the potentially small odderon-proton coupling. If the odderon
remains elusive also in these processes we might have to reconsider our picture of QCD at high
energies.
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Abstract
We describe several example analyses of the CMS forward physics
program: A feasibility study for observing W production in single
diffractive dissociation, the analysis of exclusive µµ production and
the measurement of very low-x parton distributions and search for ev-
idence of BFKL dynamics with forward jets.
1 Introduction
The CMS Experiment has a rich and broad forward physics program with measurements that
can be realized from the start of the LHC [1–6]. The CMS detectors in the forward region
allow an experimental program to be carried out that reaches beyond the traditional forward gap
physics, such as soft and hard single diffraction and double Pomeron exchange physics, and also
includes the study of γγ and γp interactions, energy and particle flow measurements relevant for
understanding multi-parton interactions for tuning of Monte Carlo event generators, jet-gap-jet
events to understand the origin of these event topologies, and forward jets and forward Drell-Yan
processes at 14 TeV center-of-mass energies. Topics of soft and hard diffraction include but are
not limited to:
1. Dependence of the diffractive cross sections on ξ, t and Mx as fundamental quantities of
non-perturbative QCD.
2. Gap survival dynamics and multi-gap event topologies.
3. Production of jets, W, J/ψ,b and t quarks, hard photons in hard diffraction.
4. Double Pomeron Exchange events as gluon factory.
5. Central exclusive Higgs boson production.
6. SUSY and other low mass exotics in exclusive processes.
7. Proton light cone studies.
CMS shares its interaction point (IP) with the TOTEM experiment [7]. The two experiments
plan [8] to join their resources and use common trigger and data acquisition systems to increase
their forward physics potential.
The studies presented in the following assume no event pile-up, i.e. are analyses to be
carried out during the low pile-up, start-up phase of the LHC. In addition, CMS is studying a
proposal to install tracking and time-of-flight detectors at 420 m from the IP [9], which has the
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Fig. 1: Layout of the forward detectors around the CMS interaction point.
potential of adding discovery physics, notably central exclusive Higgs production, to the forward
physics program of CMS.
For space limitations, in this paper, we describe only three processes as examples of the
CMS forward physics program. After a brief description of the forward detector instrumentation
around the CMS IP, section III covers a feasibility study on observing W production in single
diffractive dissociation. The analysis of exclusive µµ production is discussed in Section IV and
the possibility of measuring very low-x parton distributions and of looking for evidence of BFKL
signatures with forward jets is described in Section V.
2 Forward detectors around the CMS interaction point
Forward physics at the LHC covers a wide range of diverse physics subjects that have in common
that particles produced at small polar angles, θ, and hence large values of rapidity provide a defin-
ing characteristic. At the Large-Hadron-Collider (LHC), where proton-proton collisions occur at
center-of-mass energies of 14 TeV, the maximal possible rapidity is ymax = ln
√
s
mpi
∼ 11.5. The
central components of CMS are optimized for efficient detection of processes with large polar
angles and hence high transverse momentum, pT . They extend down to about |θ| = 1◦ from the
beam axis or |η| = 5, where η = − ln [tan (θ/2)] is the pseudorapidity. In the forward region, the
central CMS components are complemented by several CMS [10] and TOTEM subdetectors with
coverage beyond |η| = 5, see figure 1. TOTEM is an approved experiment at the LHC for pre-
cision measurements of the pp elastic and total cross sections. The combined CMS and TOTEM
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apparatus comprises two suites of calorimeters with tracking detectors in front plus near-beam
proton taggers. The CMS Hadron Forward (HF) calorimeter with the TOTEM telescope T1 in
front covers the region 3 < |η| < 5, the CMS CASTOR calorimeter with the TOTEM telescope
T2 in front covers 5.2 < |η| < 6.6. The CMS ZDC calorimeters are installed at the end of the
straight LHC beam-line section, at a distance of ±140 m from the IP. Near-beam proton taggers
will be installed by TOTEM at ±147 m and ±220 m from the IP. The kinematic coverage of
the combined CMS and TOTEM apparatus is unprecedented at a hadron collider. The CMS and
TOTEM collaborations have described the considerable physics potential of joint data taking in
a report to the LHCC [8]. Further near-beam proton taggers in combination with very fast timing
detectors to be installed at ±420 m from the IP (FP420) are in the proposal stage in CMS. FP420
would give access to possible discovery processes in forward physics at the LHC [9].
2.1 The CMS forward calorimeters HF, CASTOR, ZDC
The forward part of the hadron calorimeter, HF, is located 11.2 m from the interaction point.
It consists of steel absorbers and embedded radiation hard quartz fibers, which provide a fast
collection of Cherenkov light. Each HF module is constructed of 18 wedges in a nonprojective
geometry with the quartz fibers running parallel to the beam axis along the length of the iron
absorbers. Long (1.65 m) and short (1.43 m) quartz fibers are placed alternately with a separation
of 5 mm. These fibers are bundled at the back of the detector and are read out separately with
phototubes.
The CASTOR calorimeters are octagonal cylinders located at ∼ 14 m from the IP. They
are sampling calorimeters with tungsten plates as absorbers and fused silica quartz plates as
active medium. The plates are inclined by 45◦ with respect to the beam axis. Particles pass-
ing through the quartz emit Cherenkov photons which are transmitted to photomultiplier tubes
through aircore lightguides. The electromagnetic section is 22 radiation lengths X0 deep with 2
tungsten-quartz sandwiches, the hadronic section consists of 12 tungsten-quartz sandwiches. The
total depth is 10.3 interaction lengths λl. The calorimeters are read out segmented azimuthally
in 16 segments and logitudinally in 14 segments. They do not have any segmentation in η. The
CASTOR coverage of 5.2 < |η| < 6.6 closes hermetically the CMS calorimetric pseudorapidity
range over 13 units. Currently, funding is available only for a CASTOR calorimeter on one side
of the IP. Installation is foreseen for 2009.
The CMS Zero Degree Calorimeters, ZDC, are located inside the TAN absorbers at the
ends of the straight section of the LHC beamline, between the LHC beampipes, at ±140 m dis-
tance on each side of the IP. They are very radiation-hard sampling calorimeters with tungsten
plates as absorbers and as active medium quartz fibers read out via aircore light guides and photo-
multiplier tubes. The electromagnetic part, 19X0 deep, is segmented into 5 units horizontally, the
hadronic part into 4 units in depth. The total depth is 6.5 λl. The ZDC calorimeters have 100%
acceptance for neutral particles with |η| > 8.4 and can measure 50 GeV photons with an energy
resolution of about 10%. The ZDC calorimeters are already installed and will be operational in
2009.
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2.2 The TOTEM T1 and T2 telescopes
The TOTEM T1 telescope consists of two arms symmetrically installed around the CMS IP in
the endcaps of the CMS magnet, right in front of the CMS HF calorimeters and with η coverage
similar to HF. Each arm consists of 5 planes of Cathod Strip Chambers (CSC) which measure 3
projections per plane, resulting in a spatial resolution of 0.36 mm in the radial and 0.62 mm in the
azimuthal coordinate in test beam measurements. The two arms of the TOTEM T2 telescope are
mounted right in front of the CASTOR calorimeters, with similar η coverage. Each arm consists
of 10 planes of 20 semi-circular modules of Gas Electron Multipliers (GEMs). The detector
read-out is organized in strips and pads, a resolution of 115 µm for the radial coordinate and of
16 µrad in azimuthal angle were reached in prototype test beam measurements. A more detailed
description can be found in [11].
2.3 Near-beam proton taggers
The LHC beamline with its magnets is essentially a spectrometer in which protons slightly off
the beam momentum are bent sufficiently to be detectable by means of detectors inserted into
the beam-pipe. At high luminosity at the LHC, proton tagging is the only means of detecting
diffractive and γ mediated processes because areas of low or no hadronic activity in the detector
are filled in by particles from overlaid pile-up events.
The TOTEM proton taggers at ±220 m at nominal LHC optics have acceptance for scat-
tered protons from the IP for 0.02 < ξ < 0.2. Smaller values of ξ, 0.002 < ξ < 0.02, can be
achieved with proton taggers at ±420 m. The FP420 proposal [9] foresees employing 3-D Sili-
con, an extremely radiation hard novel Silicon technology, for the proton taggers, and additional
fast timing Cherenkov detectors for the rejection of protons from pile-up events. The proposal is
currently under consideration in CMS. If approved, installation could proceed in 2010, after the
LHC start-up.
Forward proton tagging capabilities enhance the physics potential of CMS. They would
render possible a precise measurement of the mass and quantum numbers of the Higgs boson
should it be discovered by traditional searches. They also augment the CMS discovery reach
for Higgs production in the minimal supersymmetric extension (MSSM) of the Standard Model
(SM) and for physics beyond the SM in γp and γγ interactions. The proposed FP420 detectors
and their physics potential are discussed in [12].
3 Observation of single-diffractive W production with CMS: a feasibility study
The single-diffractive (SD) reaction pp→ Xp, whereX includes aW boson (Fig. 2) is studied to
demonstrate the feasibility of observing SD W production at CMS given an integrated effective
luminosity for single interactions of 100 pb−1. Only W → µν decay mode is considered in this
analysis [2].
The analysis relies on the extended forward coverage of the CMS forward calorimeters,
that cover the pseudo-rapidity range of 3 < |η| < 5. Additional coverage at −6.6 < η < −5.2
is assumed by means of the CASTOR calorimeter.
Single diffractive W production was simulated by using the POMWIG generator [13], ver-
sion v2.0 beta. For the diffractive PDFs and the Pomeron flux, the result of the NLO H1 2006
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Fig. 2: Sketch of the single-diffractive reaction pp→ Xp in which X includes a W boson. The symbol IP indicates
the exchange with the vacuum quantum numbers (Pomeron). The large rapidity gap (LRG) is also shown.
fit B [14] was used. A rapidity gap survival probability of 0.05, as predicted in Ref. [15], is
assumed. For non-diffractive W production, the PYTHIA generator [16] was used. With the as-
sumed numbers for the cross sections, the ratio of diffractive to inclusive yields is around 0.3%.
3.1 Event Selection and Observation of SD W Production
3.1.1 W → µν selection
The selection of the events with a candidate W decaying to µν is the same as that used in
Ref. [17]. Events with a candidate muon in the pseudo-rapidity range |η| > 2.0 and transverse
momentum pT < 25 GeV were rejected, as were events with at least two muons with pT >
20 GeV. Muon isolation was imposed by requiring
∑
pT < 3 GeV in a cone with ∆R < 0.3. The
transverse mass was required to be MT > 50 GeV. The contribution from top events containing
muons was reduced by rejecting events with more than 3 jets with ET > 40 GeV (selected with
a cone algorithm with radius of 0.5) and requiring that the acoplanarity (ζ = π −∆φ) between
the muon and the direction associated to EmissT be less than 1 rad. Approximately 2,400 SD W
events and 600,000 non-diffractive W events per 100 pb−1 are expected to pass these cuts.
3.1.2 Diffractive selection and Evidence for SD W Production
Diffractive events have, on average, lower multiplicity both in the central region (lower under-
lying event activity) and in the hemisphere that contains the scattered proton, the so-called “gap
side”, than non-diffractive events.
The gap side was selected as that with lower energy sum in the HF. A cut was then placed
on the multiplicity of tracks with pT > 900 MeV and |η| < 2. For the events passing this cut,
multiplicity distributions in the HF and CASTOR calorimeters in the gap side were studied, from
which a diffractive sample can be extracted.
Figure 3 shows the HF tower multiplicity vs the CASTOR φ sector multiplicity for events
with central track multiplicity Ntrack ≤ 5. Since CASTOR will be installed at first on the
negative side of the interaction point, only events with the gap on that side (as determined with
the procedure discussed above) were considered. The CMS software chain available for this
study did not include simulation/reconstruction code for CASTOR; therefore, the multiplicity
of generated hadrons with energy above a 10 GeV threshold in each of the CASTOR azimuthal
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sectors was used.
The top left and top right plots show the distributions expected for the diffractive W events
with generated gap in the positive and negative Z direction, respectively. The few events in the
top left plot are those for which the gap-side determination was incorrect. The non-diffractive
W events have on average higher multiplicities, as shown in the bottom left plot. Finally, the
bottom right plot shows the sum of the POMWIG and PYTHIA distributions – this is the type of
distribution expected from the data.
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Fig. 3: HF tower multiplicity vs CASTOR sector multiplicity distribution for events with track multiplicity in the
central tracker Ntrack ≤ 5.
A simple way to isolate a sample of diffractive events from these plots is to use the zero-
multiplicity bins, where the diffractive events cluster and the non-diffractive background is small.
The HF plus CASTOR combination yields the best signal to background ratio. When
an integrated effective luminosity for single interactions of 100 pb−1 becomes available, SD
W → µν production can then be observed withO(100) signal events. The situation is even more
favorable for SD dijet production where a recently completed study [3] arrives atO(300) SD dijet
events per 10 pb−1 of integrated effective luminosity for single interactions. With an observation
of a number of signal events of this size, it should be possible to exclude values of rapidity gap
survival probability at the lower end of the spectrum of theoretical predictions. A method to
establish that the observed population of the zero-multiplicity bins is indeed indicative of the
presence of SD events in the data is described in [3]. The method is based on the observation
that the size of the SD signal in the zero-multiplicity bins can be controlled in a predictable way
when the cuts for enhancing the SD signal are modified.
The main background other than non-diffractive W production consists of SD W produc-
tion with proton-dissociation, pp → XN , where X contains a W boson and N is a low-mass
state into which the proton has diffractively dissociated. A study of proton-dissociation has been
carried out in Ref. [4], where it has been shown that about 50% of the proton-dissociative back-
ground can be rejected by vetoing events with activity in the CMS Zero Degree Calorimeter
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(ZDC), which provides coverage for neutral particles for |η| > 8.1. The net effect is to enhance
the diffractive signal in the zero multiplicity bin of Fig. 3 by about 30%.
4 Exclusive γγ → ℓ+ℓ− and γp→ Υp→ ℓ+ℓ−p
Exclusive dilepton production in pp collisions at CMS can occur through the processes γγ →
ℓ+ℓ− and γp → Υp → ℓ+ℓ−p. The first is a QED process, making it an ideal sample for
luminosity calibration at the LHC. The second will allow studies of vector meson photoproduc-
tion at energies significantly higher than previous experiments. Zero pileup is assumed for this
study [4]. Both signal processes are characterized by the presence of two same-flavor opposite-
sign leptons back-to-back in ∆φ, and with equal |pT |. In the no-pileup startup scenario assumed
here, the signal is also distinguished by having no calorimeter activity that is not associated with
the leptons, and no charged tracks in addition to the two signal leptons. This exclusivity re-
quirement is implemented by requiring that there be no more than 5 “extra” calorimeter towers
with E > 5 GeV, where extra towers are defined as those separated from either of the lepton
candidates by ∆R > 0.3 in the η − φ plane. The track multiplicity is required to be < 3. The
dominant inelastic photon-exchange background is reduced by requiring no activity in the CAS-
TOR calorimeter (covering 5.2 < η < 6.6) or the Zero Degree Calorimeter (covering |η| > 8.2).
The residual background from non-photon exchange processes is estimated from an exponential
fit to the sideband of the extra calorimeter towers distribution, resulting in a background estimate
of approximately 39 events in 100 pb−1, which is small compared to the inelastic background.
The expected γγ → µ+µ− signal yields in 100 pb−1 are Nelastic(γγ → µ+µ−) = 709 ±
27, and Ninelastic(γγ → µ+µ−) = 223 ± 15 ± 42(model). Without the ZDC and Castor
vetoes, the singly inelastic contribution would be significantly larger: Ninelastic(γγ → µ+µ−) =
636±25±121(model). In the γγ → e+e− channel, the expected yields are significantly smaller.
After all trigger and selection criteria are applied the expected elastic signal yields in 100 pb−1
are: Nelastic(γγ → e+e−) = 67 ± 8, and Ninelastic(γγ → e+e−) = 31 ± 6 ± 6(model).
)|µ µ (φ ∆|
2.9 2.95 3 3.05 3.1 3.15 3.2
50
100
150
200
250
300
350
CMS Preliminary
-µ+µ → γ γElastic 
-µ+µ → γ γSingly inelastic 
 with Castor and ZDC vetoes-µ+µ → γ γSingly inelastic 
) (GeV)µ µ (
T
 p∆
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
50
100
150
200
250
300 CMS Preliminary
-µ+µ → γ γElastic 
-µ+µ → γ γSingly inelastic 
 with Castor and ZDC vetoes-µ+µ → γ γSingly inelastic 
Fig. 4: Distributions of |∆φ(µ+µ−)| (left) and |∆pT (µ+µ−)| (right) for γγ → µ+µ− events passing all selec-
tion requirements. The elastic signal is denoted by the open histogram, the inelastic background is shown with no
CASTOR/ZDC vetos (dashed line), and with the veots described in the text (solid histogram).
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Without the ZDC and Castor vetoes, the singly inelastic contribution would be: Ninelastic(γγ →
e+e−) = 82±9±15(model). The elastic γγ → µ+µ− signal can be separated from the inelastic
background for luminosity measurements using the ∆φ and ∆pT distributions (Figure 4), while
the Υ photoproduction signal can be further distinguished by performing a fit to the dimuon
invariant mass distribution (Figure 5).
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Fig. 5: Dimuon invariant mass in the range 8 < m(µ+µ−) < 12 GeV. The lines show the result of a fit, where the
dashed line is the Υ component, the dotted line is the two-photon continuum, and the solid line is the sum of the two.
We conclude that with 100pb−1 of integrated luminosity, a large sample of γγ → µ+µ−
and γp → Υp → µ+µ−p events can be triggered and reconstructed in the CMS detector, us-
ing a common selection for both samples. With minimal pileup these events can be cleanly
distinguished from the dominant backgrounds. The Υ sample will allow measurements of cross-
sections and production dynamics at significantly higher energies than previous experiments,
while the γγ → ℓ+ℓ− sample will serve as a calibration sample for luminosity studies.
5 Forward jets reconstruction in HF
5.1 Introduction
The parton distribution functions (PDFs) in the proton have been studied in detail in deep-
inelastic-scattering (DIS) ep collisions at HERA [18]. For decreasing parton momentum frac-
tion x = pparton/phadron, the gluon density is observed to grow rapidly as xg(x,Q2) ∝ x−λ(Q2),
with λ ≈ 0.1–0.3 rising logarithmically with Q2. As long as the densities are not too high,
this growth is described by the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) [19] or by
the Balitski-Fadin-Kuraev-Lipatov (BFKL) [20] evolution equations which govern, respectively,
parton radiation in Q2 and x. Experimentally, direct information on the parton structure and
evolution can be obtained in hadron-hadron collisions from the perturbative production of e.g.
jets or prompt γ’s, which are directly coupled to the parton-parton scattering vertex. The mea-
surement of jets with transverse momentum pT ≈ 20 GeV in the CMS forward calorimeters (HF,
3< |η| <5 and CASTOR, 5.1< |η| <6.6) will allow one to probe x values as low as x2 ≈ 10−5.
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Figure 6 (right) shows the actual log(x1,2) distribution for two-parton scattering in p-p collisions
at 14 TeV producing at least one jet above 20 GeV in the HF and CASTOR acceptances. Full
detector simulation and reconstruction packages were used in obtaining these results.
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5.2 Forward jets reconstruction in HF
Jets in CMS are reconstructed at the generator- and calorimeter-level using 3 different jet algo-
rithms [5]: iterative cone [10] with radius of R = 0.5 in (η, φ), SISCone [22] (R = 0.5), and
the Fast-kT [23] (Eseed = 3 GeV and Ethres = 20 GeV). The pT resolutions for the three differ-
ent algorithms are very similar: ∼18% at pT ∼20 GeV decreasing to ∼12% for pT &100 GeV
(Fig. 6, Left). The position (η, φ) resolutions (not shown here) for jets in HF are also very good:
σφ,η = 0.045 at pT = 20 GeV, improving to σφ,η ∼ 0.02 above 100 GeV.
5.3 Single inclusive jet pT spectrum in HF
In this section, we present the reconstructed forward jet yields as a function of pT for 1 pb−1
integrated luminosity. Figure 7 (left) shows reconstructed (and corrected for energy resolution
smearing) single inclusive forward jet spectrum in HF in p-p collisions at 14 TeV for a total
integrated luminosity of 1 pb−1 compared to fastNLO jet predictions [24] using various PDFs
(MRST03 and CTEQ6.1M). Figure 7 (right) shows percent differences between the reconstructed
forward jet pT spectrum and two fastNLO predictions (CTEQ6.1M and MRST03 PDFs). The
error bars include the statistical and the energy-resolution smearing errors. The solid curves
indicate the propagated uncertainty due to the jet-energy scale (JES) error for “intermediate”
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Fig. 7: Left: The forward jet yields for a total integrated luminosity of 1 pb−1. Right: Percent differences between
the reconstructed forward jet pT spectrum and two fastNLO predictions (CTEQ6.1M and MRST03 PDFs). The solid
curves indicate the propagated uncertainty due to the jet-energy scale (JES) error for “intermediate” 10% decreasing
to a constant 5% for pT > 50 GeV/c conditions.
(10% decreasing to a constant 5% for pT > 50 GeV/c) conditions. If the JES can be improved
below 10% (such as in the “intermediate” scenario considered), our measurement will be more
sensitive to the underlying PDF. The main conclusion of this part of the study is that the use of
the forward jet measurement in HF to constrain the proton PDFs in the low-x range will require
careful studies of the HF jet calibration.
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Abstract
The TOTEM experiment at the LHC measures the total proton-proton
cross section with the luminosity-independent method and the elastic
proton-proton cross-section over a wide |t|-range. It also performs a
comprehensive study of diffraction, spanning from cross-section mea-
surements of individual diffractive processes to the analysis of their
event topologies. Hard diffraction will be studied in collaboration
with CMS taking advantage of the large common rapidity coverage for
charged and neutral particle detection and the large variety of trigger
possibilities even at large luminosities. TOTEM will take data under
all LHC beam conditions including standard high luminosity runs to
maximize its physics reach. This contribution describes the main fea-
tures of the TOTEM physics programme including measurements to
be made in the early LHC runs. In addition, a novel scheme to extend
the diffractive proton acceptance for high luminosity runs by installing
proton detectors at IP3 is described.
‡ corresponding author: Kenneth ¨Osterberg (kenneth.osterberg@helsinki.fi)
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1 Introduction
The TOTEM experiment [1] is dedicated to the total proton-proton (pp) cross-section measure-
ment using the luminosity-independent method, which requires a detailed measurement of the
elastic scattering rate down to a squared four-momentum transfer of −t ∼ p2Θ2 ∼ 10−3GeV2
together with the measurements of the total inelastic and elastic rates. Furthermore, by studying
elastic scattering with momentum transfers up to 10 GeV2, and via a comprehensive study of
diffractive processes – partly in cooperation with CMS [2], located at the same interaction point,
TOTEM’s physics programme aims at a deeper understanding of the proton structure. To per-
form these measurements, TOTEM requires a good acceptance for particles produced at small
and even tiny angles with respect to the beams. TOTEM’s coverage in the pseudo-rapidity range
of 3.1 ≤ |η| ≤ 6.5 (η = − ln tan θ2 ) on both sides of the interaction point (IP) is accomplished
by two telescopes, T1 and T2 (Figure 1, top), for the detection of charged particles with emission
angles between a few and about hundred milliradians. This is complemented by detectors in
special movable beam-pipe insertions – so called Roman Pots (RP) – placed at about 147 m and
220 m from the IP, designed to detect elastically or diffractively scattered protons at merely a few
millimeter from the beam center corresponding to emission angles down to a few microradians
(Figure 1, bottom).
Fig. 1: Top: TOTEM forward telescopes T1 and T2 embedded in the CMS experiment together with the CMS forward
calorimeter CASTOR. Bottom: LHC beam line on one side of interaction point IP5 and TOTEM Roman Pot stations
at distances of about 147 m (RP147) and 220 m (RP220). RP180 at 180 m is another possible location but presently
not equipped.
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For the luminosity-independent total cross-section measurement, TOTEM has to reach the
lowest possible |t| values in elastic pp scattering. Elastically scattered protons close to the beam
can be detected downstream on either side of the IP if the displacement at the detector location is
large enough and if the beam divergence at the IP is small compared to the scattering angle. To
achieve these conditions special LHC optics with high beta value at the IP (β∗) are required: the
larger the β∗, the smaller the beam divergence (∼ 1/√β∗) will be. Two optics are proposed: an
ultimate one with β∗ = 1540m and another one, possibly foreseen for 2009, with β∗ = 90m.
The latter uses the standard injection optics (β∗ = 11 m) and beam conditions typical for early
LHC running: zero degree crossing-angle and consequently at most 156 bunches together with a
low number of protons per bunch.
The versatile physics programme of TOTEM requires different running scenarios that have
to be adapted to the LHC commissioning and operation in the first years. A flexible trigger can
be provided by the two telescopes and the Roman Pot detectors. TOTEM will take data under all
optics conditions, adjusting the trigger schemes to the luminosity. The DAQ will allow trigger
rates up to a few kHz without involving a higher level trigger. The high-β∗ runs (Table 1) with 156
bunches, zero degree crossing-angle and maximum luminosity between 1029 and 1030 cm−2s−1,
will concentrate on low-|t| elastic scattering, total cross-section, minimum bias physics and soft
diffraction. A large fraction of forward protons will be detected even at the lowest ξ values. Low-
β∗ runs (Table 1) with more bunches and higher luminosity (1032 – 1034 cm−2s−1) will be used
for large-|t| elastic scattering and diffractive studies with ξ > 0.02. Hard diffractive events come
within reach. In addition, early low β∗ runs will provide first opportunities for measurements of
soft diffraction at LHC energies and for studies of forward charged multiplicity.
β∗ [m] k N /1011 L [cm−2s−1] |t|-range [GeV2] @ ξ = 0 ξ-range
1540 43 ÷ 156 0.6 ÷ 1.15 1028 ÷ 2 · 1029 0.002 ÷ 1.5 < 0.2
90 156 0.1 ÷ 1.15 2 · 1028 ÷ 3 · 1030 0.03 ÷ 10 < 0.2
11 43 ÷ 2808 0.1 ÷ 1.15 ∼ 1030 ÷ 5 · 1032 0.6 ÷ 8 0.02 ÷ 0.2
0.5 ÷ 3 43 ÷ 2808 0.1 ÷ 1.15 ∼ 1030 ÷ 1034 2 ÷ 10 0.02 ÷ 0.2
Table 1: Running scenarios at different LHC optics (k: number of bunches, N : number of particles per bunch, L:
estimated luminosity). The |t| ranges for elastically scattered protons correspond to the ≥ 50% combined RP147 and
RP220 acceptance.
In the following, after a brief description of the TOTEM detectors and the principles of
proton detection, the main features of the TOTEM physics programme will be given. This will
be followed by a description of the early physics programme. Finally the novel idea of proton
detection at IP3 will be presented. A detailed technical description of the TOTEM experiment
can be found in Ref. [3].
2 TOTEM detectors and performance
2.1 Inelastic detectors
The measurement of the inelastic rate requires identification of all beam-beam events with de-
tectors capable to trigger and reconstruct the interaction vertex. The main requirements of these
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detectors are:
• to provide a fully inclusive trigger for minimum bias and diffractive events, with minimal
losses at a level of a few percent of the inelastic rate;
• to enable the reconstruction of the primary vertex of an event, in order to disentangle
beam-beam events from the background via a partial event reconstruction.
These requirements are fulfilled by the T1 telescope (centered at z = 9 m), consisting of Cathode
Strip Chambers (CSC) and T2 telescope (centered at z = 13.5 m) exploiting Gas Electron Multi-
pliers (GEM). The η coverage of T1 and T2 is 3.1 ≤ |η| ≤ 4.7 and 5.3 ≤ |η| ≤ 6.5, respectively.
Each T1 telescope arm consists of five planes made up of six trapezoidal formed CSC’s with a
spatial resolution of ∼ 1 mm. Each T2 telescope arm consists of 20 semicircular shaped triple-
GEM detectors with a spatial resolution of ∼ 100 µm in the radial direction and a inner radius
that matches the beam-pipe. Ten aligned detectors mounted back-to-back are combined to form
one T2 half arm on each side of the beam-pipe. For charged particles with momenta typical of
particles produced within the detector acceptances in inelastic events, the particle η can be deter-
mined with a precision that increases with |η| and is between 0.02 and 0.06 in T1 and between
0.04 and 0.1 in T2. The corresponding azimuthal angle resolution for both detectors is ∼ 1o.
The magnetic field at the detector locations is too weak to allow for a momentum determination
for the charged particles. The primary vertex can be reconstructed with a precision of ∼ 1.5
cm in the radial direction and ∼ 20 cm in the beam direction in presence of the CMS magnetic
field. Vertex resolutions one order of magnitude better can be achieved running with the CMS
magnetic field switched off.
2.2 Proton detectors
To measure elastically and diffractively scattered protons with high acceptance requires the re-
construction of the protons tracks by “trigger capable” detectors moved as close as∼ 1 mm from
the center of the outgoing beam. This is obtained with two RP stations installed, symmetrically
on both sides of IP5, at a distance of ∼ 147 m and ∼ 220 m from IP5. These positions are given
by an interplay between the development of the special TOTEM optics and the constraints given
by the LHC accelerator elements. Each RP station is composed of two units at a distance of
several meters. This large lever arm allows local track reconstruction and a fast trigger selection
based on the track angle. Each unit consists of three pots, two approaching the beam vertically
from the top and the bottom and one horizontally to complete the acceptance for diffractively
scattered protons, in particular for the low β∗ optics. Furthermore, the overlap of the detector
acceptance in the horizontal and vertical pots is vital for the relative alignment of the three pots
via common particle tracks. The position of the pots with respect to the beam is given by Beam
Position Monitors mechanically fixed to all three pots in one unit. Each pot contains a stack of
10 planes of silicon strip ”edgeless” detectors with half with their strips oriented at an angle of
+45o and half at an angle of −45o with respect to the edge facing the beam. These detectors,
designed by TOTEM with the objective of reducing the insensitive area at the edge facing the
beam to only a few tens of microns, have a spatial resolution of ∼ 20 µm. High efficiency up to
the physical detector border is essential in view of maximizing the elastic and diffractive proton
acceptances. For the same reason, the pots’ stainless steel bottom foil that faces the beam has
been reduced to a thickness of 150 µm.
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2.3 Proton detection
The transverse displacement (x(s), y(s)) of an elastically or diffractively scattered proton at a
distance s from the IP is related to its origin (x∗, y∗, 0), scattering angles Θ∗x,y and fractional
momentum loss ξ (= ∆p/p) value at the IP via the optical functions L and v, and the dispersion
D:
x(s) = vx(s) · x∗ + Lx(s) ·Θ∗x + ξ ·D(s) and y(s) = vy(s) · y∗ + Ly(s) ·Θ∗y (1)
L, v and D determining the explicit path of the proton through the LHC elements, depend mainly
on the position along the beam line i.e. on all the elements traversed before reaching that position
and their settings, which is a optics dependent repetition, and hence the RP acceptance for leading
protons will depend on the optics. The allowed minimum distance of a RP to the beam center on
one hand being proportional to the beam size ((10−15) ·σx(y)(s)) as well as constraints imposed
by the beam-pipe or beam screen size on the other hand will determine the proton acceptance of
a RP station.
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xclu
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Fig. 2: Left: RP220 log10 |t| acceptance for elastically scattered protons at different optics configurations. Right:
contour lines of 10 % acceptance for RP220 in log10 |t| and log10 ξ for diffractively scattered protons at different
optics configurations.
The complementarity of the acceptances for different optics configurations is shown in
Figure 2. The TOTEM-specific optics with β∗ = 1540m (blue graphs in Figure 2) is particularly
optimized for accepting protons down to very low |t|-values. For the diffractive case all kine-
matically allowed values of ξ are accepted. With the β∗ = 90m optics (red graphs in Figure 2),
diffractive scattered protons are still accepted independently of their ξ-value, but the t-acceptance
is reduced compared to β∗ = 1540m optics. With the standard high luminosity optics (β∗ = 0.5
÷ 3 m, magenta graphs in Figure 2) elastically scattered protons can only be detected at very
large |t| and diffractively scattered protons are accepted independently of their t value in the
horizontal pots for ξ values above 2 %.
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β∗ = 0.5 – 3 m β∗ = 90 m β∗ = 1540 m
σ(ξ) 0.001 ÷ 0.006 ∼ 0.0015 (w CMS vtx) 0.002 ÷ 0.006 ‡
∼ 0.006 (w/o CMS vtx)
σ(t) [GeV2] (0.3÷0.45)√|t| σ(ty) ∼ 0.04√|ty| ∼ 0.005√|t|
σ(M) [GeV] in (0.02 ÷ 0.05) M < 18 for R > 0.6 (w CMS vtx) ∼ 20 M b ‡
central diffraction < 80 for R > 0.6 (w/o CMS vtx) b = 0.17 for R = 0.5 ÷ 1
Table 2: Summary of resolutions for the RP220 proton reconstruction at different optics configurations. “w CMS vtx”
and “w/o CMS vtx” refers to whether vertex position information from CMS is available or not (relevant for β∗ = 90
m), R = ξlower/ξhigher to the momentum loss symmetry between the two outgoing protons and “‡” to reconstruction
using also RP147.
The reconstruction of the proton kinematics is optics dependent. The main resolutions are
given in Table 2. More details can be found in Ref. [4]. A feature of the β∗ = 90 m optics is that
Ly ≫ Lx and hence ty is determined with almost an order of magnitude better precision than tx.
For central diffraction, the diffractive mass can be reconstructed from the ξ measurements of the
two protons according to
M2 = ξ1 ξ2 s . (2)
The mass resolution for central diffractive events at different optics is also quoted in Table 2.
If the scattering vertex is determined with high precision (∼ 30µm) with the CMS tracking
detectors during common data taking, a substantial improvement in the ξ and M measurement is
achieved at β∗ = 90 m.
3 TOTEM physics programme
Given its unique coverage for charged particles at high rapidities, TOTEM is ideal for studies of
forward phenomena, including elastic and diffractive scattering. Its main physics goals, precise
measurements of the total cross-section and of elastic scattering over a large range in |t|, are of
primary importance for distinguishing between different models of soft pp interactions. Further-
more, as energy flow and particle multiplicity of inelastic events peak in the forward region, the
large rapidity coverage and proton detection on both sides allow the study of a wide range of
processes in inelastic and diffractive interactions.
3.1 Elastic scattering and diffraction
Much of the interest in large-impact-parameter collisions centers on elastic scattering and soft in-
elastic diffraction. The differential cross-section of elastic pp interactions at 14 TeV, as predicted
by different models [5–8], is given in Figure 3 (left). Increasing |t| means looking deeper into
the proton at smaller distances. Several |t|-regions with different behavior (at √s = 14 TeV) can
be distinguished:
• |t| < 6.5 · 10−4GeV2: The Coulomb region dominated by photon exchange: dσ/dt ∼
1/t2.
• 10−3GeV2 < |t| < 0.5GeV2: The nuclear region, described in a simplified way by
”single-Pomeron exchange”: dσ/dt ∼ e−B t, is crucial for the extrapolation of the differ-
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ential counting-rate dNel/dt to t = 0, needed for the luminosity-independent total cross-
section measurement.
• 0.5 GeV2 < |t| < 1GeV2: A region exhibiting the diffractive structure of the proton.
• |t| > 1GeV2: Domain of central elastic collisions, described by perturbative QCD, e.g.
via triple-gluon exchange with a predicted cross-section ∝ |t|−8. The model dependence
of the predictions being very pronounced in this region, measurements will test the validity
of different models.
TOTEM will cover the full elastic |t|-range from 0.002 up to 10 GeV2 by combining data from
runs at several optics configurations as indicated in Figure 3 (left). With typical expected LHC
machine cycle times of 104− 105 s, enough statistics at low |t| values can be accumulated in one
run. This statistics is also sufficient for track-based alignment of the RP detectors. The overlap
between the acceptances of the different optics configurations will allow for cross-checks of the
measurements.
|t|   [GeV²]
/d
t  
 [m
b /
 G
eV
²]
sd
Islam
Petrov−Predazzi−Prokudin, 2 pomerons
Petrov−Predazzi−Prokudin, 3 pomerons
Bourrely−Soffer−Wu
Block−Halzen
10−10
10−9
10−8
10−7
10−6
10−5
10−4
10−3
10−2
10−1
1
10
10 2
b
*= 1540 m
b
*= 90 m
b
*= 11 m
10 3
b
*= 2 m
0 2 4 6 8 10
d 
  /
 d
M
 [m
b /
 10
 G
eV
]
s
M [GeV]
Fig. 3: Left: differential cross-section of elastic scattering at
√
s = 14 TeV as predicted by various models together
with the t-acceptance ranges of different optics configurations. Right: predicted differential cross-section of central
diffraction at
√
s = 14TeV with (solid) and without (dashed) taking the proton acceptance into account for different
optics configurations.
Diffractive scattering comprises single diffraction, double diffraction, central diffraction
(a.k.a. “double Pomeron exchange”), and higher order (“multi Pomeron”) processes, shown in
Figure 4 with their cross-sections as measured at Tevatron [9–12] and as predicted for LHC [5–8,
13–15]. Together with elastic scattering these processes represent about 50 % of the total cross-
section. Many details of these processes with close ties to proton structure and low-energy QCD
are still poorly understood. Majority of diffractive events (Figure 4) exhibits intact (“leading”)
protons in the final state, characterized by their t and ξ. For large β∗ (see Figure 2, right) most
of these protons can be detected in the RP detectors. Already at an early stage, TOTEM will be
able to measure ξ-, t- and mass-distributions in soft central and single diffractive events. The full
structure of diffractive events with one or more sizeable rapidity gap in the particle distribution
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(Figure 4) will be optimally accessible when the detectors of CMS and TOTEM will be combined
for common data taking with an unprecedented rapidity coverage, as discussed in [2].
Figure 3 (right) shows the predicted central diffractive mass distribution [15] together with
the acceptance corrected distributions for three different optics. With high and intermediate
β∗ optics, all diffractive mass values are observable. For low β∗ optics on the other hand, the
acceptance starts at ∼ 250 GeV but higher statistics for high masses will be collected due to the
larger luminosity. By combining data from runs at low β∗ with data from high or intermediate
β∗ runs, the differential cross-section as function of the central diffractive mass can be measured
with good precision over the full mass range.
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Fig. 4: Different classes of diffractive processes and their cross-sections as measured at Tevatron and as estimated for
the LHC.
3.2 Total pp cross-section
The optical theorem relates the total pp cross-section σtot and the luminosity L to the differential
elastic counting-rate dNel/dt at t = 0 and the total elastic Nel and inelastic Ninel rates as:
σtot =
16pi
1 + ρ2
· dNel/dt|t=0
Nel +Ninel
and L = 1 + ρ
2
16pi
· (Nel +Ninel)
2
dNel/dt|t=0 . (3)
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The parameter ρ = R[fel(0)]/I[fel(0)], where fel(0) is the forward nuclear elastic amplitude,
has to be taken from theoretical predictions. Since ρ ∼ 0.14 enters only as a 1 + ρ2 term, its
impact is small. The extrapolation of existing σtot measurements to LHC energies leaves a wide
range for the expected value of σtot at LHC, typically between 85 and 120 mb, depending on the
model used for the extrapolation. TOTEM aims at a 1 % σtot measurement. Hence the quantities
to be measured are the following:
• the inelastic rate Ninel consisting of both non-diffractive minimum bias events and diffrac-
tive events, which can almost completely be measured by T1, T2 and the RP detectors;
• the total nuclear elastic rate Nel measured exclusively by the RP system;
• dNel/dt|t=0: the nuclear part of the elastic cross-section extrapolated to t = 0.
A summary of the uncertainties on σtot at different high β∗ optics configurations is given in
Table 3. Here only the main uncertainties are described. The extrapolation procedure and uncer-
tainty estimates are described in more detailed in Ref. [3]. At β∗ = 90 m, protons with |t| > 0.03
GeV2 are observed, whereas |t|min = 10−3 GeV2 at β∗ = 1540 m, leading to a significantly
smaller uncertainty contribution due to Nel, 0.1 % compared to 2 %, and to the extrapolation of
dNel/dt to t = 0, 0.2% compared to 4%.
Uncertainty β∗ = 90 m β∗ = 1540 m
Extrapolation of dNel/dt to t = 0 ± 4 % ± 0.2 %
Elastic rate Nel ± 2 % ± 0.1 %
Inelastic rate Ninel ± 1 % ± 0.8 %
ρ parameter ± 1.2 % ± 1.2 %
Total σtot ± 4–5 % ± 1–2 %
Table 3: Relative uncertainty on the total pp cross-section σtot measurement estimated at different high β∗ optics
configurations. Note that the total uncertainty takes into account the correlations between the uncertainties, notably
the strong correlation between the extrapolation of the differential elastic counting-rate dNel/dt to t = 0 and the
elastic rate Nel.
The largest contribution to the uncertainty on σtot at β∗ = 90 m comes from the extrapo-
lation of dNel/dt to t = 0; mainly due to systematics in the t-measurement from uncertainties
in L and v (see Eq.1). This contribution will be reduced to 0.1 % at β∗ = 1540 m requiring,
however, an improved knowledge of L and v and a RP alignment precision of better than 50
µm. The dominating uncertainty, 0.2 %, will then be due to the model-dependent extrapolation
procedure. For β∗ = 1540 m, the largest contribution to the σtot uncertainty will most likely
come from Ninel, mainly from trigger losses in single and double diffractive events. The lost
events, corresponding to ∼ 3 mb, have very low diffractive mass M (below ∼ 10 GeV/c2). As
a consequence, all particles have pseudo-rapidities beyond the T2 acceptance and hence escape
detection of the single arm trigger. To obtain the total inelastic rate, the fraction of events lost
due to the incomplete angular coverage is estimated by extrapolating the reconstructed 1/M2
distribution. The uncertainty on Ninel after corrections is estimated to be 0.8 and 1 % for β∗ =
1540 and 90 m optics, respectively. The uncertainty on the ρ parameter as estimated from lower
energy measurement [16] gives a σtot uncertainty of 1.3 %. A reduction is expected when ρ
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is measured at the LHC via the interference between Coulomb and nuclear contributions to the
elastic scattering cross-section [17].
At an early stage in 2009 with non-optimal beams and β∗ = 90 m, TOTEM will measure
σtot (L) with a 4–5 % (7 %) relative precision. After having understood the initial measurements
and with improved beams at β∗ = 1540m, a final relative precision on σtot (L) of 1 % (2%)
should be achievable.
4 Early physics with TOTEM
The early runs at the LHC start will be characterized by low β∗ beams with a reduced number of
bunches and a lower number of protons per bunch. Under these conditions diffractive protons in
the ξ range of 0.02 - 0.2 will be within the acceptance of RP220 giving TOTEM ample opportuni-
ties to make first soft diffractive studies. The early physics programme of TOTEM in stand-alone
runs will concentrate on measurements of individual cross-sections and event topologies for the
following processes:
• central diffractive events with diffractive masses between ∼ 250 GeV and ∼ 2.8 TeV;
• single diffractive events with diffractive masses between ∼ 2 TeV and ∼ 6 TeV;
• elastic scattering events with |t| values between ∼ 2 GeV2 and ∼ 10 GeV2;
• forward charged particle multiplicity of inelastic pp events in the 3.1 ≤ |η| ≤ 6.5 region.
The cross-sections for the above processes are large (& 5 µb) even if the TOTEM acceptance is
included, with the exception of high-|t| elastic scattering. As an example, the BSW model [6]
predicts an integrated elastic cross-section of∼ 60 nb for |t| > 2 GeV2. This prediction, together
with the predictions of Ref. [13–15], imply that for an integrated luminosity of ∼ 10 pb−1,
TOTEM would collect more than 107 central and 108 single diffractive events, together with ∼
105 high-|t| elastic events allowing a first test of the validity of different models as discussed in
section 3.1. The main background to diffractive events at low β∗ is either due to two overlapping
pp collisions, like e.g. two overlapping single diffractive events for central diffraction, or one pp
collision overlapping with beam induced proton background. Hence the event purity will depend
strongly on the average number of pp collisions per bunch crossing, which should be significantly
smaller than one. The beam induced proton background not due to pp collisions in IP5 will be
studied in bunch crossings where normal bunches meet ”empty” bunches. The interest in the
forward charged particle multiplicity is two-fold: first as a basic measurement of pp interaction
at LHC energies and secondly as valuable input to the modeling of very high energy cosmic
rays [2].
The installation schedule of the TOTEM detectors depends crucially on the CMS installa-
tion schedule as well as on the LHC commissioning schedule. The full experiment is planned to
be installed for the 2009 LHC running. The focus in the early LHC runs will be to understand the
performance of the detectors and other vital parts like trigger and data acquisition, especially the
approach of the RP detectors to the beam. The feasibility and time scale of the early physics pro-
gramme will critically depend on the LHC performance in terms of luminosity and beam induced
background in the TOTEM detectors.
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5 Diffractive proton detection at IP3
It has been suggested that the central exclusive diffractive process
p p→ p + X + p , (4)
where a ”+” denotes a rapidity gap, could complement the standard methods of searching and
studying new particles (”X”) at LHC, see e.g. Ref. [18]. The main advantage is that the mass
of the centrally produced particle X can be reconstructed from the measured ξ values of the
outgoing protons as shown in Eq. 2. Provided that the two ξ values can be determined with
sufficient precision, peaks corresponding to particle resonances may appear in the reconstructed
diffractive mass distribution independent of the particles’ decay modes. These measurements
should be performed with high luminosity optics since the cross-sections are expected to be
small. The work presented here aims to find the best detector locations at LHC in terms of ξ
acceptance and resolution for the proton measurement in central diffractive events.
The diffractive proton acceptance of near beam detectors is determined by the ratio Dx/σx
between horizontal dispersion and beam width. With larger Dx the protons are deflected further
away from the beam center, while the closest safe approach of a detector to the beam is given by a
multiple – typically 10 to 15 – of σx. By construction, the LHC region where Dx and Dx/σx are
maximized and hence the sensitivity to particle X, is the momentum cleaning insertion in IP3,
where off-momentum beam protons are intercepted. The idea is to install proton detectors pairs
with a lever arm of several tens of meters close to IP3 to detect diffractive protons in both beams
just before they are absorbed by the momentum cleaning collimators. In addition to promising
perspectives in diffraction, the placement of detectors in front of the collimators has advantages
for accelerator diagnostics and protection. The technical aspects of placing proton detectors at
IP3 is being worked out together with the LHC collimation group.
The proton acceptance and resolution of an experiment with detectors at the TOTEM
RP220 location and at IP3 have been studied [19] by fully tracking the protons along the LHC
ring with the MAD-X [20] program using standard LHC high luminosity β∗ = 0.55 optics. The
detector acceptance at IP3 for protons originating from diffractive scattering in IP5 is 0.0016 ≤
ξ ≤ 0.004 and 0.0016 ≤ ξ ≤ 0.01 for protons turning clockwise (”B1”) and anticlockwise
(”B2”) in the LHC, respectively. This complements well the 0.02 ≤ ξ ≤ 0.20 acceptance of
RP220 for both beams. The IP3 acceptance for B1 protons is reduced since these protons have
to pass through the aperture limiting betatron cleaning insertion at IP7. In case of central diffrac-
tion [15], this gives access to diffractive masses from 25 GeV to 2.8 TeV as shown in Fig. 5 (left).
A ξ resolution ≤ 10−4 for protons detected at IP3 is obtained in the study implying that the reso-
lution will be limited by the beam energy spread of 1.1 · 10−4. Combined with protons detected
at RP220, this leads to a relative mass resolution ranging between 1 and 5 % for central diffrac-
tive events over the whole mass range as shown in Fig. 5 (right). The mass resolution depends
on the ratio ξ1/ξ2, where ξ1 and ξ2 are the ξ value of the clockwise and anticlockwise turning
proton, respectively.
The protons detectors at IP3 would in fact see diffractive protons with similar acceptance
from all LHC interaction points (IP) and could by measuring the difference of the proton ar-
rival times determine at which IP the event occurred. This way the low mass central diffrac-
tive spectrum could be determined independently for each IP and be used as means of an inter-
experimental luminosity calibration.
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respectively, in the LHC.
6 Summary
The TOTEM physics program aims at a deeper understanding of the proton structure by measur-
ing the total and elastic pp cross sections and by studying a comprehensive menu of diffractive
processes. TOTEM will run under all LHC beam conditions to maximize the coverage of the
studied processes. Special high β∗ runs are needed for the total pp cross section measurement
with the luminosity-independent method and for soft diffraction with large forward proton accep-
tances. At an early stage with non-optimal beams and an intermediate β∗, TOTEM will measure
σtot with a 4–5 % precision. With improved understanding of the beams and β∗ = 1540m, a
precision on σtot of 1% should be achievable. The measurement of elastic scattering in the range
10−3 < |t| < 10 GeV2 will allow to distinguish among a wide range of predictions according to
current theoretical models. Early low β∗ runs will provide first opportunities for measurements
of soft diffraction for masses above ∼250 GeV and ∼2 TeV in central and single diffractive
events, respectively, as well as studies of the forward charged multiplicity in inelastic pp events.
Having proton detectors at IP3 would highly extend the diffractive mass acceptance of TOTEM
for high luminosity runs giving e.g. a continuous mass acceptance from 25 GeV to 2.8 TeV for
central diffractive events. Finally, hard diffraction as well as many forward physics subject will
be studied in collaboration with CMS taking advantage of the unprecedented rapidity coverage
for charged and neutral particles.
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Abstract
The ALFA detector is dedicated to obtaining a precise absolute cali-
bration for luminosity measurements at the ATLAS experiment. Fiber
trackers are installed in Roman Pots at a distance of 240m from the in-
teraction point on both sides of the detector. In special runs with high
β∗ optics the pots approach the beam to distances of order a millimeter,
allowing elastically scattered protons to be detected at extremely small
angles. Extracting the differential cross section in the corresponding
Coulomb-Nuclear interference kinematic region as a function of the
squared four-momentum transfer t leads to luminosity measurements
with a precision of 3%.
1 Introduction
The luminosity relates event rates to cross sections - the main observable quantity of all accelerator-
based experiments. Its value is defined by the machine parameters: beam currents, transverse
beam widths and revolution frequency. A good measurement of the luminosity is required to
ensure precise cross section measurements and to give fast feedback for beam tuning and moni-
toring for optimal operation of the LHC.
ATLAS follows a number of different approaches to measure the luminosity [1]. The first
method is based on direct calculation based on the knowledge of LHC machine parameters. A
precision of around 20% - 30% is envisaged at the LHC startup. After some years of dedicated
machine studies, 5% accuracy seems to be the end point of this method. The second type of
luminosity measurement involves counting the rate of a process with a well-known cross-section.
For example, the production of lepton pairs via the QED two-photon process can be precisely
calculated and used as in luminosity measurements. However the QED cross sections are small
and resulting event rates are at the statistical limit, especially in the low luminosity phase. The
QCD production of W and Z bosons is a more promising process with a large cross section and
a clean signature. It is one of the best known QCD cross sections and the main uncertainty
comes from the PDFs. Including the experimental uncertainties a total luminosity error of 10%
seems feasible. The PDFs may become more contrained when LHC data are available and the
luminosity error from this method might reach 5% after some years of LHC running.
The third method is related to the elastic proton scattering process. This rate is linked to
the total interaction rate through the optical theorem and will provide several additional options
to determine the luminosity. The standard approach combines the total interaction rate Rtot and
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the forward elastic rate Rel(t = 0) via the optical theorem and determines the luminosity as
L =
1
16π
R2tot(1 + ρ
2)
dRel/dt(t = 0)
.
Here ρ is the ratio of the real to the imaginary part of the elastic forward scattering amplitude,
which lies in the range 0.13-0.14 at LHC energies [2]. Small-angle elastic scattering has tradi-
tionally been used to get a handle on the luminosity calibration at hadron colliders via equation 1.
This generally requires a precise knowledge of the inelastic rate over the full rapidity range, in
contrast to the limited rapidity coverage of real detectors such as ATLAS. However, if very small
scattering angles, corresponding to very small momentum transfers t, can be covered, the cross
section becomes sensitive to the electromagnetic scattering. Via the precisely known Coulomb
interaction, a calibration can then be performed without measurement of the inelastic rate. This
option is pursued by the ATLAS collaboration, for which the ALFA detector [3] is currently
under construction. In order to reach the Coulomb-Nuclear interference region where the elec-
tromagnetic and strong interaction amplitudes are of similar size, scattering angles of about 3.5
µrad must be covered, corresponding to |t| = 0.00065 GeV2. To reach the Coulomb region is
a very challenging task, since the tracking detectors have to be moved to a very close distance
of about 1.5 mm from the circulating beams. If this can be managed, a luminosity error of 3%
seems to be feasible.
Some details of tracking detectors in the Roman Pots, the Monte Carlo estimates for the lu-
minosity determination and the present status of the main ALFA components are described in the
next chapters. This can only be achieved with special beam optics with a very high β∗=2625m
yielding a parallel-to-point focusing and a low normalised emittance ǫN = 1µrad m. In ad-
dition, the detector has to be operated very close to the beam at a distance of about 1.5 mm,
corresponding to 12 σ of the beam width. Dedicated runs are foreseen at low luminosity with
these special beam conditions for measurement with ALFA, which can accumulate in 100 hours
of beam time sufficient statistics to achieve a luminosity calibration with an accuracy of 3%,
including systematic uncertainties [6].
2 The ALFA detector
Roman Pot stations equipped with two vertically movable Roman Pots housing the detectors will
be installed in the LHC on both sides of the interaction point at a distance of 240 m. There will be
two stations separated by 4 m on each side, thus in total 8 pots will be instrumented with ALFA
detectors. Figure 1 shows an ALFA Roman Pot station in relation to the beampipe. Each unit
consists of the Pots housing the detectors and the support and moving mechanics such as bellows,
roller screws, motor drives, positioning sensors etc. To minimize the amount of material in front
of the detectors the pots have thin 80µm windows. The interior of the Pot will be in a secondary
vacuum of about 1 mbar to avoid deformations induced by the LHC primary vacuum. The 4m
separation of the pairs of pots on either side of the interaction point ensures precise tracking. The
positioning precision due to the Pot moving system is expected to be 10µm. The position of the
Pot in respect to the circulating beam will be determined by LVDTs with a precision of ± 20µm.
The Roman Pots are considered as machine elements and their movement is included in the LHC
collimator control system.
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Fig. 1: Schematic drawing of the ALFA Roman Pot station.
Fig. 2: Conceptual design of the ALFA tracker with multi-layer fiber detectors inserted and a photograph of a full-size
prototype.
The design of the ALFA tracker is shown in Fig. 2. The tracking detectors are multi-layer
scintillating fiber structures as illustrated in fig. 2. Layers of two times 64 KURARAY SCSF-
78 single cladding fibers of square 0.5 × 0.5 mm2 cross section are glued in stereo geometry
on a Titanium substrate. Ten of such substrates, staggered by 71µm, are precisely assembled
on a support structure. The ultimate resolution of such a detector arrangement is 14µm and in
previous test beam measurements values of 25µm have been achieved [4, 5]. The spacing of the
planes in beam direction is 2.5mm results in an inclination of the staggered fibers by 28mrad
relative to the beam axis. Hence not to benefit from the staggering the detector axis should be
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aligned with the beam axis with an precision around 3mrad.
As visible in fig. 2 the most fiber ends are cut at the lower edge under 45◦. Apart from these
cuts the fibers are aluminized to increase the light yield. For fibers with 90◦ ends the gain is about
75%, while for 45◦ ends about 50% of the light undergoes a reflection at the uncoated edge. The
fibers are routed over 25cm distance to a connector flange. All 64 fibers of a plane are grouped
into a 8×8 matrix to be coupled to the photo-cathode of the Multi Anode Photo-Multiplier Tube
(MAPMT) Hamamatsu H7546B. This device has a gain around 106 at the maximum voltage of
1000V. The cross talk between adjacent channels is at the level of 2-3 %.
To ensure an exact positioning of the fiber detectors in respect to the LHC beam, which can
vary from fill to fill, each Roman Pot is equipped with a pair of overlap detectors. These detectors
move with the Pots and measure the relative vertical positions of the upper and lower tracking
detectors. The measurement principle is the common tracking of halo particles in both overlap
detectors. These detectors consist of 3 planes of 30 horizontally arranged fibers staggered by
166µm to each other. The achievable precision depends mainly on the statistics of accumulated
halo tracks. A positioning precision of 10µm of the upper and lower detectors are needed to keep
the contribution to the luminosity error below 2%. All 180 fibers of the overlap detectors in a Pot
are read out by 3 MAPMTs H7546B.
Both main and overlap detectors are equipped with corresponding trigger counters which
cover the active area. For the main detectors two trigger tiles of fast plastic scintillator BICRON
BC-408 are used in coincidence. The overlap detectors are covered by a single trigger tile. The
light signals from the scintillators are guided by bundles of clear 0.5mm round double cladding
KURARAY fibers to the photo-multipliers. To amplify the trigger signals 4 single channels
photo-multipliers R7401P with Bialkali photo-cathode or the new type R9880U with Super-
Bialkali photo-cathode and enhanced quantum efficiency around 35% are foreseen.
A proton traversing a 0.5 mm scintillating fiber gives on average a light signal of 4 photo-
electrons. The MAPMT H7546B with a typical gain of 0.5 - 1.0×106 leading therefore to signals
charge of 0.3-0.6 pC at the amplifier input. The readout electronics is a stack of printed circuit
boards, named PMF, located on top of each MAPMT. The MAPMT signals are fed into the
MAROC2 readout chip, which performs amplification and shaping. The signals are compared
to a threshold and the resulting digital data serially transmitted to the motherboard. The moth-
erboard serialize the data from 23 PMF units and send them via an optical link to the central
ATLAS data acquisition system.
3 The Measurement Principle
The detectors have to approach the circulating beams between 1 and 2mm distance, which re-
quires well collimated beams under special optics. This optics at high β∗ = 2625m and 90◦ phase
advance yields a parallel-to-point focusing i.e. a linear relation between the track position in the
fiber detectors and the scattering angle at the IP.
The expected detector performance was estimated by Monte Carlo simulation of elastic
pp-scattering [6]. A modified version of PHYTIA6.4, to include the Coulomb-term and the real
part of the nuclear elastic scattering amplitude, plus the beam transport program MADX were
used for this purpose [7,8]. Accepted events are requested to fulfill the left-right trigger condition
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and have a space point reconstructed in 4 fiber detectors. The resulting hit pattern in the ALFA
fiber detectors is shown in fig. 3.
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Fig. 3: Hit pattern of protons and acceptance in dependence on t.
Also shown in fig. 3 is the geometrical acceptance in dependence on t. The distance of
closest approach to the beam centers is assumed between 10 and 20 σbeam, depending on the
halo conditions. For a distance of 1.5 mm about 67% of all events in the t-range 0.5 10−5 to 0.5
GeV2 are accepted.
The absolute luminosity is obtained from a fit of the elastic scattering cross section formula
to the reconstructed and corrected t-spectrum. Apart from the luminosity L, the nuclear slope
b, the ratio of real and imaginary scattering amplitude ρ and the total cross section σtot are
determined.
dN
dt
= πL
∣∣∣∣−2α|t| + σtot4π (i+ ρ)e−b|t|/2
∣∣∣∣2
Out of 10 million generated elastic events 6.6 million with an acceptance above 50% are
used for the luminosity fit. The simulated and reconstructed t-spectrum with a linear scale for
the rate is shown in fig. 4. The large total cross section ensures the collection of enough events
to keep the statistical error small. For 6.6 million events the statistical errors of the luminosity
and the total cross section are 1.8% and 0.9%, respectively. Some systematic uncertainties which
are not taken into account in the fit procedure are: the beam divergence and crossing angle at the
IP (0.3%, 0.2%), the uncertainties in the knowledge of the optical functions and phase advance
to convert the hit points into a scattering angle at the IP (0.6%, 1.0%), detector resolution and
alignment (0.3%, 1.3%), and finally statistical fluctuations in the background subtraction (1.2%).
These values combined with the statistical error result in a total error of 3% [6].
Based on this Monte Carlo study about 100 hours running at a low luminosity of 1.0×
1027cm−2s−1 are necessary to collect the used data sample [3].
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Fig. 4: Reconstructed t-spectrum for detectors placed at 1.5 mm distance.
4 The Status of ALFA Components
This chapter gives a brief review about the production status of the main components in summer
2008: the fiber detectors, the electronics, and the mechanics.
To enlarge the light yield and to reduce the optical cross talk all fibers are coated by a thin
Aluminum layer. The gain is about 75% for fibers cutted by 90◦ and 50% for the 45◦ fibers.
The far end of the fibers are coated by sputtering technology in LIP Lisbon, followed by the side
coating via vacuum evaporation at CERN. All fibers for detector production can be ready at the
end of 2008. The fibers are glued on precise Titanium substrates which were produced by electro-
erosion in HU Berlin. These substrates have precision holes and edges to ensure the staggering
of the fiber layers. This production step is finished and the 3D measurements confirmed an
accuracy below 10µm. In the next step the fiber detectors are produced by capillary gluing at
JLU Giessen. After that the assembling of the complete detector insert is performed, the routing
of all fibers to the MAPMT connectors, the gluing and milling of the connectors. A prototype-1
detector has been produced for installation issues in the tight environment of the Roman pot.
Another prototype-2 detector is ready for use in a test beam measurement in summer 2008. To
benefit from the staggering all fiber positions are measured by microscope at DESY Hamburg.
The fiber positions are described by straight lines, which are stored in a data base and used for
the track reconstruction. The precise positioning is limited due to some inherent conditions: the
RMS of the fiber diameter, defects from the Aluminum coating, the precision of approaching the
edges due to dust particles and the bending force on the fibers, and more. In some substrates
of the prototype-2 deviations of about 100µm from the nominal staggering have been observed.
This results in a reduced resolution of 40µm, while 25µm has been measured in the 2006 test
beam campaign for a detector with 16 fibers per layer [4, 5]. Presently we investigate possible
reasons for the staggering deviations to ensure that all detectors have similar quality close to the
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demands of the design. The detector insert is completed by corresponding trigger substrates. The
essential demand for these substrates is a good light yield to guarantee 100% trigger efficiency.
The test beam campaign 2007 in a DESY 6 GeV electron beam has shown a sufficient light yield
between 30 and 40 photo-electrons using clear fiber bundles as flexible light guides. The fibres
are coupled by optical connectors through the vacuum flange to multi-anode PMTs (MAPMT)
with 64 pixels. The MAPMTs are connected through a stack of PCBs to the MAROC read-out
chip, which performs amplification, shaping, gain equalisation and discrimination of the signals.
Signals from MAROC are further processed by a FPGA which samples the signals at 40 MHz,
stores the data for the L1 latency and transmits the buffer serially to the motherboard in case of a
positive trigger signal. All signals of a single ALFA detector with 23 MAPMTs are collected by
the motherboard which transmits the signals via optical link to the ATLAS DAQ. The connection
to the central ATLAS trigger processor is also done via optical link, while the control of the
motherboard and connected components is achieved by an ELMB module. The scintillation
signals from the individual fibers are amplified in the 64 channel MAPMTs H7546B. The gain
and uniformity measurements to correct differences in the subsequent front-end electronics are
performed for each device at DESY Hamburg. The front-end electronics consists of a so-called
PMFs which are 3-layer-stacks of PCBs close to the MAPMTs. Each PMF contains a MAROC2
read-out chip, which performs amplification, shaping, gain equalisation and discrimination of the
signals. Signals from MAROC2 are further processed by a FPGA which samples the signals at
40 MHz, stores the data for the L1 latency and transmits the buffer serially to the motherboard.
For the test beam campaign with prototype-2 32 PMFs were produced in LAL Orsay. The S-
curve measurements have shown are very good quality in terms of homogeneity, linearity and
sensitivity to expected fiber light signal of 4 to 5 photo-electrons.
Fig. 5: Front-end electronics: Kapton cables each connected to 5 PMFs sitting on top of the MAPMTs.
The Roman Pot mechanics has to fulfill high demands on precision and positioning re-
producibility. Mechanical and optical position measurements have been performed with a pre-
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prototype. Some front-back and left-right distortions up to 200µm have been observed in extreme
positions. However their contribution to the total luminosity error is uncritical below 0.2%. In
addition the stiffness of the slides keeping the pots have been improved replacing the Aluminum
by Steel slides. The mechanical components for all stations received from Prague and are now
assembled at CERN.
In summer 2008 a full Roman Pot was tested in the CERN test beam H8. A telescope
of silicon strip detectors has been used for tracking. The data analysis is underway and will be
published as internal ATLAS note. The schedule of the ALFA installation depends on the LHC
machine status. A possible scenario is the installation of the mechanics in spring 2009. The pots
itself are machined at CERN and should be installed together with the station mechanics to avoid
another break of the LHC vacuum. The production of fiber detectors could be finished 2009 and
their installation completed in the shut down 2009/2010.
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Diffractive Physics in ALICE
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Abstract
The ALICE detector at the Large Hadron Collider (LHC) consists of
a central barrel, a muon spectrometer and neutron calorimeters at 0o.
Additional detectors for event classification and for trigger purposes
are placed on both sides of the central barrel. Such a geometry allows
the definition of a diffractive gap trigger by requiring no activity in
the additional detectors. I discuss some physics topics which become
accessible by this gap trigger.
1 The ALICE Experiment
The ALICE experiment is presently being commissioned at the Large Hadron Collider (LHC)
[1, 2]. The ALICE experiment consists of a central barrel covering the pseudorapidity range
−0.9 < η < 0.9 and a muon spectrometer in the range −4.0 < η < −2.4. Additional detectors
for trigger purposes and for event classification exist in the range −4.0 < η < 5.0. The ALICE
physics program foresees data taking in pp and PbPb collisions at luminosities up to L = 5 ×
1030cm−2s−1 and L = 1027cm−2s−1, respectively. An asymmetric system pPb will be measured
at a luminosity of L = 1029cm−2s−1.
1.1 The ALICE Central Barrel
The detectors in the ALICE central barrel track and identify hadrons, electrons and photons in
the pseudorapidity range −0.9 < η < 0.9. The magnetic field strength of 0.5 T allows the mea-
surement of tracks from very low transverse momenta of about 100 MeV/c to fairly high values
of about 100 GeV/c. The tracking detectors are designed to reconstruct secondary vertices result-
ing from decays of hyperons, D and B mesons. The granularity of the central barrel detectors is
chosen such that particle tracking and identification can be achieved in a high multiplicity envi-
ronment of up to 8000 particles per unit of rapidity. The main detector systems for these tasks are
the Inner Tracking System, the Time Projection Chamber, the Transition Radiation Detector and
the Time of Flight array. These systems cover the full azimuthal angle within the pseudorapidity
range −0.9 < η < 0.9 and are described below. Additional detectors with partial coverage of
the central barrel are a PHOton Spectrometer (PHOS), an electromagnetic calorimeter (EMCAL)
and a High-Momentum Particle Identification Detector (HMPID).
1.1.1 The Inner Tracking System
The Inner Tracking System (ITS) consists of six cylindrical layers of silicon detectors at radii
from 4 cm to 44 cm. The minimum radius is determined by the beam pipe dimensions whereas
the maximum radius chosen is determined by the necessity of efficient track matching with the
outer detectors in the central barrel. The innermost layer extends over the range −2 < η < 2
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such that there is continous overlap with event classification detectors outside of the central
barrel. Due to the high particle density of up to 80 particles/cm2 and in order to achieve the
required tracking resolution, pixel detectors have been chosen for the first two layers. Silicon
drift detectors are located in the middle two layers whereas double sided silicon strip detectors
are in the outer two layers.
1.1.2 The Time Projection Chamber
The Time Projection Chamber (TPC) is the main tracking detector in the central barrel. The
inner and outer radii of the active volume are 84.5 cm and 246.6 cm, respectively. The full radial
track length is measured in the pseudorapidity range −0.9 < η < 0.9 whereas tracks with at
least one third of nominal radial length are covered in the pseudorapidity range −1.5 < η < 1.5.
Particle identification is achieved by measuring the specific ionization loss. The chosen geometry
results in a drift time of about 90 µs. This long drift time is the factor limiting the proton-proton
luminosity to the value mentioned above.
1.1.3 The Transition Radiation Detector
The principal goal of the Transition Radiation Detector (TRD) is to provide electron identification
in the momentum range larger than 1 GeV/c. In this range, the electron identification by energy
loss in the TPC is no longer sufficient. Since the TRD is a fast tracker, the TRD information can
be used for an efficient trigger on high transverse momentum electrons. In addition, the position
information from the TRD system improves the tracking performance of the central barrel.
1.1.4 The Time of Flight Detector
The Time-Of-Flight (TOF) array is located at a radial distance from 3.7 m to 4.0 m. The TOF
information is used for particle identification in the range 0.2 GeV/c < pT < 2.5 GeV/c. For this
detector, the Multi-gap Resistive-Plate (MRPC) technology was chosen. A strip with an active
area of 120x7.4 cm2 consists of pads of 3.5 cm length and 2.5 cm width.
1.1.5 The Central Barrel Performance
The ITS, TPC and TRD detectors described above are the main tracking detectors in the central
barrel. With the information from these detectors, particles with momenta as low as 100 MeV/c
can be tracked.
Fig.1 shows the transverse momentum resolution as expected from simulations. The TPC
alone achieves a resolution of approximately 3% at a transverse momentum of pT = 10 GeV/c.
Adding the information from ITS and TRD on the inner and outer side, respectively, improves
the resolution considerably due to the increased leverage. The combined transverse momentum
resolution from the ITS, TPC and TRD detector is expected to be about 3% at a transverse
momentum of pT = 100 GeV/c.
Particle identification is achieved in the central barrel by different methods. The specific
energy loss is measured by the TPC, the TRD and the strip and drift detectors of the ITS. Fig.2
shows the combined particle identification capability by dE/dx measurement as a function of
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momentum. The separation of different particle species is shown in units of the resolution of the
dE/dx measurement. The electron-pion separation at high momenta is significantly improved by
the information of the TRD system.
1.2 The ALICE Zero Degree Neutron Calorimeter
The Zero Degree Neutron Calorimeters (ZDC) are placed on both sides of the interaction point
at a distance of 116 m [3]. The ZDC information can be used to select different diffractive
topologies. Events of the type pp → ppX do not deposit energy in these calorimeters, events
pp → pN∗X will have energy in one of the calorimeters whereas events pp → N∗N∗X will
have energy deposited in both calorimeters. Here, X denotes a centrally produced diffractive
state from which the diffractive L0 trigger is derived as described below.
2 The ALICE diffractive gap trigger
Additional detectors for event classification and trigger purposes are located on both sides of the
ALICE central barrel. First, an array of scintillator detectors (V0) is placed on both sides of the
central barrel. These arrays are labeled V0A and V0C on the two sides, respectively. Each of
these arrays covers a pseudorapidity interval of about two units with a fourfold segmentation of
half a unit. The azimuthal coverage is divided into eight segments of 450 degrees hence each
array is composed of 32 individual counters. Second, a Forward Multiplicity Detector (FMD)
is located on both sides of the central barrel. The pseudorapidity coverage of this detector is
−3.4 < η < −1.7 and 1.7 < η < 5.1, respectively.
Fig.3 shows the pseudorapidity coverage of the detector systems described above. The
geometry of the ALICE central barrel in conjunction with the additional detectors V0 and FMD
is well suited for the definition of a rapidity gap trigger. The ALICE trigger system consists of
a Central Trigger Processor (CTP) and is designed as a multi-level scheme with L0,L1 and L2
levels and a high-level trigger (HLT). A rapidity gap trigger can be defined by the requirement
of signals coming from the central barrel detectors while V0 and FMD not showing any activity.
Such a scheme requires a trigger signal from within the central barrel for L0 decision. The pixel
detector of the ITS system is suited for delivering such a signal [4]. Alternatively, this L0 signal
can be derived from the TOF detector.
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Fig. 3: Pseudorapidity coverage of trigger detectors and of detectors in central barrel
The high level trigger HLT has access to the information of all the detectors shown in
Fig.3 and will hence be able to select events with rapidity gaps in the range −4 < η < −1 and
1 < η < 5. These gaps extend over seven units of pseudorapidity and are hence expected to
suppress minimum bias inelastic events by many orders of magnitude.
In addition to the scheme described above, the ALICE diffractive L0 trigger signal can be
generated from the Neutron ZDC if no central state is present in the reaction. A L0 signal from
ZDC does, however, not arrive at the CTP within the standard L0 time window. A L0 trigger
from ZDC is therefore only possible during special data taking runs for which the standard L0
time limit is extended. The possibility of such data taking is currently under discussion.
3 ALICE diffractive physics
The tracking capabilities at very low transverse momenta in conjunction with the excellent parti-
cle identification make ALICE an unique facility at LHC to pursue a long term physics program
of diffractive physics. The low luminosity of ALICE as compared to the other LHC experiments
restricts the ALICE physics program to reactions with cross section at a level of a few nb per unit
of rapidity.
Fig.4 shows the transverse momentum acceptance of the four main LHC experiments. Not
shown in this figure is the acceptance of the TOTEM experiment which has a physics program
of measurements of total cross section, elastic scattering and soft diffraction [5]. The acceptance
of the TOTEM telescopes is in the range of 3.1 < |η| < 4.7 and 5.3 < |η| < 6.5. The CMS
transverse momentum acceptance of about 1 GeV/c shown in Fig.4 represents a nominal value.
The CMS analysis framework foresees the reconstruction of a few selected data samples to values
as low as 0.2 GeV/c [6].
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Fig. 4: Rapidity and transverse momentum acceptance of the LHC experiments
4 Signatures of the Pomeron
The geometry of the ALICE experiment is suited for measuring a centrally produced diffractive
state with a rapidity gap on either side. Such a topology can result, among other, from double
Pomeron exchange with subsequent hadronization of the central state. It is expected that the
secondaries from Pomeron-Pomeron fusion events show markedly different characteristics as
compared to secondaries from inelastic minimum bias events.
First, it is expected that the production cross section of glueball states in Pomeron fusion
is larger as compared to inelastic minimum bias events. It will therefore be interesting to study
the resonances produced in the central region when two rapidity gaps are required [7].
Second, the slope α′ of the Pomeron trajectory is rather small: α′ ∼ 0.25 GeV−2 in DL fit
and α′ ∼ 0.1 GeV−2 in vector meson production at HERA [8]. These values of α′ in conjunction
with the small t-slope (< 1 GeV−2 ) of the triple Pomeron vertex indicate that the mean trans-
verse momentum kt in the Pomeron wave function is relatively large α′ ∼ 1/k2t , most probably
kt > 1 GeV. The transverse momenta of secondaries produced in Pomeron-Pomeron interac-
tions are of the order of this kt. Thus the mean transverse momenta of secondaries produced in
Pomeron-Pomeron fusion is expected to be larger as compared to inelastic minimum bias events.
Third, the large kt described above corresponds to a large effective temperature. A sup-
pression of strange quark production is not expected. Hence the K/pi ratio is expected to be
enhanced in Pomeron-Pomeron fusion as compared to inelastic minimum bias events [9]. Simi-
larly, the η/pi and η′/pi ratios are expected to be enhanced due to the hidden strangeness content
and due to the gluon components in the Fock states of η, η′.
5 Signatures of Odderon
The Odderon was first postulated in 1973 and is represented by color singlet exchange with
negative C-parity [10]. Due to its negative C-parity, Odderon exchange can lead to differences
between particle-particle and particle-antiparticle scattering. In QCD, the Odderon can be a
three gluon object in a symmetric color state. Due to the third gluon involved in the exchange,
a suppression by the coupling αs is expected as compared to the two gluon Pomeron exchange.
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However, finding experimental signatures of the Odderon exchange has so far turned out to be
extremely difficult [11]. A continued non-observation of Odderon signatures would put con-
siderable doubt on the formulation of high energy scattering by gluon exchange [12]. The best
evidence so far for Odderon exchange was established as a difference between the differential
cross sections for elastic pp and pp¯ scattering at
√
s = 53 GeV at the CERN ISR. The pp cross
section displays a dip at t = -1.3 GeV2 whereas the pp¯ cross section levels off. Such a behaviour
is typical for negative C-exchange and cannot be due to mesonic Reggeons only.
5.1 Signatures of Odderon Cross Sections
Signatures of Odderon exchanges can be looked for in exclusive reactions where the Odderon
(besides the Photon) is the only possible exchange. Diffractively produced C-even states such as
pseudoscalar or tensor mesons can result from Photon-Photon, Photon-Odderon and Odderon-
Odderon exchange. Any excess measured beyond the well understood Photon-Photon contribu-
tion would indicate an Odderon contribution.
Diffractively produced C-odd states such as vector mesons φ, J/ψ,Υ can result from
Photon-Pomeron or Odderon-Pomeron exchange. Any excess beyond the Photon contribution
would be indication of Odderon exchange.
Estimates of cross section for diffractively produced J/ψ in pp collisions at LHC energies
were first given by Scha¨fer et al [13]. More refined calculations by Bzdak et al result in a t-
integrated photon contribution of dσdy |y=0 ∼ 15 nb and a t-integrated Odderon contribution of
dσ
dy |y=0 ∼ 1 nb [14]. These two numbers carry large uncertainties, the upper and lower limit of
these numbers vary by about an order of magnitude. This cross section is, however, at a level
where in 106 s of ALICE data taking the J/ψ can be measured in its e+e− decay channel at a
level of 4% statistical uncertainty.
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Fig. 5: The J/ψ transverse momentum distribution for the photon and Odderon contributions
Due to the different t-dependence, the Photon and Odderon contribution result in differ-
ent transverse momentum distribution pT of the J/ψ. The photon and Odderon contributions
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are shown in Fig.5 by the dotted and solid lines, respectively. A careful transverse momentum
analysis of the J/ψ might therefore allow to disentangle the Odderon contribution.
5.2 Signatures of Odderon Interference Effects
If the diffractively produced final state is not an eigenstate of C-parity, then interference effects
between photon-Pomeron and photon-Odderon amplitudes can be analyzed.
p
p
O/P
γ q
q¯
Fig. 6: photon-Pomeron and photon-Odderon amplitudes
Fig.6 shows the photon-Pomeron and the photon-Odderon amplitudes for qq¯ production.
A study of open charm diffractive photoproduction estimates the asymmetry in fractional en-
ergy to be on the order of 15% [15]. The forward-backward charge asymmetry in diffractive
production of pion pairs is calculated to be on the order of 10% for pair masses in the range
1GeV/c2 < mpi+pi− < 1.3 GeV/c2 [16, 17].
6 Photoproduction of heavy quarks
Diffractive reactions involve scattering on small-x gluons in the proton. The number density of
gluons at given x increases with Q2, as described by the DGLAP evolution. Here, Q2 and x denote
the kinematical parameters used in deep inelastice ep scattering. The transverse gluon density at
a given Q2 increases with decreasing x as described by the BFKL evolution equation. At some
density, gluons will overlap and hence reinteract. In this regime, the gluon density saturates and
the linear DGLAP and BFKL equation reach their range of applicability. A saturation scale Qs(x)
is defined which represents the breakdown of the linear regime. Nonlinear effects become visible
for Q < Qs(x).
Diffractive heavy quark photoproduction represents an interesting probe to look for gluon
saturation effects at LHC. The inclusive cross section for QQ¯ photoproduction can be calculated
within the dipole formalism. In this approach, the photon fluctuates into a QQ¯ excitation which
interacts with the proton as a color dipole. The dipole cross section σ(x,r) depends on x as well
as on the transverse distance r of the QQ¯ pair. A study of inclusive heavy quark photoproduc-
tion in pp collisions at LHC energy has been carried out [18]. These studies arrive at differ-
ential cross sections for open charm photoproduction of dσdy |y=0 ∼ 1.3 µb within the collinear
pQCD approach as compared to dσdy |y=0 ∼ 0.4 µb within the color glass condensate (CGC). The
cross sections are such that open charm photoproduction seems measurable with good statistical
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significance. The corresponding numbers for the cross section for bottom photoproduction are
dσ
dy |y=0 ∼ 20 nb and 10 nb, respectively.
Diffractive photoproduction is characterized by two rapidity gaps in the final state. In the
dipole formalism described above, the two gluons of the color dipole interaction are in color sin-
glet state. Diffractive heavy quark photoproduction cross sections in pp, pPb and PbPb collisions
at LHC have been studied [19]. The cross sections for diffractive charm photoproduction are
dσ
dy |y=0 ∼ 6 nb in pp, dσdy |y=0 ∼ 9 µb in pPb and dσdy |y=0 ∼ 11 mb in PbPb collisions. The
corresponding numbers for diffractive bottom photoproduction are dσdy |y=0 ∼ 0.014 nb in pp,
dσ
dy |y=0 ∼ 0.016 µb in pPb and dσdy |y=0 ∼ 0.02 mb in PbPb collisions.
Heavy quarks with two rapidity gaps in the final state can, however, also be produced by
central exclusive production, i.e. two Pomeron fusion. The two production mechanisms have a
different t-dependence. A careful analysis of the transverse momentum pT of the QQ¯ pair might
therefore allow to disentangle the two contributions.
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Abstract
We discuss selected physics topics in relation to proposals to upgrade
the ATLAS and CMS detectors by the installation of forward silicon
detector systems close to the beam line at distances of approximately
220 m and 420 m from the respective interaction points. The physics
motivation and some of the aspects of the apparatus and its perfor-
mance are briefly described.
1 Introduction
An important part of the physics programme at HERA has been the measurement of diffrac-
tive processes, in which the proton exchanges a colourless object, commonly referred to as the
pomeron, with the incoming virtual photon. Two types of process here are of particular inter-
est: the production of exclusive final states such as vector mesons, and hard processes in which
the photon interacts with partonic components of the structure of the pomeron, which can be
modelled in various ways. The hard processes can be induced by photons of varying virtuality,
ranging from quasi-real photons to highly virtual photons that give deep inelastic scattering off
the partons associated with the pomeron.
In a similar way, high energy photon-photon physics has been exploited at LEP, with pro-
cesses that can be categorised in a similar manner. There is also an active program of diffractive
physics at the Tevatron.
At the LHC, much higher energies are available than at HERA and LEP, enabling these
physics programmes to be extended into areas where new physics can be discovered or studied.
This is the subject of the present section. We outline first the physical setup that is envisaged, in
which new detector systems will be installed close to the beam line at suitable locations down-
stream of the interaction points. We then present a summary of some of the new processes that
should become open to investigation, and finally return to discuss the physical apparatus in fur-
ther detail with an outline of its capabilities.
2 The basic proposal for forward detectors
Figure 1 illustrates the configuration of the LHC beamline on one side of an interaction point,
showing the separate incoming and outgoing beams and the form of the particle trajectories on en-
tering and leaving the interaction region. At distances greater than 260 m, the beam is dominated
by the main bending magnets and is in the form of an irregular arc, which has been straightened
∗Royal Society of Edinburgh / Scottish Executive Support Research Fellow 2008
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Fig. 1: Schematic representation of the LHC beamline on one side of an intersection point. The ATLAS or CMS
detector is located at the origin of coordinates, and the incoming and outgoing beamlines are indicated, with the main
bends straightened out for illustrative convenience.
out in the Figure. At two regions, namely around 220 m and 420 m from the interaction point,
there are intervals in the beamline that are not occupied by magnets. Each of these regions pro-
vides approximately ten metres of clear space within which physics detectors can be stationed.
It is proposed to install sets of silicon detectors in these regions, allowing them to be positioned
as closely as possible to the outgoing beam. These detectors will detect diffractively scattered
outgoing protons.
One or both protons in a pp collision may be scattered diffractively. In such a case, the
fractional energy loss ξ suffered by the proton is typically small, as is the angle of scatter. These
protons will continue to travel along the beam line, but in due course they will no longer be
contained by the beam optics and will be bent either into a collimator or out of the beam line
altogether. It is found that protons that have lost a few tens of GeV in the initial collision emerge
out of the beam typically in the 420 m regions, and those that have lost a few hundreds of GeV
emerge in the 220 m regions. By installing detector systems in these regions, we can identify
the double diffractive production of exclusive centrally produced states whose mass is above
a minimum value of the order of 100 GeV/c2, provided that the state itself records a suitable
signature in the central detector allowing its identification. Figure 2 illustrates the kind of process
that we are interested in for the case of a Higgs particle denoted as H . A measurement of the
energies of the outgoing protons makes possible a good determination of the mass of the centrally
produced object, and in most cases this has better resolution than the measurement made in the
central detector.
3 Central exclusive production
The central exclusive production of a Standard Model Higgs at the LHC has been the subject of
a number of calculations. The cross section is strongly dependent on the gluon distributions that
are assumed in the proton, and the detected cross section depends on the ability to trigger the
process in the apparatus. Here we are faced with the difficulty that the present trigger electronics
in ATLAS and CMS do not allow a first-level trigger to be based on the detection of a proton at
420 m, since the signal arrives too late. This forces the detection of a 120 GeV/c2 central state to
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be based on central detector triggers, which are not highly efficient in the case of a SM Higgs at
this mass. In our favour is that the background of quark-antiquark jets is suppressed dynamically
relative to the signal by the Jz = 0 selection rule [1]. An exclusive double-diffractively produced
state is constrained to have JPC = 0++, so that if a Higgs or other particle is seen at all in this
process, we have a good determination of its quantum numbers which may be hard to determine
unambiguously by central detector measurements alone.
Recently the CDF Collaboration has observed for the first time the existence of central ex-
clusive dijet production in hadronic collisions [2]. Exclusive production of the charmonium state
χc has also been reported [3], with a cross section of the predicted magnitude. These are major
milestones, since the central exclusive production of known final states can be used as “standard
candles” to confirm mechanisms and extract cross sections with small model uncertainties. Es-
tablishing the potential experimental dijet background is an important item in the search for new
particles such as the Higgs.
From Fig. 3 (left) it is clear that measurements of the proton structure at HERA and the
Tevatron have a strong relevance to predicting the strength of a possible SM Higgs signal in
double diffraction at LHC. With the set-up that is currently envisaged, the prospects seem rather
marginal. However there are additional opportunities if the Higgs occurs within a supersymmet-
ric framework. There are two particularly important parameters of the SUSY scenario, denoted
as mA and tan β, within whose parameter space a number of the features of the theory can be
illustrated. Figure 3 (right) illustrates the enhancements to the SM Higgs cross section that might
be obtained for the lighter of the two neutral SUSY Higgs particles, denoted as h, and showing
also some contours of different h masses, taken from Heinemeyer et al. [4].
On this basis, the quantity of LHC luminosity needed for 3-σ evidence and 5-σ discovery
of neutral SUSY Higgs in the exclusive double-diffractive mode can be estimated, as illustrated
for the heavier SUSY Higgs H in Fig. 4 [5]. Contour plots of this kind have been presented
by these authors for the h and H in a variety of related situations. This gives improved hope
of being able to make Higgs studies with forward detectors at the LHC, although there is no
advance guarantee that the values of the SUSY parameters will be favourable and the integrated
luminosity needed might be substantial.
More cleverly thought-out triggers and cuts may improve the situation. Figure 5 illus-
trates some studies carried out by Pilkington et al [6]. The mass of the central object has been
reconstructed using modelled measurements of the forward proton trajectories at 420 m, with
Fig. 2: Double diffractive production of a centrally produced object, denoted asH , by a colourless exchange modelled
in terms of gluons.
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estimated backgrounds from other processes included. During the first years of running, a mea-
surement using 60 fb−1 seems a reasonable target and could produce evidence indicated by the
first illustrated histogram. Higher luminosities will clearly assist, but will generate combinatorial
backgrounds from overlapping events (“pile-up”). If these can be removed, as is envisaged, using
precise timing measurements to isolate the event of interest, a signal might be seen giving a 5-σ
discovery with 100 fb−1 of running.
Particular attention was given during the workshop to the study of event pile-up at the
LHC (Tasˇevsky´, Pilkington). By exploiting the difference between particle multiplicities in cen-
tral exclusive and non-diffractive processes, a further reduction of the pile-up background may
be possible. Here, only tracks from the primary vertex associated with the hard-scale event are
relevant. Additional reduction factors of 10 to 100 may be possible; at present there are uncer-
tainties here due to model dependence, soft underlying event tune dependence and track selection
criteria.
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4 Photoproduction processes.
TeV-energy protons are surprisingly efficient at radiating high energy photons. Single photopro-
duction off the second proton, and photon-photon processes are both of interest at LHC. Kine-
matically, photoproduction resembles diffractive scattering but with the tendency to a smaller
transverse momentum transfer to the proton. The γγ cross sections are harder than the pomeron-
pomeron processes, overtaking the latter in cross section at Wγγ ≈ 1 TeV. Since diffraction
produces mainly gluon jets and photoproduction produces quark jets, there is little interference
between the processes.
Single photoproduction will be of interest at the LHC in the production of electroweak
particles. There are possibilities for the associated production of Higgs bosons and for the pro-
duction of anomalous single top via FCNC. These processes are tagged by a single forward
proton, but must be triggered and identified in the central detectors, and there will be potential
difficulties at high luminosities since the use of timing to associate the forward protons with a
central vertex requires two such forward protons. A number of generic cross sections are indi-
cated in Fig. 6 (left), together with the forward detection system that will tag in different Wγp
ranges.
The γγ process is capable of inducing the production of any type of charged particle-
antiparticle pair. Of particular interest here is the possible production of charged SUSY particles,
such as charginos and sleptons, whose signatures in the central detector will be high transverse
energy leptons and missing energy carried by neutrinos or the lightest SUSY particle (LSP) if it
is neutral. Figure 6 (right) shows cross sections for producing fermion and scalar charged particle
pairs, compared to that for W+W− production, which is likely to be a very prolific background.
ZZ production is possible only by anomalous couplings. The dimuon process is seen as good
for the calibration of the forward detectors and even for LHC luminosity monitoring.
There are many possible SUSY mass scenarios. The possibilities that have been studied
here are in terms of the so-called LM1 scenario, which involves a light LSP and light sleptons
and charginos. This type of scenario will give the most favourable set of cross sections. The
most natural variable to plot in order to separate SUSY signals from WW background would
be the Wγγ value reconstructed from the forward protons (Fig. 7a)) However the background is
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Fig. 5: Example analyses of an MSSM SUSY signal calculated with tan β = 40 andmA = 120 GeV (A. Pilkington).
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much more tractable when the variable Wmiss =
√
E2miss − P 2miss is plotted (Fig. 7b), where
the missing energy and momentum are calculated from the forward protons and the kinematics
of the observed final state particles. Combinations of Wγγ and Wmiss give even more power
(Fig. 7c) and can generate a distribution (Fig. 7d) that might give a 5-σ discovery with only 25
fb−1 of integrated luminosity.
5 Other physics processes
An intriguing example of completely new physics has been proposed by A. White in which a new
SU(5) gauge theory obviates the need for a Higgs particle and gives remarkable experimental
signatures for which pomeron physics may be an essential diagnostic tool [8]. An extended
range of SUSY processes may also be accessible. One study made during this workshop has
been the detection of pairs of long-lived gluinos in central exclusive processes [9]. Such particles
can occur in split-SUSY models, where the sfermions have masses far above the TeV scale.
The gluinos are lighter and therefore long lived, and may form bound states with gluons or
quarks called R-hadrons. These will mimic the behaviour of muons and may be detected in
muon chambers. For 300fb−1 approximately 10 events are expected for gluino masses up to
350 GeV. The advantage of using proton detectors lies again in the excellent accuracy for the
reconstruction of the mass of the centrally produced object. The forward detectors at 220m and
420 m give access to the wide range of masses that such particle pairs may have.
Present space permits no more than a brief mention of other items in the range of physics
processes that will be made observable by the use of forward tagging systems at LHC. The
work initiated at HERA on hard pomeron scattering and structure can be continued by means of
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Fig. 7: Examples of the analysis of the double photoproduction of SUSY particles, as a function of the parameters
Wγγ and Wmiss, to illustrate a possible way to isolate a clean SUSY signal [7].
photon-pomeron and pomeron-pomeron processes. It should be noted that the qq¯ final state is
suppressed in the pomeron-pomeron process at low quark masses, assisting in the identification
of potential new physics processes. There will be extended opportunities for further studies of
the nature of the pomeron. In the early stages, at low LHC luminosities, the study of rapidity-gap
survival will be interesting and important, generalised gluon distributions can be studied, and a
variety of QCD effects can be investigated; a recent review by Khoze, Martin and Ryskin gives
more details here [10].
6 The proposed apparatus
Traditionally, forward detection systems have consisted of relatively small installations mounted
at suitable locations such that the detector systems can be moved towards the beam within lo-
calised structures known as Roman Pots. This idea has been expanded in the proposals for LHC
so that there is planned to be an entire section of beam pipe that is movable, the so-called “Ham-
burg Pipe” scheme. It will be necessary to replace the cryostat connection between the portions
of the beamline either side of the 420 m installations. Sets of silicon detectors will be mounted
in the Hamburg Pipe. The best performance is envisaged if two sets of detectors are installed in
each pipe, separated by approximately 10 m to make full use of the available space, so that the
position and angle of the trajectory of an emerging proton can be measured. In the horizontal
plane, precisions of approximately 10 µm in position and 1 µrad in angle should be obtainable.
The vertical plane is less critical, and less good precisions in the vertical measurements will be
accepted. The silicon detectors are of a recent “edgeless” technology to allow the sensitive area
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Fig. 8: Acceptance of the forward tagging systems as a function of the mass of the centrally produced system, taken
here as a Higgs.
to be moved as close as possible to the main outgoing proton beam.
To perform the tracking of the protons into the relevant detector regions, two programs
(FPtrack and Hector) have been written for ATLAS and CMS respectively [11]. They enable us
to evaluate the acceptance of the apparatus under various conditions; this is illustrated in Fig. 8.
The 420 m systems used on their own provide substantial acceptance for exclusively produced
masses up to approximately 150 GeV/c2, and even if the silicon can be moved only to 7 mm from
the beam, the acceptance at the critical region of 120 GeV/c2 is not affected. By using the 420
m systems in conjunction with those at 220 m, a greatly extended mass range is achieved with
excellent acceptances.
Figure 9(a) illustrates the distribution of the outgoing protons at 420 m in position, hori-
zontally and vertically. The vertical beam spread is small and The mass MX of an exclusively
produced final state can be evaluated if the momenta of the forward protons can be reconstructed;
this is achievable by means of polynomial-based formulae in terms of the horizontal position and
angle in the detector regions. The value of MX is then 2
√
p0 − p1)(p0 − p2) for an incoming
beam momentum p0 and outgoing proton momenta p1, p2. Various uncertainties smear out this
calculation, notably the intrinsic spread on p0. Figure 9(b) shows the mass uncertainty that can
be achieved under reasonable assumptions. In nearly all cases this is more precise than the direct
measurement in the central detector. An exception to this is when the central state consists of
two photoproduced muons. This promises to be a key process which can be used to calibrate the
proton momentum measurements.
7 Summary
Forward tagging opens up a wide range of diffraction and photoproduction processes at LHC.
Following from the HERA experiences, we hope to study these mechanisms at high energy, in
which a number of new processes should be observable. There is discovery potential in some
cases, while in others, known processes can be studied in more depth. This is a major new area
of physics for the LHC.
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Abstract
When particle physic started, cosmic ray were used as source of new
particles. Nowadays particle physic is a fundamental key to understand
the nature of the very high energy cosmic rays. Above 1014 eV, primary
cosmic rays are detected via air showers whose development strongly
rely on the physic of the forward region of hadronic interactions as
tested in the HERA and LHC experiments. After an introduction on
air shower phenomenology, we will review how HERA and LHC can
constrain the physic used both in hadronic interaction model, or for
photon or neutrino primaries.
1 Physics questions and problems
One of the central questions of astroparticle physics is that of the sources and propagation of
cosmic rays. Even more than 90 years after the discovery of cosmic rays we still don’t know
their elemental composition at high energy and also the information on the energy spectrum is
very limited [1–6]. Knowing the cosmic-ray composition is the key to understanding phenomena
such as the knee, a change in the power-law index of the cosmic ray flux at about 3 × 1015 eV,
the transition from galactic to extra-galactic cosmic rays, and the implications of the existence
of ultra-high energy cosmic rays with E > 1020 eV. In particular, composition information is
essential for confirming or ruling out models proposed for the sources of ultra-high energy cosmic
rays, many of which postulate new particle physics [7, 8].
The flux of cosmic rays is shown in Fig. 1 in the energy range from 1012 eV up to the high-
est energies. It has been scaled by E2.5 to make the characteristic features of the spectrum clearly
visible. In addition the equivalent energies of colliders, referring to proton-proton collisions, are
indicated by arrows.
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Fig. 1: All-particle flux of cosmic rays as obtained by direct measurements above the atmosphere by the ATIC [9],
PROTON [10, 11], and RUNJOB [12] as well as results from air shower experiments. Shown are Tibet ASγ results
obtained with SIBYLL 2.1 [13], KASCADE data (interpreted with two hadronic interaction models) [14], preliminary
KASCADE-Grande results [15], and Akeno data [16,17]. The measurements at high energy are represented by HiRes-
MIA [18, 19], HiRes I and II [20], and Auger [21].
The all-particle spectrum can be approximated by a broken power law∝ Eγ with a spectral
index γ = −2.7 below Ek ≈ 4× 1015 eV. At the knee, the spectral index changes to γ ≈ −3.1.
The power law index changes again at about 1018.5 eV, a feature that is called the ankle. At the
very high end of the spectrum there seems to be a suppression of the flux. None of these features
of the energy spectrum of cosmic rays is understood so far. In the following some of the related
theoretical questions and models are presented for illustration.
• Knee. At the knee, the cosmic ray spectrum changes in a way that is very difficult to
understand in models with a superposition of different sources, each producing a power-
law flux. The knee could be feature of the acceleration process, it could be the result of
propagation effects from the sources to Earth (leakage from the Galaxy), or it could be
caused by new particle physics. Knowing the change of the elemental composition of
cosmic rays through the knee energy region will help to distinguish some of the possible
scenarios. Acceleration and propagation models of the knee predict that the spectra of
individual elements should each exhibit a knee, however at an energy that is scaled by the
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charge of the particle due to the coupling to astrophysical magnetic fields (for example,
[22]). In contrast, models postulating new interaction physics (for example, [23]) and the
cannon ball model [24] predict a scaling proportional to the number of nucleons of the
nucleus (i.e. mass number). A review of the different scenarios and their predictions can
be found in, for example, [25].
• Ankle. The ankle is often regarded as a signature of the transition from Galactic to ex-
tragalactic cosmic rays. Such a transition is expected in this energy range because of the
strength of the Galactic magnetic fields being of the order of 3 µG [26]. Particles with
energies above 1019 eV are not confined to the Galaxy. The exact energy of the transition
is not known [27]. In the dip model the ankle is a result of the propagation of ultra-high en-
ergy cosmic rays through the microwave background radiation [28,29]. Within this model,
ultra-high energy cosmic rays have to be dominated by protons. Other models of the an-
kle explain the feature in the spectrum by the superposition of different power laws from
Galactic and extragalactic sources [4, 30, 31]. In such a scenario the composition would
most likely be mixed with contributions from both light and heavy elements, i.e. in the
range from protons to iron nuclei.
• Upper end of the spectrum. A strong suppression of the particle flux above E =
7 × 1019 eV is expected from the interaction of cosmic rays with the cosmic microwave
background radiation, the Greisen-Zatsepin-Kuzmin (GZK) effect [32, 33]. Both pro-
tons and nuclei suffer significant energy losses when propagating over distances larger
than ∼ 100Mpc. On the other hand, the sources could have reached their upper limit
of acceleration or injection power and we would be mistaken by attributing the observa-
tions just to the GZK suppression. In any case the sources of such high energy particles
have to be rather exotic [34]. One would have to build the LHC with a circumference
of the length of the orbit of the planet Mercury to reach the same energy with the cur-
rently available technology. Particles of such energies also probe Lorentz invariance at
extreme energies [35,36] and hence allow to search for space-time fluctuations (for exam-
ple, see [37, 38]).
To solve these questions, multi-messenger and multi-observable measurements are needed. First
of all, the flux, composition and arrival direction distribution of cosmic rays will have to mea-
sured with high statistics and precision. Secondly, complementary information obtained from
observing secondary particle fluxes (gamma-rays and neutrinos) will greatly help to disentangle
different source and propagation scenarios [39, 40].
At energies above 105 GeV, the flux of cosmic rays is so low that it cannot be measured
directly using particle detectors. Therefore all cosmic-ray measurements of higher energy are
based on analyzing the secondary particle showers, called extensive air showers, which they
produce in the atmosphere of the Earth. To interpret the characteristics of extensive air showers
in terms of primary particle type and energy, detailed modeling of the various interaction and
decay processes of the shower particles is needed (for example, see [41, 42]). In particular, the
elemental composition of the cosmic-ray flux reconstructed form air shower data depends very
much on the assumptions on hadronic multiparticle production.
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2 Air shower phenomenology and hadronic interactions
A commonly employed technique to observe air showers is the measurement of secondary parti-
cles (electrons, photons and muons) reaching the ground [2]. Using an array of particle detectors
(for example, sensitive to e± and µ±), the arrival direction and information on mass and energy
of the primary cosmic ray can be reconstructed. The main observables are the number and the
lateral and temporal distributions of the different secondary particles. At energies above ∼ 1017
eV, the longitudinal profile of a shower can be directly observed by measuring the fluorescence
light induced by the charged particles traversing the atmosphere [43]. Two main observables
can be extracted from the longitudinal shower profile: the energy deposit or the number of parti-
cles, Nmax, at the shower maximum and Xmax, the atmospheric depth of the maximum. Again,
these quantities can be used to estimate the energy and mass of the primary particles. Shower-
to-shower fluctuations of all observables make it impossible to derive the mass of the primary
particle on a shower-to-shower basis. On the other hand, these fluctuations provide very useful
and complementary composition information.
To qualitatively understand the dependence of the air shower development on some basic
parameters of particle interaction, decay, and production, a very simple toy model can be used.
Although initially developed for electromagnetic (EM) showers [44] it can also be applied to
hadronic showers [45].
First we consider a simplified electromagnetic shower of only one particle type. A particle
of energy E produces in an interaction two new particles of the same type with energies E/2,
after a fixed interaction length of λe. With n being the number of generations (consecutive
interactions), the number of particles at a given depth X = n · λe follows from
N(X) = 2n = 2X/λe , (1)
with the energy E per particle for a given primary energy E0 being
E(X) =
E0
2X/λe
. (2)
Defining the critical energy Ec (∼ 85 MeV in air) as the energy below which continuous energy
loss processes (i.e. ionization) dominate over particle production, one can make the assumption
that the shower maximum is reached at a depth at which the energy of the secondary particles is
degraded to Ec. Then two main shower observables are given by
Nmax =
E0
Ec
and Xemax(E0) ∼ λe · ln
(
E0
Ec
)
. (3)
Of course, this very simplified picture does not reproduce the detailed behavior of an EM shower,
but two important features are well described: the number of particles at shower maximum is
proportional to E0 and the depth of shower maximum depends logarithmically on the primary
energy E0.
Generalizing this idea, a hadronic interaction of a particle with energy E is assumed to
produce ntot new particles with energy E/ntot, two third of which being charged particles nch
(charged pions) and one third being neutral particles nneut (neutral pions). Neutral particles decay
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immediately into em. particles particles (pi0 → 2γ), feeding the em. shower component. After
having traveled a distance corresponding to the mean interaction length λine, charged particles
re-interact with air nuclei as long as their energy exceeds some typical decay energy Edec.
In the end, most of the energy of an air shower is carried by em. particles (∼ 90% for
n = 6). The depth of shower maximum is given by that of the em. shower component, Xemax.
As the first hadronic interaction produces em. particles of energy ∼ E0/ntot one gets
Xmax(E0) ∼ λine +Xemax(E0/ntot) (4)
∼ λine + λe · ln
(
E0
ntotEc
)
, (5)
where λine is the hadronic interaction length. This simplified expression for the shower depth of
maximum neglects the em. sub-showers initiated by hadrons of later generations. The inclusion
of higher hadronic generations does not change the structure of Eq. (5), see [46].
Following [45], we assume that all charged hadrons decay into muons when their energy
reaches Edec. By construction, charged particles will reach the energy Edec after n interactions
Edec =
E0
(ntot)n
. (6)
Since one muon is produced in the decay of each charged particle, we get for the number of
muons in an hadronic shower
Nµ = nnch =
(
E0
Edec
)α
, (7)
with α = lnnch/ ln ntot ≈ 0.82 . . . 0.95 [46, 47]. The number of muons produced in an air
shower depends not only on the primary energy and air density, but also on the charged and total
particle multiplicities of hadronic interactions.
In case of showers initiated by nuclei, one can use the superposition model to deduce the
expectation value for inclusive observables [48]. In this model, a nucleus with massA and energy
E0 is considered as A independent nucleons with energy Eh = E0/A. This leads to
NAmax ≈ A ·
Eh
Ec
=
E0
Ec
= Nmax (8)
XAmax ≈ Xmax(E0/A) (9)
NAµ ≈ A ·
(
E0/A
Edec
)α
= A1−α ·Nµ. (10)
There is no mass dependence of the number of charged particles at shower maximum. The
number of muons and the depth of maximum depend on the mass of the primary particle. The
heavier the shower-initiating particle the more muons are expected for a given primary energy.
For example, an iron-induced shower has about 1.4 times more muons than a proton shower of
the same energy.
There are several code packages available for performing Monte Carlo simulations of
extensive air showers. The more frequently used programs are AIRES [50], CORSIKA [51],
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Fig. 2: Predictions for air shower observables for proton-, iron- and photon-induced showers. Left panel: Shown are
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models (see text) [49]. Right panel: compilation of data of the mean depth of shower maximum and model predictions
[49].
CONEX [52], SENECA [53], MOCCA [54], and COSMOS [55]. These packages provide either
self-made hadronic interaction models that cover the full energy range from the particle pro-
duction threshold to the highest energies or employ external models for the simulation of these
interactions. Due to the different methods of modeling, external hadronic interaction models are
typically optimized for low- or high-energy interactions.
Low-energy models describe hadronic interactions in terms of intermediate resonances
(for example, the isobar model) and parametrizations of data. They are applicable in the energy
range from the single particle production threshold up to several hundred GeV. Models that are
often applied in simulations are FLUKA (which is a complete cascade simulation package that
includes both low- and high-energy models) [56], GHEISHA [57], UrQMD [58], and the more
specialized code SOPHIA [59]. Low-energy models are typically well-tuned to the large number
of data sets from fixed target measurements. Still the differences between the model predictions
are significant and can lead to very different muon densities in air shower simulations [60, 61].
High-energy interaction models are typically very complex models and based on Regge
theory [62], Gribov’s Reggeon calculus [63], and perturbative QCD. Central elements of these
models are the production of QCD minijets and the formation of QCD color strings that fragment
into hadrons. The most frequently used models are QGSJET 01 [64,65] and II [66,67], SIBYLL
2.1 [48, 68, 69], EPOS 1.6 [70, 71] and DPMJET II [72] and III [73, 74]. The extrapolation of
these models to very high energy depends on the internal structure of the model and the values of
the tuned model parameters and is, in general, rather uncertain. Different extrapolations obtained
within one model by varying the parameters can be found in [75, 76] and represent only a lower
limit to the uncertainty of the predictions.
Monte Carlo models typically applied in high energy physics are not used for air shower
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simulations. Most of these models do not allow the simulation of particle production with air
nuclei as target or are applicable in a rather limited energy range (however, see [77] for a study
with HIJING [78]).
Detailed numerical simulations of extensive air showers confirm the overall functional re-
lations between the shower energy, depth of shower maximum, and number of electrons and
muons that have been derived within the simple Heitler-Matthews model. The expected corre-
lation between the number of electrons and muons at a surface detector at sea level is shown in
Fig. 2. The simulations were made for vertical showers with the air shower simulation package
CORSIKA [51]. The predictions obtained for the interaction models QGSJET 01, QGSJET II.03,
SIBYLL 2.1, and EPOS 1.6 are compared. While there is a reasonable discrimination power at
low energy, the model-induced uncertainties do not allow us to discriminate between even the
most extreme composition assumptions at ultra-high energy if only the number of muons and
electrons is measured. The situation seems to be a somewhat better in case of the mean depth of
shower maximum, but the model uncertainties are still very large.
It can be concluded from both simple cascade models of air showers and numerical studies
[54,75,76,79] that the following characteristics of hadronic interactions are of central importance
to air shower predictions
• Inelastic cross section for proton-air and pion/kaon-air interactions,
• Ratio between neutral and charged secondary particles (in other words, pi0 and all other
particles),
• Energy distribution of the most energetic secondary particles,
• Multiplicity of high energy secondary particles,
• Scaling or scaling violation of secondary particle distributions,
• Cross section for diffractive dissociation (i.e. low-multiplicity events).
It is clear that hadronic interactions at both high and low energies are influencing the model pre-
dictions for air showers. Low-energy interactions do not influence the depth of shower maximum
very much but are of direct relevance to the muon density at large lateral distance from the shower
core, see [60, 61, 80].
3 Limitations of air shower simulations
Before discussing shortcomings of air shower simulations it has to be emphasized that modern
simulation packages provide a very good overall description of air shower observables. The
situation has very much improved in comparison to the early days of air shower simulation [81].
Modern cosmic-ray detectors like KASCADE [82] and the Pierre Auger Observatory [83]
measure several observables for each shower. By choosing different observables, the model
dependence of the reconstructed energy and primary particle mass can be estimated. Studies
show that the uncertainty in interpreting the data from these experiments is dominated by the
uncertainty in predicting hadronic multi-particle production in extensive air showers. In the
following we will discuss some representative examples that illustrate the limitations of currently
available hadronic interaction models and air shower simulation tools.
The KASCADE Collaboration analyzed the measured number of electrons and muons at
detector level to derive the primary energy and composition of the showers in the knee energy
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Fig. 3: Cosmic-ray flux for five elemental groups in the knee energy range as derived from KASCADE data using the
hadronic interaction models QGSJET 01 (left panel) and SIBYLL 2.1 (right panel) [82].
region. Having collected more than 40 million showers it is still not possible to obtain a clear
picture of the elemental composition [14]. Applying different hadronic interaction models leads
to significantly different fluxes for the elemental groups considered in the analysis, see Fig. 3. In
particular, the fundamental question of having a mass- or charge-dependent scaling of the knee
positions of the individual flux components cannot be answered. Moreover, in an earlier study the
KASCADE Collab. showed that selecting different observables gives inconsistent composition
results even if the same hadronic interaction model is employed in the analysis [84].
A comparison of the world data set on electron-muon based and Xmax based composition
measurements, using the same hadronic interaction models, shows a systematic inconsistency
between composition results based on surface detector data and that based on the measurement
of the mean depth of shower maximum [85]. Analysis of the surface detector data indicate a
heavier primary composition than one would expect from 〈Xmax〉 data. This is most clearly found
in experiments that measure both Xmax and an observable related to the number of muons. For
example, the prototype experiment HiRes-MIA [86] studied showers in the energy range from
1017 to 1018.5 eV. The measured muon densities at 600m from the core could only be interpreted
as iron-dominated composition, but the mean Xmax indicated a transition to a proton-dominated
composition [19].
The analysis of Auger data with QGSJET II [87] leads to a similar discrepancy at an energy
of about 1019 eV. Using universality features of very high energy showers E > 1018 eV, one can
relate the electromagnetic shower size at a lateral distance of 1000m to the shower energy and
the depth of shower maximum [88, 89]. The employed universality features are the same for
showers simulated with the interaction models QGSJET II and SIBYLl 2.1. Considering showers
at different angles and employing the independently measured depth of shower maximum, the
observed muon signal can be set in relation to the predicted muon signal as shown in Fig. 4.
Adopting the nominal energy scale of the Auger fluorescence detectors, the number of muons
at 1000m from the core is found to be twice as large as predicted by simulations with proton
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showers. This number should be compared to that of iron-induced showers for which one expects
a muon number increased by the factor 1.38 (QGSJET II) or 1.27 (SIBYLL 2.1). Increasing the
energy scale by 30% as the constant intensity cut analysis of the data suggests and assuming
a iron dominated composition seems to bring the surface detector data almost into agreement
with the model predictions. On the other hand, the measured 〈Xmax〉 data is at variance with an
iron-dominated composition hypothesis at 1019 eV.
4 Main sources of model uncertainties
In the foreseeable future soft multi-particle production will not be calculable within QCD. There-
fore the modeling of cosmic-ray interactions will continue to strongly depend on the input from
accelerator experiments. There are two principal types of input needed for model building. First
of all, data on cross sections, secondary particle distributions and multiplicities, as well as par-
ton densities form the basis for tuning the parameters of the models. Secondly, guidance from
further development and experimental verification of theoretical and phenomenological concepts
and ideas will be crucial for model development.
At the current stage even the most fundamental question of scaling of secondary particle
distributions in the forward phase space region cannot be answered1. Within some models very
strong scaling violation of the distribution of leading particles is expected [90]. So far there is
no experimental proof of such a scenario. If realized in nature, the implications will be profound
and most of the very high energy cosmic ray data will have to be interpreted in terms of a light
composition. The lack of data on hadron production in forward direction, with the exception of
HERA measurements, is one of the main source of model uncertainties. The HERA measure-
1Feynman scaling is, of course, violated for central particle production.
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ments of leading proton and neutron distributions are the only high energy data available and
indicate surprisingly small scaling violations [91]. It has to be expected that the leading particle
distribution is correlated with the centrality of the interaction, as found in heavy ion collisions.
LHC data from the big experiments [92] and LHCf [93] will be of decisive importance in this
respect.
The energy fraction transferred in an interaction to particles of very short lifetime, that
decay to photons and electrons, is of direct relevance to air shower simulations. Currently the
particle distribution of neutral pions is derived indirectly from the distributions of charged sec-
ondaries. With the exception of the UA7 [94], no high energy data of secondary pi0 and photon
distributions exist.
The extrapolation of the total and inelastic cross sections is currently hampered by the
discrepant measurements from Tevatron experiments. Extrapolating the model cross section
based on the CDF data [95] gives different air shower predictions than using the E710 [96] and
E811 [97] data [76]. The measurement of the proton-proton cross section at LHC will reduce this
uncertainty very much. Related to this cross section is, of course, the question of pion-proton and
kaon-proton cross sections. The highest energy data available for the pion-nucleus cross section
is that of SELEX [98]. There is no generally accepted theoretical model of how to extrapolate
the ratio between proton-proton and meson-proton cross sections.
One further source of uncertainty stems from the fact that hadronic cross sections and
secondary particle distributions are needed for the interaction with light nuclei in air shower sim-
ulations. At high energy, the calculation of such nuclear cross sections and particle distributions
is not straightforward. At low energy, the Glauber approximation [99] is known to work re-
markably well. Already the low-energy data indicates, however, the need for inelastic screening
corrections for the calculation of which no reliable framework exists. For example, cross sec-
tions estimates based on air shower data indicate smaller particle production cross sections than
current model extrapolations (see compilation in [100]).
One of the central theoretical questions that has to be addressed in all hadronic interaction
models is that of the range of applicability of perturbative QCD. At high energy, most hadrons
are produced in the fragmentation of minijets. It is of great importance to understand the cor-
relations between individual parton-parton interactions, to which degree they can be considered
independent from each other, their kinematic and color flow link to the remnants of the incoming
hadrons, and the minimum momentum transfer for which such a picture can be applied. Closely
related to this question is the modeling of non-linear effects in the low-x parton evolution and
possible saturation or high-density shadowing effects. HERA data is of direct relevance in this
respect as are RHIC measurements too. A high density of partons can also influence string frag-
mentation and modify particle yields relative to those measured at low energy. There are different
model predictions that address this point (see, for example, [70, 101–103]) but the experimental
data are not conclusive.
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1 From HERA to LHC and Cosmic Rays
There seem to be two prime motivations for discussing HERA data in connection with the future
running at the LHC and the physics of cosmic rays. First of all, HERA provides a precise picture
of the structure of the proton, which are the scattering partners at the LHC. Concerning cosmic
ray physics, the electron-proton (ep) reactions at HERA can be viewed as collisions of ultra-
high-energy photons - emitted by the electron - with nuclear matter. Comparing to the cosmic
ray energy spectrum impinging on the earth’s atmosphere, the HERA collider provides a photon
beam equivalent to 50 TeV on a stationary proton target, lying about half way on a logarithmic
scale, at about almost 1014 eV, between the intensity maximum at 1 GeV and the “ankle” of the
cosmic ray energy spectrum. Such high energy photon-proton collisions are of utmost importance
for observational astrophysics, in particular for the understanding of the interactions of ultra-
high-energy cosmic photons with our atmosphere which usually serves as the target in the cosmic
ray experiments.
High energy photon interactions with hadronic matter are governed mainly by the strong
interaction, which can be successfully described by quantum chromodynamics (QCD) as long
as some “hard scale” of order several GeV is present in the reactions under study. Owing to
the photon in the initial state, the overall size of the cross sections, however, is small, being
proportional to the square of the fine-structure constant α. In view of the LHC, the HERA data
give direct information on quantities related to QCD, most importantly the parton distribution
functions (pdfs) within the nucleon, and the running strong coupling αs, determining the overall
strength of the partonic branching processes. These quantities, among others, are important
ingredients to the Monte Carlo programs simulating cosmic ray showers in the atmosphere. There
is, however, another interesting area in cosmic ray research, where HERA can provide important
information, namely ultra-high energy neutrino scattering, which can be inferred from ep→ νX
reactions at HERA. Also here, the neutrino energy accessible at HERA is equivalent to about 50
TeV on a stationary proton target.
In the following we will briefly summarize the data on the total photoproduction cross sec-
tion from HERA and present some recent results on inclusive scattering, discussing the extraction
of the parton distribution functions from a combined data set of the two collider experiments H1
and ZEUS. We will then discuss jet final states with emphasis on the phase space near the forward
(proton) direction. These data shed light on the parton evolution models and also enable a unique
measurement of the running strong coupling, providing new insight into QCD dynamics at very
low values of the Bjorken variable x. We finally mention the relevance of the HERA charged
current cross sections for the expectation of ultra-high energy neutrino nucleon cross sections,
which will be elaborated in more detail in section 3.
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The HERA Physics Mission One of the most successful tools for unraveling the structure
of hadrons, most importantly of the nucleons, is deep-inelastic scattering (DIS) using charged
leptons as probes. The HERA collider at the Deutsches Elektronen-Synchrotron DESY in Ham-
burg has provided the highest available center-of-mass energies for the collision of electrons and
positrons with protons. HERA has been running from 1992 until mid 2007, accumulating a total
of about 500 pb−1 for each of the two colliding beam experiments H1 [1] and ZEUS [2]. The
data taking was divided into two phases, separated by a massive luminosity upgrade program in
the years 2001-2002. As a further benefit of the upgrade, HERA also provided longitudinally
polarized electron and positron beams, giving access to sensitive tests of the electroweak theory
and allowing to carry out unique searches for the production of new heavy particles. While the
electroweak sector was tested in electron-quark scattering at an unprecedented level, the hope for
discovering “New Physics” at HERA did not materialize.
Photoproduction at HERA Measuring the total hadronic photoproduction cross section at
high center-of-mass energies gives access to the asymptotic behavior of cross sections in general.
The energy dependences of the total cross sections for pp, p¯p, Kp and πp are well described
by Regge theory [3]. Phenomenological fits based on this (non-perturbative) theory are success-
fully parameterizing all the hadronic cross sections in the full energy range (above the s-channel
resonance region) using the common form
σtot = A · sǫ +B · s−η,
where s is the square of the center-of-mass energy and A and B are constants. The parameter ǫ
describes the weak energy dependence at high energies (1 + ǫ is the “Pomeron intercept”, which
is about 1.09).
Fig. 1: Lowest order Feynman diagram for deep-
inelastic electron-proton scattering in the parton picture,
showing the relevant kinematic quantities characterizing
inclusive DIS reactions and photoproduction (see text).
The hadronic final state “fragmented” from the scattered
and spectator partons is indicated by X.
The photon-proton total cross section is measured in the process ep→ eγp→ eX, where
the initial state electron has radiated a photon, which is then absorbed by the proton, producing
a hadronic final state X. The event kinematics (see fig. 1 for a general lowest order Feynman
diagram) is best described in terms of the Lorentz-invariant photon virtuality Q2, and the event
inelasticity y, both defined as
Q2 = −q2 = −(k − k′)2
and
y =
p · q
p · k .
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The square of the photon-proton center-of-mass energy W , i.e. the mass squared of the
hadronic system X, is given by
W 2 = (q + p)2 = 4EeEpy.
The photon virtuality has a kinematic minimum due to the finite electron mass me, and is
given by
Q2min =
m2ey
2
1− y .
The photoproduction cross section is related to the double differential electroproduction
cross section (which is actually observed experimentally) by the equivalent photon approxima-
tion [4], which can be written as
d2σep
dydQ2
=
α
2πQ2
[(
1 + (1− y)2
y
− 2(1 − y)
y
Q2min
Q2
)
· σγpT (y,Q2) +
2(1 − y)
y
· σγpL (y,Q2)
]
,
where σγpT (σγpL ) is the cross section for transversely (longitudinally) polarized photon on protons.
Since the virtuality of the photon is small by excluding deep inelastic scattering events (Q2max ∼
0.02 GeV2), the longitudinal cross section is expected to be small. Integrating over Q2 gives the
total γp cross section in terms of the single ep differential cross section:
σγptot(y) =
2π
α
[
1 + (1− y)2
y
ln
Q2max
Q2min
− 2(1− y)
y
(
1− Q
2
min
Q2max
)]−1
· dσ
ep(y)
dy
The event inelasticity y is given by the acceptance of the electron tagging systems and can be
integrated over, so that σγptot(W ) can be determined. The results of the measurements from
HERA [5, 6] are shown in fig 2, together with the low energy data [7] and a phenomenological
Regge fit [8] using hadron data, marked as “DL98”. The compatibility of the photoproduction
cross section with the hadronic data supports the universal energy dependence of all total cross
sections at asymptotic energies.
Quantum Chromodynamics in the HERA Regime Quantum Chromodynamics (QCD) is
expected to describe the strong interactions between quarks and gluons. At distances small com-
pared to the nucleon radius, or equivalently large momentum transfer Q2 where the strong cou-
pling αs is small, perturbative QCD (pQCD) gives an adequate quantitative account of hadronic
processes. The total cross sections, however, are dominated by long range forces (“soft inter-
actions”), where a satisfactory understanding of QCD still remains a challenge. This is most
importantly so also for all transitions of partons to hadrons in the final state (“fragmentation pro-
cess”). In addition, non-perturbative effects govern the DIS kinematics through the momentum
distribution (“parton distribution functions”, or “pdfs”) of the initial partons, interacting with the
electrons via photon or Z0 exchange (see fig.1). The latter is important only at very large Q2,
i.e. around or beyond the mass of the Z0. The division between the non-perturbative and the per-
turbative regimes is defined by the factorization scale, which should be sufficiently large (O(few
GeV2) to hope for a convergent perturbative expansion in the strong coupling constant αs.
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HERA
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Fig. 2: Measurements of the total photoproduction cross section σγp for positron-proton scattering from early mea-
surements of H1 [5] and ZEUS [6].
Within the framework of perturbative QCD, the DIS cross section at the parton level is
generically given by
σ =
∑
i
σγ∗i(Q2)⊗ xfi(x,Q2), (1)
where Q2 is the virtuality of the exchanged boson (here: the virtual photon γ∗), x is the mo-
mentum fraction (Bjorken x) of the incoming parton, and σγ∗i is the total virtual photon-parton
cross section. In this expression the factorization theorem of QCD [9] has been used, separat-
ing the cross section into a hard scattering part between the exchanged virtual photon and the
incoming parton i, convoluted with a part (including a non-perturbative contribution) describing
the momentum distribution xfi(x,Q2) of parton i within the proton. In eq.(1) one recognizes
the incoherent summing of quark contributions, which is justified by the property of asymptotic
freedom. Asymptotic freedom states that the interaction between the partons within the pro-
ton, characterized by the strong coupling constant αs become weak at large Q2 (αs → 0 as
Q2 → ∞). In this way the scattering process of the electron with the partons of the proton can
be treated incoherently.
Figure 1 also indicates the kinematics in the HERA regime. Here, s is the square of
the total ep center of mass energy. The four-momentum transfer squared Q2 is given by the
scattered electron alone, the Bjorken variable x and the inelasticity y (equal to the energy fraction
transferred from the electron to the virtual photon in the proton rest frame, see above), with x
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given by
x =
Q2
2 P · q . (2)
Only two of the three quantities in eq. (2) are independent, they are related via Q2 = sxy.
Another interesting quantity is the total mass MX of the hadronic final state, given by
M2X ≡W 2 = (q + P )2 =
Q2(1− x)
x
(3)
This relation shows that low x reactions correspond, at fixed Q2, to large values of W 2, i.e. large
invariant masses of the hadronic final state. Due to the high colliding beam energies (protons
at 920 GeV, electrons at 27.6 GeV), HERA provided a large range of exploration for x and Q2,
extending the reach of previous fixed target experiments by more than 2 orders of magnitude in
x and Q2.
The double differential cross section for ep scattering is written in terms of structure func-
tions as (see, e.g. [10] )
d2σ (e±p)
dx dQ2
=
2πα2
xQ4
Y+
[
F2 − y
2
Y+
FL ∓ Y−
Y+
xF3
]
, (4)
where the functions Y± are given by Y± = 1± (1− y)2, and the structure functions, apart from
coupling constants, are combinations of the parton distribution functions. For the case of pure
photon exchange, valid at low Q2, one obtains
F2(x,Q2) =
∑
i=u,d,...
e2i xfi(x,Q
2). (5)
where the sum extends over all partons within the proton of charge ei. As indicated in fig. 1, all
reactions with neutral boson exchange are called “neutral current (NC)” reactions, those withW±
exchange (here the final state lepton is a neutrino) are called “charged current (CC)” reactions.
The non-perturbative parton distribution functions fi(x) cannot be calculated from first
principles and have therefore to be parameterized at some starting scale Q20. Perturbative QCD
predicts the variation of fi with Q2, i.e. fi = fi(x,Q2) via a set of integro-differential evolution
equations, as formulated by Altarelli and Parisi (“DGLAP” equations, see [11]). The predicted
Q2 dependence (“scaling violations”) of the structure function F2, see eq. (5), are nicely sup-
ported by the data from HERA [12].
Low x Physics and the Parton Distribution Functions At distances small compared to the
nucleon radius, or equivalently large momentum transfer Q2 between the incoming and outgoing
leptons, perturbative QCD (pQCD) gives an adequate quantitative account of hadronic processes
in DIS. The most “elementary”observable in electron-proton scattering is the inclusive DIS cross
section, where basically only the 4-vectors of the scattered lepton or the produced hadronic final
state are measured.
Inclusive ep scattering can be divided into two distinct classes: Neutral current (NC) reac-
tions (ep→ eX), and Charged Current (CC) reactions (ep→ νX). In NC reactions, a photon or
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Fig. 3: Measurements of the reduced cross section σr(x,Q2) for positron-proton scattering, based on the combined
data of H1 and ZEUS [12]. The data show clear evidence for scaling violations, as expected from gluon emission of
the initial quarks participating in the hard scattering process. The scaling violations are very well described by pQCD
NLO fit HERAPDF 0.1 [13]. At low Q2, the data from some fixed target experiments are also shown.
a Z0 is exchanged between the electron and a quark emitted from the proton. The corresponding
double-differential cross section d2σ/dxdQ2, or the so-called “reduced” cross section σr factor-
izing out known kinematic terms, can be written in the following way (similar expressions also
hold for the CC reactions):
σr(x,Q2) ≡
(
xQ4
2πα2Y+
)
d2σ (e±p)
dx dQ2
= F2 − y
2
Y+
FL ∓ Y−
Y+
xF3 (6)
Here, the three (positive definite) structure functions F2, FL and xF3 depend both on x and Q2,
and contain the (non-perturbative) parton distribution functions (pdfs). The structure function F2
contains contributions from quarks and antiquarks (∼ x(q + q¯)), FL is dominated by the gluon
distribution (∼ xg), and xF3 is sensitive to the valence quarks (∼ x(q − q¯)).
At low Q2 and low y the structure functions xF3 (from Z0 exchange) and FL (suppressed
by the factor y2) can be safely neglected. Residual (small) contributions from FL can also be
modeled using pQCD. In this case the structure function F2 can be extracted at each point of x
andQ2 from the “reduced” cross section σr (see eq. (6)). Measurements of σr from the combined
H1 and ZEUS data [12] are shown in fig. 3. The data, most importantly their Q2 dependence, are
very well described by NLO pQCD.
Figure 4 shows the pdfs resulting from the NLO pQCD fit HERAPPDF 0.1 to the com-
bined NC and CC double-differential cross sections from both HERA experiments [13]. The
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H1 and ZEUS Combined PDF Fit Fig. 4: The parton distribution functions from QCD fits
to the HERA data on NC and CC inclusive reactions, us-
ing the combined data from H1 and ZEUS (HERAPDF
0.1) [13].
resulting uncertainties of the pdfs have drastically shrunk due to the combination of the HERA
data. It should also be noted that the pdfs for the gluon and the sea quarks, even at the lowest
values of Bjorken x, and for all values of Q2, keep rising with decreasing x. This means that
parton saturation has not been observed within the kinematic range of HERA - assuming that
the parameterisation used in the fits would be flexible enough to allow the observation of such
behaviour.
From fig. 4 one clearly sees that the gluon distribution is dominating the low x behavior
of the DIS cross sections. At low x, the structure function F2 can be satisfactorily parameterized
as being proportional to x−λ. Figure 5 shows the values of λ as function of Q2. One can
observe a clear decrease of λ with decreasing Q2, touching the hadron-hadron limit (and also
photoproduction, see the left-most data point) at a photon virtuality around 1 GeV2.
Fig. 5: Measurements of the slope of F2 for deep inelastic
scattering as function of Q2. To the far left, the photopro-
duction point ǫ ≡ λ is also drawn. .
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Jet Production Collimated bundles of particles (“jets”) are carrying the kinematic informa-
tion of the partons emerging from DIS reactions at HERA and other high pt colliding beam
experiments. The study of jet production is therefore a sensitive tool to test the predictions of
perturbative QCD and to determine the strong coupling constant αs over a wide range of Q2.
Several algorithms exist to cluster individual final state hadrons into jets, but most com-
monly used at HERA is the so-called kT clustering algorithm [14]. The jet finding is usually
executed in the hadronic center of mass system. which is, up to a Lorentz boost, equivalent to
the Breit frame. At the end of the algorithm, the hadrons are collected into a number of jets.
Fig. 6: Feynman diagrams for LO jet production. The up-
per subgraph is called “QCD Compton”, the lower sub-
graph is called “boson-gluon fusion”. Both graphs con-
tribute to two-jet final states. Events with three jets can be
interpreted as a di-jet process with additional gluon radi-
ation from one of the involved quark lines, or as a gluon
splitting into a quark-antiquark pair. These processes are
of order O(α2s) (NLO).
At leading order (LO) in αs, di-jet production (see fig. 6) proceeds via the QCD Compton
process (γ∗q → qg) and boson-gluon fusion (γ∗g → qq¯). The cross section for events with
three jets is of O(α2s). These events can be interpreted as coming from a di-jet process with
additional gluon radiation or gluon splitting (see caption of fig. 6), bringing the QCD calculation
to next-to-leading order (NLO).
In jet physics, two different “hard” scales can be used to enable NLO (and higher) cal-
culations: the variable Q, and the transverse energy ET of the jets. Figure 7 shows the dif-
ferential cross sections for inclusive jet production at high Q2 as measured by the ZEUS Col-
laboration [15], both with respect to Q2 and ET . The data are compared to NLO calculations,
using the renormalization and factorization scales as indicated in the figure. Both schemes are
able to describe the data very well, indicating the validity of the choice of any of the two hard
scales. Given the experimental and theoretical uncertainties at these large scales, no higher order
(beyond NLO) corrections seem necessary.
Forward Jets All of the analyses regarding the observables mentioned in the previous chapters
rest on the DGLAP Q2 evolution scheme for the pdfs involved. Potential deviations observed a
certain regions of phase space (low x, low Q2) are usually attributed to the limited order of the
presently computed QCD matrix elements (LO, NLO, sometimes NNLO). Especially for low x
(≈ 10−4), but sufficiently large Q2 (> a few GeV2), there has been a vivid debate about the
validity of the DGLAP approach. In this kinematic regime the initial parton in the proton can
induce a QCD cascade, consisting of several subsequent parton emissions, before eventually
an interaction with the virtual photon takes place (see fig. 8). QCD calculations based on the
“direct” interaction between a point-like photon and a parton from the evolution chain, as given
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Fig. 7: Differential cross sec-
tions for inclusive jet production
from the ZEUS experiment [15].
Also shown are the predictions
from next-to-leading order QCD
calculations, which give a good
description of the data.
by the DGLAP approach, are very successful in describing, e.g. the unexpected rise of F2 with
decreasing x over a large range in Q2 [16].
xBj
evolution 
from large
forward jet
x =
E
jet
jet
Ep
Bj (small)x
to small x
(large)
p
e e’
γ
Fig. 8: Schematic diagram of ep scattering producing a
forward jet. The evolution in the longitudinal momen-
tum fraction x, from large xjet to small xBj, is indicated.
For low values of x, there is, however, a technical reason to question the validity of the
DGLAP evolution approach: Since it resums only leading log(Q2) terms, the approximation may
become inadequate for very small x, where log(1/x) terms become important in the evolution
equations. In this region the BFKL scheme [17] is expected to describe the data better, since in
this scheme terms in log(1/x) are resummed.
The large phase space available at low x (see eq.(3)) makes the production of forward jets
(in the angular region close to the proton direction) a particularly interesting topic for the study
of parton dynamics, since jets emitted in this region lie well away in rapidity from the photon
end of the evolution ladder (see fig. 8). Concerning the forward jets there is a clear dynamic
distinction between the DGLAP and BFKL schemes: In the DGLAP scheme, the parton cascade
resulting from hard scattering of the virtual photon with a parton from the proton is ordered in
parton virtuality. This ordering along the parton ladder implies an ordering in transverse energy
ET of the partons, so that the parton participating in the hard scatter has the highest ET . In the
BFKL scheme there is no strict ordering in virtuality or transverse energy. The BFKL evolution
therefore predicts that a larger fraction of low x events will contain high-ET forward jets than is
predicted by the DGLAP evolution.
Both ZEUS [18] and H1 [19] have studied forward jet production, where “forward” typi-
cally means polar emission angles less than about 20 degrees relative to the proton direction. As
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a first example, the single differential cross sections dσ/dx from H1 are shown in fig. 9. The data
are compared to LO and NLO QCD calculations [20] (a), and several Monte Carlo models (b and
c). The NLO calculation in (a) is significantly larger than the LO calculation. This reflects the fact
that the contribution from forward jets in the LO scenario is kinematically suppressed. Although
the NLO contribution opens up the phase space for forward jets and considerably improves the
description of the data, it still fails by a factor of 2 at low x. In fig. 9b the predictions from the
CASCADE Monte Carlo program [21] is shown, which is based on the CCFM formalism [22].
The CCFM equations provide a bridge between the DGLAP and BFKL descriptions by resum-
ming both log(Q2) and log(1/x) terms, and are expected to be valid over a wider x range. The
model predicts a somewhat harder x spectrum, and fails to describe the data at very low x. In part
(c) of the figure, the predictions (“RG-DIR”) from the LO Monte Carlo program RAPGAP [23]
is shown, which is supplemented with initial and final state parton showers generated according
to the DGLAP evolution scheme. This model, which implements only direct photon interactions,
gives results similar to the NLO calculations from part (a), and falls below the data, particularly
at low x. The description is significantly improved, if contributions from resolved virtual photon
interactions are included (“RG-DIR+RES”). However, there is still a discrepancy in the lowest x
bin, where a possible BFKL signal would be expected to show up most prominently. The Color
Dipole Model (CDM) [24], which allows for emissions non-ordered in transverse momentum,
shows a behavior similar to RG-DIR+RES.
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Fig. 9: Single differential cross sections for forward jets as functions of x from the H1 experiment [19], compared to
NLO predictions [20] in (a), and QCD Monte Carlo models [23, 24] in (b) and (c). The dashed line in (a) shows the
LO contribution.
For a more detailed study the forward jet sample was divided into bins of p2t,jet and Q2.
The triple differential cross section d3σ/dxdQ2dp2t,jet versus x is shown in fig. 10 for several
regions in Q2 and p2t,jet. In addition, the expectations from the above mentioned QCD models
are presented. Using the ratio r = p2t,jet/Q2, various regimes can be distinguished: For p2t,jet <
Q2 (r < 1) one expects a DGLAP-like behavior, dominated by direct photon interactions (see
fig. 10 c). Due to the large bin sizes, however, the ranges of r can be quite large, so that r in
this bin can assume values up to 1.8 due to admixtures from events with p2t,jet > Q2. This may
explain why the DGLAP direct model (RG-DIR), although closer to the data in this bin than in
any other, does not quite give agreement with the data except at the highest x-bin. In the region
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p2t,jet ≈ Q2 (r ≈ 1, see fig. 10 b and f), DGLAP suppresses parton emission, so that BFKL
dynamics may show up. However, the DGLAP resolved model (RG-DIR+RES) describes the
data reasonably well.
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Fig. 10: Triple differential cross sections for forward jet production as function of x in bins of Q2 and p2t,jet, compared
to various Monte Carlo calculations (see text).
The regime of p2t,jet > Q2 (r > 1, see fig. 10 d, g and h), is typical for processes where
the virtual photon is resolved, i.e. the incoming parton from the proton vertex interacts with a
parton from the photon. As expected, the DGLAP resolved model (RG-DIR+RES) provides a
good overall description of the data, again similar to the CDM model. However, it can be noted
that in regions where r is largest and x is small, CDM shows a tendency to overshoot the data.
DGLAP direct (RG-DIR), on the other hand, gives cross sections which are too low. Although
the above analysis tries to isolate “BFKL regions” from “DGLAP regions”, the conclusion on
underlying dynamics cannot be reached, most importantly since the “BFKL region” (r ≈ 1)
is apparently heavily contaminated by “DGLAP-type” events. In addition, the two “different”
evolution approaches, RG-DIR+RES (“DGLAP”) and CDM (“BFKL”), give similar predictions.
In a further step, the parton radiation ladder (see fig. 8) is examined in more detail by
looking also at jets in the region of pseudorapidity, η = − ln tan(θ/2), between the scattered
electron (ηe) and the forward jet (ηforw). In this region a “2-jet + forward” sample was selected,
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Fig. 11: Kinematic regions for the event sample “2jets + forward”
(see text). The quarks in the photon-gluon fusion process are q1
(upper solid line) and q2 (lower solid line). The rapidity gap between
q1 and q2 is denoted by ∆η1, the gap between q2 and the forward jet
is denoted by ∆η2.
requiring at least 2 additional jets, with pt,jet > 6 GeV for all three jets, including the forward jet.
In this scenario, evolution with strong kt ordering is obviously disfavored. The jets are ordered in
rapidity according to ηforw > ηjet2 > ηjet1 > ηe. Two rapidity intervals are defined between the
two additional jets and the forward jet (see fig. 12): ∆η1 = ηjet2 − ηjet1 is the rapidity interval
between the two additional jets, and ∆η2 = ηforw − ηjet2 is the interval between jet 2 and the
forward jet. If the di-jet system originates from the quark line coupling to the photon (see fig. 12),
the phase space for evolution in x between the di-jet system and the forward jet is increased by
requiring that ∆η1 is small and that ∆η2 is large: Requiring ∆η1 < 1 will favor small invariant
masses of the di-jet system. As a consequence, xg will be small, leaving the rest for additional
radiation. When, on the other hand, ∆η1 is required to be large (∆η1 > 1) BFKL-like evolution
may then occur between the two jets from the di-jet system or, when both ∆η1 and ∆η2 are small,
between the di-jet system and the hard scattering vertex. Note that the rapidity phase space is
restricted only for the forward jet.
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Fig. 12: Cross section for events with a reconstructed high transverse momentum di-jet system and a forward jet
from the H1 experiment [19], as function of ∆η2 for two regions of ∆η1. The data are compared to predictions of
“DGLAP-like (RG-DIR+RES) and “BFKL-like” (CDM) Monte Carlo models (see text).
As argued above, this study disfavors evolution with strong ordering in kt due to the com-
mon requirement of large pt,jet for the three jets. Radiation which is not ordered in kt may occur
at any location along the evolution chain, depending on the values of ∆η1 and ∆η2. Figure 12
show the measured cross sections as function of ∆η2 for all data, and separated into the two re-
gions of ∆η1 discussed above. One can see that here the CDM model is in good agreement with
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the data in all cases, while the DGLAP models predict cross sections which are too low, except
when both ∆η1 and ∆η2 are large. For this topology all models (and the NLO calculation, not
shown) agree with the data, indicating that the available phase space for evolution is exhausted.
It is important to realize that the “2+forward jet” sample indeed seems to differentiate
between the CDM and DGLAP resolved models, in contrast to the more inclusive samples (see
fig. 10). The conclusion is that additional breaking of the kt ordering, beyond what is included
in the resolved photon model, is required by the data, pointing towards some evidence for BFKL
dynamics. It is, however, not excluded that such effects may also be described by higher order
DGLAP calculations, which may become available in the future. Further investigations using
forward particle emission will be discussed below (see section 2).
The Strong Coupling Constant One of the most important measurements using multi-jet final
states is the determination of the strong coupling constant αs. At HERA, this measurement is
particularly interesting, since αs can be determined in a single experiment over a large range of
Q or ET . Observables which are sensitive to αs come from various sources, such as inclusive
jets, jet ratios (number of three jets relative to the number of two jets), and event shape variables
(thrust, jet masses, angles between jets etc.). A recent compilation of αs determinations [25] from
the two HERA experiments H1 and ZEUS, using various jet observables and the HERA I data
set, is shown in fig. 13. An NLO fit to these data yields a combined value of αs(MZ) = 0.1198±
0.0019(exp.)± 0.0026(th.). The dominating theoretical error arises from the uncertainty due to
terms beyond NLO, which is estimated by varying the renormalization scale by the “canonical”
factors 0.5 and 2. A recent preliminary result obtained by the H1 Collaboration using the full
HERA data set and based on multiple observables in inclusive and multi-jet events displays an
experimental error below 1% [26]: αs = 0.1182 ± 0.0008(exp)+0.0041−0.0031(th.) ± 0.0018. This
illustrates the potential for a very precise measurement of the strong coupling using the full
HERA data set.
Ultra-High Energy Neutrino Reactions With the era of high energy neutrino astrophysics
approaching, it is interesting to review our knowledge about the neutrino-nucleon cross section
at ultra-high energies beyond O(10 TeV). Such energies can indeed be reached with the HERA
collider, as was discussed in the introduction. Looking at the charged current reaction ep→ νX
measured at HERA, a cut in the transverse neutrino momentum of p⊥ > 25 GeV is necessary for
a clean separation of CC events from the background. The extrapolation to p⊥ = 0 can be done
within the Standard model, yielding a cross section for νN on a stationary target of about 200
pb at 50 TeV neutrino energy. Figure 14 shows the measurements from fixed target experiments
and the HERA point. Also given are the linear extrapolation (corresponding to MW = ∞) and
the prediction of the Standard Model (MW = 80 GeV). As one can see, the neutrino nucleon
cross section shows no anomaly, as could, for example, be expected by electroweak instanton
effects proposed [27] as a source of possible cosmic ray events beyond the GZK cutoff. While
the evidence for such events has become weaker recently [28,29], the search for instanton effects
at HERA [30] has also been inconclusive so far. More details on the expectations of neutrino
cross sections at asymptotic energies are presented further below (see section 3).
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dashed line shows the two loop solution of the renormalization group equation, evolving the 2006 world average for
αs(MZ). The band denotes the total uncertainty of the prediction.
2 Forward particles from HERA to LHC
Forward Particles at HERA In ep scattering at HERA, a significant fraction of events con-
tains a low-transverse momentum baryon carrying a large fraction of the incoming proton energy.
Although the production mechanism of these leading baryons is not completely understood, ex-
change models [31] give a reasonable description of the data (Fig. 15). In this picture, the incom-
ing proton emits a virtual particle which undergoes the deep inelastic scattering process with the
incoming beam electron.
To measure the very forward particles, both the H1 and the ZEUS experiments have been
equipped with the Forward Proton Spectrometers (LPS, FPS and VFPS) and the Forward Neu-
tron Calorimeters (FNC). The Forward Proton Spectrometers are several Roman Pot detectors
placed at different positions along the beamline in the direction of proton beam, between 24 and
220 m from the interaction point. They measure the energy and momentum of the protons which
are scattered through the very small angles and keep a momentum fraction of the initial proton
between 0.4 and 1.
The Forward Neutron Calorimeters were installed at θ = 0◦ and at 106 m from the inter-
action point in the proton beam direction. These are lead-scintillator sandwich calorimeters with
energy resolution σ(E)/E = 70%/
√
E for the ZEUS-FNC and σ(E)/E = 63.4%/
√
E ⊕ 3%
for the H1-FNC. The size and weight of the FNC are defined by the space available in the HERA
tunnel. The detectors are about 2m long with ∼ 70× 70 cm2 transverse size. Below the H1 and
ZEUS-FNC calorimeters are briefly described.
The general view of the H1-FNC is shown in Fig. 16(left). It consists of the Main Calorime-
ter and the Preshower. In addition, two layers of veto counters situated at the distance of 2m in
front of Preshower are used to veto charged particles. The Preshower is ∼ 40cm (∼ 1.5λ)
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Fig. 14: Measurement of the neutrino nucleon total cross section inferred from the HERA charged current data (full
circle), and various fixed target neutrino experiments (crosses).
long lead–scintillator sandwich calorimeter, it is placed in front of the Main Calorimeter. The
electromagnetic showers completely develop in Preshower, while the hadronic showers leave in
Preshower ∼40% of their energy (electromagnetic component). So the position resolution for
the showers started in Preshower are defined by the electromagnetic component of the shower.
Constructively the Preshower consists of two sections: the electromagnetic and the hadronic
ones, each of them is composed of 12 planes. The transverse size of the scintillating plates is
26×26 cm2. Each scintillating plate has 45 grooves where 1.2mm wavelength shifters are glued
in. In order to obtain a good spatial resolution, the orientation of fibres is changed in turn from
horizontal to vertical for alternating planes. On each plate the fibres are combined by five into
nine strips. Longitudinally the strips are combined in 9 vertical and 9 horizontal towers. The
energy resolution for electromagnetic showers is ∼ 20%/√E [GeV] and the spatial resolution
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Fig. 15: (left) HERA ep scattering event with the final state baryon in the proton fragmentation system, (right) Leading
baryon production via an exchange process.
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Fig. 16: General view of the H1-FNC calorimeter (left) and ZEUS-FNC calorimeter (right).
is∼2mm. Apart from improvement of the energy and position resolution the Preshower provides
efficient separation of electromagnetic and hadronic showers. The Main Calorimeter of H1-FNC
is a sandwich-type calorimeter consisting of four identical sections with transverse dimensions
60×60 cm2 and length of 51.5 cm. Each section consists of 25 lead absorber plates 14 mm-thick,
and 25 active boards with 3 mm scintillators. Each active board is made of 8 scintillating tiles
with the transverse size of 20 ×20 cm or 20 ×26 cm. The 25 tiles of one section with the same
transverse position form a “tower”. All together there are 32 towers in all four sections. In the
top part of the calorimeter there is a opening for the proton beam vacuum pipe which is going
through the calorimeter as seen from Fig. 16. The total length of the Main FNC calorimeter is
206.5 cm.
The structure of the ZEUS-FNC calorimeter is shown in Fig. 16(right). It is a finely seg-
mented, compensating, sampling calorimeter with 134 layers of 1.25cm-thick lead plates as ab-
sorber and 2.6mm-thick scintillator plates as the active material. The scintillator is read out
on each side with wavelength-shifting light guides coupled to photomultiplier tubes. It is seg-
mented longitudinally into a front section, seven interaction-lengths deep, and a rear section,
three interaction-lengths deep. The front section is divided vertically into 14 towers, each 5cm
high. Inside the calorimeter at a depth of one interaction length a forward neutron tracker (FNT)
is installed. It is a scintillator hodoscope designed to measure the position of neutron showers.
Each scintillator finger is 16.8cm long, 1.2cm wide and 0.5cm deep; 17 are used for X position
reconstruction and 15 for Y . The position of the FNT hodoscope in the FNC is indicated in
Fig. 16.
The acceptance of the FNC calorimeters is defined by the aperture of the HERA beam
line magnets and is limited to neutron scattering angles of θn < 0.8 mrad with approximately
30% azimuthal coverage (see Fig. 17). Thus the transverse momenta of neutrons are limited to
pmaxT,n = 0.656 · xL for proton beam energy of 920 GeV. The overall acceptance of the FNC,
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taking account of beam-line geometry, inactive material, beam tilt and angular spread, as well
as the angular distribution of the neutrons, is ∼20% at low xl, where the pT,n range covered is
small, but increases monotonically, exceeding 30% at high xL.
    
-10
-5
0
5
10
-10 -5 0 5 10
Fig. 17: The geometrical acceptance of FNC calorimeter defined by the aperture of the HERA beam-line elements.
Physics with Leading Neutrons The main goal of the FNC calorimeters is to measure
the energy and angles of fast neutrons from the reaction ep→ e′ +X + n (see Fig. 15). The H1
and ZEUS Collaborations provided many results on leading neutron production in DIS, photo-
production, in events containing jets or charm in the final state [32]. The results are successfully
interpreted within the approach that at high xL = En/Ep and low pT,n the dominant mechanism
of forward neutron production is the π+-exchange.
An example of the observed neutron energy and the transverse momentum distributions for
the deep-inelastic scattering (DIS) events is shown in Fig. 18 and compared with the Monte Carlo
simulation [33]. The distribution is well described by the pion exchange Monte Carlo simulation
(RAPGAP) with some admixture of the standard DIS Monte Carlo simulation (DJANGO).
Based on the assumption that at high xL the leading neutron production is dominated by
the pion exchange mechanism, the measurement of DIS cross sections in events with leading
neutrons can provide an important information about the pion structure. The quark and gluon
distributions of the pion have previously been constrained using Drell–Yan data and direct photon
production data obtained by πp scattering experiments and are limited to high x (x > 0.1) values.
Figure 19 shows FLN(3)2 /Γπ as a function of β for fixed values of Q2. Here, F
LN(3)
2 is the
measured semi-inclusive structure function for leading neutron production, Γπ is the integrated
pion flux, and β = x/(1−xL) is a Bjorken scaling variable for the virtual pion. Thus, FLN(3)2 /Γπ
can be interpreted as a pion structure function F π2 and can distinguish between the different
parameterisations of the pion structure function (Fig. 19). Moreover, using the measured rate
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Fig. 18: The observed neutron energy spectrum and the transverse momentum pT distribution from the DIS interac-
tions. The data distribution is compared with the Monte Carlo simulation, which is the mixture of RAPGAP with pion
exchange and the DJANGO models.
of leading neutron production in DIS, the total probability of p → nπ+ fluctuation in DIS of
16–25% was estimated [34].
In exchange models, neutron absorption can occur through rescattering. Absorption is a
key ingredient in calculations of gap-survival probability in pp interactions at the LHC, critical
in interpreting hard diffractive processes, including central exclusive Higgs production. In the
processes with leading neutron production, due to the rescattering the neutron may migrate to
lower xL and higher pT such that it is outside of the detector acceptance. The rescattering can
also transform the neutron into a charged baryon which may also escape detection. Since the
size of the virtual photon is inversely related to Q2, more neutron rescattering would be expected
for photoproduction (Q2 ≈ 0) than for deep inelastic scattering. The size of the n-π system is
inversely proportional to the neutron pT , so rescattering removes neutrons with large pT . Thus
rescattering results in a depletion of high pT neutrons in photoproduction relative to DIS: a viola-
tion of vertex factorization. Figure 20 shows the ratio of the xL distributions for photoproduction
and DIS. In the range 0.2 < xL < 0.4, the ratio drops slightly but rises for higher xL values,
exceeding unity for xL > 0.9. The deviation of the ratio from unity is a clear violation of vertex
factorization. The dashed and solid curves in Fig. 20 are the expectation for the suppression of
leading neutrons in photoproduction relative to DIS from a model of pion exchange with neu-
tron absorption [35], Within the normalization uncertainty the data are well described by the
absorption model. Also shown in Fig. 20 is another model [36] which employs the optical theo-
rem together with multi-Pomeron exchanges to describe all possible rescattering processes of the
leading hadron, resulting in absorptive effects. With the correction for different W dependences,
the prediction is close in magnitude to the data.
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Fig. 19: FLN(3)2 /Γpi at xL = 0.73 plotted as a function of β for fixed values of Q2. The quantity Γpi is the pT
integrated pion flux factor.
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Fig. 22: Comparison of the leading neutron energy spectra measured at HERA (H1 [33]) with the predictions of the
models used for cosmic ray analyses. The distributions are normalised to compare the shapes.
EXPERIMENTAL RESULTS
HERA and the LHC 601
Forward Particles at HERA and Cosmic Rays The measurements of forward particles
at HERA may provide valuable information for the physics of ultra-high energy cosmic rays.
Despite the huge difference between the energy ranges accessible in the cosmic rays and the
colliders, we may assume that the hadron production in the proton fragmentation region doesn’t
depend much on the energy and the type of interacting particle. The longitudinal segmentation
of the FNC calorimeters at HERA allows to separate signals from the neutrons from that of
photons, thus the experiments can measure the differential distributions of xL and pT for the
neutrons and the photons. Moreover, the measurements can be made also for the different proton
beam energies (we recall that the last three months the HERA collider was running at lower
proton beam energies). The cosmic ray models can make predictions for these measurements
and be tuned accordingly.
Comparison of the leading proton and the leading neutron spectra measured at HERA with
the predictions of the models used for cosmic ray analyses are shown in Figs. 21 and 22. Here,
the comparison is made before the detailed tunings of the models. It demonstrates that the HERA
measurements are indeed sensitive to the differences between the models and can be used for the
tuning of model parameters.
To summarise, the HERA experiments provide a wealth of measurements of leading baryon
production. These measurements give an important input for an improved theoretical understand-
ing of the proton fragmentation mechanism. The HERA data on forward particle production can
help to reduce the uncertainty in the model predictions for very high energy cosmic ray air show-
ers.
Forward Particles at LHC At the LHC, the collision energy of protons,
√
s=14 TeV, corre-
sponds to 1017 eV in the laboratory system. So the measurements at the LHC are important to
constrain the interaction models used in the cosmic-ray studies. The LHC is also capable of
colliding different kind of ions. Measurements of ion collisions especially to simulate the in-
teractions between cosmic-rays and atmosphere are also valuable. In the collider experiments,
most of the collision energy flows into the very forward direction that is not covered by the
general purpose detectors like ATLAS and CMS in case of the LHC. Dedicated experiments to
cover these high rapidity region are necessary for the cosmic-ray studies. Fig. 23 shows the en-
ergy flux in 14 TeV collisions as a function of pseudo-rapidity η. Two independent experiments
LHCf, TOTEM, and sub-detectors of the big experiments ZDCs are capable of measuring very
forward particles. Coverage of each experiment in pseudo-rapidity is also indicated in Fig. 23
by arrows. Because each experiment has different capability (charged or neutral particle mea-
surement, hadron or electromagnetic calorimeter, calorimeter or tracker, infinite or finite pseudo-
rapidity coverage, aperture, position/energy resolutions), they provide complementary data for
total understanding of the very forward particles.
LHCf (LHC forward) is an experiment dedicated to solve the cosmic-ray problems [38].
The experiment is a kind of ZDC (Zero Degree Calorimeter) but optimized to discriminate the
interaction models used in the cosmic-ray studies. In LHC, at 140 m away from IP1 the beam
pipe makes a transition from a common beam pipe facing the IP to two separate beam pipes
joining to the arcs of LHC (the Y vacuum chamber). LHCf has installed two detectors in this
96 mm gap between two pipes at either side of IP1 and will measure the neutral particles of
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Fig. 23: pseudo-rapidity distribution at LHC
η>8.4. Each detector has two sampling calorimeter towers with 44X0 made of plastic scintilla-
tors and tungsten. The transverse cross-section of the calorimeters ranges from 20 mm×20 mm
to 40 mm×40 mm. One detector has Scifi and MAPMT, and the other has silicon strip tracker for
position measurements. The detectors can measure the energy and PT distributions of gamma-
rays and neutrons. Small double-tower configuration enables analysis of π0 mass reconstruction
by measuring the energies and positions of decayed gamma-ray pairs, consequently the deter-
mination of the π0 energy spectrum. With the energy resolution better than 5% for gamma-rays
and 30% for hadrons, and position resolution better than 0.2 mm, major models used in the CR
studies can be discriminated as shown in Fig. 24. A comparison study considering some recent
models has also predicted large variation from model to model that can be confirmed by the
LHCf measurements [39]. LHCf can also study the Landau-Pomeranchuk-Migdal (LPM) effect
in detail. In the tungsten calorimeter, electromagnetic showers of >TeV energy show >10%
deviation from the non-LPM expectation. LHCf is planning to take data in the early stage of the
LHC commissioning.
TOTEM is an experiment to measure the total cross section in the proton collisions at
IP5 in the LHC [38]. TOTEM measures the numbers of the proton elastic scattering using the
Roman Pot detectors and inelastic scattering using the so-called telescopes surrounding the beam
pipe. The RP detectors also measure the position of the elastically scattered protons to determine
dNel/dt at t=0 extrapolation. Combining these measurements and the optical theorem, TOTEM
will determine the total cross section with ±1 mb error.
ZDCs are the sub detectors of the ATLAS, CMS and ALICE experiments. Except a part
of the ALICE ZDC (ZP), all ZDCs are installed in the place where the beam pipe is separated
into two as was the case of LHCf. The prime motivation of the ZDCs is to determine the energy
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Fig. 24: Energy spectra of single γ-rays and π0’s expected in the LHCf measurement using different interaction
models.
carried by the spectator nucleons in ion collisions. For this purpose, ZDCs have as wide aperture
as possible in the limited volume and as thick material as possible to measure the energy flow of
the nucleons.
In summary, the LHC gives an unprecedented opportunity to constrain the interaction mod-
els used in the cosmic-ray studies. The integration of the data from not only the experiment ded-
icated for the cosmic-ray science (LHCf) but also the others, especially the forward experiments
introduced above is important to constrain the interaction models used in the cosmic-ray studies.
3 Neutrino cross section and uncertainties
Predictions of neutrino cross-sections at high energies have sizeable uncertainties which derive
largely from the measurement uncertainties on the parton distribution functions (PDFs) of the
nucleon. In the framework of the quark-parton model, high energy scattering accesses very large
values of Q2, the invariant mass of the exchanged vector boson, and very small values of Bjorken
x, the fraction of the momentum of the incoming nucleon taken by the struck quark. Thus when
evaluating uncertainties on high energy neutrino cross-sections it is important to use the most
up to date information from the experiments at HERA, which have accessed the lowest-x and
highest Q2 scales to date. The present paper outlines the use of the ZEUS-S global PDF fit
formalism [40], updated to include all the HERA-I data. Full details are given in [41].
Conventional PDF fits use the Next-to-leading-order (NLO) Dokshitzer-Gribov-Lipatov-
Altarelli-Parisi (DGLAP) formalism of QCD to make predictions for deep inelastic scattering
(DIS) cross-sections of leptons on hadrons. At low-x where the gluon density is rising rapidly it
is probably necessary to go beyond the DGLAP formalism in order to resum ln(1/x) diagrams,
or even to consider non-linear terms which describe gluon recombination. Such approaches are
beyond the scope of the present discussion, which is concerned with the more modest goal of
estimating the uncertainties on high energy neutrino cross-sections which are compatible with
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the conventional NLO DGLAP formalism. As a corollary, if cross-sections much outside the un-
certainty bands presented here are observed, it would be a clear signal of the need for extensions
to conventional formalism.
This work provide an update on the neutrino cross-sections in the literature [42] which
used PDF sets which no longer fit modern data from HERA and an ad hoc procedure for esti-
mating PDF uncertainties. There are several improvements on previous work. Firstly, a recent
PDF analysis which includes data from all HERA-I running [40] is used. Secondly, a consistent
approach to PDF uncertainties – both model uncertainties and, more importantly, the uncertain-
ties which derive from the correlated systematic errors of the input data sets is used. Thirdly,
NLO rather than LO calculations are used throughout. Fourthly, a general-mass variable flavour
number scheme [43] is used to treat heavy quark thresholds.
The PDF fit formalism of the published ZEUS-S global PDF analysis [40] is used, but
this fit is updated as follows. First, the range of the calculation has been extended up to Q2 =
1012 GeV2 and down to x = 10−12. Second, all inclusive cross-section data for neutral and
charged current reactions from ZEUS HERA-I running (1994–2000) are included in the fit.
Third, the parametrization is extended from 11 to 13 free parameters, input at Q20 = 7 GeV2.
The most significant source of uncertainties on the PDFs comes from the experimental
uncertainties on the input data. The PDFs are presented with full accounting for uncertainties
from correlated systematic errors (as well as from statistical and uncorrelated sources) using
the conservative OFFSET method. The uncertainty bands should be regarded as 68% confidence
limits. The PDF central values and uncertainties from this updated ZEUS-S-13 fit are comparable
to those on the published ZEUS-S fit [40], as well as the most recent fits of the CTEQ [44] and
MRST [45] groups.
Previous work [42] treated heavy quark production by using a zero-mass variable flavour
number scheme, with slow-rescaling at the b to t threshold. The exact treatment of the b → t
threshold is not very important for the estimation of high energy neutrino cross-sections since the
contribution of the b is supressed, but the correct treatment of heavy quark thresholds is important
in determining the PDFs for lowerQ2 (. 5000 GeV2) and middling x (5×10−5 . x . 5×10−2)
and this is a kinematic region of relevance to the present study.
The results of this study show that the PDF uncertainty on the neutrino (and antieutrino)
charged current (CC) cross-sections remains modest (< 15%) even at the highest energies con-
sidered here: s = 1012 GeV2. The reason for this is that the high energy (Eν > 107 GeV)
νN and ν¯N cross-sections are dominated by sea quarks produced by gluon splitting g → qq¯
and, although the PDF uncertainty on the sea quarks is large at low-x and low Q2, the domi-
nant contributions to the cross-sections do not come from very low Q2 values. The dominant
contributions come from the kinematic region 50 . Q2 . 104 GeV2 (where the exact region
moves up gradually with s). The contribution of higher Q2 (Q2 > M2W ) is suppressed by the
W -propagator. Furthermore, there is a restriction on the lowest value of x probed for each Q2
value due to the kinematic cut-off (y < 1 and since x = Q2/sy, we must have, x > Q2/s).
This kinematic cut-off ensures that higher Q2 values do not probe very low-x until the neutrino
energies are very high indeed. For example, at Eν = 1.9 × 107 GeV, the important range is
10−6 . x . 10−3, while for Eν = 5.3 × 109 GeV, this moves down to 10−8 . x . 10−4.
Full details on the PDF uncertainties and the predictions for the neutrino and antineutrino double
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Fig. 25: The total CC cross-section at ultra high energies for neutrinos (left) and antineutrinos (right) along with the
±1σ uncertainties (shaded band), compared with the previous calculation by Gandhi et al.
differential cross-sections are given in reference [41].
The total CC cross-sections are obtained by integrating the predicted double differential
cross-sections d2σ/dxdy. These cross-sections are illustrated in Fig. 25 together with their un-
certainties due to the PDFs, including both model uncertainties and the experimental uncertain-
ties of the input data sets. The trend of the PDF uncertainties at high neutrino energy can be
understood by noting that as one moves to higher and higher neutrino energies one also moves
to lower and lower x where the PDF uncertainties are increasing. At lower neutrino energies
(102 < Eν < 107 GeV) the high-x region becomes important and the neutrino and antineutrino
cross-sections are different due to the valence PDF contribution. The onset of the linear depen-
dence of the cross-section on s for s < M2W can be seen. The trend of the PDF uncertainties in
the low energy region can be understood as follows: as one moves to lower neutrino energies one
moves out of the very low-x region such that PDF uncertainties decrease. These uncertainties are
smallest at 10−2 . x . 10−1, corresponding to s ∼ 105. Moving to yet lower neutrino energies
brings us into the high-x region where PDF uncertainties are larger again.
Figure 25 also compares our CC cross-section to the widely used leading-order calculation
of Gandhi et al [42]. The present results show a less steep rise of the cross-section at high
energies, reflecting the fact that more recent HERA cross-section data display a less dramatic
rise at low-x than the early data.
In conclusion, the charged current neutrino cross-section at NLO have been calculated
in the Standard Model using the best available DIS data along with a careful estimate of the
associated uncertainties. if cross-sections much outside the uncertainty bands presented here are
observed at UHE cosmic neutrino detectors, it would be a clear signal of the need for extensions
to conventional QCD DGLAP formalism.
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Model predictions for HERA, LHC and cosmic rays
A. Bunyatyan, A. Cooper-Sarkar, C. Diaconu, R. Engel, C. Kiesling, K. Kutak, S. Ostapchenko,
T. Pierog, T.C. Rogers, M.I. Strikman, T. Sako
1 Hadron production
Min-bias model comparison The simple approach of section [1] allows us to extract the main
observables which lead the air shower development, namely:
• cross section
• multiplicity
• forward spectra (inelasticity)
• (anti)baryon production
We will compare the commonly used hadronic interaction models for air shower simulations at
HERA and LHC energies for these observables.
Hadronic interaction models There are several hadronic interaction models commonly
used to simulate air showers. For high energy interactions (Elab & 100 GeV), the models studied
here are EPOS 1.6 [2,3], QGSJET 01 [4], QGSJET II [5,6], and SIBYLL 2.1 [7–9]. The physics
models and assumptions are discussed in, for example, [10]. All the high-energy interaction
models reproduce accelerator data reasonably well but predict different extrapolations above
Ecms ∼1.8 TeV (Elab ∼ 1015 eV) that lead to very different results at high energy [11, 12]. The
situation is different at low energy where several measurements from fixed target experiments
are available [13]. There one of the main problems is the extrapolation of measurements to the
very forward phase space region close to the beam direction and the lack of measurements of
pion-induced interactions. Both HERA and LHC can help to constrain these models.
Cross section As seen a previous section, the cross section is very important for the de-
velopment of air showers and in particular for the depth of shower maximum. As a consequence,
the number of electromagnetic particles at ground is strongly correlated to this observable (if the
shower maximum is closer to ground, the number of particle is higher).
The proton-proton scattering total cross section is usually used as an input to fix basic pa-
rameters in all hadronic interaction models (see paragraph on total cross section below). There-
fore, as shown Fig. 1 lefthand-side, the p-p total cross section is very well described by all the
models at low energy, where data exists. And then it diverges above 2 TeV center-of-mass (cms)
energy because of different model assumption. Thanks to the TOTEM experiment, the cross sec-
tion will be measured accurately at LHC energy allowing a strong reduction of the model uncer-
tainty (∼20%). In all the figures of this subsection EPOS 1.6 is represented by a full (blue) line,
QGSJET II by a dashed (red) line, QGSJET 01 by a dash-dotted (black) line and SIBYLL 2.1 by
a dotted (green) line.
From p-p to proton-air interactions, the Glauber model is used in all models but with differ-
ent input parameters depending on nuclear effects (none in SIBYLL 2.1, strong in QGSJET II).
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Fig. 1: Total cross section of p-p collision (lefthand-side) and inelastic proton-air cross section (righthand-side) as
calculated with EPOS 1.6 (full line), QGSJET II (dashed line), QGSJET 01 (dash-dotted line) and SIBYLL 2.1
(dotted line). Points are data from accelerator [14] and cosmic ray experiment [15].
So comparing the models to each other (Fig. 1 righthand-side), differences appear even at low
energy where the p-p cross section are similar. And at high energy the spread is again larger. Fur-
thermore, the simulated cross sections seem all to increase faster than the measured one, even at
low energy (< 1 Tev) where direct measurement of single hadrons from cosmic rays can be done
at ground [15] (almost accelerator like measurement since proton flux is known). Proton-Carbon
interactions at LHC would be very helpful to solve this problem.
Multiplicity According to Sec. [1], the multiplicity plays a similar kind of role as the
cross section, but with a weaker dependence (log). On the other hand, the predictions from the
models have much larger differences. As shown Fig. 2, going from the multiplicity of charged
particles with |η| < 3 for nondiffractive collisions at 900 GeV cms energy (lefthand-side), where
models agree with the UA5 data [16], to the multiplicity of charged particles (minimum bias)
at 14 TeV (LHC) (righthand-side), the discrepancy can be larger than a factor of 2 in the tail of
the distribution (and the shape is different). The EPOS model predicts much smaller multiplicity
than QGSJET II.
The multiplicity distribution of charged particles is a very good test of the fundamental
property of the hadronic interaction models and it should be one of the first result of the LHC
experiments.
Forward spectra Forward particle distributions are crucial for air shower development
because most of the energy is carried by these particles (and not the ones in the central region).
The forward spectra have been measured in fixed target experiment at energies of few hundreds
of GeV (few tens of GeV in cms energy) and the models reproduce this data correctly since they
are used to fix some model parameters.
At higher energy, hadron collider experiments could not measure particles in the very
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forward region. But we can test the models thanks to the electron-proton HERA collider where
proton or neutron production on the proton side can be measured up to very high longitudinal
momentum. Results are shown Fig. [17]. While the models agree on xL distributions at low
energy, we can observe differences between them at HERA energy and in particular for EPOS 1.6
which seems to have a too strong proton dissociation in the forward region compared to the ZEUS
experiment [18].
Various experiments at LHC (cf sec. [19]) should provide very usefull new data in this
kinematic region, where we can see on Fig. 3, that the discrepency between the models is very
large.
(Anti)Baryon production In the forward region, the number of (anti)baryons is very
important for the number of muons produced in air shower. The process is well described in [20],
where it is also shown that the number of antiprotons on the projectile side of pi-carbon collision
can only be reproduced correcly by the EPOS model. This is due to a more sophisticated remnant
treatment in this model which allows baryon number transfer from the inner part of the collision
to the forward (or backward) region.
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Fig. 4: Ratio of anti-proton over pion in p-p scattering at 1.8 TeV cms energy as a function of the plateau height
(lefthand-side) and rapidity distribution of this ratio for p-p interactions at LHC as calculated with EPOS 1.6 (full
line), QGSJET II (dashed line), QGSJET 01 (dash-dotted line) and SIBYLL 2.1 (dotted line). Points are data [21,22].
Another particularity of the (anti)baryons is that their production increase faster with the
energy that the pion production. In other words, the ratio p/pi increase with energy. At the
highest measured energy (TEVATRON [22]), we can see on the lefthand-side of Fig. 4, that only
EPOS describes correctly this ratio as a function of the event multiplicity. Other models are too
low.
Extrapolating to LHC, the difference between the models appears clearly on the rapidity
distribution of the p/pi− as shown Fig. 4 on the righthand-side. This ratio at midrapidity seems
to saturate since the values at LHC are similar to the ones at TEVATRON, but the shape is really
different comparing the models. Because of its remnant structure, EPOS predicts much more
antiproton in the forward region of non-diffractive events (|y| ∼ 7).
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This explain why air showers simulated with EPOS contain more muons. Measurement
of (anti)-baryon distributions at LHC will be very important to constrain muon number in air
showers.
Total cross section Among the most important quantities relevant for hadronic model applica-
tions to cosmic ray (CR) physics is the total hadron-hadron cross section σtot. The reason for
that is twofold. First of all, the knowledge of the total cross section implies the knowledge of the
corresponding elastic scattering amplitude, taken the optical theorem relation between the two
quantities. Hence, one is able to calculate the corresponding inelastic cross section and, using
the Glauber formalism, to generalize these results to hadron-nucleus collisions. In turn, inelastic
hadron-air cross sections are crucial quantities for the description of CR-induced nuclear-electro-
magnetic cascades in the atmosphere, so-called extensive air showers (EAS).
Secondly, with the total cross section being the sum of partial contributions of all possible
final states for a given reaction, optical theorem allows one, within a particular model approach, to
establish a correspondence between various contributions to the elastic scattering amplitude and
partial probabilities of particular configurations of the interaction. Thus, available experimental
information on the energy dependence of σtotpp may significantly constrain model predictions for
basic characteristics of hadron production in the high energy asymptotics.
In particular, such a mapping is provided by the Gribov’s Reggeon Field Theory (RFT)
[23], where elastic hadron-hadron scattering is described by multiple exchanges of compos-
ite objects – Pomerons. Correspondingly, inelastic cross section may be obtained as a sum of
contributions of certain unitarity cuts of elastic scattering diagrams, applying the Abramovskii-
Gribov-Kancheli (AGK) cutting rules [24]. There, partial contributions to σinelad correspond to
configurations of the interaction with a given number of ’elementary’ production processes, the
latter being described as ’cut Pomerons’. In fact, the essence of the AGK rules is that there is no
interference between final states with different numbers of ’cut Pomerons’, thanks to the fact that
they occupy different regions of the phase space.
The described scheme takes an especially simple form if one assumes eikonal vertices for
Pomeron-hadron coupling. However, one has to take into consideration contributions of multi-
particle intermediate states for the projectile and target hadrons, ’between’ Pomeron exchanges.
The latter give rise to the diffraction dissociation and inelastic screening, the two phenomena
being closely related to each other. Restricting oneself with low mass intermediate states only,
one can develop a scheme of Good-Walker type, considering Pomeron-hadron coupling to be a
matrix, whose elements correspond to transitions between hadronic elastic scattering eigenstates,
and to obtain for total and absorptive (non-diffractive) hadron a - hadron d cross sections [25]
σtotad (s) = 2
∑
i,j
Ci/a Cj/d
∫
d2b
(
1− e−λi/a λj/d χPad(s,b)
)
(1)
σabsad (s) =
∑
i,j
Ci/a Cj/d
∫
d2b
(
1− e−2λi/a λj/d χPad(s,b)
)
, (2)
where the Pomeron exchange eikonal χPad(s, b) is the imaginary part of the corresponding ampli-
tude in the impact parameter representation (the small real part can be neglected in high energy
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asymptotics) and Ci/a, λi/a are relative weights and relative strengths of elastic scattering eigen-
states for hadron a.
Apart from the very possibility of introducing diffraction dissociation, the above-described
treatment has two important differences from the purely eikonal scheme. First, both total and in-
elastic cross sections are reduced, the effect being enhanced for a scattering on a nuclear target.
Predictions of cosmic ray interaction models for σinelh−air sizably differ, depending on whether or
not the inelastic screening corrections are taken into account and being in contradiction with
available data in the latter case, see Fig. 1. Secondly and even more importantly, one obtains sig-
nificantly bigger fluctuations of multiplicity of produced particles and of numbers of ’wounded’
nucleons in hadron-nucleus and nucleus-nucleus interactions, which has a strong impact on
specifing the ’centrality’ of nuclear collisions in collider applications. It is worth stressing, how-
ever, that the described quasi-eikonal scheme can not treat high mass multi-particle intermediate
states which give rise to high mass diffraction processes and result in additional screening contri-
butions. The solution of the problem is provided by taking into consideration so-called enhanced
diagrams corresponding to Pomeron-Pomeron interactions [5, 26, 27].
In hadronic interaction models, the Pomeron eikonal χPad is usually split into two parts,
corresponding to partial contributions of ’soft’ and ’semi-hard’ parton cascades to elementary
scattering process [4, 28]:
χPad(s, b) = χ
Psoft
ad (s, b) + χ
Psh
ad (s, b) (3)
In particular, in the ’mini-jet’ approach [28] the ’semi-hard’ eikonal is expressed as the prod-
uct of the corresponding inclusive cross section σjetad (s, pt,cut) for the production of parton jets
with transverse momentum exceeding some cutoff pt,cut and the hadron overlap function A(b)
(convolution of hadronic form factors):
χmini−jetad (s, b) = σ
jet
ad (s, pt,cut) A(b) , (4)
where the inclusive jet cross section is given by a convolution of parton distribution functions
(PDFs) fi/a(x,Q2) with the parton scatter cross section dσ2→2ij /dp2t :
σjetad (s, pt,cut) =
∑
i,j
∫
dx+dx−dp2t fi/a(x
+, p2t ) fj/d(x
−, p2t )
dσ2→2ij
dp2t
Θ(p2t − p2t,cut) (5)
However, when realistic PDFs are employed, the steep energy rise of σjetpp leads to a contra-
diction between the predicted and measured σtotpp . To overcome the problem, one usually assumes
that the low-x rise of hadronic PDFs is strongly damped by parton saturation effects which are
often mimicked via using an energy-dependent pt-cutoff: pt,cut = pt,cut(s) [29]. Recently, one
attempted to derive constraints on the required pt,cut(s) dependence, based on the ansatz (4) [30].
Nevertheless, the situation remains puzzling: on one hand, one needs significant saturation ef-
fects in order to damp the quick energy rise of σtotpp , on the other – no such a strong saturation has
been observed in DIS experiments at HERA. A possible solution is that the factorization ansatz
(4) for the semi-hard eikonal becomes invalid when non-linear corrections to parton dynamics
are taken into account [6]. The latter is easy to understand when bearing in mind that the QCD
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factorization applies to fully inclusive quantities only, an example being the inclusive jet cross
section (5), while being inapplicable for calculations of hadronic cross sections and of partial
probabilities of particular final states. As was shown in [6], the semi-hard eikonal still can be
cast in the form similar to (4-5), however, with the usual PDFs fi/a(x,Q2) being replaced by
reaction-dependent ones. Unlike the usual PDFs measured in DIS, those descibe parton evolu-
tion during the interaction process, which is thus influenced by parton re-scattering on the partner
hadron, as depicted in Fig. 5.
p p
p
...
(x, Q  )2 (x, Q  )2
Fig. 5: Schematic view of parton distributions as ”seen” in DIS (left) and in proton-proton collision (right). Low
x parton (sea quark or gluon) originates from the initial state “blob” and interacts with a highly virtual “probe”.
In proton-proton interaction the initial “blob” itself is affected by the collision process – due to additional soft re-
scatterings on the target, indicated by dashed lines.
Screening and saturation effects in MC models Crucial differences between present hadronic
MC generators are related to how they treat nonlinear interaction effects emerging in the high par-
ton density regime. The latter appear naturally when considering hadron-hadron and, especially,
nucleus-nucleus scattering in the limit of high energies and small impact parameters, where a
large number of parton cascades develops in parallel, being closely packed in the interaction
volume. In the QCD framework, the corresponding dynamics is described as merging of par-
ton ladders, leading to the saturation picture: at a given virtuality scale the parton density can
not exceed a certain value; going to smaller momentum fractions x, further parton branching is
compensated by merging of parton cascades [31]. Importantly, at smaller x, the saturation is
reached at higher and higher virtuality scale Q2sat(x). The approach has been further developed
in the large Nc-based color glass condensate (CGC) framework, where detailed predictions for
the Q2sat(x) behavior have been derived [32].
In MC generators, one usually attempts to mimic the saturation picture in a phenomenolog-
ical way. Standard method, employed, e.g., in the SIBYLL model [7–9], is to treat the virtuality
cutoff Q20 between soft and semihard parton processes as an effective energy-dependent satura-
tion scale: Q20 = Q2sat(s) and to neglect parton (and hadron) production at |q2| < Q20(s). The
parameters of the corresponding Q20(s) parametrization are usually tuned together with the other
model parameters by fitting the measured proton-proton cross section.
A more sophisticated procedure has been applied in the EPOS model [3], where effective
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saturation effects, being described by a set of parameters, depend on energy, impact parameter,
types of interacting hadrons (nuclei). The corresponding mechanism influences not only the
configuration of the interaction (how many processes of what type occur) but also the energy
partition between multiple scattering processes and the hadronization procedure, the relevant
parameters being fitted both with cross section and with particle production data.
An alternative approach has been employed in the QGSJET II model [5, 6], providing a
microscopic treatment of nonlinear effects in the RFT framework: describing the latter by means
of enhanced diagrams [26], corresponding to Pomeron-Pomeron interactions. In particular, the
procedure proposed in [5] allowed one to resum contributions of dominant enhanced graphs to the
scattering amplitude to all orders in the triple-Pomeron coupling. Furthermore, to treat secondary
particle production, the unitarity cuts of the corresponding diagrams have been analyzed and a
procedure has been worked out to resum the corresponding contributions for any particular final
state of interest [27], which allowed one to implement the algorithm in the MC generator and to
sample various configurations of the interaction in an iterative fashion. The main drawback of
the approach is the underlying assumption that Pomeron-Pomeron coupling is dominated by soft
(|q2| < Q20) parton processes. Thus, in contrast to the perturbative CGC treatment, the model
has no dynamical evolution of the saturation scale: the saturation may only be reached at the Q20
scale; at |q2| > Q20 parton evolution is described by purely linear DGLAP formalism.
Fragmentation of hadrons at ultra high energies Currently practically no experimental in-
formation is available on production of leading hadrons (xF ≥ 0.1) in the hadron - hadron col-
lisions at the collider energies. At fixed target energies production of leading hadrons involves
several partons of the projectile. For example, production of baryons in xF ≥ 0.4 predominantly
involves at least two valence quarks of the proton, which did not experience a significant inelastic
interaction, leading to a rather flat distribution in xF . Similarly, the spectrum of the leading pions
is much harder than the one corresponding to the fragmentation of one quark of the proton.
At high energies a novel situation emerges since a parton of the projectile with a given
xpr can resolve partons in the target with smaller and smaller xT ≥ 4k2t /(xprsNN ). Here kt is
typical parton transverse momentum in the interaction. The cross section of inelastic interaction
is proportional to the gluon density at x = xT , Q2 ∼ 4k2t . For xpr = 0.3, kt = 1 GeV/c at LHC
(GZK) energies x down to ∼ 10−7(10−10) are resolved. As a result, probability of inelastic
interaction for a parton passing at a fixed distance ρ from the center of the other nucleon grows
with energy roughly as sn, n ≥ 0.25 until it reaches values close to one - the black disk regime
(BDR). For example, at LHC energies, at ρ = 1 fm the interaction is black for the leading quarks
with p2t ≤ 1 (GeV/c)2 and for leading gluons with p2t ≤ 2(GeV/c)2, see [33] for the review.
Between LHC and GZK energies the strength of interaction for fixed ρ, and given virtuality is
expected to increase by at least a factor of five extending further the region of ρ where interaction
remains black up to large virtualities. The range of ρ where interaction is black grows as a power
of energy, while soft diffusion changes the radius of strong interaction logarithmically. Hence
the fraction of peripheral inelastic collisions in which leading partons of the nucleon remain
spectators should decrease with energy. (Obviously the effect is even stronger for the cosmic ray
interactions with air (〈A〉 ∼ 14).)
In the BDR two effects modify fragmentation. One is that interaction selects configura-
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tions in the colliding hadrons with large transverse momenta comparable to the scale of the BDR
for given xpr, ρ. This effectively results in the fractional energy losses [34,35]. The second effect
is the loss of coherence between the leading partons as they receive large transverse momenta and
cannot fragment jointly to the same leading hadron. As a result, the projectile becomes “shat-
tered”: The leading partons with x ∼ 0.2 fragment independently into minijets with transverse
momenta of few GeV and rapidities
yminijet = ymax + lnx− ln(pt BDR/mN ), (6)
where ymax = ln(pN/mN ). Production of hadrons from these minijets proceeds independently
over a range of rapidities determined by condition that transverse momentum of hadrons in the
jets due to primordial transverse momentum of a parton is larger than the soft transverse momen-
tum scale pt soft ∼ 0.4 GeV/c. In the fragmentation process the transverse momentum of the
primary parton is shared by produced partons in proportion of their light cone fractions. Hence,
one can estimate the range of fractions, z, of the jet momentum where fragmentation of partons
can be treated as independent:
z = pt soft/pt BDR. (7)
For pt BDR ∼ 1 GeV/c and x ∼ 0.2 ÷ 0.25 this corresponds to xF ≥ 0.1. With increase of
energy the range where independent fragmentation is valid should expand.
In the central p(pi)A collisions where nucleus edge effects can be neglected the differential
multiplicity of leading hadrons, integrated over p⊥, is approximately given by the convolution of
the nucleon parton density, fa, with the corresponding parton fragmentation function, Dh/a, at
the scale Q2eff = 4p2t,BDR [34, 36–38]:
1
N
(
dN
dxF
)p+A→h+X
=
∑
a=q,g
∫ 1
xF
dxxfa(x,Q2eff )Dh/a(xF/x,Q
2
eff ), (8)
where N is total number of inelastic events. Eq.8 leads to a much steeper decrease of the for-
ward spectrum with xF than the one observed in soft collisions, and, in particular, to the pi/N
ratio ≫ 1 for xF ≥ 0.2. Hence the large xF inclusive spectrum is likely to be dominated by
very peripheral collisions which constitute progressively smaller fraction of the collisions with
increase of energy. Hence one expects that the forward multiplicity will decrease with energy.
Another manifestation of this mechanism is broadening of the transverse distribution of the for-
ward hadrons which essentially reflects transverse momenta of the forward jets [36].
First studies of these effects for GZK energies were performed in [36]. It was found that
a strong increase of the gluon densities at small x leads to a steeper xF -distribution of leading
hadrons as compared to low energy collisions and results in a significant reduction of the position
of the shower maximum, Xmax. Account of this effect in the models currently used for the
interpretation of the data may shift fits of the composition of the cosmic ray spectrum near the
GZK cutoff towards lighter elements.
In the near future it will be possible to test experimentally these prediction in the central
deuteron - gold collisions at RHIC. Another possibility is to study pp collisions at the LHC with
special centrality triggers [39]. At the same time such meas
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of fragmentation in ultra high-energy pion - nucleus collisions which constitute the bulk of the
air showers. The interaction which is most similar to piA interactions (especially for low pt) and
could be studied at the collider energies in ultraperipheral heavy ion collisions is γA collisions.
In such collisions nuclei collide at large impact parameters where one nucleus effectively serves
as a a source of the Weizsacker-Williams photons. At the LHC one can probe a wide range of
energies WγN ≤ 1 TeV [40]. For WγN ≤ 200 GeV it will be possible to compare forward
spectra to the HERA data on the γp collisions. It will be also possible to study forward spectrum
as a function of WγN .
2 Ultra-high energy photons and s-channel unitarity
Photon cross sections at ultra-high energies Extrapolations of γp and γA cross sections to
extremely high energies are frequently used in studies of ultra-high energy (UHE) cosmic rays.
In particular, the UHE photon cross section is related to the cosmic ray air shower maximum,
Xmax (see [41] and references therein for a recent review). Furthermore, the identity of the
primary particle affects the shape of the resulting air-shower.
At UHE energies, the incident photon interacts with the hadron target by first fluctuating
into a virtual hadronic state a large distance ahead of the target. Probability of such interac-
tion may become comparable to the probability of the electromagnetic interactions in the media,
see review in [42]. Each of the virtual hadronic states interacts with the target with a strength
characterized by its transverse size (which is inversely related to the state’s virtuality). As the
center-of-mass energy increases, there is an increasingly large contribution to the photon wave-
function from very small size quark-antiquark pairs.
It can be argued on the basis of general assumptions that the asymptotic energy dependence
of photon cross sections is a power of ln s somewhere between 2 and 3 [43, 44]. An important
point is that one cannot directly apply the Froissart bound, σtot ∼ σpiN ∝ ln2 s, to photon-
hadron interactions because the incident photon wavefunction is non-normalizable – there is an
ultra-violet divergent contribution coming from small size configurations. Furthermore, a model
based on the combined contributions of a hard Pomeron and a soft Pomeron [45] badly violates
unitarity in the asymptotic limit because of the power-law behavior of the cross section. (This is
true even if eikonalization is used to enforce s-channel unitarity, because the power-law growth
of the basic cross section leads to a power-law growth of the radius of the interaction in impact
parameter space.) See [46] and references therein for a review of the different types of energy
dependence for the γp cross section predicted from various models.
Constraints on the growth of the photon cross section can be obtained by enforcing s-
channel unitarity in impact parameter space for each individual hadronic state in the photon
wavefunction. The method that we focus on here is the one used in [47] to address the unitarity
limit in HERA data, and extended to the UHE real photon case in [43]. In this approach, the
large size configurations have cross sections that grow at a rate typical of hadron-hadron inter-
actions, while small size configurations have cross sections that grow according to leading twist
(LT) pQCD. Intermediate sizes are obtained by extrapolating between these two regions. Con-
figurations that grow according to LT pQCD quickly become too large to be realistic and violate
s-channel unitarity. The approach in [43] is simply to allow this rapid growth, but to cut off
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impact parameter dependent cross sections at their maximum possible values when they start to
violate unitarity. The advantage of this approach is that it provides a conservative upper bound
on the γp cross section. The main disadvantage is that it does not address the details of the
higher-twist dynamical effects and/or non-perturbative effects that tame the cross section and are
ultimately responsible for enforcing unitarity.
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Fig. 6: The solid line is the dependence obtained the lower dashed lines show the sensitivity to variations in model
parameters.
Figure 6 is taken from [43] and compares the unitarity-corrected model with models that
allow a violation of s-channel unitarity. It should also be noted that the model of [43] is con-
sistent with other extrapolations (see, e.g., [48]) based on logarithmic energy growth. Note that,
although the unitarity corrections in [43] provide a conservative amount of taming, it still leads
to a cross section that is less than what is predicted from parameterizations that use a power-law
behavior for the basic cross section.
Charm contribution The framework in the previous section also allows for an estimate of the
contribution to the photon cross section from charmed mesons.
The contribution of charm in the photon wavefunction is generally suppressed by the mass
of the charm quark. However, at extremely high energies, there are large contributions from
highly virtual quark-antiquark fluctuations, and for these fluctuations the suppression from the
charm mass becomes negligible. If the energy is high enough that the γp cross section is entirely
dominated by these very small quark-antiquark pairs, then we expect a full recovery of flavor
SU(4) symmetry. In other words, we could expect up to 40% of the cross section to be due to
charm quarks. An analysis of this type was performed in [43] and shows that a significant con-
tribution, around 25% of the cross section, is due to charm quarks. See also recent work in [49].
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The enhancement of the charm production in the fragmentation region in the high gluon density
regime should occur also for the hadron induced cascades. It should lead to an enhancement of
the production of ultra-high energy muons in the cores of air showers with energies comparable
with the GZK cutoff.
Nuclear targets For γA interactions, a natural expectation is that one can directly extend the
analysis for the proton target discussed in the previous section to the nuclear case by replacing
the impact parameter dependent parton distribution function of the proton with the corresponding
distribution function for a nucleus. However, allowing the full disk of the nuclear target to grow
black yields cross sections that are even larger than what one expects from a naive extension of
a Glauber type model of photon-nucleus cross sections. In a more realistic treatment, therefore,
we can simply use the γp cross section from section 2 in a Glauber-Gribov treatment of the
interaction with a nuclear target. A large value of the σγNdiffr/σ
γN
tot ∼ 1/2 results in a large
nuclear shadowing and hence slower increase of the γ −A cross section with energy than in the
γp case. The resulting cross section from [43] is shown in Fig. 7.
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Fig. 7: The upper plot shows the cross section for a photon to scatter off Carbon using the basic cross section from
section (2). The lower plot shows the corresponding shadowing ratio.
3 Extrapolation of neutrino cross section
Extrapolation of neutrino cross-section towards very high energy is needed if we want to estimate
flux of ultrahigh energy neutrinos of extragalactic sources like Active Galactic Nuclei. Such esti-
mation might be useful for Ice Cube experiment which can detect neutrinos of energy 1012 GeV
and higher. The dominant interaction with matter at such energies is Deep Inelastic Scattering on
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nucleons and in particular with the gluonic component. This gluonic system is probed roughly
at x = 10−8. In order to be consistent with unitarity bound which states that total cross-section
should grow not faster than log2 1/x one has to allow for gluon recombination effects which re-
duce the rate of growth of gluon density. The most suitable approach to calculate the UHE neu-
trino nucleon cross-section is the kt factorisation approach (high energy factorisation). Within
this scheme in order to calculate the neutrino cross-section one performs convolution of trans-
verse momentum dependent hard matrix element (which in this case is weak boson-gluon fusion)
with unintegrated gluon distribution which takes into account high energy effects. The evolution
equation which introduces a large part of recombination effects in lepton-nucleon scattering is
the Balitsky-Kovchegov [50] equation. This equation generalizes the BFKL [51] equation. It
consists of a linear term which accounts for fast grow of gluon density at moderate values of x
and nonlinear term which comes with negative sign which tames the growth of gluon density at
low x. In reference [52] the calculation of F2(x,Q2)CC,NC using the BK equation (with sub-
leading corrections) was performed and the UHE neutrino-nucleon cross-section was calculated.
This calculation shows (see Fig. 8 (right)) that nonlinear effects reduce cross-section roughly by a
factor of two as compared to approach based on linear evolution equation (BFKL with subleading
corrections). In the calculation it was assumed that gluons are uniformly distributed in the nu-
cleon. A more realistic initial distribution would increase slightly the cross section as compared
to obtained from uniformly distributed gluons.
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Summary
A. Bunyatyan, A. Cooper-Sarkar, C. Diaconu, R. Engel, C. Kiesling, K. Kutak, S. Ostapchenko,
T. Pierog, T.C. Rogers, M.I. Strikman, T. Sako
Since their beginning the studies of cosmic ray and elementary particle physics have al-
ways be closely related and it has been demonstrated that the very high energy cosmic ray puzzle
can not be solved without the results of the HERA or LHC experiments.
Using a simple cascade model, it is possible to find the main parameters of hadronic in-
teractions that influence air shower predictions. These parameters, namely the inelastic cross
sections, the secondary particle multiplicity, the inelasticity, and the ratio of charged to neutral
hadrons, depend of the hadronic interaction model. As a consequence, realistic simulations of
hadron induced air-showers are model-dependent, leading to theoretical uncertainties in the anal-
ysis of experimental data. For a ground based detector, the model-related systematic error on
energy estimation can be as large as about 20% at 1019 eV if the mass of the primary particle
is unknown. The theoretical uncertainties of the energy reconstruction are much smaller for flu-
orescence light detectors (less than 5% even for unknown primary particle mass). The model
dependence of the primary mass estimation is crucial and currently the mass composition can
only be derived for a given hadronic model. As a consequence, the models have to be carefully
tested at the highest energy reached in experiments and especially in the forward region where
HERA and LHC can provide crucial informations.
The data on the total photoproduction cross section and jet final states with emphasis on the
phase space near the forward (proton) direction from HERA have been summarized, discussing
the extraction of the parton distribution functions from a combined data set of the two collider
experiments H1 and ZEUS. These data shed light on the parton evolution models and also enable
a unique measurement of the running strong coupling, providing new insight into QCD dynamics
at very low values of the Bjorken variable x.
In addition, the HERA experiments provide a wealth of measurements of leading baryon
production. These measurements give an important input for an improved theoretical under-
standing of the proton fragmentation mechanism. As shown, the HERA data on forward particle
production can help to reduce the uncertainty in the model predictions for very high energy cos-
mic ray air showers.
In the near future, the integration of the data from not only the LHC experiment dedi-
cated for the cosmic ray science (LHCf) but also the others, especially the forward experiments
introduced in [1] will be important to constrain the interaction models used in the cosmic-ray
studies.
The charged current neutrino cross-section at NLO have been calculated in the Standard
Model using the best available DIS data along with a careful estimate of the associated uncertain-
ties. If cross-sections much outside the uncertainty bands presented here are observed at UHE
cosmic neutrino detectors, it would be a clear signal of the need for extensions to conventional
QCD DGLAP formalism.
Finally the extrapolation of photoproduction and neutrino cross-section towards very high
energy is needed if we want to estimate flux of ultrahigh energy photons and neutrinos of ex-
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tragalactic sources like Active Galactic Nuclei. Such estimation might be useful for the Pierre
Auger Observatory to set a proper limit on the photon flux and Ice Cube experiment which can
detect neutrinos of energy 1012 GeV and higher. Here again, the best constrains are given by
both HERA and LHC experiments.
Acknowledgments The research of M.S. was supported by the United States Department of
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As for the previous HERA-LHC workshop, the main goals of the WG5 working group
during 2006–2008 were: 1) To examine and improve Monte Carlo models for the LHC data using
the experience and ideas from the HERA experiments; 2) To develop analysis frameworks to be
used to tune and validate Monte Carlo models; 3) To review and further develop data analysis
tools, common interfaces and libraries, which have their origin at HERA and can be useful for
studies at the LHC.
Over the past few years, the working group has covered various aspects of data analysis
tools and Monte Carlo models, from the conceptually simple ideas through technically detailed
projects. Below we will briefly discuss several topics covered by the participants of the WG5
working group.
1 Monte Carlo event generators
There has been considerable progress in the development of Monte Carlo event generators during
this workshop. In the working group, we had a very broad coverage of almost all existing Monte
Carlo event generators which are expected to be used at the LHC. We have particularly discussed
the developments of ALPGEN, PYTHIA8 , HERWIG++, CASCADE, MC@NLO, THEPEG
and Forward Physics Monte Carlo (FPMC) [1, 2]. A lot of progress has been made in different
areas of simulation.
On the perturbative level, the matching of parton showers with high order matrix elements
was discussed and developed extensively. The matching of high jet multiplicity matrix elements
with multiple parton shower emissions was discussed as well as matching parton showers with
complete next–to–leading order calculations.
The most important question for this workshop was whether we had the necessary tools
for the LHC era and whether there was something that HERA could still contribute. Several new
Monte Carlo event generators, such as PYTHIA 8, HERWIG++ and SHERPA, are completely
new programs, all written in C++, that partly aim to be the successors of the FORTRAN event
generators that had already been widely used at HERA. These Monte Carlo models are not just
simple rewrites of the existing codes: as was discussed, in many respects, the simulation of
the underlying physics in such Monte Carlo models is more sophisticated than in the previous
FORTRAN-based versions. New parton shower models, new models for the underlying event
and a more sophisticated simulation of the non–perturbative hadronization was discussed. A
lot of emphasis has been put on the discussion of underlying event physics as some progress
in understanding was expected from the latest HERA results. Details will be discussed in the
following section.
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In addition to a pure technical description of the progress made in the development of such
models, we had several studies showing the relevance and importance of these models to the
LHC physics, especially for the direct photons (γ+jet), top-pair production, Wt and the forward-
jet physics [2, 3]. We have learned that the current event generators work satisfactorily for the
description of HERA data, but the LHC experiments will substantially increase the demands on
the physics models implemented in such models.
2 Multiple Parton Interactions in Monte Carlo generators
In the years ’80, the evidence for Double Scattering (DS) phenomena in the high-pT phenomenol-
ogy of hadron colliders [4] suggested the extension of the same perturbative picture to the soft
regime, giving rise to the first implementation of the Multiple Parton Interaction (MPI) processes
in a QCD Monte Carlo model [5] which was very successful in reproducing the UA5 charged
multiplicity distributions [6].
On top of the general Minimum Bias (MB) observables these MPI models turn out to be
particularly adequate to describe the Underlying Event (UE) physics at Tevatron [7], in particular
they partly account for the pedestal effect (i.e. the enhancement of the Underlying Event activity
with the energy scale of the interaction) as the effect of an increased probability of multiple
partonic interactions in case a hard collision has taken place. A second important effect that can
contribute to the pedestal effect is the increase in initial state radiation associated to the presence
of a hard scattering.
Examples of MPI models are implemented in the general purpose simulation programs
PYTHIA [8], HERWIG/JIMMY [9, 10] and SHERPA [11]. Other successful descriptions of UE
and MB at hadron colliders are achieved by alternative approaches like PHOJET [12], which
was designed to describe rapidity gaps and diffractive physics (relying on both perturbative QCD
and Dual Parton Models). The most recent PYTHIA versions [13] adopt an optional alternative
description of the colliding partons in terms of correlated multi-parton distribution functions of
flavours, colors and longitudinal momenta.
From the contributions to the MC and multi-jet working groups of this HERA/LHC work-
shop, it is clear that the MPI are currently experiencing a growing popularity and are presently
widely invoked to account for observations that would not be explained otherwise.
While preparing the ground for the traditional DS, MB and UE measurements at the LHC
along the Tevatron experience (also complemented with the recent UE HERA results), new feasi-
bility studies are proposed which in perspective will constitute a challenge to the performances of
the MPI models: the usage of jet clustering algorithms providing an automated estimation of the
UE activity, the investigation of the mini-jet structure of the MB events, the estimation of large
pseudo-rapidity activity correlations, the connection between the partonic cross sections and the
rapidity gap suppression in the hard diffractive events.
At the same time, the implementation of the MPI effects in the Monte Carlo models is
quickly proceeding through an increasing level of sophistication and complexity that has already
a deep impact on the analysis strategies at the LHC. For example new MC tools like PYTHIA8
and HERWIG++ can now be used in order to estimate complementary Standard Model back-
grounds to searches coming from DS.
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Further progress in the description of the MPI might be achieved with the introduction of
a dynamical quantum description of the interacting hadrons, providing also a modeling of the
diffractive interactions in the same context.
3 Introduction to Monte Carlo validation and analysis tools
The RIVET library, a successor to the successful HERA-oriented generator-analysis library, HZ-
TOOL, is getting to be popular at the LHC for validating the performance of event generator and
tuning [14]. Unlike FORTRAN-based HZTOOL, RIVET is written in object-oriented C++, and
it is primarily a library which can be used from within any analysis framework.
For Monte Carlo tuning, the so-called PROFESSOR system [14] was recently successfully
used for PYTHIA6 tuning. This led to a substantial improvement on the existing default tune,
thus it can greatly aid the setup of new generators for LHC studies.
In this working group, we have moved beyond Monte Carlo specific validation tools. As an
example, jHepWork analysis framework [15] presented at this working group can be considered
as a multi-platform alternative to ROOT since it was written in Java. The framework can be
useful for both experimentalists and theorists.
4 Conclusions
The presented proceedings describe the results of the work performed in the WG5 working group
over several years between 2006–2008. Hopefully, we have provided a correct balance between
experimental and theoretical results. As conveners of this working group, we were impressed by
the quality and diversity of the presented results. The high quality of the presentations stimulated
lively discussions often leading to new ideas and insights into the working group topics.
We would like to thank all participants for their work. We also thank all the organizers for
the excellent organization of this workshop.
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Abstract
Multiple parton interactions are typically implemented in Montecarlo
codes by assuming a Poissonian distribution of collisions with average
number depending on the impact parameter. A possible generalization,
which links the process to hadronic diffraction, is shortly discussed.
1 The simplest Poissonian model
A standard way to introduce multiple parton interactions in Montecarlo codes is to assume a
Poissonian distribution of multiple parton collisions, with average number depending on the
value of the impact parameter. The motivations were discussed long ago in several articles [1]
[2] [3]: One introduces the three dimensional parton density D(x, b), namely the average number
of partons with a given momentum fraction x and with transverse coordinate b (the dependence
on flavor and on the resolution of the process is understood) and one makes the simplifying
assumption D(x, b) = G(x)f(b), with G(x) the usual parton distribution function and f(b)
normalized to one. The inclusive cross section for large pt parton production σS may hence be
expressed as
σS =
∫
pct
G(x)σˆ(x, x′)G(x′)dxdx′ =
∫
pct
G(x)f(b)σˆ(x, x′)G(x′)f(b− β)d2bd2βdxdx′ (1)
where pct is a cutoff introduced to distinguish hard and soft parton collisions and β the hadronic
impact parameter. The expression allows a simple geometrical interpretation, given the large
momentum exchange which localizes the partonic interaction inside the overlap volume of the
two hadrons.
Neglecting all correlations in the multi-parton distributions, the inclusive cross section for a
double parton scattering σD is analogously given by
σD =
1
2!
∫
pct
G(x1)f(b1)σˆ(x1, x′1)G(x
′
1)f(b1 − β)d2b1dx1dx′1 ×
×G(x2)f(b2)σˆ(x2, x′2)G(x′2)f(b2 − β)d2b2dx2dx′2d2β
=
∫ 1
2!
( ∫
pct
G(x)f(b)σˆ(x, x′)G(x′)f(b− β)d2bdxdx′
)2
d2β (2)
which may be readily generalized to the case of the inclusive cross section for N -parton scatter-
ings σN :
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σN =
∫ 1
N !
( ∫
pct
G(x)f(b)σˆ(x, x′)G(x′)f(b− β)d2bdxdx′
)N
d2β (3)
The cross sections are divergent for pct → 0. The unitarity problem is solved by normalizing
the integrand which, being dimensionless, may be understood as the probability to have a N th
parton collision process in a inelastic event:
∫
pct
G(x)f(b)σˆ(x, x′)G(x′)f(b− β)d2bdxdx′ ≡ σSF (β), (σSF (β))
N
N !
e−σSF (β) ≡ PN (β)
(4)
here PN (β) the probability of having N parton collisions in a hadronic interaction at impact
parameter β. By summing all probabilities one obtains the hard cross section σhard, namely the
contribution to the inelastic cross section due to all events with at least one parton collision with
momentum transfer greater than the cutoff pct :
σhard =
∞∑
N=1
∫
PN (β)d2β =
∞∑
N=1
∫
d2β
(σSF (β))
N
N !
e−σSF (β) =
∫
d2β
[
1− e−σSF (β)
]
(5)
Notice that σhard is finite in the infrared limit, which allows to express the inelastic cross section
as σinel = σsoft + σhard with σsoft the soft contribution, the two terms σsoft and σhard being
defined through the cutoff in the momentum exchanged at parton level, pct .
An important property is that the single parton scattering inclusive cross section is related to the
average number of parton collisions. One has:
〈N〉σhard =
∫
d2β
∞∑
N=1
NPN (β) =
∫
d2β
∞∑
N=1
N [σSF (β)]
N
N !
e−σSF (β) =
∫
d2βσSF (β) = σS (6)
and more in general one may write:
〈N(N − 1) . . . (N −K + 1)〉
K!
σhard =
∫
d2β
∞∑
N=1
N(N − 1) . . . (N −K + 1)
K!
PN (β)
=
∫
d2β
1
K!
[σSF (β)]
K = σK (7)
One should stress that the relations between σS and 〈N〉 and between σK and 〈N(N−1) . . . (N−
K + 1)〉 do not hold only in the case of the simplest Poissonian model. It can be shown that the
validity is indeed much more general [4] [5].
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2 The multi-channel Poissonian model
An implicit assumption in the Poissonian model is that the hadron density is the same in each
interaction. On the other hand the hadron is a dynamical system, which fluctuates in different
configurations in a time of the order of the hadron scale, much longer as compared with the
time of a hard interaction. Interactions may hence take place while hadrons occupy various
configurations, even significantly different as compared with the average hadronic configuration.
A measure of the size of the phenomenon is given by hadronic diffraction.
The multichannel eikonal model [6] allows a simple description of hadronic diffraction. In
the multichannel model the hadron state ψh is represented as a superposition of eigenstates φi of
the T -matrix, while the interaction is described by eikonalized multi-Pomeron exchanges.
ψh =
∑
i
αiφi (8)
The eigenstates of the T -matrix can only be absorbed or scatter elastically and the cross sections
of the physically observed states ψh can be expressed by the combinations of the cross sections
between the eigenstates φi and φj as shown below:
σtot =
∑
i,j
|αi|2|αj |2σijtot
σel + σsd + σdd =
∑
i,j
|αi|2|αj |2σijel
σin =
∑
i,j
|αi|2|αj |2σijin
In a single Pomeron exchange, one may distinguish between hard and soft inelastic interactions,
according with the presence or absence of large pt partons in the final state. One may thus write:
σij = σijJ + σ
ij
S (9)
where the labels J or S correspond to the presence or absence of large pt partons in the final
state. One hence obtains the following expression of the hard cross section [7]:
σhard =
∑
i,j
|αi|2|αj |2σijhard =
∑
i,j
|αi|2|αj |2
∫
d2β
[
1− e−σijJ (β)
]
=
∑
i,j,N
|αi|2|αj|2
∫
d2β
(σijJ (β))
N
N !
e−σ
ij
J
(β) (10)
which, being a superposition of Poissonians, represents the natural generalization of the result of
the simplest Poissonian model.
The easiest implementation of the multi-channel eikonal model is in the case of two eigenstates:
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ψh =
1√
2
φ1 +
1√
2
φ2 (11)
One obtains:
σhard =
1
4
σ11hard +
1
2
σ12hard +
1
4
σ22hard (12)
while the N -parton scattering inclusive cross section σN is given by:
σN =
σNS
N !
{
1
4
∫
[F11(β)]
Nd2β +
1
2
∫
[F12(β)]
Nd2β +
1
4
∫
[F22(β)]
Nd2β
}
(13)
where Fij are the superpositions of the parton densities of the different eigenstates φi and φj .
The case of gaussian parton densities is particularly simple. One has
Fij(β) =
1
pi(R2i +R
2
j )
× exp
( −β2
R2i +R
2
j
)
(14)
One may take for the radii of the two parton densities R21 = R2/2 and R22 = 3R2/2, in such
a way that R2 is the average hadron size. With this choice the variance of the distribution is
ωσ = 1/4, in agreement with the analysis of [8]. The explicit expression of the inclusive cross
section σN is:
σN =
σNS
NN !(piR2)N−1
{
1
4
(
1
1
2 +
1
2
)N−1
+
1
2
(
1
1
2 +
3
2
)N−1
+
1
4
(
1
3
2 +
3
2
)N−1}
(15)
In the figure the relative weights of the overlaps between the various configurations are shown for
different inclusive cross sections σN . In the case of a single collision all four different configu-
rations contribute with the same weight. When N grows the contribution of the overlap between
the most compact and dense configurations becomes increasingly important and, for N=5, it
acconts for almost 90% of the cross section.
Notice that the result obtained in the multi-channel eikonal model is very different with
respect to the result obtained when terms with various transverse sizes are introduced directlly
in the hadronic parton density of the simplest Poissonian model. In PYTHIA [2] [9] the hadron
density is represented by the sum of two gaussians with same weight and different size. The
overlap function is hence given by
1
4
F11(β) +
1
2
F12(β) +
1
4
F22(β) (16)
where Fij are given by Eq.14, with R1 and R2 the radii of the two gaussians used to construct
the actual hadronic parton density. The resulting expression of the inclusive cross sections is
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Fig. 1: Relative contributions to the inclusive cross section σN of the overlaps between the different hadronic config-
urations for 1 ≤ N ≤ 5
σN =
σNS
N !
∫ [1
4
F11(β) +
1
2
F12(β) +
1
4
F22(β)
]N
d2β (17)
which should be compared with the inclusive cross section derived in the two-states eikonal
model (expression in Eq.13).
3 Concluding remarks
In the present note it has been shown how the importance of small size hadronic configurations
is emphasized by geometry in the multi-parton inclusive cross sections σN at large N . Here one
has assumed that the transverse fluctuations of the hadron do not affect its parton content. In
the two-states-model of hadronic diffraction one needs however to enhance the strength of the
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Pomeron coupling between diffractive eigenstates with small radii, in order to fit the available
data on elastic, inelastic, single and double diffractive cross sections [10], which corresponds
to an increase of the parton content when the hadron occupies a configuration with small trans-
verse size. In the analysis [8] hadronic diffraction is on the contrary fitted in a model where the
number of partons decreases when the hadron occupies small size configurations. While in the
former case the enhanced role of small transverse size configurations in multiparton collisions is
amplified [7], in the latter it is on the contrary reduced [11].
The study of hadronic diffraction and of multiparton scatterings at the LHC may hence
provide non trivial informations on the correlation between the parton content of the hadron
and its transverse size. In addition to the measurements of hadronic diffraction and of multi-
jets cross sections in hadron-hadron collisions, an important handle, to gain a better insight into
this aspect of the hadron structure, may be represented by the measurement of multi-jets cross
sections in hadron-nucleus collisions, where a model independent separation of the longitudinal
and transverse parton correlations is, in principle, possible [12].
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Abstract
In this contribution we describe the new model of multiple partonic in-
teractions (MPI) that has been implemented in Herwig++. Tuning its
two free parameters is enough to find a good description of CDF un-
derlying event data. We show extrapolations to the LHC and compare
them to results from other models.
1 Introduction
With the advent of the Large Hadron Collider (LHC) in the near future it will become increas-
ingly important to gain a detailed understanding of all sources of hadronic activity in a high
energy scattering event. An important source of additional soft jets will be the presence of the
underlying event. From the experimental point of view, the underlying event contains all activity
in a hadronic collision that is not related to the signal particles from the hard process, e.g. leptons
or missing transverse energy. The additional particles may result from the initial state radiation
of additional gluons or from additional hard (or soft) scatters that occur during the same hadron–
hadron collision. Jet measurements are particularly sensitive to the underlying event because,
although a jet’s energy is dominated by the primary hard parton that initiated it, jet algorithms
inevitably gather together all other energy deposits in its vicinity, giving an important correction
to its energy and internal structure.
In this note, based on Ref. [1], we want to focus on the description of the hard component of the
underlying event, which stems from additional hard scatters within the same proton. Not only
does this model give us a simple unitarization of the hard cross section, it also allows to give a
good description of the additional substructure of the underlying events. It turns out that most
activity in the underlying event can be understood in terms of hard minijets. We therefore adopt
this model, based on the model JIMMY [2], for our new event generator Herwig++ [3].
An extension to this model along the lines of [4], which also includes soft scatters is underway
and will most probably be available for the next release of Herwig++. Covering the entire pt
range will also allow us to describe minimum bias interactions. We have examined the parameter
space of such models at Tevatron and LHC energies in Ref. [5]. Existing measurements and the
possible range of LHC measurements are used there to identify the maximally allowed parameter
space.
∗to appear in the proceedings of the HERA and the LHC workshop.
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Fig. 1: Contour plots for the χ2 per degree of freedom of all discussed observables (left) and only the ones from the
transverse region (right). The cross indicates the location of our preferred tune.
2 Tevatron results
We have performed a tune of the model by calculating the total χ2 against the jet data (pljett >
20GeV) from Ref. [6]. For this analysis each event is partitioned into three parts, the towards,
away and transverse regions. These regions are equal in size in η − φ space and classify where
particles are located in this space with respect to the hardest jet in the event. We compare our
predictions to data for the average number of charged particles and for the scalar pt sum in each
of these regions.
The parameter space for this tune is two dimensional and consists of the pt cutoff pmint and
the inverse hadron radius squared, µ2. In Fig. 2 we show the χ2 contour for describing all six
observables and especially those from the transverse region, which is particularly sensitive to the
underlying event. For these, and all subsequent plots, we have used Herwig++ version 2.2.1 and
the built-in MRST 2001 LO [7] PDFs. All parameters, apart from the ones we were tuning, were
left at their default values.
The description of the Tevatron data is truly satisfactory for the entire range of considered values
of pmint . For each point on the x-axis we can find a point on the y-axis to give a reasonable fit.
Nevertheless an optimum can be found between 3 . . . 4 GeV. The strong and constant correlation
between pmint and µ2 is due to the fact that a smaller hadron radius will always balance against
a larger pt cutoff as far as the underlying event activity is concerned. As a default tune we use
pmint = 3.4GeV and µ2 = 1.5GeV2, which results in an overall χ2/Ndof of 1.3.
3 LHC extrapolation
We start the discussion of our predictions for the LHC with the plot in Fig. 2. The plot shows
the mean charged multiplicity as a function of pseudorapidity, η. We show Herwig++ with and
without MPI. We used QCD jet production with a minimal pT of 20 GeV as signal process. The
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MPI parameters were left at their default values, i.e. the fit to Tevatron CDF data. The effect of
MPI is clearly visible, growing significantly from the Tevatron to the LHC.
For calculating the LHC extrapolations we left the MPI parameters at their default values, i.e. the
fit to Tevatron CDF data. In Ref. [8] a comparison of different predictions for an analysis mod-
elled on the CDF one discussed earlier was presented. As a benchmark observable the charged
particle multiplicity in the transverse region was used. We show this comparison in Fig. 3 to-
gether with our simulation. All expectations reached a plateau in this observable for pljett >
10 GeV. Our prediction for this observable also reached a roughly constant plateau within this
region. The height of this plateau can be used for comparison. In Ref. [8] PYTHIA 6.214 [9] AT-
LAS tune reached a height of ∼ 6.5, PYTHIA 6.214 CDF Tune A of ∼ 5 and PHOJET 1.12 [10]
of ∼ 3. Our model reaches a height of∼ 5 and seems to be close to the PYTHIA 6.214 CDF tune,
although our model parameters were kept constant at their values extracted from the fit to Teva-
tron data.
η
0 1 2 3 4 5 6
|η
/d
|
ch
g
dN
1
2
3
4
5
6
7
8
TVT MPI on
LHC MPI on
TVT MPI off
LHC MPI off
Fig. 2: Differential multiplicity distribution with respect
to |η|. The different data sets are: Tevatron with MPI off,
LHC with MPI off, Tevatron with MPI on and LHC with
MPI on.
We have seen already in the previous section
that our fit results in a flat valley of parameter
points, which all give a very good description
of the data. We will briefly estimate the spread
of our LHC expectations, using only parame-
ter sets from this valley. The range of predic-
tions that we deduce will be the range that can
be expected assuming no energy dependence
on our main parameters. Therefore, early
measurements could shed light on the poten-
tial energy dependence of the input parame-
ters by simply comparing first data to these
predictions. We extracted the average value
of the two transverse observables for a given
parameter set in the region 20GeV < pljett <
30GeV. We did that for the best fit points at
three different values for pmint , namely 2 GeV,
3.4 GeV and 4.5 GeV, and found an uncertainty of about 7 % for the multiplicity and 10 % for
the sum of the transverse momentum.
LHC predictions 〈Nchg〉transv 〈psumt 〉transv[ GeV]
TVT best fit 5.1± 0.3 5.0± 0.5
Table 1: LHC expectations for 〈Nchg〉 and 〈psumt 〉 in the transverse region. The uncertainties are obtained from
varying pmint within the range we considered. For µ2 we have taken the corresponding best fit (Tevatron) values.
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Fig. 3: Multiplicity in the transverse region for LHC runs with Herwig++ (left) and the same observable for several
other generators (right), taken from Ref. [8]. The different data sets for the left plot are (from bottom to top): Tevatron
with MPI off, LHC with MPI off, Tevatron with MPI on and LHC with MPI on.
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Abstract
The study of Multiple Parton Interactions (MPI) has been an important
subject at hadron colliders. In lepton-hadron collisions at HERA, the
photon can interact as a point-like particle or as a composite hadron-
like system. Event samples with an enriched direct- or resolved-photon
component can be selected by choosing events with high or low xγ or
Q2 values. This was done in the three measurements presented here,
which were conducted at HERA by the H1 and ZEUS collaborations.
Two measurements in photoproduction are presented. The first looks
at three- and four-jet events and the second, at the charged particle
multiplicity in dijet events. Also presented is a measurement of the
multiplicity of low pT jets in inclusive one-jet deep inelastic scattering
events. In all three analyses possible effects of MPI were found.
1 Introduction
In ep collisions at HERA the mediator boson was a virtual photon1 which can be characterized
by two variables namely, the photon virtuality, Q2, and the inelasticity, y. The life-time of an eγ-
state is of the order ∼ 1/Q2. Within this life-time the photon can develop qq¯-fluctuations. The
life-time of these fluctuations are constant as a function of the characteristic pT of the interacting
partons and are of the order ∼ 1/p2T . Therefore, these fluctuations are important only if Q2 ≪
p2T . In this case, the photon can fluctuate into a qq¯ pair or even more complicated states and these
events have similar characteristics to hadron-hadron collisions.
QCD Monte Carlo programs (MC) simulate ep collisions at leading order in αs, O(ααs),
with a 2-to-2 parton scattering. The events are simulated with initial as well as final parton state
radiation and the contributions from the break up of the proton. Finally, hadronisation mod-
els are applied so that colourless particles are produced. In this picture, the primary two hard
partons lead to two jets. The underlying event is defined as everything except the lowest order
process. Ideally, the lowest order process is not affected by the underlying event but experimen-
tally contributions from the underlying event are present in these jets and cannot be disentangled.
The underlying event is therefore the initial and final state radiation and the remnant-remnant
interactions as well as re-scatters off the remnants. These two last contributions are referred
to as multiple parton interactions (MPI). In perturvative Quantum Chromodynamics (pQCD),
the AGK cutting rules [1–3] can be used to relate the different contributions to ep scattering,
diffraction and single or multiple scattering, via multiple exchange of BFKL Pomerons.
1For the photon virtuality range considered in these analyses.
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Remnant-remnant interactions can only be present if the interacting particles have a com-
posite structure via multi-parton exchange. In lepton-proton collisions this is only possible if the
photon is resolved. The fraction of the photon energy entering in the hard scattering xγ may be
used to select enriched samples by resolved or point-like (direct) photons. Thus, at LO parton
level, xγ = 1 for direct processes whereas in the resolved case, xγ < 1. Experimentally, the vari-
able xobsγ is used. It is defined in terms of the two hardest jets, Jet1 and Jet2, and the hadronic
final state (HFS) as:
xobsγ =
∑
h∈Jet1(E − Pz) +
∑
h∈Jet2(E − Pz)∑
h(E − Pz)
, (1)
where the sums in the nominator run over the hadrons in Jet1 and Jet2, while the sum in
the denominator runs over all hadrons in the entire HFS.
In the past, the underlying event was studied at HERA in the photoproduction regime [4,5]
but not in deep inelastic scattering (DIS). The next sections are organized as follows. Firstly, a
three- and four-jet cross section measurement in photoproduction is presented. Then two different
analyses with similar strategies are shown, in which four regions in the azimuthal angle φ are
defined with respect to the leading jet, i.e. that with the highest ET in the event. The first of these
analyses is a charged particle multiplicity measurement in dijet photoproduction. The second is
a mini-jet multiplicity measurement in DIS, where a mini-jet refers to a jet with low transverse
momentum.
2 Three- and four-jet events in photoproduction
The leading order for an n-jet event, via a single chain exchange, is O(ααn−1s ). However, n-jet
events can also be generated via MPI, where several chains are present. Moreover, even soft
MPI may affect the distribution of multi-jet events by adding or redistributing the energy flow
generated by a primary process.
The ZEUS collaboration studied the multi-jet production in the photoproduction regime [6],
where Q2 < 1 GeV2 and 0.2 < y < 0.85. Three- and four-jet events, where the jets were defined
with the kT clustering algorithm [7] and require to have transverse energies EjetsT > 6 GeV, were
studied in the pseudorapidity range |ηjets| < 2.4. Furthermore, these events were studied in two
different n-jet invariant mass regions, namely, 25 < Mn−jets < 50 GeV and Mn−jets > 50
GeV, referred to as the low- and high-mass regions, respectively. The cross sections of the three-
and four-jet low- and high-mass samples were measured differentially.
The data were compared to predictions from two O(ααs) matrix element MC programs
supplemented with parton showers, HERWIG 6.505 [8–10] and PYTHIA 6.206 [11], both with and
without MPI. In the case of HERWIG , MPI events were simulated via an interface to JIMMY 4.0 [12],
which is an impact parameter dependent model. For PYTHIA , MPI were generated using the so-
called ”simple model” [13].
In addition, the three-jet sample was compared to the fixed order (O(αα2s)) calculation by
Klasen, Kleinwort und Kramer [14]. This calculation corresponds to the three-jet LO and, at the
time, was the highest order prediction available in photoproduction. Thus, no calculation was
available for the four-jet sample.
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The three- and four-jet cross sections are shown as a function of Mn−jets in figure 1. In
general, both cross sections decrease exponentially with increasing Mn−jets. The HERWIG and
PYTHIA predictions with and without MPI are also shown. They are normalized to the high
invariant n-jets mass region (Mn−jets > 50 GeV), i.e. they are scaled to describe the high
Mn−jets cross section. Both HERWIG and PYTHIA without MPI fail to describe the cross section
dependence. When MPI are included, however, they are in quite good agreement with data. The
discrepancy is larger in the four-jet case. The PYTHIA model was run using its default setting
whereas the JIMMY model was tuned to the presented data [6].
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Fig. 1: Measured cross section as a function of (a) M3−jets and (b) M4−jets (solid circles). The inner and outer
error bars and the shaded band represent the statistical, the statistical and the systematic added in quadrature and the
calorimeter energy scale uncertainties, respectively.
Shown in Fig. 2a) is the measured three-jet cross section as a function of M3−jets, com-
pared to the fixed LO calculation for this process, O(αα2s). This calculation was corrected for
hadronisation effects and MPI. The hadronisation and MPI corrections and their estimated un-
certainties are shown in 2b). The hadronisation corrections are constant in M3−jets, while MPI
corrections increase towards low M3−jets. The theoretical uncertainties on both the MPI cor-
rections and the pQCD predictions are large. The magnitude and the shape of the calculation is
consistent with the data within the large theoretical uncertainties. This is best seen in Fig. 2c)
where the ratio data over theory is shown. Without the large MPI corrections the theoretical
description would be far much worse at low M3−jets.
3 Charged particle multiplicity in photoproduction
As described above, in quasi-real photoproduction (Q2 ∼ 0) the photon can develop a hadronic
structure, where remnant-remnant interactions may be present and therefore the particle produc-
tion can be enhanced. However, the actual particle multiplicity depends not only on the number of
multiple parton scatterings but also on the hadronisation and on the colour connections between
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Fig. 2: (a) Measured three-jets cross section as a function ofM3−jets compared with an O(αα2s) prediction, corrected
for hadronisation and MPI effects. (b) The hadronisation and MPI correction factors as a function of M3−jets . (c)
The ratio of theM3−jets cross section divided by the theoretical prediction. The theoretical uncertainty is represented
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Fig. 3: Definition of the four azimuthal regions. The toward region is defined by the leading jet and by this means
defines the away and transverse regions. The scalar sum of the transverse momenta P sumt =
∑tracks/HFS
i
P iT cal-
culated in each transverse region defines the high and low activity region eventwise in the charged particle multiplicity
and mini-jet analyses, respectively.
the multiple parton scatterings and the remnants. Within the model used [15], different colour
connection scenarios are possible. Two scenarios are studied. In the first scenario, each hard scat-
tering is independent of the other and therefore is connected only to the remnants, which gives
long colour strings. In the second scenario, the colour strings are rearranged in order to provide
shorter strings, i.e. the hard scatterings are colour connected with each other, which compared
with the first scenario produces fewer particles.
This was studied in the H1 collaboration by using a dijet photoproduction sample, where
Q2 < 0.01 GeV2 and 0.3 < y < 0.65, looking at charged particles with transverse energies
P trackT > 150 MeV in the pseudorapidity range |ηtrack| < 1.5. The jets were defined using the
kT clustering algorithm [7] and were required to have transverse momentum P jetsT > 5 GeV and
|ηjets| < 1.5.
Four regions in the azimuthal angle, φ, were then defined with respect to the leading jet
as indicated in Fig. 3 in analogy to the CDF collaboration [16]. The leading jet (Jet1) defines
the toward region, whereas the subleading jet, the jet with the next highest P jetT , is usually in
the away region, although not necessarily. The transverse regions are less effected by the hard
interaction and thus, expected to be more sensitive to the MPI. For each event, the hemisphere
which has the highest scalar sum of the transverse momenta, P sumt =
∑tracks
i P
i
T , is refered to
as the high-transverse-activity hemisphere. The other is referred to as the low-transverse-activity
hemisphere.
The average track multiplicity, 〈Ncharged〉, is shown in figures 4 and 5 as a function of
P Jet1T for resolved photon enriched events, xobsγ < 0.7 (left) and direct photon enriched events,
xobsγ > 0.7 (right). In the toward and away regions, the average track multiplicity increases with
H. JUNG, LL. MARTI, T. NAMSOO, S. OSMAN
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P Jet1T as shown in figure 4. In the xobsγ > 0.7 region (right) the measurements are reasonably
well described by the simulation containing only one hard interaction with parton showers and
hadronisation, whereas in the region xobsγ < 0.7 (left) this is clearly not enough, especially at
the lower values of P Jet1T . MPI contributes as a pedestal and brings the prediction to a good
agreement with the measurement.
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Fig. 4: Charged particle multiplicity for xobsγ < 0.7 (left) and for xobsγ > 0.7 (right). The leading jet (Jet1) is
contained in the toward region, whereas the subleading jet, the second jet with highest P jetT , is usually in the away
region, although not necessarily. Data is compared to PYTHIA with and without MPI.
In the transverse regions, shown in figure 5, the measured average track multiplicity de-
creases with P Jet1T . At high xobsγ (right) the predicted average charged particle multiplicity
with and without MPI also decreases with P Jet1T , although only PYTHIA with MPI describes
data. At low xobsγ (left) the PYTHIA prediction without MPI tends to increase with P Jet1T while
PYTHIA with MPI decreases with P Jet1T giving the best description of the data.
We studied2 also the different colour string scenarios in Fig. 6 where the transverse regions
are shown. In the present simulation the long string configuration is preferred.
2This is done in PYTHIA by the parameters PARP(86) = 0.66 and PARP(85) = 0.33, giving the probability that an
additional interaction gives two gluons and the probability that an additional interaction gives two gluons with colour
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Fig. 5: Charged particle multiplicity for xobsγ < 0.7 (left) and for xobsγ > 0.7 (right). The transverse high activity
regions, upper plots, are defined as the transverse region with a higher P sumt compared to the low activity regions,
down. Data is compared to PYTHIA with and without MPI.
4 Mini-jet multiplicity in DIS
The photon is more likely to develop a hadronic structure before interacting with the proton in
photoproduction than in DIS. In DIS, the characteristic interaction time scales like∼ 1/Q2 and at
high Q2, it is too short for the fluctuations to occur. At HERA diffraction plays an important role
at low xBj , and also at high Q2. These events can be explained by the exchange of Pomerons.
The AGK cutting rules relates the different contributions from diffraction and single or multiple
parton scattering. Thus, it is interesting to study if evidence for multiple parton scattering can be
seen within the data.
The H1 collaboration studied events in the kinematic region 5 < Q2 < 100 GeV2 and
0.1 < y < 0.7. Events with at least one jet with EjetT > 5 GeV and in the laboratory pseudora-
pidity range −1.7 < ηjet < 2.79 were selected3 using the kT clustering algorithm [7]. The HFS
was required to have an invariant mass W > 200 GeV.
connections to nearest neighbours, respectively.
3Applied both in the hadronic centre-of-mass frame (HCM) and in the laboratory frames.
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Fig. 6: Charged particle multiplicity for xobsγ < 0.7 (left), and for xobsγ > 0.7 (right). The transverse high activity
regions, upper plots, are defined as the transverse region with a higher P sumt compared to the low activity regions,
down. Here data is compared to PYTHIA without MPI and PYTHIA with MPI and high probability for long colour
string connections, long CC, and short colour string connections, short CC.
The leading jet defines a toward, an away and two transverse regions (Fig. 3). The average
multiplicity of jets with EminiT > 3 GeV, the so-called mini-jets, was measured, 〈Nminijet〉 in
the range −1.7 < η < 2.79 for the four ∆φ∗ regions. A possible signature of MPI would be an
increased value of 〈Nminijet〉, especially in the less populated high- and low-activity transverse
regions and for the lower Q2 values.
In Figure 7 the measured average mini-jet multiplicity is shown as a function of the trans-
verse momentum of the leading jet in the hadronic centre-of-mass (HCM) frame, P ∗T,1j . The data
are compared to the predictions of RAPGAP [17], ARIADNE [18] and PYTHIA . The former two
do not include MPI whereas PYTHIA was run both with and without MPI.
The toward region data are reasonably well described by all four MC. While RAPGAP and
PYTHIA
marginally underestimate 〈Nminijet〉 at low P ∗T,1j in the lowest Q2 bin ARIADNE slightly overes-
timates the data. The PYTHIA description is improved by the introduction of MPI at low Q2.
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Fig. 7: The 〈Nminijet〉data, in all four azimuthal regions, as a function of P ∗T,1j in three Q2 bins. Also shown are the
predictions from four MC models.
The overall description in the away region is good. The PYTHIA model predicts the away
region to be the least sensitive to MPI. In the low and high activity transverse regions all the
MC that do not include MPI underestimate the data in all P ∗T,1j and Q2 bins. This is more
pronounced at low P ∗T,1j and Q2 values. The introduction of MPI in PYTHIA certainly aids in the
description of the low Q2 data. However, at large Q2 the effect of MPI is very small according
to the simulation and so PYTHIA underestimates the Q2 data.
5 Conclusions
In all three analyses, both in photoproduction and in DIS, contributions from MPI are suggested.
The three- and four-jet photoproduction cross sections shapes cannot be described by theO(ααs)
plus parton shower calculations. In the three-jet case the LO pQCD calculation needs to include
the estimated hadronisation and MPI effects to describe data, where the latter has a large contri-
bution towards low M3−jets.
Both the charged particle and the mini-jet multiplicities are larger than predicted by MCs
not including MPI. More specifically, the charged particle multiplicity as a function of P Jet1T
predictions have a different shape depending on whether MPI is included or not in the transverse
regions for low xobsγ values as seen by PYTHIA . The multiplicity can be only described in all
regions properly when MPI are included. In the mini-jet analysis, the measured multiplicity is
larger than the predictions by the parton shower and colour dipole model MCs. MPI, as predicted
by PYTHIA , helps to describe the distributions at low Q2 values but does not contribute at higher
virtualities.
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Higher partonic activity than predicted by standard MC is seen by all three analyses. These
effects are also seen in DIS and at low and moderate Q2 can be reasonably well described by
including MPI.
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Modeling the underlying event: generating predictions for the LHC
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Abstract
This report presents tunings for PYTHIA 6.416 and JIMMY 4.3 to the
underlying event. The MC generators are tuned to describe underly-
ing event measurements made by CDF for pp collisions at
√
s = 1.8
TeV. LHC predictions for the underlying event generated by the tuned
models are also compared in this report.
1 Introduction
Over the last few years, the Tevatron experiments CDF and D0 have managed to reduce uncer-
tainties in various measurements to a level in which the corrections due to the underlying event
(UE) have become yet more relevant than they were in Run I analyses. Studies in preparation
for LHC collisions have also shown that an accurate description of the underlying event will be
of great importance for reducing the uncertainties in virtually all measurements dependent on
strong interaction processes. It is therefore very important to produce models for the underlying
event in hadron collisions which can accurately describe Tevatron data and are also reliable to
generate predictions for the LHC.
The Mote Carlo (MC) event generators PYTHIA [1] and HERWIG [2] are largely used
for the simulation of hadron interactions by both Tevatron and LHC experiments. Both gen-
erators are designed to simulate the event activity produced as part of the underlying event in
proton-antiproton (pp) and proton-proton (pp) events. HERWIG, however, needs to be linked to
dedicated package, named “JIMMY” [3, 4], to produce the underlying event activity.
PYTHIA 6.2 has been shown to describe both minimum bias and underlying event data
reasonably well when appropriately tuned [5–7]. Major changes related to the description of
minimum bias interactions and the underlying event have been introduced in PYTHIA 6.4 [1].
There is a new, more sophisticated scenario for multiple interactions, new pT -ordered initial- and
final-state showers (ISR and FSR) and a new treatment of beam remnants [1].
JIMMY [4] is a library of routines which should be linked to the HERWIG MC event
generator [2] and is designed to generate multiple parton scattering events in hadron-hadron
events. JIMMY implements ideas of the eikonal model which are discussed in more detail in
Ref. [3, 4].
In this report we present a tuning for PYTHIA 6.416 which has been obtained by com-
paring this model to the underlying event measurements done by CDF for pp collisions at 1.8
TeV [8,9]. We also compare the ATLAS tune for HERWIG 6.510 with JIMMY 4.3 to these data
distributions [10].
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2 MC predictions vs. UE data
Based on the CDF analysis [9], the underlying event is defined as the angular region in φ which
is transverse to the leading charged particle jet.
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Fig. 1: PYTHIA 6.416 predictions for the underlying event compared to the < Nchg > (a) and < pSUMT > (b).
Figure 1 shows the PYTHIA 6.416 predictions for the underlying event compared to the
CDF data for the average charged particle multiplicity, < Nchg > (charged particles with pT >
0.5 GeV and |η| < 1) and average sum of charged particle’s transverse momentum, < psumT > in
the underlying event [9]. Two MC generated distributions are compared to the data in these plots:
one generated with all default settings in PYTHIA 6.416 except for the explicit selection of the
new multiple parton interaction and new parton shower model, which is switched on by setting
MSTP(81)=21 [1], and a second distribution with a tuned set of parameters. This particular
PYTHIA 6.416 - tune was prepared for use in the 2008 production of simulated events for the
ATLAS Collaboration. The list of tuned parameters is shown in table 1.
The guiding principles to obtain the parameters listed in Table 1 were two: firstly the new
multiple parton interaction model with interleaved showering and colour reconnection scheme
was to be used and, secondly, changes to ISR and FSR parameters should be avoided if at all
possible.
In order to obtain a tuning which could successfully reproduce the underlying event data,
we have selected a combination of parameters that induce PYTHIA to preferably chose shorter
strings to be drawn between the hard and the soft systems in the hadronic interaction. We have
also increased the hadronic core radius compared to the tunings used in previous PYTHIA ver-
sions, such as the ones mentioned in Ref. [6, 7]. As can be seen in fig. 1 PYTHIA 6.416 - tuned
describes the data.
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Default [1] PYTHIA 6.416 - tuned Comments
MSTP(51)=10042
MSTP(51)=7 MSTP(52)=2 PDF set
CTEQ5L CTEQ6L (from LHAPDF)
MSTP(81)=1 MSTP(81)=21 multiple interaction model
(old MPI model) (new MPI model)
MSTP(95)=1 MSTP(95)=2 method for colour
reconnection
PARP(78)=0.025 PARP(78)=0.3 regulates the number of
attempted colour reconnections
PARP(82)=2.0 PARP(82)=2.1 pTmin parameter
PARP(83)=0.5 PARP(83)=0.8 fraction of matter in
hadronic core
PARP(84)=0.4 PARP(84)=0.7 hadronic core radius
Table 1: PYTHIA 6.416 - tuned parameter list for the underlying event.
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Fig. 2: PYTHIA 6.416 - tuned and JIMMY 4.3 - UE predictions for the underlying event compared to the < Nchg >
(a) and < pSUMT > (b).
Figure 2 shows PYTHIA 6.416 - tuned and JIMMY4.3 - UE [10] predictions for the un-
derlying event compared to the CDF data for < Nchg > and < psumT >. Both models describe
the data reasonably well. However, as shown in fig. 3, the ratio < psumT >/< Nchg > is better de-
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scribed by PYTHIA 6.416 - tuned. This indicates that charged particles generated by JIMMY4.3
- UE are generally softer than the data and also softer than those generated by PYTHIA 6.416 -
tuned.
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Fig. 3: PYTHIA 6.416 - tuned and JIMMY 4.3 - UE predictions for the underlying event compared to the ratio
< pSUMT >/< Nchg >.
Another CDF measurement of the underlying event event was made by defining two cones
in η − φ space, at the same pseudorapidity η as the leading ET jet (calorimeter jet) and ±pi/2 in
the azimuthal direction, φ [8]. The total charged track transverse momentum inside each of the
two cones was then measured and the higher of the two values used to define the “MAX” cone,
with the remaining cone being labelled “MIN” cone.
Figure 4 shows PYTHIA 6.416 - tuned predictions for the underlying event in pp collisions
at
√
s = 1.8 TeV compared to CDF data [8] for < Nchg > and < PT > of charged particles in the
MAX and MIN cones. PYTHIA 6.416 - tuned describes the data reasonably well. However, we
notice that the < PT > in the MAX cone is slightly harder than the data.
3 LHC predictions for the UE
Predictions for the underlying event in LHC collisions (pp collisions at √s = 14 TeV) have
been generated with PYTHIA 6.416 - tuned and JIMMY 4.3 - UE. Figure 5 shows < Nchg >
and < pSUMT > distributions for the region transverse to the leading jet (charged particles with
pT > 0.5 GeV and |η| < 1), as generated by PYTHIA 6.416 - tuned (table 1) and JIMMY 4.3 -
UE [10]. The CDF data (pp collisions at √s = 1.8 TeV) for the underlying event is also included
in Fig. 5 for comparison.
A close inspection of predictions for the < Nchg > in the underlying event given in fig.
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Fig. 4: (a) Average charged particle multiplicity, < Nchg >, in MAX (top distributions) and MIN (bottom distribu-
tions) cones; (b) average total PT of charged particles in MAX and MIN cones.
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Fig. 5: PYTHIA 6.416 - tuned and JIMMY4.3 - UE predictions for the underlying event in pp collisions at
√
s = 14
TeV for (a) < Nchg > and (b) < pSUMT > (b).
5(a), shows that the average charged particle multiplicity for events with leading jets with Ptljet >
15 GeV reaches a plateau at ∼ 5.5 charged particles according to both PYTHIA 6.416 - tuned
and JIMMY4.3-UE. This corresponds to a rise of a factor of ∼ 2 in the plateau of < Nchg > as
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the colliding energy is increased from
√
s = 1.8 TeV to
√
s = 14 TeV.
The < pSUMT > distributions in Fig. 5(b) show that PYTHIA 6.416 - tuned generates
harder particles in the underlying event compared to JIMMY 4.3-UE. This is in agreement with
the results shown in fig. 3, although for the LHC prediction the discrepancy between the two
models is considerably larger than the observed at the Tevatron energy.
The difference between the predictions for the charged particle’s pT in the underlying event
is a direct result of the tuning of the colour reconnection parameters in the new PYTHIA 6.4
model. This component of the PYTHIA model has been specifically tuned to produce harder
particles, whereas in JIMMY4.3 - UE this mechanism (or an alternative option) is not yet avail-
able.
4 Conclusions
In this report we have compared tunings for PYTHIA 6.416 1 and JIMMY4.3 [10] to the un-
derlying event. Both models have shown that, when appropriately tuned, they can describe the
data.
In order to obtain the parameters for PYTHIA 6.416 - tuned, we have deliberately selected
a combination of parameters that generate shorter strings between the hard and the soft systems
in the hadronic interaction. We have also increased the hadronic core radius compared to the
tunings used in previous PYTHIA versions (see Refs. [6, 7] for example).
We have noticed that PYTHIA 6.416 - tuned and JIMMY 4.3 - UE generate approximately
the same densities of charged particles in the underlying event. This is observed for the underly-
ing event predictions at the Tevatron and LHC energies alike.
However, there is a considerable disagreement between these tuned models in their predic-
tions for the pT spectrum in the underlying event, as can be seen in figs. 3 and 5(b). PYTHIA 6.416
- tuned has been calibrated to describe the ratio < psumT >/< Nchg >, which has been possible
through the tuning of the colour reconnection parameters in PYTHIA. JIMMY4.3 - UE has not
been tuned to this ratio.
As a final point, we would like to mention that this is an “ongoing” study. At the moment
these are the best parameters we have found to describe the data, but as the models are better
understood, the tunings could be improved in the near future.
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Abstract
A study of Underlying Events with the CMS detector under nominal
and start-up conditions is discussed. Using charged particle densities in
charged particle jets, it will be possible to discriminate between QCD
models with different multiple parton interaction schemes, which cor-
rectly reproduce Tevatron data but give different predictions when ex-
trapolated to the LHC energy. This will permit improving and tuning
Monte Carlo models at LHC start-up, and opens prospects for explor-
ing QCD dynamics in proton-proton collisions at 14 TeV.
1 Introduction
From a theoretical point of view, the underlying event (UE) in a hadron-hadron interaction is
defined as all particle production accompanying the hard scattering component of the collision.
From an experimental point of view, it is impossible to separate these two components. However,
the topological structure of hadron-hadron collisions can be used to define physics observables
which are sensitive to the UE.
The ability to properly identify and calculate the UE activity, and in particular the contribu-
tion from Multiple Parton Interactions – MPI [1], has direct implications for other measurements
at the LHC.
This work is devoted to the analysis of the sensitivity of UE observables, as measured
by CMS, to different QCD models which describe well the Tevatron UE data but largely differ
when extrapolated to the LHC energy. MPI are implemented in the PYTHIA simulations [2],
for which the following tunes are considered: tune DW (reproducing the CDF Run-1 Z boson
transverse momentum distribution [3]), tune DWT (with a different MPI energy dependence
parametrization [4]) and tune S0 (which uses the new multiple interaction model implemented in
PYTHIA [5]). In addition, an Herwig [6] simulation has also been performed, providing a useful
reference to a model without multiple interactions.
2 Analysis strategy
Significant progress in the phenomenological study of the UE in jet events has been achieved
by the CDF experiment at the Tevatron [7, 8]. In the present work, plans are discussed to study
the topological structure of hadron-hadron collisions and the UE at the LHC, using only charged
particle multiplicity and momentum densities in charged particle jets. A charged particle jet
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(referred to as a charged jet from now on) is defined using charged particles only, with no recourse
to calorimeter information. Different integrated luminosity scenarios are considered: 1, 10 and
100 pb−1. The foreseen start-up CMS tracker alignment precision is applied in the case of 1 pb−1.
The direction of the leading charged jet, which in most cases results from the hard scat-
tering, is used to isolate different hadronic activity regions in the η − φ space and to study
correlations in the azimuthal angle φ. The plane transverse to the jet direction is where the 2-to-2
hard scattering has the smallest influence and, therefore, where the UE contributions are easier
to observe.
In order to combine measurements with different leading charged jet energies, events are
selected with a Minimum Bias (MB) trigger [9] and with three triggers based on the transverse
momentum of the leading calorimetric jet (P caloT > 20, 60 and 120 GeV/c).
Charged jets are reconstructed with an iterative cone algorithm with radius R = 0.5, using
charged particles emitted in the central detector region |η|< 2. Two variables allow evaluating
charged jet performances: the distance ∆R =
√
∆φ2 + ∆η2 between the leading charged jet and
the leading calorimetric jet, and the ratio of their transverse momenta PT (transverse momenta
are defined with respect to the beam axis). The transverse momentum of the leading charged jet
is used to define the hard scale of the event.
Figure 1 presents, for the four trigger streams, the density dN /dηdφ of the charged particle
multiplicity and the density dpsumT /dηdφ of the total charged particle transverse momentum p
sum
T ,
as a function of the azimuthal distance to the leading charged jet. Enhanced activity is observed
around the jet direction, in the “toward” region (' 0 degrees from the jet direction), together
with a corresponding rise in the “away” region (' 180 degrees), due to the recoiling jet. The
“transverse” region (' ±90 degrees) is characterized by a lower activity and almost flat density
distributions, as expected.
3 UE observable measurement
3.1 Data samples
The data samples used for the present analysis are based on the DWT PYTHIA tune. MB and
QCD dijet event samples, generated in bins of the transverse momentum pˆT of the hard pro-
cess, were reweighted according to their cross sections, the dijet events being merged into a
single stream called hereafter JET . On that sample the calorimetric thresholds are applied in
order to obtain the different trigger streams considered in the presented analysis The samples
were reweighted according to the integrated luminosities corresponding to the different scenarios
studied below, with consistent statistical precision in the relevant figures.
3.2 Tracking
Tracks of charged particles with PT > 0.9 GeV/c are reconstructed in CMS following the proce-
dure described in [10]. The possibility to build the UE observables using tracks with pT > 0.5
GeV/c enhances sensitivity to the differences between the models. The standard CMS tracking
algorithm was, thus, adapted to a 0.5 GeV/c threshold, by decreasing the pT cut of the seeds
and of the trajectory builder, and adapting other parameters of the trajectory reconstruction to
optimize performance.
F. AMBROGLINI, P. BARTALINI, F. BECHTEL, L. FANO`, R. FIELD
664 HERA and the LHC
ChgJet-track
φΔ-150 -100 -50 0 50 100 150
ηdφ
dN
/d
-110
1
10
MB
Jet20
Jet60
Jet120
Tracks
 > 0.9 GeV/c
T
p
| < 2η|
CMS Preliminary
ChgJet-track
φΔ-150 -100 -50 0 50 100 150
 [G
eV
/c
] 
ηdφ
/d
su
m
T
dp
-110
1
10
210
MB
Jet20
Jet60
Jet120
Tracks
 > 0.9 GeV/c
T
p
| < 2η|
CMS Preliminary
Fig. 1: Densities dN /dηdφ of charged particle multiplicity (left) and dpsumT /dηdφ of total charged transverse momen-
tum (right), as a function of the azimuthal distance to the leading charged jet direction.
3.3 Results on density measurements
The corrected densities dN /dηdφ of charged particle multiplicity and dpsumT /dηdφ of charged
tranverse momentum are presented in Figure 2 for the transverse region. The data, corresponding
to an integrated luminosity of 10 pb−1, are reported at the reconstruction level, using the DWT
tune. The average corrections for both the PT scale and the UE observables are found to be
independent from the particular model used for the simulations.
Two contributions to the hadronic activity can be identified: a fast saturation of the UE
densities for charged jets with PT < 20 GeV/c, and a smooth rise for PT > 40 GeV/c. The
former is due to the MPI contribution while the latter is due to initial and final state radiation,
which keeps increasing with the hard scale of the event.
The statistical precision and the alignment conditions correspond to those achieved with an
integrated luminosity of 100 pb−1. The curves represent the predictions of the different PYTHIA
(DW, DWT and S0 tunes) and HERWIG simulations.
With respect to the standard 0.9 GeV/c scenario, lowering the PT threshold for track re-
construction to 0.5 GeV/c turns out to lead to an increase of about 50% of the charged particle
multiplicity and of about 30% of the charged transverse momentum density, slightly enhanc-
ing the discrimination power between the different models in the charged jet PT region below
40 GeV/c.
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Fig. 2: Densities dN /dηdφ (left) and dpsumT /dηdφ (right) for tracks with pt > 0.5 GeV/c, as a function of the leading
charged jet PT , in the transverse region, for an integrated luminosity of 100 pb−1 (corrected distributions).
3.4 Results using observable ratios
The ratios between (uncorrected) UE density observables in the transverse region, for charged
particles with pT > 0.9 GeV/c and with pT > 1.5 GeV/c, are presented in Figure 3, for an
integrated luminosity of 100 pb−1. Ratios are shown here as obtained after track reconstruction,
without applying additional reconstruction corrections; given the uniform performance of track
reconstruction, the ratios presented here at detector level are similar to those at generator level.
These ratios show a significant sensitivity to differences between different MPI models, thus
providing a feasible (and original) investigation method.
4 Start-up conditions
The CMS tracking performance at the LHC start-up, with an integrated luminosity of the order of
1 pb−1, will be affected by imperfect knowledge of detector element alignment. This additional
error to the reconstructed positions of charged particle hits in the tracker system is taken into
account by the alignment position error (APE) tool [11] [12] [13].
Figure 4 compares the tracker performance between the case of an ideally aligned detector
and the case of a misaligned detector, before and after using the APE tool. The track reconstruc-
tion efficiency is seriously degraded by the mis-alignment, but it can be completely recovered
using the APE tool, thanks to an increase in the spatial window used to find compatible hits
during the trajectory building. The larger search window recovers many good hits which would
otherwise be lost, at the expense of significantly increasing the rate of fake tracks. The relative
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Fig. 3: Ratio of the UE event observables, computed with track transverse momenta pT > 1.5 GeV/c and pT >
0.9 GeV/c: densities dN /dηdφ (left) and dpsumT /dηdφ (right), as a function of the leading charged jet PT , in the
transverse region, for an integrated luminosity of 100 pb−1 (uncorrected distributions).
pT resolution, also shown in Figure 4, is seen to be almost fully recovered after correcting the
misalignment.
5 Conclusions
The predictions on the amount of hadronic activity in the region transverse to the jets produced
in proton-proton interactions at the LHC energies are based on extrapolations from lower energy
data (mostly from the Tevatron). These extrapolations are uncertain and predictions differ sig-
nificantly among model parameterisations. It is thus important to measure the UE activity at the
LHC as soon as possible, and to compare those measurements with Tevatron data. This will lead
to a better understanding of the QCD dynamics and to improvements of QCD based Monte Carlo
models aimed at describing “ordinary” events at the LHC, an extremely important ingredient for
“new” physics searches.
Variables well suited for studying the UE structure and to discriminate between models are
the densities dN /dηdφ of charged particle multiplicity and dpsumT /dηdφ of total charged particle
transverse momentum psumT , in charged particle jets. An original approach is proposed, by taking
the ratio of these variables for different charged particle pT thresholds.
At LHC start-up, the first pb−1 of collected data will be mainly intended to calibrate the
analysis tools. Even with such a low integrated luminosity, it will be possible to perform a first
measurement of the UE activity in charged jet events. With 10 pb−1 and a partially calibrated de-
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tector, it will be possible to control systematic uncertainties on the UE observables, to keep them
at the level of the statistical errors and to perform a first discrimination between UE models.
Extending the statistics to 100 pb−1 and exploiting the uniform performance of track reconstruc-
tion for pT > 1.5 GeV/c and pT > 0.9 GeV/c, the ratio of observables will probe more subtle
differences between models.
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Fig. 4: Tracking performance for an ideal tracker (circles), for a misaligned tracker as expected at start-up (triangles)
and for a misaligned tracker with use of the APE tool (squares), for charged particles with pT > 0.9 GeV/c from
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Double-Parton-Scattering in Photon-Three-Jet Final States at the
LHC
Florian Bechtel
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Abstract
The possible detection of double-parton-scattering in final states with
one photon and three jets at the LHC is discussed. We study suitable
variables to discriminate double-parton-scattering from shower contri-
butions. Predictions of two event generators with different multiple
interaction models are compared.
1 Direct Observation of Multiple Parton Interactions
There are good reasons to expect that multiple parton-parton scatterings will occur in most pp col-
lisions at the LHC. For one, including multiple interactions in event generators greatly improves
the description of the underlying event at the Tevatron. But hadronic event generators have many
ingredients, making it difficult to conclude unambiguously the observation of multiple scattering.
Instead, a direct observation of multiple interactions involving final states accessible to
a perturbative treatment would rule out other interpretations of the underlying event data. Four
high-pT jets from two independent scatters in the same pp or pp¯ collision (double-parton-scattering,
DPS) is the most prominent process. A four-jet-signature with two pairs of jets where the mem-
bers of each pair have equal and opposite transverse momentum has been searched for by the
AFS experiment [1] at CERN ISR, by the UA2 experiment [2] at CERN SppS and most recently
by the CDF experiment [3] at the Tevatron.
Despite the large jet cross sections, the above searches had to face significant backgrounds
as there are three possible ways to group four jets into two pairs. On top, the jet energy mea-
surement is best at large energies where the cross section for double-parton scattering is small.
Lowering the jet ET threshold complicates the identification of an ET -balanced pair as the mea-
sured jet ET ’s deviate from their true value.
In a new approach to detect DPS, the CDF experiment studied final states with one photon
and three jets [4] looking for pairwise balanced photon-jet and dijet combinations. The data
sample was selected with CDF’s inclusive photon trigger, hence allowing to search for jets down
to low energies. Measuring the photon’s transverse energy more precise than the jet’s transverse
energy helps to identify an ET -balanced pair.
2 Simulation of Double-Parton-Scattering
We present generator-level studies with version 8.108 of the PYTHIA [5] event generator program
and with version 2.2.0 of the HERWIG++ [6] program. Both event generators model the under-
lying event including additional interactions, which are described in the context of perturbative
QCD [7, 8].
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Photon ET (γ) ≥ 20 GeV
|η(γ)| ≤ 2.5
Jets ET (jet) ≥ 20 GeV
ET (jet 2)/ET (jet 1) < 0.8
|η(jet)| ≤ 5
∆R(γ,jet) ≥ 0.2
Missing normalized pT |∑i ~pT i|/∑i |~pT i| ≤ 0.1 , i ∈ {γ, 1, 2, 3}
Table 1: Kinematic selection of photon-three-jet combinations.
We compare PYTHIA default, shower-only, multiple-interactions-only and HERWIG++ de-
fault. Prompt-photon events were simulated in 5 GeV-bins of pˆT for PYTHIA, ET (γ) for HER-
WIG++, of 100000 events each starting at pˆT = 10 GeV/c and going up to 100 GeV/c. Additional
jets come from multiple interactions or from parton showers. The respective samples were nor-
malized to the total prompt photon production cross section. Note that this will give unphysical
normalizations for the PYTHIA settings with one or several options switched off, but helps to
identify phase space regions with enhanced contributions from multiple interactions.
3 Event Selection and Background Discrimination
A longitudinally invariant kT -jet algorithm [9] withR = 0.4 was run after the hadronization step
on all stable particles, except neutrinos. Kinematic selections on photon and jets are summarized
in Table 1.
The polar acceptances of the CMS electromagnetic and hadronic calorimeter are reflected
in pseudorapidity cuts of |η(γ)| ≤ 2.5 and |η(jet)| ≤ 5, respectively. Photons and jets are
required to have transverse energies above 20 GeV, corresponding to the reconstruction thresh-
old [10]. Fig. 1 illustrates the three-jet thresholds for the various generator settings: The minimal
jet transverse momentum is shown for the softest jet in the photon-three-jet-system. Jets from
multiple interactions are softer in pT than jets from initial state radiation: A balance has to be
found between selecting a jet pT threshold where jet reconstruction is of sufficient quality and
a pT threshold that still allows multiple interactions to contribute significantly to the final state.
PYTHIA predicts more photon-three-jet combinations with one jet having a transverse momen-
tum smaller than 25 GeV/c while at large transverse momenta, HERWIG++ and PYTHIA agree
(Fig. 1 right).
In double-parton-scattering events, both scatterings are supposed to be uncorrelated in
scale and direction. To test this assumption, AFS and CDF investigated azimuthal correlations
between pairs (Fig. 2). Both chose to study the azimuthal difference between pT -vectors repre-
senting each of the pairs. AFS constructed said pT -vector from the vector difference between the
two objects (upper), while CDF constructed the pair’s pT from the vector sum (lower). As the
pair pT must not be zero in order to compare its direction to the other pair’s pT , both methods
fail for specific configurations: The AFS method fails for objects going in the same direction,
while the CDF method fails for perfectly balanced objects. Both event generators predict similar
shapes for the selected phase space, but PYTHIA’s total cross section prediction is larger than
HERWIG++’s, corresponding to a prediction of more photon-three-jet topologies in the detector
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Fig. 1: Minimal jet pT in photon-three-jet combinations. Comparison between three PYTHIA and default HERWIG
prediction.
acceptance.
4 Conclusions
We studied predictions of two event generators for the production of prompt photons accompa-
nied by three jets at the LHC. This final state is sensitive to detecting multiple interactions in
double-parton-scattering events.
Detecting double-parton-scattering in photon-three-jet final states requires jet reconstruc-
tion in a region of phase space where multiple interactions contribute significantly to the photon-
three-jet cross section, i. e. at small transverse energies. A promising approach might be the
reconstruction of jets from tracks which have been demonstrated to give a reasonable response
down to small transverse energies [11]. It will also be beneficial to reconsider double-parton-
scattering processes in clean final states, such as double-Drell-Yan production of four muons.
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Underlying Event Studies with CASTOR in the CMS Experiment
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Multi-parton interactions (MI) play a significant role in soft and high pT processes. Espe-
cially in case of LHC where the proton beams collide at very large energies, the understanding
of MI is becoming crucial for the high precision measurements. Up to now various Monte Carlo
(MC) models have been tuned to describe the Tevatron data [1], exploiting mainly the charged
particle multiplicities and particle energy flows in the central η region. In the near future the full
angular coverage of the CMS detector from the central to the most forward region (0 < η < 6.6)
will allow to study MI over a large rapidity range, which was not possible before.
Since the multi-parton interactions occur between the remnant partons of the colliding
particles, the energy flow in the very forward region covered by the CASTOR calorimeter [2]
(5.2 < η < 6.6) is expected to be strongly affected and hence ideal for the MI model tuning.
In addition one can study the long range correlations (correlation between activity in central and
forward region) which where observed already at HERA and UA5 [3].
Results shown here are based on a generator level analysis of inclusive QCD processes 1
with PYTHIA MC 6.4.14, using several widely used MI tunes, such as Rick Field’s tune A,
Sandhoff-Skands tune S0 and also extreme scenario with MI being switched off.
In order to study the long range correlations the triggering on energy deposit in CASTOR
η region is performed. Four energy ranges in the CASTOR (ECAST) are investigated. For each
ECAST bin the charged particle multiplicities as well as particle energy flow in central rapidity
region are investigated (see figure 1). In order to mimic the detection threshold effects a minimum
energy cut of 1 GeV is applied to all stable generated particles.
One can see that in case without MI no long range correlations are observed, i.e. charge
particle multiplicities look the same for all ECAST energy bins, as one would expect. On the
other hand, when MI are included there is a clear correlation, larger energies in CASTOR region
imply higher charged particle multiplicities and particle energy flow in the central region. Fur-
thermore triggering on CASTOR enhances the differences between various MI tunes, and thus
may contribute to better understanding of multi-parton interaction picture.
Study of multi-parton interactions within the hard processes, such as top production, is be-
coming extremely interesting since they are one of the major items of the LHC physics program.
Therefore charged particle multiplicities (Fig.2 - upper plots) and particle energy flow observ-
ables were studied for the top processes 2 and were compared with the distributions for inclusive
QCD processes (Fig.1). No selection cuts for top-quark reconstruction were applied. Besides
much higher charged particle multiplicities and energy flow in central rapidity region in case of
top production, which is due to the presence of hard scale, there is clearly more underlying event
activity than in QCD processes. This can be easily seen for example by comparing the MC pre-
1PYTHIA parameters: MSEL= 1 (hard QCD processes), CKIN(3) = 5GeV (min. pˆ⊥ for hard process).
2PYTHIA parameters: MSEL= 6 (tt¯ production).
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Fig. 1: Charged particle multiplicities (upper plots) and particle energy flow (lower plots) as function of η for four
different CASTOR energy bins. Shown is PYTHIA MC prediction for inclusive QCD processes. The dashed vertical
lines indicate the acceptance of the CMS detector.
diction with and without MI for inclusive QCD processes and for top processes separately. The
differences amount to 2-5 particles per rapidity bin (Fig.2 - middle plots).
This suggests that a naive approach of subtracting underlying event contribution as deter-
mined for inclusive QCD processes from the top events would not work. As already seen from
CDF measurements [1] the underlying event depends strongly on the collision centrality. The
harder the collision is, the more underlying event activity one expects to see. This feature is also
implemented into PYTHIA MC which is used in this analysis. After demanding a hard scale for
inclusive QCD events in form of EjetT > 40 GeV the differences between underlying event in
QCD and in top events do almost disappear (Fig.2 - bottom plots).
Understanding of underlying event is essential also for all kind of measurements which
involve high ET jets in the final state. As the hadronic jets are the direct products of the par-
ton hadronisation, the jet measurements give a look inside the dynamics of hard interaction.
However, the underlying event produces additional energy in the available phase space which
is largely uncorrelated with the partons originating from the hard interaction. This additional
’pedestal’ energy is added by the jet reconstruction algorithms to the ’true’ jet energy, thus spoil-
ing the relation of the ‘jets to the partons. However, as shown below, it is possible to estimate
the ’pedestal’ energy from the measurements in the forward calorimeters and subtract it from the
reconstructed jet energy.
The analysis is done using the PYTHIA simulation using the different options for multi-
parton interactions as well as without multi-parton interactions. Events are selected in which the
jets are reconstructed by the inclusive k⊥ algorithm with transverse energies above 10 GeV and
the jet axis at the central pseudorapidities (−3 < ηjet < 3). Figure 3 shows the transverse energy
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Fig. 2: Upper plots: charged particle multiplicities as a function of η for four different CASTOR energy bins. Shown
is PYTHIA MC prediction for top processes. Middle plots: the charged particle multiplicities due to underlying event
activity (MC with MI - MC without MI) as a function of η in top as well as inclusive QCD processes. Bottom plots:
the charged particle multiplicities due to underlying event activity as a function of η in top and in inclusive QCD
processes after demanding a presence of a hard jet EjetT > 40 GeV in the central rapidity region |η| < 2.5. The
dashed vertical lines indicate the acceptance of the CMS detector.
flow around the jet as a function of pseudorapidity. The different lines correspond to the different
ranges of jet pseudorapidities ([-3,-2.5], [-1.5,-1], [0,0.5], [1,1.5], [2,2.5]), and two different
jet transverse energy ranges ([10-20 GeV], [20-30 GeV]). Only transverse energies within one
radian in azimuth of the jet are included. The left plot corresponds to the simulation without
multi-parton interaction and the right plot for simulation with multi-parton interaction. The plots
clearly show the effect of the underlying event pedestal when the multi-parton interactions are
simulated. It is also observed that the level of pedestal doesn’t depend on the jet pseudorapidity,
but it gets higher for higher jet energies, i.e. it depends on the hardness of the interaction.
The idea of the method to determine and subtract the pedestal energy within the jet is
demonstrated in the Fig.4. In the left upper figure the jet profile as a function of pseudorapidity
is shown for the PYTHIA simulation which includes multi-parton interaction. For this figure the
events are used which contain a jet with transverse energy above 10 GeV in the pseudorapidity
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Fig. 3: The transverse energy distributions around the jets (jet profile) as a function of pseudorapidity. The left
plot is obtained from the PYTHIA simulation without multi-parton interactions, while the right plot is for PYTHIA
with multi-parton interactions. The different lines represent the different pseudorapidity ranges of the jets ([-3,-2.5],
[-1.5,-1], [0,0.5], [1,1.5], [2,2.5]) and the different transverse energy ranges of the jets ([10-20 GeV], [20-30 GeV]).
range 0 < ηjet < 0.5. The transverse energy measured in the acceptance range of the CASTOR
calorimeter (5.2 < η < 6.6) is also shown by the red hatched area. The blue hatched area below
the jet cone is the contribution of pedestal to the jet energy measurement determined with the
method described here.
As the underlying event pedestal seem to be independent on the position of the jet in the
central detector, we may attempt to describe the pedestal by a simple function. The possible
function can be
f(η) =
A
1 +B · e|η|−4 (1)
This function depends on two free parameters A and B and seems to describe the pedestals for the
different models of multi-parton interactions and for the different cuts on jet transverse energies
and pseudorapidities. The two free parameters could be the measured energies in the forward
calorimeters, like CASTOR, which are away from the central region and don’t get contribution
from the energy of hard interaction. The function doesn’t contain direct dependence on the
ET of the jet, because there are strong correlations of EjetT with the energy of pedestal and,
correspondingly, with the energy in the forward calorimeters (see Fig.3). Therefore the EjetT
dependence can be absorbed in the A and B parameters. In principle, the parameters A and B
in eq.1 are strongly correlated, thus even the single energy measurement in the CASTOR can
already provide the estimate of the pedestal under the jet. An example of the the fit of pedestal
by this function is shown in Fig.4 (right) and the level of pedestal under the jet determined by
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this method is shown in the Fig.4 (left) as a blue hatched histogram. As is seen, this approach
gives reasonable result and can be developed further and used in analyses.
It should be noted, that presented studies have been done using the Lund fragmentation
mechanism in PYTHIA. In principle, using another Monte Carlo or fragmentation models (CAS-
CADE, ARIADNE, etc.) may lead to the different energy distribution of the underlying event.
This may require the optimisation of the function of eq.1. The reliability of this method can
be also improved by using an additional measurements of forward energy (in addition to the
CASTOR), for example from the HF calorimeter.
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Fig. 4: (left) The transverse energy distributions around the jets (jet profile) as a function of pseudorapidity for the jets
with 0 < ηjet < 0.5 and 10 < EjetT < 20 GeV . The red hatched histogram is the level of transverse energy in the
pseudorapidity range of the CASTOR (5.2 < η < 6.6). The blue hatched histogram below the jet area is the pedestal
level determined from the method described in this report. (right) The jet profile as a function of pseudorapidity for
jets with 10 < EjetT < 20 GeV . The different lines correspond to the different ranges of the jet pseudorapidity. The
solid line on the right tail of distribution shows the result of the fit of pedestal by a function of eq.1.
In conclusion, the studies presented here show that the forward region is very sensitive to
the multi-parton interactions. The measurements in the forward calorimeters, such as CASTOR,
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can be used to discriminate between the various MI models and to improve the jet reconstruction
in the central region. Nevertheless further studies with detailed simulation of detector response
are essential. Simple smearing of particle energies in η CASTOR region according to the resolu-
tion as measured in test beam 2007 has already been tried, and leads to similar results.
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Abstract
We review several most recent prompt-photon measurements at HERA
and the Tevatron and discuss their implication for future measurements
at the LHC. A comparison to Monte Carlo models, as well as to NLO
QCD predictions based on the standard DGLAP and the kT -factorization
approaches is discussed. Effects from renormalization and factoriza-
tion scale uncertainties, as well as uncertainties on the gluon density
distribution inside a proton are discussed.
1 Introduction
Events with an isolated photon are an important tool to study hard interaction processes since
such photons emerge without the hadronization phase. In particular, final states of ep and pp
collisions with a prompt photon together with a jet are more directly sensitive to the underlying
QCD process than inclusive prompt photon measurements.
Fig. 1: Lowest-order diagram (Compton
scattering) for γ+jet events in ep colli-
sions
.
The results on prompt-photon production provided
by HERA are important for the interpretation of the LHC
data. Unlike pp collisions, ep collisions involve a point-
like incoming lepton, which leads to some simplification in
the description of the prompt-photon production in ep com-
pared to pp. At HERA, the quark content of the proton is
probed through the elastic scattering of a photon by a quark,
γq → γq (see Fig. 1). Such QED events are significantly
simpler than lowest-order compton-like qg → qγ events
which are dominant in pp collisions (see Fig. 2, left figure).
The latter process has direct sensitivity to the strong coupling
constant and requires much better understanding of the gluon
structure function inside both incoming protons than for the
lowest-order diagram in ep collisions.
Despite the difference between ep and pp collisions
concerning certain lowest-order diagrams, a large class of
partonic contributions are similar between ep and pp collisions, due to the hadronic nature of the
resolved photon. In particular, a contribution to prompt-photon events from the gq → qγ process
in photoproduction, in which the photon displays its hadronic structure [1–4], leads to significant
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sensitivity to the gluon structure function as is the case in pp collisions (see Fig. 2, the two figures
on the right). Therefore, analysis of HERA data can make a bridge between a better understood
ep case and the less understood pp case, since apart from the convolution with different structure
functions, photoproduction diagrams ep collisions involving a resolved photon are essentially the
same as diagrams in pp collisions.
Fig. 2: The dominant diagram for prompt-photon events in pp collisions (left figure) compared to two resolved photon
diagrams in ep photoproduction (see Section 2 for more details).
Prompt-photon events in ep collisions can constrain both quark and gluon parton densities
(PDFs). In addition, differences between collinear factorization and kT factorization in the de-
scription of the underlying hard subprocesses can be studied in detail. This is important not only
for a better understanding of QCD dynamics, but also has direct implications for searches of ex-
otic physics at the LHC, in which prompt-photon production is the main background. A number
of QCD predictions [2–6] can be confronted with the data and some of them will be described in
more detail below.
2 Photoproduction of prompt photons at NLO
In the photoproduction ep scattering processes, the electron is scattered at small angles, emitting
a quasi-real photon which scatters with the proton. The spectrum of these photons can be de-
scribed by the Weizsa¨cker-Williams approximation [7]. The photons will take part in the hard
interaction either directly, or through their “partonic” content, in which case a parton stemming
from the resolved photon participates in the hard subprocess. Similarly, a photon in the final
state can either originate directly from the hard interaction or from the fragmentation of a parton.
Therefore, one can distinguish four categories of subprocesses: 1) direct direct, 2) direct frag-
mentation, 3) resolved direct and 4) resolved fragmentation. Examples of leading order diagrams
of each class are shown in Fig. 3. Beyond leading order, this distinction becomes ambiguous. For
example, the NLO corrections to the direct part involve final state collinear quark-photon pairs
which lead to divergences which are absorbed into the fragmentation function, such that only the
sum of these contributions has a physical meaning. The complete NLO corrections to all four
parts have been calculated in [4] for inclusive prompt photons and in [8] for photon plus jet final
states. A public program EPHOX, written as a partonic event generator, is available from [9]. The
NLO corrections to the direct-direct part also have been calculated in [3,10] for the inclusive and
photon plus jet final state.
The γ-p scattering processes are of special interest since they are sensitive to both the
partonic structure of the photon as well as of the proton. They offer the possibility to constrain
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the (presently poorly known) gluon distributions in the photon, since in a certain kinematic region
the subprocess qg → γq, where the gluon is stemming from a resolved photon, dominates [5].
Working within the framework of collinear factorization, i.e. assuming that the transverse
momenta of the partons within the proton can be neglected and other non-perturbative effects
can be factorized from the hard interaction at high momentum transfers, the cross section for
ep → γX can symbolically be written as a convolution of the parton densities for the incident
particles (respectively fragmentation function for an outgoing parton fragmenting into a photon)
with the partonic cross section σˆ:
dσep→γX(Pp, Pe, Pγ) =
∑
a,b,c
∫
dxe
∫
dxp
∫
dz Fa/e(xe,M)Fb/p(xp,Mp)Dγ/c(z,MF )
dσˆab→cX(xpPp, xePe, Pγ/z, µ,M,Mp,MF ) , (1)
where M,Mp are the initial state factorization scales, MF the final state factorization scale, µ the
renormalization scale and a, b, c run over parton types. In the NLO calculations shown in Fig. 4,
all these scales are set equal to pγT and varied simultaneously. The functions Fb/p(xp,Mp) are
the parton distribution functions in the proton, obeying DGLAP evolution. Note that including
initial state radiation at NLO in the partonic calculation means that the partons taking part in the
hard interaction can pick up a nonzero transverse momentum. In certain cases, this additional
“kT -kick” seems to be sufficient to describe the data well. For example, a study of the effective
transverse momentum 〈kT 〉 of partons in the proton has been made by ZEUS [11]. Comparing
the shapes of normalized distributions for 〈kT 〉-sensitive observables to an NLO calculation, it
was found that the data agree well with NLO QCD without extra intrinsic 〈kT 〉 [8].
direct-direct direct-fragmentation
resolved-direct resolved-fragmentation
Fig. 3: Examples of contributing subprocesses at leading order to each of the four categories in ep collisions.
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The “resolved” contributions are characterized by a resolved photon in the initial state
where a parton stemming from the photon instead of the photon itself participates in the hard
subprocess. In these cases, Fa/e(xe,M) is given by a convolution of the Weizsa¨cker-Williams
spectrum f eγ(y) with the parton distributions in the photon:
Fa/e(xe,M) =
∫ 1
0
dy dxγ f
e
γ(y)Fa/γ(xγ ,M) δ(xγy − xe) . (2)
The cases with “direct” attributed to the initial state photon correspond to a = γ, so Fa/γ =
δ(1− xγ) and Fa/e in eq. (2) collapses to the Weizsa¨cker-Williams spectrum. The cases “direct-
direct” and “resolved-direct” correspond to c = γ, so Dγ/c(z,MF ) = δcγδ(1− z) in (1), i.e. the
prompt photon is produced directly in the hard subprocess and not from the fragmentation of a
hard parton.
If additional jets are measured, eq. (1) also contains a jet function, which defines the clus-
tering of the final state partons other than the photon into jets. Prompt photon production in
association with a jet offers more possibilities to probe the underlying parton dynamics. It allows
for the definition of observables that provide information about the longitudinal momentum frac-
tions xγ , xp carried by the particles taking part in the hard interaction. The partonic xγ , xp are
not observable, but one can define the observables
xγobs =
pγT e
−ηγ + pjetT e
−ηjet
2Eγ
,
xpobs =
pγT e
ηγ + pjetT e
ηjet
2Ep
, (3)
which, for direct photons in the final state, coincide with the partonic xγ , xp at leading order.
Unique to photoproduction processes is the possibility to “switch on/off” the resolved photon by
suppressing/enhancing large xγ . As xγ = 1 corresponds to direct photons in the initial state,
one can obtain resolved photon enriched data samples by placing a cut xγobs ≤ 0.9. Another
possibility to enhance or suppress the resolved photon component is to place cuts on pT and
rapidity. From eq. (3) one can easily see that xγobs is small at low pγ,jetT values and large rapidities.
Small xγ-enriched data samples could be used to further constrain the parton distributions in the
real photon, in particular the gluon distribution, as investigated e.g. in [5]. Similarly, one can
suppress the contribution from the resolved photon to probe the proton at small xp by direct γ-p
interactions [5].
In order to single out the prompt photon events from the background of secondary photons
produced by the decays of light mesons, isolation cuts have to be imposed on the photon signals
in the experiment. A widely used isolation criterion is the following: A photon is isolated if,
inside a cone centered around the photon direction in the rapidity and azimuthal angle plane, the
amount of hadronic transverse energy EhadT deposited is smaller than some value ET,max :
for (η − ηγ)2 + (φ− φγ)2 ≤ R,
EhadT ≤ ET,max .
(4)
HERA experiments mostly used ET,max = ǫ pγT with ǫ = 0.1 and R = 1. Isolation not only
reduces the background from secondary photons, but also substantially reduces the contribution
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from the fragmentation of hard partons into high-pT photons. When comparing the result of
partonic calculation to data, photon isolation is a delicate issue. For example, a part of the
hadronic energy measured in the cone may come from the underlying event; therefore even the
direct contribution can be cut by the isolation condition if the latter is too stringent.
3 kT -factorization approach
A complementary description is offered by the kT -factorization approach [12], which relies on
parton distribution functions where the kT -dependence has not been integrated out.
In the framework of kT -factorization approach the treatment of kT -enhancement in the
inclusive prompt photon suggests a possible modification of the above simple kT smearing pic-
ture. In this approach the transverse momentum of incoming partons is generated in the course
of non-collinear parton evolution under control of relevant evolution equations. In the papers
[6, 13] the Kimber-Martin-Ryskin (KMR) formalism [14] was applied to study the role of the
perturbative components of partonic kT in describing of the observed ET spectrum at HERA and
Tevatron. The proper off-shell expressions for the matrix elements of the partonic subprocesses
and the KMR-constructed unintegrated parton densities obtained independently were used in [13]
to analyze the Tevatron data.
4 Comparison with HERA results
Recently published [15] ZEUS differential cross sections as functions of ET and η for the
prompt-photon candidates and for the accompanying jets have revealed some difference with both
Monte Carlo predictions and the next-to-leading order (NLO) calculations based on the collinear
factorization and the DGLAP formalism [3, 4], as shown in Fig. 4. The data are compared to
QCD calculations performed by Krawczyk and Zembrzuski (KZ) [3], by Fontannaz, Guillet and
Heinrich (FGH) [4], by A. Lipatov and N. Zotov (LZ) [6] and and PYTHIA 6.4 [16] and HERWIG
6.5 [17] Monte Carlo models. The MC differential cross sections do not rise as steeply at low EγT
as do the data. It should be pointed out that no intrinsic transverse momentum of the initial-state
partons in the proton was assumed for these calculations. The QCD calculation [6] based on the
kT -factorization [12] and the Kimber-Martin-Ryskin (KMR) prescription [14] for unintegrated
quark and gluon densities, gives the best description of the ET and η cross sections.
In the photon-rapidity distribution of Fig. 4, the data lying above the NLO theory predic-
tion at low values of ηγ could be explained by the fact that in this region, xpobs is small, as can
be seen from Eq. (3), and therefore kT -effects may be important. On the other hand, this is not
corroborated by the jet rapidity distribution, which has a problem at high ηjet, corresponding to
small xγobs. Indeed, a direct measurement [15] of xγobs shows that the differences with NLO are
mainly at low values of the xγobs distribution. In this region, resolved photon events dominate,
which may indicate that resolved photon remnants could have lead to an increase in the number
of jets which have passed the experimental cuts, while these events are not accounted for in the
partonic calculation.
The inclusive prompt photon data [18, 19] lie above the NLO theory prediction in the
whole rapidity range, except for the bin of largest rapidity, where the agreement is good after
hadronization corrections, see Fig. 5.
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Fig. 4: The differential γ+jet cross sections as functions of ET and η of the prompt photon and the jet. The data are
compared to QCD calculations and Monte Carlo models as described in the text. The shaded bands correspond to a
typical scale uncertainty which was obtained by changing the renormalization and factorization scales simultaneously
by a factor of 0.5 and 2 respectively.
Interestingly, ZEUS investigated what happens if the minimum transverse energy of the
prompt photon is increased to 7 GeV, and found that in this case, the NLO calculations are in
good agreement [15] , which suggests that non-perturbative effects may produce the discrepancy.
See [20] and references therein for more details.
The H1 experimental data in photoproduction [18] are shown in Figs. 5 and 6. Both inclu-
sive and γ+jet cross sections were compared to the FGH NLO calculations after hadronization
corrections. The H1 data [18] referred to the kinematic region defined by 5 < EγT < 10 GeV,
−1 < ηγ < 0.9 and 0.2 < y < 0.7, which is rather similar to the ZEUS measurement shown
in Fig. 4. Similar to the ZEUS case, MC predictions were found to underestimate the H1 cross
sections, while NLO QCD gives a much better description. After taking into account hadroniza-
tion and multiple interaction effects, NLO calculations predict somewhat smaller cross sections
compared the measurements [18].
The H1 experimental data in photoproduction [18] were also compared to the kT -factorization
approach [6]. Comparison with the kT factorization approach indicates somewhat better agree-
ment, as shown in Fig. 7 (see [6] for details). One can see that the measured distributions
are reasonably well described except the moderate EγT region and in the pseudorapidity region
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−0.4 ≤ ηγ ≤ 0.9 only. For −1 ≤ ηγ ≤ −0.4 the kT -factorization predictions are mostly below
the experimental points. The discrepancy between data and theory at negative ηγ is found to be
relatively strong at low values of the initial photon fractional momentum y. The effect of scale
variations in transverse energy distributions is rather large: the relative difference between results
for µ = EγT and results for µ = E
γ
T /2 or µ = 2E
γ
T is about 15% within the kT -factorization
approach, which is due to missing higher order corrections. The scale dependence of the NLO
QCD calculations in the collinear factorization approach is below the 10% level.
The individual contributions from the direct and resolved production mechanisms to the
total cross section in the kT -factorization approach is about 47% and 53%, respectively. The
contributions of single resolved processes
q(k1) + g(k2)→ γ(pγ) + q(p′),
g(k1) + q(k2)→ γ(pγ) + q(p′),
q(k1) + q(k2)→ γ(pγ) + g(p′).
account for 80%, 14% and 6% respectively.
The transverse energy EγT and pseudorapidity ηγ distributions for γ+jet events measured
by H1 are compared to the kT -factorization predictions in Fig. 8 (see also Ref. [6]). In contrast to
the inclusive case, one can see that the kT -factorization predictions are consistent with the data
in most bins, although some discrepancies are present. The theoretical results are lower than the
experimental data at negative ηγ and higher at positive ηγ . The scale variation as it was described
above changes the estimated cross sections by about 10%. Note that such disagreement between
predicted and measured cross sections has also been observed for the NLO QCD calculations in
the collinear factorization approach, see Fig. 6.
Figure 9 shows the xγobs and x
p
obs distributions (see Eq. 3) measured by H1. One can see
that kT factorization predictions reasonably well agree with the experimental data. The NLO
calculations [3, 4] without corrections for hadronization and multiple interactions give similar
results.
The H1 Collaboration [21] also has performed γ+jet measurements in DIS for Q2 > 4
GeV2. The NLO calculations [22], which are only available for γ+jet final state, failed to describe
normalization of the cross sections, although the agreement in shape was found to be reasonable
(Fig. 10). No kT factorization prediction available for DIS.
In summary, some differences with NLO QCD were observed in both photoproduction
and DIS. Differences at low P γT can be due to the treatment of the fragmentation contribution in
NLO calculations. Further, it would be interesting to see the effect of calculations beyond NLO
QCD. The approach based on the kT factorization has better agreement with the data, but such
calculations have larger theoretical uncertainties.
5 Comparison with Tevatron results
Isolated photons in pp¯ collisions at Tevatron have been measured recently by the CDF [23, 24]
and D0 [25–28] Collaborations.
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Measurements of p p¯ → γ + jet + X for 30 GeV ≤ pγT ≤ 300GeV have very recently
been published by D0 [28]. The comparison to theory is done separately for different regions in
rapidity of the photon and the jet. The NLO partonic Monte Carlo program JETPHOX [9, 29]
was used to compare the data to theory at next-to-leading order. It was shown that the NLO cal-
culations are not sufficient to describe the shape of P γT distributions in different rapidity regions,
as can be seen in Figure 11. At present, the comparison with the kT -factorization prediction is in
progress.
Differences with the collinear factorization approach have been seen previously as well.
Both CDF [23] and D0 [26] cross sections were found to be above1 NLO predictions at low P γT .
However, RHIC has also measured prompt photon production in pp collisions at
√
s = 200 GeV
and found good agreement with NLO theory in the collinear factorization approach [20, 30].
The same data were compared to the kT factorization approach in [13]. Figures 12 and
13 show the CDF [23] and D0 [26] measurements for the dσ/dEγT dηγ cross sections calculated
at
√
s = 630 and 1800 GeV in central and forward kinematic regions together with the kT
factorization predictions. One can see that theoretical predictions agree with the experimental
data within the scale uncertainties. However, the results of the calculation with the default scale
tend to underestimate the data in the central kinematic region and agree with the D0 data in the
forward ηγ region. The collinear NLO QCD calculations give a similar description of the data:
generally there is a residual negative slope in the ratio of the data over the prediction as a function
of EγT . The scale dependence of the kT factorization results is rather large (20 − 30%), due to
the fact that these are leading order calculations.
The double differential cross sections dσ/dEγT dηγ are usually the most difficult observ-
ables to describe using QCD predictions. Yet, as it can be seen from Fig. 13, the kT−factorization
predictions agree well with D0 [25] and CDF [23] data both in shape and normalization. There
are only rather small overestimations of the data at low EγT values in Figs. 13 in the forward
region. Again, the scale dependence of our calculations is about 20–30%. The theoretical uncer-
tainties of the collinear NLO predictions are smaller (about 6% [25]), which is to be expected as
inclusion of higher order terms reduces the scale uncertainty.
One can conclude that the results of calculations in the kT−factorization approach in gen-
eral agree well with Tevatron experimental data, within a large scale uncertainty.
6 Prompt photons at LHC
The direct photon production at LHC has significantly higher cross sections compared to the ones
measured at Tevatron and HERA. The prompt-photon cross section at LHC is more than a factor
of hundred higher than that at Tevatron and a factor of 105 larger than that for photoproduction
at HERA, assuming a similar kinematic range (| ηγ |< 2), as shown in Fig. 14. This will allow
to explore the TeV energy scale already in a few years of data taking.
Figure 15 shows the comparison between PYTHIA and HERWIG Monte Carlo models
and JETPHOX LO and NLO calculations. The cross sections for γ + jet events were calculated
for | ηγ |< 2, P γT > 100 GeV and P jetT > 105 GeV. The cuts on the transverse momenta
are asymmetric to avoid instabilities in the NLO calculations. An isolation requirement EγT >
1For D0, the difference was mainly concentrated in the central rapidity region.
R. E. BLAIR, S. CHEKANOV, G. HEINRICH, A.LIPATOV , N.ZOTOV
688 HERA and the LHC
0.9EtotT was imposed, where EtotT is the total energy of the jet which contains prompt photon.
Jets were reconstructed with the longitudinally-invariant kT algorithm in inclusive mode [31].
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Fig. 14: The P γT cross section for γ+jet
events predicted by NLO QCD for the
Tevatron and the LHC kinematic range.
The NLO QCD calculation is 30–40% higher than that
predicted by PYTHIA. On the other hand, PYTHIA is 20%
above HERWIG. It is interesting to observe that the level
of discrepancy between PYTHIA and HERWIG is about
the same as that observed at HERA at much lower trans-
verse momenta (for example see Fig. 4). However, there
is no significant difference between NLO and PYTHIA at
P γT > 10 GeV for ep, while at the LHC energy range
the difference between NLO and PYTHIA is rather signif-
icant. Certainly, the overall normalization of Monte Carlo
programs like PYTHIA or HERWIG has to be adjusted, as
these programs cannot account for contributions from loop
corrections at higher orders.
Scale uncertainties were estimated by changing the renormalization and factorization scales
in the range 0.5 < µf , µR < 2. The relative difference between predicted cross sections is shown
in Fig. 16. To make quantitative statements on scale uncertainties with the present level of sta-
tistical errors in calculations using JETPHOX, a linear fit was performed to determine the trend
of the relative differences with increase of P γT . As it can be seen, the scale uncertainty is about
10% and slowly increases with P γT .
To estimate the uncertainty associated with the gluon density, the calculations have been
performed using two CTEQ6.1M sets (15 and 30) which correspond to two extremes in the gluon
density at large x [32]. Fig. 17 shows the relative difference between those two sets as a function
of P γT . It is seen that the gluon uncertainty is almost a factor of two larger compared to the scale
uncertainty estimated above. No statistically significant difference has been observed between
the cross sections calculated using CTEQ6.1M and MRST04. This is not totally surprising as
both sets have similar input data for the global fit analysis.
The predictions for the kT factorization approach were obtained for a wider pseudorapidity
range, for both central and forward pseudo-rapidities ηγ . As a representative example, we will
define the central and forward kinematic regions by the requirements |ηγ | < 2.5 and 2.5 < |ηγ | <
4, respectively. The transverse energy EγT distributions of the inclusive prompt photon production
in different ηγ ranges at
√
s = 14 TeV are shown in Figs. 18. One can see that variation in scale
µ changes the estimated cross sections by about 20–30%. However, as it was already discussed
above, there are additional theoretical uncertainties due to the non-collinear parton evolution, and
these uncertainties are not well studied up to this time. Also the extrapolation of the available
parton distribution to the region of lower x is a special problem at the LHC energies. In particular,
one of the problem is connected with the correct treatment of saturation effects in small x region.
Therefore, more work needs to be done until these uncertainties will be reduced.
Thus, the calculation based on the kT factorization approach shows a larger scale uncer-
tainty compared to the collinear factorization approach: for P γT ∼ 100 GeV, the overall uncer-
tainty for the NLO calculations is expected to be around 10%, while it reaches 20–30% for the
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kT -factorization calculations for the same P γT range, due to the fact that the latter are at leading
order in αs. As the residual scale dependence of missing higher order terms resides in logarithms
involving ratios of P 2T and scales µ2, the effect becomes more dramatic at the LHC energy.
7 Summary
In this review, we have attempted to summarize recent progress in the description of prompt
photon production at HERA, the Tevatron and the LHC. At HERA, some differences with NLO
were observed in both photoproduction and DIS. The deficiencies at low P γT values may indicate
that non-perturbative effects at small P γT play a non-negligible role. Also, one should expect that
adding high-order corrections to the collinear-factorization approach should improve the descrip-
tion. Similar conclusions can be drawn for the Tevatron data which, as in the HERA case, has
differences with NLO in the lowest P γT region. Recently, significant differences with NLO were
observed by the Tevatron for the shapes of P γT distributions differential in ηγ . On the other hand,
RHIC observes good agreement with NLO QCD. Considering the fact that RHIC uses a pho-
ton isolation method which is different from the usual cone isolation, the differences mentioned
above may also have to do with isolation criteria acting differently in a partonic calculation than
in the full hadronic environment of the experiment.
An alternative approach based on the kT factorization generally improves the description
of the HERA and the Tevatron data, but it has larger theoretical uncertainties. As for NLO, high-
order corrections to the kT -factorization approach should improve the description of the data.
The applicability of the kT factorization to the LHC data will be tested with the arrival of the
first LHC data, but it is already evident that significant theoretical uncertainties are expected for
the description of prompt-photon cross sections at LHC. Using the the collinear factorization
approach, uncertainties of NLO calculations are expected to be 10–20% at about 1 TeV photon
transverse momenta, and significantly larger for the kT -factorization calculations. These uncer-
tainties have to be reduced in the future for detailed comparison of the LHC data with the QCD
predictions.
In all cases, PYTHIA and HERWIG predictions fail to describe prompt-photon cross sec-
tions, both in shape and normalization. Generally, HERWIG is significantly below PYTHIA.
This could have a direct impact on the future LHC measurements, in particular for exotic searches
which often rely on Monte Carlo predictions for estimations of rates for background events.
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Fig. 5: The differential cross section dσ/dET and dσ/dηγ as functions of EγT and η
γ of the inclusive prompt photon
photoproduction calculated at −0.7 < ηγ < 0.9 and 0.2 < y < 0.9. The data are compared to two different NLO
calculations.
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Fig. 6: Same as in Fig. 5, but for γ+jet events with the additional jet cuts: −1 < ηjet < 2.3 and EjetT > 4.5 GeV.
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Fig. 7: The differential cross section dσ/dET and dσ/dηγ as functions of EγT and η
γ of the inclusive prompt photon
photoproduction calculated at −0.7 < ηγ < 0.9 and 0.2 < y < 0.9. The data are compared to the kT− factorization
calculations. The bands correspond to a typical renormalization scale uncertainty which was obtained by changing
µR by a factor of 0.5 and 2.
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Fig. 8: Same as Fig. 7, but for γ+jet events with the additional jet cuts: −1 < ηjet < 2.3 and EjetT > 4.5 GeV.
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Fig. 12: The double differential cross section dσ/dEγTdη
γ of inclusive prompt photon production at
√
s = 630 GeV
and |ηγ | < 0.9 (left plot) and 1.6 < |ηγ | < 2.5 (right panel). The solid line corresponds to the default scale µ = EγT
of the kT factorization predictions, whereas upper and lower dashed lines correspond to the µ = EγT /2 and µ = 2E
γ
T .
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Fig. 13: The double differential cross section dσ/dEγTdη
γ of inclusive prompt photon production at
√
s = 1800
GeV and |ηγ | < 0.9 (left plot) and 1.6 < |ηγ | < 2.5 (right plot). The solid line corresponds to the default scale
µ = EγT , whereas upper and lower dashed lines correspond to the µ = E
γ
T /2 and µ = 2E
γ
T for the kT factorization
calculations.
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Fig. 15: Comparisons of Monte Carlo models with LO and NLO calculations as implemented in JETPHOX.
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Fig. 18: Left plot: The kT factorization predictions for differential cross sections dσ/dEγTdη
γ at
√
s = 14 TeV GeV
and |ηγ | < 2.5 (left plot); at 2.5 < ηγ < 4.0 (right plot). The solid line corresponds to the default scale µ = EγT ,
whereas upper and lower dashed lines correspond to the µ = EγT /2 and µ = 2E
γ
T .
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Abstract
Presented here is a technique of propagating uncertainties through the
parton shower by means of an alternate event weight. This technique
provides a mechanism to systematically quantify the effect of varia-
tions of certain components of the parton shower leading to a novel
approach to probing the physics implemented in a parton shower code
and understanding its limitations. Further, this approach can be applied
to a large class of parton shower algorithms and requires no changes to
the underlying implementation.
1 Introduction
As we enter a new era of particle physics, precise knowledge of quantum chromodynamics
(QCD) will become increasingly important in order to understand the physics beyond the stan-
dard model. Currently, one of the most useful tools for studying QCD is the parton shower
approximation. This tool provides a mechanism to connect few-parton states to the real world of
high-multiplicity hadronic final states while retaining the enhanced collinear and soft contribu-
tions to all orders.
Use of parton shower Monte Carlos (MC) has become common-place. Often, when one
needs an estimate of the uncertainty of a MC prediction several different MC programs are used
and the differences between them is considered the error [1]. Though this technique of estimating
the error of the MC is generally acceptable, it does little to provide insight into the physics.
It has been shown [2] that the uncertainties in both the perturbative expansion and the parton
distribution functions indeed can lead to effects of the order of ten percent. We propose here a
technique in which the known uncertainties of the physics can be propagated through the parton
shower framework. This technique provides alternate weights to an event generated by a MC
without having to change the basic structure of the MC program. We feel this technique could
be valuable when determining how various improvements in the parton shower will impact the
MC predictions. Furthermore, this gives a more satisfactory description of the errors in a MC
prediction.
∗This work is partly supported by the EU grant mTkd-CT-2004-510126 in partnership with the CERN Physics
Department and by the Polish Ministry of Scientific Research and Information Technology grant No 620/E-
77/6.PRUE/DIE 188/2005-2008.
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2 Variation of Parton Shower
In many parton showers [3–6] one starts with the fundamental probability density (for one emis-
sion) defined as
P = fR(~y) exp
(
−
∫ ξ(~y)
dn~y′fV (~y′)
)
. (1)
Here the function fR(~y) is the distribution of the real emission while fV (~y) is the virtual contri-
bution. In both cases the precise definition of ~y is specific to the implementation. Furthermore,
the limits of integration in the virtual component are also specific to the implementation: how
the infra-red limit is treated, the definition of resolvable versus unresolvable emissions and the
ordering of variables. For a time-like shower fR = fV and is given by
fR(~y) =
αS(g(~y))
2π
P (~y), (2)
where g(~y) is some abstract function used to determine the scale of the running coupling. We find
a similar result for the constrained MC [5]; for a space-like shower using the backward evolution
algorithm we find fR = fV f(x, ~y) and
fV (~y;x) =
αS(g(~y))
2π
f(x/z, ~y)
f(x, ~y)
P (~y), (3)
where f(x, ~y) is the PDF at energy fraction x and scale given by some combination of the com-
ponents of ~y. We can explicitly see that one of the components of ~y is z, a momentum fraction.
In the forward (time-like) evolution algorithm, as well as the non-Markovian algorithm,
P (~y) is just the Alteralli-Parisi [7] splitting function divided by the scale. In the numerical results
here we consider only the forward evolution algorithm; in the last section we propose a use for
this technique in a backward evolution algorithm for CCFM.
We now define a functional to represent our functions fR(~y) and fV (~y)
FR[ϕ(~y)] = fR(~y) ; FV [ϕ(~y)] = fV (~y). (4)
Here ϕ(~y) are the functional components of FR/V which we want to vary (e.g. the running
coupling or the kernel). This defines the distribution of one branching as
P[ϕ(~y)] = FR[ϕ(~y)] exp
(
−
∫ ξ(~y)
dn~y′FV [ϕ(~y′)]
)
. (5)
We can find the variation of this by
δP = P[(ϕ + δϕ)(~y)]−P[ϕ(~y)]. (6)
If we define
δFR/V = FR/V [(ϕ+ δϕ)(~y)]− FR/V [ϕ(~y)], (7)
then
δP = P
(
1 +
δFR
FR
)
exp
(
−
∫ ξ(~y)
dn~y′δFV
)
− P, (8)
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from which we have a weight
w ≡ P + δPP =
(
1 +
δFR
FR
)
exp
(
−
∫ ξ(~y)
dn~y′δFV
)
. (9)
The weights defined in eqn. (9) are relative to the original probability density for one emission.
To get the total weight for the full event, we must consider
PE[ϕ, {~yi}] =
∏
i
P[ϕ(~yi)], (10)
and thus
δPE = PE [ϕ+ δϕ, {~yi}]− PE [ϕ, {~yi}]. (11)
This leads to a total event weight given by
wE ≡ PE + δPEPE =
∏
i
wi. (12)
3 Example Parton Shower Kinematics
For the examples given here we will use as a model bremstrahlung emissions from one quark line.
For the numerical results presented in the following sections we use a concrete implementation
of the kinematics of the Herwig++ parton shower [3, 8]. In terms of those, we have
FR[ϕ(~y)] = F [(αS , Pqq)(z, q˜2)] =
1
2πq˜2
αS(z, q˜2)Pqq(z, q˜2) , (13)
where Pqq is the splitting kernel, z is the splitting variable, and q˜2 is the evolution variable.
4 Kernel Variations
Varying the structure of the splitting kernel may be an interesting example. For example, one
could start with the collinear splitting kernels and vary them by the mass dependent quasi-
collinear kernels to see whether such changes introduce dramatic effects on a set of observables.
The benefit to the procedure presented here is that there is no need to change the fundamental
structure of a given MC. In fact one could add an option to their code to keep track of the alter-
nate weights, without changing at all their basic MC program logics and structures. One caveat
is that though this method will give an accurate estimate of the variations given, this is only true
for regions of phase space in which the original MC fills. If some regions of phase space are
empty, or rarely entered, the changes in that region due to the variation will still lack significant
statistics.
The collinear kernel is simply
Pqq(z) =
1 + z2
1− z . (14)
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Fig. 1: The distribution of the number of emissions for the collinear kernel and the quasi-collinear kernel for m2 =
(175 GeV)2 and q˜2 = (1TeV)2. The solid line shows the result when the quasi-collinear kernel is used, the dashed
line shows the result when the variation in eqn. (15) is applied and the events are weighted. Again, the second panel
shows the ratio of the varied to the unvaried MC.
To obtain the quasi-collinear kernel, we must define a variance of
δPqq(z, q˜2) = − 2m
2
z(1− z)q˜2 . (15)
With this variance we find the alternate weight, for the ith emission, is given by
wPi =
(
1 +
δPqq(zi, q˜i2)
Pqq(zi, q˜i2)
)
exp
(
−
∫ q˜2i−1
q˜2i
dq˜2
q˜2
∫ z+i
z−i
dz αS
[
z2(1− z)2q˜2] δPqq(z, q˜2)) ,
(16)
and the total weight due to the kernel variation is the product of the weight for each emission.
This weight is normalized to a weight 1 event with no variations.
We now show the result of this variation when showering a top quark with mass 175 GeV
from an initial scale of 1 Tev. In figure 1 we show the effect that the quasi-collinear variation
has on the distribution of the number of emissions. As would be expected, for larger masses we
have fewer emissions. Figure 2 shows the p2⊥ spectrum of the outgoing quark. The figures are
divided into two panels. The top panel shows the results while the bottom panel shows the ratio
of the reweighted MC vs. the unweighted one. In figure 1 the ratio panel also includes the ratio
of the reweighted MC vs. an alternate MC sample created by changing the kernel in the MC to
the quasi-collinear kernel. We see that this ratio is 1 with small variations.
4.1 Combining Kernel with Running Coupling
Another potential variation that may be of interest is to vary the kernel by a term proportional
to the running coupling. Such a variation could be used to introduce some NLO effects into the
kernel. If we consider only the lowest order in the variations, then
δF ≈ δαSP (1)qq + αSδP (1)qq + α2SδP (2)qq . (17)
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Fig. 2: The distribution of the p2⊥ of the outgoing quark for the collinear and quasi-collinear cases under the same
conditions as figure 1.
We choose the form of δP (2)qq (z) according to full NLO kernel [9, 10]. This is composed of two
parts, the flavour singlet (S) and non-singlet (V) contributions
δP (2)qq (z, q˜
2) = PS(2)qq (z) + P
V (2)
qq (z), (18)
We choose δP (1) = 0 and δα = 0 for these examples.
Figure 3 shows the effect on the number of emissions and figure 4 shows the effect on the
p2⊥–spectrum of the outgoing quark line. We see that the number of emissions is slightly higher
with a harder spectrum.
The construction of a next-to-leading log (NLL) parton shower has the problem of negative
values for the splitting kernels. These destroy the probabilistic interpretation of the Sudakov
form factors. Naively, one would assume that this will destroy any meaningful results for the
NLL weights. In our case, this is not true. We are reweighting the total density according to the
NLL corrections. These may introduce large or negative weights to the reweighted shower, but
this is necessary as this correctly describes the density. In the inclusive picture, these negative
weights are integrated over and pose no problem; exclusively, these negative weights must be
treated correctly in the analysis.
5 Variation of Kinematics
We now consider another use of the alternate weights. Here we wish to use these weights to
transform one parton shower into another. This, of course, is not an exact transformation. This
requires additional knowledge about the structure of the alternate parton shower.
The idea is to use the variables generated by one shower and reshape the distribution to give
the results if an alternate shower was used. In this section we discuss the intrinsic kinematical
definitions.
Consider a new kinematics, similar to the one used in Pythia [4]. Here we wish to order
the parton shower in virtuality (Q2). This requires a mapping from q˜2 into Q2. Furthermore,
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Fig. 3: The distribution of the number of emissions using the collinear kernel at O(αS) and applying the variation
discusses in the text at O(α2S).
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Fig. 4: The p2⊥ distribution of the outgoing quark under the same conditions as figure 3.
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there is a different interpretation of the meaning of the momentum fraction z in the Pythia-
like and Herwig-like shower; they have the same distribution, however. We compensate for
this by constructing the full four-momentum from the Herwig-like shower and deconstructing
the associated variables for each emission. The weights can then be computed from this. This
method has the additional benefit that the four momentum configuration is identical in both cases;
thus hadronization effects and hadron decays are identical. We define our variations such that
F¯ [(αS , Pqq)(z¯, Q2)] = F [(αS , Pqq)(z, q˜2)] + δF, (19)
where the left-hand side refers to the Pythia-like shower. From this we find
δF = F¯ [(αS , Pqq)(T (z, q˜2))]J (z¯, Q2)− F [(αS , Pqq)(z, q˜2)], (20)
where J is the Jacobian factor for the coordinate transformation T (z, q˜2) from the Herwig-
variables to the Pythia variables. At this point we can exploit the analytic structure of the Sudakov
form factor,
∆(t; t0) = ∆(t; t1)∆(t1; t0). (21)
This allows the seperation of the weights into the real and the Sudakov components and to cal-
culate the Sudakov components over the full evolution scale, rather than just the scales between
each emission. This gives
w∆ =
∆P (Q2ini;Q
2
0)
∆H(q˜2ini, q˜
2
0)
. (22)
The total weight is given simply as
w = w∆
N∏
i=1
w
(R)
i , (23)
where the w(R)i refer to the weights for the real emissions.
The question now is what does the weighted shower physically give us? This gives us the
weight, relative to the unweighted original shower, of producing the kinematical configuration
via the other shower. For our example here this means that it will weight our Herwig-like shower
to be that of the Pythia-like construction. Our weighted shower will produce events that are
both ordered in virtuality and in angle. Comparing the weighted results versus an independent
implementation of the full Pythia-like shower would illustrate, for any observable ,the effect of
the different limits in phase-space inherent in each implementation. Furthermore, it could be
used to illustrate the effects of alternate choices of ordering; e.g. colour connections between
jets.
To illustrate this technique we use as a model e + e− annihilation into a qq¯ pair. This
pair then undergoes final state radiation, but the subsequent emissions do not. We reconstruct the
kinematics of the event and, in order to conserve
√
s, we rescale each jet by a common factor, k,
such that
√
s =
N∑
i=1
√
q2i + kp
2
i , (24)
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Fig. 5: 1 − T for the Herwig-like shower and reweighted to a Pythia-like shower, as described in the text. These
differences are due to the different kinematics definitions used in each shower. The bottom panel shows the ratio of
the Pythia-like vs. Herwig-like.
where q2i is the virtuality of jet i. To illustrate the reweighting between the Herwig-like and
Pythia-like shower we study the thrust observable. This is given by
T = max
n
∑N
i=1 |pi · n|∑N
i=1 |pi|
. (25)
This observable was chosen as the thrust has a strong correlation to the hardest emission, but
also is effected by subsequent emissions. As we don’t shower the emitted gluons, studying an
observable which have a strong dependence on 2 or more emissions is not as illustrative.
Figure 5 shows the result for
√
s = 1 TeV. We can see the deviations, and as expected
they are not too large. As these are not the result of a full event generation it is not useful to
compare these to data.
6 Uncertainty in Unintegrated Parton Distribution Functions
In the last example we show how to apply the technique to compute the effect of uncertainties
in the unintegrated parton distribution function (updf) for the backwards evolution algorithm of
CASCADE [11]. In this algorithm the updfs are taken from the outputs of an alternate Monte
Carlo algorithm, based on SMALLX [11–13]. This leads to large uncertainties in the updfs.
Additionally, in order to fit the initial conditions of the updf MC, based on SMALLX, one must
match the output of CASCADE to data. The ability to take the uncertainty of the updf MC into
account will allow for better fits overall. Figure 6 shows a schematic of this procedure.
We present here the formula needed to compute the effect of the updf uncertainties in the
CASCADE algorithm. We do not endeavor here to implement these weights in the CASCADE
program, nor suggest the ideal treatment of this information. This is left as future exercises for
the authors of CASCADE.
The CCFM equation describes the gluonic structure of the proton. The variables of this
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Fig. 6: Schematic of the flow of the fitting procedure using CASCADE and updf MC. As the output of the updf MC is
not directly fitted, rather that of CASCADE, tracking uncertainties from the updf MC through CASCADE can prove
useful in the fits.
evolution are a scale, q, the momentum fraction, x, and the transverse components, k⊥. In
CASCADE, given a step in the evolution terminates at q, x and k⊥, the probability of evolving
to a new q¯, x/z and k′⊥ = |(1− z)/zq + k⊥| is
P(q¯, z, φ, k′⊥; q, x, k⊥) =
P˜ (z, q¯/z, k⊥)
2πzq2
A(x/z, k′⊥, q¯/z) (26)
× exp
(
−
∫ q¯
q
dq′2
q′2
∫
dz
z
dφ
2π
P˜ (z, q′/z, k⊥)
A(x/z, k′⊥, q′/z)
A(x, k⊥, q′)
)
,
where P˜ is the kernel including the non-sudakov form factor and A is the updf. In contrast to
the previous examples, here the real and virtual contributions are clearly different. When we
propogate the variance of the updf in the real function we find
δFR[ϕ]
FR[ϕ]
=
δA(x/z, k′⊥, q′/z)
A(x/z, k′⊥, q′/z)
. (27)
In the virtual case this is more complex. Here we find
δFV [ϕ] =
P˜ (z, q′/z, k⊥)
2πzq′2
(
B + δB
A+ δA
− B
A
)
≈ P˜ (z, q
′/z, k⊥)
2πzq′2
1
A
(
δB −BδA
A
)
, (28)
where
A ≡ A(x, k⊥, q′) ; B ≡ A(x/z, k′⊥, q′/z). (29)
These formulae can be used to give the weight associated with the uncertainty due to the updf.
Of course, implementation of this weight in the CASCADE framework requires still some work.
Once complete, however, use of this alternate weight during the fitting procedure should help
improve overall predictions of the model.
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7 Conclusion
We have presented a new approach to understanding the errors associated with a MC prediction.
This approach can be added to almost all currently existing MC programs without changing the
physics or the behaviour of the code. Instead, we have provided a method to track alternate
weights for events. These alternate weights provide the tool to reshape MC predictions to see
what such a prediction would be if various pieces of the MC were altered.
Though this technique is quite successful, it cannot compensate for all possible alterations.
As this algorithm provides an alternate weight for an event generated by a MC it cannot provide
events which cannot be generated by the original MC. This means that some of the physical
limitations of an already existing code cannot be overcome through this method. We don’t see
this as a drawback, however. The purpose of this technique is to understand the physics and the
limitations inherent in a MC implementation. To this end, such limitations of this technique can
provide valuable insight.
This paper has provided numerical examples of a toy parton shower model based on the
real MC behaviour of Herwig++ [3, 8]. It may be quite illustrative to apply this method to a
fully featured general purpose MC, including hadronization and hadron decay, to see how much
variation exsists in such a parton shower implementation. With such an implementation one may
be able to check the accuracy of many MC predictions and to understand the limitations of these
predictions.
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Abstract
Light charged hadron production data in the current fragmentation re-
gion at HERA are calculated using next-to-leading order perturbative
calculations and fragmentation functions obtained from similar data
from e+e− reactions. General good agreement is found at large pho-
ton virtuality Q2 and intermediate momentum fraction xp, consistent
with fragmentation function universality. The description of the small
xp and Q2 region is improved by incorporating hadron mass effects.
1 Introduction
Unpolarized quark fragmentation functions (FFs) for charge-sign unidentified light charged ha-
drons h± = pi±, K± and p/p have been well constrained by data from e+e− → h± +X using
calculations at next-to-leading order (NLO) accuracy. Due to universality in the factorization
theorem, such FFs can be used to calculate the similar measurements of ep → e + h± + X.
This contribution summarizes the main results of [1] comparing ep reaction data in the current
fragmentation region from the H1 [2] and ZEUS [3] collaborations at HERA with calculations
using FFs extracted from e+e− reactions.
The kinematic degrees of freedom are chosen to be the centre-of-mass energy
√
s of the
initial state ep system, the magnitude of the hard photon’s virtuality Q2 = −q2, the Bjorken
scaling variable x = Q2/(2P · q) and the scaled detected hadron momentum xp = 2ph · q/q2.
The normalized cross section (with the s dependence omitted for brevity) takes the form
F proton h
±
(cuts, xpA, xpB) =
∫
cuts dQ
2dx
∫ xpB
xpA
dxp
dσproton h
±
dxpdxdQ2
(x, xp, Q2)∫
cuts dQ
2dxdσ
proton
dxdQ2
(x,Q2)
, (1)
where “cuts” refers to a specified region in the (x,Q2) plane, and where xpA(B) is the lower
(upper) edge of the xp bin. The cross section and the kinematic variables are frame invariant,
and are measured in the Breit frame, defined to be the frame where the photon energy vanishes.
In this frame the target fragmentation region (xp < 0) contains the proton remnants, while the
struck parton fragments into the current fragmentation region (xp > 0), and the latter process
is equivalent to the fragmentation of a parton into an event hemisphere in e+e− reactions. The
factorization theorem dictates that, at leading twist, the highly virtual photon undergoes hard
scattering with a parton in the proton moving in the same direction and carrying away an energy /
momentum fraction y. One of the partons produced in this scattering undergoes fragmentation to
the observed hadron h± moving in the same direction and carrying away an energy / momentum
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fraction z. In other words, after the change of integration variables z → xp/z and y → x/y, the
factorized cross section in the numerator of Eq. (1) takes the form
dσproton h
±
dxpdxdQ2
(x, xp, Q2) =
∫ 1
xp
dz
z
∫ 1
x
dy
y
∑
ij
dσij
dzdydQ2
(
y, z,
Q2
µ2
, as(µ2)
)
× fprotoni
(
x
y
, µ2
)
Dh
±
j
(xp
z
, µ2
)
,
(2)
where fprotoni is the parton distribution function (PDF) of parton i in the proton, Dh
±
j the FF of
parton j to h±, dσij the equivalent factorized partonic observable given to NLO in Ref. [4], µ
the factorization / renormalization scale which distinguishes the soft from the hard subprocesses
and as(µ2) = αs(µ)/(2pi).
2 Comparisons with data
At leading order in as, eq. (1) becomes
F proton h
±
(cuts, xpA, xpB) =
∫ xpB
xpA
dxp
∑
I e
2
qI
(Q2)GI(Q2)xpDh
±
I (xp, Q
2)∑
J e
2
qJ (Q
2)GJ (Q2)
, (3)
where the parton labels I, J are restricted to (anti)quarks qI only, which have electric charges
eqI , and GI(Q2) =
∫
cuts dx xf
proton
I (x,Q
2). In the limit that the GI become independent of I ,
the numerator of Eq. (3) is equal to the equivalent LO result for e+e− → h± +X, and therefore
the two types of observables are distinguished only by the GI . If this discrepancy is small, a
good description of HERA data is expected using FFs obtained from fits to e+e− data, such as
the AKK [5], Kretzer [6] and KKP [7] FF sets 1 if universality and fixed order (FO) perturbation
theory are reliable. Calculations using these sets for the H1 data are shown in Fig. 1, using the
CTEQ6M PDF set [9] and the CYCLOPS program [10] here and throughout this work, unless
otherwise stated. The strong disagreement between the FF sets at large xp most likely arises
from large experimental errors on the FFs due to poor constraints from e+e− reaction data at
large momentum fraction. At high Q2, the calculation for all 3 FF sets agrees well with the
data. Therefore, the disagreements at large and small xp values found with the lower Q2 data
may be due to effects beyond the FO approach at leading twist. For example, resummation of
soft gluon emission logarithms that become large at small and large xp may be necessary to
improve the calculation here. This is illustrated in Fig. 2 (left) by the effect of scale variation
on the calculation, being largest at small and large xp. The effect of the observed hadron’s mass
mh is also important at small xp for low Q2 values. For non-zero hadron mass, one has to
distinguish between momentum, energy, light cone momentum etc., which are all equal when the
hadron mass is negligible. According to the factorization theorem, the “momentum” fraction z
appearing in eq. (2) is the fraction of light cone momentum carried away from the fragmenting
parton by the observed hadron in a frame in which the spatial momenta of the virtual photon and
the detected hadron are parallel, and xp = ξp(1−m2h/(Q2ξ2p)) should be replaced by the ratio of
1Since this work was completed, 3 further sets [8] have been extracted using improved theoretical and experimental
input.
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Fig. 1: Comparisons of theoretical predictions using the AKK, Kretzer and KKP FF sets with the xp distributions
from H1 [2].
the hadron’s to the virtual photon’s light cone momentum, ξp. Using this approach [1], one finds
that the experimentally measured quantity dσproton h±/dxpdxdQ2 is related to the calculated
quantity dσproton h±/dξpdxdQ2 by
dσproton h
±
dxpdxdQ2
(x, xp, Q2) =
1
1 + m
2
h
Q2ξ2p(xp)
dσproton h
±
dξpdxdQ2
(x, ξp(xp), Q2), (4)
which shows clearly that hadron mass effects become important at small xp and low Q2. Accord-
ing to Fig. 2, this correction improves the description in this region, if we compare the results of
this figure with the low Q2 results of Fig. 1. The choice mh = 0.5 GeV represents an “average”
mass for the light charged hadrons. We do not incorporate mass effects for the proton of the initial
state, since this effect is expected to partially cancel between the numerator and denominator of
eq. (1). By redoing the calculation with the MRST2001 PDF set [11], we see that the dependence
on the choice of PDF set is small, particularly at small xp, most likely because these quantities
are well constrained but also because any variations in them are partially canceled between the
numerator and denominator of eq. (1). As for e+e− reactions, the dependence on the gluon FF is
small, particularly at large xp.
To further verify these observations and inferences, we perform similar calculations for
the ZEUS data. The different FF sets lead to similar results and good agreement with the data at
large Q2 and intermediate xp (Fig. 3). The scale variation (Fig. 4, top) generally decreases with
increasing Q2, and is largest for small xp. Both hadron mass effects and gluon fragmentation are
most important at low Q2 and small xp (Fig. 4, bottom).
S. ALBINO
712 HERA and the LHC
0.2 0.4 0.6 0.8 1
xp
10−3
10−2
10−1
100
101
1/
σ
 
dσ
/d
x p
12 GeV2 < Q2 < 100 GeV2
µ/Q=1
µ/Q=1/2
µ/Q=2
0.2 0.4 0.6 0.8 1
xp
10−3
10−2
10−1
100
101
1/
σ
 
dσ
/d
x p
12 GeV2 < Q2 < 100 GeV2
default
 mh = 0.5 GeV
MRST2001
no gluon
Fig. 2: As in Fig. 1, using only the AKK FF set. Left: The modifications arising from scale variation. Right: The
modifications to the default predictions (solid line) arising from the replacement of the CTEQ6M PDF set by the
MRST2001 PDF set of Ref. [11], from the removal of the evolved gluon, and from the incorporation of the hadron
mass effect are shown.
3 Conclusions
High Q2 measurements of inclusive single hadron production at HERA are well described by
perturbative QCD in the framework of the factorization theorem using available FF sets. Al-
though some disagreement is found with data at lower Q2, we note that there is significant room
for improvement in the theory in this region, such as hadron mass effects studied in this work,
but also resummation of the FO series at small and large xp, higher twist effects and quark mass
effects. Whether such effects are in fact relevant can be better verified by the effect of incorpo-
rating such data into global fits of FFs. More importantly, such data may also provide valuable
information on the FFs’ quark flavour components not constrained by e+e− reaction data, partic-
ularly since these type of HERA measurements may now be made very precisely [12]. However,
in order to constrain FFs for each hadron species individually, and to ensure that the data is not
contaminated by light charged particles other than pi±, K± and p/p, the hadron species of the
HERA data need to be identified.
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Fig. 4: As in Fig. 2, but for the ZEUS data [3].
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Abstract
We report on studies of multi-parton corrections from nonlocal oper-
ator expansion. We discuss relations between eikonal-line matrix el-
ements and parton distributions, and present an illustration for initial-
state collinear evolution.
1 Introduction
Non-perturbative dynamics affects the structure of LHC events even for high momentum trans-
fer, through hadronization, soft underlying scattering, multiple hard interactions. Models for
these processes are necessary, for instance, for Monte Carlo generators to produce realistic event
simulations.
The treatment of multiple parton interactions in QCD will require methods that go be-
yond the local operator expansion, and likely involve fully unintegrated parton correlation func-
tions [1]. Besides the relevance for event generators, this should also provide a natural framework
for the investigation at the LHC of possible new strong-interaction effects at very high energies,
including parton saturation [2].
This report is based on the analysis [3] of nonlocal operator expansion, investigating cor-
rections from graphs with multiple gluon exchange. The point of view in this study is to connect
the treatment of multi-gluon contributions with formulations in terms of standard partonic op-
erators, and in this respect it can be seen as deriving from the approach of [4]. We present an
illustration for the case of structure functions. This case is also treated in the analyses of [5].
More discussion may be found in [6]. The formulation discussed below trades parton distribu-
tion functions for moments of eikonal-line correlators. We expect this formulation to be useful
also for the treatment of the associated final-state distributions.
2 From parton distribution functions to eikonal-line matrix elements
The analysis [3] starts with the quark distribution function, defined as
fq(x, µ) =
1
4pi
∫
dy−eixP
+y−〈P |ψ¯(0)Q(0)γ+Q†(y−)ψ(0, y−,0)|P 〉c (1)
where ψ is the quark field, Q is the gauge link, and the subscript c is the instruction to take
connected graphs. The matrix element (1) can be rewritten as the real part of a forward scattering
amplitude [3], in which we think of the operator Q†ψ as creating an antiquark plus an eikonal
line in the minus direction, starting at distance y− from the position of the target.
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Next, supposing that x is small, we treat the evolution of the antiquark-eikonal system in a
hamiltonian framework (see [3] and references therein) which allows us to express the evolution
operator in the high-energy approximation as an expansion in Wilson-line matrix elements. The
leading term of this is (“dipole” term)
Ξ(z, b) =
∫
[dP ′] 〈P ′| 1
Nc
Tr{1− F †(b+ z/2)F (b − z/2)}|P 〉 , (2)
where F is the eikonal operator
F (r) = P exp
{
−ig
∫ +∞
−∞
dz−A+a (0, z−, r) ta
}
, (3)
z is the transverse separation between the eikonals in (2), and b is the impact parameter.
In this representation the quark distribution (1) is given by the coordinate-space convolu-
tion
xfq(x, µ) =
∫
db dz u(µ,z) Ξ(z, b) − UV . (4)
In [3] the explicit result is given for the function u(µ,z) at one loop in dimensional regularization
and for the counterterm −UV of MS renormalization. The MS result can also be recast in a
physically more transparent form in terms of a cut-off on the z integration region, as long as the
scale µ is sufficiently large compared to the inverse hadron radius:
xfq(x, µ) =
Nc
3pi4
∫
db
dz
z4
θ(z2µ2 > a2) Ξ(z, b) , (5)
where a is a renormalization scheme dependent coefficient given in [3].
The Wilson-line matrix element Ξ(z, b) receives contribution from both long distances and
short distances. At small z it may be treated by a short distance expansion. At large z it should
be parameterized consistently with bounds from unitarity and saturation [2] and determined from
data.
3 An algebraic relation for eikonal operators
A general relation between fundamental and adjoint representation for Ξ, valid for any distance
z, is given in [3], based on the algebraic relation
1
N2c − 1
Tr
[
1− U †(z)U(0)
]
=
CA
CF
1
Nc
Re Tr
[
1− V †(z)V (0)
]
(6)
− 1
2
CA
CF
1
N2c
|Tr
[
1− V †(z)V (0)
]
|2
with V = Ffund., U = Fadj..
From this one can obtain small-z relations connecting Ξ to the gluon distribution. For
instance, for the fundamental representation at small z this yields
Ξ(b,z) = z2
pi2αs
2Nc
xG(x, µ)φ(b), (7)
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where by xG we denote the gluon distribution (either the xc-scale or weighted-average expres-
sions in [3]), and φ(b) obeys ∫
db φ(b) = 1. (8)
The result for Ξ in the fundamental representation corresponds directly to the one for the dipole
cross section in the saturation model [2]. Results in the fundamental and adjoint cases are relevant
to discuss quark saturation and gluon saturation.
4 Power-suppressed contributions
In the s-channel framework of [3] contributions to hard processes suppressed by powers of the
hard scale are controlled by moments of Ξ,
Mp = 2
2p p
Γ(1− p)
∫
dz
piz2
(z2)−p
∫
db Ξ(z, b) , (9)
analytically continued for p > 1. Models for the dipole scattering function including saturation
are reviewed in [2]. In this case the moments (9) are proportional to integrals over impact pa-
rameter of powers of the saturation scale. Higher moments are obtained from derivatives with
respect to p,
Mp,0 ≃
∫
db [Q2s(b)]
p , Mp,k ≃ (−1)k d
k
dpk
Mp,0 . (10)
As an illustration, we determine the CA/x part of the coefficients of the first subleading
power correction from the s-channel for transverse and longitudinal structure functions FT , FL.
Denoting the Q2 derivative by F˙j = dFj/d lnQ2 for j = T,L, and its leading-power contribu-
tion by F˙j,lead., one has
F˙j − F˙j,lead. = bj,0 M2,0/Q2 + bj,1 M2,1/Q2 + · · · (11)
Structure functions can be analyzed in the same way [3] as described in Sec. 2 for the quark
distribution function. The main difference compared to the case of the quark distribution (1) is
that the ultraviolet region of small z is now regulated by the physical scale Q2 rather than requir-
ing, e.g., MS renormalization. Saturation is reobtained [3] within the dipole approximation [2].
By the analysis based on (6),(7) the saturation scale Qs(b) for a dipole in the fundamental repre-
sentation is
Q2s(b) =
2pi2αs
Nc
xG(x, µ)φ(b). (12)
To study the expansion in powers of 1/Q2 it is convenient to go to Mellin moment space by
representing Ξ via the Mellin transform
Ξ(z, b) = z2
∫ a+i∞
a−i∞
du
2pii
(z2)−u Ξ˜(u,b) , (13)
0 < a < 1. Then the structure functions FT,L have the representation
xFT,L =
∫
db
∫ a+i∞
a−i∞
du
2pii
Ξ˜(u,b) ΦT,L(u) , (14)
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where ΦT,L(u) can be read from [7] and are given by
ΦT (u) = 〈e2a〉
Nc
4u+2pi2
(Q2)u
Γ(3− u)Γ(2 − u)Γ(1 − u)
Γ(5/2− u)Γ(3/2 + u) (1 + u) Γ(u), (15)
ΦL(u) = 〈e2a〉
Nc
4u+2pi2
(Q2)u
[Γ(2− u)]3
Γ(5/2 − u)Γ(3/2 + u) 2 Γ(1 + u), (16)
with Γ the Euler gamma function. The expansion in 1/Q2 of (14) is controlled by the singularity
structure of the integrand in the u-plane [3, 5, 6]. Eqs. (15),(16) show that longitudinal ΦL has
no pole at u = 0, so that the leading singularity is given by the u = 0 pole in Ξ˜, while the first
subleading pole u = −1 is absent in transverse ΦT due to the numerator factor (1 + u), so that
the answer for the transverse case at next-to-leading level is determined by the singularity in Ξ˜,
with Φ contributing to the coefficient of the residue.
It can be verified that contributions to (14) in the lowest p = 1 moments in Eq. (10)
correctly reproduce the small-x gluon part of renormalization-group evolution,
F˙T,lead. = 〈e2a〉
αs
2pi
∫ 1
x
dz
z
[z2 + (1− z)2]
2
fg
(x
z
,Q
)
+ quark term
≃ 〈e2a〉
αs
2pi
1
3
G+ quark term , (17)
using (8),(12) and the gluon distribution G evaluated at the average [3] x ≃ xc, with the lowest
x-moment of the gluon → quark splitting function∫ 1
0
dz Pqg(z) =
∫ 1
0
dz [z2 + (1− z)2]/2 = 1/3 . (18)
Beyond leading power, the first subleading corrections read
F˙T − F˙T,lead. = −〈e2a〉
CA
20pi3x
1
Q2
∫
db [Q2s(b)]
2 + . . . , (19)
F˙L − F˙L,lead. = −〈e2a〉
CA
15pi3x
[
14
15
+ ψ(1)]
1
Q2
∫
db [Q2s(b)]
2
+ 〈e2a〉
CA
15pi3x
1
Q2
∫
db [Q2s(b)]
2 ln[Q2/Q2s(b)] + . . . . (20)
That is, the b coefficients in (11) are given by
bT,0 = −〈e2a〉 CA/(20pi3x) , bT,1 = 0 ,
bL,0 = −〈e2a〉 CA [14/225 + ψ(1)/15]/(pi3x) , bL,1 = 〈e2a〉 CA/(15pi3x) , (21)
with ψ the Euler psi function.
Via process-dependent coefficients analogous to those in (11), the eikonal-operator mo-
ments (9) will also control power-like contributions to the associated jet cross sections due to
multi-parton interactions in the initial state. At present these processes are modeled by Monte
Carlo, which point to their quantitative significance for the proper simulation of hard events at
the LHC. The above discussion also suggests the potential usefulness in this context of analyzing
jet and structure function data by trading parton distribution functions for s-channel correlators
defined according to the method of Sec. 2.
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Single top production in the Wt mode with MC@NLO
Chris D. White
Nikhef, Kruislaan 409, 1058AG Amsterdam, The Netherlands
Abstract
We consider whether it is possible to isolate single top production in
the Wt mode as a process at the LHC. A precise definition of this
mode becomes problematic beyond leading order due to interference
with tt¯ production. We give two definitions of the Wt mode whose
difference mainly measures this interference, and implement both in
the MC@NLO program. Comparison of the results allows us to con-
clude that is indeed feasible to try to separate the tt¯ and Wt processes,
subject to adequate cuts.
1 Introduction
Single top physics is of great interest at the Tevatron and LHC both within and beyond the
Standard Model. Firstly, it allows detailed scrutiny of the electroweak interactions of the top
quark e.g. a direct measurement of Vtb. Secondly, the fact the mass of the top quark lies around
the electroweak scale means that the top sector could be a sensitive probe of new physics. In the
Standard Model, there are three ways to produce a single top quark. The least well understood of
these is the Wt mode, in which the final state top quark is accompanied by a W boson. Although
rather too small to be observed at the Tevatron, the cross-section is significant at the LHC (i.e.
about 20% of the total single top cross-section).
At LO, the Wt mode has a well-defined cross-section, which is much smaller than that of
tt¯ production. At NLO, however, a problem arises due to the real emission contributions shown in
Fig. 1. These essentially consist of tt¯ production at LO, followed by the decay of the antitop, and
result in a very large correction to the LO Wt cross-section. This large NLO contribution results
from regions of the phase space where the invariant mass mbW of the Wb¯ pair becomes equal
to the top mass i.e. when the antitop propagator becomes resonant. The question then arises
as to whether it is still possible to define the Wt mode in such a way that it can be measured
independently of top pair production at the LHC. This issue can only be fully addressed in the
MC@NLO framework, in which a NLO matrix element is matched with a parton shower, due
Fig. 1: Doubly resonant contributions to the Wt mode.
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to the fact that the interference problem manifests itself at NLO and beyond. Furthermore, it is
only in the presence of initial and final state showers that one has sufficiently realistic final states,
which one may be reasonably confident of having an experimental applicable definition.
It could be argued that instead of isolating the Wt mode by itself, one should consider
sums of processes with a given final state (in this case W+W−b(b¯)), as was done in the present
context in [1]. However, such approaches are problematic given that NLO QCD corrections
cannot be included. One knows, for example, that NLO corrections to tt¯ production are large.
This casts doubt on the accuracy of more inclusive approaches. Furthermore, it is unduly pes-
simistic to assume that interference with tt¯ prevents the practical definition of the Wt mode. It
is phenomenologically desirable to isolate this process, and if it can be done then this should
be investigated fully. Furthermore, a suitable definition allows full NLO QCD corrections to be
implemented, thus leads to the most accurate description.
The problem of isolating Wt production has been considered before in the literature, as it
is necessary in any calculation beyond LO. Previous ideas for solving the interference problem
include restricting mbW directly so as to lie away from the top mass [2], or implementing a global
subtraction term to remove the resonant tt¯ contribution [3]. These methods were defined at the
total cross-section level. A fully differential NLO definition was given in [4]. There, a transverse
momentum veto was implemented on the b quark which did not originate from the top, if such a
b was present. Harder b quarks tend to have originated from a t¯ decay, thus such a veto can be
used to filter out the tt¯ contribution. Also in [4], some matrix elements with problematic initial
states were removed (q¯q in all cases, and gg if the factorisation scale was equal to the transverse
momentum veto).
Whilst these solutions work well at the purely NLO level, they are not immediately appli-
cable beyond this e.g. in a real experiment it is not possible to ascertain which decay products
originated from a given particle in the hard matrix element. The removal of particular initial
states is also theoretically problematic. Firstly, it violates renormalisation group invariance - thus
invalidating one of the main motivations for going to NLO (i.e. reduced scale dependence). Sec-
ondly, removal of particular initial states is not meaningful in the presence of initial state showers,
which mix different partonic subchannels. Nevertheless, we will see that some of the preceding
ideas can be generalised in order to suitably define the Wt mode at the MC@NLO level.
2 Two definitions of the Wt mode
We have given two independent definitions of the Wt mode, both of which are applicable locally
in phase space and to all orders in the perturbation expansion. By comparing results from the two
definitions, we can be confident that theoretical ambiguities in each definition are under control.
Our two definitions are named as follows:
1. DIAGRAM REMOVAL (DR). Here one simply removes double resonant diagrams from the
Wt amplitude.
2. DIAGRAM SUBTRACTION (DS). Here one modifies the naı¨ve Wt cross-section with a
subtraction term, which removes the tt¯ resonant contribution locally in phase space.
The difference between the definitions arises from the fact that the subtraction is carried out at
the amplitude and cross-section levels respectively. Thus, the difference between DR and DS
mainly measures the interference term between the Wt and tt¯ production modes.
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Fig. 2: The subtraction term used to form the DS cross-section, as a function of the invariant mass mbW of the Wb¯
pair.
Each of the approaches has some theoretical difficulty. DR, for example, violates QCD
gauge invariance. We performed detailed checks in a number of gauges to establish that this is
not a problem in practice. In DS, there are some ambiguities in how one forms the subtraction
term. All one ultimately requires is that it be strongly peaked when mbW ≃ mt, and that it falls
away quickly as mbW moves away from the top mass. We thus use a local subtraction term:
dσsub = |A˜(tW b¯)tt¯|2 ×
fBW (mbW )
fBW (mt)
. (1)
Here A˜(tW b¯)tt¯ is the amplitude for tW b¯ production coming from tt¯-like diagrams, where the
kinematics are reshuffled to place the t¯ on-shell. This is then damped by a ratio of Breit-Wigner
functions fBW when the invariant mass mbW lies away from the top mass mt. For more details
see [5]. A plot of our subtraction term is shown as a function of mbW in Fig. 2. One can see
that is indeed strongly peaked when mbW → mt, and falls off quickly for other values of mbW .
It cannot be zero for mbW 6= mt without violating gauge invariance, as happens in the DR
definition. Having given two definitions of the Wt mode which are directly applicable in an all
orders calculation, we have implemented both of them in the MC@NLO package of [6]. This
required the recalculation of the Wt cross-section in the subtraction formalism of [7], and now
completes the description of single top production modes in MC@NLO, as the s and t-channel
modes have already been included [8]. Spin correlations of decay products were implemented
for the DR cross-section using the method of [9].
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Fig. 3: Transverse momentum spectrum of the lepton from the top decay in both the DR and DS approaches, for
pt,veto = 50GeV.
3 Results
We considered example results in which all final state heavy particles decay leptonically. Fur-
thermore, in order to address in more detail the issue of separation of the tt¯ and Wt processes, we
implemented a transverse momentum veto on the second hardest B hadron by analogy with [4].
That is, events are not accepted if they contain a second hardest B hadron whose pseudo-rapidity
satisfies |η| < 2.5 and which has a transverse momentum pbt < pt,veto. This then acts to reduce
the interference term between Wt and tt¯, due to the fact that harder b quarks tend to originate
from a top decay.
We studied a number of observables, and compared the results from the DS and DR def-
initions of the Wt mode for various choices of pt,veto. As a worst case scenario among the ob-
servables studied, we present results for the transverse momentum spectrum of the lepton from
the top decay in Fig. 3. The results from the two definitions agree closely, except for at very
high transverse momenta. However, the cross-section is small here. We also examined the effect
of spin correlations, and of varying renormalisation and factorisation scales. These latter effects
were larger than that arising from the difference between the DR and DS definitions in all cases.
4 Conclusion
QCD corrections threaten to undermine the definition of the Wtmode beyond LO due to interfer-
ence with tt¯ production. However, it is of clear phenomenological interest to be able to separate
the former process in its own right. We have given two workable definitions of this process, im-
plemented in the MC@NLO framework, such that the difference between the definitions mostly
measures the interference between Wt and tt¯ production.
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Comparison of results obtained from the two definitions suggests that they agree closely
subject to adequate cuts, and thus that it seems feasible to attempt to isolate Wt production
at the LHC. Although further phenomenological analysis is needed to determine whether the
tt¯ background itself can be sufficiently reduced, the resulting MC@NLO codes nevertheless
represent the state of the art description of the Wt mode.
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PYTHIA 8 Status Report
Torbjo¨rn Sjo¨strand
Department of Theoretical Physics, Lund University
Abstract
PYTHIA 8, the C++ rewrite of the commonly-used PYTHIA event gen-
erator, is now available in a first full-fledged version 8.1. The older
PYTHIA 6.4 generator in Fortran 77 is still maintained, for now, but
users are strongly recommended to try out and move to the new ver-
sion as soon as feasible.
1 Introduction
The “Lund Monte Carlo” family of event generators started in 1978 with the JETSET program.
PYTHIA was begun a few years later, and the two eventually were joined under the PYTHIA label.
Over the last 25 years the PYTHIA/JETSET program has been widely used to help understand the
physics of high-energy collisions.
The program was from the onset written in Fortran 77, up to the current version 6.4 [1].
However, following the move of the experimental community to C++, a corresponding restart and
rewrite was made for PYTHIA in 2004 – 2007, with most aspects cleaned up and modernized.
The first production quality release, PYTHIA 8.100, appeared towards the end of 2007 [2].
It was paced to arrive in time for LHC and therefore does not yet cover some physics topics.
It has not yet caught on in the LHC experimental collaborations, however, and thus the older
Fortran code is still maintained, even if at a reduced level.
2 Physics summary
Here follows a brief summary of the key physics aspects of PYTHIA 8.1, by topic.
Hard processes: The built-in library contains many leading-order processes, for the Stan-
dard Model almost all 2→ 1 and 2→ 2 ones and a few 2→ 3, beyond it a sprinkling of different
processes, but not yet Supersymmetry or Technicolor. Parton-level events can also be input from
external matrix-element-based generators, e.g. using Les Houches Event Files [3]. Also runtime
interfaces are possible, and one such is provided to PYTHIA 6.4 for the generation of legacy
processes. Resonance decays are included, often but not always with full angular correlations.
Parton showers: Transverse-momentum-ordered showers are used both for initial- and
final-state radiation, the former based on backwards evolution. Implemented branchings are
q → qg, g → gg, g → qq, f → fγ (f is a quark or lepton) and γ → ff . Recoils are handled
in a dipole-style approach, but emissions are still associated with one emitting parton. Many
processes include matching to matrix elements for the first (= hardest) emission; this especially
concerns gluon emission in resonance decays.
Underlying events and minimum-bias events: PYTHIA implements a formalism with
multiple parton–parton interactions, based on the standard QCD matrix elements for 2 → 2
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processes, dampened in the p⊥ → 0 limit. The collision rate is impact-parameter-dependent, and
collisions are ordered in decreasing p⊥. Multiple interactions (MI) are therefore combined with
initial- and final-state radiation (ISR and FSR) in one common sequence of decreasing transverse
momenta p⊥1 > p⊥2 > p⊥3 . . .,
dP
dp⊥
∣∣∣∣
p⊥=p⊥i
=
(
dPMI
dp⊥
+
∑ dPISR
dp⊥
+
∑ dPFSR
dp⊥
)
× exp
(
−
∫ p⊥i−1
p⊥
(
dPMI
dp′⊥
+
∑ dPISR
dp′⊥
+
∑ dPFSR
dp′⊥
)
dp′⊥
)
,
using the “winner takes all” Monte Carlo strategy. This leads to a competition, in particular
between MI and ISR, for beam momentum. The beam remnants are colour-connected to the
interacting subsystems, with a detailed modelling of the flavour and momentum structure, also
for the parton densities to be used at each successive step. The framework also contains a model
for colour reconnection, likely the least well understood aspect of this physics area, and therefore
one that may require further development.
Hadronization: The Lund model for string fragmentation is used to describe the transi-
tion from coloured partons to colour singlet hadrons. Subsequent hadronic decays are usually
described isotropic in phase space, but in some cases matrix-element information is inserted. It
is also possible to link to external decay packages, e.g. for τ or B decays. A model for Bose–
Einstein effects is included, but is off by default.
3 Program evolution
The above physics description largely also applies to PYTHIA 6.4. There are some differences to
be noted, however.
Many old features have been definitely removed. Most notably this concerns the frame-
work for independent fragmentation (a strawman alternative to string fragmentation) and the
older mass-ordered showers (that still are in use in many collaborations, but do not fit so well
with the new interleaved MI/ISR/FSR description).
Features that have been omitted so far, but should appear when time permits, include ep,
γp and γγ beam configurations and a set of SUSY and Technicolor processes.
New features, relative to PYTHIA 6.4 include
• the interleaved MI/ISR/FSR evolution (6.4 only interleaved MI and ISR),
• a richer mix of underlying-event processes, no longer only QCD jets but also prompt pho-
tons, low-mass lepton pairs and J/ψ,
• possibility to select two hard processes in an event,
• possibility to use one PDF set for the hard process and another for MI/ISR, and
• updated decay data.
Major plans for the future include a new model for rescattering processes in the MI ma-
chinery, and new facilities to include matrix-element-to-parton-shower matching.
In addition minor improvements are introduced with each new subversion. Between the
original 8.100 and the current 8.108 the list includes
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• possibility to have acollinear beams, beam momentum spread and beam vertex spread,
• updated interfaces to several external packages,
• improved possibility to run several Pythia instances simultaneously,
• code modifications to compile under gcc 4.3.0 with the -Wshadow option, and
• some minor bug fixes.
4 Program structure
The structure of the PYTHIA 8 generator is illustrated in Fig. 1. The main class for all user
interaction is called Pythia. It calls on the three classes
• ProcessLevel, for the generation of the hard process, by sampling of built-in matrix
elements or input from an external program,
• PartonLevel, for the additional partonic activity by MI, ISR, FSR and beam remnants,
and
• HadronLevel, for the transition from partons to hadrons and the subsequent decays.
Each of these, in their turn, call on further classes that perform the separate kinds of physics
tasks.
Information is flowing between the different program elements in various ways, the most
important being the event record, represented by the Event class. Actually, there are two objects
of this class, one called process, that only covers the few partons of the hard process above, and
another called event, that covers the full story from the incoming beams to the final hadrons. A
small Info class keeps track of useful one-of-a-kind information, such as kinematical variables
of the hard process.
There are also two incoming BeamParticles, that keep track of the partonic content
left in the beams after a number of interactions and initial-state radiations, and rescales parton
distributions accordingly.
The process library, as well as parametrisations of total, elastic and diffractive cross sec-
tions, are used both by the hard-process selection machinery and the MI one.
The Settings database keeps track of all integer, double, boolean and string variables
that can be changed by the user to steer the performance of PYTHIA, except that
ParticleDataTable is its own separate database.
Finally, a number of utilities can be used just about anywhere, for Lorentz four-vectors,
random numbers, jet finding, simple histograms, and for a number of other “minor” tasks.
5 Program usage
When you want to use PYTHIA 8 you are expected to provide the main program. At least the
following commands should them be used:
• #include "Pythia.h" to gain access to all the relevant classes and methods,
• using namespace Pythia8; to simplify typing,
• Pythia pythia; to create an instance of the generator,
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• pythia.readString("command"); (repeated as required) to modify the default
behaviour of the generator (see further below), or alternatively
• pythia.readFile("filename"); to read in a whole file of commands, one per
line,
• pythia.init(); to initialize the generator, with different optional arguments to be
used to set incoming beam particles and energies,
• pythia.next(); to generate the next event, so this call would be placed inside the
main event generation loop,
• pythia.statistics(); to write out some summary information at the end of the
run.
The pythia.readString(...) and pythia.readFile(...) methods are
used to modify the values stored in the databases, and it is these that in turn govern the behaviour
of the program. There are two main databases.
• Settings come in four kinds, boolean flags, integer modes, double-precision parms,
and string words. In each case a change requires a statement of the form task:property
= value, e.g. TimeShower:pTmin = 1.0.
• ParticleDataTable stores particle properties and decay tables. To change the former
requires a statement of the form id:property = value, where id is the identity code
of the particle, an integer. The latter instead requires the form id:channel:property
= value, where channel is a consecutive numbering of the decay channels of a parti-
cle.
Commands to the two databases can be freely mixed. The structure with strings to be interpreted
also allows some special tricks, like that one can write on instead of true and off instead of
false, or that the matching to variable names in the databases is case-insensitive.
Information about all settings and particle data can be found in the online manual, which
exists in three copies. The xml one is the master copy, which is read in when an instance of
the generator is created, to set up the default values that subsequently can be modified. The
same information is then also provided in a copy translated to more readable html format, and
another copy in php format. The interactivity of the latter format allows a primitive graphical
user interface, where a file of commands can be constructed by simple clicking and filling-in of
boxes.
The online manual contains more than 60 interlinked webpages, from a program overview
to some reference material, and in between extensive descriptions how to set up run tasks, how to
study the output, and how to link to other programs. In particular, all possible settings are fully
explained.
6 Trying it out
If you want to try out PYTHIA 8, here is how:
• Download pythia8108.tgz (or whatever is the current version when you read this)
from
http://www.thep.lu.se/∼torbjorn/Pythia.html
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• tar xvfz pythia8108.tgz to unzip and expand.
• cd pythia8108 to move to the new directory.
• ./configure ... is only needed to link to external libraries, or to use options for
debug or shared libraries, so can be skipped in the first round.
• makewill compile in 1−3 minutes (for an archive library, same amount extra for a shared
one).
• The htmldoc/pythia8100.pdf file contains A Brief Introduction [2].
• Open htmldoc/Welcome.html in a web browser for the full manual.
• Install the phpdoc/ directory on a webserver and open phpdoc/Welcome.php in a
web browser for an interactive manual.
• The examples subdirectory contains > 30 sample main programs: standalone, link to
libraries, semi-internal processes, . . .
• These can be run by make mainNN followed by ./mainNN.exe > outfile.
• A Worksheet contains step-by-step instructions and exercises how to write and run main
programs.
Note that PYTHIA is constructed so it can be run standalone, and this is the best way to
learn how it works. For an experimental collaboration it would only be a piece in a larger software
puzzle, and so a number of hooks has been prepared to allow various kinds of interfacing. The
price to pay for using them is a more complex structure, where e.g. the origin of any errors is
less easy to hunt down. Several aspects, such as the access to settings and particle data, should
remain essentially unchanged, however.
7 Outlook
PYTHIA 6.4 is still maintained, with a current version 6.418 that weighs in at over 77,000 lines
of code (including comments and blanks) and has a 580 page manual [1], plus update notes and
sample main programs. No further major upgrades will occur with this program, however, and
we intend to let it gradually die.
Instead PYTHIA 8.1 should be taking over. Currently it is smaller than its predecessor,
with “only” 53,000 lines of code and a puny 27 page manual [2], but with much further online
documentation and a big selection of sample main programs. It already contains several features
not found in 6.4, and will gradually become the obvious version to use.
The LHC collaborations are strongly encouraged to accelerate the transition from 6.4 to
8.1, e.g. by serious tests with small production runs, to find any remaining flaws and limitations.
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Fig. 1: The relationship between the main classes in PYTHIA 8. The thick arrows show the flow of commands to
carry out different physics tasks, whereas the thinner show the flow of information between the tasks. The bottom box
contains common utilities that may be used anywhere. Obviously the picture is strongly simplified.
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THEPEG
Toolkit for High Energy Physics Event Generation
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Abstract
I present the status of the THEPEG project for creating a common plat-
form for implementing C++ event generators. I also describe briefly
the status of the new version of ARIADNE implemented using this frame-
work.
1 Introduction
Monte Carlo Event Generators have developed into essential tools in High Energy Physics. With-
out them it is questionable if it at all would be possible to embark on large scale experiments such
as the LHC. Although the current event generators work satisfactorily, the next generation of ex-
periments will substantially increase the demands both on the physics models implemented in
the event generators and on the underlying software technology.
Below is a very brief description of the THEPEG [1] project for designing a general frame-
work in C++ for implementing event generator models, and also the ARIADNE program which
uses THEPEG to implement the underlying dipole cascade model. Also HERWIG++ [2] is imple-
mented in the THEPEG framework, but this program is described elsewhere in these proceedings.
2 Basic structure
THEPEG is a general platform written in C++ for implementing models for event generation.
It is made up from the basic model-independent parts of PYTHIA7 [3, 4], the original project of
rewriting the Lund family of event generators in C++. When the corresponding rewrite of the
HERWIG program [5] started it was decided to use the same basic infrastructure as PYTHIA7 and
therefore the THEPEG was factorized out of PYTHIA7 and is now the base of both PYTHIA7 and
HERWIG++ [2]. Also the coming C++ version of ARIADNE [6] is using THEPEG. It should be
noted, however, that the new C++ version of PYTHIA, called PYTHIA8 is not built on THEPEG.
THEPEG implements a number of general utilities such as smart pointers, extended type
information, persistent I/O, dynamic loading, a system for handling physical units and some extra
utilities for kinematics, phase space generation etc.
The actual event generation is then performed by calling different handler classes for
hard partonic sub-processes, parton densities, QCD cascades, hadronization etc. To implement
a new model to be used by THEPEG, the procedure is then to write a new C++ class inherit-
ing from a corresponding handler class and implement a number of pre-defined virtual func-
tions. Eg. a class for implementing a new hadronization model would inherit from the abstract
HandronizationHandler class, and a new parton density parameterization would inherit
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from the PDFBase class. These classes communicate with each other and with the underlying
framework using pre-defined virtual function definitions and a highly structured Event object.
To generate events with THEPEG one first runs a setup program where an
EventGenerator object is set up to use objects implementing different models for different
steps of the generation procedure. All objects to be chosen from are stored in a repository,
within which it is also possible to modify switches and parameters of the implemented models
in a standardized fashion, using so called interface objects. Typically the user would choose
from a number of pre-defined EventGenerator objects and only make minor changes for
the specific simulation to be made. When an EventGenerator is properly set up, it is saved
persistently to a file which can then be read into a special run program to perform the generation,
in which case special AnalysisHandler objects may be specified to analyze the resulting
events. Alternatively, the EventGenerator can be read into eg. a detector simulation program
or a user supplied analysis program, where it can be used to generate events.
3 Status
THEPEG version 1.2 is available [1] and is working. As explained above, it contains the basic
infrastructure for implementing and running event generation models. It also contains some sim-
ple physics models, such as some 2→ 2 matrix elements, a few parton density parameterizations
(and an interface to LHAPDF [7]) and a near-complete set of particle decays. However, these
are mainly in place for testing purposes, and to generate realistic events, the PYTHIA7 and/or
HERWIG++ programs are needed.
Currently the program only works under Linux and MacOS using the gcc compiler. This
is mainly due to the use of dynamic linking of shared object files, which is inherently platform-
dependent. However, the build procedure uses the libtool facility [8], which will hopefully
allow for easy porting to other platforms in the fututre.
Although THEPEG includes a general structure for implementing basic fixed-order matrix
element generation to produce the initial hard subprocesses in the event generation, a general
procedure for reading such parton level events from external programs using the Les Houches
accord [9, 10] is included.
The documentation of THEPEG is currently quite poor. The code itself is documented
using the Doxygen format [11], which provides some technical documentation. The lack of
documentation means that there is currently a fairly high threshold for a beginner to start using
and/or developing physics modules for THEPEG. However, THEPEG has a well worked through
low-level interface to be able to set parameter and switches, etc. in classes introduced to the
structure from the outside. This means that the running of THEPEG does not require a C++ expert,
but can be handled through a simple command-line facility or through a Java-based graphical user
interface.
Among the recent developments in THEPEG one can note that there is now an option to
do compile-time checking of units in all mathematical expressions. Also a number of helicity
classes for construction of matrix elements has been imported from HERWIG++. Furthermore, the
dependence on CLHEP [12] has been dropped and the only dependence on external packages is
the GNU scientific library [13], which is a standard package in all Linux distributions.
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3.1 ARIADNE
The reimplementation of the ARIADNE [6] program using the framework of THEPEG has started
but is not yet publically available. Although this is mainly a pure rewrite of the fortran version
of ARIADNE, it will contain some improvements, such as CKKW matching [14, 15]. In addition,
an improved version of the LDCMC [16] is planned.
ARIADNE is supposed to be used together with Lund string fragmentation, and for that
purpose an interface of relevant parts of the PYTHIA8 program to the THEPEG framework is
planned. Meanwhile there is already a simplified implementation of string fragmentation in the
PYTHIA7 program [4] which was the first attempt to reimplement PYTHIA into C++.
4 Conclusions
THEPEG can now be considered to be a stable piece of software. Several improvements can be
expected in the future, but the basic structure is fixed and has been working well for all models
which have been implemented so far.
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CASCADE
Michal Dea´k1, Hannes Jung1,2, Krzysztof Kutak1
1 Deutsches Elektronen-Synchroton DESY Hamburg, FRG
2 University of Antwerp, Belgium
CASCADE is a full hadron level Monte Carlo event generator for ep, γp, pp and pp¯ pro-
cesses, which uses the unintegrated parton distribution functions convoluted with off - mass shell
matrix elements for the hard scattering. The CCFM [1] evolution equation is an appropriate de-
scription valid for both small and moderate x which describes parton emission in the initial state
in an angular ordered region of phase space. For inclusive quantities it is equivalent to the BFKL
and DGLAP evolution in the appropriate asymptotic limits. The angular ordering of the CCFM
description makes it directly applicable for Monte Carlo implementation.
A detailed description of CASCADE is given in [2], the source code of CASCADE and a
manual can be found under: http://www.desy.de/˜jung/cascade/. A description
and discussion of the CCFM unintegrated gluon densities used in CASCADE can be found in
[3, 4] The unintegrated gluon density xA0(x, k⊥, q¯) is a function of the longitudinal momentum
fraction x the transverse momentum of the gluon k⊥and the factorization scale q¯. A general
discussion of unintegrated gluon densities is given in [5–8].
The matrix elements for heavy quark [9,10] and Higgs [11] production in kt-factorization
are available since long. The k⊥-factorisation approach can be used all the way up to high
transferred-momentum scales. As an illustration in Fig. 1 we present a numerical calculation for
the transverse momentum spectrum of top-antitop pair production at the LHC [5]. Small-x effects
are not large in this case. Rather, this process illustrates how k⊥-factorisation works in the region
of finite x and large virtualities of the order of the top quark mass. It is interesting to note that
even at LHC energies the transverse momentum distribution of top quark pairs calculated from
k⊥-factorisation is similar to what is obtained from a full NLO calculation (including parton
showers, MC@NLO [12]), with CASCADE giving a somewhat harder spectrum, Fig. 1.
However, to use CASCADE for standard processes at the LHC, g∗g∗ → W/ZQQ¯ pro-
duction [13, 14] and quark induced processes [15] (q∗g → qg) needed to be calculated in the
kt-factorization approach. First results from these calculations are given in [16].
The QCD-Compton process needs special attention: First, we are dealing with light par-
tons, and collinear and soft regions have to be avoided. This is done by applying a cut on the
transverse momentum pcmt of any of the outgoing q or g in the laboratory frame. Secondly, unin-
tegrated quark distributions had to be determined. Since the aim is mainly to cover the forward
or backward region at LHC, only the valence quarks are considered, avoiding any complication
with double counting of sea-quarks and gluon contributions.The unintegrated quark density is
obtained from a full CCFM evolution of valence quarks (taken at Q0 from CTEQ 5 [17]) treating
correctly the full kinematics during the evolution. Only the q → qg splitting functions were
included, which are finite for small x.
For all processes, the initial state parton shower is obtained from a deconvolution of the
CCFM unintegrated parton densities, obeying the angular ordering constraint. The angular or-
dering is essential for the x dependence of the unintegrated parton densities. However, during
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Fig. 1: Comparison of transverse momentum distribution of tt¯ pairs calculated from CASCADE with the NLO calcu-
lation MC@NLO at LHC energies.
the initial state cascade, the emitted parton can also undergo a further time-like cascade. This
time-like showering is now included, where the maximum virtuality of the showering partons is
set by the transverse momentum of the parent parton. The time-like cascade follows again angu-
lar ordering, but it does not change (except from kinematics) the angular ordering of the initial
state cascade, which is constrained by the unintegrated parton density.
New developments to properly model the dense partonic system have lead to the introduc-
tion of a absorptive boundary simulating effectively the saturation effect coming from non-linear
evolution equations. The absorptive boundary at small x suppresses the small kt region of the
unintegrated gluon density. The initial parameters for these uPDFs have to be determined from
fits to measurements [18] and yield a similarly good χ2. These uPDFs are available in CASCADE
(version 2.0.2), allowing the study of saturation effects with final state observables.
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AlpGen and SHERPA in Z/γ∗ + jets at LHC
Piergiulio Lenzi
Universita` degli Studi di Firenze and INFN Sez. Firenze
Abstract
A study of AlpGen and SHERPA event generators in the production
of Z/γ∗ + jets events at LHC is presented. Both generators imple-
ment a combined use of multi-parton tree level matrix element cal-
culations and parton shower, but the prescriptions used to match the
two approaches are different. We will show a collection of lepton and
jet observables and how they change as the parameters that steer the
matching prescription are altered. We will also show a comparison be-
tween the two algorithms when run with the default parameter choice.
The study has been done using the Rivet analysis framework.
1 Introduction
The characterization of Z/γ∗ + jets production at LHC, with the vector boson decaying lep-
tonically, will be one of the goals of the early LHC physics analyses; the rather clear leptonic
signature will make these events easy to identify, and the vector boson kinematics will be re-
constructed quite well even with a not perfectly calibrated/aligned detector: these signals will be
very useful, for example, for the calibration of the calorimeter response using the balancing of the
jets with the recoiling vector boson. Z bosons will be produced at the LHC with unprecedented
rates, thus allowing a very precise determination of the vector boson mass and width; besides
Z/W + jets events represent a background for many new physics searches, such as SUSY.
For all these reasons it’s extremely important to understand the different characteristics
of the event generators that can produce these events, to understand the theoretical uncertainties
connected to residual dependence on parameters such as the scale choice and to spot how the
differences among the event generators on the market translate into the observables reconstructed
in the experiments.
Several event generators exist that can produce Z/γ∗+ jets events. The PYTHIA [1] and
HERWIG [2] event generators implement the LO calculation of the hard 2→ 2 process and then
continue the evolution with the parton shower technique.
A different approach, which proved quite effective in describing Tevatron data, consists of
the combination of matrix element (ME) tree level calculations for up to several partons in the
final state and subsequent parton shower (PS), with care not to double count configurations that
can be produced both from the matrix element and from the parton shower. AlpGen [3] and
SHERPA [4] both implement this approach, but with significant differences.
2 Matching prescriptions
CKKW: The SHERPA event generator comes with its own ME calculator, called AMEGIC++ [5]
(A Matrix Element Generator In C++), and with its own PS, called APACIC++ [6] (A Parton
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CAscade in C++). In this event generator the CKKW prescription for matching ME and PS is
implemented in full generality.
The CKKW prescription was originally proposed for e+e− collision [7], then it was ex-
tended to hadron collisions [8]. It’s based on a separation of the phase space in a region for jet
production, handled by the ME and a region for jet evolution, handled by the PS. The separation
is determined using a k⊥ measure; a configurable k⊥ cutoff, ycut = Q2cut/E2CM , is used to define
the separation of the two regions; Qcut is the only parameter of this matching prescription.
The first step of the CKKW matching prescription is the calculation of the ME cross sec-
tions for all the parton multiplicities we want to enter the final state. In this calculation ycut is
used to cutoff divergences: the cross section is calculated for parton configurations such that the
minimum k⊥ distance between two partons is above ycut. In the ME cross section estimation a
fixed value for αS , αSME , is used.
The problem with ME calculation is that they are inclusive, so one cannot simply add ME
cross sections for different final state parton multiplicities.
In the CKKW approach events produced according to the ME cross sections are reweighted
with a Sudakov form factor weight. This makes ME cross sections exclusive. To calculate the
Sudakov weight final state partons arising from the ME calculations are clustered back with a
k⊥ clustering till the core 2 → 2 process. In this way a series of splittings is reconstructed,
that represent the splittings that would occur in a PS description of that final state. On this basis
the Sudakov weight is calculated. An αS correction is also applied to take into account that the
splittings happened at scales different from Qcut, as originally imposed in the ME calculation.
Below the scale ycut the evolution is described by the PS alone, but with a veto to avoid
emission above ycut, that has been taken into account already in the ME.
MLM: The MLM prescription is implemented in AlpGen; it is similar to the CKKW prescrip-
tion for what concerns the production of ME events and the reweighting of αS but implements
the Sudakov reweighting and the veto on the PS in a different way.
In the MLM approach a conventional PS program (PYTHIA or HERWIG) is used to shower
events emerging from the ME. The shower is performed without any constraint. Partons resulting
from the PS are clustered into jets with a cone algorithm. If all the jets match to all the partons
generated from the ME the event is kept otherwise it is discarded. A special treatment is then
needed for the events produced by the highest multiplicity ME, where additional jets, softer that
the matched ones are allowed.
In this way the MLM prescription both reproduces the effect of the Sudakov reweighting
and vetoes additional hard emission from the shower.
3 Analysis framework
Both programs were run with up to three additional partons from the matrix element. In order to
better identify the effect of the different matching prescriptions we switched off the underlying
event simulation.
We setup an analysis in the Rivet [9] analysis framework. Rivet is interfaced to a number
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Fig. 1: pT spectrum (a) and η distribution (b) for events produced with SHERPA. The contribution from different jet
multiplicities is put into evidence in color.
of event generators through the AGILe package; this means that one can run both SHERPA and
AlpGenwithin Rivet and run exactly the same analysis code on them. Rivet analyses are actually
run on the HepMC [10] record as it is produced from the generator.
We run the analysis at hadron level, selecting final state particles with pseudorapidity η
such that |η| < 5. We selected lepton pairs with an invariant mass between 66GeV and 116GeV.
Jets were reconstructed with the longitudinally invariant k⊥ algorithm [11], as implemented in
the FastJet package [12]. We set the pseudo-radius parameter of the k⊥ algorithm to 0.4 and
we set a minimum pT for jets of 30 GeV.
4 Results for SHERPA
Fig. 1 shows the pT (a) and η (b) distributions for the lepton pair produced in SHERPA. The
contribution from different jet multiplicities is put into evidence in colour, while the overall
contribution is in black. We observe that the high pT tail of the distribution is due to the multiple
jet contribution.
Fig. 2 shows differential jet rates in SHERPA. Differential jet rates are the distribution of
the resolution parameter in the k⊥ clustering, that makes an n jet event turn into an n−1 jet event.
To compute differential jet rates one might think of running the k⊥ clustering in exclusive mode
with different values of the resolution parameter, looking for the parameter that makes on jet
disappear, thus leading to the transition n→ n− 1. Actually this is done more efficiently simply
looking at the relevant recombinations in the clustering sequence when running k⊥ clustering
in inclusive mode. Those plots give a very detailed picture of how the phase space is filled. In
particular one has to take care of what happens around the separation cut between the ME-filled
region and the PS-filled region, marked with a vertical dashed line in the plots. The phase space
above the line is filled by the ME, below by the PS. While the 1 → 0 transition looks quite
smooth, some structure around the separation cut is present in the 2 → 1 and 3 → 2 plots. The
effect is anyway moderate, and is due to mismatches that can occur close to the cut, due to the
way the PS modifies the ME kinematics.
Fig. 3 shows how the pT and η distribution of the lepton pair change if the value of the
parameter Qcut that steers the matching is changed. As Qcut is increased the pT spectrum tends
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Fig. 2: Differential jet rates in SHERPA. (a) 1→ 0, (b) 2→ 1 (c), 3→ 2
to be softer and the η distribution less central. This is probably due to the reduced phase space
available for the ME as Qcut is increased. Since the ME is responsible for the hardest parton
kinematics, an increase in Qcut results in slightly softer spectra.
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Fig. 3: pT distribution (a) and η distribution (b) for the lepton pair in SHERPA with three different values of Qcut.
Fig. 4 shows the Qcut dependency in differential jet rate plots. Differences are observed in
the transition region around Qcut. The difference with respect to the default 20GeV is at most
40%.
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Fig. 4: Differential jet rates in SHERPA for three different values of Qcut. (a) 1→ 0, (b) 2→ 1 (c), 3→ 2
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5 Results for AlpGen
AlpGen sample has been showered using PYTHIA. We tried two different values for the mini-
mum pT in the cone algorithm that is used in AlpGen to steer the MLM matching: 25GeV and
40GeV.
Fig. 5 shows the effect of this change on the lepton pair pT and η spectra. The effect is
almost negligible.
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Fig. 5: pT distribution (a) and η distribution (b) for the lepton pair with three different values of pminT in AlpGen.
Fig. 6 shows differential jet rate plots for AlpGen for the two values of the minimum pT
in the internal cone algorithm. Also in this case the differences are concentrated in the region
around pminT , that is effectively the value used in AlpGen to separate the ME and PS regions.
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Fig. 6: Differential jet rates in AlpGen. (a) 1→ 0, (b) 2→ 1 (c), 3→ 2
6 A comparison between the two
We made a comparison between AlpGen and SHERPA when run with the default settings. For
AlpGen we used both PYTHIA and HERWIG as parton showers. Fig. 7 shows the pT spectrum
and the η distribution of the lepton pair and the pT spectrum of one of the two leptons. We
observe that SHERPA shows the hardest spectrum both for the lepton pair and the single lepton,
while AlpGen+PYTHIA is the softest. This translates into the η distribution, with SHERPA
showing the most central boson, and AlpGen+PYTHIA the less central.
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Fig. 7: pT distribution of the lepton pair (a), of the positive lepton (b) and η distribution for the lepton pair (c) in
SHERPA, AlpGen+PYTHIA and AlpGen+HERWIG. Relative difference plots are with respect to SHERPA.
Fig. 8 shows the jet multiplicity, the hardest and the second jet spectra. SHERPA shows a
higher mean jet multiplicity; this is consistent with the harder leptonic spectra, given that the Z
boson recoils against the jets. Also the leading jet pT spectrum is harder in SHERPA, while the
spectrum for the second jet is similar.
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Fig. 8: Jet multiplicity (a) and pT spectrum for the hardest (a) and second (b) jet in SHERPA, AlpGen+PYTHIA and
AlpGen+HERWIG. Relative difference plots are with respect to SHERPA.
7 Conclusion
A study AlpGen and SHERPA for the production of Z/γ∗+jets has been done. A series of con-
sistency checks have been performed with both generators to check the sensitivity to parameters
that steer the matching prescription. No big dependencies were spotted. The two generators were
compared when run with default settings. Some not negligible differences were spotted, both in
the lepton and jet observables. SHERPA shows in general harder spectra, and also a higher mean
jet multiplicity.
The analyses shown in this paper were performed with the Rivet Analysis framework.
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Abstract
This work presents a throughout comparison of some of the most pop-
ular generators for top-pair production at the LHC in the frame of the
CMS software. The aim is to validate the physics contents after their
integration in the experimental software and to give indications for the
best possible choices of the generator set-up.
1 Introduction
The description of top-pair production at the LHC can be handled by different kind of generation
tools. The most traditional approach, via leading order (LO) calculations (examples are genera-
tors like PYTHIA [1], TopRex [2]), is now accompanied by more modern tools allowing the in-
clusion of higher leading order (HLO) QCD terms, via the so-called matrix elements (ME) - par-
ton shower (PS) matching [3] (examples are ALPGEN [4] or the recent version of MadGraph [5]).
Also available are now next-to-leading-order (NLO) QCD generators like MC@NLO [6].
The aim of this work is to test the physics contents of the different generators in the domain
of top physics and in the framework of the CMS software. This also allows a common environ-
ment for the comparisons. Studies at pure generator level are documented by several articles
already [7]. This work should not be intended as a generator review.
2 Set-up and event reconstruction
In the following comparisons of event generators, performed for pp collisions at a centre-of-
mass energy of 14 TeV, the pure PS part is described in a uniform way by the use of PYTHIA,
with care to have the same input parameter settings in all conditions. Exception is MC@NLO,
currently only interfaced to HERWIG. The scales and PDFs are also chosen to be as much as
possible the same: exception to this is a slight difference in the scale definition in ALPGEN and
MadGraph. The details of the input settings, as well as the numbers of events generated for this
study, are reported in table 1. The validity of the choice of the tuning with new approaches for
the description of the radiation goes beyond the scope of the present note; it is, on the contrary,
relevant to maintain the input settings as uniform as possible.
The comparisons are made at the generator level, after radiation from PS. The variables are
reconstructed from the quarks and leptons before their final state radiation, the shown variables
are therefore sensitive to the description of initial or intermediate (from top) state radiation (ISR).
All the plots shown in the following are normalised to unity for the sake of clarity.
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Parameter TopRex MadGraph ALPGEN MC@NLO
PDFs CTEQ5L CTEQ5L CTEQ5L CTEQ5L
Renormalization scale mT mt mT mT
Factorization scale mT mt mT mT
ΛQCD in PYTHIA (PARP(61), PARP(62)) (GeV) 0.25 0.25 0.25 -
Q2max PYTHIA switch (PARP(67)) 2.5 2.5 2.5 -
Generated events 1, 5 × 106 3× 106 2× 105 1× 106
Table 1: Main generator input parameter settings, and total number of generated events for this study. The transverse
mass mT is defined as
P
tops(m2+p2T ). The MC@NLO generator is only interfaced with the HERWIG hadronisation,
so no direct comparison in the parameter settings can be made.
3 The importance of ME-PS matching
At the energy scale of the LHC the description of gluon radiation becomes crucial. Recent tech-
niques for PS-ME matching allow to describe much better the hard gluon radiation, maintaining
the parton shower approximation for low pT emissions. In the following we have used TopReX
as the LO reference, ALPGEN and MadGraph as examples of matched t¯t event generations and
MC@NLO as a NLO QCD description of the t¯t process.
Differences in gluon radiation may manifest themselves in distortions of the top quark
angular distributions and transverse variables. The most spectacular effect can be appreciated in
the transverse momentum of the radiation itself, which equals the transverse momentum of the
t¯t system.
This is what is shown in figure 1 for two standard generations in comparison to the newly
available matching scheme [8] of MadGraph: all the different contributions to a fixed ME order,
ie tt+0jets, tt+1jets, tt+2jets and tt+3jets, are explicitly indicated. The matching scheme is such
that there is no phase space double counting in the different samples: no matching is performed
for the last sample to let the PS predict configurations at higher jet multiplicities. The samples are
mixed together according to the respective cross-sections. In the same figure also the azimuthal
difference between the two tops is shown.
From the picture it is evident that gluon production via ME predicts a much harder trans-
verse spectrum. The difference in shape is impressive, reaching orders of magnitude in the ratio
at very high pT. The increased activity in hard gluon emission for the matched case also explains
a decreased azimuthal distance between the two tops, as shown in the right-hand plot. The pre-
dicted average pT of the radiation by MadGraph is 62 GeV/c (72 GeV/c with ALPGEN), with a
40% probability of having more than 50 GeV/c as gluon pT in t¯t events. This large gluon activity
will have an impact in the capability of correctly reconstructing top quark events at the LHC, and
in correctly interpreting radiation as a background for new physics searches.
Difference in differential distributions are visible not only in the transverse plane: having
more radiation tends to increase the event transverse activity. Moreover, the two top quarks and
the resulting decay products are more central and generally closer to each other. We believe
the difference we see are important enough to motivate the choice of a matching generation for
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Fig. 1: Transverse momentum of the tt¯ system (left) and azimuthal difference between the top quarks (right) for
TopRex, standard MadGraph and MadGraph with matching. The individual components tt+njets are explicitly plotted
in the left plot. The lower plots show the ratios of the histograms.
the description of any sufficiently hard SM process: this is particularly important when such
processes are background to higher jet multiplicity configurations.
One important step in the validation of the physics contents of the matching in CMSSW
is to compare two different approaches in the top sector. In figure 2 we present the ALPGEN
predictions compared to MadGraph with ME-PS matching.
The blue and red curves represent the distributions for the matched samples of ALPGEN
and MadGraph, respectively. For the pT of the t¯t system also the individual components are
shown. The agreement is more than acceptable for the pT and remarkable for the azimuthal
difference between the top quarks. Especially in the tails of the distributions, corresponding
to high radiation conditions, the disagreement reduces to a maximum discrepancy of 50%. To
properly appreciate the difference between the two predictions we should, however, account for
the theory errors as well. These errors come, mainly, from scale definitions, PDFs, PS tunings; a
detailed study on the dependence of the results on these effects is desirable before any conclusion
on residual discrepancies between the generators can be drawn.
The comparison showed very good agreement in many other distributions that are not
shown here. We observed a slight difference in shape for the transverse momentum and an
excellent agreement for angular variables, with difference typically below 5%. We believe that
the two generators can equally well be used to describe environments with hard gluon emission
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Fig. 2: Transverse momentum of the tt¯ system (left), azimuthal difference between the tops (center) and pseudo-
rapidity of the tops (right) for ALPGEN matched and MadGraph matched. The individual components tt+njets are
explicitly plotted in the left plot. The lower plots show the ratios of the histograms.
in the final state.
4 Matched calculations versus NLO predictions
Another extremely important test comes by comparing ME-PS matched calculations with NLO
QCD tools, especially for what concerns transverse variables. With the availability of MC@NLO
as event generator this is now possible. Such comparison must be looked at with a grain of salt,
since the hadronisation is performed with different tools and since inclusive NLO variables are
compared with matched HLO quantities, typically at orders greater than the first. Nonetheless, in
a throughout comparison of the kinematics of final state fermions and intermediate tops, a very
good agreement was always found. Figure 3 shows the transverse momentum of the system, and
excellent agreement in the high radiation tails is visible.
In this case discrepancies appear in the soft regime, where indeed the hadronisation with
the PS plays an important role. There, a complete tuning of the PS models (with the respective
externals MEs) needs to be made before performing a trustable comparison.
5 Summary and outlook
We presented a throughout comparison, at parton level, of generator predictions in the top sec-
tor at the LHC energy. The tests were performed in the framework of the CMS software. A
generation with matching PS-ME gives important differences in the description of the radiation
and should be chosen as currently the best way to describe SM processes where the description
of QCD radiation is important. This is even more relevant when such process is background to
something else (SM or new physics). Matched calculations have also been tested versus NLO
generators, with very good agreement in the prediction of transverse variables.
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Abstract
Herwig++ is the successor of the event generator HERWIG. In its
present version 2.2.1 it provides a program for full LHC event gen-
eration which is superior to the previous program in many respects.
We briefly summarize its features and describe present work and some
future plans.
1 Introduction
With the advent of the LHC era it was decided to completely rewrite the general purpose event
generator HERWIG [1,2] in C++ under the name Herwig++, based on the package ThePEG [3,4].
The goal is not only to provide a simple replacement of HERWIG but to incorporate physics
improvements as well [5]. From 2001 until now Herwig++ has been continuously developed and
extended [6–10]. The current version is 2.2.1, cf. [11]. The physics simulation of the current
version is more sophisticated than the one of Fortran HERWIG in many respects. In this report
we will briefly summarize the status of the different aspects of the simulation. These are the
hard matrix elements available, initial and final state parton showers, the hadronization, hadronic
decays and the underlying event. We conclude with an outlook to planned future improvements.
2 Physics simulation steps
2.1 Matrix elements
The event generation begins with the hard scattering of incoming particles or partons in the case
of hadronic collisions. We have included a relatively small number of hard matrix elements.
These include e+e− annihilation to qq¯ pairs or simply to Z0 bosons and deep inelastic scattering.
In addition there is the Higgsstrahlung process e+e− → h0Z0. For hadron–hadron collisions we
have the QCD 2→ 2 processes including heavy quark production. For colourless final states we
have the following matrix elements,
hh→ (γ, Z0)→ ℓ+ℓ− , hh→ W± → ℓ±νℓ(ν¯ℓ) , hh→ h0 , hh→ h0Z0 , hh→ γγ .
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We also provide matrix elements for processes with additional jets in the final state, like
hh→ (γ, Z0,W±) + jet , hh→ h0 + jet .
In addition, there are matrix elements for perturbative decays of the top quark, which will be sim-
ulated including spin correlations (see below). There will be some more matrix elements added
in future versions, e.g. for hh→ qqh0. Despite the rather small number of matrix elements, there
is no real limitation to the processes that may be simulated with Herwig++. In practice, one may
use any matrix element generator to generate a standard event file [12] which in turn can be read
and processed by Herwig++.
For processes with many legs in the final state we follow a different strategy. When the
number of legs becomes large — typically larger than 6–8 particles in the final state — it will
be increasingly difficult to achieve an efficient event generation of the full matrix element. For
these situations we have a generic framework to build up matrix elements for production and
decays of particles in order to approximate any tree level matrix element as a simple production
process with subsequent two or three body decays. This is a good approximation whenever the
widths of the intermediate particles are small. The spin correlations among these particles can be
restored with the algorithm described in [13]. Also finite width effects are taken into account [14].
The full simulation of several processes of many models for physics beyond the standard model
(MSSM, UED, Randall–Sunrum model) is thus possible in Herwig++ [15]. Here, all necessary
matrix elements for production and decay processes are constructed automatically from a model
file.
2.2 Parton Showers and matching with matrix elements
After the hard process has been generated, typically at a large scale ∼ 100GeV–1 TeV, the
coloured particles in the process radiate a large number of additional partons, predominantly
gluons. As long as these are resolved by a hard scale of ∼ 1GeV this is simulated with a co-
herent branching algorithm, as outlined in [16] which generalizes the original algorithm [17–19]
used in HERWIG. The main improvements with respect to the old algorithm are boost invariance
along the jet axis, due to a covariant formulation, and the improved treatment of radiation off
heavy quarks. We are using mass–dependent splitting functions and a description of the kine-
matics that allows us to dynamically generate the dead–cone effect. In addition to initial and final
state parton showers there are also parton showers in the decay of heavy particles, the top quark
in our case.
When extrapolating to hard, wide–angle emissions, the parton shower description is not
sufficiently accurate in situations where observables depend on large transverse momenta in the
process. In these cases we supply so–called hard matrix element corrections that describe the
hardest parton emission, usually a hard gluon, with the full matrix element for the process that
includes that extra parton. In order to consistently describe the whole phase space one has to
apply soft matrix element corrections. Matrix element corrections are available for Drell–Yan
type processes, Higgs production in gg fusion and e+e− annihilation to qq¯–pairs. In addition, we
apply a matrix element correction in top–quark decays [20].
From the point of view of perturbation theory, the hard matrix element correction is only
one part of the next–to–leading order (NLO) correction to the Born matrix element. The full NLO
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calculation also includes the virtual part with the same final state as the Born approximation.
When trying to match NLO calculations and parton shower algorithms systematically, we have
to avoid double counting of the real emission contributions. Two systematic approaches are being
successfully discussed and applied in event generators: MC@NLO [21–23] and the POWHEG
approach [24, 25]. In Herwig++ we have included working examples of matching in both ap-
proaches. The MC@NLO method, adopted to Herwig++ is described in [26]. Whereas the
POWHEG method has already been applied for several processes in e+e− annihilation [27, 28]
and also for Drell–Yan production [29]. Parts of these implementations will become available in
future releases.
Another viable possibility to improve the description of QCD radiation in the event gen-
eration is the matching to multiple tree–level matrix elements, that describe the radiation of n
additional jets with respect to the Born level. Theoretically most consistent is the CKKW ap-
proach [30] which has been studied in the context of an angular ordered parton shower in [31].
2.3 Hadronization and decays
The hadronization model in Herwig++ is the cluster hadronization model which has not been
changed much from its predecessor in HERWIG. After the parton shower, all gluons are split
nonperturbatively into qq¯ pairs. Then, following the colour history of the parton cascade, all
colour triplet–antitriplet pairs are paired up in colourless clusters which still carry all flavour and
momentum information of the original partons. While these are heavier than some threshold
mass they will fission into lighter clusters until all clusters are sufficiently light. These light
clusters will then decay into pairs of hadrons.
The hadrons thus obtained are often heavy resonances that will eventually decay on time-
scales that are still irrelevant for the experiment. These hadronic decays have been largely rewrit-
ten and are modeled in much greater detail in Herwig++. While in HERWIG they were often
simply decayed according to the available phase space only, we now take into account more
experimental information, like form factors, that allow for a realistic modeling of decay matrix
elements [32,33]. In a major effort, a large fraction of the decay channels described in the particle
data book [34] have been included into Herwig++.
2.4 Underlying event
The underlying event model of Herwig++ is a model for multiple hard partonic interactions,
based on an eikonal model, similar to JIMMY [35]. In addition to the signal process there are a
number of additional QCD scatters, including full parton showers, that contribute to the overall
hadronic activity in the final state and eventually also give rise to a (relatively soft) jet substructure
in the underlying event. The model has two important parameters, one parameter µ, describing
the spatial density of partonic matter in the colliding protons. Secondly, there is one cut off
parameter p⊥,min that gives a lower bound on the differential cross section for QCD 2 → 2 jet
production. The model has been carefully tuned to Tevatron data [36]. Further possible bounds
on the model parameters have been studied in [37]. An alternative modeling of the underlying
event on the basis of the UA5 model [38] is also available for historic reasons.
Currently, the multiple partonic interaction model is limited to hard scattering while a soft
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component is simply not present. For a realistic simulation of minimum bias events a soft com-
ponent is, however, very important. An extension into the soft region, allowing us the simulation
of minimum bias events is currently being studied and is likely to be included in the next release
of Herwig++.
3 Availability
The latest version of Herwig++ is always available from hepforge:
http://projects.hepforge.org/herwig
There one can also find wiki pages to help with questions concerning installation, changing
particular parameters and other frequently asked questions. The installation process is straight-
forward on any modern variant of linux. The physics details of the program are now documented
in great detail in our manual [33]. The pdf version of the manual contains addional links to
the online documentation of the code. All important parameters have been carefully tuned to a
wealth of available data and the code is shipped with default paramters that give the best over-
all description of the data that we have tuned to. Details of the tune can also be found in the
manual [33].
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Abstract
We give a short description of the Forward Physics Monte Carlo (FPMC)
which is intended for studies of diffractive physics and two-photon ex-
changes at the LHC.
The Forward Physics Monte Carlo (FPMC) was developed to cover a variety of physics
processes that can be detected with very forward proton spectrometers. The detectors are cur-
rently being proposed to ATLAS and CMS collaborations and soon will enable studies of single
and double diffractive production, central exclusive production (CEP), two-photon exchange etc.
Implementing all of these processes into a single FPMC program has the advantage of a quick
data-to-model comparison and easier interfacing with the detector simulation framework. The
latest version of the generator is available at www.cern.ch/project-fpmc.
In this report we shortly summarize the structure and usage of the FPMC program before
presenting a few results coming directly from the generator.
1 The FPMC program
The FPMC is a stand-alone generator which generates events, treats particle decays and hadroniza-
tion as in HERWIG. The forward physics processes are based on an exchange of pomerons, pho-
tons, or gluons in case of double pomeron exchange, two-photon production and central exclusive
production, respectively. In FPMC, the radiation of a mediating particle of the incoming proton
is described in terms of fluxes, probabilities that the incoming proton emits a mediating particle
of a given energy. A selection of a specific flux therefore leads to a generation of a particular
physics processes. In the following we briefly mention the most important switches of the pro-
gram which are tabulated in Table 1. The detailed description of the program can be found in the
complete manual [1].
• TYPEPR - switches between exclusive (“EXC”) and inclusive processes (“INC”), for ex-
ample between the Higgs diffractive production in completely exclusive mode or in the
inclusive one when there are pomeron remnants present.
• TYPINT - selects the QCD (“QCD”) or photon (“QED”) processes.
• NFLUX - as mentioned above, it specifies the mechanism of the exchange: 9 (factorized
model, double pomeron exchange), 10 (factorized model, double reggeon exchange), 15
(two-photon exchange based Budnev photon flux [2]), 16 (exclusive KMR model, two
gluon exchange [3]). Other non-default fluxes like Papageorgiou photon flux [4] or photon
flux for heavy ions [5] are also present.
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• IPROC - the process number, specifies what final state will be produced of the exchanged
particles, some possible values are listed in Table 2. For illustration: IPROC=19999,
NFLUX=16, TYPEPR=“QCD” generates exclusive Higgs production with all decay chan-
nels open following the KMR prediction or IPROC=16010, NFLUX=15, TYPEPR=“QED”
produces exclusive WW two-photon production.
• ISOFTM - with this parameter, the survival probability factor [6] can be turned on (1) and
off (0). It is of the order of of 0.03 for LHC (0.1 for Tevatron) for QCD (double pomeron
exchange, CEP) and 0.9 for QED two-photon exchange processes.
• IFITPDF - specifies a set of the parton density functions in the pomeron/reggeon. The
common parameters are 10 or 20 which correspond to the most recent H1 and ZEUS fits
of the densities, respectively [7].
Parameter Description Default
TYPEPR Select exclusive ’EXC’ or inclusive ’INC’ production ’EXC’
TYPINT Switch between QED and QCD process ’QCD’
NFLUX Select flux 9
IPROC Type of process to generate 11500
MAXEV Number of events to generate 1000
ISOFTM Turn survival probability factor on (1), off(0) 1
ECMS CMS energy (in GeV) 14000
HMASS Higgs mass (GeV/c2) 115
PTMIN Minimum pT in hadronic jet production 0
YJMIN Minimum jet rapidity -6
YJMAX Maximum jet rapidity +6
EEMIN Minimum dilepton mass in Drell-Yan 10.0
IFITPDF Diffractive PDF 10
NTNAME Output ntuple name ’tmpntuple.ntp’
Table 1: Main FPMC parameters.
2 Examples of processes produced in FPMC
2.1 Inclusive diffraction
The first example we discuss is the inclusive diffraction. The starting point to predict inclusive
diffraction at the LHC (or the Tevatron) is the measurement of gluon and quark densities in the
pomeron performed at HERA [7]. Once these parton densities are known, it is straightforward
to compute the diffractive production at the Tevatron or the LHC. The only assumption is that
the factorization breaking between ep and hadron collisions is a soft process, independent of the
hard process and it can be applied as a multiplicative factor to the cross section. In that sense, we
call this model “factorized” model. In FPMC, we assume the survival probability to be 0.1 at the
Tevatron and 0.03 for the LHC.
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It will be important to remeasure the structure of the pomeron at the LHC and to study
the factorization breaking of the cross section at high energies because inclusive diffraction also
represents an important background for most of the processes to be studied at the LHC using
forward detectors like exclusive Higgs production, studies of the photon anomalous coupling,
SUSY particle production in two-photon exchange, etc.
In Figure 1, we give the dijet cross section as a function of minimum transverse jet momen-
tum pminT for inclusive dijets, light quark jets and b-jets only. These cross sections were obtained
using the process numbers IPROC=11500, 11701 and 11705 for gg, light quark and b jets pro-
cesses, respectively. Other parameters were set NFLUX=9, TYPEPR=’QCD’, IFITPDF=10.
2.2 Central exclusive production / exclusive double pomeron exchange
In exclusive production, the full energy of the exchanged particles (pomerons, gluons) is used to
produce a heavy object (Higgs boson, dijets, diphotons, etc.) in the central detector and no energy
is lost in pomeron remnants as in inclusive case. There is an important kinematic consequence
that the mass of the produced object can be computed using the proton momentum losses ξ1, ξ2
measured in the forward detectors as M =
√
ξ1ξ2s (with s being the total center of mass energy
of colliding protons). We can benefit from the good forward detector resolution on ξ to measure
the mass of the produced object precisely. Moreover, since the CEP fulfill certain selection rules
also other kinematic properties (spin and parity) of the produced object can be easily determined.
In Fig. 2 (left), we display the CEP cross sections of Higgs boson with its direct back-
ground of b-jet production as they are obtained directly from FPMC generator using the process
numbers IPROC=19999 and 16005, respectively. Other parameters were set to NFLUX=16,
TYPEPR=’QCD’.
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Fig. 2: Left: Higgs boson central exclusive production cross section for various masses of the Higgs boson mX and
b-jet production cross section as a function of the bb¯ invariant mass. Right: Cross section of the SM WW production
through two-photon exchange as well as the effect of the ∆κγ and λγ anomalous parameters.
2.3 WW two-photon production
The two-photon production is described in terms of the photon flux. In FPMC one can study
the dilepton, diboson, diphoton, and Higgs production. In the following we will discuss as an
example the W pair production. The process number and other parameters for this process are
IPROC=16010, TYPEPR=’EXC’, TYPINC=’QED’.
Besides the SM production, FPMC was interfaced with O’Mega matrix element genera-
tor [8] to allow anomalous coupling studies [9]. Currently, the triple gauge boson WWγ effective
Lagrangian is included which is parametrized with two anomalous parameters ∆κγ , λγ . The de-
pendence of the total diboson production cross section in two-photon exchanges as a function of
the two anomalous parameters is depicted in Fig. 2 on the right.
3 Conclusion
In this short report, we described the new Forward Physics Monte Carlo generator which allows
to produce single and double pomeron exchanges, two-photon induced processes and Central
Exclusive Production at hadron colliders. These processes are a heart of the forward physics
program at the LHC. The main aim is to combine various available models into one interface to
allow easy data-to-model comparisons.
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Abstract
A role of Java in high-energy physics (HEP) and recent progress in de-
velopment of a platform-independent data-analysis framework, jHep-
Work, is discussed. The framework produces professional graphics
and has many libraries for data manipulation.
1 Introduction
Nowadays, the advantages of Java over C++ seem overwhelming. Being the most popular open-
source programing language1 , Java retains the C++ syntax, but significantly simplifies the lan-
guage. This is (incomplete) list of advantages of Java over C++: 1) Java is multiplatform with
the philosophy of ”write once, run anywhere”; 2) Better structured, clean, efficient, simpler (no
pointers); 3) Stable, robust and well supported: Java programs written (or compiled) many years
from now can be compiled (or executed) without modifications even today. This is true even
for JAVA source code with graphic widgets. In contrast, C++ programs always require con-
tinues time-consuming maintenance in order to follow the development of C++ compilers and
graphic desktop environment; 4) Java has reflection technology, which is not present in C++.
The reflection allows an application to discover information about created objects, thus a pro-
gram can design itself at runtime. In particular, this is considered to be essential for building
”intelligent” programs making decisions at runtime; 5) Free intelligent integrated-development
environments (IDE), which are absolutely necessary for large software projects2; 6) Automatic
garbage collection, i.e. a programmer does not need to perform memory management; 7) Ex-
tensive compile-time and run-time checking; 8) Programs written in Java can be embedded to
the Web. This is important for distributed analysis environment (Java webstart, plugins, applets),
especially when HEP data analysis tools are not localized in one single laboratory but scattered
over the Web.
The importance of Java in HEP data analysis has been recognized since establishing the
FreeHEP Java library and producing a first version of JAS (Java analysis studio) [1]. Presently,
many elements of the grid software are written in Java. At LHC, Java is used for event displays
and several other areas. While C++ language is remaining to be the main programming language
at LHC, it lacks many features existing in Java, which makes the entire LHC software environ-
ment tremendously complicated. The lack of robustness and backward compatibility of C++ free
compilers leads to various HEP-supported ”scientific” flavors of Linux, with different architec-
ture (32 bit or 64), which are all tightened to particular libraries and hardware. For example,
the main computational platform for ATLAS is Scientific Linux 4.6. It will be used for future
1According to SourceForge.net and Freshmeat.net statistics, the number of open-source applications written in
Java exceeds those written in C++.
2For example, the total number of lines of source code in ATLAS software is far higher than hundreds of thousands
lines.
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data taking, however, even now it is several generations behind the main-stream Linux modern
distributions (Fedora, Ubuntu, Suse etc) and cannot be easily installed on modern laptops. Cur-
rently, the HEP community is required to support the entire computing chain, from hardware and
operating systems, to the end-user programs, rather than concentrating on HEP-specific compu-
tational tasks. This is a significant difference from the initial concept, when HEP software could
be run essentially on any platform and a vendor-supported operating system.
It should be pointed out that C+ has been chosen as the main programming language at
LHC at the time when Java was still behind C++, lacking Just-in-time (JIT) compilers to convert
parts of the bytecode to native code in order to improve execution time. At that time, Python [2],
another portable programming language, also did not have enough power to be widely used in
HEP. As Java, Python has also become increasingly popular programming language in science
and engineering [3], since it is interactive, object-oriented, high-level, dynamic and portable. It
has simple and easy to learn syntax which reduces the cost of program maintenance. While being
portable, Python implemented in C (CPython) requires user-specific C/C++ libraries for high-
performance computing, thus it cannot be considered a basis for a multiplatform data-analysis
environment.
Jython [4] is an implementation of Python in Java and, as any Java application, is truly
multiplatform. In contrast to CPython, Jython is fully integrated with the Java platform, thus
Jython programs can make full use of extensive built-in and third-party Java libraries. Therefore,
Jython programs have even more power than the standard Python implemented in C. Finally, the
Jython interpreter is freely available for both commercial and non-commercial use.
jHepWork [5] is a full-featured object-oriented data analysis framework for scientists that
takes advantage of the Jython language and Java. Jython macros are used for data manipulation,
data visualization (plotting 1D and 2D histograms), statistical analysis, fits, etc. Data structures
and data manipulation methods integrated with Java and JAIDA FreeHEP libraries [6] combine
remarkable power with a very clear syntax. jHepWork Java libraries can also be used to develop
programs using the standard JAVA, without Jython macros.
Programs written using jHepWork are usually rather short due the simple Python syntax
and high-level constructs implemented in the core jHepWork libraries. As a front-end data-
analysis environment, jHepWork helps to concentrate on interactive experimentation, debugging,
rapid script development and finally on workflow of scientific tasks, rather than on low-level
programming.
jHepWork is an open source product which is implemented 100 percent in Java. Since it
is fully multiplatform, it does not require installation and can be run on any platform where Java
is installed. It can be used to develop a range of data-analysis applications focusing on analysis
of complicated data sets, histograms, statistical analysis of data, fitting. It offers a full-featured,
extensible multiplatform IDE implemented in Java.
jHepWork is seamlessly integrated with Java-based Linear Collider Detector (LCD) soft-
ware concept and it has the core based using FreeHEP libraries and other GNU-licensed pack-
ages. While jHepWork is mainly designed to be used in high-energy physics, it can also be used
in any field, since all methods and classes are rather common in science and engineering.
Below we will discuss only the key features of jHepWork, without the coverage of all
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available methods, which can easily be found using an extensive help system and the code com-
pletion feature of jHepWork. The main web page of jHepWork [5] contains the package itself,
user manuals and about 50 examples with various macros. jHepWork consists of two major li-
braries: jeHEP (jHepWork IDE) and jHPlot (jHepWork data-analysis library). Both are licensed
by the GNU General Public License (GPL).
2 Main differences with other data-analysis tools
Below we will compare jHepWork with two popular object-oriented packages currently used in
high-energy physics: 1) JAS package [1], based on Java and FreeHEP libraries [6] and 2) C++
ROOT package [7].
2.1 Main differences with JAS
Compare to JAS, jHepWork:
• has a full-featured integrated development environment (IDE) with syntax highlighting,
syntax checker, code completion, code analyser, an Jython shell and a file manager.
• contains powerful libraries to display data (including 3D plots) with a large choice for in-
teractive labels and text attributes (subscripts, superscripts, overlines, arrows, Greek sym-
bols etc.). jHepWork plots are more interactive than those written using FreeHEP JAIDA
libraries linked with JAS. The plotting part is based on the jHPlot library developed for
the jHepWork project and JaxoDraw Java application [8]. The latter can be used to draw
Feynman diagrams in addition to standard plots;
• is designed to write short programs due to several enhancements and simpler class names.
The classes written for jHepWork were designed keeping in mind simplicity of numerous
high-level constructs enabling the user to write programs that are significantly shorter than
programs written using JAS;
• includes high-level constructions for data manipulations, data presentations in form of
tables, data input and output, calculations of systematical errors and visualization (plots,
tables, spreadsheet, neural networks) which have no analogy in JAS;
• Essentially all jHepWok objects, including histograms, can be saved into files and restored
using Java serialization mechanism. One can store collections of objects as well by using
Jython maps or lists.
• includes an advanced help system with the code completion. For the core jHplot package,
the code completion feature is complimented with a detailed API information on each
method associated with certain class.
2.2 Main differences with the ROOT package
Compare to ROOT, jHepWork:
• is seamlessly integrated with Java-based Linear Collider Detector (LCD) software concept;
• is a Java-based program, thus it is fully multiplatform and does not require installation.
This is especially useful for plugins distributed via the Internet in form of bytecode jar
libraries;
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• Java is very robust. Java source codes developed many years from now can easily be
compiled without any changes even today. Even class libraries compiled many years from
now can run on modern Java Virtual Machines. Therefore, the maintenance of jHepWork
package is much less serious issue compared to ROOT;
• since jHepWork is 100% Java, it has automatic garbage collection, which is significant
advantage over C++/C;
• has a full-featured IDE with syntax highlighting, syntax checker, code completion and
analyser;
• can be integrated with the Web in form of applets, thus it is better suited for distributed
analysis environment via the Internet. This is essential feature for modern large collabora-
tions in high-energy physics and in other scientific fields;
• calculations based on Jython/Python scripts are typically 4-5 times shorter than equivalent
C++ programs. Several examples are discussed in Ref. [5];
• calculations based on Jython scripts can be compiled to Java bytecode files and packed to
jar class libraries without modifications of Jython scripts. In contrast, ROOT/CINT scripts
have to be written using a proper C++ syntax, without CINT shortcuts, if they will be
compiled into shared libraries;
• can access high-level Python and Java data structures;
• includes an advanced help system with a code completion based on the Java reflection
technology. With increasingly large number of classes and methods in ROOT, it is difficult
to understand which method belongs to which particular class. Using the jHepWork IDE,
it is possible to access the full description of all classes and methods during editing Jython
scripts;
• automatic updates which does not depend on particular platform. For ROOT, every new
version has to be compiled from scratch;
• powerful and intelligent external IDEs (Eclipse, NetBean etc) can be used productivity in
developing HEP analysis.
2.3 How fast it is?
Jython scripts are about 4-8 times slower than equivalent Java programs and about a factor five
slower than the equivalent ROOT/CINT codes for operations on primitive data types (remember,
all Jython data types are objects). This means that CPU extensive tasks should be moved to Java
jar libraries.
jHepWork was designed for a data analysis in which program speed is not essential, as it
is assumed that JHepWork scripts are used for operations with data and objects (like histograms)
which have alredy been created by C++, Fortran or Java code. For such front-end data analysis,
the bottleneck is mainly user input speed, interaction with a graphical object using mouse or
network latency.
In practice, final results obtained with Jython programs can be obtained much faster than
those designed in C++/Java, because development is so much easier in jHepWork that a user often
winds up with a much better algorithm based on Jython syntax and jHepWork high-level objects
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than he/she would in C++ or Java. In case of CPU extensive tasks, like large loops over primitive
data types, reading files etc. one should use high-level structures of Jython and jHepWork or
user-specific libraries which can be developed using the jHepWork IDE. Many examples are
discussed in the jHepWork manual [5].
Acknowledgments. I would like to thanks many people for support, ideas and debugging
of the current jHepWork version. This work supported in part by the U.S. Department of Energy,
Division of High Energy Physics, under Contract DE-AC02-06CH11357.
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Tools for event generator tuning and validation
Andy Buckley
Institute for Particle Physics Phenomenology,
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Abstract
I describe the current status of MCnet tools for validating the perfor-
mance of event generator simulations against data, and for tuning their
phenomenological free parameters. For validation, the Rivet toolkit is
now a mature and complete system, with a large library of prominent
benchmark analyses. For tuning, the Professor system has recently
completed its first tunes of Pythia 6, with substantial improvements on
the existing default tune and potential to greatly aid the setup of new
generators for LHC studies.
1 Introduction
It is an inevitable consequence of the physics approximations in Monte Carlo event generators
that there will be a number of relatively free parameters which must be tweaked if the generator is
to describe experimental data. Such parameters may be found in most aspects of generator codes,
from choices of ΛQCD and p⊥ cutoff in the perturbative parton cascade, to the non-perturbative
hadronisation process. These latter account for the majority of parameters, since the models are
deeply phenomenological, typically invoking a slew of numbers to describe not only the kine-
matic distribution of p⊥ in hadron fragmentation, but also baryon/meson ratios, strangeness and
{η, η′} suppression, and distribution of orbital angular momentum [1–4]. The result is a prolifer-
ation of parameters — of which between O(10) and O(30) may be of particular importance for
physics studies.
Apart from rough arguments about their typical scale, these parameters are freely-floating:
they must be matched to experimental data for the generator to perform well. Additionally, it
is important that this tuning is performed against a wide range of experimental analyses, since
otherwise parameters to which the selective analyses are insensitive will wander freely and may
drive unconsidered observables to bad or even unphysical places. This requires a systematic
and global approach to generator tuning: accordingly, I will summarise the current state of tools
for systematically validating and tuning event generator parameters, and the first results of such
systematic tunings.
2 Validation tools: Rivet
The Rivet library is a successor to the successful HERA-oriented generator analysis library, HZ-
Tool [5]. Like its predecessor, the one library contains both a library of experimental analyses
and tools for calculating physical observables. It is written in object-oriented C++ and there is
strong emphasis on the following features:
• strict generator-independence: analyses are strictly performed on HepMC [6] event record
objects with no knowledge of or ability to influence the generator behaviour;
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• experimental reference data files are included for each standard analysis, and are used to
ensure that analysis data binnings match their experimental counterparts as well as for fit
comparisons;
• computational results are automatically cached for use between different analyses, using
an infrastructure mechanism based on projection classes;
• clean, transparent and flexible programming interface: while much of the complexity is
hidden, analyses retain a clear algorithmic structure rather than attempting to hide every-
thing behind “magic” configuration files.
The “projection” objects used to compute complex observables are now a fairly complete set:
• various ways to obtain final state particles: all, charged only, excluding certain particles,
with p⊥ and rapidity cuts, etc.;
• event shapes: sphericity, thrust, Parisi C & D parameters, jet hemispheres;
• jet algorithms: CDF and DØ legacy cones, Durham/JADE, and k⊥, anti-k⊥, SISCONE,
CDF “JETCLU” etc. from FastJet [7];
• miscellaneous: jet shapes, isolation calculators, primary and secondary vertex finders, DIS
kinematics transforms, hadron decay finder, etc.
The set of standard analyses has also grown with time and is now particularly well-populated
with analyses from the LEP and Tevatron experiments:
• LEP: ALEPH and DELPHI event shape analyses; ALEPH, DELPHI and PDG hadron
multiplicities, strange baryons; DELPHI and OPAL b-fragmentation analyses;
• Tevatron: CDF underlying event analyses (from 2001, 2004 & 2008); CDF and DØ EW
boson p⊥ analyses; CDF and DØ QCD colour coherence, jet decorrelation, jet shapes,
Z+jets, inclusive jet cross-section;
• HERA: H1 energy flow and charged particle spectra; ZEUS dijet photoproduction.
In addition, users can write their own analyses using the Rivet projections without needing
to modify the Rivet source, by using Rivet’s plugin system. We encourage such privately-
implemented analyses to be submitted for inclusion in the main Rivet distribution, and would
particularly welcome QCD analyses from HERA, b-factory and RHIC p-p experiments.
While Rivet is primarily a library which can be used from within any analysis framework
(for example, it is integrated into the Atlas experiment’s framework), the primary usage method is
via a small executable called rivetgun. This provides a frontend for reading in HepMC events from
ASCII dump files and also for running generators “on the fly” via the AGILe interface library.
This latter approach is particularly nice because there is no need to store large HepMC dump
files and the corresponding lack of file I/O speeds up the analysis by a factor ∼O(10). In this
mode, Rivet is ideal for parameter space scans, since generator parameters can be specified by
name on the rivetgun command line and applied without recompilation. AGILe currently supports
API-level interfaces to the Fortran HERWIG 6 [2] and Pythia 6 [1] generators (combined with
the AlpGen [8] MLM multi-jet merging generator, the CHARYBDIS black hole generator [9],
and the JIMMY hard underlying event generator [10] for HERWIG), plus the C++ generators
Herwig++ [3], Sherpa [4] and Pythia 8 [11].
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At the time of writing, the current version of Rivet is 1.1.0, with a 1.1.1 patch release pend-
ing. The main framework benefits of the 1.1.x series over 1.0.x are a safer and simpler mechanism
for handling projection objects (massively simplifying many analyses), better compatibility of the
AGILe loader with the standard LCG Genser packaging and a large number of new and improved
analyses and projections. A “bootstrap” script is provided for easy setup. Anyone interested in
using Rivet for generator validation should first visit the website http://projects.hepforge.org/rivet/.
Rivet is now a stable and powerful framework for generator analysis and we are looking
forward to its increasing roˆle in constraining generator tunings for background modelling in
LHC high-p⊥ physics. Future versions will see improvements aimed at high-statistics validation
simulations, such as histogramming where statistical error merging is automatically correct, as
well as the addition of more validation analyses.
3 Tuning tools: Professor
While Rivet provides a framework for comparing a given generator tuning to a wide range of
experimental data, it provides no intrinsic mechanism for improving the quality of that tune.
Historically, the uninspiring task of tuning generator parameters to data “by eye” has been the
unhappy lot of experimental researchers, with the unsystematic nature of the study reflecting that
significant improvements in quality of both life and tuning would have been possible. This call
for an automated and systematic approach to tuning is taken up by a second new tool: Professor.
This is written in Python code as a set of factorised scripts, using the SciPy numerical library [12]
and an interface to rivetgun.
The rough formalism of systematic generator tuning is to define a goodness of fit function
between the generated and reference data, and then to minimise that function. The intrinsic prob-
lem is that the true fit function is certainly not analytic and any iterative approach to minimisation
will be doomed by the expense of evaluating the fit function at a new parameter-space point: this
may well involve ten or more runs of the generator with 200k–2M events per run. Even assuming
that such runs can be parallelised to the extent that only the longest determines the critical path,
an intrinsically serial minimisation of O(1000) steps will still take many months. This is clearly
not a realistic strategy!
The Professor approach, which is the latest in a lengthy but vague history of such efforts
[13, 14], is to parameterise the fit function with a polynomial. In fact, since the fit function
itself is expected to be complex and not readily parameterisable, there is a layer of indirection:
the polynomial is actually fitted to the generator response of each observable bin, MCb to the
changes in the n-element parameter vector, ~p. To account for lowest-order parameter correlations,
a second-order polynomial is used,
MCb(~p ) ≈ f (b)(~p ) = α(b)0 +
∑
i
β
(b)
i p
′
i +
∑
i≤j
γ
(b)
ij p
′
i p
′
j, (1)
where the shifted parameter vector ~p ′ ≡ ~p − ~p0, with ~p0 chosen as the centre of the parameter
hypercube. A nice feature of using a polynomial fit function, other than its general-purpose
robustness, is that the actual choice of the ~p0 is irrelevant: the result of a shift in central value is
simply to redefine the coefficients, rather than change the functional form, but choosing a central
value is numerically sensible.
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The coefficients are determined by randomly sampling the generator from N parameter
space points in an n-dimensional parameter hypercube defined by the user. Each sampled point
may actually consist of many generator runs, which are then merged into a single collection of
simulation histograms. A simultaneous equations solution is possible if the number of runs is
the same as the number of coefficients between the n parameters, i.e. N = N (n)min = (2 + 3n +
n2)/2. However, using this minimum number of runs introduces a systematic uncertainty, as we
certainly do not expect the bin MC response to be a perfect polynomial. Here we are helped
by the existence of the Moore–Penrose pseudoinverse: a generalisation of the normal matrix
inverse to non-square matrices with the desirable feature that an over-constrained matrix will be
inverted in a way which gives a least-squares best fit to the target vector. Even more helpful is
that a standard singular value decomposition (SVD) procedure can be used to deterministically
implement the pseudoinverse computation. Hence, we phrase the mapping on a bin-by-bin basis
from coefficients C to generator values V as PC = V , where P is the parameter matrix to be
pseudo-inverted. For a two parameter case, parameters ∈ {x, y}, the above may be explicitly
written as
1 x1 y1 x
2
1 x1y1 y
2
1
1 x2 y2 x22 x2y2 y
2
2
.
.
.

︸ ︷︷ ︸
P (sampled param sets)

α0
βx
βy
γxx
γxy
γyy

︸ ︷︷ ︸
C (coeffs)
=
v1v2
.
.
.

︸ ︷︷ ︸
V (values)
(2)
where the numerical subscripts indicate the N generator runs. Note that the columns of P include
all N (2)min = 6 combinations of parameters in the polynomial, and that P is square (i.e. minimally
pseudo-invertible) when N = N (n)min . Then C = I˜[P ]V , where I˜ is the pseudoinverse operator.
Now that we have, in principle, a good parameterisation of the generator response to the
parameters, ~p, for each observable bin, b, it remains to construct a goodness of fit (GoF) function
and minimise it. We choose the χ2 function, but other GoF measures can certainly be used. Since
the relative importance of various distributions in the observable set is a subjective thing — given
20 event shape distributions and one charged multiplicity, it is certainly sensible to weight up the
multiplicity by a factor of at least 10 or so to maintain its relevance to the GoF measure — we
include weights, wO , for each observable, O, in our χ2 definition:
χ2(~p ) =
∑
O
wO
∑
b∈O
(fb(~p )−Rb)2
∆2b
, (3)
where Rb is the reference value for bin b and the total error ∆b is the sum in quadrature of the
reference error and the statistical generator errors for bin b — in practise we attempt to generate
enough data that the MC error is much smaller than the reference error for all bins.
The final stage of our procedure is to minimise this parameterised χ2 function. It is tempt-
ing to think that there is scope for an analytic global minimisation at this order of polynomial,
but not enough Hessian matrix elements may be calculated to constrain all the parameters and
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Fig. 1: (a) Parameter space line scan in χ2, showing the agreement between Professor’s predicted values (blue lines)
and the true values (red dots). (b) Pythia 6 b-fragmentation functions, showing the improvements obtained using
Professor (red) to tune the Bowler parameterisation against the default (blue).
hence we must finally resort to a numerical minimisation. We have implemented this in terms of
minimisers from SciPy and also PyMinuit [15], with the latter’s initial parameter space grid scan
making it our preferred choice.
Finally, on obtaining a predicted best tune point from Professor, it is prudent to check the
result. This can be done directly with rivetgun, and Professor also has a line scan feature which
allows scans along arbitrary straight lines in parameter space, which is useful to verify that the
χ2 behaves as interpolated and to explicitly compare default tunes to predicted tunes. Such a
line scan can be seen in Fig. 1(a). We have explicitly checked the robustness of the polynomial
and the random distribution of sampling points against various skewed test distributions and
the behaviour is robust. We have also found it to be useful to over-sample by a considerable
fraction, and then to perform the χ2 minimisation for a large number of distinct run-combinations,
N
(n)
min < Ntune ≤ N , which gives a systematic control on interpolation errors and usually a better
performance than just using Ntune = N .1
The focus in testing and commissioning the Professor system has until recently been fo-
cused on Pythia 6 tunes against LEP data [16]. Here we were able to interpolate and minimise
up to 10 parameters at a time for roughly 100 distributions, but beyond this the minimisation
time became large and we were less happy with the minima. Eventually we decided to split the
tuning into a two-stage procedure where flavour-sensitive fragmentation parameters were tuned
first to provide a base on which to tune the semi-factorised kinematic parameters of the shower
and hadronisation. The result has been a dramatic improvement of the Pythia 6 identified particle
multiplicity spectra, without losing the event shape descriptions (originally tuned by DELPHI’s
version of the same procedure), and a major improvement of the b-fragmentation function as
seen in Fig. 1(b).2 This tune will be adopted as the default parameter set for the next release of
1Note that the tuning runs need a significant degree of variation, i.e. Ntune ≪ N for most of the tune run-
combinations.
2Note that interpolation methods cannot deal with discrete settings such as the choice of functional form of b-
fragmentation function. This required several parallel tunes with different values of the discrete parameter.
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Pythia 6.
4 Conclusions
To conclude, the situation is looking positive for MC generator tuning at present: the Rivet and
Professor tools are now in a state where they can be used to achieve real physics goals and the
Pythia 6 tune described here (using both tools) has been a significant success. Development
plans in the near future are very much aimed at getting the same tuning machinery to work
for hadron collider studies, in particular initial state radiation (ISR) and underlying event (UE)
physics. We aim to present tunes of C++ generators to LEP data shortly, along with first studies
of interpolation-based tunes to CDF underlying event data. Finally, we are keen to constrain
fragmentation and UE hadron physics for the LHC, using b-factory, RHIC and early LHC data.
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Prerequisites for the Validation of Experiment and Theory
Lars Sonnenschein
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Abstract
In physics a better understanding of nature is achieved by a recursive
interplay between experiment and theory. This requires a validation
of both. On the theory side Monte-Carlo event generators can be vali-
dated by means of data from experiment. This data has to be corrected
for detector effects to render an immediate comparison to event genera-
tors meaningful. A HepData database is available to retrieve published
measurements including error correlation matrices from authors. Fur-
thermore a validation framework Rivet is available in which authors are
supposed to implement the necessary code to reproduce their published
measurement exactly. To prevent any ambiguities this implementation
should be accomplished at the time of publication. The constraints
from published measurements are needed for further event generator
development, of which experiments in turn will benefit in the next it-
eration.
1 Introduction
In high energy physics the ultimate goal of experiment and theory is a better understanding of
nature. While the theory needs input from experiment for the verification or falsification of
concurrent models the experiment needs input from theory for the prediction of observables,
the understanding of scattering processes/production rates and the discrimination of instrumental
effects and background processes from (new) physics. A recursive interplay takes place between
experiment and theory where the experiment probes the description of nature provided by the
theory, as schematically depicted in fig. 1. The intersection point where experiment and theory
meet is the cross section. But before measurements can be compared to theory, the measurements
have to be corrected for detector effects on the one hand and the models in which the theory is
embedded have to be simulated on the other hand. To render the comparison between theory
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Fig. 1: Relations between theory, experiment, simulation and nature. The intersection point where experiment and
theory meet is the cross section. While the theory makes predictions of nature and interfaces via models to the
simulation the experiment measures nature and interfaces via the detector simulation or corrections obtained from
data to the models.
and measurement meaningful the understanding (verification, validation and optimization) of
Monte-Carlo event generation, simulation and experiment is crucial.
The need for the validation of experiment and theory is also documented by Sir Arthur
Eddington’s statement: “It is a good rule not to put overmuch confidence in a theory until it has
been confirmed by observation. I hope I shall not shock the experimental physicists too much if
I add that it is also a good rule not to put overmuch confidence in the observational results that
are put forward until they have been confirmed by theory” (his italics).
2 Need for corrected data from experiment
The theory makes predictions to very few fixed orders (LO, NLO) plus resummation of radi-
ation. More or less phenomenological models are needed for comparison with measurements.
The models are implemented in Monte-Carlo event generators. They contain phenomenological
parameters like e.g.:
• Parton shower termination parameters p⊥min,mmin
• Lund string and cluster fragmentation parameters: string function parameters, mass
• Underlying event: primordial k⊥, color reconnection parameters,
• Parton Distribution Functions (PDF’s).
Therefore the models need to be validated and adjusted using real data from experiment. The data
is coming form the HepData database [1] which is an archive of published HEP data from the
last 30 years. It contains almost exclusively data which has been corrected for detector effects.
Its focus is on cross section and similar measurements which makes the archive complementary
to the Particle Data Group.
Authors who are publishing a measurement should remember to send their data to the
HepData database. This data has to be corrected for detector effects (i.e. acceptance, efficiency
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and instrumental background) which corresponds to a correction to the hadronic final state or
particle level. It is important that the data is not corrected any further to prevent the introduction
of model dependencies since the models are supposed to be tested with the data among others.
Only if corrected in this way the data can be always compared to Monte-Carlo event generators
and it will be useful any time in the future. Otherwise the published measurement will be obsolete
sooner or later (typically rather soon).
3 Reproducibility of published analyses
Before a comparison of the theory and models via simulation to data can be accomplished the
published analyses have to be implemented and they have to match the publications exactly.
Phenomenologists spend an enormous amount of time to reproduce published data analysis in all
details, e.g. jet algorithm details and how the algorithm has been applied exactly. The publication
might seem unambiguous at the time of writing. Experience shows, that this is no longer the
case later on. The solution is the validation tool Rivet [2] which contains the analysis code
and provides the real data for comparison. Rivet can be directly interfaced by means of the
standardised event record format HepMC [3] to various Monte-Carlo event generators, e.g. via
the interface package AGILe [4]. Authors of published corrected measurements (see last section
for details on the correction) should implement their analysis into the Rivet framework and this
at the time of publication to prevent any ambiguities. Only in this way an exact reproduction is
guaranteed.
Present and past collider centre-of-mass energies provide unique points of operation. Event
generator authors (of Herwig++, Pythia8, Sherpa, etc.) appreciate very much corrected analy-
ses form the electron positron collider LEP where the hadronisation corrections turned out to be
larger than the detector corrections. Important constraints on fragmentation models have been
provided by LEP analyses. The most important ones have already been implemented into the
Rivet validation framework.
Another important item to be mentioned within the context of reproducibility is the cor-
relation between errors in the measurement. The matrices of correlated errors are typically only
provided by analyses accomplished in the QCD group of experiments. This information has to
be obtained on an event by event basis and can therefore not be recovered from published plots
containing measured distributions. Thus it is extremely important to document this information,
too.
Constraints from new published data corrected for detector effects are needed for further
Monte-Carlo event generator development, the more the better. Experiments will benefit from it
in the next iteration.
4 Summary
An important prerequisite for the validation of experiment and theory is that experiments correct
their data for detector effects. In this way the data can be used at a later time point, when dif-
ferent or new models and/or Monte-Carlo event generators have to be validated and optimised.
In the case of correlated errors it is also important that the experiment provides the covariance
matrix, since this information can not be recovered from published plots containing measured
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distributions. Once a measurement is being published, the results should be send to the Hep-
Data database. The authors of the analysis should implement their analysis into the validation
framework Rivet at the time of publication. In this way the usefulness of their measurement
is guaranteed any time in the future. Experiments will benefit from the additional constraints
imposed by their published analyses in the next iteration of event generator validation.
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