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Abstract
We give a dual pair of linear programs for a min–max result of Mader describing the maximum
number of edge-disjoint T-paths in a graph G = (V ,E) with T ⊆ V . We conclude that there exists
a polynomial-time algorithm (based on the ellipsoid method) for ﬁnding the maximum number of T-
paths in a capacitated graph, where the number of T-paths using an edge does not exceed the capacity
of that edge.
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1. Introduction
Let G = (V ,E) be a graph and T ⊆ V a set of terminals. A T-path is a path in
G connecting different vertices of T. Let (G, T ) denote the maximum number of edge-
disjoint T-paths in G.
A T-subpartition in G is a set P of |T | disjoint subsets of V, each containing exactly one
vertex from T. If P is a T-subpartition in G then we denote the set of connected components
of G \ ∪P by C(P). For two disjoint sets U1, U2 ⊆ V , we denote by G(U1, U2) the set
of edges from G with one endpoint in U1 and the other in U2. We write dG(U1, U2) for
|G(U1, U2)| and G(U), dG(U) for G(U, V \ U) and dG(U, V \ U), respectively. If the
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graph G is clear from the context, the subscripts G are left out. A set U ⊆ V with d(U) odd
(even) is referred to as an odd (even) set. If P is a T-subpartition in G, then the number of
odd components U in C(P) is denoted q(P).
If we deﬁne the value of a T-subpartition P as
val(P) := 1
2
(∑
P∈P
d(P )
)
− q(P),
then it is easy to see that(G, T )val(P) for anyT-subpartitionP . In otherwords, denoting
(G, T ) := min{val(P) | P a T-subpartition of G},
it is clear that (G, T )(G, T ). Mader [7] proved the following min–max relation for the
maximum number of T-paths in a graph G = (V ,E).
Theorem 1.1 (Mader). For a graph G = (V ,E) and set of terminals T ⊆ V ,
(G, T ) = (G, T ).
The problem of ﬁnding a maximal packing of T-paths was shown to be a special case
of linear matroid matching, cf. [5], and can be solved by a combinatorial polynomial-time
algorithm, cf. [6]. Given a graph G = (V ,E) and edge capacities c ∈ ZE+, let Gc denote
the graph obtained by replacing each edge e of G by ce copies. Then (Gc, T ) = (Gc, T )
still, but determining (Gc, T ) by the matroid matching algorithm is no longer polynomial
in the size of G, c, T .
If G = (V ,E) is a graph and T ⊆ V , then G/T is the graph obtained by contracting all
vertices in T to a single vertex. Lovász [4] and ˇCerkasskiı˘ [1] proved that in case G/T is
Eulerian,
(G, T ) = 1
2
∑
t∈T
mincutG({t}, T \ {t}),
wheremincutG(A,B) := min{dG(X) | X ⊆ V,A ⊆ X,X∩B = ∅ }. This impliesMader’s
theorem in the special case thatG/T is a Eulerian graph. It allows one to determine(Gc, T )
in polynomial time for any G, c, T such that Gc/T is Eulerian. In that case, there is also a
polynomial time algorithm to determine a description (paths+multiplicities) of amaximum
collection of T-paths in Gc, due to Ibaraki, Karzanov and Nagamochi [3].
In this note, we will show that Mader’s min–max relation can be interpreted as strong
duality for two dual linear programs having integer optimal solutions. We will also show
that it is possible to separate over the feasible region of the primal problem in polyno-
mial time. This implies that there exists a polynomial-time algorithm (using the ellipsoid
method) for determining(Gc, T ), given anyG, c, T . The questionwhether a combinatorial
polynomial-time algorithm for this problem exists remains open.
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2. Linear programming formulation
Let G = (V ,E) be a graph and let T ⊆ V . If F is the set of edges used by a system of
pairwise edge-disjoint T-paths in G and G′ := (V , F ), then G′/T is Eulerian. Using the
result of Lovász and ˇCerkasskiı˘ mentioned in the previous section, we have
(G, T ) = max{(G′, T ) | G′ ⊆ G, G′/T Eulerian}
= max
{
1
2
∑
t∈T
mincutG′({t}, T \ {t}) | G′ ⊆ G, G′/T Eulerian
}
= max
{
1
2
∑
t∈T
min{dG′(X) | X ⊆ V, X ∩ T = {t}}
| G′ ⊆ G, G′/T Eulerian
}
.
The following linear program is a relaxation of the latter maximization problem. (For a
vector y ∈ RE and a set E′ ⊆ E, we use y(E′) as a shorthand for∑e∈E′ ye.)
1
2 max
∑
t∈T
zt
s.t. zt + y((X))d(X) ∀t ∈ T , ∀X ⊆ V with X ∩ T = {t},
y((X))1 ∀X ⊆ V \ T with d(X) odd,
zt0 ∀t ∈ T ,
ye0 ∀e ∈ E.
(1)
Given a system of k edge-disjoint T-paths in G, a feasible solution y, z of (1) with objective
value k is obtained as follows: set ye = 1 if e ∈ E does not occur on one of the paths in this
system, ye = 0 otherwise, and set zt to the number of paths in the system ending in t. The
existence of such solutions implies that (G, T ) is a lower bound for (1).
We will show next that from a Mader dual, i.e. a T-subpartition in G, we can deﬁne a
feasible solution for the linear program dual to (1). This dual program can be stated as
follows:
1
2 min
∑
X,t :X∩T ={t}
d(X)X,t −
∑
X:X⊆V \T odd
X
s.t.
∑
X:X∩T ={t}
X,t 1 ∀t ∈ T ,
∑
X,t :e∈(X),X∩T ={t}
X,t 
∑
X:e∈(X),X⊆V \T odd
X ∀e ∈ E,
X,t 0 ∀t ∈ T , ∀X ⊆ V with X ∩ T = {t},
X0 ∀X ⊆ V \ T odd.
(2)
Now, let P be a T-subpartition. Setting X,t = 1 if t ∈ X ∈ P and X,t = 0 otherwise,
and X = 1 if X is an odd component of C(P) and X = 0 otherwise, we obtain a feasible
solution of (2) with objective value val(P). This shows that (G, T ) is an upper bound
for (2).
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By weak duality and Mader’s Theorem, it follows that the above two dual linear programs
have integral optimal solutions, and that their common optimal value is equal to (G, T ).
3. Separation
In this section we use the notation 0 and 1 for the all-zero vector and the all-one vector,
respectively. We note that the linear program (1′) obtained by adding the constraints y1
to (1) still contains the optimal solution derived from an optimal path system. Hence the
optimal value of (1′) is (G, T ). We will show that the separation problem for (1′) can
be solved in polynomial time. By the ellipsoid method (cf. [2]), it is therefore possible
to optimize over the feasible region of (1′) in polynomial time, and hence to determine
(G, T ) for a given graph G with terminal set T in polynomial time.
We describe the separation procedure. Let y ∈ RE and z ∈ RT . Evidently, separating over
0y1 and z0 can be done in polynomial time, and for the remainder of the separation
procedure, we may assume that 0y1 and z0 holds. Let x := 1 − y ∈ RE . Then
x0, and we have zt + y((X))d(X) for all X ⊆ V with X ∩ T = {t} if and only if
ztx((X)) for all X ⊆ V with X ∩ T = {t}. So separation over the constraints of the
ﬁrst type in (1) amounts to ﬁnding, for each t ∈ T , a cut (U) separating t from T \ {t}
in G of minimum capacity, taking x as the capacity function. This can be done in strongly
polynomial time by any efﬁcient min-cut algorithm. Separation over the constraints of the
second type in (1) amounts to ﬁnding an odd cut of minimum capacity in G/T , taking y as
the capacity function. This can be done in strongly polynomial time [8]. Thus, it is possible
to separate in polynomial time over the feasible region of (1′).
To determine (Gc, T ), it sufﬁces to compute (1) with d(X) replaced by c((X)), and
accordingly taking x := c − y instead of x := 1 − y in the separation procedure. Then
the separation procedure is polynomial in the input (G, c, T ). This yields the following
theorem.
Theorem 3.1. There is a polynomial-time algorithm to determine (Gc, T ), given a graph
G = (V ,E), T ⊆ V and c ∈ ZE+.
It is moreover possible to compute a description of an optimal path-system in polynomial
time, given G, T , c. For that it sufﬁces to determine an integer capacity function b ∈ ZE+
such that bc, (Gb, T ) = (Gc, T ) and Gb/T is Eulerian. Then the algorithm of [3] can
be applied to ﬁnd a description of an optimal packing of T-paths in Gb, in polynomial time.
To ﬁnd the required capacity function b ∈ ZE+, ﬁrst determine an integer vector c′ such
that c − 1c′c and (Gc′ , T ) = (Gc, T ), and such that if c′e = ce, then decreasing c′e
by one would decrease (Gc′ , T ). This takes |E| evaluations of (Gc′′ , T ) for some c′′c.
Then there exists some integer vector b such that c′bc and such that Gb/T is Eulerian.
For if a given optimal path-packing in Gc′ uses b′e copies of edge e ∈ E, then Gb′/T
is Eulerian and b′e = c′e whenever c′e = ce (by minimality of c′). Hence there exists a b
between c′ and c with be − b′e even for all e ∈ E. Having established existence, it sufﬁces
to note that ﬁnding some b with c′bc and such that Gb/T is Eulerian is easy.
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