Recent advances in open source interior-point optimization methods and power system related software have provided researchers and educators with the necessary platform for simulating and optimizing power networks with unprecedented convenience. Within the MATPOWER software platform a combination of several different interior point optimization methods are provided and four different optimal power flow (OPF) formulations are recently available: the Polar-Power, Polar-Current, CartesianPower, and Cartesian-Current. The robustness and reliability of interior-point methods for different OPF formulations for minimizing the generation cost starting from different initial guesses, for a wide range of networks provided in the MATPOWER library ranging from 1951 buses to 193,000 buses, will be investigated. Performance profiles are presented for iteration counts, overall time, and memory consumption, revealing the most reliable optimization method for the particular metric.
Introduction
Modern industrial developments have greatly increased electric power system complexity. As a result, modern operation tools and software have to address strong nonlinearities, in system behavior in order to guarantee reliable and economic system operation. Approximation-based optimization techniques will be less attractive to cope with stressed operation conditions. The main advantage of NLP formulations for OPF is that they accurately capture power system behavior rendering them excellent solution methods for general purpose power system software.
MATPOWER [20] a package of free, open-source Matlab-language M-files has been available for powersystem researchers and educators as a simulation tool for solving power flow (PF), and extensible optimal power flow (OPF) problems. It is packaged with a library of several power networks of increasing complexity. Interfaces to multiple, high-performance nonlinear optimizers such as FMINCON, IPOPT, KNITRO, and its included default solver, MIPS, are also available for its users. Recently, several different formulations of the standard AC-OPF problem were added, including polar and Cartesian representations of complex voltage variables and both current and power versions of the nodal mismatch equations.
In this paper, we attempt to use for the first time optimization benchmarking profiles to evaluate various optimization methods and software for power grid applications. In recent years, these performance profiles have become a very popular and widely used tool for benchmarking and evaluating the performance of several optimizers when run on a large test set. Performance profiles have been introduced in [6] in 2002 and have rapidly become a standard in benchmarking of optimization algorithms. Comparative studies using performance profiles have been performed throughout the optimization literature [11] , and in the evaluation of sparse linear solvers [8] also pointing out some limitations [7] .
We will focus on benchmarking metrics such as the total runtime, memory requirements, or iteration count with a particular emphasis on power-grid application within the MATPOWER software framework [20] , [13] . In pursuing these objectives, we focus on single-objective optimization algorithms that run in serial (i.e., that do not use parallel processing).
The reason motivating optimization benchmarking in MATPOWER is twofold: to demonstrate the value of a novel algorithm and formulation versus more classical methods, and to evaluate the performance of an optimization algorithm and the related optimization software on networks of increasing complexity and sizes. Our key contribution is a detailed performance profile study of the effects of different optimizers for large-scale single-period optimal power flow problems that will assist users in making an informed decision about how and which software should be preferred.
Interior point methods and related optimization software
The OPF problem is defined in terms of the conventional economic dispatch problem, aiming at determining the optimal settings for optimization variables. The standard formulation of the OPF problem takes the form of a general non-linear programming problem, with the following form:
subject to g (x ) = 0,
h (x ) ≤ 0, (1c)
The objective function f (x ) consists of polynomial costs of generator injections, the equality constraints g (x ) are the nodal balance equations, the inequality constraints h (x ) are the branch flow limits, and the x min and x max bounds include reference bus angles, voltage magnitudes and active and reactive generator injections.
Primal-dual IPMs
Primal-dual IPMs, have been successfully applied to OPF problems, demonstrating high robustness and convergence, in the sense that they converge to an optimal solution from any initial point [14] , and they can exploit Hessian information that is easy to compute for all OPF problems. According to standard practice, slack variables s are introduced at first to convert inequality constraints from (1c) to equality constraints, and logarithmic barrier terms are added to the objective to ensure that the slacks s will remain within their bounds as the function is minimized. A sequence of µ-subproblems is obtained this way:
h (x ) + s = 0.
The solution of each µ-subproblem are critical points of the Lagrangian,
where λ g , λ h are the vectors representing the Lagrange multipliers for the equality and inequality constraints. The cricital points for (3) satisfy the KKT conditions
where Λ h = diag(λ h ), S = diag(s ), and e is a vector with all its entries equal to one. For convenience, we also define J g = ∇ x g (x ) and J h = ∇ x h (x ) to be Jacobians of the equality and inequality constraints, respectively. Also note that ∇ s L has been postmultiplied with S .
Each µ-subproblem (2) is solved approximately and while µ decreases to zero, the solution of the next barrier problem is obtained using, as a starting guess, the approximate solution of the previous one [17] . The update strategy of the µ parameter influences the convergence properties of the algorithm as it is one of the factors distinguishing various optimizers. The MIPS update rule is based on scaled complementary slackness, while IPOPT uses monotone Fiacco-McCormic strategy [17] and BELTISTOS exploits adaptive Mehrotra's probing heuristic.
The primal-dual update is obtained from the solution of the optimality conditions linearization
where H = ∇ 2 x x L . The linear system (LS) solution strategy is another factor distinguishing various optimizers. Performance of the optimizer is also greatly improved by a selection of a robust and memory efficient LS solver, since the resulting LSs are very large and highly ill-conditioned. It is also a common practice that the LS is simplified and reduced to a smaller set of equations.
Optimization Software
In what follows we describe several different primal-dual interior point methods used by many practitioners for OPF problems and provided in the software package MATPOWER.
IPOPT [17] is a software package for large-scale nonlinear optimization. It implementes a primal-dual interior-point algorithm with a filter line-search method for nonlinear programming, second-order corrections, and inertia correction of the KKT matrix. BELTISTOS [10] contains a structure exploiting, data-compression algorithms for extreme scalability and low memory footprint for OPF problems and its multiperiod and security-constrainted extensions.
MIPS [19] , [18] is a primal-dual interior-point solver introduced by Wang for OPF problems. It is entirely implemeted in MATLAB code and distributed with MATPOWER. We assume that step control is enabled (not by default), which implements additional step-size control in the MIPS algorithm.
FMINCON [3] , [2] is a gradient-based method, the default optimization method of the MATLAB optimization toolbox, and it is designed to work on problems where the objective and constraint functions are both continuous and have continuous first derivatives. In its default setting it uses an interior point solver that can exploit the Hessian of the Lagrangian KNITRO [4] Artelys KNITRO 3 is a commercial software package for solving large-scale mathematical optimization problems. KNITRO is specialized for nonlinear optimization. KNITRO offers four different optimization algorithms for solving optimization problems. Two algorithms are of the interior point type, and two are of the active set type. KNITRO provides both types of algorithm for greater flexibility in solving problems, and allows crossover during the solution process from one algorithm to another.
The solution of linear systems of equations is the cornerstone of an robust high-performance optimization package. Here we describe some sparse direct linear solvers. Specific results for the OPF problems are presented in section 4.
HSL 2002 [1] is an ISO Fortran library of packages for many areas in scientific computation. It is probably best known for its codes for the direct solution of sparse linear systems, including multifrontal algorithm with approximate minimum degree ordering (MA57). IPOPT provides support for a wide PARDISO [15] is a thread-safe, high-performance, robust, memory efficient software for solving large sparse symmetric and unsymmetric linear systems of equations on shared-memory and distributed-memory multiprocessors. IPOPT and MIPS contain ready to use interfaces to the solver.
We note that in our study we consider IPOPT with PARDISO and HSL MA57 solvers and MIPS with the default backslash '\' solver and PARDISO. KNITRO may utilize HSL routines MA27 or MA57 in order to solve linear systems arising at every iteration of the algorithm.
Performance Profiles
In order to evaluate the quality of the different optimization methods for OPF problems we will use performance profiles for compact comparison of the benchmark problems using different optimization packages. Theses profiles were first proposed in [6] for benchmarking optimization software and used in e.g.to evaluate the performance of various sparse direct linear solvers and optimizers [8, 16, 12] .
The profiles are generated by running the set of optimizers on a set of OPF problems and recording information of interest, e.g., time to solution or memory consumption. Let us assume that a power flow optimizer m ∈ reports a statistic θ m s ≥ 0 for the OPF problem s ∈ ; smaller statistics θ m s indicates better solution strategies. We can further defineθ s = min m∈ { θ m s }, which represents the best statistic for a given OPF problem m. Then for α ≥ 1 and each m ∈ and s ∈ we define
The performance profile p m (α) of the power flow optimizer m is then defined by
Thus, in these profiles, the values of p m (α) indicate the fraction of all examples, which can be solved within α times, the time the best solver needed, e.g., p m (1) gives the fraction of which optimizer m is the most effective package and p * i := lim α→∞ p i (α) indicates the fraction for which the algorithm succeeded. If we are just interested in the number of wins on , we need only compare the values of p i (1) for all the solvers i ∈ , but if we are interested in optimizers with a high probability of success on the set , we should choose those for which p * i is largest. Thereby, for a selected test set, performance profiles provide a very useful and convenient means of assessing the performance of optimizers relative to the best optimizer on each example from that set [7] . When commenting, e.g., on a performance profile presented in their paper, Dolan and Moré state that it "gives a clear indication" of the relative performance of each optimizer [6] and one can determine which optimizer has the highest probability p i (f ) of being within a factor f of the best optimizer for f in a chosen interval. In this paper we use performance profiles to compare various aspects of problem formulation, problem setup and performance of several optimizers on sets of smooth or piecewise-smooth power flow problems. Our results provide estimates for the best configuration of the problems and identification of the optimizer with the best possible performance.
Performance Benchmarks
We proceed with the evaluation of various aspects for the set of benchmark cases with increasing complexity, listed in Table 2 . The benchmarks are split into two groups, standard benchmarks used mainly to test robustness of optimization frameworks on wide spectrum of power grid networks and large-scale benchmarks used to test the performance. In collecting the test data we imposed only two conditions: The OPF problem be of order greater than 5'000 variables and the the data must be available to other users. The first condition was imposed because our interest in this study is in medium to large-scale scale problems. The second condition was to ensure that our tests could be repeated by other users and, furthermore, it enables other software developers to test their codes on the same set of examples and thus to make comparisons with other optimizers. Comparing algorithms for multiobjective optimization, or optimization algorithms that use parallel processing issues are outside of the scope of this paper since it would introduce another level of complexity to the benchmarking process and most of the users are using MATPOWER in default single core mode. For this reason we set the enviromnet variable OMP_NUM_THREADS=1.
Simulations are performed on a workstation equipped with an Intel Xeon CPU E7-4880 v2 at 2.50 GHz and 1 TB RAM using latest MATPOWER release 7.0. The results are presented from four different perspectives, each being a contributing factor to complexity and behavior of the optimization procedure. These factors are (i) initial guess provided to the optimizer, (ii) OPF formulation and (iii) the optimization framework and (iv) an underlying direct sparse solver. The tolerance for the optimizers while solving the benchmarks was set to 10 −4 and maximum number of iterations was set to 500. A CPU limit of 12 hours was imposed for each optimizers on each problem; any optimizers that had not completed after this time was recorded as having failed. Table 2 consider the polar voltage representation.
OPF Benchmark Cases and Optimization Problem Properties
In addition to the standard MATPOWER cases, there are four larger cases, case21k -case193k, built from the case3012wp considering the largest generator outage and line contingencies. The cases are sorted in increasing order by the sum of the number of buses, number of generators, number of lines with flow limits and number of DC lines. Since we adopt gradient-based methods for our OPF benchmarks, we expect that the performance of all optimizers will be sensitive to the initial guess. In order to evaluate the influence of the initial guess, we solve the OPF problems from three different initial guesses currently provided by the MATPOWER option opf.start [21] . The initial guess for option 1 (flat start) is heuristically chosen to be the average of the upper and lower bounds, or close to the bound if bounded only from one side. This is the default option and does not provide any estimation of the optimal solution, nor does such guess satisfy the constraints.
MATPOWER also provides two warm start options. Option 2 (MATPOWER case data, MPC) uses the values of variables specified in the input MATPOWER case and option 3 (power flow solution, PF) used the solution of the power flow equations as the initial guess. PF guarantees that the OPF constraints and variables' bounds are satisfied. Newton's method is used for the solution with tolerance set to 10 −8 and maximum of 30 iterations. We consider the default OPF formulation with polar voltage representation and power balance equations for evaluation of the initial guess.
The most robust initial guess in our set of benchmark cases is the option "MATPOWER case data", together with the start initialized with the power flow solution, being the two options best approximating the optimal solution. Optimizer starting from these initial points solved highest number of the benchmark cases with less iterations required and thus in lower amount of overall time. The option "MATPOWER case data" however assumes that the case is well constructed and contains high quality data, which might not be always the case. The PF solution would be more appropriate choice in such situations. If the optimizer allows to set the initial value of the barrier parameter µ in the interior point method, the problems initialized by the MPC and PF should choose µ which is much closer to zero than the value used for the flat start. The reason is that MPC and PF initial points satisfy the constraints therefore the penalty for the barrier function should be very small, as opposed to the flat start where there is no guarantee of the constraints satisfaction by the initial point. The barrier parameter in this case should be very relaxed in the beginning and tightened as the current iterate approaches the solution.
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OPF variants
The bus voltages in the standard AC OPF problem can be represented either in Cartesian, or polar coordinates. Another variation of the standard AC OPF problem uses current balance constraints in place of the power balance constraints. Different representations of the complex voltage variables and formulation of the nodal balance equations lead to a different number of constraints and sparsity structure of the problem, which, in turn, influences the numerical behavior of the optimizer. The corresponding MATPOWER options are opf.v_cartesian, specifying whether to use polar or Cartesian voltage coordinates, and option opf.current_balance, which selects using either a current or power balance formulation for AC
OPF.
The results presented in Table 22 suggest that robust solver such as BELTISTOS is able to solve all OPF formulations, while for the rest of the solvers the choice of formulation can significantly influence whether the case can be successfully solved. MIPS (Section 4.3.2), and IPOPT-PARDISO optimizers are more robust with polar voltage coordinates and nodal power balance while the opposite is true for FMINCON and KNITRO, which is more robust with Cartesian voltage coordinates (see Section 4.3.4). Less robust optimizers are also not able to solve the large-scale cases due to the extensive time requirements of the linear solver or insufficient precision of the solution. The performance of various formulations is discussed in detail for BELTISTOS and IPOPT in Section 4.3.1. The performance profiles for various OPF formulations presented in Figure 9 and 10 were obtained using the BELTISTOS optimizer, which successfully solved all benchmark cases with all possible OPF formulations ( Figure 6 ). The performance profiles reveal the gap between the polar and Cartesian voltage formulations. The polar formulations were observed to lead up to twofold speedup in the solution times when compared to the Cartesian voltage formulations. When it comes to other optimizers, IPOPT-MA57 also displays slightly slower convergence with Cartesian voltage formulation for small and medium sized benchmarks. Neither OPF formulation was solved for large-scale benchmarks case21k-case193k due to prohibitive time requirements (see Figure 8 ). IPOPT-PARDISO does not seems to be influenced by voltage formulation, although it fails for large-scale benchmarks using current nodal balance equations, as can be observed in Figure 7 . The MIPS solver performs better with polar voltage coordinates, while the opposite is true for FMINCON, which successfully converges for more benchmarks with Cartesian voltage coordinates, as presented in Table 22 . There is also non-negligible influence of the nodal balance formulation. All optimizers prefer power based formulation of the nodal balance equations. The power balance was observed to be more robust and exhibit faster solution times in conjunction with both polar and Cartesian voltage formulations. 1 case1951rte  23  20  16  18  case2383wp  42  44  45  42  case2736sp  15  21  22  19  case2737sop  14  18  15  16  case2746wop  9  10  17  24  case2746wp  14  15  27  27  case2868rte  12  22  20  16  case2869pegase  19  20  24  22  case3012wp  38  38  34  35  case3120sp  37  35  49  43  case3375wp  32  39  31  29  case6468rte  30  34  33  35  case6470rte  16  17  27  25  case6495rte  35  37  46  50  case6515rte  36  51  56  42  case9241pegase  33  27  30  46  case_ACTIVSg2000  21  21  22  15  case_ACTIVSg10k  28  28  15  15  case13659pegase  20  30  26  43  case_ACTIVSg25k  27  27  36  34  caseACTIVSg_70k  33  46  43  27  case21k  55  54  52  52  case42k  59  58  62  62  case99k  71  79  72  72  case193k 77 81 86 86 case1951rte  33  34  33  31  case2383wp  33  33  35  40  case2736sp  40  23  27  25  case2737sop  26  24  27  25  case2746wop  24  17  18  21  case2746wp  37  20  26  25  case2868rte  54  59  44  46  case2869pegase  31  45  36  57  case3012wp  31  31  34  31  case3120sp  43  47  43  41  case3375wp  38  -30  262  case6468rte  31  34  34  38  case6470rte  70  81  66  72  case6495rte  59  52  57  56  case6515rte  52  46  42  44  case9241pegase  44  71  41  79  case_ACTIVSg2000  29  28  27  29  case_ACTIVSg10k  35  38  34  34  case13659pegase  214  193  197  241  case_ACTIVSg25k  44  48  46  55  case_ACTIVSg70k  83  69  72  76  case21k  48  -49  -case42k  52  -54  -case99k  62  -63  312  case193k 77 -77 - case1951rte  34  33  30  32  case2383wp  47  46  46  45  case2736sp  19  22  25  22  case2737sop  23  18  22  21  case2746wop  14  14  29  30  case2746wp  16  16  29  27  case2868rte  33  43  39  38  case2869pegase  32  32  38  34  case3012wp  42  39  40  40  case3120sp  41  38  55  42  case3375wp  42  42  39  40  case6468rte  35  37  48  55  case6470rte  50  43  50  55  case6495rte  56  55  71  70  case6515rte  54  55  64  62  case9241pegase  47  42  51  46  case_ACTIVSg2000  24  26  33  31  case_ACTIVSg10k  30  32  32  36  case13659pegase  66  67  62  70  case_ACTIVSg25k  46  41  47  50  case_ACTIVSg70k  57  55  66  65  case21k  ----case42k  370  ---case99k  ----case193k ---- 
MIPS
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MIPS-PARDISO
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FMINCON
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KNITRO
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Linear solvers
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Optimization frameworks performance
In this section we evaluate high-performance nonlinear optimizers that are supported by MATPOWER. These include BELTISTOS, IPOPT, FMINCON 2017b, KNITRO 11, and MATPOWER's included default solver, MIPS. For the performance benchmark, we consider MATPOWER case data as a starting point and the default polarpower OPF formulation, as their superior performance was demonstrated in the previous sections. The summary of the results is presented in tables 49, 50 and 51 for the metrics including overall time, number of iterations and memory requirements for the large-scale benchmarks, respectively. The performance profiles for each of the three aspects for the large-scale benchmarks are shown in Figures 13, 14, and  15 , respectively.
The results reveal that only BELTISTOS and IPOPT-PARDISO optimizers converged to the optimal solution for all benchmark cases, followed by KNITRO and MIPS-PARDISO which numerically failed for two benchmark cases. We report that other optimizers were not competitive, both in terms of robustness and performance, failing for the large-scale cases and being slower up to a factor of 300. It is important to state that since the FMINCON and KNITRO perform better with the Cartesian formulations, this benchmark setup undermines their robustness and performance. Figure 13 reveals that BELTISTOS was the fastest optimizer for all large-scale cases. MIPS-PARDISO was slower by a factor of 4 when compared to the best optimizer, while KNITRO and IPOPT-PARDISO were up to 5.5 times slower. When it comes to the number of iterations, BELTISTOS is also the best optimizer, while MIPS-PARDISO and IPOPT-PARDISO perform up to 2, or 3 times more iterations, respectively. Considering the maximum memory requirements, MIPS-PARDISO is the most efficient optimizer for roughly 50% of the benchmark cases, very closely followed by BELTISTOS and IPOPT-PARDISO. KNITRO needed up to 50% more memory, while MIPS with the default LS solver required up to 7 times more memory while solving the largest benchmark. 
Validation of the optimization results
We conclude our study by reporting the optimal solutions found by all the optimization frameworks and for all initial guesses. We consider the different solutions with the same objective function value to be equivalent. We report that all optimizers found the same solution up to a relative difference 10 −5 . The OPF problems are non-convex and thus different local minimums can be reached from different starting points. We report that the relative difference between the solutions for any given optimizer using different initial guesses is up to 10 −5 . The optimizers thus converged to the same solution, no matter which starting point was used (but it is the case that for poor initial guess the optimizer might not converge at all as can be seen in Tables 53, 54 , 55, 56, 57, 58 and 59). 
