Abstract. This paper presents results on the performance of a range of analysis tools for extracting entities and sentiments from a small corpus of unstructured, safeguarding reports. We use sentiment analysis to identify strongly positive and strongly negative segments in an attempt to attribute patterns on the sentiments extracted to specific entities. We use entity extraction for identifying key entities. We evaluate tool performance against non-specialist human annotators. An initial study comparing the inter-human agreement against inter-machine agreement shows higher overall scores from human annotators than software tools. However, the degree of consensus between the human annotators for entity extraction is lower than expected which suggests a need for trained annotators. For sentiment analysis the annotators reached a higher agreement for annotating descriptive sentences compared to reflective sentences, while inter-tool agreement was similarly low for the two sentence types. The poor performance of the entity extraction and sentiment analysis approaches point to the need for domain-specific approaches for knowledge extraction on these kinds of document. However, there is currently a lack of pre-existing ontologies in the safeguarding domain. Thus, in future our focus is the development of such a domain-specific ontology.
Introduction
The aim of this paper is to evaluate a range of text analysis tools and approaches for extracting knowledge from a small corpus of unstructured safeguarding reports. The purpose of these reports is to describe events prior to a crime, assess agencies and practices, and to reflect on lessons learned. The reports are lengthy and complex, so extracting information across the corpus by human inspection is a time-consuming and potentially bias-prone process. Moreover, the documents are unstructured and contain a great deal of domain-specific terminology which makes them hard to analyse using automated methods. In an initial attempt at information retrieval we performed a sentiment analysis exercise hypothesising that strongly negative or positive sentences would contain key information.
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Results
Inter-human agreement versus inter-machine agreement In this pilot study, conducted by the authors of this paper, we manually annotated sentences that were used as a baseline for comparing tool performance. The study used a description and a reflection set. Both sets consisted of 100 randomly-chosen sentences from different parts of the reports. The description set consisted of sentences describing the events of the safeguarding case -often involving one or more crimeswhile the reflection set consisted of findings: lessons learned and recommendations. The two sets differed in the nature of how the sentiments of the sentences can be interpreted. The highlights of the descriptive set are the events; thus, the sentiment of the sentences will be judged by the sentiment of the event. An indicative (non-verbatim) example of a descriptive sentence is: "Prison staff found the subject had hanged himself". This sentence describes a negative event, i.e., a death. The highlights of the reflection sentences are the findings. Thus, the sentiment of the sentences will be judged by the sentiment of the comment. An indicative (non-verbatim) example of a reflective sentence is: "The key finding from the review of the agencies involvement is that there was strong evidence of good inter-agency working and appropriate referrals between local services". This sentence express a positive reflection on inter-agency communication.
We measured the inter-annotator agreement and the inter-tool agreement for our sentiment analysis and entity extraction exercises (Table 2) using Fleiss' kappa. Fleiss kappa scores for the sentiment analysis showed good agreement between the annotators but a significant disagreement between the tools.
The difference between the annotator scores for the two datasets suggests that humans find it easier to annotate the descriptive set rather than the reflective set while the tools did not differentiate between the two data sets. The vast majority of sentiment disagreement between the human annotators involved distinguishing between neutral vs positive/negative polarity. There was only a single instance of disagreement between positive vs negative polarity of a sentence: "The person disclosed at an appointment, that they had overdosed a month before and now felt stupid about it" (this example is paraphrased). However, the disagreement between the tools in terms of positive vs negative sentiment was considerably higher: 34% for the description and 36% for the reflections.
The Fleiss' kappa scores are low across all entity extraction categories for the software tools. Inter-human agreement for person and organisation are also low. Entities that humans disagreed on were: 'GP' (general practitioner), 'Coroner', 'Mental Health Teams', and 'Mental Health Tribunal', all of which tended to be labelled either as 'person' or 'organisation'. The low Fleiss' kappa scores show that the entity extraction task is challenging not only for software but also for non-specialist human annotators. Figure 1 presents the average precision, recall, and F1 between the positive, negative, and neutral sentiment categories. These results show an unsatisfactory level of performance from the tools used. Overall, the tools performed better for descriptive sentences: SentiStrength performed the best for these with around 55% for precision, recall and F1. Gate performed best for reflective sentences with F1 of 48%. The poor performance of the tools can be attributed to the fact that they are trained on datasets very different to the safeguarding domain. For example, Stanford [2] is trained on movie reviews where a phrase such as "with recommendation" has positive sentiment while the same phrase in the context of a safeguarding report might have a negative sentiment (e.g., "sentenced to life imprisonment with recommendation of years"). SentiStrength [3] is based on a dataset of MySpace content and uses a dictionary-based approach. It follows that sentences mentioning entities such as 'Specialist Dementia home' will match to the term dictionary 'special*' and thus have a positive sentiment. Extracting Named Entities Figure 2 shows poor performance across all categories with F1 lower than 60%. Precision and recall tend to be very unbalanced. 
Sentiment Analysis
Conclusion and Future work
The sentiment analysis results provide no evidence that off-the-shelf sentiment analysis tools can identify key parts of the safeguarding reports. In future we plan to focus on entity extraction. The unsatisfactory results of the entity extraction tools shows the need for more domain-targeted approaches, and for knowledge extraction such as the use of an ontology. However, existing semantic web resources to the best of our knowledge lacks ontologies relating to safeguarding and crime issues. A Swoogle search (conducted 1/3/19) on terms such as 'crime', 'safeguarding', and 'mental health' found no publicly-available ontologies fitting the purpose of our domain, pointing to a need for the creation of an ontology that models safeguarding issues. In the next stage of our work, we will use word and sentence vectors to discover main themes in documents. We will then use these themes as a base for the creation of an ontology.
