Abstract: Many articles that appeared in the literature agreed upon the feasibility of diagnosing obstructive sleep apnea (OSA) with a single-lead electrocardiogram. Although high accuracies have been achieved in detection of apneic episodes and classification into apnea/hypopnea, there has not been a consensus on the best method of selecting the feature parameters. This study presents a classification scheme for OSA using common features belonging to the time domain, frequency domain, and nonlinear calculations of heart rate variability analysis, and then proposes a method of feature selection based on correlation matrices (CMs). The results show that the CMs can be utilized in minimizing the feature sets used for any type of diagnosis.
Introduction
Electrocardiograms (ECGs) contain vital characteristics that can help in the detection of abnormalities of the heart. The ECG period, which typically has 5 deflections, P-QRS-T, arbitrarily named 'P' to 'T' waves with the Q, R, and S waves occurring in rapid succession, varies in each cycle. That is, the shape, size, and intervals of the P-QRS-T components are slightly different. Therefore, the heart rate (HR) varies continuously during the day in healthy people. Some disease conditions, like epilepsy and anorexia nervosa, modulate this variation, as well. With this perspective, various characteristic features based on the spread and pattern of ECG have been extracted and used for diagnostic purposes.
The HR increases with sympathetic activity and decreases with parasympathetic activity. The balance between these 2 alternately moving parts of the autonomic nervous system (ANS) is defined as the sympathovagal balance (SB) and is thought to be manifested in the rhythmic changes of the cardiac system [1] . The sympathetic mode influences the low frequency (LF), while both the sympathetic and parasympathetic modes affect the high frequency (HF). Thus, spectral analysis is typically used to estimate SB by looking at the LF and the HF bands of the interbeat (RR) intervals (beat-to-beat intervals, where R is a point corresponding to the peak of the QRS complex of the ECG wave and RR is the interval between successive Rs). The LF/HF ratio bands are employed to assess the SB [2] .
Obstructive sleep apnea (OSA) is a serious sleep disorder caused by intermittent episodes of partial or complete obstruction of the upper airway [3, 4] . OSA perturbs the cardiac and neuronal activities and disrupts * Correspondence: hguruler@mu.edu.tr the sleep pattern, which can be detected via ECG and electroencephalogram (EEG) recordings. OSA is usually diagnosed in a polysomnography (PSG) session conducted in a sleep laboratory [5] . PSG is utilized to determine physiological sleep and its various stages and sleep disorders, such as insomnia, OSA, restless legs syndrome, and periodic leg movement disorders. However, PSG testing is expensive and it requires the connection of various sensors and electrodes (e.g., EEG, electrooculogram, electromyogram, and ECG) to the subject [6] .
As discussed by de Chazal et al. [7] , automated diagnosis systems are important in that they provide simplicity for the diagnosis of OSA. There are several types of OSA detection methods in the literature that are based on ECG signals [8] , some of which also include the respiratory signal [9] , EEG [10] , blood oxygen saturation (SaO 2 ) [11] , and acoustic properties of the snore sounds [12] .
If OSA could be diagnosed with ECGs alone, the sleep session would be much easier to conduct, convenient for the subject, and inexpensive [13] . QRS-based features are useful for apnea identification [14, 15] . However, the extraction of ECG characteristics using heart rate variability (HRV) is an advantageous method to study [16, 17] . The HRV is the continuous changes in the RR intervals. HRV analysis is a popular noninvasive tool for detecting ANS function [18] . The detection of OSA can be performed and significantly improved through the HRV analysis, since fluctuations in the SaO 2 value of the blood, accompanied by apneic episodes, cause variations in the HR [19, 20] . The SB was used as a criterion for the detection of OSA in many studies [13, 21] .
Although high accuracies of OSA detection and significant successes in apnea classification can be achieved, it is still unclear which feature parameters are more effective. One review [13] presented a systematic comparison of studies that detected OSA based on the same ECG recordings with different algorithms. HRV with or without respiratory signals is analyzed for OSA diagnosis in 3 main categories in general: time, frequency, and nonlinear analysis. Each analysis technique produces a set of features that are mostly numerical. These values are used in decision-making algorithms or mathematical models that may involve neural networks (NNs), support vector machines, wavelets, etc. Thus far, many combinations of time, frequency, and nonlinear domain features of the HRV obtained by ECG have been tested with different types of classification methods. Additionally, some studies report obstructive apneic epoch classification using single-lead ECG. The Apnea-ECG database in PhysioBank was used in this study due to its availability and the opportunity to compare our results with other works based on the same database.
This study aims to classify precollected sleep data into 1 of the 3 basic types: apnea, hypopnea, and healthy episodes, with fewer parameters obtained from single-lead ECG recordings. This article is based on a combination of time-frequency domain functions and nonlinear techniques in the HRV analysis. The contribution of this study, which is compared to the earlier reports where it offers a new feature selection method, presents the most effective features to optimize classifiers.
Materials and methods
This study is aimed at classifying OSA in 1 of the 3 basic classes: apnea, hypopnea, and healthy episodes. Figure 1 describes the steps of this classification process. First, R points and then RR intervals are detected for each ECG recording. Before the HRV analysis, the RR signal correction takes place to eliminate errors, which might still be present in the RR interval series, such as ectopic beats, artifacts, and outliers. If any RR interval is shifted from a previous RR interval by more than 0.3 ms, it is assumed to be erratic and is then replaced by the average of its previous and the next RR intervals. Feature extraction is realized by the time, frequency, and nonlinear techniques detailed below. The HRV analysis involves the previous 3 steps and provides a number of parameters having various degrees of importance for classification. Correlation matrices (CMs) are formed to select the parameters, which are preferred as inputs to the neural networks. The CMs find the correlation coefficients (CCs) for every single column in relation to the target column. A higher correlation implies a better classification ability for the NNs. The feed-forward backpropagation NN (FBPNN) is utilized in the classification process of this study. 
OSA dataset
The classification of OSA is realized on the Apnea-ECG database in PhysioBank [22] . PhysioBank is a large and growing archive of well-characterized digital recordings of physiological signals and related data for use by the biomedical research community. Table 1 gives the demographic and clinical features of the dataset. 
The form of data is mean ± SD or n; BMI: body mass index; AHI: apnea-hypopnea index; NS: no significant statistical difference. Depending on the AHI, recordings containing apneic periods of 100 min or more are classified as apnea, between 5 and 99 min as hypopnea, and fewer than 5 min as healthy.
The data consist of 70 records, divided equally into learning and test sets. Each dataset includes a digitized ECG signal from an uninterrupted recording episode (16 bits/sample, 100 samples/s, and 200 A/D units/mV). The lengths of the recordings vary from 7 to 10 h. The learning and test recordings belong to 1 of the 3 classes, namely apnea, hypopnea, and healthy episodes, depending on the apnea-hypopnea index (AHI) [23] .
Software toolbox
The WaveForm Database (WFDB) is specially designed software for the viewing and analyzing of PhysioBank data. We utilized this software to generate binary annotation files in order to detect QRS intervals from ECG files. QRS was detected for all of the recordings using 'sqrs125', which is a single-lead QRS detector and one of the library functions in the WFDB. The 'ann2rr' is another library function used to get a pick time of each QRS from annotation files.
'Kubios HRV' is an advanced tool for HRV analysis that includes commonly used time-domain (TD) and frequency-domain (FD) HRV parameters [24] . Moreover, Kubios HRV includes a wide variety of different analysis options of the HRV, it is easy to adapt to PhysioBank sources, and presents the analysis results with graphical representations along with the desired file format. Therefore, the software is found to be suitable for this study. The FD involves Fourier transform-and autoregressive modeling-based spectrum analyses. Additionally, some nonlinear HRV analyses are utilized, such as Poincaré and recurrence plots, and approximate and sample entropies. The MATLAB NN toolbox is used for classification.
Analysis methods
The present study utilizes a variety of significant and relevant characteristic features that include the morphological information, duration, and complexity details of the ECG to classify OSA patient states. The feature sets obtained from the analysis methods are the TD, FD, and nonlinear methods. All of the presented HRV measures are mainly based on the guidance of [25] and are summarized with their formulas in the Appendix of this paper.
Time-domain methods
The TD methods are applied directly to the series of successive RR intervals to reflect the short-and longterm variations. The TD measures include the mean and standard deviation (SD) value of the RR intervals (RR , SDNN), the mean and SD of the HR (HR , SDHR), the root-mean-square value of successive differences (RMSSD), and the number of successive intervals of more or less than 50 ms (NN50) and its percentage (pNN50).
Geometric measures such as the HRV triangular index and the baseline width of the RR histograms (TINN) are also calculated and added to the analysis.
Frequency-domain methods
The FD analysis is performed using fast Fourier transform (FFT) and autoregressive (AR) modeling. The advantage of FFT-based methods is the simplicity of implementation, while the AR spectrum yields improved resolution, especially for short samples. In HRV analysis, the power spectrum density estimation is carried out using the FFT-based Welch's periodogram method and parametric AR modeling-based methods. As a general approach, the frequency bands of the HRV recordings belonging to very low frequency (VLF), LF, and HF are preferred at 0-0.04 Hz, 0.04-0.15 Hz, and 0.15-0.4 Hz, respectively. The FD measures involve the absolute and relative powers of the above-mentioned bands and their peak frequencies, along with the LF/HF ratio. The band powers are gained from the absolute values by means of the ratio of its power to the total power. When normalized units are calculated, like LF(n.u.), the VLF power is removed from the total power.
Nonlinear methods
The nonlinear methods that are used in this study are Poincaré plot [26, 27] , approximate entropy (ApEn) [28] , sample entropy (SampEn) [29] , detrended fluctuation analysis (DFA) [30] , correlation dimension (CD) [31] , and recurrence plot (RP) [32] . Each nonlinear analysis investigates the signals from different directions, e.g., complexity, irregularity, or short-or long-term variability.
Poincaré plots are quite definitive and hold essential features that represent the correlation between successive RRs, as illustrated in Figure 2 .
Therein, SD1 explains the short-term variation that is principally effected by respiratory sinus arrhythmia, which is the most obvious periodic component of HRV, and it is related to the TD measure, SDSD. On the other hand, SD2 describes the long-term variability that is related to TD measures, SDNN, and SDSD [26] .
ApEn is generally used for calculating the complexity or irregularity of the signal [29] . SampEn is similar to ApEn. However, SampEn was formed to decrease the bias of ApEn [33] . The DF analysis is employed to obtain the correlations, which are basically split into short-and long-term changes, throughout the signal [34] (see Figure 3) .
The CD measures the complexity of the RR intervals and provides information on the lowest possible dynamic variables. The CD was proposed in [35] . Another method that is also used for analyzing the complexity of the RR intervals is RP [32] . The quantitative measures of RPs included in this study are the recurrence rate (REC), which is simply the ratio of ones and zeros in the RP matrix; Lmean is the average diagonal line length;
DET is the determinant of the RR intervals as measured by the variable; and Shannon entropy (ShanEn) is the line length distribution. 
Feature selection
This study uses the automatic feature selection mechanism that selects better combinations from a variety of HRV parameters based on the CMs. After obtaining all of the HRV feature parameters involving time, frequency (FFT and AR), and nonlinear analysis, the following steps are followed:
• Calculate the CC value of every single feature parameter regarding the target column.
• Weigh the features as they correlate to the target and establish a weighting scale.
• Compute the mean value for each group.
• Sort the input scores in descending order.
• Select the parameters having CCs that are larger than the mean value of each group, regardless of their polarity.
• Carry the selected parameters as inputs to the NN classifiers.
The structure of the NN
As a classifier model, well-known FBPNNs with one hidden layer are utilized. Supervised training is applied to the datasets, which are equally divided into training and test groups. Overall, the classification accuracy is considered as the ratio of the correct decisions score to the number of total cases. The number of nodes of the input layer for all of the feature extraction methods is the same as the number of selected features. In the same way, the number of nodes of the output layer is the same as number of target classes. Each hidden layer has the average number of the nodes of the input and output layer. Figure 4 shows an example.
The optimal node number of hidden layers is found according to the total mean-squared error (MSE) values of the NNs at the same iteration. Figure 5 shows the MSE values of a 9-input, 2-output NN with a different number of nodes utilized in the hidden layer as an example. This experimentally decided optimal approach introduces a higher level of objectivity while comparing the relations between input features and output classes, and also keeps the same structure of the NNs utilized for different classification processes. Table 2 includes the input, hidden, and output layer sizes of the NNs of the applied methods. *: In the classification of 'apnea' and 'healthy' only, the number of output layers is 2. In the classification of 'apnea', 'hypopnea', and 'healthy', the number of output layers is 3.
The hyperbolic tangent sigmoid (tansig) transfer function is used for NNs. According to one study [36] , the hyperbolic tangent function performs better recognition accuracy than those of the other transfer functions. This has been tested on MLPANNs, having the same iteration numbers and the same number of neurons in the hidden layer, with 5 different activation functions. Eq. (1) gives its function, and Figure 6 gives its graphical definitions. 
Results
In this study, a high variety of HRV features are considered. In order to recognize the normal and disease conditions, the feature selection process is utilized on the classifier parameters. CMs are created with the parameters obtained from the temporal, frequency, and nonlinear parameters of the HRV presented in the tables. Table 3 gives the CMs of the TD HRV parameters used in the study.
In Table 2 , pNN50, which defines 34% accuracy of the differentiation by this parameter alone, is the most important feature in the TD analysis. The mean HR is the negative maximum. The mean value of the temporal parameters is 0.177047, nearly half of the maximum value. Normally, the SD parameters' CCs (SDRR, SDHR, SDANN, and SDNN index) are close to each other. Geometric feature parameters are not effective relative to the statistical features. Table 4 gives the CMs of the FD of the HRV parameters for the HRV used in the study.
In Table 4 , the HF relative power is the most important feature in the FFT and LF(n.u.) for the AR.
LF(n.u.) for the FFT is also a negative maximum. The mean value of the FFT spectral parameters is 0.383521 and that of the AR spectral parameters is 0.304112. The normalized values of the LF and HF are the same without polarity. The absolute powers are less effective with respect to the relative and normalized power values. The peak frequency features are seen to be very different in FFT and AR. Table 5 gives the CMs of the FD parameters for the HRV used in the study.
In Table 5 , alpha 2 is observed to be the most valuable feature within the nonlinear features. The mean value is 0.387179, which is very close to the FFT mean. The entropy parameters (ShanEn, ApEn, and SampEn) are high and close to each other. Interestingly, the Poincaré plot parameters are not effective with respect to the other nonlinear parameters.
In Tables 3-5 , each parameter has a CC value that describes a predictability of the classification numerically; the parameters with predictivities less than the mean CC values are eliminated, and from those having equal CC values, only one is taken and the polarity of the correlation is not considered. In Tables 3-5 , the negative, maximum, and selected parameters' CC values are denoted by n, m, and s, respectively. Tables  2-4 show that the mean values of the nonlinear and FD features are almost the same and twice as high with respect to the temporal features. This rule also applies to the maximum values. Figure 7A shows the classification and 7B shows the iteration results. 2) only highly correlated FFT spectral parameters; 3) only highly correlated AR spectral parameters; 4) only highly correlated nonlinear parameters; 5) all parameters including those from methods 1 to 4; 6) the parameters selected as only highly correlated from methods 1 to 4. It can be seen from Figure 7A that the accuracy is ranked from high to low using the parameters of nonlinear, frequency, and TD, respectively. The accuracy is 96% for the classification of A and C (A: apnea, C: healthy) and 82% for the classification of A, B, and C (A: apnea, B: hypopnea, C: healthy), respectively.
An unexpected low accuracy is observed for the classification of A, B, and C using method 4. The other methods correlate to the input parameters' effectiveness, which are seen in Tables 3-5 . Methods 4, 5, and 6 produced the same accuracy for the classification of A and C. However, the iterations are nearly twice as high. The iteration numbers are very high for the classification of A, B, and C (see Figure 7B ).
Discussion and conclusions
The presented study offers a feature selection method to optimize classifier performance by means of realizing the classification task more accurately in a shorter time. The analysis is realized on a variety of features obtained from the time, spectral, and nonlinear components of heartbeat intervals. The results related to the performed accuracies with the dimension reduction on the feature sets clearly show that the CMs can be focused on reducing the feature sets and discarding the insignificant or less important features, along with being used for any type of diagnosis by numerically determining what features better represent the targeted disorder.
As a similar study in many aspects, Güneş et al. [37] proposed a new feature selection method called multiclass f-score feature selection combined with a multilayer perceptron artificial NN (MLPANN) in the classification of OSA. They used the clinical features obtained from a PSG device as a diagnostic tool for OSA in patients clinically suspected of suffering from this disease in order to determine the features related to OSA. These clinical features were the arousal index, AHI, SaO 2 minimum value in a stage of rapid eye movement, and the percent sleep time in a stage of SaO 2 intervals larger than 90%. The study selected the same features as in our study, and only the features that were bigger than the mean value were used in the classification. While the MLPANN obtained 63.41% classification accuracy in the diagnosis of OSA, the combination of the MLPANN and multiclass f-score feature selection achieved 84.14%.
Two studies [38, 39] presented another example of an automated diagnostic system to feature selection combined with a NN to improve classifier accuracy. This diagnostic system consisted of a combined fuzzy clustering NN algorithm. The results demonstrated that the proposed diagnostic systems achieved a high (99%) accuracy rate.
Based on the results of this study, and looking at the other studies that used the same Apnea-ECG database, the following can be concluded:
Six studies [40] [41] [42] [43] [44] [45] made use of a spectral analysis of HRV. Two studies [40, 46] employed the Hilbert transform to obtain spectral information of the HR. Three algorithms [40] [41] [42] used time-frequency maps of the HRV. In all of the FD techniques, the spectral power in the 0.01-0.04 Hz range was identified as an important parameter. Algorithms using a FD analysis received better results than those using a TD analysis, as in the present study. However, there were also some successful methods based on TD parameters. One approach utilized the time measurements of HRV with some nonlinear parameters [47] and the other TD method used rules implemented by a human administration for defining the periodic variation of the HR [48] to improve their results.
In some studies, several ECG-derived parameters different from HRV parameters were also used to diagnose, such as ECG pulse energy [41] , R-wave duration [45] , amplitude value of the S wave of each QRS [41] , and ECG-derived respiration. The selected FD parameters with the R-wave morphology gave better results.
