

















測度空間 (X ;A; )，確率密度 f (x; ),  2   Rd．独立データ
fXigi=1;:::;n について：
H0：全ての i = 1; :::; n について  = 0．
H1：ある異なる 0; 1 と，ある u 2 (0; 1) が存在して，
i  un に対しては  = 0， i > un に対しては  = 1．
この問題へのアプローチは，大別して
尤度比の方法
 Fisher-Score Process 法
逐次ＭＬＥ法
がある．
2.1 「Fisher-Score Process 法」について











_l(X; bn) _l(Xi; bn)>
（ただし bn は X1; :::; Xn に基づく最尤推定量）と定義して









ただし B;1; :::; B;d は独立な標準ブラウン橋．
対立仮説 H1 のもとでは，記号
I0() := E0
_l(X; ) _l(X; )>
uE0 _l(X; ) + (1  u)E1 _l(X; ) = 0 の解  = 
を導入すると，
2Sn  n(v> I 1 v   oP (1)) OP (1)
が成り立つ．ただし
I = uI0() + (1  u)I1()
は正定値行列であり，

























_S(Xs; bT ) _S(Xs; bT )>
(Xs)2
ds;






H0： 全ての i = 1; :::; n について，同一の連続分布 F に従う．
H1：ある u 2 (0; 1) が存在して，i  un は F0 に従い，i > un は
F1 に従う．ただし，ある x 2 R に対して F0(x) 6= F1(x).

















EB(s1; t1)B(s2; t2) = (s1 ^ s2   s1s2)(t1 ^ t2   t1t2)








jF0(x)  F1(x)j   o(1)

 OP (1):
重要な注意：我々の統計量は，H0 のもとで，漸近的分布不変である
だけでなく，n を止めても分布不変である．
