This study extends the authors' earlier work that addresses the importance of bootstrap methods in computing statistical characteristics of meteorological and climatological datasets. Subsampling confidence intervals for the skewness and kurtosis are developed for nonlinear datasets, for which traditional time series techniques are not applicable. It also provides an example of how to apply subsampling to real data when only a single record of limited length is available: aircraft observations of vertical velocity in the wintertime convective boundary layer over Lake Michigan. This demonstrates the value of bootstrap methods in obtaining reliable confidence intervals for turbulent flows with coherent structures (characterized by non-Gaussian skewness and kurtosis).
Introduction
This paper continues the work reported by Gluhovsky and Agee (2007, hereinafter referred to as GA2007) . That study demonstrated how nonlinearities in the real data-generating mechanism may render misleading the inference from traditional time series analysis emphasizing linear time series models. 1 GA2007 developed subsampling confidence intervals (CIs) for the variance of modeled nonlinear time series that have proven to be far superior to those obtained from traditional techniques. In the current study, this work has been extended to include subsampling CIs for the skewness and kurtosis, which has important implications for analyses of atmospheric and climatic data and, in particular, for the analysis of coherent structures. In fact, the review of GA2007 recommended that these important next steps be considered in future work. For consistency, we have used the same datasets as in GA2007, with one important addition [model (3) below].
Similar to many other turbulent flows, atmospheric convective boundary layers are characterized by nonGaussian statistics (Deardorff 1974; Wyngaard and Weil 1991; Maurizi 2006) , usually noticed in the values of skewness and kurtosis that are different from those for a Gaussian distribution (0 and 3, respectively). For a stationary time series W t , the skewness h(W t 2 m) 3 /V 3/2 i, where m 5 hW t i is the mean and V 5 h(W t 2 m) 2 i is the variance, gives a measure of the asymmetry of the probability density function (pdf) about the mean, whereas the kurtosis h(W t 2 m) 4 /V 2 i is a measure of its flatness (or peakedness). For example, as found by Kollias and Albrecht (2000) during well-coupled conditions, the vertical velocity skewness is negative through most of the cloud and positive in its top 100 m, which is consistent with the presence of relatively narrow downdrafts and relatively narrow penetrating updrafts, respectively. In a similar way for clear-air convective PBLs, Rao and Agee (1996) have shown positive vertical velocity skewness for open cellular regions (with narrow strong updrafts and broad weak downdrafts).
In numerical studies, nonzero skewness (Sreenivasan 1991) and increased values of kurtosis (McWilliams 1984; Maltrud and Vallis 1991) were attributed to the occurrence of coherent structures (CSs). In fact, in recent numerical simulations (e.g., Farge et al. 2003; Ruppert-Felsot et al. 2005) , turbulent flows were separated into coherent and incoherent components using wavelet transforms. The coherent part, represented by only a small fraction of the wavelet coefficients, retained the total flow dynamics and statistical properties, notably non-Gaussian skewness and kurtosis, while the incoherent part was characterized by Gaussian statistics.
Because CSs play a major role in the transport of mass and momentum (thus strongly influencing the exchange of heat and moisture), skewness and kurtosis are increasingly investigated in various studies of turbulence. However, the accuracy of their estimates (even when evaluated) remains questionable. This is because, again, conventional statistical methods are commonly based on strong assumptions that are rarely met in atmospheric datasets. Among them is the customary assumption that observations follow a normal (Gaussian) distribution and thus the assumption of a linear model for the observed time series.
As a motivating example, GA2007 considered a time series of the vertical velocity of wind in a convective boundary layer recorded from an aircraft (50 m above Lake Michigan, 70 m s 21 flight speed, and 20-Hz sampling rate) during an outbreak of a polar air mass over the Great Lakes region. Figure 1 , repeated from GA2007, shows a record of 4096 data points of the vertical velocity time series corresponding to about 14.3 km.
The sample mean, variance, skewness, and kurtosis of the vertical velocity computed from the record are, respectively, 0.03, 1.11, 0.84, and 3.67. Sample characteristics like these (routinely obtained in field programs as well as in laboratory experiments and computer simulations) are just point estimates (our ''best guesses'') of the true values of the parameters, and therefore CIs are duly employed to learn how much importance is reasonable to attach to such numbers. However, as demonstrated in GA2007, the common practice of computing parameters of the underlying time series from an estimated linear model resulted in erroneous CIs even for the variance of a model nonlinear time series. In contrast, the computer-intensive subsampling method provided valid CIs. In this paper, application of subsampling is extended further to computing valid CIs for the skewness and kurtosis of nonlinear time series where linear models are absolutely inapplicable. For the mean and variance, there are traditional methods for computing CIs; however, these are inferior to subsampling CIs (as demonstrated in GA2007). For the skewness and kurtosis, these traditional methods do not work. Thus, subsampling becomes a viable alternative to current practices in analyses of atmospheric and climatic time series.
In section 2, we briefly describe our method that is applied in section 3 to computing CIs for the skewness and kurtosis of two different nonlinear model time series and estimating their coverage probabilities. A difficult problem of employing subsampling in practical situations (when the model is unknown) is addressed in section 4, which in section 5 results in CIs for the skewness and kurtosis of the vertical velocity time series indicating its non-Gaussian distribution.
Method

a. Model
Modeled data were generated using two modifications of a first-order autoregressive process [AR(1)],
where 0 , f , 1 is a constant and t is a white-noise process (a sequence of uncorrelated random variables with mean 0 and variance s 2 ). AR(1) with a Gaussian white noise ( t ) is widely employed in studies of climate as a default model for correlated time series (e.g., von Storch and Zwiers 1999; Percival et al. 2004 ).
The two modifications were designed to bring in nonlinear behavior often observed in real-world datasets. In the first modification, Y t 5 X t 1 a(X model (1) was altered with a nonlinear component. This is an example of a so-called explicit nonlinear model (Fan and Yao 2003) that was employed in Lenschow Here N is the number of data points, collected at a frequency of 20 data points per second. (1994) and in GA2007. The second modification was obtained by using a non-Gaussian white noise ( t *) in linear model (1),
which converts it into an implicit nonlinear model (Fan and Yao 2003) .
b. Probability coverage of CIs and Monte Carlo simulations
A 90% CI is the range of numbers that traps an unknown parameter with probability 0.90 called the coverage probability. This implies that if, instead of one time series record commonly available in practice, the records could be generated over and over, and from each record a 90% CI was computed, then 90% of the resulting CIs will contain the parameter. Such coverage probability (often referred to as a nominal or target coverage probability; e.g., Davison and Hinkley 1997) is attained only if all assumptions underlying the method for the CI construction are met. This is the case of CIs when the data are generated from linear model (1). In geosciences, however, such assumptions are rarely met, so that the actual coverage probability may differ from the target level (sometimes considerably, as demonstrated in GA2007). Intervals with confidence levels other than 90% (e.g., 95% or 99%) are also often used in various applications (the higher the confidence level is, the wider is the CI).
Using the above probabilistic interpretation, the actual coverage probability could be determined through Monte Carlo simulations when the data-generating mechanism is known. Although such an assumption is unrealistic, still Monte Carlo simulations with models possessing statistical properties shared by real processes may provide valuable information on what can be expected in situations of practical interest. With this in mind, Monte Carlo simulations with nonlinear model (2) were implemented here as follows: First, 1000 records, each of 1024 observations, were generated from the model with f 5 0.67 and the Gaussian white noise with 0 mean and variance s 2 5 1 2 f 2 5 0.5511 (which makes s X 2 5 1). The choice of 1024 observations was motivated by the practical implementations of subsampling below requiring a record length to be a power of 2 (1024 5 2 10 ) and by the fact that, at the chosen value of f, about 1000 data points from model (2) allow the same accuracy in the estimation of variance as 400 independent normal observations do (see, e.g., Priestley 1981) . After that, from the resulting set of 1000 CIs, the actual coverage probability was determined by counting the fraction of times the known skewness of Y t (or kurtosis) was covered by the CIs. Last, the procedure was repeated for various values of a: 0.0, 0.1, 0.20, and 0.30. Simulations with nonlinear model (3) were carried out in the same way. In this model, a non-Gaussian white noise t * was chosen to follow a Student's t distribution with 8 degrees of freedom (df) (the larger the df is, the closer is the Student's t distribution to a Gaussian distribution).
c. Subsampling
Classical statistical methods are based on strong assumptions about the physical processes generating the time series that are not often met, though it is common practice to employ such methods without due regard to their applicability. As an alternative, consider subsampling (Politis et al. 1999 ), a computer-intensive method that works under minimal assumptions, so that when using subsampling one does not have to rely on questionable assumptions about the data-generating mechanism.
Subsampling is based on the values of the statistic of interest (e.g., skewness or kurtosis) recomputed over subsamples of the record of time series Y t [i.e., blocks of consecutive observations of the same length b (block size)] sufficient to retain the dependence structure of the time series. Three blocks of size b (the first, the ith, and the last) are underscored in a record below containing n observations and, therefore, n 2 b 1 1 blocks:
To construct an accurate 90% CI for, say, the skewness when the data-generating mechanism (the model) is known, one could (following the above probabilistic interpretation of CIs) generate a very large number of realizations, compute the sample skewness from each realization, estimate the 0.05 and 0.95 quantiles of its distribution, and use them as the lower and upper confidence limits of a 90% (percentile) CI. In practice (i.e., when the model is unknown and usually only one record of the observed time series is available), subsampling comes to the rescue by replacing computer-generated realizations from the known model with subsamples of the single existing record.
Subsampling CIs for the model time series a. Subsampling CIs for the skewness of explicit nonlinear model (2)
Nonzero skewness is a frequent attribute of atmospheric and climatic time series, but CIs for the skewness cannot be obtained from linear models, which imply zero skewness. Yet subsampling works here as well. In Fig. 2 , the long-dashed curve shows the actual coverage of subsampling CIs for the skewness of time series generated from model (2). Estimating the skewness requires long records (Gluhovsky and Agee 1994; Lenschow et al. 1994 ) (in our simulations, records of length n 5 1024 were used). When feasible, a simple way to improve the coverage is to increase the record length. The solid curve in Fig. 2 shows better coverage, thanks to longer records of n 5 4096. Otherwise, a calibration (Politis et al. 1999 ) can be used, that is, the replacement of the nominal 90% CIs providing the actual coverage of 0.86 (at a 5 0) with the nominal 95% CIs providing the actual coverage of 0.90 at a 5 0 and 0.87 at a 5 0.35, as seen from the short-dashed line in Fig. 2 . In practice, calibration can be carried out using a model time series that shares certain statistical properties with the one under study [e.g., model (2) with a 5 0.14 for the vertical velocity time series]. The short-dashed line in Fig. 2 demonstrates improved (due to calibration) coverage for the original records of n 5 1024 observations. b. Subsampling CIs for the kurtosis of explicit nonlinear model (2) Figure 3 shows the results of similar computations for the kurtosis of model (2). It is seen that the coverage of subsampling CIs here becomes lower than that of those for the skewness in Fig. 2 , thus indicating the need for even longer records and/or more drastic calibration. Note, however, that common error bars correspond to 0.68 coverage probability.
c. Subsampling CIs for the kurtosis of implicit nonlinear model (3)
Now the time series is obtained by replacing a Gaussian white noise in linear model (1) with that following the Student's t distribution with 8 df, thus introducing nonlinearity implicitly (Fan and Yao 2003) . The skewness of the resulting time series is zero [as in linear model (1)] since in both models the pdfs of their noise components are symmetrical, but its kurtosis differs from that for a Gaussian distribution. Figure 4 shows pdfs of a standard normal distribution (solid line) and of a Student's t distribution with df 5 8. The two curves look very close, but they differ dramatically in their tail behaviors. In a Gaussian distribution, the tails are exponentials. The other one falls off much more slowly, following a power law and providing an 
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example of a heavy-tailed distribution with a relatively high probability of large values. Thus, the kurtosis of a normal distribution is equal to 3, whereas for the Student's t distribution with 8 df it is equal to 4.5. Whereas the kurtosis of linear time series (1) is still 3 (Gaussian), the kurtosis of the time series generated by our implicit nonlinear model is approximately 3.58 (i.e., the time series is non Gaussian). As a consequence, when the model is nonlinear, formulas for CIs derived under the assumptions of normality (e.g., Priestley 1981) are inapplicable or result in misleading inference when applied [as was demonstrated in GA2007 in the case of the variance of nonlinear model (2)]. In contrast, subsampling is capable of providing valid inference. In the case of implicit nonlinear model (3) with noise t * having t distribution with 8 df, our Monte Carlo simulations showed that the coverage of subsampling CIs for the variance is 0.86 when the record length is 1024 [similar to that for the explicit nonlinear model (2); see GA2007]. Estimation of the kurtosis requires, again, longer records [cf. with similar results for model (2) in Fig. 3 ]: the coverage of subsampling CIs becomes 0.67, but it improves to 0.74 when the record length is increased to 4096.
Practical considerations
a. Block size selection Figure 5 demonstrates again that the higher the moment is the lower is the coverage (or the longer the record is that is needed to provide the same coverage) and that the actual coverage of subsampling CIs depends considerably on the block size b. The three curves in Fig. 5 , one (short dashed) for the variance, another (solid) for the skewness, and the third one (dashed) for the kurtosis, were obtained by Monte Carlo simulations with model (2) at a 5 0.14. For each curve, there exists a range of block sizes (around its maximum) that would be appropriate for subsampling. Thus, subsampling CIs in the previous section were computed with thus-determined optimal block sizes (140 for the skewness and 240 for the kurtosis). That is, 1000 realizations were generated from model (2) to determine the actual coverage of subsampling CIs for the skewness (section 3a) and for the kurtosis (section 3b) at each value of constant a, shown in Figs. 2 and 3 . In practice, where the model is unknown and typically only one record is available, the choice of the block size presents the most difficult problem in subsampling, shared by all blocking methods. The asymptotic result (Politis et al. 1999) ,
that the block size needs to tend to infinity with the sample size but more slowly, does not help to choose the block size for relatively short atmospheric and climatic records. However, another resampling technique (Gluhovsky et al. 2005 ) permits determining the optimal block size from one record. The 1000 independent realizations previously generated from a model for Monte Carlo simulations, which are now unavailable, are replaced by pseudorealizations from the single available record through the following version of the circular bootstrap (Politis and Romano 1992) . The record of n 5 1024 data points is ''wrapped'' around a circle (i.e., Y 1001 5 Y 1 ), then p 5 2 k , n points (say, p 5 32) on the circle are chosen at random (following a uniform distribution on the circle) as starting points for p consecutive segments of a pseudorealization. In the current implementation of the technique it was convenient to choose both n and p to be powers of 2. The length of each segment is n/p, so that the pseudorealization is again of length n. The procedure is repeated to generate N such pseudorealizations that substitute for 1000 independent realizations of a model time series, and the ''coverage'' is determined as before.
What is the price to pay for the use of pseudorealizations in place of independent ones? In Fig. 6 , the solid curve (taken from Fig. 5) shows the actual coverage of subsampling CIs for the skewness of Y t obtained by Monte Carlo simulations. Each dashed curve in Fig. 5 was computed from a different record of length n 5 1024 generated from model (2), as described above with N 5 10 000 (this results in smooth curves). The maxima of dashed curves vary wildly (depending on the initial record used), so that each dashed curve typically fails to provide the correct coverage. Nevertheless, the dashed curves essentially retain the shape of the solid curve, FIG. 5 . Actual coverage probabilities of 90% subsampling CIs at various block sizes for the variance (short dashed line), skewness (solid), and kurtosis (long dashed) from Monte Carlo simulations with model (2) at a 5 0.14.
thus indicating a suitable block size to be used in subsampling. The same effect takes place in the case of subsampling CIs for the kurtosis of Y t .
b. Vertical velocity skewness and kurtosis in convective boundary layers
Let us return now to a real-life example: a record of the vertical velocity of the wind (see Fig. 1 ) discussed in the introduction. From this single record, by use of the technique described in the previous section, the two curves shown in Fig. 7 were obtained: one for the skewness (solid) and the other for the kurtosis (dashed). These two curves are analogous to dashed curves in Fig. 6 (i.e., they indicate b 5 100 and b 5 160 as suitable block sizes for subsampling in the cases of the skewness and kurtosis, respectively). Then subsampling with these block sizes has resulted in the following 90% subsampling CI for the skewness:
and kurtosis:
(3.27, 4.09),
of the vertical velocity time series, which reasonably confirms its non-Gaussian (positive) skewness and (elevated) kurtosis. One should not be misled by high coverages exhibited by the curves in Fig. 7 at b 5 100 and b 5 160, respectively: other records similar to those in Fig. 1 may result in considerably less impressive curves, as seen from Fig. 6 . Again, such curves serve only to determine the optimal block size.
Summary and conclusions
This study advocates the appropriateness of computing CIs for the skewness and kurtosis of nonlinear time series that are prevalent in atmospheric flows with coherent structures but for which traditional time series analysis (based on strong assumptions) is inapplicable. Instead, nonlinear time series are suggested to be analyzed using subsampling, which works under minimal assumptions. Thus it should be effective in complex dependent data situations typical in geosciences, without imposing unrealistic assumptions on the underlying data-generating mechanism.
The coverage of subsampling CIs consistently deteriorates as the order of the moment and the degree of nonlinearity increase, as seen from Figs. 2 and 3 for the skewness and kurtosis (also see Fig. 4 in GA2007 for the variance). This calls for longer records or calibration (if there is a need to get closer to the target coverage) that may be based on an approximating nonlinear model that shares statistical properties with the time series under study.
The validity of subsampling inference for nonlinear time series was demonstrated through Monte Carlo simulations with two model datasets of different natures. Because real data analysis cannot be employed to attest to the validity, we consider only one observed dataset in this work as an example of how to apply subsampling to real observations. However, once established for a variety of nonlinear time series models, bootstrap methods including subsampling may become the tools of choice for inferring statistical characteristics of meteorological and climatological datasets, which are often nonlinear and of limited size. 
