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ABSTRACT
USING DATA TO OPTIMIZE THE FULFILLMENT AND LOCATION DECISIONS OF AN
ONLINE GROCERY RETAILER
Chloe Kim Glaeser
Marshall L. Fisher
Xuanming Su
This dissertation empirically examines how an online grocer can improve its fulfillment and locationrelated operational decisions. In the first chapter, we examine whether fulfillment issues lead to
customer defection. Based on our findings, we develop an inventory allocation rule to improve the
retailer’s performance. We estimate that our inventor allocation rule would increase revenue from
affected customer by 2%. In the second chapter, we empirically solve the spatio-temporal location
problem faced by our partner retailer. We introduce a novel procedure that combines machine
learning and econometric techniques to estimate demand for potential new locations and optimize
the pick-up location configuration and schedule. We estimate a revenue increase of at least 42% from
the improved location configuration and schedule. In the third chapter, we study how the retailer can
optimize the mix of delivery zones and fulfillment models using data-driven analytics. We show that
the retailer’s choice of fulfillment offerings is economically important using a regression-discontinuity
design framework. In the next step, we build and estimate a structural model based on our empirical
evidence the parameters of our structural model.

v

TABLE OF CONTENTS

ACKNOWLEDGEMENT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

iv

ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

v

LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

ix

LIST OF ILLUSTRATIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

x

CHAPTER 1 :

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

1

CHAPTER 2 :

Service Quality, Inventory Allocation, Consumer Behavior: An Empirical
Analysis of an Online Grocery . . . . . . . . . . . . . . . . . . . . . . . . . .

7

2.1

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

7

2.2

Related Literature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

8

2.3

Research Setting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

9

2.4

Development of Hypotheses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

10

2.5

Results for Hypotheses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

15

2.6

The Economic Implication of Fulfillment Failures . . . . . . . . . . . . . . . . . . . .

18

2.7

Inventory Allocation Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

22

2.8

Discussion and Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

24

CHAPTER 3 :

Optimal Retail Location: Empirical Methodology and Application to Practice 26

3.1

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

26

3.2

Related Literature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

30

3.3

The Spatio-Temporal Location Problem . . . . . . . . . . . . . . . . . . . . . . . . .

32

3.4

Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

33

3.5

Empirical Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

36

3.6

Discussion of the Random Forests Model. . . . . . . . . . . . . . . . . . . . . . . . .

49

3.7

Potential Selection Bias in Revenue Estimation. . . . . . . . . . . . . . . . . . . . . .

50

3.8

Potential Location Set Generation and Optimal Location Configuration . . . . . . .

54

3.9

Revenue Improvement Estimates . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

58

vi

3.10 Conclusion

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

62

Pick-up, Delivery, or Both? An Online Grocer’s Optimal Fulfillment Models

63

4.1

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

63

4.2

Literature Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

65

4.3

Preliminary Data Analyses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

67

4.4

Structural Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

75

4.5

Model Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

79

4.6

Estimation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

83

4.7

Conclusion

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

88

BIBLIOGRAPHY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

89

CHAPTER 4 :

vii

LIST OF TABLES

TABLE 1 :

Descriptive Statistics (N = 2931). . . . . . . . . . . . . . . . . . . . . . . . .

13

TABLE 2 :

Descriptive Statistics: Ratio of Items with Issues. . . . . . . . . . . . . . . .

14

TABLE 3 :

Correlation Table. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

14

TABLE 4 :

Logistic Regression. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

16

TABLE 5 :

Linear Probability Model. . . . . . . . . . . . . . . . . . . . . . . . . . . . .

17

TABLE 6 :

Model Specifications with Interaction Terms. . . . . . . . . . . . . . . . . . .

19

TABLE 7 :

Regression Results. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

23

TABLE 8 :

Predicted Revenue Improvement. . . . . . . . . . . . . . . . . . . . . . . . .

24

TABLE 9 :

Summary of Variables. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

37

TABLE 10 : Descriptive Statistics. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

38

TABLE 11 : Spatial and Temporal Cannibalization Effect. . . . . . . . . . . . . . . . . .

41

TABLE 12 : Accuracy Comparisons of Four Models: MAPE. . . . . . . . . . . . . . . . .

46

TABLE 13 : Accuracy Comparisons of Four Models: Proportion of Top 20% Locations
Correctly Predicted. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

48

TABLE 14 : Variables with Top 10% Varible Importance. . . . . . . . . . . . . . . . . . .

49

TABLE 15 : Selection Bias Test using an Instrument. . . . . . . . . . . . . . . . . . . . .

52

TABLE 16 : Selection Bias Test based on Heckman Selection Model. . . . . . . . . . . .

53

TABLE 17 : Optimality Gap of the Greedy Algorithm Solution. . . . . . . . . . . . . . .

58

TABLE 18 : Potential Benefit. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

59

TABLE 19 : Descriptive Regression Results. . . . . . . . . . . . . . . . . . . . . . . . . .

68

TABLE 20 : Effect of Delivery Introduction on Aggregated Zip-Code Sales. . . . . . . . .

70

TABLE 21 : Effect of Delivery Availability on the treated regions – Regression Discontinuity Design. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

74

TABLE 22 : Effect of Delivery Availability on Individual Spending – Customer Attributes
Interaction Model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

74

TABLE 23 : Parameter Definitions and Interpretations. . . . . . . . . . . . . . . . . . . .

80

TABLE 24 : Correlations across parameters. . . . . . . . . . . . . . . . . . . . . . . . . .

84

viii

TABLE 25 : Mean Parameters by Customer Group. . . . . . . . . . . . . . . . . . . . . .

85

TABLE 26 : Hyper parameter estimates. . . . . . . . . . . . . . . . . . . . . . . . . . . .

86

TABLE 27 : Parameters used for numerical study. . . . . . . . . . . . . . . . . . . . . . .

88

TABLE 28 : Utility Gap of Customers Based on Fulfillment Option Offerings. . . . . . .

88

ix

LIST OF ILLUSTRATIONS

FIGURE 1 :

Unit of Analysis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

20

FIGURE 2 :

Evidence of Threshold Effect. . . . . . . . . . . . . . . . . . . . . . . . . .

20

FIGURE 3 :

Probability of Substitution and Average Order Amount by Category. . . .

21

FIGURE 4 :

Histograms of Average Daily Sales and Average Order Size of Pick-up Locations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

27

FIGURE 5 :

Change in Location Configuration in an Area. . . . . . . . . . . . . . . . .

28

FIGURE 6 :

Surrounding Area Partitioned by Block Groups For A Location. . . . . . .

36

FIGURE 7 :

Comparison of Sales for Locations Operating Once a Week versus Twice a
Week. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

39

FIGURE 8 :

Initial Prediction Against Actual Sale. . . . . . . . . . . . . . . . . . . . .

55

FIGURE 9 :

Potential Benefit Calculated Using Greedy Algorithm Over Time. . . . . .

59

FIGURE 10 : Predictions of Potential Locations with Optimal and Actual Locations. . .

60

FIGURE 11 : Out of Sample Sales Actual vs. Prediction. . . . . . . . . . . . . . . . . . .

61

FIGURE 12 : Weekly Purchase Increase by Category When Switching From Pick-up to
Delivery - Within Customer Effect. . . . . . . . . . . . . . . . . . . . . . .

69

FIGURE 13 : Effect of Delivery Introduction in a Zipcode Yields Heterogeneous Results.

71

FIGURE 14 : Regression Discontinuity Design - Customers within 0.5 Miles of Delivery
Borders. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

x

73

CHAPTER 1 : Introduction
This dissertation consists of three essays on improving an online grocer’s operational decisions based
on empirical findings. In particular, I study two broad operational decisions: service quality and
location selection. Ensuring service quality has been a traditional topic in operations management
and in the first essay, I study how service quality affects customers’ future spending. In the second
and third essays, I study how a retailer can optimize its location decision using analytics. In sum,
the goal of this dissertation is to use empirical analyses to improve the retailer’s operations decisions.
To do so, we worked closely with an online grocery retailer that was founded on the buy-onlineand-pick-up- in-store (BOPS) fulfillment model. The retailer’s initial market was suburban and as
a result a last mile delivery was much more costly than a delivery in the dense urban market. Our
partner retailer saw an opportunity to offer customers in the suburban market the convenience of
shopping online and picking up their pre-packed orders pon the same day. As the company expanded,
it began offering home delivery in denser areas.
While the retailer provides every day groceries, it also differentiates itself from other grocers by
offering local and sustainable food options. Its current business model operates in the following
way: customers place an order for a specific delivery date and choose to either pick-up their order
or have it delivered to their home for a small additional fee. If a customer chooses the pick-up
option, they select from many convenient pick-up locations, including schools, businesses, gyms, and
parking lots. On the delivery date, the customer then picks up the order from the delivery truck,
which remains in the pick-up location for a fixed period. If a customer chooses home delivery, the
order arrives within a two hour window chosen by the customer.
The three research topics address unique challenges faced by the retailer. The first essay examines
the effect of experiencing fulfillment failures on customers’ future purchases. Unlike traditional
grocery retailers, the online retailer is responsible for picking and packing the purchased items for
the customers. As a result, when a customer does not receive all the items he purchased in perfect
condition, the customer may decide to stop using the online grocery service. This was of particular
interest to our partner retailer as there were no previous studies examining how service quality affects
customer decisions in a grocery setting. In addition, as the retailer exited the growth phase and
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became increasingly conscientious about the bottom line, customer retention became an important
factor that they wanted to carefully monitor and understand. The retailer was concerned that
customers’ cost of switching from their online service to the traditional channel may be low, and
that when a customer experienced imperfect service, the customer may decide to defect.
Using panel data from the retailer, we first test whether receiving imperfect orders, such as missing
items or damaged items, leads to reduced future customer spending. Given that the retailer strives
to deliver a ”perfect” order to all customers, we can assume that the retailer treats every order
the same. However, depending on the item, the likelihood of receiving an imperfect order may
vary. For example, a carton of eggs is much more likely to arrive damaged compared to a can of
soup. Similarly, certain items, such as local organic rib-eye, are much more likely to be out of stock
than are items with longer shelf lives and more constant demand and supply (e.g. a box of cereal).
Therefore, we create an index for each order to control for the likelihood of receiving damaged items
and out of stock items. Then, we can treat our observational setting as a field experiment, in which
a random subset of customers receive an imperfect order.
Using a generalized least squares regression, we find a non-linear effect of fulfillment failures on
customers’ future purchasing behavior. In other words, a few number of issues in an order does
not affect future purchases, but a larger number of issues in an order does. This suggest that if the
company can minimize the number of orders with multiple issues, it can increase customer retention.
Based on this finding, we develop an inventory allocation rule to prevent multiple missing items in
a single order. Importantly, this rule does not rely on changing the inventory level. The underlying
intuition behind the allocation algorithm is to allocate the most scarce items to the order that will
have higher number of out-of-stock items. To implement this rule, the retailer would need to invest
in a technology that can track daily inventory status and track the order fulfillment status of each
order.
Based on the initial estimation of the service quality effects on future spending, we run a numerical
study to predict the impact of our inventory allocation rule on future revenue. We find that the
future spending from affected customers would increase by 2% if our rule were implemented. We
note that this result is based on improving the order fulfillment issues with regard to out-of-stock
items. Given our findings that the increased number of damaged items leads to decreased future
spending by affected customers, the retailer might also benefit from improving the packaging to
2

minimize damage to items during shipping.
The next chapter studies optimal pick-up locations for our partner retailer. Since the company is an
online-only retailer, it does not have any physical stores. Instead, the retailer uses refrigerated delivery trucks parked at various convenient pick-up locations to deliver orders to customers. Before our
intervention, the location managers were in charge of where to locate the pick-up trucks and which
day of the week to operate. Despite managers working hard to select the best locations, including
checking for certain factors such as income and population density, and visiting the potential sites
prior to launching a pick-up location, the sales of pick-up locations varied significantly, suggesting
room for improvement. The retailer believed that data-driven analytics could make the location
selection process more efficient and effective.
In order to predict demand at potential locations, we combine demographic and economic data,
business location data, and the retailer’s historical sales and operations data. Given our goal of
accurate prediction of potential location sales, machine learning algorithms are the best fit for our
problem. This is because machine learning algorithms can capture a large number of attributes and
their prediction accuracy is better than that of a linear regression in most cases. For example, both
Ferreira et al. (2015) and Cui et al. (2017) find that random forests predict sales most accurately in
their settings.
For some settings, applying a machine learning algorithm using all the available attributes may
yield the best prediction. However, in our setting, if we were to use a pick-up location’s operating
frequency or the number of nearby locations as attributes, we might come to very flawed conclusions.
To see why, imagine two sets of pick-up locations. The first group operates once a week and the
second group operates twice a week. Since the managers choose how often a location should operate,
they choose to operate the locations with higher expected sales twice a week. In fact, most locations
start by operating once a week and if a location operates successfully, the manager may decide to
start operating the location twice a week.
As a result, if we blindly use the location’s operating frequency as a predictor in our prediction
model, the model would associate higher operating frequency with higher sales. However, controlling for location, higher operating frequency in fact reduces the revenue per operating day due to
cannibalization effects. To illustrate, suppose location A operates once a week with no nearby loca-
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tions and its average sale per operating day is $1000. Now, suppose the manager decides to operate
location A twice a week with no nearby locations. The average sales per operating day is expected
to decrease. If the additional operating day does not capture any additional demand and if half of
the original demand now prefers to purchase on the second operating day, then the average sales
per operating day for location A would be $500. In order to maintain the average sales per operating day, the additional operation has to increase the demand in the region by 100%. Therefore,
realistically, for a given location (i.e. controlling for local demand), when the location’s operating
frequency increases, the average revenue per operating day decreases. Hence, the prediction model
would make flawed predictions of a hypothetical location’s revenue. The same argument carries over
to the number of nearby pick-up locations attribute.
To mitigate this issue, we need a prediction model capable of capturing cannibalization effects.
However, this is not straight forward to for machine learning tools. Therefore, we develop aa
alternative approach. Instead of trying to incorporate cannibalization as a predictor variable in
the model, we redefine our dependent variable as sales per operating day if the location operated in
isolation rather than sales per operating day for a given operating frequency and number of nearby
locations.
To quantify the effect of operating one additional day and the effect of having one additional nearby
location within various distances, we run a fixed effects regression model. By controlling for each
location and each week, we control for any location specific effects and time trends. We additionally
control for other potential confounders including promotions, how long the location has operated,
and how long nearby locations have operated. We find that on average, one additional operating
day in a week reduces sales per operating day by $154, and one additional location within 0.5 miles
that operates within the same week reduces sales per operating day by $126.
Based on these findings, we transform the actual sales data into sales if the location operated
in isolation once a week. For example, if in the actual data, we see that a location operated
twice in a week with one additional nearby location within 0.5 miles on the same week, then we
add $280 ($154 + $126) to compute sales if the location did not face any cannibalization effects.
Using this transformed dependent variable, we build our final prediction model. We built four
different prediction models using linear regression, random forests, support vector machine and
neural networks. In our setting, we find that the random forests model performs most accurately.
4

We use the final prediction model to predict sales for potential locations, which we identify using
a grid throughout the four states that the company operates. The prediction can help the retailer
choose new regions to enter and within a particular region, identify which specific locations have
higher predicted sales. Based on predicted demand and the current operation setting, we solve the
spatio-temporal integer program using quadratic program relaxation to find the optimal pick-up location configuration and schedule. We estimate a revenue increase of at least 42% from the improved
location configuration and schedule. We believe that this work can be used as a blueprint for many
retailers who would like to use analytics to address their own location problems. A paper based off of
this chapter, “Optimal retail location: Empirical methodology and application to practice, Glaeser
et al. (2019)”, is published in the Manufacturing and Service Operations Management Journal.
In the last essay, we study how the retailer can optimize the mix of delivery zones and fulfillment
options. Although the retailer initially only delivered goods via the pick-up fulfillment model, as the
retailer expanded to denser markets it began offering home delivery for a fee. A team of managers
determined where to add the delivery option, and the retailer believes that analytics could improve
their fulfillment offering decisions. Consequently, we use the retailer’s proprietary data to investigate
how consumers respond to the locally tailored fulfillment options offered by the online grocer. In
addition, we study how to leverage data to customize locally available fulfillment options while
scaling the retailer’s operations, especially into new regions with new customers who may have
different preferences.
In our first step, we show that the firm’s choice of fulfillment offerings is economically important
using a difference-in-difference and a regression-discontinuity design framework. We find that when
the retailer introduces the delivery service in addition to the pick-up service, aggregated zip-codes
sales increases by 416%. However, we note that this increase is the correlation between delivery
introduction and changes in sales, and therefore may not correspond to the causal effect. For
example, if managers introduce delivery when they expect sales to increase, this correlation may
overstate the effect of delivery introduction. To find a more conservative and controlled estimation,
we compare customers that are within 0.5, 1 and 2 miles of the delivery border. This effectively
addresses any potential unobservable confounders in delivery adoption and measures the effect of
delivery introduction at the border.
We estimate the effect of delivery introduction on sales by zip-code and find significant variation in
5

the effect. We hypothesize that the variation in delivery adoption could be explained by underlying
customer demographics. We find that regions with high income and high education customers see a
larger increase in sales when delivery is introduced compared to other regions.
In our second step we build and estimate a structural model based on this empirical evidence and
estimate the parameters of our structural model. We find that customers with high income and
children obtain higher utility from using delivery service. This suggests that the company should
offer delivery service to affluent areas and could benefit from looking further into the customer
demographic.
Although all three questions and the data we use come from one retailer, each chapter uses a different
empirical method and feature of the retailer data. The first essay’s main method is observational
regression models, and we use item level data in each customer’s order to find the effect of order
fulfillment issues on customer’s future purchases. In the second essay, we use both regression models
and machine learning algorithms to predict sales of potential locations. In addition to the company’s
operational data at a location level, we obtain publicly available data from the U.S. Census Bureau
and OpenStreetMap. In the third essay, we use a regression discontinuity design for our causal
analysis, and develop a structural model based on economic theory to estimate the effects of delivery
options. This highlights that many retailers can use an array of analytics tools to address their
operational problems.
In sum, this dissertation seeks to answer operational questions faced by an online grocer with a
unique fulfillment strategy. Many of the findings and the methods applied in the three essays are
relevant to online, omni-channel and traditional retailers.
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CHAPTER 2 : Service Quality, Inventory Allocation, Consumer Behavior: An
Empirical Analysis of an Online Grocery
2.1. Introduction
Prior literature extensively studies service quality in the retail setting. This literature generally
finds that low service quality leads to customer dissatisfaction, which leads to customer defection.
By providing the convenience of shopping at home, online businesses take over the fulfillment responsibility from the customers. Doing so creates another service quality dimension that needs to
be carefully managed. This dimension has not been studied as thoroughly. We seek to fill this gap
in the literature by measuring the effect of fulfillment failures on customers’ future purchases using
propriety data from our partner online grocery retailer.
There are a number of reasons why our partner retailer considers this a particularly important
question. Online grocers’ main products are perishable and easily damaged and their inventory
system has more room for errors compared to retailers that sell shelf-stable goods. Consequently,
8% of all orders processed by our partner retailer contains at least one out-of-stock item. Consider
a scenario in which a customer is planning on cooking a particular recipe and orders all the items
needed for the recipe, yet when he picks up the order, he finds that one of the ingredients is missing
or damaged. In order to make the recipe, he would most likely go to one of the local grocery store
to pick up the last ingredient needed for his dish. This would likely invalidate all of the convenience
of using an online grocer and could readily lead to customer dissatisfaction.
In the first part of the analysis, we develop and test our hypotheses on whether receiving lower
service quality leads to defection using logistic regression and linear probability model (LPM). We
find significant support for our main hypothesis that increases in fulfillment issues in orders are
associated with customer defection.
Given this finding, in the next part of the analysis, we estimate the economic impact of itemlevel fulfillment issue in an order on customer future spending using random effects generalized
least squares model. We find significant nonlinearities in the effect of order outages on customer
spending. Specifically, when customers do not receive three or more items in an order, their next
month spending at the retailer decreases exponentially. Our results suggest that customers are
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relatively tolerant of a small number of issues, but that their patience wears thin quickly thereafter.
We use our empirical estimates to develop an allocation rule based on these nonlinearities in the
effect of customer dissatisfaction. Intuitively, our allocation rule ensures customers are unlikely to be
affected by a large number of outages by spreading out outages over a larger number of customers. In
effect, the probability of small outages increases for each customer, but the probability of multiple
outages decreases. Our results suggest that implementing our allocation rule would cause total
revenue from affected customers to increase by 2%. This increase is particularly significant because
our allocation rule does not rely on reducing inventory outages or increasing the level of inventory
– only using existing inventory more efficiently.
Finally, it is worthwhile to note that we answer a managerial question that was of high interest to our
partner online grocery business. During interviews the senior management of the business indicated
that it was very expensive to acquire good customers and that they would like to identify factors
contributing to customer defection decisions. Discussions revealed that the business had increased
promotional spending significantly to acquire customers, yet little attention was given to how to
retain theses customers. This concern is echoed in the consumer behavior literature; Hand et al.
(2009) states that ”shopping for groceries online [. . .] require[s] a significant change in behavior[. . .].
Retailers need to understand not only what triggers consumers to change their purchase behavior,
but also the extent to which their online shopping experience reinforces the adoption process.”
However, there is a lack of emphasis on the role of other functions in retaining customers in the
academic literature and in industry practices. This chapter demonstrates how operations plays an
important role in ensuring that customers are satisfied and adapt to online grocery shopping.

2.2. Related Literature
Our work is closely related to the literature on the quality management and customer retention
literature in marketing. Technological advancement has led to an explosion of business-to-customer
e-retailers and prior research suggests that the order fulfillment process could determine whether an
e-retailer will survive or fail (Lee and Whang (2001); Ricker and Kalakota (1999)). Heim and Sinha
(2001) use survey data of the customers of 48 business-to-customer e-commerce food retailers to
document a positive association between customer loyalty and ease of return, product availability,
and timeliness of delivery. Boyer and Hult (2005) also use survey data to document that productand service-quality have a significant impact on customer behavioral intentions to purchase from the
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same retailer in the future. The main difference between our work and these studies is that we have
comprehensive operational data on the fulfillment status and customer duration, and therefore, we
do not suffer from the sampling bias which often occurs in survey data. Although one could argue
that perceived service level and individual satisfaction drive loyalty, from the managerial perspective,
firms need to understand how controllable factors such as order fulfillment affect observed customer
purchasing decisions and retention.
Customer duration analysis has been studied actively in the marketing literature as part of customer
lifetime value (CLV) analysis both theoretically and empirically. Many probability models were developed to predict when a customer will become inactive permanently (Borle et al. (2008); Fader
et al. (2005); Rust et al. (2004); Berger and Nasr (1998); Schmittlein and Peterson (1994)). Complementing the theoretical ground, the marketing literature also includes a vast array of empirical
papers that study how different factors, such as customer satisfaction, loyalty programs, service, and
discount programs affect the relationship duration (see Blattberg et al. (2009) for a thorough review
of the empirical literature on CLV). Many studies have shown that customers’ satisfaction is positively correlated with customer duration (Bolton (1998); Gupta and Zeithaml (2006)). However, the
majority of the literature used customer satisfaction surveys (at an individual level or a firm level) to
demonstrate this link, whereas our paper directly links the company’s operational performance with
customer duration. The study most similar to our own is Bolton et al. (2006), which examines the
effect of service experience on customer retention. The authors find that in a business-to-business
setting, a firm that received a few extremely favorable experiences is more likely to renew the contract. Furthermore, they find that firms place more weight on recent experiences when deciding
whether to renew the contract. While we attempt to answer similar questions as Bolton et al., our
company is in a business-to-consumer industry and in a non-contractual setting. One could argue
that these differences are superficial, but our analysis does lead to different inferences than those
resulting from the analysis of Bolton et al. (2006). In particular we show that operations failures
lead to customer defection.

2.3. Research Setting
Currently, our partner retailer faces around an 8% stock-out rate. If an ordered item is not available,
the fulfillment team resolves this issue by purchasing the same item from another retailer. If the
same item is not available, they will find a substitute item. For example, if local carrots are out of
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stock, they may be substituted by organic or conventional carrots. In another case, chicken breast
may be substituted by either chicken thigh or frozen chicken breast. Upon receipt, customers can
choose to reject any substituted items if the items do not satisfy their original need. Any difference
in the value of the items is appended to the customer’s bill. In addition, if any of the items received
do not meet their satisfaction or if any items are missing, they can reach out to the retailer and the
customer support team will issue coupons that can be used on the next purchase. The value of the
coupon depends on how severe the errors were, and vary from $5, $10, or $15 off the next order to
a $40 worth of produce basket.
All of this is captured in the dataset that we obtained. In particular this dataset provides a unique
opportunity to examine the effect of substituted and out-of-stock items on customer’s future spending. In a brick-and-mortar setting, the retailers cannot determine which customers were affected by
the out-of-stock items, especially if they did not purchase any substitute items, and therefore it is
hard to capture how out-of-stock items alter customer’s future spending. The dataset also provides
an opportunity to examine whether providing excellent customer support after operation errors can
lead to customer retention.

2.4. Development of Hypotheses
As a first step, we develop hypotheses specific to our retailer’s setting and test the association between
order issues and customer defection. The marketing literature has a large number of empirical
papers that study how customer satisfaction affects CLV. In particular, customer satisfaction has
been empirically shown to be positively associated with customer duration (Hallowell (1996), Bolton
(1998)). In our setting, any change from the originally placed order may yield varying degrees of
dissatisfaction. For instance, if an item was out of stock and no substitute was provided, the customer
may be forced to visit a local grocery store or may not be able cook a planned meal on the day of
receipt. If a customer experiences repeated issues with their order, they may decide that it is more
convenient to purchase all their groceries from another grocer and defect. Therefore, we hypothesize
that any change in the order, including substitution, out-of-stock items, and unsatisfactory items
(e.g. damaged, over-ripe, etc.), will be positively associated with defection.
HYPOTHESIS 1. Increases in substituted items in an order will be positively associated with defection.
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HYPOTHESIS 2. Increases in unavailable (and not substituted) items in an order will be positively
associated with defection.
HYPOTHESIS 3. Increases in unsatisfactory items in an order will be positively associated with
defection.
On the other hand, providing compensation for a suboptimal product or service should alleviate
customer dissatisfaction. Also, as this compensation can be only used towards next purchase in our
setting, it also works as a retention tool.
HYPOTHESIS 4. Receiving customer satisfaction coupons due to dissatisfactory orders will be
negatively associated with defection.
Finally, we believe there is variation in the effect of fulfillment errors on defection. High spending
in a conventional grocery store is more likely to be associated with a large family size. It is unlikely
that consumers will spend more on groceries when purchasing online than when purchasing offline.
However, a customer who spends over a certain threshold in a fixed time period at an online grocer
is more likely to have gone through the adoption process and has built trust in the business. This
adoption process includes developing a firm specific expectation of the order fulfillment with occasional issues. These customers are more likely to be committed to the business and share the vision
of the business. Bendapudi and Berry (1997) argue that customers who have a higher commitment
are also likely to seek greater relationship expansion and enhancement. Therefore, we develop our
last hypothesis as follows.
HYPOTHESIS 5. Customers with greater spending will be less affected by order issues than those
with less spending.
2.4.1. Data
We use item-level order data from January 2011 to June 2014. There were 54,352 customers who
purchased from the business during this period. However, many were one-time customers and
for those very short-term customers it is highly likely that they purchased from the e-grocer to
receive promotional incentives for first time customers and were not probable adopters. We are
most interested in determining how fulfillment errors affect ”good” customers, and therefore we
focused on those customers who have spent at least $500 in any rolling 4 quarters in the three
and a half year window. Our analysis includes 2,931 customers and 120,921 orders. This subset of
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customers represent over 80% of firm revenues, highlighting their important to the business.
For each order, we have data on whether each item was shipped as ordered, substituted, not shipped,
rejected upon receipt, or received in a suboptimal condition. This information is SKU specific rather
than unit specific, and while shipped as ordered, substituted and not shipped are mostly applicable
for all number of items that share the same SKU, the suboptimal item classification could reflect that
one of the many items received for the particular SKU was sub-par (e.g. one broken egg in two orders
of a dozen eggs; one overripe avocado amongst 5 avocados received). Each of the fulfillment states
is captured in the following variables, respectively: ItemOk, ItemSubstituted, ItemN otReceived,
ItemRejected, ItemN otOk.
As a first step to answer our research questions, we choose to use aggregated data. For each customer
this data captures the cumulative number of items that were received in the five fulfillment states
as well as the fulfillment state of the last order received. Table 1 includes descriptive statistics
of the aggregated data used in the analysis. The dollar amount variables (Bronze, Silver, Gold,
etc.) are indicator variables based on their maximum spending during any rolling 4 quarters. The
descriptive statistics highlight that higher spending customers on average defect less than lower
spending customers. Note that only a subset of the population has received coupons for suboptimal
service. Also, the minimum customer life duration was indeed 0 despite our filter; there are 5
customers who purchased over $500 worth of grocery on their first order and never returned.
For the regressions, we could not use the number of items with various fulfillment status as our
variables as higher counts of items with fulfillment issues are clearly correlated with higher counts
of ordered items. Therefore, we use the ratios of the items with fulfillment issues to the number of
items ordered. Table 2 provide the descriptive statistics for these ratios for both the last order and
cumulative orders. Note that two of the last orders contained one order item which arrived with
fulfillment issues and as a result, the number of observation decreased to 2,929 from 2931 when we
created the ratio variables using the number of satisfactory items in the denominator.
Table 3 contains the correlation table of the variables used. We do not observe any multicollinearity
issues.
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VARIABLES

mean

sd

min

max

0.7

0.5

0

1

CustomerLifeDuration

462.7

392.5

0

2142

UserOrderNumber

22.3

22.7

1

257

NumberofUniqueItems

19.5

12.9

1

117

ItemsOk

18.5

12.2

0

108

ItemsNotReceived

0.3

0.7

0

14

ItemsSubstituted

0.7

1.2

0

18

0

0.3

0

9

ItemsRejected

0.1

1.5

0

58

TotalNumItems

28.6

24.3

1

600

CumulativeItemsOk

DefectedInactive

ItemsNotOk

408.6

489.3

1

4777

CumulativeItemsNotReceived

7.1

13.2

0

200

CumulativeItemsSubstituted

20.7

30.8

0

323

CumulativeItemsNotOk

1

2

0

27

CumulativeItemsRejected

1.6

4

0

80

CumulativeCSCoupon (N = 815)

1.9

1.6

1

16

$500 ~ $1000 (Bronze)

0.54

0.5

0

1

$1000 ~ $1350 (Silver)

0.14

0.35

0

1

$1350 ~ $2000 (Gold)

0.15

0.35

0

1

$2000 ~ $3350 (Gold - Platinum)

0.11

0.31

0

1

$3350 + (Platinum)

0.07

0.26

0

1

Table 1: Descriptive Statistics (N = 2931).
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VARIABLES

mean

sd

min

max

NotReceived/Ok

0.02

0.06

0

1

Substituted/Ok

0.04

0.09

0

2.67

(N = 2929)

NotOk/Ok

0

0.03

0

1

0.01

0.06

0

1.07

CumulNotReceived/Ok

0.02

0.02

0

0.23

CumulSubstituted/Ok

Rejected/Ok
(N=2931)

0.05

0.03

0

0.47

CumulNotOk/Ok

0

0.01

0

0.14

CumulRejected/Ok

0

0.01

0

0.3

Table 2: Descriptive Statistics: Ratio of Items with Issues.

(1)

1. DefectedInactive

(2)

(3)

(4)

(5)

(6)

(7)

(8)

1

2. Cumul(NotReceived/Ok)

0.11***

1

3. Cumul(Substituted/Ok)

0.33***

-0.02

1

4. Cumul(NotOk/Ok)

0.01

0.12***

-0.04**

1

5. Cumul(Rejected/Ok)

-0.01

0.03

0.01

0.21***

1

6. Cumulative(CSCoupon)

0.04

0.21***

-0.05

0.13***

0.11***

1

7. NotReceived/Ok

0.10***

0.31***

-0.01

0.05***

0.03

0.04

1

8. Substituted/Ok

0.15***

-0.03*

0.31***

-0.01

-0.01

-0.02

0.05***

Table 3: Correlation Table.
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2.5. Results for Hypotheses
We conduct logistic regression and linear probability model (LPM) based tests as a first step towards
answering our research questions. Table 4 and Table 5 contain the results of the respective tests
and tabulate results that are consistent with our hypotheses. As we used the ratio of variables
the interpretation of the coefficients is not straight forward for logistic regression and therefore we
augment our logistic regressions with LPM, which allows for easier interpretation.
The regression models have a pseudo R2 ranging from 0.10 to 0.16, indicating that order fulfillment
status combined with customer spending can explain up to 16% of variation in defection, which is
fairly substantial considering we are not including other factors that could explain customer defection
such as price. We checked that all models are statistically significant (p-value less than 0.001) using
chi-squared tests and F-tests for logistic regression models and LPM models, respectively. The
logistic regression model output includes hit rates of perfectly predicted outcomes as a measure the
accuracy of the model. These vary from 65% to 73%, which we interpret as moderately accurate
given the many excluded factors that can lead to defection.
We find significant support for H1 and H2 in all the model specifications, as Cumul(N otReceived/Ok),
Cumul(Substituted/Ok), N otReceived/Ok, Substituted/Ok are all statistically significant. Therefore, we conclude that not receiving order items or receiving substituted items are positively associated with defection as predicted. In model specification (4) and (6) of both methods of regression,
we observe that the issues in the latest order have a weaker association with defection compared
to the cumulative fulfillment order issues ratio. Looking at our final model specification (6) for
LPM (in Table 5) suggests that a 5 percent-point increase in the cumulative ratio of not received
item to all order items is associated with 2.43% increase in the defection likelihood; similarly a 5
percent-point increase in the cumulative ratio of substituted item to all order items is associated
with 4.68% increase in the defection likelihood. Interpreting the marginal effect at the mean (1.75%
for cumulative not received and 4.79% for cumulative substituted) from the coefficients of logistic
regression for model specification (6) provide 3.72% increase and 6.51% increase in likelihood of
defection. However, coefficients should be interpreted with caution as there may be non-linear effect
on these variables.
Next, CumulativeCSCoupon and Cumul(N otOk/Ok) are not significant in all model specifications.
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VARIABLES

(1)

(2)

(3)

(4)

(5)

(6)

Cumul(NotReceived/Ok)

19.43***

22.58***

22.05***

16.45***

22.37***

18.92***

(0.000)

(0.000)

(0.000)

(0.000)

(0.000)

(0.000)

Cumul(Substituted/Ok)

31.10***

26.30***

26.51***

28.71***

35.21***

33.15***

(0.000)

(0.000)

(0.000)

(0.000)

(0.000)

(0.000)

Cumul(NotOk/Ok)
Cumul(Rejected/Ok)

3.37

11.19

(0.625)

(0.625)

-2.33

-0.06

(0.493)
CumulativeCSCoupon

(0.990)
0.03

0.02

(0.547)

(0.665)

NotReceived/Ok
Substituted/Ok

4.96***

5.27***

(0.000)

(0.000)

3.73***

3.21***

(0.000)
$1000 ~ $1350 (Silver)
$1350 ~ $2000 (Gold)

-0.001
-0.45***

-0.45***

(0.001)

(0.001)

-0.60***

-0.56***

(0.000)

(0.000)

$2000 ~ $3350 (Gold - Platinum)

-0.62***

-0.59***

(0.000)

(0.000)

$3350 + (Platinum)

-1.39***

-1.38***

(0.000)

(0.000)

Constant

-0.92***

-1.34***

-1.38***

-0.95***

-0.79***

-0.82***

(0.000)

(0.000)

(0.000)

(0.000)

(0.000)

(0.000)

Observations

2,931

815

815

2,929

2,931

2,929

Pseudo R2

0.123

0.105

0.107

0.134

0.146

0.156

Hit Rate

70.93%

64.91%

64.79%

70.88%

72.60%

73.20%

Log Likelihood

-1625.97

-500.38

-499.47

-1604.47

-1583.34

-1563.64

456.72

117.5

119.32

496.71

541.99

578.36

LR χ2
p-value in parentheses
*** p<0.01, ** p<0.05, * p<0.10

Table 4: Logistic Regression.
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VARIABLES
Cumul(NotReceived/Ok)
Cumul(Substituted/Ok)
Cumul(NotOk/Ok)
Cumul(Rejected/Ok)

(1)

(2)

(3)

(4)

(5)

(6)

2.85***

3.80***

3.64***

2.36***

2.93***

2.43***

(0.000)

(0.000)

(0.000)

(0.000)

(0.000)

(0.000)

4.70***

4.86***

4.88***

4.48***

4.87***

4.68***

(0.000)

(0.000)

(0.000)

(0.000)

(0.000)

(0.000)

0.66

2.02

(0.615)

(0.246)

-0.54

-0.12

(0.416)

(0.915)

CumulativeCSCoupon

0.01

0.01

(0.439)

(0.51)

NotReceived/Ok
Substituted/Ok

0.56***

0.55***

(0.000)

(0.000)

0.26***

0.22**

(0.007)

(0.023)

$1000 ~ $1350 (Silver)

-0.07***
(0.005)

(0.004)

$1350 ~ $2000 (Gold)

-0.09***

-0.09***

(0.000)

(0.000)

-0.08***

-0.07**

(0.005)

(0.01)

-0.22***

-0.22***

(0.000)

(0.000)

$2000 ~ $3350 (Gold - Platinum)
$3350 + (Platinum)
Constant

-0.07***

0.40***

0.26***

0.25***

0.40***

0.43***

0.43***

(0.000)

(0.000)

(0.000)

(0.000)

(0.000)

(0.000)

Observations

2,931

815

815

2,929

2,931

2,929

Adjusted R-squared

0.122

0.118

0.117

0.129

0.138

0.144

103

37.18

22.57

109.33

79.38

62.43

F
p-value in parentheses
*** p<0.01, ** p<0.05, * p<0.10

Table 5: Linear Probability Model.
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Considering that we observed strong support for first two hypotheses, we presume that the effect of
these two are canceling each other out and therefore cannot be observed in the result. This perhaps
indicates that the business is compensating its customers for the inconvenience caused in such a way
as to not influence the customer’s defection decision positively or negatively. Cumul(Rejected/Ok)
is also found to be not significant in our models. While this would be a good measure of determining
the appropriateness of the substitutions, we suspect that Cumul(Substitutued/Ok) term may be
absorbing the effect of rejected items. Finally, in both model specification (5) and (6), we see that
customers in the highest spending segment are least likely to defect as expected. However, this does
not tell whether highest spending customers are more lenient with order fulfillment errors.
In order to test H5, we run both logistic regression and LPM with interaction terms of the fulfillment
error ratios for not received items and substituted items. The results of the interaction models are
presented in Table 6. In these specifications what we are most interested in are the interaction effects
of different tier of customers and the ratio of order fulfillment errors. We see that the interaction
terms with variables for not received items are not significant in our model. On the other hand, the
interaction terms with variables for substituted items are significant. Contrary to our hypothesis, we
observe that the higher spending customers have a stronger association with defection as the ratio
of substituted items increases in their orders. This may be due to the fact that as the substitution
ratio increases the dollar value of substituted items increases more for the customers who spend
more on their orders. This suggest that perhaps customers are more conscientious about the actual
number of items that did not meet their satisfaction and may have a satisfaction threshold level as
a count rather than a certain percentage of all orders. In other words, regardless of the order size,
customers may be only willing to see 1 or 2 substitutions in their orders. We do not have support for
H5 and it would require further investigation to determine whether customers with greater spending
will be less affected by order issues.

2.6. The Economic Implication of Fulfillment Failures
Given our findings on the positive association between fulfillment failures and customer defection, we
estimate the economic implication of substituted, missing and rejected item. To do so, we examine
the effects of issues on the retailer’s economic performance. In order to estimate the dollar value of
each fulfillment issue, we use a different unit of analysis. Specifically, our dependent variable is now
the one month future customer spending at our partner retailer and our variables of interest are the
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Logistic
VARIABLES

LPM

(1)

(2)

(3)

(4)

17.43***
(0.000)
34.78***
(0.000)
4.91***
(0.006)
1.92
(0.131)
3.75
(0.658)
3.24
(0.721)
15.93
(0.14)
-9.56
(0.428)
-0.44
(0.94)
-6.1
(0.289)
-5.8
(0.385)
-2.53
(0.767)
2.02
(0.611)
3.31
(0.474)
1.83
(0.701)
-1.00
(0.75)
-3.10**
(0.041)
8.53***
(0.01)
10.79***
(0.009)
15.47***
(0.002)

21.04***
(0.000)
36.22***
(0.000)

2.28***
(0.000)
4.26***
(0.000)
0.38**
(0.033)
0.22
(0.115)
0.96
(0.439)
0.31
(0.826)
2.38
(0.138)
-1.28
(0.569)
1.21
(0.122)
0.14
(0.86)
0.29
(0.765)
2.44*
(0.091)
0.42
(0.268)
0.91
(0.197)
0.82
(0.219)
0.44
(0.403)
-0.39*
(0.055)
0.96**
(0.02)
1.34***
(0.006)
2.21***
(0.001)

2.66***
(0.000)
4.45***
(0.000)

$1000 ~ $1350 (Silver)
$1350 ~ $2000 (Gold)
$2000 ~ $3350 (Gold - Platinum)
$3350 + (Platinum)
Constant

-0.43
-0.59*
-0.87**
-1.42**
-0.82***

-0.37
-0.60*
-0.77*
-1.17**
-0.81***

-0.13***
-0.14***
-0.18***
-0.40***
0.46***

-0.12**
-0.16***
-0.17**
-0.38***
0.46***

Observations
Pseudo R2 / Adjusted R2
Hit Rate
Log Likelihood
LR Chi^2
F
pval in parentheses
*** p<0.01, ** p<0.05, * p<0.10

2,929
0.168
72.96%
-1541.12
623.4

2,931
0.148
73.01%
-1580.4
547.87

2,929
0.155
64.79%

2,931
0.14
70.88%

23.31

35.04

Cumul(NotReceived/Ok)
Cumul(Substituted/Ok)
NotReceived/Ok
Substituted/Ok
Sliever × Cumul(NotReceived/Ok)
Gold × Cumul(NotReceived/Ok)
(Gold - Platinum) × Cumul(NotReceived/Ok)
Platinum × Cumul(NotReceived/Ok)
Sliever × Cumul(Substituted/Ok)
Gold × Cumul(Substituted/Ok)
(Gold - Platinum) × Cumul(Substituted/Ok)
Platinum × Cumul(Substituted/Ok)
Sliever × (NotReceived/Ok)
Gold × (NotReceived/Ok)
(Gold - Platinum) × (NotReceived/Ok)
Platinum × (NotReceived/Ok)
Sliever × (Substituted/Ok)
Gold × (Substituted/Ok)
(Gold - Platinum) × (Substituted/Ok)
Platinum × (Substituted/Ok)

4.05
(0.628)
3.11
(0.715)
13.65
(0.178)
-13.5
(0.238)
-3.82
(0.491)
-1.43
(0.796)
-2.12
(0.745)
0.21
(0.98)

Table 6: Model Specifications with Interaction Terms.

19

0.99
(0.422)
0.99
(0.445)
2.27
(0.136)
-1.28
(0.559)
0.69
(0.362)
1.01
(0.169)
0.93
(0.306)
3.36**
(0.017)

Unit of Analysis

Order Received
June 18th

June 25th

July 3rd

July 12th

July 24th

Month $ Spend
NextMonthSpend vs. CurrentNextOrder
Issues Ratio

Figure 1: Unit of Analysis.

Avg next month spend

11

Figure Fraction
2: Evidence
of Thresholditems
Effect.
of substituted

in this order

*Controlling for Ordernumber
Amount:of
$80
≤ Order
Amt
≤ $100
items
that
were
out of stock, substituted and rejected.

In Figure 1, we illustrate how we aggregate our data. We define next month spend as the spending
from the customer purchase until the day prior the next month. As an example, suppose a customer
received an order from our partner retailer on June 18th. We aggregate his spending from June 19th
to July 18th and call it next month dollar spend.
To understand the relationship between order issues and customer’s future purchases, we begin
by examining the raw data in graphical form. The ratio of substituted items appears on the x
axis and the next month spending by the customer appears on the y axis. We see a sharp drop
when over 20% of the items are substituted. We find a similar effect for out-of-stock items. This
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Average Order Amount

Probability of Substitution

Certain Items Are More Prone to Issues and Are Also Correlated with
Higher Spending

Average Order Amount
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Figure 3: Probability of Substitution and Average Order Amount by Category.
sharp, nonlinear drop in customer spending around cumulative order issues has been documented
previously. In a customer analysis of a major telecommunications firm, Ittner and Larcker (1998)
finds this threshold effect in customer satisfaction and predicted customer retention. Following our
analyses in prior tables, and motivated by the graphical evidence in Figure 2 and evidence from
prior literature, we test for non-linearity in the effect of order issues. We include it as an additional
variable in regression (1). We document the results of that regression in Table 7.
Because the retailer does not have any rules on how to allocate limited SKUs, the probability of
receiving a non-perfect order is random given the order content. However, since the inventories the
grocer perish at different rate and some are more easily damaged during transportation, the order
content may affect the probability of receiving a non-perfect order. In 3, we present the probability
of substitution by most frequently purchased categories. The yellow bar and the left axis represents
the probability of substitution for each category. We see that fresh butchered meat has the highest
probability (5%) of being substituted and packaged meals have the lowest probability (less than
0.2%) of being substituted.
3, along with the lack of a decision rule for allocating limited SKUs, suggests that receiving issues
is random within a given category. In other words, the odds of receiving an order issue is much
higher when ordering butchered items than when ordering meals, but the odds of receiving an order
issue for butchered items is random between orders. Consequently, endogeneity is unlikely to be a
major concern in this setting as long as we control for order categories. We also examine whether
the basket composition is correlated with average order amount. Indeed, we find that customers’
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order amounts do vary based on the basket composition. For example, those who purchase fresh
butchered meat have on average order more than those who purchased pre-packed meals. To adjust
for differences in inventory outages between categories, we create an “expected” rate of rejection
issues. For each order, we create a variable that measures the the expected rate of substitution,
out-of-stock, and rejection based on the average number of issues given the customer’s basket and
include it in regression (2) Table 7. For example, if the customer’s basket includes a large number
of fresh butchered items, this expected variable will be higher.
We also control for a number of other potential confounders, including whether the customer was
acquired via promotion, whether the order amount was less than $49, and number of previous orders
placed, acquisition channel. We also add city and week dummy variables (“fixed effects”) to control
for any location effect and time trends effect (e.g., if the processing facilities in a given city are lower
quality we control for this effect with city fixed effects and if the business learns over time we control
for this with week fixed effects).
Consistent with the graphical evidence in Figure 2 and Ittner and Larcker (1998), we find a significant
nonlinear effect of order issues. In particular, we find a significant, negative coefficient on the squared
terms of Out of Stock, Substitutions, and Number of Rejected items squared. This is the case in our
baseline specification (column 1), after including our controls for expected issues (column 2), and
additional controls (column 3).

2.7. Inventory Allocation Algorithm
Our findings could motivate a cost-benefit analysis of increasing inventory to reduce stock-out and
substitutions. However, we can improve even without increasing inventory since we find that the
customers are tolerant of receiving a small number of issues. Based on our findings, we develop an
inventory allocation rule to prevent large fulfillment failures at the cost of increased small fulfillment
issues. The allocation rule contains two steps: sort the SKUs based on the availability (i.e., number
of SKU in stock / number of SKU ordered); then starting from the SKU with the lowest availability,
for each SKU, sort each customer by least negative marginal effect of having one additional item
substituted or not received. For illustrative purposes, suppose the retailer has 90 apples available
and receives 10 orders, each for 10 apples. Our allocation rule ensures that all 10 customers receive
a partial fulfillment of 9 apples rather than perfectly fulfilling 9 orders and causing 1 order to have
a total fulfillment failure.
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(1)
VARIABLES

(2)

(3)

DV: log(NextMonthSpend)

OutOfStockSKU

0.203***

0.086***

0.048***

SubstitutionSKU

0.255***

0.090***

0.064***

NumRejected

0.026***

-0.004

-0.007

OutOfStockSKU2

-0.014***

-0.017***

-0.013***

SubstitutionSKU2

-0.019***

-0.016***

-0.013***

NumRejected2

-0.002***

-0.002***

-0.002***

ExpectedOOS

-4.392***

-4.514***

ExpectedSUB

1.095***

1.429***

ExpectedREJ

6.157***

0.232

OrganicSKU

0.027***

OrderSKU

0.020***

Subtotal

0.003***

1.SubtotalLessThan49

-0.306***

1.Acquired Via Promotion

-0.053

NumPreviousOrdersPlaced Control

Y

Y

Y

Acquisition Channel Control

Y

Y

Y

City Control

Y

Y

Y

Delivery Type&Status Control

Y

Y

Y

Week Control

Y

Y

Y

Constant

4.585***

4.662***

4.631***

Observations

205,847

205,847

205,847

Number of UserNum

60,070

60,070

60,070

Between

0.638

0.640

0.634

Overall

0.389

0.409

0.414

Within

0.0447

0.0302

0.0287

Robust pval in parentheses
*** p<0.01, ** p<0.05, * p<0.10

Table 7: Regression Results.
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Initial Predicted

Improved Predicted

NextMonthSpend

NextMonthSpend

Affected Customers

$10,181

All Customers

$31,969

Difference $

Difference %

$10,377

$195

1.9%

$32,165

$195

0.6%

Table 8: Predicted Revenue Improvement.
For a randomly selected day of operation, we simulate how the inventory would have been allocated
based on our algorithm and we use our regression model to predict the change in predicted future
spending of the customers. We estimate that implementing our allocation rule would cause total
revenue from affected customers to increase by 2%.

2.8. Discussion and Conclusion
The importance of retaining good customers has been emphasized in marketing literature for at least
the past decade (Hennig-Thurau et al. 2000). However, the roles of other functions in retaining
customers are often overlooked. In particular there is increasing interest in understanding the role of
operations in customer retention. Our work extends this literature by highlighting the importance
of operationally efficient fulfillment processes in ensuring customer retention by demonstrating a
significant association between order fulfillment errors and defection decisions. As a next step, we
estimate the economic implication of each fulfillment issue. One clear way to mitigate potential
defection is by reducing the stock-out rate, which invites an analysis of the cost-benefit of carrying
more inventories. Instead, we develop an inventory allocation algorithm without change the inventory
level to minimize the reduction of revenue due to fulfillment issues based on our findings.
Our results suggest that firms may want to provide special attention to fulfilling larger orders, as
increases in fulfillment error rates impact customers with larger orders and high spending the most.
Furthermore, the customer satisfaction coupons only seem to alleviate dissatisfaction on the specific
item that earned the coupon. Therefore, if firms identify other non-major factors that negatively
affect the consumer’s experience they should carefully consider the benefits of customer retention
against the costs of customer compensation.
Finally, there are multiple ways this work can be extended. In the future work, one could examine
the impact of consecutive fulfillment errors on customer retention and include other customer characteristics, such as the acquisition channel, to determine whether the different customer segments
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have differing sensitivities to fulfillment. If customer sensitivities to operational errors vary based
on their acquisition channel, it would suggest that firms should select their marketing plans and
operations systems jointly.

25

CHAPTER 3 : Optimal Retail Location: Empirical Methodology and Application
to Practice
3.1. Introduction
The importance of location to retailers has been emphasized and studied since at least the 1930’s
(Reilly (1931), Huff (1964)), because retailers cannot capture customer demand unless their locations
are accessible to consumers. The insights from early analytical models can help retailers identify
the attributes of an attractive location. However, researchers have made limited empirical progress
on the problem of identifying the set of retail locations that would produce maximum revenue or
profit. Presumably, this is because doing so requires extensive data on a large number of potential
locations. As a result, retailers still face the difficult question of where to open their stores. Nothing
illustrates this better than the daily drumbeat of news articles about retailers closing unprofitable
stores.
Given our retail partner’s unique mobile pick-up location business model, we obtained rich panel
data from large number of pick-up locations that the company operated. These pick-up locations
include schools, businesses, gyms, and parking lots, and they are open once or twice a week. To
insure consistency for customers, the retailer typically operates locations on the same day of the
week for the same operating hours, which vary in duration from three to five hours. As the retailer
has expanded, it has created new pick-up locations and closed underperforming locations. This
unique setting provides high-frequency data on the performance of different locations and creates a
unique opportunity to study the location problem in both the time and space dimensions.
The retailer’s specific BOPS format may be less convenient for customers than the traditional brickand-mortar format due to limited availability. However, since customers can plan their grocery
purchases ahead and shop on a regular basis, the retailer can still attract target consumers. Target
customers value the convenience of placing an order online whenever they want and having the
groceries picked for them, saving the time required to travel to and shop at a grocery store (Boyer
et al. (2003)). About 98% of the pick-up service customers purchase once a week and for these
customers, the business provides substantial value. This strategy allows the retailer to access multiple
markets in a single week with a limited capital investment. These additional markets include small
towns with few traditional brick-and-mortar retailers, and in these towns, the retailer’s BOPS format
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Figure 4: Histograms of Average Daily Sales and Average Order Size of Pick-up Locations.
enhances customer convenience.
Although the retailer’s capital investment is not tied to any particular location, the retailer still
strives to identify and add pick-up locations with high sales potential. When adding a new location,
the retailer considers other pick-up locations nearby, competitor physical store locations, the income
level of the area as provided by the US census, and other relevant information gathered during
on-site visits. However, despite the use of this information, there are still large differences in the
performance of locations as shown in Figure 4 (a histogram of average sales for pick-up locations).
This variation in average sales comes from the number of orders picked up at each location on
average as well as the average size of the orders as shown by the right histogram in Figure 4. These
difference in performance suggest the retailer’s attempts to identify high sales locations are not
always successful.
To illustrate how the pick-up network has evolved, we include two maps showing the location configuration for a particular area in 2015 and 2016 respectively. (See Figure 5). In the 2015 configuration,
the green dots indicate pick-up locations. In the 2016 configuration, green dots indicate pick-up locations that existed since 2015, red triangles indicate pick-up locations that were closed, and blue
diamonds indicate locations newly opened in 2016. As can be seen, a significant number of locations
were closed and replaced by new locations from 2015 to 2016.
Our goal is to optimize the retailer’s location configuration and operating schedule using a combination of machine learning and econometric methods. Accomplishing this goal is difficult because it is
hard to accurately estimate sales for a potential location. The company believes that optimizing its
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Figure 5: Change in Location Configuration in an Area.
pick-up locations and schedule using analytics will improve its revenue, and therefore its profit. We
refer the retailer’s location problem as the spatio-temporal location problem throughout this paper.
We formalize the retailer’s spatio-temporal location problem as an integer program where the retailer
determines when and where it should operate its locations to maximize revenue. In addition, we
account for two types of cannibalization effects. The first type of cannibalization happens across
locations, and we refer to it as spatial cannibalization. It represents the decrease in daily revenue of
nearby pick-up locations when a new pick-up location is opened. The second type of cannibalization
happens within a location, and we refer to it as temporal cannibalization. It represents the decrease
in a current day’s revenue when a location adds a second pick-up day in the same week. Both
cannibalization effects occur due to customers who prefer the new pick-up location or day, but
would have nonetheless used the existing location or day if the new option had not been created. In
summary, we consider the space and time dimensions of the location problem, while accounting for
cannibalization effects in each dimension.
We combine demographic and economic data, business location data and the retailer’s historical
sales and operations data to estimate demand for pick-up locations. Using these data, we seek to
capture the micro factors (e.g. competitors, traffic generating businesses, etc.) and macro factors
(e.g. population, income level, etc.) that affect demand at each potential location. Our dataset
includes more than 200 attributes. We use linear regression with forward selection, random forests,
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support vector machine and neural networks methods to predict demand using big data. We find
that the random forest model has the highest out-of-sample prediction accuracy in most cases and
therefore use it as our primary revenue prediction method.
A challenge in using machine learning methods to estimate cannibalization effects is that the retailer’s
choice of location and times is influenced by potential demand. We observe in our data that locations
that operate twice a week or have a large number of nearby pick-up locations have higher sales than
those locations that operate once a week or in an isolated area. This occurs because the retailer
chooses to operate locations frequently or operate a large number of locations in an area when
they expect demand to be high. Therefore, both frequent operations and more nearby locations
are associated with greater consumer demand. As a result, machine learning methods incorrectly
conclude that nearby locations and more frequent operations leads to higher sales. However, this
is the result of unobservable time-invariant attributes of the location (e.g., high latent consumer
demand). To address this issue, we use an econometric specification with fixed effects to remove
time-invariant unobservable differences across locations and estimate cannibalization effects.
To address endogeneity and predict demand, we use the following procedure. First, we use fixed
effects regression to estimate the spatial and temporal cannibalization effects. Second, we compute
expected sales as if there were no cannibalization for each location by adding the cannibalization
effects to observed sales. Third, we use the expected sales without cannibalization to predict sales
without cannibalization using our machine learning prediction model. Last, we compute our final
sales prediction by subtracting the cannibalization effect estimates from predicted sales without
cannibalization.
Finally, we find the optimal solution to our integer program by using a quadratic programming
relaxation. We also find the solution to the integer program using a greedy algorithm to solve larger
problems. We compare the optimal solution against the greedy algorithm solution, and show that
the greedy algorithm yields near optimal location configurations.
Our methodology can be applied to the growing number of mobile clinics as well as traditional
retailers, as both must optimize location configuration and operating time. The spatio-temporal
problem is especially relevant to retailers with a large number of stores, such as Starbucks and
Walmart. They recognize the need to account for the potential cannibalization effect when adding
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locations as indicated by the following statement in Walmart’s 2016 Annual Report: “As we continue
to add new stores and clubs [...], we do so with an understanding that additional stores and clubs
may take sales away for existing units.” Our method can help these businesses find an optimal
location configuration while accounting for potential cannibalization effects.
Our methodology can also be applied to businesses that only consider the spatial problem. For
example, Amazon.com and car-sharing businesses, such as ZipCar, can implement our method to
determine pick-up locker locations and car pick-up locations, respectively. Undoubtedly, Amazon and
ZipCar’s problems are complicated by the availability of lockers and cars. However, the flexibility
to move locations provides them with varied and high-frequency data that can be readily paired
with our methodology to determine areas of high demand. Ultimately, any company that physically
interacts with customers needs to determine where the point-of-contact will be and can potentially
benefit from adopting our methodology.

3.2. Related Literature
Our work is closely related to three streams of literature: (1) the optimal location problem in the
space and time dimensions, (2) empirical models of location problems, and (3) demand prediction
models.
In the operations research literature, the space dimension of location problems has been studied
extensively. This prior literature includes the facility location problem (also known as the plant,
warehouses, or distribution center location problem), which was studied since the early 1960’s (see
an early review by Krarup and Pruzan (1983) or a recent textbook by Daskin (2013)). These models
assume a deterministic set of demand points and require choosing K locations and assigning demand
to these locations for servicing, so as to minimize the total distance traveled (or cost to travel) to
service demand. Although the demand load on each facility is determined by its location, total
demand is fixed.
In contrast, our model focuses on the demand (revenue) impact of a chosen set of locations, accounting for cannibalization across locations. In this spirit, our model resembles the competitive facility
location problem. (see Berman et al. (2009) for a review of the competitive facility location problem
literature). Another demand-focused location problem is the classic Hotelling model, which splits
demand among locations by assuming customers care only about proximity and choose the closest
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location; see Hotelling (1990). The gravity model, as reviewed in Ghosh et al. (1995), assumes that
each location has an attractive factor in addition to a distance decay function that determines the
demand. Contrary to these previously studied spatial location problems where demand is given and
cannibalization follows from the imposed structure of the researcher’s model, we estimate demand
and cannibalization empirically.
The time dimension of the location problem has been studied by researchers building on the traditional facility location problem model (see Owen and Daskin (1998); Snyder (2006) and Melo et al.
(2009) for detailed reviews). There are two main types of location problems that consider the time
dimension. In dynamic location problems, the objective is to locate facilities during specified time
periods within which a currently attractive location can become unattractive. In stochastic location
problems, some parameters may fluctuate from time to time; these models contain either a probability distribution of uncertain parameters or different outcomes for a set of scenarios that result
from the uncertain parameters. In contrast to these other models, our model considers demand
cannibalization effects, which we estimate empirically. Furthermore, our empirical model considers
seasonality at various time scales (e.g. day of week, month, year).
Our work also contributes to the empirical literature on the location decision problems. Srinivasan
et al. (2013) study how store openings and closings affect chain retailers’ financial performance (i.e.
firm value), using data on publicly traded companies. Orhun (2013) studies the location decisions of
supermarkets using a discrete-choice game theoretic model featuring two service types supermarkets.
She shows that ignoring unobserved location heterogeneity biases estimates using US supermarket
location data. Zheng (2016) studies competing retail chain stores’ location decisions based on a
dynamic oligopoly entry framework. She finds that the preemptive incentive plays a large role in
her setting.
A number of papers capture spatial substitution in estimating consumer demand. Albuquerque and
Bronnenberg (2012) develop a multinomial logit based approach to measure consumer preference
with respect to location and price in the context of car dealer networks. Thomadsen (2007) studies
the location and pricing decision of two competing fast food chains based on a two-stage gametheoretic model. He finds that in his setting of two asymmetric firms, the location decision depends
on the market size and the firm’s competitive strength. Zheng et al. (2018) estimate a demand
model for a bike share system, incorporating inventory status, a network effect and location specific
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attributes.
The paper closest to ours is Pancras et al. (2012). The authors empirically estimate store cannibalization effects for a fast food chain based on a comprehensive demand model. The authors
supplement the retailer’s data with population data from the U.S. Census. Our paper is similar in
that we also incorporate Census data and empirically estimate cannibalization effects. However, our
paper differs from the aforementioned papers in that we predict sales for potential locations based
on a machine learning method and provide an optimal structure for store locations.
Our work also contributes to the retail operations management literature on demand estimation using
empirical methods. Fisher and Raman (1996) utilize dispersion in expert opinion and historical data
to estimate demand probability distributions for fashion products. Gaur et al. (2007) use dispersion
in expert forecasts as a measure of demand uncertainty. Guar et al.’s approach is particularly
valuable for new product demand estimation because historical demand data is unavailable for new
products.
Caro and Gallien (2012) use a regression model to predict demand for clearance prices in a fashion
retail setting. Fisher and Vaidyanathan (2014) estimate demand for attribute levels and substitution
probabilities between attributes using a maximum likelihood estimation in a retail setting. Ferreira
et al. (2015) use regression trees with a bagging method for their demand estimation. Cui et al.
(2017) implement several machine learning methods to forecast daily sales for an online apparel
retailer by combining social media data with the retailer’s operations data. We add to this literature
by presenting a combined method that utilizes both machine learning methods and an econometric
model to overcome the limitations of machine learning methods. Importantly, we find that our
combined method outperforms alternative prediction methods in out of sample accuracy.

3.3. The Spatio-Temporal Location Problem
A firm’s spatio-temporal problem is to determine where to locate its retail locations and when to
operate each location to maximize weekly revenue. Let L denote the set of all potential locations
and D denote the set of all possible days of operation. For each potential location l ∈ L and day
d ∈ D, the firm decides whether to operate. Let xld = 1 if firm operates location l on day d, and
otherwise xld = 0.
We formulate the spatio-temporal problem as the following integer program (IP):
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max

XX

XX
XX


xld Rld −
xme · S(l, d; m, e) −
xme · T (l, d; m, e)

l∈L d∈D

m∈L e∈D

(3.1)

m∈L e∈D

X

xld ≤ K, ∀d ∈ D

(3.2)

XX

xld ≤ N,

(3.3)

xld ∈ {0, 1}, ∀l ∈ L, d ∈ D.

(3.4)

s.t.

l

l∈L d∈D

Here, Rld denotes the revenue earned if location l operates on day d in isolation. S(l, d; m, e) captures
the spatial cannibalization effect on location l operating on day d due to location m operating on day
e. This spatial cannibalization effect captures the loss of demand from customers who prefer location
m over location l, yet without the presence of location m would have used location l. Locations do
not spatially cannibalize themselves, and therefore S(l, d; m, e) = 0 ∀ l = m.
T (l, d; m, e) captures the temporal cannibalization effect on a location operating on day d due to
operating the same location on another day of the week, e. This temporal cannibalization effect
captures the loss of demand from customers who prefer day e over day d, yet if the location only
operated on day d would have come on day d. Locations’ sales are not temporally cannibalized
by another location, and therefore, T (l, d; m, e) = 0 ∀ l 6= m. In addition, locations’ same day
operations do not cannibalize themselves, and thus, T (l, d; m, e) = 0 ∀ d = e & l = m. The spatial
cannibalization effect occurs due to nearby locations operating on the same week, and the temporal
cannibalization effect occurs due to the same location operating more than once a week. The firm
has limited capacity and can operate a maximum of K times per day. If there is no daily resource
constraint, K = n(L). Similarly, the firm has limited capacity and can operate a maximum of N
times per week. If there is no weekly resource constraint, N = n(L) ∗ n(D).

3.4. Data
We combine three different sources of data. The first source is our partner retailer’s sales transaction
data from January 2014 to December 2016. To ensure confidentiality of the retailer’s data, we present
the retailer specific statistics and results scaled by a factor. Specifically, any results regarding a sales
figure is linearly transformed.
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For each pick-up location that the retailer operates, we have the following variables: location ID,
location name, location type (e.g. business, school, etc.), total sales, total coupon discounts, location
tenure, the fulfillment center that services the location, date, day of week, latitude and longitude.
From this data, we can also track for each location-day operation the number of other pick-up
locations operated in the same week within 0.3, 0.5, 1, 3, 5, 7 and 10 miles radii and also for various
sized circular rings (i.e., annuli). We also use information on whether delivery is available in each
ZIP code for each week.
The second source is the U.S. Census Bureau’s demographic and economic data, which provides
macro environment factors. These data are available in two publicly accessible databases. The first
is the American Community Survey (ACS) 5-year Estimates in block group geo-database. Block
groups are the most granular data that ACS provides, and they generally contain between 600 and
3000 people (Bureau of the Census (1994)).
The ACS contains over 19,000 statistics on age, sex, race, place of birth, education attainment,
marital status, family status, income level, housing value and more. Of these, we use the following
variables: total population, female population, male population, population with post-secondary degree, number of households, number of households with minor, number of households with income
greater than $75,000, median age, median housing value, median income and mean income, based
on discussions with our partner retailer on their target market and the characteristics it believes
affect location sales.
The other U.S. Census Bureau database we use is the County Business Patterns (CBP) in ZIP code
level database for the last three years. The database contains the number of full- and part-time
employees in each ZIP code. For the ZIP codes where this value is suppressed for confidentiality
and is provided as a range of employment sizes, we use the median of the range. For each ZIP code,
we then compute the labor density (i.e. employees per square miles) based on this data.
The third source we use is OpenStreetMap which provides data on business locations. OpenStreetMap offers user-contributed business location data for free. We include data on 7 different
types of locations: school, university, kindergarten, church, Starbucks, grocery retailers that are our
retailer’s main competitors, and a specific direct competitor whose name we omit. We decide to
focus on these locations for three reasons. First, data on these location is more accurate than data
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on some other location types, such as gyms or yoga studios, when cross-validated with other map
data. Second, many of these location types are used as pick-up locations because consumers visit
them on a regular basis. Third, we want to capture the effect of location competition on location
performance.
We then combine these data to create a panel data set. For demographic data and nearby business
location data, we determine how each attribute will be measured. For demographic information,
we compute the area-weighted mean of each variable within 0.5, 1, 3, and 5 miles radii and various
sized circular rings for each location. Similarly, for business location data, we compute the number
of each type of business locations within various radii and in various sized circular rings for each
pick-up location. These data were mainly processed using an open-source geographical information
system application called QGIS.
To depict this process, we include a map of a location in Figure 6 with two defined areas: a 0.5
miles radius circle and a 0.5 miles to 1 mile radius circular ring. The areas are partitioned by the
block group sectioning and confined by the defined radii. Each block group includes its demographic
and economic attributes that we described earlier. These attributes are weighted by the area of the
block group. By summing these weighted attributes for all block groups within the defined area, we
calculate surrounding area attributes for each location. For example, to calculate attributes for the
0.5 miles radius circle specific to this location, we process 12 data points.
Each observation in our setting is a pick-up location operation that is tied to a geographic location
and a date. Therefore, all the variables from the retailer’s data, including operating frequency,
nearby locations and home delivery availability, are time-variant. Unfortunately, the census and the
Open Street Map data are time-invariant due to a data limitation: the census data is released with a
two year lag, and we use the most up-to-date census data for 2014 which only covers the first year in
our dataset. We assume that the demographic data did not change drastically in the next two years
in our data. Similarly, Open Street Map provides a snapshot of most current location data and as a
result, we use a snapshot of 2016 data. Once again, we assume that the location data did not change
radically. This is a data limitation in our setting. However, if more complete data is available, our
prediction model can be updated such that these variables are also time-varying. Finally, for each
pick-up location, the demographic data and the location data from Open Street Map are uniquely
defined, although they are not time-varying.
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Figure 6: Surrounding Area Partitioned by Block Groups For A Location.
The smaller circle in white is a 0.5 miles radius.
The outer ring in grey represents the area from 0.5 miles to 1 mile radius from a location.

In total, we use over 200 explanatory variables to predict sales. The variables are summarized in
Table 9. and descriptive statistics for important variables are summarized in Table 10.
We use data from January 2014 to March 2016 as a training set, and April 2016 to December 2016
as a test set. During this time period, business operations were relatively stable. We also include
some 2016 data to capture any year-over-year trend that may exist. Since the business requires a
mid-term forecast, we believe using 9 months as a test set is appropriate. All the estimations are
done using the training set data, unless we specify the use of out-of-sample data.

3.5. Empirical Method
We seek to accurately predict revenue so as to provide an optimal location configuration and schedule.
To do so, we must first predict location-day revenue, Rld , as if the location operated in isolation.
However, observed sales in our data are already affected by cannibalization effects. In other words,
the observed sale for location l on day d is equal to Rld reduced by the impact of cannibalization,
rather than Rld . Therefore, we first estimate spatial and temporal cannibalization effects using fixed
effects regression. We then compute E[Rld ] by adding the cannibalization estimates to the observed
sales, Rld reduced by cannibalization. We can then use E[Rld ] to train the prediction model. Finally,
once the prediction model provides the E[Rˆld ] then we can adjust for cannibalization accordingly.
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Data Source

Variable
Sales

Definition
Total dollar sales from location‐day opeartion

Coupons

Total dollar amount of coupons redeemed as part of sales

Location tenure

Retailer's sales and operations
data

Number of months that the location has been operating
Fulfillment center for the pick‐up location
Type of pick‐up location (e.g. Business, School, etc.)
Day of week
Month
Year
1, if home delivery service was available in the zip code of
the location this week; 0, otherwise

Fulfillment center
Location type
Day of week
Month
Year
Home delivery availability
Office delivery

# of office delivery/pick‐up locations within 0.5, 1, 3, 5, 7
and 10 miles radii and in 0.5 to 1, 1 to 3, 3 to 5, 5 to 7 and 7
to 10 miles circular rings of the location

Nearby pick‐up locations

Tenure of nearby pick‐up locations

US Census Bureau ‐ American
Community Survey 5 Year
Estimates

Operating Frequency
Total population
Female population
Male population
Population with post‐secondary degree
Households
Households with minor
Households with income greater than $75000
Median age
Median housing value
Median income
Mean income

Population density
Business district

Open Street Map

Area weighted average of each variable within 0.5, 1, 3, 5
miles radii and in 0.5 to 1, 1 to 3, 3 to 5 miles circular rings
of the location

Number of employees per square miles in zipcode of the
location
Number of residents per square miles in zipcode of the
location
1, if labor density is greater than population density; 0,
otherwise

Labor density
US Census Bureau ‐ County
Business Patterns

Maximum, average and minimum tenure of nearby pick‐up
locations within 0.5, 1, 3, 5, 7 and 10 miles radii and in 0.5
to 1, 1 to 3, 3 to 5, 5 to 7 and 7 to 10 miles circular rings of
the location
Number of operating days of this location this week

School
University
Kindergarten
Church
Starbucks
Competitors
Direct Competitor

Number of business/organizations within 0.3, 0.5, 1, 3, 5, 7,
10 and 15 miles radii and in 0.3 to 0.5, 0.5 to 1, 1 to 3, 3 to
5, 5 to 7, 7 to 10 and 10 to 15 miles circular rings of the
location

Table 9: Summary of Variables.
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Variable
Sales
Coupons
Operating frequency
Nearby locations within 0.5 miles
Nearby locations within 1 mile
Nearby locations within 3 miles
Nearby locations within 5 miles
Nearby locations within 7 miles
Location tenure in months
Average tenure of nearby locations within 7 miles
Total population within 3 miles
Median age of population within 3 miles
Median housing value within 3 miles
Mean household income within 3 miles
Labor density
Number of direct competitors within 3 miles
Number of Starbucks within 3 miles
Number of schools within 3 miles

Obs
17130
17130
17130
17130
17130
17130
17130
17130
17130
17130
17130
17130
17130
17130
17130
17130
17130
17130

Mean
978.7
73.6
1.1
0.2
0.6
4.3
7.2
9.3
23.3
23.3
116591
37.0
300121
86723
3681
7.0
4.3
44.8

Std. Dev.
537.7
115.0
0.4
0.4
1.1
4.8
6.5
7.5
19.0
19.0
99942
3.7
103611
25601
8821
11.4
9.4
69.8

Min
170.0
0.0
1.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
1260
29.4
155684
45515
0
0.0
0.0
0.0

Max
4824.4
1550.3
2.0
3.0
8.0
19.0
26.0
28.0
72.0
72.0
364931
57.0
735333
213347
133433
49.0
45.0
257.0

Table 10: Descriptive Statistics.
By doing so we can have a prediction for observed sales while addressing the endogeneity issue.
3.5.1. Cannibalization Effects Estimation Using Fixed Effects Regression: Estimating S & T
Because our data is too sparse to estimate spatial and temporal cannibalization for every potential
location, we assume that the spatial cannibalization and temporal cannibalization parameters are
the same across all locations and time. Specifically, we assume S(l, d; m, e) ≡ S if two locations, l, m,
are within distance D apart, and T (d, e) ≡ T for any pair of different days, d, e. Note that varying
cannibalization effects can be addressed by solving the spatio-temporal problem separately on the
level at which the problem varies. For example, if we found evidence that cannibalization effects
vary across markets, we could address this issue by solving the spatio-temporal location problem
separately for each market. In our setting, the data at each market level is too sparse to estimate
market-level cannibalization effects robustly.
To illustrate the omitted variables problem in our data, we present two histograms of daily sales for
locations that operate once a week and twice a week in Figure 7. Locations that operate twice a
week on average have higher average sales, and significantly more have average sales of over $1500.
Similarly, locations with a high number of nearby locations are associated with high sales. This
occurs because the retailer chooses to operate locations frequently or operate a large number of
locations in an area where they expect high demand. Therefore, when we include these variables in
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Figure 7: Comparison of Sales for Locations Operating Once a Week versus Twice a Week.
a linear regression without fixed effects or a machine learning algorithm, we may incorrectly conclude
that increased availability of locations leads to higher sales.
For now, assume that the other potential confounding factors do not exist and consider a simple
regression model with the location operation variables that we observe (NearbyLocations, OperatingFrequency), and the location assessment variable that we do not observe (LocationAssessment):

Salesld = β1 N earbyLocationsld + β2 OperatingF requencyld + LocationAssessmentld +
i.DayOf W eekld + i.Y earM onthld + ld

(3.5)

Equation (4) can accurately estimate the causal relationship between location availability and sales
if we include a variable that reflect the retailer’s location assessment. However, we do not have
the retailer’s assessment of potential locations. If we ignore the retailer’s assessment and run the
following linear regression,

Salesld = β1 N earbyLocationsld + β2 OperatingF requencyld
+ i.DayOf W eekld + i.Y earM onthld + ld , (3.6)

then the positive correlation with location assessment and sales will confound the estimates of β1
and β2 .
The regression result from the specification described on Eq. (6) (with two additional controls) is

39

summarized in (a) of Table 11. All our standard errors are two-way clustered by location and day to
allow observations to be correlated within location and within the same day. The month-year control
variable captures seasonality and year-over-year growth. The day of week control captures weekly
purchase trends. We refer to these as trend controls. The results suggest that operating twice a
week is associated with an average increase in sales of $321.04, after controlling for nearby locations
and time trends. Similarly, one additional nearby location within 0.5 miles is associated with an
average increase in sale of $178.08, after controlling for the operating frequency and time trends.
Additional nearby locations farther than 0.5 miles do not have statistically significant association
with sales. In this specification, the positive association between sales, and operating frequency
or nearby locations, are estimated from between location variation (i.e., cross-sectional variation).
However, this association is almost certainly not causal.
To estimate a causal relationship between location availability and sales, we take advantage of the
fact that unless an area goes through a drastic development, the retailer’s assessment of a location
remains relatively constant over time. Therefore, the attractiveness of a location is a time-invariant
characteristic. We control for the individual location effect by including an indicator variable for
each location. By doing so, the time-invariant attractiveness of each location is captured by these
location indicator variables.

Salesld = β1 N earbyLocationsld + β2 OperatingF requencyld + i.Locationl +
i.DayOf W eekld + i.Y earM onthld + ld

(3.7)

The regression result from this specification is summarized in (b) of Table 11. The signs of the
coefficient for both OperateF requency and NearbyLocation within 0.5 miles variables are now negative, suggesting that both temporal and spatial cannibalization effects exist. In this fixed effects
regression, the estimate of spatial and cannibalization effects is based on the relation between sales
variation and the location availability variation, within a location (i.e., time series variation).
The fixed effects model can effectively control for time-invariant correlated omitted variables. However, the fixed effects model is unable to address time-varying correlated omitted variables. In our
setting, potential time-varying variables that can affect both sales and the opening or closing of
locations include sales promotions, holidays, weather, and growth rates for locations. For example,
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Variables
i.Location operates twice a week
Nearby locations within 0.5 miles
Nearby locations from 0.5 miles to 1 mile
Nearby locations from 1 mile to 3 miles
Nearby locations from 3 miles to 5 miles
Nearby locations from 5 miles to 7 miles

(a)

(b)

(c)

321.035***
(98.089)
178.079**
(76.193)
‐36.023
(25.358)
‐6.783
(7.863)
8.272
(9.584)
‐12.064
(10.872)

‐176.112***
(55.250)
‐99.805*
(57.110)
‐17.913
(21.042)
‐5.201
(6.834)
‐4.944
(10.012)
‐3.142
(7.501)

N
Y
Y
N
N

Y
Y
Y
N
N

‐153.871***
(33.950)
‐126.229***
(40.710)
‐4.045
(22.416)
3.480
(6.808)
‐1.157
(8.253)
‐10.916
(7.990)
1.697***
(0.081)
82.983***
(22.103)
16.560
(24.982)
Y
Y
Y
Y
Y

1,708.389***
(96.729)

2,011.456***
(132.684)

1,062.528***
(197.894)

Coupon
ln(Location tenure)
ln(Average tenure of nearby locations)
Location Control
Month‐Year Control
Day of Week Control
Day‐Year Control
Day‐Year‐Region Control
Constant

No. of observations
12,949
12,949
R‐squared
0.274
0.648
Robust standard error two‐way clustered by location and day in parentheses
*** p<0.01, ** p<0.05, * p<0.10

Table 11: Spatial and Temporal Cannibalization Effect.
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12,949
0.805

if the retailer hopes to expand its business in one area, it may increase promotion spending, and
at the same time, open more locations. If we do not control for this shock, our cannibalization
effects would be under-estimated. Another example is family gathering holidays such as Thanksgiving and Christmas. During those weeks, the demand for grocery tends to increase, while some
of the locations do not operate. Without controlling for this, our cannibalization effects would be
over-estimated. To address these potential sources of endogeneity, we include the following variables:
Coupon, Day Indicator, Indicator for Region and Day Combination, Location Tenure and Average
Tenure of Nearby Location.
Couponld is the aggregate amount of coupons redeemed for a location l on day d, and it is added
to control for the effect of promotions. Day Indicator is a unique indicate for each date. These
indicators control for any shocks due to specific day (e.g. Christmas). The Region-Day Indicators
are a unique indicator for each region on each day. These indicators control for regional weather
and demand shocks. Each region is defined by an area that a fulfillment center services. If there is a
snow storm in one region and if the business cannot operate, this indicator variable controls for the
region-specific effect on sales. Finally, to control for location growth rates, we include the natural
log of location tenure and the average tenure of nearby (within 7 miles) locations. These variables
capture the ramp-up effect that is well-known in the retail sector.
The regression result for our final model that includes the additional controls is summarized in (c) of
Table 11. We find that when a location operates twice a week, sales decrease by an average of $153.87,
after controlling for nearby locations and the other control variables. Similarly, one additional nearby
location within 0.5 miles yields an average decrease in sales of $126.23, after controlling for operating
frequency and the other control variables. Additional nearby locations farther than 0.5 miles do not
have a statistically significant effect on sales. The coefficient on Coupon suggests that a dollar
coupon increases sales by $1.70, after controlling for all other factors. The tenure of the location has
a significant non-linear positive effect on sales, capturing the ramp-up effect. Our cannibalization
estimates are robust to the inclusion or exclusion of the aforementioned controls as illustrated in (b)
and (c) output in Table 11. Despite our best effort to control for any time-varying relevant factors
in our model, the fixed effects model does not capture time-varying shocks beyond the controls we
include. We acknowledge that this is a limitation of our model.
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Discussion of Cannibalization Effects Estimation.
The sales of pick-up locations may increase as the number of pick-up locations increases in a neighborhood, as doing so can attract those customers who would not have patronized the business if
there were a limited number of pick-up locations (i.e., a synergistic ”marketing” effect may exist).
On the other hand, the sales of pick-up locations may decrease if there is a cannibalization effect
among locations. This is a particularly relevant point to our retail partner since pick-up locations
operate once or twice a week in each location rather than being available throughout the week.
Because of this characteristic, it is more plausible that synergistic effects exist in this business model
compared to traditional brick and mortar businesses. We view this as an empirical question. In
Table 11, the coefficients for Number of nearby locations within 0.5 miles and Operating twice a week
are negative, suggesting that the cannibalization effect exceeds any synergistic effect. However, this
does not suggest that there is no synergistic effect, but rather that the combination of the two effects
result in a negative overall effect. Since the effect is negative, we refer to it as a cannibalization
effect for simplicity. Finally, we emphasize that our goal is to accurately predict the economic effects
of adding or subtracting pick-up locations.
3.5.2. Revenue Prediction Using Machine Learning: Estimating R
Using E[Rld ] as a dependent variable, we proceed with the revenue prediction. We predict sales
using four different prediction methods. We briefly describe each of the methods. Friedman et al.
(2001) provides a more thorough overview of machine learning methods.
• Forward Selection Regression: Forward selection regression adds one variable at a time to
the model in a recursive manner. In each step, a linear regression is run where each of the
non-selected variables are added one at a time, and the most significant variable is included in
the model. This continues until there are no additional variables that are at least significant
as a specified value. We run the regression models in STATA using the stepwise estimation
command. We use p-values of 0.05, 0.10 and 0.15 for significance level across three forward
selection regressions. The best performing model based on the in-sample mean absolute percentage error criteria uses a p-value of 0.10.
• Neural Networks: Also known as deep learning, neural networks have been actively studied and
applied in numerous fields in recent years, including image recognition, speech recognition, and
prediction modeling in the pharmaceutical and finance industries. A neural network model
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can be represented by a directed acyclic graph where each node is referred to as a neuron and
the degree of separation from the input layer determines the depth of the hidden layers. In
each layer, the model calculates the following function: output(x) = f (w0 + wT x), and the
learning algorithm determines the optimal weights of input x, with the goal of minimizing
the sum of squared errors between the prediction and actual. Because the function that
connects each layer does not need to be linear, the neural network model is able to capture
complex underlying structures in a model (see Goodfellow et al. (2016) for further details). We
implement the neural network model in R using the caret and RSNNS packages. The training
set for each region was tuned using 10-fold cross-validation repeated 5 times with 12 different
parameter values for each model. We varied the hidden layer from 1 to 3. Our best performing
model contains one hidden layer of 7 to 12 neurons.
• Support Vector Machine: Support vector machine (SVM) is based on the optimal separating
hyperplanes technique which was initially developed for binary classification. It constructs
a linear hyperplane to maximize the margin between two classes. SVM constructs a nonlinear hyperplane to separate data by projecting data into a higher dimension space using a
non-linear function. The support vector regression (SVR) builds on the optimal separating
hyperplanes technique by finding a function of input, x, that has at most  deviation from
output, y. Details can be found in Cortes and Vapnik (1995). We implemented the SVR
using the caret and e1071 package in R. We implement both linear and radial kernel using regression. The radial kernel models outperformed the linear kernel models significantly. The
SVR prediction accuracy varies greatly depending on the choice of parameters. We tune the
parameters based on a 10-fold cross-validation repeated 5 times with 12 different parameter
values for each model. The final model uses sigma of 0.01 and cost ranging from 128 to 512.
• Random Forests: Random forests is an ensemble learning method based on a decision tree. A
regression tree recursively partitions the data based on attributes until the minimum of the
number of observations in terminal nodes reaches a specified value. The algorithm selects a
pre-specified number of variables for each node at random to split the data using a hyperplane
and picks the variable that minimizes the sum of squared errors. Random forests then builds
a large number of regression trees using a bootstrap sample of the training data for each tree.
The final predicted value is the average of the predictions of the regression trees. Further
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information can be found in Breiman (2001) and Liaw and Wiener (2002). We implement
the random forests using the caret and randomForest packages in R. We tune the parameters
based on a 10-fold cross-validation repeated 5 times with 12 different parameter values for each
model. The final models uses a range of 121 to 160 randomly selected variables in each node,
and 500 regression trees.
Each prediction method is trained using the expected revenue as if all locations operated in isolation,
ˆ ld ]. To measure accuracy, we require a prediction for observed sales, Rld −
E[Rld ], and returns E[R
(S + T ). Therefore, we subtract E[S + T ] from E[Rˆld ] accordingly. For example, if a location
operated twice a week and did not have any nearby locations on the same week within 0.5 miles, we
ˆ ld ]. Our final prediction, E[R
ˆ ld ]−E[S +T ],
subtract E[T ] = $153.87 from the predicted revenue, E[R
is then compared to observed sales, Rld − (S + T ). We run the revenue prediction model for each
fulfillment center region.
3.5.3. Accuracy Comparisons
For independent variables, we can include all the variables other than the variables that captures the
spatial or temporal cannibalization, which are endogenous. However, we note that the location tenure
variables and the coupon variable are only observed after the location has operated. Therefore, if
we were to predict sales for a potential location that has never operated, we would need to manually
assign values to these variables. To determine whether including these ex-post variables in our
prediction model improves the prediction accuracy significantly, we run two models, one using only
ex-ante data (i.e. without the location tenure and coupon variables) and one including all data.
We compare the prediction accuracy of our combined machine learning and econometric methods
against the prediction accuracy of the machine learning methods alone. In the latter case, one
could include all dependent variables regardless of potential endogeneity issues. Alternatively, one
could exclude the endogenous variables (Operating Frequency and Number of Nearby Locations).
We investigate both alternatives. Standard machine learning methods are used as a benchmark to
evaluate our combined method.
In Table 12, we present the accuracy comparisons of four prediction methods using Mean Absolute
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(1)

Data Subset:
Method:
Independent Variables:
Forward Selection OLS
Random Forests
Support Vector Machine
Neural Network
Forward Selection OLS
Random Forests
In sample
Support Vector Machine
Neural Network
Out of
sample

(2)
(3)
(4)
Locations where S & T = 0
Combined
Traditional
Without
With
Without
With
Endogenous Endogenous
Ex‐post
Ex‐post
Variables
Variables
Variables
Variables
398%
373%
320%
331%
77%
78%
78%
81%
102%
77%
96%
95%
97%
82%
112%
115%
44%
59%
44%
58%
18%
27%
18%
18%
54%
47%
50%
51%
110%
85%
119%
122%

(5)

(6)
(7)
(8)
Locations where S or T > 0
Combined
Traditional
Without
With
Without
With
Endogenous Endogenous
Ex‐post
Ex‐post
Variables
Variables
Variables
Variables
216%
168%
221%
182%
88%
82%
99%
103%
96%
94%
111%
111%
103%
87%
118%
146%
43%
60%
40%
53%
16%
25%
16%
17%
41%
43%
49%
49%
79%
64%
113%
84%

Algorithm accuracy comparison using MAPE as a measure; Sample sizes: OOS without S &
T = 2969, OOS with S & T = 1212, IS without S & T = 9424, IS with S & T = 3525.
Table 12: Accuracy Comparisons of Four Models: MAPE.
Percent Error (MAPE), where

M AP E =

100 X ActualSaleld − P redictedSaleld
|
|.
n n
ActualSaleld

(3.8)

We present the prediction accuracy from our combined method using all data and using only ex-ante
data in columns (1),(2),(5) and (6). Columns (3),(4),(7) and (8) contain the prediction accuracy
from one prediction model with all data and all data except for operating frequency and number
of nearby locations variables. We group the observations in the validation set into two categories:
locations that operate once a week and have no nearby locations and locations that either operate
twice a week or have nearby locations. The first group do not encounter any cannibalization effect
and the second group encounter at least one type of cannibalization effect.
Table 12 is organized in the following way. The top four rows contain prediction accuracy for
out-of-sample data and the bottom four rows contain prediction accuracy for in-sample data. The
left four columns contain the prediction accuracy for the observations that did not encounter any
cannibalization effect and the right four columns contain the prediction accuracy for the observations
that encounter at least one type of cannibalization effect. Note that each quadrant uses a unique
set of observations (e.g., out-of-sample or in-sample observations, with or without cannibalization
effects), therefore, we restrict our comparisons to the results within each quadrant.
Unsurprisingly, the traditional method where we do not account for the cannibalization estimates
performs very well in sample, and our combined method does not perform better in sample than
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the traditional method. However, our combined method predicts better out-of-sample, and the
improvement is more significant for locations with cannibalization effects. This is intuitive since our
combined method aims to address the endogeneity in our data.
We find out our combined method predicts equally accurately in-sample as the traditional method
when we include location tenure and coupon variables (see column (1) and (5) for our combined
method, column (3) and (7) for the traditional method). When we do not include the location tenure
and coupon variables, the in-sample prediction accuracy suffers and does not perform better than
the traditional method. On the other hand, when we compare the prediction accuracy using the outof-sample data, we find that our combined method without the ex-post variables outperforms almost
all other predictions. Notably, when locations do encounter cannibalization (last four columns), our
combined method without the age and coupon variables outperforms the traditional method by a
significant margin. The larger gap between the in-sample and out-of-sample prediction accuracy
of the other models compared to our combined method without ex-post variables suggest that
they suffer from over-fitting. When we use other measurements such as Median Absolute Percent
Error (MdAPE), Mean Absolute Error (MAE), and Median Absolute Error (MdAE), our conclusion
remains the same.
We also examine whether our models predict the average sales of each location accurately. In
particular, since the retailer is interested in opening locations with high predicted sales, we examine
the proportion of the top performing locations each model can predict correctly based on the average
sales per operating day. This measure is defined as follows:
Number of Top 20% Locations Correctly Predicted to Be Top 20%
.
Number of Top 20% Locations

(3.9)

The model with a higher value for this measure is preferred.
In Table 13, we compare the proportion of the top 20% locations correctly predicted by each of the
four prediction methods. Similar to Table 12, the columns are organized based on the prediction
method. Columns (1) and (2) use our combined method and columns (3) and (4) use the traditional
method. The model for column (1) includes location tenure and coupon variables whereas the model
for column (2) does not include these variables. The model for column (3) includes all variables
including the endogenous variables, operating frequency and nearby locations and the model for
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(1)
Method:

Independent Variables:

Forward Selection OLS
Random Forests
Support Vector Machine
Neural Network
Forward Selection OLS
Random Forests
In sample
Support Vector Machine
Neural Network
Out of
sample

(2)

(3)

Combined

(4)
Traditional

With
Ex‐post
Variables

Without
Ex‐post
Variables

With
Endogenous
Variables

Without
Endogenous
Variables

47%
69%
43%
18%
72%
93%
75%
11%

51%
69%
62%
7%
73%
90%
80%
11%

47%
69%
43%
14%
70%
93%
83%
16%

47%
69%
47%
11%
77%
93%
85%
15%

Table 13: Accuracy Comparisons of Four Models: Proportion of Top 20% Locations Correctly
Predicted.
column (4) include all variables but the endogenous variables. Once again, we find that although the
traditional method outperforms our combined method in-sample, our combined method outperforms
the traditional method out-of-sample. In particular, for forward selection OLS and support vector
machine methods the best prediction accuracy is achieved when we do not include the ex-post
variables and for neural network, the best prediction accuracy is achieved when we include the expost variables. The random forests method performs equally well for both our combined method
and the traditional method.
Overall, random forests makes the most accurate out-of-sample predictions for sales per operating
day for each location as well as for top performing locations based on the average prediction of sales.
Therefore, we use the random forests method in our main prediction model.
One may wonder why linear regression performs so poorly compared to the other machine learning
methods. There are a number of reasons. First, many of the variables do not have a linear relations
with sales, which violates the linearity assumption of the Gauss-Markov assumptions. For instance,
we find that median age of population in 3 miles of the pick-up location has an inverted U-shaped
relationship with sales. Second, even if we could transform all the explanatory variables such that
they have a linear relation with sales, many of the variables are multi-collinear. As a result, many
of the variables must be omitted and we are unable to capture as much information as when we
are able to use all the variables. Similarly, using the forward selection method results in dropping
over half of the variables, whereas machine learning algorithms can extract information from these
dropped variables. On the other hand, random forests are known to perform well when there are
many dependent variables. In fact, researchers have found random forests perform better than other
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prediction models in retail sales prediction settings (Ferreira et al. (2015), Cui et al. (2017)).
We discuss the specification that arise from our random forests model in Appendix C and conduct
two tests to show that our result do not suffer from selection bias in Appendix D.

3.6. Discussion of the Random Forests Model.
Region 1 (All Data)
Feature
Coupon
Day of week
Median age of population in 3 to 5 miles
Location tenure
Week in year
No. grocery stores in 10 miles
Max nearby location tenure within 10 miles
Month
No. church in 7 to 10 miles
Number of households in 3 miles

Variable importance
100.0
37.2
33.7
20.7
15.9
14.4
13.9
13.9
13.2
11.1

Region 1 (Ex‐ante Data Only)
Feature
Variable importance
Week in year
100.0
Month
82.6
Year
80.5
Day of week
53.5
40.0
Median age of population in 3 to 5 miles
No. office delivery in 10 to 15 miles
32.1
Home delivery availability
28.4
Number of households in 1 to 3 miles
25.7
Median housing value in 3 to 5 miles
24.6
No. schools in 7 to 10 miles
23.5

Region 2 (All Data)
Feature
Coupon
Day of week
Week in year
No. church in 5 to 7 miles
Month
Avg nearby location tenure in 3 miles
Location tenure
No. schools in 0.3 to 0.5 miles
Population in the block group
Household mean income in 3 to 5 miles

Variable importance
100.0
45.5
36.8
26.6
26.2
21.9
21.5
17.2
15.0
12.7

Region 2 (Ex‐ante Data Only)
Feature
Variable importance
Year
100.0
Week in year
93.0
Month
64.9
Day of week
54.6
No. church in 5 to 7 miles
30.2
Home delivery availability
23.4
No. office delivery in 3 miles
23.0
Median housing value in 3 miles
17.0
No. Starbucks in 5 miles
16.9
Population in the block group
15.3

Table 14: Variables with Top 10% Varible Importance.
In Table 14, we report 10 of the top 25 important variables for two regions. Tables in the first
column report results when using all variables and tables in the second column report results using
only the ex-ante variables (i.e. without the coupon and tenure variables). The importance measure
is calculated based on how much the variable affects the prediction accuracy when the variable is
permuted (i.e. randomly shuffled) in the out of sample data (Friedman at al. 2008). If a subset
of variables is highly correlated, then these variables have similar importance. As a result, we find
that there are many highly correlated variables in the top 10% of importance (e.g., median age in
the population within 3 miles and median age in the population within 5 miles). Since we are most
interested in finding out which characteristics of a location are important predictors of high sales, we
excluded those variables that have repeating characteristic from the top 10% of the most important
variables (i.e. only one median age variable is included even if another median age variable was in
the top 10% of important variables).
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We find that the coupon and tenure variables are always selected in the models that include all
variables. In all models, the time trends variables, which capture seasonality and growth trends, are
important (e.g., week-in-year, year, day of week). In each model, there is a good mix of demographic
variables and location variables in the top 10% of important variables, suggesting that combing these
two data sources is beneficial.

3.7. Potential Selection Bias in Revenue Estimation.
In this section, we describe how we rule out potential selection bias in our revenue estimation. First,
note that we design our prediction model based on the factors managers consider in the location
selection problem. In addition, we restrict the set of potential locations based on the distance from
the actual locations to reduce erroneous extrapolation. Nonetheless, one may be concerned that
our data suffers from selection bias because the retailer carefully chooses the locations, rather than
randomly. Because the managers select locations that they believe will generate high sales, our
prediction model might over-predict sales for those locations that were not selected, to the extent
that our prediction model excludes factors the managers believe lead to higher sales. Therefore,
we conduct two tests, one using an instrumental variable approach and another using a Heckman
Selection model, to examine whether we suffer from selection bias.
We first formally present the potential selection bias. Suppose we could observe selection likelihood
for locations, then we could model sales as:

Salesld = γ0 + γ1 Sales Prediction by Researcherld + γ2 Selection Likelihood by Managerld + eld .
(3.10)
The coefficient of Selection Likelihood by Manager would then represent the effect of the manager’s
assessment of a location’s attractiveness not captured by Sales Prediction by Researcher on Sales.
Therefore, in our current model shown in equation (15) where we do not include the manager’s
assessment of the location, the potential selection bias can be described as an omitted variable
problem.

Salesld = β0 + β1 Sales Prediction by Researcherld + uld .

(3.11)

If γ2 6= 0 in the true model (equation (14)), then in our model (15), β1 wll be inconsistent. Therefore,
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we use an instrumental variable method to estimate a consistent β1 .
The instrumental variable approach requires a variable that is correlated with Selection Likelihood by
Manager. In addition, the variable needs to be uncorrelated with eld in equation (14). In other words,
a valid instrument should not directly affect Sales, except through Selection Likelihood by Manager.
A variable that satisfies these conditions is Distance from Fulfillment Center. First, Distance from
Fulfillment Center is a valid instrument because it does not affect sales outside of its effect on
opening decisions. Customers are unlikely to consider distance to fulfillment center when making
purchasing decisions. Even if they did, customers do not have access to the distance information
because fulfillment center addresses are not public. Second, distance is a valid instrument because it
is correlated with managers’ opening decisions. Managers, who are located at the fulfillment center,
require a higher search cost to open distant locations because these locations require higher travel
costs. In addition, locations farther away have higher fulfillment costs and therefore, the likelihood
of selection will be lower for locations farther away. Distance is used as an instrument in various
settings in empirical literature (Card (1999), Zheng (2016)).
Our resulting two stage least squares regressions is as follows:

Sales Prediction by Researcherld = δ0 + δ1 Distance From FCld + rld .

(3.12)

\
Salesld = β0 + β1 Sales Prediction
by Researcherld + ld .

(3.13)

In Table 15, we report estimates from the first stage regression described by equation (16) in column
1 and the second stage regression described by equation (17) in column 2. We also report the
baseline OLS regression where we do not use the instrumental variable in column 3. In the first
stage regression, as expected, we find evidence that Distance from FC has a non-zero and statistically
significant coefficient and therefore likely meets the relevancy condition for valid instruments. In
particular, we reject the null hypothesis that the Distance from FC variable has zero coefficient,
based on the robust F-test statistic of 13.388.
We do not find that the coefficient on predicted sales in the second stage (column 2) differs significantly from the coefficient on our sales prediction variable (column 3). Specifically, we do not reject
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(1)

(2)

First Stage:
Second Stage:
Predicted Sales Actual Sales (IV)

Variables
Distance from Fulfillment Center
Fulfillment Center Control

(3)
Actual Sales
(OLS)

4.907***
(1.913)
Y

Fitted Sales Prediction from First Stage

0.926***
(0.028)

Sales Prediction
913.24

155.75

0.945***
(0.015)
134.12

No. of observations
17130
R‐squared
0.210
Robust standard error clustered by location in parentheses
*** p<0.01, ** p<0.05, * p<0.10

17130
0.786

17130
0.786

Constant

Table 15: Selection Bias Test using an Instrument.
the hypothesis that predicted sales is exogenous based on the Wooldridge’s score test (Wooldridge
(1995)) (p-value = 0.372). This is analogous to the Durbin-Wu-Hausman test for endogeneity
(Durbin (1954), Wu (1973), and Hausman (1978)). Since the standard errors are clustered by location, we use the Wooldridge’s score test which is based on the robust standard errors instead of
Durbin-Wu-Hausman test. Based on this analysis, we conclude that our results do not suffer from
selection bias.
The selection bias problem can also be addressed using the Heckman correction method, also called
Heckit (Heckman (1976)). In order to apply the Heckman correction, we need to observe the full
population. In our setting, this is equivalent to observing both locations that were selected and not
selected. Since we are only able to observe locations that were selected, we randomly sample the
non-selected locations from the potential location set to create a non-selected sample and apply the
Heckman correction model. The Heckman correction method follows a two-step procedure where in
the first step, we estimate a likelihood of a location being selected to open based on the location
attributes in a probit model. In the second step, we estimate sales of all location attributes including
those that can be only obtained if the observations are selected and the estimated inverse Mills ratio
from the first stage. Essentially, the estimated inverse Mills ratio can be thought of as Selection
Likelihood by Manager in equation (14). For more details, refer to Chapter 19 of Wooldridge (2010).
To avoid multi-collinearity, we include location attribute variables within the 5 miles radius of the
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VARIABLES
Coupon
ln(Location tenure)
No. Schools within 5 miles
No. Universities within 5 miles
No. Churches within 5 miles
No. Supermarkets within 5 miles
No. Starbucks within 5 miles
Median Income in 5 miles
Population in 5 miles
Median Age in 5 miles

(1)
f(Sale): Heckman
2.273***
(0.119)
206.603***
(22.277)
1.194*
(0.654)
‐12.039
(8.305)
1.034*
(0.562)
‐4.039
(2.582)
3.384
(3.252)
0.000
(0.002)
0.014
(0.010)
2.786
(13.816)

Y
334.572
(498.027)

‐0.004
(0.002)
0.037**
(0.017)
0.010***
(0.002)
0.093***
(0.012)
0.198***
(0.036)
0.000*
(0.000)
0.000*
(0.000)
‐0.043*
(0.026)
0.199
(0.147)
421.929***
(20.497)
83.835
(63.550)
Y
0.637
(0.932)

24,496

24,496

rho
sigma
lambda
Quarter‐Year Control
Constant

Observations
Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.10

(2)
select: Heckman

(3)
f(Sale): OLS
2.272***
(0.120)
203.971***
(22.026)
1.472**
(0.687)
‐12.293
(8.320)
0.955*
(0.557)
‐4.717*
(2.483)
3.314
(3.265)
0.000
(0.002)
0.013
(0.010)
5.171
(12.832)

Y
292.151
(482.648)
12,947

Table 16: Selection Bias Test based on Heckman Selection Model.
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location, and we regress Sale on these location attributes. In column (1) of Table 16, we report the
regression output from the selection bias corrected model. Column (2) contain the probit regression
estimates for the selection model based on the location attributes. Finally, column (3) contains the
regression output of the selected sample (i.e. actual locations that operated). As we can see from the
output, the Heckit and OLS estimates are very close to each other, and the coefficient on the inverse
Mills ratio term is statistically insignificant. Based on the likelihood-ratio test, we conclude that the
residuals of the first stage and the second stage are uncorrelated (χ2 =1.74, p-value = 0.1873). As
a robustness check, we also conduct the same analysis using location variables within 3 miles and 1
miles, and find consistent evidence that our main results do not suffer from selection bias.
Based on these two analyses, we believe that we can rule out selection bias in our estimation. This
is unsurprising because that the retailer found the location selection problem to be challenging as
evidenced by the large variation in sales for locations in our data, and because our choice of variables
was motivated by discussions with managers about the factors they consider when opening locations.

3.8. Potential Location Set Generation and Optimal Location Configuration
The most valuable feature of our prediction method is that it can be applied to any potential location
that needs to be evaluated as long as we can generate the attributes used in the prediction model.
In order to estimate the profitability of potential locations, we create a grid of points in 0.4 mile
increments across the states in which the retailer is operating. Of these locations, we filter out the
ones that do not have target market characteristics based on density and median income level. In
addition, to prevent inappropriate extrapolation, we only consider those locations that are within
10 miles of historical locations. This generates 56,443 potential locations.
For each potential location, we create six feasible day events (Monday to Saturday) to reflect the
retailer’s current operation. We then predict revenue based on the location’s attributes. Assuming
that the retailers do not have any locations operating (i.e. all potential location will operate once a
week and with no other locations nearby), we predict each location’s performance using a random
forests model. This yields a revenue prediction map which can guide the retailer when evaluating
potential new markets to enter. Figure 8 shows a snapshot of an area with potential locations in
circles and actual locations in stars. The color map is based on the twentieth percentile of the average
actual sales for a particular month. The darker the color gets, the higher the sales is (predicted sales
for the circles and average actual sales for the stars). Despite the fact that the potential locations
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Figure 8: Initial Prediction Against Actual Sale.
are out-of-sample predictions for that month and are not accounting for operating frequency and
nearby locations, we can see that most predictions are either in the correct percentile or within the
twentieth percentile of actual performance.
Given the revenue prediction for potential locations and the cannibalization estimates, we show
that the continuous relaxation to the quadratic integer program (IP) given by (10)-(14) yields an
optimal solution. Consider relaxing the integer constraints of (IP) to obtain the quadratic program
(QP) below. Theorem 1 states that for our setting, an optimal integer solution to QP is an optimal
solution for the IP.
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max

XX

XX
XX


xld Rld −
xme · S(l, d; m, e) −
xme · T (l, d; m, e)
m∈L e∈D

l∈L d∈D

(3.14)

m∈L e∈D

X

xld ≤ K, ∀d ∈ D

(3.15)

XX

xld ≤ N,

(3.16)

0 ≤ xld ≤ 1, ∀l ∈ L, d ∈ D.

(3.17)

s.t.

l

l∈L d∈D

Theorem 1. There exists an optimal solution x∗ for (QP) such that x∗i ∈ {0, 1} for every i ∈ U.
In other words, x∗ is optimal for (IP).
Proof of Theorem 1. We prove the theorem by showing how to convert a given non-integral
optimal solution to QP into integral values without decreasing the objective function. Let us combine
the location and day indices and write i = (l, d), j = (m, e), U = L × D, and Aij = S(l, d; m, e) +
P
T (l, d; m, e). Then, the objective function in (QP) can be expressed more compactly as i∈U xi ·
P
{Ri − j∈U xj Aij }. Note that Aij is symmetric (i.e. Aij = Aji ).
Let x∗ be an optimal solution for (QP). Let K = U \ {i, j}. We can order the indices such that

Ri − 2

X

x∗k Aik − 2x∗j Aij ≥ Rj − 2

k∈K

X

x∗k Ajk − 2x∗i Aji .

k∈K

Let yk = x∗k for k ∈ K, yi = x∗i + , and yj = x∗j −  for some  > 0. We will show that y does not
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decrease the objective function over x∗ while remaining feasible, as follows.
X

x∗k Rk −

k∈U

=

X

XX

x∗h x∗k Ahk

k∈U h∈U

x∗k Rk

−

k∈K

XX

x∗h x∗k Ahk

k∈K h∈K

+x∗i Ri

+

x∗j Rj

−2

X

x∗i x∗k Aik − 2

k∈K

≤

X

x∗k Rk

−

k∈K

XX

k∈K

x∗h x∗k Ahk

+

x∗j Rj

−2

X

x∗i x∗k Aik − 2

k∈K

≤

x∗j x∗k Ajk − 2x∗i x∗j Aij

k∈K h∈K

+x∗i Ri
X

X

x∗k Rk

−

k∈K

XX

X

x∗j x∗k Ajk − 2(x∗i + )(x∗j − )Aij − 2(x∗i − x∗j )Aij

k∈K

x∗h x∗k Ahk

k∈K h∈K

+(x∗i

+ )(Ri − 2

X

x∗k Aik ) + (x∗j − )(Rj − 2

k∈K

=

X

yk Rk −

k∈K

XX

X

x∗k Ajk ) − 2(x∗i + )(x∗j − 2)Aij

k∈K

yh yk Ahk + yi Ri + yj Rj − 2

k∈K h∈K

X
k∈K

yi yk Aik − 2

X

yj yk Ajk − 2yi yj Aij .

k∈K

To convert a fractional variable of the optimal solution to be integral, choose  such that either
yi or yj is integral, i.e.  = min(xj , 1 − xi ). This reduces the number of non-integral solution
variables without decreasing the objective function. Repeating this procedure until we eliminate all
non-integral solution variables will yield an integral optimal solution for (QP).
The proof is intuitive. Assume that there are non-integral solutions. For any pair of non-integral
variables, we can always allow all weight onto one of these two locations without decreasing our
objective function. It follows from that the revenue after cannibalization effects from other locations
will proportionately increase yet the cannibalization effect these two locations have on each other
can only decrease.
As the size of the problem grows, the quadratic program can take multiple days of computing to
solve. Therefore, we present a greedy algorithm to identify an improved location configuration and
operating schedule for N number of operations, which can be used in lieu of the quadratic program.
R, S, and T values are estimated based on the prediction procedure described in section 3.5.
Greedy Algorithm.
1. Set i = 1.
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Truck limit
2
County 1
(N = 300)
ꝏ

3
County 2
(N=1938)
ꝏ

4
Region 1*
(N=6402)
ꝏ

Num. Operations
3
5
7
3
5
7
7
10
15
7
10
15
10
15
17
10
15
17

Optimality Gap of
Greedy Solution
0.0%
5.8%
4.2%
0.0%
0.0%
0.0%
8.5%
6.4%
6.7%
6.7%
6.9%
4.0%
8.8%
6.4%
5.7%
0.0%
2.1%
1.7%

*Top 10% predicted locations of 64260 location-day pairs
Table 17: Optimality Gap of the Greedy Algorithm Solution.
2. Choose the location-day with the highest Rld to be i-th location-day opened.
3. Set i = i + 1.
4. Choose i-th location-day l,d to open to produce the greatest increase in revenue, considering
cannibalization effects between the new location day and the i-1 location days already chosen, and
for which fewer than K location-days have already been opened for day d.
5. If i < N , go to step 3. Else stop.
In Table 17, we compare the results of our greedy algorithm to the optimal solution. We find that
the greedy algorithm works very well in a small region especially when a constraint for the daily
number of trucks does not exist and the majority of the optimal locations are operating once a week
without a nearby location. Therefore, retailers that do not have the capacity to solve the QP and
have abundant resource capacity can rely on the greedy algorithm with only a small loss in efficiency.

3.9. Revenue Improvement Estimates
To estimate the potential benefit of implementing our method, we obtain a recent location configuration and schedule for a given week, as well as the number of trucks available to each fulfillment
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Region 1
Region 2
Region 3
Region 4

Actual
100%
100%
100%
100%

Optimal
151%
186%
168%
170%

Greedy
143%
182%
159%
157%

Table 18: Potential Benefit.
80%
70%

Optimality Gap

60%
50%
Region 1

40%

Region 2

30%

Region 3

20%

Region 4

10%
0%
16 18 20 22 24 26 28 30 32 34 36 38 40 42 44 46 48 50 52

Week

Figure 9: Potential Benefit Calculated Using Greedy Algorithm Over Time.
center. The number of trucks adds a constraint on the maximum number of locations that can
operate each day in the areas serviced by the corresponding fulfillment center. We find an optimal
configuration by solving (QP). We compare the optimal to the greedy algorithm solution, keeping
the number of operations in each market and the number of trucks available to each fulfillment center
the same as the actual number. We compare the predicted revenue from the improved configurations
against the actual sales earned in that given week in Table 18. Similar to the numerical analysis we
conduct in the previous section, we find that the greedy solutions have a small optimality gap of 4%
to 13%.
The results in Table 18 suggest the optimal solution yields a 51% to 86% increase in sales depending
on the region. The greedy algorithm solution yields only slightly smaller increases in sales of 43% to
82%. We compare the actual sales to the greedy solution over the validation period in Figure 9. We
find that the potential benefit from implementing an improved location configuration ranges from
26% to 70% using the greedy algorithm.
Ideally, we would run a field experiment to validate these potential benefit estimates. Unfortunately,
field experiments were beyond the scope of our collaboration, so we instead shared our recommenda59

Figure 10: Predictions of Potential Locations with Optimal and Actual Locations.
tions with our retail partner. Figure 10 show the optimal location configuration suggestions, marked
by yellow diamonds, in two different markets. The green stars represent currently operating locations. We overlay a heat map representing the predicted sales for each location (without accounting
for the cannibalization effects) on the right hand side map. The locations with higher predicted
revenue are darker on the heat map.
By comparing the actual and optimal location configuration, the retailer could identify oversaturated
and undersaturated areas in each region. In both regions, the algorithm suggests adding more
locations in high performing areas, rather than exploring new areas.
After we delivered our recommendations, the retailer opened six new locations, indicated by the
numbered circles in Figure 10. Management had the historical sales for nearby locations in the
neighborhood for four of the newly opened locations (Location 3, 4, 5 and 6). On the other hand,
Location 1 and Location 2 were guided by our prediction map. We predict sales for these out-ofsample locations (in both the spatial and temporal perspective) and numbered them by highest
predicted sales (1) to the lowest (6). We compare the prediction accuracy of our combined method
without the ex-post variables against the actual sales of these locations in Figure 11. We find that
our method can accurately predict the sales ranking of the locations relative to one another. This
result was perceived very positively by our retail partner for two reasons. First, it is very difficult to
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Figure 11: Out of Sample Sales Actual vs. Prediction.
predict sales for locations that have not previously operated. Second, the accurate relative ranking
is the most important information needed when deciding which locations to open.
We acknowledge that a limitation of our paper is the inability to validate the potential benefit
estimates using an experiment. However, our prediction accuracy was reasonable. The prediction
error for the average sales is 11%, 22%, 47%, 39%, 26% and 99% for Locations 1 to 6 respectively.
Therefore, we believe that the potential benefits from using our method are significant. Finally, we
note that the gross margin on increased revenue resulting from a better choice of locations directly
transfers to the bottom line since our intervention does not increase the retailer’s fixed costs.
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3.10. Conclusion
In this chapter, we present the results of collaborative work with an online retailer on improving
their spatio-temporal location configuration. We demonstrate how retailers can utilize big data
by collecting external data that are freely accessible and combining them with internal sales and
operations data to predict the performance of potential locations. We use random forests as our
main prediction model for its superior prediction accuracy. However, random forests cannot address
endogeneity issues present in our data and likely common to most retail settings. In order to address
these issues, we develop a novel combined method. First, we use a fixed effects regression to estimate
the effect of endogenous variables. Second, we use a machine learning algorithm to predict sales using
exogenous variables with high accuracy. We find that our combined method can predict sales more
accurately than using a traditional one-step prediction model, regardless of the choice of prediction
method.
We solve our integer spatio-temporal location program using quadratic program relaxation. We
compare the optimal solution and the solution from a greedy algorithm. We find that the greedy
algorithm can be a sufficient alternative method if retailers do not have the computing capacity to
solve the quadratic program. Our results suggest implementing our approach can increase revenue
by as much as 86%. Since these location changes are not costly for our partner retailer, most of the
gross margin on the revenue increase translates directly to increased profits.
Based on the results of our solutions, we generate a concrete set of recommendations for our partner
retailer’s operation. We believe this work can be used as an empirical blueprint for many retailers
to evaluate new markets and potential locations. Furthermore, our work highlights the abundance
of accessible external data and geographic information systems that allows us to study location
problems in new ways.
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CHAPTER 4 : Pick-up, Delivery, or Both? An Online Grocer’s Optimal Fulfillment
Models
4.1. Introduction
The grocery retail industry is quickly evolving as retailers are becoming omni-channel. Because
grocery retailers sell perishable products, their transition to an omni-channel business model has been
particularly challenging on the fulfillment side. AmazonFresh’s business evolution illustrates how an
online grocer learns and gradually fine-tunes its fulfillment operations (Anderson, 2017). Founded
in 2007, AmazonFresh rolled out its grocery delivery service gradually to several metropolitan areas
after an initial pilot period in Seattle, WA. In 2017, AmazonFresh opened two pick-up locations in
Seattle, WA to allow its customers to choose between delivery or pick-up of their online orders. In the
same year, it discontinued the delivery service in several other zip codes. AmazonFresh’s experience
demonstrates that even a business with unlimited capital constraints faces considerable challenges in
identifying the right level of delivery zones and right mix of fulfillment models depending on regional
characteristics.
In this chapter, we study the optimal mix of delivery zones and fulfillment models for our partner
online grocery retailer. As mentioned in the Introduction chapter, as our partner retailer expanded,
it began offering home delivery service at select markets for a specified delivery fee. Although a
team of managers determined where to add the delivery option, the retailer believes that analytics
could be used to improve their fulfillment offering decisions. Using the retailer’s proprietary data,
we investigate (A) how consumers respond to the locally tailored fulfillment options made available
to them by the online grocer, and (B) how to leverage data to customize locally available fulfillment options while scaling the retailer’s operations, especially into new regions with new customers
and preferences. Our study and methodology address questions – data-driven omni-channel retailing, scaling of operations, and preference-based targeting – of prominent interest for today’s retail
businesses.
To do so, we first establish that the firm’s choice of fulfillment offerings is economically important,
both for attracting new customers and in realizing value for – and revenues from – existing customers.
This analysis requires combining data analytics and mining for large-scale, geospatial data with
rigorous causal inference and structural modeling. Using fixed effects regressions, we find that when
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customers switch their fulfillment mode from pick-up to delivery, their weekly spending increases by
20% on average and they purchase more non-perishable items. This spending increase suggests that
the firm could offer delivery not only to attract new customers, but also to increase sales from its
current customer base.
However, we note that this spending increase may not reflect the causal effect of offering delivery
because the retailer strategically offers delivery availability (e.g., the retailer may offer delivery when
they expect the affected customers’ spending to increase, even absent delivery). To estimate the
causal effects of offering delivery, we exploit the fact that the retailer introduced delivery by zip code.
Consequently, zip code borders create a discontinuity in delivery offerings. We compare the change
in sales for customers just inside of a zip code border to the change in sales for their neighbors just
outside the border around the time those inside the border are offered delivery for the first time in a
differences-in-differences analysis. To the extent that customers just inside the border are otherwise
similar to their neighbors just outside the border, this analysis estimates the causal effect of offering
delivery. We find that the increase in revenue from offering delivery varies from no additional weekly
sales to an increase of 3800%, depending on the zip code.
In the next step, based on this empirical evidence, we build and estimate a structural model. We build
the model on a customer utility maximization framework, where each customer faces a stochastic
need for groceries. We model the consumer’s decision to purchase from our retailer and the related
decision of which fulfillment offering to use based on latent consumer preferences, fulfillment option
availability, and the consumer’s product mix preference (i.e., non-perishable goods vs. perishable
goods). Based on the estimation results, we recommend whether the retailer should offer pick-up,
delivery, or both services in each geographic market based on the customer characteristics in that
market.
While our third chapter focused on finding optimal pick-up locations, this chapter focuses on the
broader question of optimizing fulfillment options. Therefore, this chapter would continue to be
relevant to many online retailers that used to only offer delivery services, but now additionally
offer an additional pick-up fulfillment option. A retail giant, Amazon.com, began offering pick-up
fulfillment options by installing Amazon Lockers in 2011. As of 2017, lockers are available in over
2,000 locations in over 50 cities. A leading online wine retailer, Wine.com, is another example.
Initially, Wine.com shipped wine orders to customers’ homes using Fedex as their main courier
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delivery service provider. They began offering pick-up option at Fedex offices locations and in 2017,
they expanded their pick-up locations to over 10,000 nationwide locations by partnering with brickand mortar businesses including Walgreens, Safeway, Duane Reade and many more. These examples
highlight how the fulfillment mix problem that we study is relevant beyond just our partner retailer,
and is becoming increasingly relevant to many businesses.
In particular, this chapter can be used as a blueprint for retailers that would like to offer the
additional fulfillment service to those regions where potential and current customers would respond
most favorably based on demographics and features. In addition, our method can also be applied
to provide insights on whether to offer a subscription service for home delivery.

4.2. Literature Review
Our work contributes to three broad streams of literature: demand estimation in omni-channel
retailing, consumer purchasing behavior in the retail industry, and spatial analysis in operations
management.
The benefits of offering omni-channel has been documented both empirically and theoretically. Using
observational data, Bell et al. (2014) find that the introduction of offline showrooms by a previously
online-only retailer increased sales. Building on this finding, Wang and Goldfarb (2017) present
empirical evidence of the coexistence of substitution across channels and complementarity in demand
in their retail setting. In particular, they find that when the retailer opens stores in areas without
a prior brand presence, the online sales and online browsing increase in those areas. On the other
hand, when the retailer opens stores in areas with a strong brand presence, online sales decrease.
Gao and Su (2016) examines the impact of a Buy-Online-and-Pick-up-in-Store (BOPS) initiative
on store operations using a stylized model. They show that retailers could benefit from the BOPS
implementation when they are selective in which products to sell via BOPS fulfillment method. In
other words, some products produce higher revenue when selling in store.
As far as we are aware, prior literature only examines settings where the online and offline channels
offer different information to customers. For example, for fashion retailers, the customers can acquire
the fit information in the retail store, but not in the online store. On the other hand, the online
channel may provide customer reviews for items which may affect the customer’s purchase decision.
In contrast, customers in our setting have the same set of information when purchasing regardless of
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their choice of fulfillment. Consequently, we study the sole effect of fulfillment offerings on consumer
choice and not the joint effect of differing fulfillment offerings and additional information about
options.
The information systems and marketing literature extensively studies consumer behavior in the
omni-channel and grocery retail settings. Ansari et al. (2008) study customer channel migration
for a retailer and document heterogeneous customer purchasing behavior as they migrate from the
catalog channel to an Internet channel. Forman et al. (2009) empirically document that customers’
proximity to offline retail stores is a key driver of whether they adopt online retailing.
In the grocery retailing literature, Bell and Lattin (1998) use a stylized model to study the relation
between the customer’s basket, the pricing format of grocers, and the customer’s store choice. Bell
et al. (1998) develop a stylized model for store choice behavior which captures the fixed and variable
costs of total shopping cost. Building on this previous work, we capture the relationship between
customer attributes, including basket size, contents, and customer location, and the customer’s
fulfillment choice. We add to this literature by modeling customer’s purchasing behavior for delivery
and pick-up fulfillment options.
Finally, our work contributes to the growing literature on smart city operations. Qi and Shen (2019)
and Mak (2018) provide an overview of research opportunities with regard to smart city operations.
Among the topics in smart city operations, there has been increasing interest in spatial related
problems such as last-mile delivery and the sharing economy. We provide a short overview of the
most relevant work. Glaeser et al. (2019) study an optimal pick-up location for a buy-online-pickup-in-store grocery retailer. They build a prediction model based on a machine learning algorithm
to guide an e-retailer with a unique last mile delivery strategy to optimize its operating locations.
Cachon (2014) develops a model to study optimal retail supply chain design to minimize both
operating costs and emission costs. The author finds that improving consumer fuel efficiency is the
most efficient way to reduce emissions incurred in the retail supply chain. Kabra et al. (2016) study
how accessibility and bike-availability affect bike-share ridership using a structural demand model.
In their setting, the distance to a nearest station is a key driver in the commuter’s utility function.
Zheng et al. (2018) also study the customer preference for the bike share system using a structural
model. They show that the bike share system in London can be improved upon when taking the
network effects into account. Qi et al. (2018) study how retailers can foster shared mobility for
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last-mile home delivery services. They find that although crowd-sourcing shared mobility is not
scalable in high demand density areas, the e-retailers can benefit from using shared mobility service
in low-demand-density areas, during off-peak hours, and increasing the car loads. In this work, we
aim to increase customer convenience and adoption of our retailer by identifying regional specific
optimal fulfillment offerings.
In terms of methodology, we add to the growing structural modelling literature in operations management. Our work is related to prior papers based on a utility maximizing framework: Musalem
et al. (2010) build a structural demand model to capture the effect of out-of-stocks on customer
choice using a random-coefficients multinominal logit model. Two aforementioned studies, Kabra
et al. (2016) and Zheng et al. (2018), also use the multinominal logit model to study customer
behavior. We use a multiple discrete-continuous extreme value (MDCEV) model (refer to Bhat
(2008)), which is based on the multinominal logit model. The MDCEV allows a multiple discretecontinuous solution in a customer utility function. This provides us with the flexibility to model
customer purchasing any dollar amounts of items across multiple categories. The paper closest to
ours is Shriver and Bollinger (2015). They develop a customer choice and demand model based
on the utility maximizing frame work in a fashion retail setting and find that a 10% reduction in
distance to the nearest retail store increases total expenditures among existing customers by 2%.
In their counter-factual analysis, they explore channel-based pricing policies and identify desirable
locations for retail entry.

4.3. Preliminary Data Analyses
We use the 2014 to 2016 sales data from our partner retailer. The dataset includes every customer
purchase from 2014 to 2016 and which fulfillment choice the customer made (i.e., pick-up or delivery). Each delivery order is associated with a delivery fee of $8 to $15, depending on the region.
Alternatively, customers can purchase a monthly unlimited delivery subscription for $29 to $39,
again depending on the region. We aggregate the data into customer-week observations. We find
that for a given week, the majority of customers use only one fulfillment method (i.e., either pickup or delivery). To understand the customer purchasing behavior better, we provide a descriptive
analysis in Table 19.
We run three specifications with week fixed effects to control for time trends and macroeconomic
conditions and customer fixed effects to control for time-invariant customer characteristics (e.g.,
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(1)
Total Spending ($)

VARIABLES
No. Pick Up Orders

(2)
Total Spending ($)

69.943***
(1.074)
83.309***
(1.281)
97.492***
(1.995)

No. Subscribed Delivery Orders
No. One Time Delivery Orders
1. Purchased Delivery Subscription

169.391***
(6.678)

Subscription Fee ($)

Y
Y

0.004***
(0.000)
-0.017***
(0.006)
0.001
(0.001)
Y
Y

608,570
0.630

561,643
0.325

One Time Delivery Fee ($)
Distance to the Nearst Pick-up Location
Customer Fixed Effect
Week Fixed Effect

(3)
No. One Time Delivery Orders

Y
Y

Observations
608,570
R-squared
0.838
Double clustered (by customer-week) robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.10

Table 19: Descriptive Regression Results.
household size and taste). These customer fixed effects also control for average spending and fulfillment behavior, so that the analysis is estimated within customers (i.e., the analysis documents how
changes in fulfillment behavior are associated with changes in purchasing behavior).
In the first regression (column (1) in Table 19), we examine how average total customer spend differs
between pick-up orders, delivery orders made with a delivery subscription, and delivery orders where
the customer pays a one-time delivery fee. We see that the pick-up orders on average have the
smallest basket size ($69.94), followed by delivery orders made with with a subscription ($83.31)
and delivery orders made with a one-time fee ($97.49). Note that the total spending only aggregates
the monthly product purchases and does not include any delivery fee.
In the second specification (column (2) in Table 19), we examine how customers’ monthly spending
changes when they purchase a delivery subscription. The results suggest that her monthly spending
increases by $169 on average. Finally, in the last specification (column (3) in Table 19), we examine
how subscription fees, onetime delivery fees, and the distance to the nearest pick-up location relate
to the number of one-time delivery orders. The results suggest that increases in subscription fees are
associated with increases in the probability of one-time delivery orders. We also find that increases
in the one-time fee are associated with a decreases the probability on one-time delivery orders.
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Using Delivery Increases Order Size
Weekly Purchase Increase by Category
12%
10%
8%
6%
4%
2%
0%

Figure 12: Weekly Purchase Increase by Category When Switching From Pick-up to Delivery Based on 404,799 customer‐week pair observations; within‐customer estimator
Within Customer Effect.
This result is intuitive - customers who choose to use delivery decide whether they are better off
purchasing a subscription or paying a fee each time (i.e., subscription and one time fees act as
substitutes).
Because we find that customers increase their spending when they use the delivery fulfillment method
compared to when they use the pick-up method, we examine how the increase in spending is spread
across product categories by running a regression including customer fixed effects. In Figure 12, we
plot a bar graph indicating by how much each category spend increases when a customer switches
from pick-up to delivery. We see that purchase increases most for the non-perishable products.
These are higher margin items compared to the perishable products for our partner retailer. This
suggests that when customers switch their fulfillment method, the dollar value of basket increases
and the basket margin also increases. Therefore, we would want to capture this effect it in our
model.
4.3.1. Effect of Delivery Offerings
In this subsection, we present the results of our investigation of the effects of delivery offerings. In
particular, we are interested in the following questions: 1. how does introducing home delivery service
change regional sales? 2. How does introducing delivery change customers’ purchasing behavior? 3.
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13

VARIABLES

(1)
log(Aggregated $ Sale)

(2)
log(Aggregated $ Sale)

1.640***
(0.219)
0.996***
(0.146)
0.006***
(0.002)
1.496***
(0.036)
N
Y
Y

4.151***
(0.331)
0.899***
(0.166)
0.006***
(0.002)
1.393***
(0.114)
Y
Y
Y

78,960
0.612

78,960
0.622

1. Delivery Availability
Number of Pick Up Locations
Aggregate Coupon Redeemed ($) by Zipcode
Constant
Zipcode Fixed Effect * 1. Delivery Availability
Zipcode Control
Week Control
Observations
R-squared
Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.10

* significant
coefficients
only
Table
20: Effect
of Delivery
Introduction on Aggregated Zip-Code Sales.

Are these purchasing behavior changes associated with customer’s demographic characteristics? Our

Effect
of Delivery
Introduction
Zipcode its home delivery option
empirical strategies are rooted in the
setting
we study:
the firm by
introduced
4500%

in stages at the zip code level (supplementing pick-up locations). For our purposes, we conceptualize
4000%

3500%
making home delivery available
to a customer or region as applying a treatment of interest.
3000%
2500%

We are first interested in measuring the magnitude of the home delivery treatment effect on pur2000%

chasing behavior. Second,
1500%we investigate whether the treatment effects are heterogeneous across
1000%

customers demographics and purchasing intent and, if so, how. In other words, we consider whether
500%

delivery has heterogeneous0%treatment effects, analogous to how a medical researcher would consider
-500%

0

20

40

60

80

100

120

whether a medicine’s efficacy and side effects may depend on a patient’s age, gender, ethnicity, or
existing health conditions.
First, we run a difference-in-difference regression at the zip-code level to examine how the introduction of delivery affects zip-code aggregated sales for each week. We limit the sample in this analysis
to zipcodes that did not have delivery service when the retailer entered the region. In column (1)
in Table 20, we report the output from the following regression specification.

log(Salesit ) = β0 + β1 Delivery Availabilityit + β2 Number of Pick-up Locationsit + i.Zipcodei +
i.Weekt + it . (4.1)
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Effect of Delivery Introduction by Zipcode
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Figure 13: Effect of Delivery Introduction in a Zipcode Yields Heterogeneous Results.
The coefficient on the delivery availability indicator variable suggests that the introduction of delivery
is associated with 415.5% (= (exp(1.64) − 1) ∗ 100%) increase in sales. To find whether this is a
homogeneous effect across zipcodes, we run another specification (column 2) where we include an
interaction term for each zip-code dummy variable and delivery availability indicator variable.
In Figure 13, we plot the net effect of delivery availability for each zip-code. Each circle represents
the time-averaged percentage change in weekly aggregated sales for a particular zip-code. Over half
of the zip-codes see a large increase in sales ranging from 300% to 3880%. However, there are also
a subset of zip-codes that do not benefit much from the delivery introduction. Less than 5% the
zipcodes see a statistically significant decrease in sales based on our regression, even when we control
for the number of pick-up locations in each zip-code, each week. This is likely due to randomness in
the data and this does not necessarily suggest that some zipcodes will see a decrease in sales when
the retailer offers delivery service in addition to the current pick-up service. The large variation in
the effect of delivery introduction emphasizes the importance to our partner retailer of identifying
the zip-codes that will adopt the delivery service on a large scale.
One limitation of this analysis is that our sample is not randomly selected. The company decides
where to introduce the delivery service and therefore, the documented effect may be biased upward by
selection if the retailer introduces delivery in zip-codes where it expects sales to increase. Therefore,
we employee a regression discontinuity design (RDD) to estimate the local average treatment effect
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of delivery introduction.
A key assumption underlying the validity of the causal treatment-control comparisons is that the
expected change in sales for customers just inside the zip code border is the same as the expected
change in sales for customers just outside the zip code board, except for the effect of delivery option
(the “parallel trends” assumption).
This assumption is important because when our partner retailer chooses a zip code or codes to
be treated (i.e., in which to roll out home delivery), it nearly certainly does so after weighing
its own evaluation of the effect on the revenues and profits from the treated area. The parallel
trends assumption allows us to select empirical comparisons that avoid selection bias from the
firm deliberately targeting zip codes. We assume that unobservable characteristics that may affect
customers’ purchasing behavior are similar around zip-code borders. For example, we assume that
individuals just inside or outside the zip code border face essentially the same availability of outside
retail options (e.g., if a new supermarket opens that customers could choose over our partner retailer,
we assume that this supermarket is for all intents and purposes equally available regardless of where
individuals are just inside or just outside the zip code border).
We assume that a customer’s prospective treatment effect is a function of her observable features
and unobservable local factors. By local factors, we mean those that are shared by neighbors in
close geographical proximity (e.g., high traffic, accessibility of outside shopping/dining/etc. options,
weather, common needs). This is equivalent to the local continuity assumption in RDD.
In Figure 14, we show how we implement the RDD framework in our setting. For a given week, we
find delivery borders and capture customers who are living within 0.5 miles, 1 miles, and 2 miles of
the delivery borders.
Using the RDD framework, we run a difference-in-difference regression using the aggregated weekly
spending for the treated and untreated regions, within 0.5, 1 and 2 miles respectively. In other words,
we are treating the customers that are just outside of the delivery border as a control group, and the
customers that are just inside the delivery border as a treatment group. When capturing customers
within 0.5 miles from the delivery border, we find that the delivery availability increases the sales
by 150% (= (exp(0.918) − 1) ∗ 100%)) in the affected regions (Table 21). As the distance from the
delivery border increases, our assumption of treated and untreated customers having homogeneous
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Regression Discontinuity Design (RDD)

Assumption:
Customers around the
border have similar
characteristics

Figure 14: Regression Discontinuity Design - Customers within 0.5 Miles of Delivery Borders.
unobserved characteristics becomes more unlikely. As a result, in column(2) and column (3) Table
21, we see an increased effect of delivery introduction of 225% and 511% when we use customers
within 1 miles and 2 miles, respectively.
Via the RDD framework, we are able to accurately capture the local treatment effect. However,
one main question remains: are there any observable characteristics that are associated with the
effect of delivery introduction? In other words, are customers in certain regions more likely to adopt
delivery and if so, what are their characteristics? To answer this question, we need customer level
demographic data which the company did not have access to. Therefore, we obtain block group
level census data, which is the most granular level census data available. We link that data to each
customer using their home address and use the data as a proxy for the customer’s attributes.
The results in column (2) suggest that delivery availability increases customer spending by more
when income is larger. Specifically, the results suggest that a 1% increase in income causes an
additional 0.009% increase in sales when delivery is available. This effect is incremental to the
0.003% increase in sales when delivery is unavailable.
So far, we document empirical evidence of the effect of delivery introduction. We find that introducing delivery increases sales by 416% on average in the regions that were selected to have delivery
service by the retailer. Looking specifically at the zip-code level, we find that the effect of delivery
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9

VARIABLES

(1)
(2)
(3)
log(total weekly spending) log(total weekly spending) log(total weekly spending)
0.5 miles
1 mile
2 miles

Delivery Availability
Constant
Week Control

0.918***
(0.027)
7.002***
(0.014)
Y

Observations
626
R-squared
0.847
Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.10

1.177***
(0.027)
7.635***
(0.014)
Y

1.807***
(0.032)
8.427***
(0.016)
Y

626
0.887

626
0.923

Table 21: Effect of Delivery Availability on the treated regions – Regression Discontinuity Design.

VARIABLES
1.Delivery Availability

(1)
(2)
(3)
(4)
(5)
log($ spending) log($ spending) log($ spending) log($ spending) log($ spending)
0.203***
(0.013)

0.107***
(0.033)
0.003***
(0.001)
0.009***
(0.003)

log(income)
1.Delivery Availability * log(income)
log(population density)

0.179***
(0.027)

1.Delivery Availability
*log(density of population w/ grad degrees)

Observations
R-squared
Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.10

-0.001
(0.001)

-0.002**
(0.001)
0.007***
(0.002)
-0.045***
(0.016)
Y
Y
25,574,604
0.022

0.003
(0.003)

log(density of population w/ grad degrees)

Zipcode Control
Week Control

0.094***
(0.033)
0.004***
(0.001)
0.006*
(0.003)

-0.004***
(0.001)

1.Delivery Availability
* log(population density)

Constant

0.158***
(0.018)

-0.009*
(0.005)
Y
Y

-0.048***
(0.016)
Y
Y

0.019*
(0.011)
Y
Y

0.007***
(0.002)
-0.000
(0.008)
Y
Y

25,574,604
0.022

25,574,604
0.022

25,574,604
0.022

25,574,604
0.022

Table 22: Effect of Delivery Availability on Individual Spending – Customer Attributes Interaction
Model.
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introduction on sales vary significantly. Regions with high education and high income residents see
a greater increase in sales than other regions. This motivates us to build a structural model to more
precisely determine how customer demographic can help determine the retailer’s choice of fulfillment
options.

4.4. Structural Model
In this section, we develop a structural model to capture the drivers of the fulfillment channel
choice and expenditure motivated by the results of our causal analyses. In particular, we expand
on the evidence from our causal analyses that fulfillment options influence customers’ purchasing
behavior, and that they moreover affect customers disparately based on their heterogeneous needs
and backgrounds. A structural analysis extends each contribution. First, it enables us to quantify the
impact of home delivery on revenue (value to firm), but also the value to the customer of the home
delivery and pickup options. Second, customers’ heterogeneous responses to available fulfillment
options informs us about which types of customers draw value from each option, including how
much and why.
4.4.1. Customer’s sequence of decisions
In this subsection, we present the customer’s decision process in our model. Each week t, the
customer (i.e., household) i engages in the following sequence of decision-making.
1. Budget: First, she is endowed with her weekly household budget, Bit . Her budget is drawn i.i.d.
from the log-Normal distribution with Normal mean µi,Budget and standard deviation σi,Budget .
2. Grocery spending and fulfillment choice: Next, she simultaneously decides (A) whether to purchase from the grocery retailer, (B) the fulfillment type (i.e., delivery or pick-up), and (C) if purchasing, how much of her budget to allocate to groceries. Reflecting the behavior observed in our
data, she will be restricted to choose a single fulfillment type for the week.
Her anticipated payoff from spending dollar amount eDelivery
∈ (0, Bit ] on a delivered grocery purit
chase is: viDelivery (eDelivery
)+log(Bit –eDelivery
–DeliveryF eeit )+ωiDelivery +Delivery
, the first term
it
it
it
is her expected utility derived from consuming her grocery purchases once received, the second term
is her utility from outside spending (of leftover budget), and the third and fourth terms together
represent her utility derived from the delivery shopping experience itself. A weekly stochastic component, Delivery
, captures week-to-week variation in, for example, her (in)convenience of receiving
it
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a delivery.
ickup
Similarly, she anticipates from opting for the pick-up purchasing transaction: viP ickup (eP
)+
it
ickup
ickup
log(Bit –eP
) + ωiP ickup + P
. Customer i’s (dis)utility from pickup, ωiP ickup , will be specit
it
ickup
and P
ified later to depend on the distance to her nearest pickup location. Both Delivery
it
it

are distributed i.i.d. over customer-weeks from extreme value distributions with respective scale
parameter σf ulf illment .
The customer’s anticipated utility directly derived from her purchases (i.e., viDelivery and viP ickup )
are explained further in the next decision step.
3. Spending on product categories: Lastly, she decides how to split her grocery spending between the
categories of perishable and nonperishable goods. Notably, we allow her preferences for consuming
from a product category to depend on her chosen fulfillment method: e.g., a given customer may
prefer to order hefty nonperishables only when she can have them conveniently delivered to her
doorstep.
Suppose she has chosen to purchase this week. While browsing the grocery inventory, she considers
her marginal needs for consumption of goods in each category. Without loss of generality, she
decides to spend epersihable
of her grocery spending Eit to spend on perishable products. If she is
it
P erishable,Delivery
purchasing through delivery, her spending on perishables yields the utility: ψit
×
P erishable
γiP erishable,Delivery × log(eit /γiP erishable,Delivery + 1) where ψit
is her base marginal need for

consumption of perishables in week t, and γiP erishable is her satiation parameter for the category of
perishables.
P erishable,Delivery
Her nonperishable spending yields the same after replacing ψit
and γiP erishable,Delivery
N on−P erishable,Delivery
by ψit
and γiN on−P erishable,Delivery , respectively. Analogous parameters are em-

ployed for the pick-up option.
Lastly, while a customer’s category satiation rates (by fulfillment method) are fixed week to week,
her marginal needs for consuming each category combine both an individual fixed effect and an
idiosyncratic component that varies naturally week to week. Using the perishable category and
P erishable,Delivery
P erishable,Delivery
delivery fulfillment as an example: ψit
= ψiP erishable,Delivery × ηit
,

where ηit is distributed i.i.d. extreme value with scale parameter ση for both categories.
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To summarize the customer’s last decision, she observes the stochastic component of her marginal
N on−P erishabble
P erishable
category needs, ηit
, and ηit
, for the chosen fulfillment method. Then, based

on this information, she decides how to split her grocery spending Eit between the perishable and
nonperishable categories of goods.
4.4.2. Customer preferences and characteristics
A customer i’s weekly decisions will depend on her preferences and tastes. These are captured by
the following preference parameters, which we collectively label as θ:
• Budget parameters: µi,Budget and σi,Budget
• Fulfillment method preferences: ωiDelivery , ωiP ickup
• Consumption marginal utilities by category - fulfillment: ψiP erishable,Delivery ,
ψiN on−P erishable,Delivery , ψiP erishable,P ickup , ψiN on−P erishable,P ickup
• Satiation rates by category / fulfillment: γiP erishable,Delivery ,
γiN on−P erishable,Delivery , γiP erishable,P ickup , γiN on−P erishable,P ickup
We allow customers’ preferences to relate to their underlying demographic and access characteristics,
Xit .
• µi,Budget ∼ N ormal(Xi,Budget βbudget , σµ ) where Xi,Budget includes customer i’s income, educational attainment, age, and an intercept
• σi,Budget ∼ P oisson(Xi,Budget βbudget )
• ωiP ickup ∼ N ormal(Xi,P ickup βP ickup , σpickup ) where XiP ickup includes customer i’s income,
educational attainment, age, distance to nearest pickup location, squared distance to nearest
pickup location, population density, and a neighborhood fixed effect as intercept.
• ωiDelivery ∼ N ormal(Xi,Delivery βDelivery , σDelivery ) where XiDelivery includes customer i’s income, educational attainment, age, population density, and a neighborhood fixed effect as
intercept.
• (ψi , γi ) ∼ N ormal(Xiconsumption Mconsumption , ΣDelivery ) where Xiconsumption includes customer i’s income, educational attainment, age, economic activity (metric of competitive retail
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presence), and a regional fixed effects as intercepts.
Ultimately, an interesting comparison emerges between how much of customers’ purchasing behavior
is explained by demographic features (generalizing into new regions) and neighborhood fixed effects
that must be learned locally. The model’s estimates will also reveal what aspect(s) of customer
behavior – e.g., fulfillment method convenience or product category tastes – should be the focus of
local learning when entering a new market. Likewise, the estimation will identify key demographic
features of value, e.g., in deciding which markets to enter.
4.4.3. Customer’s Problem
Given the customer’s preference and taste parameters which are related to their underlying demographic and access to fulfillment options, the customer solves the following utility maximization
problem to determine her purchasing decision every week. More specifically, she decides whether
to purchase from our partner retailer, and if so, which fulfillment option to use, and how much
of perishable and non-perishable products to purchase. The decision variables, ef k , indicate the
purchase amount of category k products using fulfillment method f , and we express the collection
of them in a vector form, ~e. We omit the customer and week subscript for brevity.
X

max U (~e) =
~
e

X

ef k
+ 1) + log(z)
γf k

(4.2)

subject to: ef k >= 0

(4.3)

z>0

(4.4)

eD,k > 0) + z = B

(4.5)

Ψf k γ f k (

f ∈P U,D k∈P,N P

X

X

f ∈P U,D k∈P,N P

ef k + fD I(

X

k∈P,N P

The first utility term captures the utility the customer gets when purchasing ef k worth of category k
products using fulfillment method f . In our model, we split the grocery products into 2 categories:
perishable (P) and non-perishable (NP). There are two fulfillment methods: pick-up (PU) and
delivery (D).
The second utility term captures the utility the customer receives by spending z in outside option
(i.e., other grocery retailers). Ultimately, if the customer receives higher marginal utility from an
outside option, she will choose to purchase her grocery from a competitor.
The customer maximizes her utility subject to all expenditures spent in our partner retailer, ef k ,
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greater than or equal to zero, and the her expenditure at an outside option, z, great than zero.
Finally, the weekly endowed budget B equals the sum of all grocery expenditures and a delivery fee
if the customer decides to use a delivery option. This is captured by the second term in the equation
4.5.
We split the customer decision making process into two stages. For each fulfillment options, customer
first determine what would be the most optimal allocation of her budget. In total, the customer
decides whether to purchase from our partner grocery and if so, whether to use delivery or pickup, given her utility computation based on the optimal allocation of her budget in each fulfillment
option.
Table 23 summarizes the definitions and interpretations of the parameters that we estimate in our
model.

4.5. Model Estimation
We estimate the structural model using importance sampling methods. Under this approach, we
first sample customer preference parameters from a proposal distribution that shares the same
support as the true distribution. Next, a log likelihood is computed for each pairing of a customer’s
observed behavior with a sampled set of preferences. Finally, the problem of recovering the maximum
likelihood values of the population distribution of tastes is recast as an optimization over weightings
of the evaluated log likelihoods. The computational merit is that likelihood evaluations can be
pre-computed once in a single stage.
The outline below first covers the likelihood evaluation as our building block, before turning to the
importance sampling optimization problem.
4.5.1. Likelihood evaluation
Consider the set of observations for customers indexed by i, each covering ni weeks. The likelihood
evaluation takes as its input:
• Customers’ weekly states Xit , which includes both the customer’s characteristics and potentially time varying factors such as nearest pickup location, delivery fee structure, and the
retailer’s category price indices. These state data are organized into the matrix X with rows
Xit . (Xi refers to the rows for customer i.)
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Utility obtained from using a delivery/pick-up
service regardless of basket size

Definition

ϒ_pickup, non-perishable

ϒ_pickup, perishable

ϒ_delivery, non-perishable

ϒ_delivery, perishable

The higher the parameter Omega, the higher the utility a customer
gets from the delivery/pick-up service.

Interpretation

Table 23: Parameter Definitions and Interpretations.

The satiation parameter captures how quickly
the marginal utility diminishes as customers
purchase more.

The higher the parameter Gamma, the less satiation the categoryfulfillment option provides. In other words, the decrease in marginal
utility is smaller for category-fulfillment options with higher Gamma.
Given the same baseline utility of the category-fulfillment options,
customers would purchase a larger amount of the category using the
fulfillment method with the higher Gamma parameter.

Marginal utility from purchasing perishable/nonAt zero consumption, customers will choose the category-fulfillment
perishable products using delivery/pick-up
option with highest Psi to increase their utility.
service at zero-consumption

Satiation Parameters for Fulfillment Method - Product Category (Gamma)

ψ_pickup, non-perishable

ψ_pickup, perishable

ψ_delivery, non-perishable

ψ_delivery, perishable

Baseline Utility Parameters for Fulfillment Method - Product Category (Psi)

ω_pickup

ω_delivery

Fulfillment Method Utility Parameters (Omega)

Parameters

ickup
• Customer’s weekly decisions, given by the expenditure vector, Yit = eDelivery
, eP
, where
it
it

at most one element is nonzero. These are similarly organized into matrix Y with rows Yit and
originate from the data.
• The set of parameter draws θ, such that θit = (µit,Budget , σit,Budget , ωit , Ψit , γit ).
Given our model and data, our final likelihood over ni weeks observation for customer i takes each
QI
QI QN
probability of observing purchase outcomes for each week. L(θ) = i=1 Li = i=1 n=1 Lit .
Next, we define likelihood for each purchasing occasion’s two stage problem for a customer. As
mentioned in Section 4.4, the customer first evaluates the utility she would receive from purchasing
perishable and non-perishable products for each fulfillment method. Her problem in this stage is
then to maximize the following utility function.

max U (~e | e∗f > 0) =
~
e

X

Ψf k γ f k (

k∈P,N P

ef k
+ 1)
γf k

subject to: ef k >= 0
X
ef k = e∗f

(4.6)
(4.7)
(4.8)

k∈P,N P

The utility function is a linear expenditure system where we assume additive separability of preferences and that all the goods are strictly Hicksian substitutes. Following Bhat (2008), we use a
generalized variant of the translated constant elasticity of substitution function as our utility function
in the consumer’s second stage problem.
This utility maximizing problem is analogous to a multinomial logit model, but instead the customer
can choose multiple choices and the expenditure level for each choice. When we assume an extreme
value error structure, this falls under the class of multiple discrete-continuous extreme value models
(Bhat (2008)).
Since both the utility function and the constraint equations are continuously differentiable, we can
solve the optimization problem using the Kuhn-Tucker theorem. The Lagrangian for the problem is
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then:

L = U (~e | e∗f > 0) − λ(e∗f −

X

ef k ).

(4.9)

k∈P,N P

Following Bhat (2008), the likelihood of purchasing e∗f k given a fulfillment method f is:
∗

l (~e

|e∗f )

Y 1
 X
+
γ
=
m
e∗
m
m m

1
e∗
m

Q vm

1
me
P
(M − 1)!
( k∈P,N P evk )K
+ γm

(4.10)

where the number of chosen categories is M , and the number of categories available is K.
Next, for the fulfillment choice decision we closely follow Shriver and Bollinger (2015). Based on
two optimality conditions, our likelihood of the expenditure vector becomes:

l (~e = ~e∗ ) = Jacobianit φ(vit /ωi,Budget ) × exp(Wit /ωf ulf illment )/[exp(Vit /σf ulf illment )]

(4.11)

×(1 − Λ([log(Bit ) − Vit ]/σf ulf illment ) × Λ[log(Bit ) − Vit0 ]/σf ulf illment ).

(4.12)

Then for a given week and customer observation, the likelihood of optimal fulfillment choice and
expenditure is:

l (~e∗ |e∗f ) × l (~e = ~e∗ ) × l (~e = e~∗ = 0).

(4.13)

4.5.2. Importance sampling methodology
We set the proposal distribution by initial parameters ρ0 . For each observation i,t in the data, we
apply ρ0 to Xit to draw values of θit by drawing the “error” terms once for each customer. For
example, µi,Budget is drawn once for customer i but when she grows 1 year in age, she keeps the
stochastic component of the draw and only adds 1 times the coefficient on age. Define this set of
draws as θ(1) .
(1)

We then store the likelihood value of the draw for each i in vector f (θi ; ρ0 ). In other words, each
(1)

customer i gets f (θi ; Xit , ρ0 ) stored in the vector. Repeating this procedure B times, we obtain
(1)

(B)

θ(1) ... θ(B) and store likelihood values of draws f (θi ; ρ0 ), . . . f (θi
function, we evaluate and store:

(b)
LEvali

=

(B)
L(Yit |Xit , θi )
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; ρ0 ). Based on our likelihood

for b = 1, . . . , B, ∀i.

At this point, we are done with all likelihood evaluations required for estimation. Our estimation
objective is to consistently estimate the true parameters ρ.

ρEst = argmaxρ

X

log{(1/B) ×

i

B
X

(b)

(B)

LEvali × f (θi

(B)

; ρ)/f (θi

; ρ0 )}

(4.14)

(B)

; ρ)dθ}.

(4.15)

b=1

=argmax
˜
ρ

X

Z
log{

L(Yit |Xit , θ) × f (θi

i

4.6. Estimation Results
In this section, we present preliminary results from our initial estimation of ρ0 . In Table 24, we
report the correlation table of the parameters. First, we note that the budget is more negatively
correlated with the utility of the pick-up option than the delivery option. In terms of product
category utility, we find that the same categories have correlated marginal utility across fulfillment
methods.
To study how the model parameters vary based on customer characteristics, we provide in Table 25
the average parameters for four groups of customers: those who use delivery service only, who use
pick-up service only, whose income is below the sample median (lower income), and whose income
is above the sample median (higher income).
We first compare the average parameters of customers who use only delivery or pick-up, and second
compare the average parameters of customers with low or high income. For the first two groups
of customers, we find that both delivery customers and pick-up customers have the same average
budget parameter. However, looking at the omega values, we see that on average, the delivery
customers receive higher utility from using the delivery service compared to the pick-up service
and the pick-up customers receive higher utility from using the pick-up service than the delivery
service. The delivery customers has a higher baseline utility from perishable products than from nonperishable products. This indicates that delivery customers receive higher utility from purchasing
perishable products than non-perishable products. However, given that the satiation parameter
for non-perishable products is much larger than that of the perishable product, they purchase a
larger amount of non-perishable items. On the other hand, we see that the baseline utility, ψpickup ,
for perishable and non-perishable products are comparable, suggesting that they purchase both
perishable and non-perishable products to maximize their utility. Given that they have a higher
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μ_budget
ω_delivery
ω_pickup
ψ_delivery, perishable
ψ_delivery, non‐perishable
ψ_pickup, perishable
ψ_pickup, non‐perishable
ϒ_delivery, perishable
ϒ_delivery, non‐perishable
ϒ_pickup, perishable
ϒ_pickup, non‐perishable

1.00
‐0.07
‐0.18
0.40
0.28
0.41
0.35
‐0.10
‐0.11
‐0.20
‐0.08

μ_budget
1.00
0.08
0.01
‐0.05
‐0.05
0.02
0.01
0.03
0.01
0.01

ω_delivery

1.00
‐0.16
‐0.07
‐0.06
‐0.15
0.13
0.15
0.17
0.10
1.00
0.22
0.25
0.18
‐0.25
‐0.08
‐0.11
‐0.07

ψ_delivery,
perishable

1.00
0.12
0.15
0.02
‐0.10
‐0.10
‐0.29

ψ_delivery,
non‐perishable

1.00
0.24
‐0.05
0.08
‐0.18
0.08

ψ_pickup,
perishable

1.00
‐0.01
‐0.12
0.03
‐0.05

ψ_pickup,
non‐perishable

Table 24: Correlations across parameters.

ω_pickup

1.00
0.12
0.12
0.01

ϒ_delivery,
perishable

1.00
0.08
0.10

ϒ_delivery,
non‐perishable

1.00
0.12

ϒ_pickup,
perishable

1.00

ϒ_pickup,
non‐perishable

μ_budget
ω_delivery
ω_pickup
ψ_delivery, perishable
ψ_delivery, non-perishable
ψ_pickup, perishable
ψ_pickup, non-perishable
ϒ_delivery, perishable
ϒ_delivery, non-perishable
ϒ_pickup, perishable
ϒ_pickup, non-perishable

Delivery Only
5.0
1.9
-34.4
34.8
6.4
0.5
0.1
6.1
216.4
240.3
265.6

Pick up only
5.0
-2.6
43.2
83.8
13.2
79.4
94.6
391.4
335.7
136.9
382.9

Income < Median Income > Median
4.7
5.2
-2.2
-1.7
42.4
16.2
17.1
117.5
2.1
19.5
51.4
71.1
62.2
88.3
132.0
461.0
358.4
222.9
131.0
146.0
371.7
305.8

Table 25: Mean Parameters by Customer Group.
satiation parameter for non-perishable products for pick-up, it is optimal to purchase higher amount
of non-perishable products than perishable products. It is interesting to see that the baseline utility
and satiation parameters for delivery are quite large for pick-up customers. This suggests that
deciding to pick-up instead of having the order delivered is optimal due to the utility from the
fulfillment option rather than the utility of purchasing specific item using the fulfillment option.
Next, we compare customers with lower or higher income. We find that higher income customers have
a higher budget. However, we find that on average, lower-income customers receive higher utility
from using the pickup option. The higher-income customers do not receive as high utility from using
the pick-up option as the lower-income customers. The baseline utility for purchasing products
using delivery is much higher for the higher-income customers. Looking at the satiation parameters,
the higher-income customers have high satiation parameters for perishable products using delivery,
suggesting that they will purchase a large amount of perishable products using delivery. On the other
hand, the lower-income customers have higher satiation parameters for non-perishable products,
suggesting that they would purchase more non-perishable products than perishable products.
Next, we present the estimates of the projection of our model parameters onto demographic variables
in Table 26. We find that utility from using delivery service is positively associated with income,
population density, age and density of households with a minor. Similarly, we find that utility
from using the pick-up service is negatively associated with income, population density, density of
households with a minor and distance to the pick-up location. We find that the distance to the
closest pick-up location has a diminishing margin of utility (i.e. the distance effect is non-linear).
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ϒ_pickup, non-perishable

ϒ_pickup, perishable

ϒ_delivery, non-perishable

Satiation Parameters for Fulfillment Method - Product Category
ϒ_delivery, perishable

ψ_pickup, non-perishable

ψ_pickup, perishable

ψ_delivery, non-perishable

113.126***
(12.260)
-17.531
(10.684)
-18.439
(14.792)
-66.809***
(14.923)

3.793
(8.173)
4.211*
(2.361)
12.293***
(3.722)
11.922
(9.945)

0.351***
(0.094)
-10.701***
(0.806)

53.911***
(1.109)

0.002***
(0.001)
-0.002***
(0.001)
0.005***
(0.001)
-0.004***
(0.001)

-0.002***
(0.000)
0.000
(0.000)
0.000**
(0.000)
0.000
(0.001)

0.001***
(0.000)
-0.000***
(0.000)

-0.000***
(0.000)

log(population
density)

-2.524***
(0.779)
-4.641***
(0.679)
-1.608*
(0.940)
-2.081**
(0.948)

-0.332
(0.519)
0.384**
(0.150)
-0.568**
(0.237)
1.986***
(0.632)

0.150***
(0.023)
-0.002
(0.050)

-2.856***
(0.071)

age

90.468**
(42.655)
-129.641***
(37.173)
286.617***
(51.465)
-475.585***
(51.921)

20.445
(28.434)
-25.165***
(8.214)
-44.008***
(12.948)
-52.702
(34.599)

16.308***
(1.441)
-24.269***
(1.817)

177.737***
(4.344)

% households
with minor

Table 26: Hyper parameter estimates.

Baseline Utility Parameters for Fulfillment Method - Product Category
ψ_delivery, perishable

ω_pickup

Fulfillment Method Utility Parameters
ω_delivery

μ_budget

log(income)

-0.354***
(0.121)

distance to the
closest pickup
location

0.005***
(0.001)

distance to the
closest pickup
location^2

Not included

Not included

Not included

Not included

Not included

Not included

Not included

Not included

Not included

Not included

Not included

Regional Fixed
Effect

Based on the coefficients of the baseline utility parameters and satiation parameters, we conclude that
as income increases, the baseline utility is higher for all categories. This suggests that higher income
customers are more likely to purchase from our partner retailer than customers with lower income.
Looking at the satiation parameter, we conclude that high income households have a high satiation
parameter for purchasing perishable products using delivery. This suggest that they would purchase
a large amount of perishable products using delivery. On the other hand, income is negatively
associated with the gamma parameter for purchasing non-perishable products using the pick-up
service, suggesting that those with high income purchase only a moderate amount of non-perishable
products when using pick-up. We find that household with minor variable is positively associated
with perishable satiation parameters and negatively associated with non-perishable parameters. This
suggest that those with minors purchase greater amounts of perishable products and lesser amounts
of non-perishable products when using either service.
It is also worth examining how much of the variation in the parameters the regional fixed effects
can explain relative to the demographic data we obtain from the census. We find that the regional
fixed effects can explain a majority of the variation in parameters (the R2 value improves to 45%
from 2% when we add the zip-code fixed effects). This suggests that our demographic variables are
not sufficient to provide accurate predictions of customer purchasing behavior and therefore it is
challenging to provide an optimal mix of fulfillment options for new markets where the retailer does
not have historical data on customer behavior.
Based on the hyper parameter estimates in Table 26, we create sets of model parameters for four
groups of customers. We use two levels of income ($50,000 and $200,000) and household composition
(households with and without minors). The other attributes are held constant, and since psi and
gamma variables have to positive, we normalize the parameter by adding a constant to all psi and
gamma variables. These parameters are shown in Table 27.
Using the parameters for four groups of customers, we conduct a numerical analysis to capture
the impact of fulfillment option offerings. In particular, we evaluate how much of the customer’s
utility will decrease when the customer’s fulfillment choice set decreases to only one of the options.
The utility gap is summarized in Table 28. Given that the magnitude of the coefficients for ‘%
households with minor’ variable is greater than the magnitude of the coefficients for the income
variable, we observe that income has limited a effect on the utility gap in this analysis. We find that
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Normalized Parameters
ω_delivery
ω_pickup
ψ_delivery, perishable
ψ_delivery, non-perishable
ψ_pickup, perishable
ψ_pickup, non-perishable
ϒ_delivery, perishable
ϒ_delivery, non-perishable
ϒ_pickup, perishable
ϒ_pickup, non-perishable

High-income;
households with no
minor
86.8
-133.7
63.0
47.2
107.2
70.2
443.9
434.7
201.4
476.6

High-income;
households with
minor
103.1
-158.0
83.4
22.0
63.2
17.5
534.4
305.0
488.0
1.0

Lower-income;
households with no
minor
86.3
-118.9
57.7
41.4
90.2
53.7
287.1
459.0
226.9
569.2

Lower-income;
households with
minor
102.6
-143.1
78.1
16.2
46.2
1.0
377.6
329.3
513.6
93.6

Table 27: Parameters used for numerical study.
Customer
Demographic

Budget

High-income;
households with no
minor
High-income;
households with
minor
Lower-income;
households with no
minor
Lower-income;
households with
minor

50
75
100
50
75
100
50
75
100
50
75
100

Utility Gap
Delivery Only Pick-up Only
7.3%
0.2%
10.3%
0.1%
12.8%
0.1%
0.0%
7.9%
0.0%
9.8%
0.0%
11.3%
7.2%
0.3%
10.0%
0.2%
12.4%
0.2%
0.0%
14.7%
0.0%
18.2%
0.0%
20.9%

Table 28: Utility Gap of Customers Based on Fulfillment Option Offerings.
the households without children prefer to use the pick-up service, and as a result, when they are left
with only the delivery option, their utility is significantly decreased. On the other hand, households
with children prefer to use the delivery service, and as a result, when they are left with only the
pick-up option, their utility is significantly decreased. For all groups of customers, as their budget
increases, the utility gap increases.
The initial results suggest that our retail partner should focus on offering delivery to areas that have
a larger proportion of the population with high income and children.

4.7. Conclusion
In this chapter, we study how an online retailer can optimize its fulfillment option offerings based on
regional customer demographics. We first establish the economic significance of introducing a new
fulfillment method. Because our retailer introduced delivery by zip code, we are able to compare
the change in purchasing behavior for individuals just within the zip code border to the change in
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purchasing behavior for individuals just outside the zip code border to estimate the causal effect of
delivery availability on customer purchasing behavior. Moreover, we find that the causal effect of
offering delivery varies significant with customer preferences and location characteristics.
In the next step, we use this empirical evidence to build and estimate a structural model. We build
the model on a customer utility maximization framework, where each customer faces a stochastic
need for groceries. We model the consumer’s decision to purchase from our retailer and, if they choose
to purchase, the decision of which fulfillment offering to use, based on latent consumer preferences,
fulfillment option availability, the availability of nearby grocers, and the consumer’s product mix
preference (e.g., non-perishable goods vs. perishable goods).
Based on the estimation results, we examine how customer demographic data can be applied when
determining the optimal fulfillment mix. We find that although demographic and regional attribute
data help predict and explain customer behavior, the regional fixed effects explain a great deal of
variation. This is consistent with what we observe with many large retail businesses’ expansion and
deduction of delivery service.
As a next step, based on our structural model, we plan to determine an optimal fulfillment option
offering based on specific regions and conduct a counter-factual analysis of the potential revenue
increase from implementation.
We believe our work provides an empirical blueprint for any retailer considering the optimal mix of
fulfillment offerings, and is particularly relevant to the growing segment of online retailers offering
BOPS fulfillment paired with home delivery.
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