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Abstract
This paper develops a distributed solution to the fully-heterogeneous containment control problem (CCP), for which not only
the followers’ dynamics but also the leaders’ dynamics are non-identical. A novel formulation of the fully-heterogeneous CCP
is first presented in which each follower constructs its virtual exo-system. To build these virtual exo-systems by followers, a
novel distributed algorithm is developed to calculate the so-called normalized level of influences (NLIs) of all leaders on each
follower and a novel adaptive distributed observer is designed to estimate the dynamics and states of all leaders that have
an influence on each follower. Then, a distributed control protocol is proposed based on the cooperative output regulation
framework, utilizing this virtual exo-system. Based on estimations of leaders’ dynamics and states and NLIs of leaders on each
follower, the solutions of the so-called linear regulator equations are calculated in a distributed manner, and consequently, a
distributed control protocol is designed for solving the output containment problem. Finally, theoretical results are verified by
performing numerical simulations.
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1 Introduction
Distributed cooperative control of multi-agent systems
(MASs) has gained significant interest from diverse com-
munities, due to its numerous applications in variety of
disciplines, such as cooperative networked mobile robots
control, distributed sensor networks, satellite formation
flying, cooperative vehicles formation control, coopera-
tive surveillance, and so forth [1,12,13,24,30]. One ma-
jor line of research on distributed cooperative control
of MASs is the consensus or synchronization problem,
which has been well investigated in the literature [29,30].
The consensus problem is generally categorized into two
main classes, namely, the leaderless consensus problem
and the leader-following consensus problem. In both of
these classes, agents must reach a common value or tra-
jectory of interest, and this common value is dictated by
the leader in the leader-following case. In many applica-
tions of MASs, however, agents are not meant to reach the
same value or follow the same trajectory. For instance,
in the containment control problem (CCP), which is the
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problem of interest in this work, there exist multiple lead-
ers, and the main objective is to design distributed con-
trol protocols under which the followers are driven into
the convex geometric space, i.e., convex hull, spanned by
the leaders. This convex hull can, for example, provide a
safe region for the followers to fall into. There has been
a large body of work on the CCP [2,6,13,14,16–20,23–
25,28,33,35,39–41], most of which considered the homo-
geneous CCP, in the sense that the followers’ dynamics
and the leaders’ dynamics are all identical.
Semi-heterogeneous CCP, for which the dynamics of
the leaders are identical but the dynamics of the follow-
ers can be non-identical, has been also considered in the
literature. The cooperative output regulation framework
has been widely employed [3,4,8–10,26,41,43] to solve the
semi-heterogeneous CCP. Agents’ dynamics are assumed
linear in [3,4,8,26,41–43] and the results are extended
to nonlinear dynamics in [9]. These results assume that
the leaders’ dynamics are all identical. However, in re-
ality, the leaders’ dynamics might not be identical, even
for the same type of systems, or can even change over
time, due to aging or component failure. Moreover, in
real world applications, a network of agents with differ-
ent dynamics can have more capabilities compared to a
network of homogeneous agents. Therefore, this assump-
tion might be rather restrictive, and not even be feasible
in some applications. For example, a group of underwater
unmanned vehicles (UUVs) moving in an unknown hos-
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tile coastal territory with naval mines, lacking advanced
sensors to detect imminent threats, can be guided to fall
into a safe region using leaders with different capabili-
ties and dynamics, such as helicopters, unmanned aerial
vehicles, trained dolphins, or UUVs equipped with more
advanced sensors or remotely controlled by a human op-
erator. Despite its importance, only a few results have
investigated the fully heterogeneous containment control
problem (FHCCP) with heterogeneous leaders and fol-
lowers [36,38]. In these approaches, however, it is assumed
that the leaders exchange information with each other
and can cooperatively design a so-called virtual leader
to describe the trajectories of all followers, and the com-
munication graph is assumed undirected. Moreover, how
the dynamics of such a virtual leader is chosen is not dis-
cussed. Finally, these solutions to FHCCP are not fully
distributed due to the requirement of knowing the Lapla-
cian’s sub-matrices of the communication graph to cal-
culate the controllers’ parameters. In [21] and [37], by us-
ing a recursive stabilization control method and based on
the adaptive internal model approach, an adaptive con-
trol protocol is presented to solve the FHCCP for a class
of linear MASs. These methods, however, are not fully
distributed due to the requirement of knowing the Lapla-
cian matrix of the communication graph in their design
procedure, and are restricted to agents with minimum
phase dynamics and the same relative degree.
To the best of our knowledge, the development of a fully
distributed solution to the FHCCP has not been investi-
gated in the literature, which motivates this study. Simi-
lar to [21] and [37], we first convert the output CCP into a
set of decoupled reference trajectory tracking problems,
in which each follower aims to track its virtual reference
trajectory, generated by its virtual exo-system. To con-
struct such virtual exo-systems for followers, it is first
shown that each follower needs to know the dynamics of
all of its influential leaders (i.e., the leaders that have
at least one directed path of some length to it), as well
as their so-called normalized levels of influences (NLIs).
Then, a novel distributed algorithm is developed to cal-
culate the NLIs of all leaders on each follower in a fully
distributed fashion by introducing novel concepts of lo-
cal adjacency matrix, local in-degree matrix, and local
Laplacian matrix. To estimate the dynamics of the in-
fluential leaders that the agents are reachable from in
a distributed manner, an adaptive distributed observer
is designed. The proposed distributed observer also esti-
mates the states of the leaders with nonzero NLIs. Using
calculated NLIs and the estimated dynamics and states
of the influential leaders on each follower, the followers
construct their virtual exo-systems and calculates their
control protocols in a completely distributed fashion.
Notations: Throughout the paper, <n and <n×m
represent, respectively, the n−dimensional real vector
space, and the n × m real matrix space. N denotes the
set of natural numbers. 0m×n and 0n denote, respec-
tively, the m× n matrix and the column vector with all
entries equal to zero. Let 1n be the column vector with
all entries equal to one. In represents the n × n iden-
tity matrix. diag (d1, ..., dn) represents a block-diagonal
matrix with matrices d1, ..., dn on its diagonal. ‖.‖2 de-
notes the Euclidean norm of a vector. ⊗ represents the
Kronecker product. Given an E ∈ Rm×n,(E)T ∈ Rn×m
denotes its transpose. [E]
R
i denotes the i-th row of E
and [E]ij denotes the entry on i-th row and j-th col-
umn of E. tr(E) denote the trace of E. Let the dis-
tance from x ∈ <N to the set C ⊆ <N be denoted by
dist(x,C) = inf
y∈C
‖x− y‖2. Let the convex hull of a finite
set of points X = {x1, ..., xn} be denoted by Co(X) =
{∑ni=1 αixi |xi ∈ X,αi ∈ <, αi ≥ 0,∑ni=1 αi = 1} [32].
Finally, |X | denotes the cardinality of a set X .
2 Preliminaries
Let the communication topology among n + m agents
be represented by a fixed weighted directed graph G =
(V, E ,A) with a set of nodes V = {ν1, . . . , νn+m}, a set
of edges E ⊆ V × V, and a weighted adjacency matrix
A = [aij ] with non-negative adjacency elements aij , i.e.,
an edge (νj , νi) ∈ E if and only if aij > 0 which means
that the i-th agent can obtain information from the j-
th agent, but not necessarily vice versa. We assume that
there are no self-connections, i.e., (νi, νi) /∈ E . If all of the
diagonal elements of a square matrix are zero, the ma-
trix is called a hollow matrix [15]. If no self-connections,
the adjacency matrix A, is a hollow matrix. Topological
ordering of nodes in the graph G is an ordering labels of
the nodes such that for every edge in G, one has (νj , νi) ∈
E : νj < νi [7]. The set of neighbors of node νi is denoted
by Ni = {νj ∈ V : (νj , νi) ∈ E , j 6= i}. The in-degree ma-
trix of the graph G is defined as D = diag(di), where
di =
∑
j∈Ni aij is the weighted in-degree of node νi. Tree
is a connected graph with no cycles. A directed path
PGij(k1, ..., k`) from node νi to node νj is a sequence of
edges (νi, νk1) , (νk1 , νk2) , ..., (νk` , νj) with distinct nodes
νkm , m = 1, ..., ` in a directed graph G. The length of a
directed path PGij(k1, ..., k`), denoted by l(P
G
ij(k1, ..., k`)),
is the number of its edges, i.e., l(PGij(k1, ..., k`)) = `.
The weight of a directed path PGij(k1, ..., k`), denoted by
W(PGij(k1, ..., k`)), is the product of the weights of its
edges, i.e., W(PGij(k1, ..., k`)) = ak1iak2k1 ...ajk` . If there
exists at least one directed path from node νi to node νj ,
then node νj is said to be reachable from node νi. If node
νi is the neighbor of node νj , then node νj is said to be
immediately reachable from node νi.
Definition 1 If there exists at least one directed path
from node νi to node νj, then node νj is said to be influ-
enced by node νi and νi is said to be an influential node of
νj. Otherwise, νi is said to be a non-influential node of νj.
We assume that agents 1 to n are followers, and agents
n+1 to n+m are leaders. For notational convenience, we
use F ∆= {1, ..., n} and R ∆= {n+ 1, ..., n+m} to denote
the followers’ set and leaders’ set, respectively. The set of
the leaders that are neighbors of the i-th follower and the
set of the influential followers of the i-th follower agent
are, respectively, denoted by
NLi = {k ∈ R : aik 6= 0} . (1)
NRi =
{
j ∈ F :W(PGij) 6= 0
}
. (2)
where the superscripts of L and R refer to neighboring
leaders and reachable followers, respectively, and sub-
script i refers to the i-th follower.
The Laplacian matrix L = [`ij ] ∈ <(n+m)×(n+m) asso-
ciated withA is defined as `ii =
∑
j∈Ni aij and `ij = −aij
2
where i 6= j. The Laplacian matrix L associated with G
can be partitioned as
L =
[
L1 L2
0m×n 0m×m
]
, (3)
where L1 ∈ <n×n and L2 ∈ <n×m. Similarly, the adja-
cency matrix of A and the in-degree matrix of D associ-
ated with G can be partitioned as
A =
[
A¯ −L2
0m×n 0m×m
]
, (4)
D =
[
D¯ 0n×m
0m×n 0m×m
]
, (5)
where A¯ ∈ <n×n captures the information flow among
followers and D¯ ∈ <n×n.
In the sequel, we assume that the fixed communication
graph G satisfies the following assumptions.
Assumption 1 For each follower, there exists at least
one leader that has a directed path to it.
Assumption 2 The directed graph is acyclic.
Assumption 3 Each agent has a unique label which is
exchanged to its neighbors. Moreover, the type (leader or
follower) of each agent is known to all the followers based
on its label.
The following basic definitions and properties are taken
from [31]. A partially ordered set (poset) (X ,≤) is a pair
consisting of a set X , called the domain, and a partial or-
dering ≤ on X . A totally ordered set is a poset in which
every element is comparable to every other element. Ev-
ery finite totally ordered set is called a well-ordered set.
An order-preserving mapping from poset (X ,≤) to poset
(Y,≤) is a function f : X → Y such that xi ≤ xj implies
f(xi) ≤ f(xj).
Definition 2 Let Q ⊂ N be a non-empty finite set
and X = {xi ∈ N : i ∈ Q, xi 6= xj ,∀j ∈ Q\{i}} be a
finite subset of N with |Q| distinct elements. Define
Q¯ = {1, ..., |Q|}. Then, the function ~X : Q¯→ X is called
an sort function of the well-ordered set (X ,≤) and is
defined as
~X := {(k, xk) : xk ∈ X , xk < xj , ∀ k < j, k, j ∈ Q¯}.
(6)
Lemma 1 [25] Under Assumption 1, L1 is invertible, all
the eigenvalues of L1 have positive real parts, each row
of −L−11 L2 has a sum equal to one, and each entry of
−L−11 L2 is nonnegative.
3 Fully-Heterogeneous Containment Control
Problem: A Novel Formulation
In this section, the fully-heterogeneous containment
control problem (FHCCP) is formulated for linear multi-
agent systems composed of n non-identical followers
and m non-identical leaders. The problem is then de-
composed into a set of decoupled tracking problems. A
distributed solution to this problem is presented in the
subsequent sections.
Let the dynamics of the i-th follower be described by{
x˙i = Aixi +Biui
yi = Cixi,
, i ∈ F (7)
where xi ∈ <Ni is the state of the i-th agent, ui ∈ <Pi
is its input, and yi ∈ <Q is its output. The leaders’ tra-
jectories are assumed to be generated by the following
exo-system dynamics.{
ω˙k = Skωk
yk = Dkωk
, k ∈ R (8)
where ωk ∈ <q and yk ∈ <Q are, respectively, the state
and output of the k-th agent.
Assumption 4 (Ai, Bi) in (7) is stabilizable ∀i ∈ F .
Moreover, Ci in (7) is full row rank ∀i ∈ F .
Assumption 5 The leaders’ dynamics are marginally
stable.
Problem 1 Consider the multi-agent system (7)-(8).
Design the control protocols ui, ∀i ∈ F so that the out-
puts of the followers converge to the convex hull spanned
by outputs of the leaders. That is,
lim
t→∞ dist(yi(t), Co(yk(t), k ∈ R)) = 0, ∀i ∈ F . (9)
To solve this problem, we first define a new local con-
tainment error for the i-th follower as
e¯i(t) = yi(t)− y∗i (t), (10)
where
y∗i = ([ΦP ]
R
i ⊗ IQ)D∗ω¯ (11)
with
[ΦP ]
R
i = [−L−11 L2]Ri (12)
with L1 and L2 defined in (3), D∗ = diag(Dn+1, ...,
Dn+m), and ω¯ = col(ωn+1, ..., ωn+m).
Remark 1 In the existing results in the literature (see
for instance [16]), it is well known that the coefficients
of the convex hull spanned by positions of the leaders are
governed by the matrix −L−11 L2 where L1 and L2 are
obtained by partitioning the Laplacian matrix defined in
(3). Inspired by this observation, the containment error
(10)-(11) is proposed in this paper.
Following lemma shows that if the local containment
error defined in (10)-(11) converges to zero for all the
followers, i.e., lim
t→∞ e¯i(t) = 0,∀i ∈ F , then Problem 1 is
solved.
Lemma 2 Under Assumptions 1 and 2, let
lim
t→∞ e¯i(t) = 0,∀i ∈ F , (13)
where e¯i(t) is defined in (10). Then, Problem 1 is solved.
Proof The proof follows from (10), definition of convex
hull, and the results of Lemma 1. 
Based on Lemma 2, the following problem can be for-
mulated and be replaced with Problem 1 to solve the
containment control problem.
Problem 2 (Multiple reference trajectories tracking
problem for FHCCP) Consider the MAS (7)-(8). Design
the control protocols ui, ∀i ∈ F , so that (13) is satisfied.
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Using (8) and (11), the virtual exo-system dynamics
that generates the reference trajectory y∗i (11) for the i-
th follower is given by{
˙¯ω = S∗ω¯
y∗i = ([ΦP ]
R
i ⊗ IQ)D∗ω¯
,∀i ∈ F (14)
where S∗ = diag(Sn+1, ..., Sn+m), D∗ = diag(Dn+1, ...,
Dn+m), and ω¯ = col(ωn+1, ..., ωn+m).
Before proceeding, the following definition is required.
Definition 3 The normalized level of influences (NLIs)
of all leaders on the i-th follower is defined by
[ΦP ]
R
i =[−L−11 L2]Ri
=[ϕi(k−n)] ∈ <n×m, k ∈ R (15)
where ϕi(k−n) is the normalized level of influence (NLI)
of the k-th leader on the i-th follower and n = |F|.
Remark 2 To build virtual exo-system dynamics (14) to
generate y∗i , i-th follower first needs to know the NLIs of
the leaders on itself, i.e., [ΦP ]
R
i , i ∈ F , assuming that it
has access to the Laplacian sub-matrices L1 and L2 de-
fined in (3). Note that this assumption requires knowing
the whole graph topology of communion network. How-
ever, this knowledge is not available in fully distributed
systems. In the next section, to obviate this requirement,
we first introduce the notions of local adjacency matrix,
local in-degree matrix, and local Laplacian matrix, and
then we develop a fully distributed algorithm to find [ΦP ]
R
i ,
i ∈ F from the local information of the i-th follower and
the information that their neighbors provide to them.
4 A Distributed algorithm for calculating the
NLIs of the influential leaders on each follower
In this section, the notions of local adjacency matrix,
local in-degree matrix, and local Laplacian matrix are
first introduced, and then a distributed algorithm for cal-
culating the NLIs of the influential leaders on each fol-
lower is developed that uses only the local information
that each agent received from its neighbors.
To find the NLIs of the influential leaders on the i-th
follower, we need the following definition.
Definition 4 The sub-graph G¯i = (V¯i, E¯i,Ai`) is called
the local graph form the i-th follower perspective and is
obtained by removing its non-influential nodes along with
their corresponding edges form the overall graph G.
In order to obtain the Laplacian matrix of graph G¯i
which leads to obtaining the NLIs of leaders on the i-th
follower, agent i needs to find out about the set of the
labels of the influential leaders and followers, i.e., V¯i, and
the set of their corresponding edges, i.e., E¯i. To this end,
the following definition plays a critical role.
Definition 5 The set of labels of the influential leaders
and followers of the i-th follower is defined as
V¯i = N¯Ai ∪ N¯Li (16)
where
N¯Ai := ∪
t∈NR
i
∪{i}
NAt (17)
is the set of labels of the influential followers of the i-th
follower, including itself, where
NAi := {{i} ∪Ni} \NLi (18)
is the set of labels of followers agents that the i-th follower
is immediately reachable from, including itself, and
N¯Li := ∪
t∈NR
i
∪{i}
NLt (19)
is the set of labels of all the influential leaders of the i-th
follower.
Note that to find N¯Ai and N¯
L
i in (17) and (19), one
should have the whole graph topology of G¯i. Algorithm 1
is utilized for constructing these sets in a fully distributed
manner.
Algorithm 1: Distributed algorithm for constructing
N¯Ai and N¯
L
i , ∀i = 1, ..., n
1: Set NAi and N
L
i as (18) and (1).
2: Initialize N¯L
(0)
i = N
L
i and N¯
A(0)
i = N
A
i .
3: procedure ∀i = 1, ..., n
4: Exchange information with neighbors to compute
N¯L
(k)
i := ∪
j∈Ni\NLi
N¯L
(k−1)
j ∪ N¯L
(0)
i (20)
N¯A
(k)
i := ∪
j∈Ni\NLi
N¯A
(k−1)
j ∪ N¯A
(0)
i (21)
5: Let k := k + 1 and repeat step 3 until N¯L
(k)
i −
N¯L
(k−1)
i = ∅, N¯L
(k−1)
j −N¯L
(k−2)
j = ∅, N¯A
(k)
i −N¯A
(k−1)
i =
∅, and N¯A(k−1)j − N¯A
(k−2)
j = ∅, ∀j ∈ Ni\NLi .
6: On convergence set N¯Li = N¯
L(k)
i and N¯
A
i = N¯
A(k)
i .
7: end procedure
In Algorithm 1, each agent starts with the sets that in-
clude the labels of its leaders’ neighbors, if there is any,
and their corresponding weights, as well as the labels of
its followers’ neighbors and their corresponding weights.
It then takes the union of these sets with those of its
followers’ neighbors in an iterative fashion through the
exchange of information in a discrete fashion. Note that
the i-th follower agent does not need to exchange this in-
formation all the time with its neighbors, and after some
iterations, once it identifies its G¯i, it can stop exchanging
this information.
As mentioned earlier, in order to obtain the Laplacian
matrix of graph G¯i, agent i needs to know about the set
of edges’ weights of its influential followers, i.e., E¯i. To do
so, the following definition is employed.
Definition 6 Let function E¯Ai : hAi → VAi be defined as
E¯Ai := {((i, j), aij) : j ∈ Ni} (22)
with the domain of
hAi := {(i, j) : j ∈ Ni} (23)
and the range of
VAi := {(aij) : j ∈ Ni} (24)
Then, the function E¯i : hi → Vi is defined as
E¯i := ∪
t∈NR
i
∪{i}
E¯At (25)
with the domain of
hi := ∪
t∈NR
i
∪{i}
hAi (26)
4
and the range of
Vi := ∪
t∈NR
i
∪{i}
VAi (27)
Note that to find E¯i in (25), one should have the whole
graph topology of G¯i. Algorithm 2 is utilized for con-
structing the set of E¯i, ∀i = 1, ..., n in a fully distributed
manner.
Algorithm 2: Distributed algorithm for constructing
E¯i, ∀i = 1, ..., n
1: Set E¯Ai as (22).
2: Initialize E¯(0)i = E¯Ai .
3: procedure ∀i = 1, ..., n
4: Exchange information with neighbors to compute
E¯(k)i := ∪
j∈Ni\NLi
E¯(k−1)j ∪ E¯(0)i (28)
5: Let k := k+1 and repeat step 3 until E¯(k)i −E¯(k−1)i = ∅,
E¯(k−1)j − E¯(k−2)j = ∅, ∀j ∈ Ni\NLi .
6: On convergence set E¯i = E¯(k)i .
7: end procedure
The following Theorem 1 guarantees that after a few itera-
tion on exchange of information, all agents identify the entire
set of agents and the entire set of edges among the nodes that
they are reachable form, i.e., N¯Ai , N¯
L
i , and E¯i, ∀i = 1, ..., n.
Before presenting Theorem 1, the following lemmas are re-
quired.
Lemma 3 Let Assumptions 1 and 2 be satisfied. The longest
path between the followers in the communication graph G¯i,
denoted by l
G¯∗i
i , is the one from the ρ-th nodes to the i-th node,
where ρ belongs to the subset of the follower nodes in G¯i that all
of their neighbors are just leaders, denoted by F¯ G¯i , given by
F¯ G¯i =
{
ρ ∈ NRi : NIρ ⊂ N¯Li
}
. (29)
Moreover,
l
G¯∗i
i := l(P¯
G¯i
ρi ) ≥ l(P¯ G¯ikj ), ∀j ∈ V¯i\{i}, ∀k ∈ NRj , ρ ∈ F¯ G¯i (30)
where
P¯ G¯iρi := argmax
P
G¯i
ρi (k1,...,k`)
l(P G¯iρi (k1, ..., k`)) (31)
is the paths from node ρ to node i with the longest length.
Proof From Definition 4, one can see that the subgraph G¯i is
a directed acyclic graph and all the nodes in G¯i influence the
i-th node. Assume by contradiction that in the longest path
between the follower nodes in the communication graph G¯i,
the i-th node is not the terminal node. This implies that the
i-th node should be the neighbor of at least one node in G¯i.
Therefore, this implies that there should exist at least one
cycle in G¯i which contradicts Assumption 2. Assume now by
contradiction that in the longest path between the follower
nodes in the communication graph G¯i to the i-th node, i.e.,
the ρ-th nodes ∀ρ ∈ F¯ G¯i , is not an initial node. This implies
that the initial node should have at least one follower neighbor
node from G¯i. Therefore, there should exist at least a path
with a greater length which contradicts the maximality of the
longest path. This completes the proof. 
Lemma 4 Let Assumptions 1 and 2 be satisfied. One has
G¯t ⊆ G¯i, ∀t ∈ NRi .
Proof This is an immediate consequence of Definition 4 and
(2). This completes the proof. 
Theorem 1 Let G be the communication graph with a fixed
topology and finite number of nodes. Then, under Assump-
tions 1-3, ∀i = 1, ..., n,(a) N¯A(k)i → N¯Ai , (b) N¯L
(k)
i → N¯Li , (c)
E¯(k)i → E¯i after a finite number of iterations which is bounded
by the length of the longest path in the communication graph
G¯i.
Proof See Appendix.
Remark 3 Note that the agents do not need to exchange this
information all the time, and once N¯A
(k)
i → N¯Ai , N¯L
(k)
i →
N¯Li , and E¯(k)i → E¯i, ∀i = 1, ..., n, they can stop exchanging
information.
Remark 4 Note that to construct N¯Ai in (20), N¯
L
i in (21),
and E¯i in (28) by Algorithms 1 and 2, the i-th follower needs
the information of NLi , N
A
i , N¯
L
j , N¯
A
j , E¯Ai , and E¯j, ∀j ∈
Ni\NLi , which is provided using its own local information and
the information it receives from its followers’ neighbors, i.e.,
j ∈ Ni\NLi through the communication network.
Now, supposed that after sufficient number of iterations,
N¯A
(k)
i → N¯Ai , N¯L
(k)
i → N¯Li , and E¯(k)i → E¯i, ∀i = 1, ..., n
in Algorithms 1 and 2. To obtain the Laplacian matrix of
graph G¯i using these sets, which leads to obtaining the NLIs
of leaders on the i-th follower, one first needs to find the
weighted adjacency matrix and local in-degree matrix of G¯i,
i.e., Ai` and Di`, which are defined as follows.
Definition 7 The local weighted adjacency matrix of graph
G from the i-th follower’ s perspective is defined as
Ai` =
 A¯i` A¯i2`
0l¯i×li 0l¯i×l¯i
 ∈ <(li+l¯i)×(li+l¯i) (32)
where
A¯i` =

aµi(1)µi(1) · · · aµi(1)µi(li)
...
. . .
...
aµi(li)µi(1) · · · aµi(li)µi(li)
 ∈ <li×li (33)
with
aµi(k)µi(m) :=
 E¯i(µi(k), µi(m)) (µi(k), µi(m)) ∈ hi0 (µi(k), µi(m)) /∈ hi (34)
where k = 1, ..., li,m = 1, ..., li, is the weighted adjacency sub-
matrix of the graph G¯i relating all the influential followers of
the i-th follower, including itself, and
µi :=
~¯NAi (35)
is the sort function of well-ordered set (N¯Ai ,≤), and li =
∣∣N¯Ai ∣∣
is the number of influential followers of the i-th follower agent
plus itself. Moreover,
A¯i2` =

aµi(1)µ¯Ti (1)
· · · aµi(1)µ¯Ti (l¯i)
...
. . .
...
aµi(li)µ¯Ti (1)
· · · aµi(li)µ¯Ti (l¯i)
 ∈ <li×l¯i (36)
with
aµi(k)µ¯Ti (m)
:=
 E¯i(µi(k), µ¯Ti (m)) (µi(k), µ¯Ti (m)) ∈ hi0 (µi(k), µ¯Ti (m)) /∈ hi
(37)
where k = 1, ..., li,m = 1, ..., l¯i, is the weighted adjacency sub-
matrix of the graph G¯i relating all the influential leaders of the
i-th follower, where
µ¯Ti :=
~¯NLi (38)
is the sort function of the well-ordered set (N¯Li ,≤), and l¯i =
∣∣N¯Li ∣∣ is the number of influential leaders of the i-th follower.
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Definition 8 The local in-degree matrix of the graph G from
the i-th follower’s perspective is defined as
Di` =
 D¯i` 0li×l¯i
0l¯i×li 0l¯i×l¯i
 ∈ <(li+l¯i)×(li+l¯i) (39)
where
D¯i` =

d¯i1 0 0
0
. . . 0
0 0 d¯ili
 ∈ <li×li (40)
with
d¯ik =
∑li
m=1
aµi(k)µi(m) +
∑l¯i
m=1
aµi(k)µ¯Ti (m)
, (41)
∀k ∈ {1, ..., li} is the in-degree sub-matrix of the graph G¯i.
We now use the following definition to describe the local
Laplacian matrix of the graph G from the i-th follower’s per-
spective.
Definition 9 The local Laplacian matrix of the graph G from
the i-th follower’s perspective is defined as
L¯i` =
 L¯i1` L¯i2`
0l¯i×li 0l¯i×l¯i
 ∈ <(li+l¯i)×(li+l¯i) (42)
where
L¯i1` = D¯i` − A¯i` ∈ <li×li (43)
L¯i2` = −A¯i2` ∈ <li×l¯i (44)
are Laplacian sub-matrices of the graph G¯i.
With all the above preparations, we are now in a position
to define the NLIs of influential leaders of the i-th follower as
follows.
Definition 10 The NLIs of influential leaders of the i-th
follower, denoted by ΦiP` is a row vector that represent the
NLIs of leaders on i-th follower based on G¯i, and is defined as
ΦiP` = [ϕiµ¯Ti (1)
, ..., ϕiµ¯Ti (l¯i)
] ∈ <1×l¯i (45)
where ϕiµ¯Ti (m)
, ∀m = 1, ..., l¯i is the NLI of the µ¯Ti (m)-th leader
on the i-th follower.
The following Lemma shows how to calculate the NLIs of the
influential leaders on the i-th followers using (43) and (44).
Lemma 5 Consider the elements of the local Laplacian ma-
trix (42) for agent i. Then, the NLI of its influential leaders,
defined in (45), is obtained as
ΦiP` = −ΥiL¯i1`−1L¯i2` (46)
where Υi ∈ <1×li is a row vector, with elements of
[Υi]1m =
 1 , µi(m) = i0 , Otherwise ,∀m = 1, ..., li. (47)
Proof Using (12), (35), (42), and Definitions 4 and 10, one
can observe that ΦiP` = [−L¯i1`−1L¯i2`]Rm, where µi(m) = i,
∀m = 1, ..., li. Note that Υi is a row vector, for which all of
its elements are zero except the one that is related to the i-th
follower. This completes the proof. 
Algorithm 3 presents a distributed algorithm for calculating
(43), (44), and (46) by the i-th follower, ∀i = 1, ..., n in a
distributed fashion.
Algorithm 3: Distributed algorithm for constructing L¯i1`,
L¯i2`, and ΦiP`.
1: procedure
2: Calculate N¯Ai , N¯
L
i , and E¯i as Algorithms 1 and 2,
respectively.
3: Construct A¯i` and A¯i2` as follows:
(1) Set A¯i` = 0li×li and A¯i2` = 0li×l¯i .
(2) Change the elements of A¯i` and A¯i2` as (34) and (37),
respectively.
4: Construct D¯i` as follows:
(1) Set D¯i` = 0li×li .
(2) Calculate d¯ik, ∀k ∈ {1, ..., li} as (41).
(3) Change the elements of D¯i` as (40).
5: Construct L¯i1` and L¯i2` as follows:
(1) Calculate L¯i1` and L¯i2` as (43) and (44), respectively.
(2) Set Υi = 01×li .
(3) Change the elements of Υi as (47).
6: Calculate ΦiP` as (46).
7: end procedure
The virtual exo-system dynamics for the i-th follower in (14)
includes the dynamics of all leaders, even if they do not have
any influence on its output. It follows from Definitions 4 and
10 that this virtual exo-system dynamics can be reduced to
only include the dynamics of the influential leaders of the i-
th follower, i.e., N¯Li , since the non-influencing leaders have
no effect on its reference trajectory y∗i in (3). To this end,
the corresponding dynamics of the leaders with zero influence
on the i-th follower and their states can be removed from
(14), without changing its reference trajectory, resulting in
the following equivalent virtual exo-system Ω˙Ri = S¯Ri ΩRiy∗i = (ΦiP` ⊗ IQ)D¯Ri ΩRi (48)
where ΩRi = col(ωµ¯Ti (1)
, ..., ωµ¯Ti (l¯i)
), S¯Ri = diag(Sµ¯Ti (1)
, ...
, Sµ¯Ti (l¯i)
) and D¯Ri = diag(Dµ¯Ti (1)
, ..., Dµ¯Ti (l¯i)
) are the aug-
mented state and augmented dynamics of the influential lead-
ers of the i-th follower.
Using Definition 10, the local containment error (10) can
now be rewritten as
e¯i = yi − (ΦiP` ⊗ IQ)D¯Ri ΩRi . (49)
The i-th follower can build the virtual exo-system (48), only
if Assumptions 1 and 2 holds. The following lemma gives the
i-th follower an approach to test the validity of Assumption 1
in a distributed manner.
Lemma 6 Under Assumption 2,
ΦiP`1l¯i = 1, ∀i ∈ F , (50)
if and only if Assumption 1 holds.
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Proof Sufficiency. When Assumption 1 holds for the graph
G, based on Definition 4 there exists at least one leader that
it influences the i-th follower in the sub-graph G¯i. Therefore,
Assumption 1 is also satisfied for the sub-graph G¯i, ∀i ∈
F . Thus, using the Theorem 3.1 of [2] for G¯i, each entry of
L¯i1`−1L¯i2` ∈ <li×l¯i , ∀i ∈ F is non-negative, and each row of
it has a sum equal to one, which result in (50).
Necessity. Assume that ΦiP`1l¯i = 0. Based on Definitions 4
and 10, it implies that the i-th follower is not under the
influence of any leader in the graph G¯i and consequently in
the graph G. This completes the proof. 
Remark 5 To construct the virtual exo-system dynamics
for i-th follower in (48), the i-th follower needs to know
the dynamics of all leaders that have influence on it, i.e.,
{Sµ¯Ti (1), ..., Sµ¯Ti (l¯i)} and {Dµ¯Ti (1), ..., Dµ¯Ti (l¯i)}, as well as their
states, i.e., {ωµ¯Ti (1), ..., ωµ¯Ti (l¯i)}. However, this knowledge is
not generally available to the i-th follower. So, a novel adap-
tive distributed observer with continuous exchange of informa-
tion among agents is designed in the next section to find this
knowledge, i.e., the dynamics and states of influential leaders
of i-th follower. Then, using the NLIs of influential leaders of
the i-th follower, we build the virtual exo-system (48) for the
i-th follower in a fully distributed manner. Finally, utilizing
the virtual exo-system (48), the output containment control
problem with heterogeneous leaders is solved in Section 6.
5 Adaptive distributed observer of virtual exo-
system trajectories: Heterogeneous leaders
case
In this section, a novel adaptive distributed observer is de-
signed to build the virtual exo-system dynamics and trajec-
tories for the i-th follower. Note that to construct the virtual
exo-system dynamics for the i-th follower in (48), it needs to
know about all the dynamics and states of all leaders that
have influence on it. However, this knowledge is not directly
accessible to the i-th follower, especially when it is not in the
immediate contact with its influential leaders.
To estimate the virtual exo-system trajectories and dynam-
ics for each follower, consider the following adaptive dis-
tributed observer
η˙i = S¯iηi + β
η(
∑
j∈Ni\NLi
aij(η
i
j − ηi) + δi(ΩRi − ηi)) (51)
S˙i = β
S(
∑
j∈Ni\NLi
aij(S
i
j − Si) + δi(S¯Ri − Si)) (52)
D˙i = β
D(
∑
j∈Ni\NLi
aij(D
i
j −Di) + δi(D¯Ri −Di)) (53)
where βη > 0, βS > 0, βD > 0, δi = diag(aiµ¯Ti (1)
, ..., aiµ¯Ti (l¯i)
)
is diagonal matrix with diagonal entries of the pining gains
of the leaders that the i-th follower is immediately reachable
from, ηi is the stack column of η
µ¯Ti (ki)
i , for ki = 1, ..., l¯i,
i.e., ηi = col(η
µ¯Ti (1)
i , . . . , η
µ¯Ti (l¯i)
i ), where η
µ¯Ti (ki)
i is the state
estimation of the µ¯Ti (ki)-th leader by the i-th follower. More-
over, Si and Di are the stack columns of S
µ¯Ti (ki)
i and D
µ¯Ti (ki)
i
for ki = 1, ..., l¯i, i.e., Si = col(S
µ¯Ti (1)
i , . . . , S
µ¯Ti (l¯i)
i ) and
Di = col(D
µ¯Ti (1)
i , . . . , D
µ¯Ti (l¯i)
i ), where S
µ¯Ti (ki)
i and D
µ¯Ti (ki)
i
are the dynamics estimation of the µ¯Ti (ki)-th leader by the
i-th follower, respectively, and S¯i = diag(S
µ¯Ti (1)
i , . . . , S
µ¯Ti (l¯i)
i )
and D¯i = diag(D
µ¯Ti (1)
i , . . . , D
µ¯Ti (l¯i)
i ). Furthermore, Ω
R
i
is the stack column of ωµ¯Ti (j)
, for ki = 1, ..., l¯i, i.e.,
ΩRi = col(ωµ¯Ti (1)
, ..., ωµ¯Ti (l¯i)
), where ωµ¯Ti (ki)
is the state
of the µ¯Ti (ki)-th leader by the i-th follower, S¯
R
i and
D¯Ri are the stack columns of Sµ¯Ti (ki)
and Dµ¯Ti (ki)
for
ki = 1, ..., l¯i, i.e., S¯
R
i = col(Sµ¯Ti (1)
, ..., Sµ¯Ti (l¯i)
) and
D¯Ri = col(Dµ¯Ti (1)
, ..., Dµ¯Ti (l¯i)
), where Sµ¯Ti (ki)
and Dµ¯Ti (ki)
are the dynamics of the µ¯Ti (ki)- th leader. Moreover,
ηij = col(η
µ¯Ti (1)
j , ..., η
µ¯Ti (l¯i)
j ), S
i
j = col(S
µ¯Ti (1)
j , ..., S
µ¯Ti (l¯i)
j )
and Dij = col(D
µ¯Ti (1)
j , ..., D
µ¯Ti (l¯i)
j ), ∀j ∈ Ni\NLi , where for
ki = 1, ..., l¯i
η
µ¯Ti (ki)
j =
 η
µ¯Ti (ki)
i
η
µ¯Ti (ki)
j
µ¯Ti (ki) /∈ N¯Lj
µ¯Ti (ki) ∈ N¯Lj
, (54)
S
µ¯Ti (ki)
j =
 S
µ¯Ti (ki)
i
S
µ¯Ti (ki)
j
µ¯Ti (ki) /∈ N¯Lj
µ¯Ti (ki) ∈ N¯Lj
, (55)
D
µ¯Ti (ki)
j =
D
µ¯Ti (ki)
i
D
µ¯Ti (ki)
j
µ¯Ti (ki) /∈ N¯Lj
µ¯Ti (ki) ∈ N¯Lj
. (56)
We call ηi, S¯i and D¯i as the state and dynamics estimation
of the virtual exo-system (48) by the i-th follower, respec-
tively. The main result of this section is now given by the
following theorem, which shows that ηi → ΩRi , Si → S¯Ri and
Di → D¯Ri , and consequently S¯i → S¯Ri and D¯i → D¯Ri , by
properly choosing the parameters βη, βS , and βD in adap-
tive distributed observer (51)-(53). For this purpose, we first
introduce the following definition, which plays a critical role
in the proof of Theorem 2.
Definition 11 Define G¯Sλ = (V¯Sλ , E¯Sλ ,ASλ) as the sub-graph
of reachable agents from the λ-th leader, ∀λ ∈ R, which is
obtained from G by removing the nodes that are not reachable
from the λ-th leader along with their corresponding edges. That
is, V¯Sλ = N¯Sλ ∪ {λ}, where
N¯Sλ =
{
i ∈ F : λ ∈ N¯Li
}
(57)
is the set of followers that are reachable from the λ-th leader,
and N¯Li is defined in (19). Moreover,
µ¯Sλ :=
~¯NSλ (58)
is the sort function of well-ordered set (N¯Sλ ,≤), and lSλ =
∣∣N¯Sλ ∣∣
is the number of followers that are reachable from the λ-th
leader. Furthermore, A¯Sλ and D¯Sλ are defined as the weighted
adjacency matrix and in-degree matrix of the sub-graph G¯Sλ ,
respectively, and the Laplacian matrix LSλ associated with it,
is defined as
LSλ = D¯Sλ − A¯Sλ (59)
With this definition, we are now ready to establish the main
result of this section.
Theorem 2 Consider the leader dynamics (7) and the adap-
tive distributed observer (51)-(53). Let S˜i = Si − S¯Ri and
D˜i = Di−D¯Ri be the i-th follower’s virtual exo-system dynam-
ics estimation errors, and η˜i = ηi−ΩRi be the state estimation
error of the i-th follower’s virtual exo-system, ∀i ∈ F . Then,
for any initial conditions S˜i(0), D˜i(0), and η˜i(0), one obtains
(1) For any positive constant βS, ∀i ∈ F , lim
t→∞
S˜i(t) = 0,
exponentially;
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(2) For any positive constant βD, ∀i ∈ F , lim
t→∞
D˜i(t) = 0,
exponentially;
(3) For any positive constant βη, and βS, ∀i ∈ F ,
lim
t→∞
η˜i(t) = 0, exponentially.
Proof See Appendix.
The following corollary shows that (ΦiP`⊗IQ)D¯iηi converges
to y∗i by choosing positive value for the parameters in adaptive
distributed observer (51)-(53), i.e., βη > 0, βS > 0 and βD >
0.
Corollary 1 Consider the leader dynamics (7) and the
adaptive distributed observer (51) -(53). Let y˜∗i (t) =
(ΦiP` ⊗ IQ)D¯iηi − y∗i be the output estimation error of the
i-th virtual exo-system dynamics, where y∗i , is given in (48)
and D¯i = diag(D
µ¯Ti (1)
i , . . . , D
µ¯Ti (l¯i)
i ), ∀i ∈ F . Then, for any
positive constant βη, βS, and βD, and any initial condition,
y˜∗i (0), ∀i ∈ F , lim
t→∞
y˜∗i (t) = 0, exponentially fast.
Proof Adding and subtracting (ΦiP`⊗ IQ)D¯iΩRi to the right
hand side of y˜∗i (t), one has
y˜∗i (t) = (Φ
i
P` ⊗ IQ)D¯iηi − (ΦiP` ⊗ IQ)D¯iΩRi +
(ΦiP` ⊗ IQ)D¯iΩRi − (ΦiP` ⊗ IQ)D¯Ri ΩRi
= (ΦiP` ⊗ IQ)D¯i(ηi − ΩRi ) + (ΦiP` ⊗ IQ)(D¯i − D¯Ri )ΩRi
(60)
Therefore, if lim
t→∞
η˜i(t) = 0 and lim
t→∞
D˜i(t) = 0 exponen-
tially, then for any positive constant βη, βS , and βD, ∀i ∈ F ,
lim
t→∞
y˜∗i (t) = 0, exponentially. This completes the proof. 
6 Distributed solution to containment control
problem with heterogeneous leaders
In this section, a distributed dynamic output feedback con-
trol protocol is first introduced for each follower that uses
only local data of the followers and the information broad-
casted through the communication network by the neighbors.
Then, the output containment control problem with hetero-
geneous leaders is formulated into a cooperative output reg-
ulation problem.
Before proceeding further, we need the following assumption
which is a standard assumption in the classical linear output
regulation literatures, and provides a necessary condition for
solvability of the output regulation problem.
Assumption 6 The linear matrix equations
ΠRi S¯
R
i = AiΠ
R
i +BiΓ
R
i
0 = CiΠ
R
i − (ΦiP` ⊗ IQ)D¯Ri
(61)
have solutions, where S¯Ri = diag(Sµ¯Ti (1)
, ..., Sµ¯Ti (l¯i)
), D¯Ri =
diag(Dµ¯Ti (1)
, ..., Dµ¯Ti (l¯i)
), ΠRi ∈ <Ni×l¯iq, and ΓRi ∈ <Pi×l¯iq,
∀i ∈ F .
By solving Problem 2, the output containment control prob-
lem 1 is also solved. To solve Problem 2, the following state
feedback control is introduced in this paper.
ui = K
1
i xi +K
2
i ηi (62)
where ηi is given by (51), andK
1
i ∈ <Pi×Ni andK2i ∈ <Pi×l¯iq
are design feedback and feedforward gain matrices, respec-
tively, for agent i, i ∈ F .
Choosing sufficiently large βS > 0 and βD > 0 makes the
convergence of the observers (52)-(53) sufficiently fast, and
thus we can assume that the observers (52)-(53) are con-
verged, i.e., Si → S¯Ri and Di → D¯Ri , which implies that
S¯i → S¯Ri and D¯i → D¯Ri . One can now write η˙i in (51) as the
stack column vector η˙
µ¯Ti (ki)
i , ∀ki = 1, ..., l¯i, where
η˙
µ¯Ti (ki)
i =Sµ¯Ti (ki)
η
µ¯Ti (ki)
i + β
η(
∑
j∈Ni\NLi
aij(η
µ¯Ti (ki)
j −
η
µ¯Ti (ki)
i ) + aiµ¯Ti (ki)
(ωµ¯Ti (ki)
− ηµ¯Ti (ki)i )) (63)
Based on (63) and Definition 11, the dynamics of the global
λ-th leader state estimation from the λ-th leader’s reachabil-
ity perspective, denote by η˙λ, can be written as
η˙λ = (IlS
λ
⊗ Sλ − βη(HSλ ⊗ Iq))ηλ + βη(HSλ ⊗ Iq)(1lS
λ
⊗ ωλ)
(64)
where ηλ = col(ηλ
µ¯S
λ
(1)
, ..., ηλ
µ¯S
λ
(lS
λ
)
) ∈ <lSλq×1, ∀λ ∈ R, with
µ¯Sλ =
~¯NSλ , N¯
S
λ =
{
i ∈ F : λ ∈ N¯Li
}
, and lSλ =
∣∣N¯Sλ ∣∣ given in
(57) and (58).
The dynamics of the global virtual exo-system state estima-
tion reordered based on the leaders, denoted by ηR, can be
written as
η˙R = ΘηR + Θ¯ωR (65)
where ηR = col(ηn+1, ..., ηn+m) ∈ <
∑n+m
λ=n+1
lSλq×1, ωR =
col((1lSn+1
⊗ ωn+1), ..., (1lSn+m ⊗ ωn+m)) ∈ <
∑n+m
λ=n+1
lSλq×1,
Θ = diag(Θn+1, ...,Θn+m), Θ¯ = diag(Θ¯n+1, ..., Θ¯n+m), Θk =
(IlS
k
⊗ Sk − βη(HSk ⊗ Iq)) and Θ¯k = βη(HSk ⊗ Iq), ∀k ∈ R.
After some manipulation and using a linear transformation,
(65) can be rewritten as
η˙ = (P η ⊗ Iq)Θ((P η)T ⊗ Iq)η + βηΩ (66)
with
η = (P η ⊗ Iq)ηR (67)
Ω = (P η ⊗ Iq)ωR (68)
where η = col(η1, ..., ηn), ηi = col(η
µ¯Ti (1)
i , ..., η
µ¯Ti (l¯i)
i ), i ∈ F ,
Ω = col(ΩR1 , ...,Ω
R
n ), and P
η ∈ <
∑n+m
λ=n+1
lSλ×
∑n+m
λ=n+1
lSλ is a
permutation matrix, which permutes the sequence of rows in
ηR and ωR.
Utilizing (66), the composition of (7)-(8), the control law
(62) along with distributed observers (51)-(53), the virtual
exo-system (48), and local containment error (49) results in
the following closed-loop systems
Ω˙ = S¯RΩ (69)
X˙C = ACXC +BCΩ (70)
E = CCXC +DCΩ (71)
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with
AC =
 A+BK1 BK2
0∑n+m
λ=n+1
lS
λ
q×∑ni=1 Ni (P ⊗ Iq)Θ(PT ⊗ Iq)
 ,
BC =
 0∑ni=1 Ni×∑ni=1 l¯iq
βηI∑n
i=1 l¯iq
 , CC = [ C 0nQ×∑n+m
λ=n+1
lS
λ
q
]
,
DC = −(ΦR ⊗ IQ)D¯R (72)
where XC = col(X, η), X = col(x1, ..., xn), η = col(η1, ..., ηn)
∈ <
∑n+m
λ=n+1
lSλq, Ω = col(ΩR1 , ...,Ω
R
n ) ∈ <
∑n
i=1 l¯iq, E =
col(e¯1, ..., e¯n), S¯
R = diag(S¯R1 , ..., S¯
R
n ), D¯
R = diag(D¯R1 , ...
, D¯Rn ), A = diag(A1, ..., An), B = diag(B1, ..., Bn),
K1 = diag(K11 , ...,K
1
n), K
2 = diag(K21 , ...,K
2
n), C =
diag(C1, ..., Cn), and Φ
R = diag(Φ1P`, ...,Φ
n
P`) ∈ <n×
∑n
i=1 l¯i .
Corollary 2 Under Assumptions 1 and 2, let the control pro-
tocols be given by (62) and
lim
t→∞
E (t) = 0. (73)
Then, Problem 2 and consequently Problem 1 is solved.
Proof The proof follows from (10), (48), and the results of
Lemma 2 and Lemma 5. 
In Problem 2, limt→∞e¯i(t) = 0, ∀i ∈ F or equivalently
limt→∞E (t) = 0, where E = col(e¯1, ..., e¯n). This implies that
the output of each follower should be synchronized to its
reference trajectory y∗i (t), ∀i ∈ F . This is analogous to the
output regulation problem [10]. Now, we are ready to describe
FHCCP as a cooperative output regulation problem. To do
so, the following problem can be formulated and be replaced
with Problem 2 to solve FHCCP.
Problem 3 Let Assumptions 1-5 be hold. Consider the multi-
agent system (7)-(8) with the digraph G. Design the control
protocols given by (62) such that the closed-loop system (69)-
(71) satisfies the following properties:
(1) The matrix AC in (72) is Hurwitz.
(2) For any initial conditions xi(0), xi(0), ∀i ∈ F and ωk(0),
∀k ∈ R, limt→∞E (t) = 0, where E is defined in (71).
In order to solve Problem 3, we need the following lemma.
Lemma 7 Suppose that Property 1 is fulfilled by the dis-
tributed control laws (62). Then, limt→∞E (t) = 0, if there
exists a matrix X¯C that satisfies the following linear matrix
equations, ∀k ∈ RACX¯C +BC = X¯C S¯
R
CCX¯C +DC = 0nQ×∑ni=1 l¯iq
(74)
Proof See Appendix.
It is shown in the following theorem that Problem 3 and
consequently Problem 2 and Problem 1 can be solved using
the distributed control laws (62) along with distributed ob-
server (51) -(53), and Algorithms 1-3.
Theorem 3 Consider the multi-agent system (7) -(8). Let
Assumptions 1-6 be satisfied. Let K1i be chosen such that Ai+
BiK
1
i is Hurwitz, and K
2
i be given by
K2i = Γ
R
i −K1i ΠRi (75)
where ΠRi and Γ
R
i , i ∈ F , are the solutions of (61). Then,
Problem 3 is solved using the distributed control laws (62)
along with distributed observers (51)-(53), and Algorithms 1-
3, for any positive constants βη, βS, and βD.
Proof See Appendix.
Remark 6 The proposed control law (62) uses the solution
of the regulator equation (61). However, the solution of the
regulator equation (61) relies on the NLIs of the influential
leaders on the i-th follower, i.e., ΦiP`, and the dynamics of
the influential leaders, i.e., S¯Ri = col(Sµ¯Ti (1)
, ..., Sµ¯Ti (l¯i)
) and
D¯Ri = col(Dµ¯Ti (1)
, ..., Dµ¯Ti (l¯i)
). Moreover, the adaptive dis-
tributed observer (51)-(53) uses some information such as N¯Lj
for j ∈ Ni. To summarize, the design procedure of the control
law (62) by the i-th follower can be given as follows:
(1) Use Algorithms 1-3 to find the NLIs of the influential
leaders on the i-th follower, i.e., ΦiP` ∈ <1×l¯i , and N¯Lj
for j ∈ Ni.
(2) Use the adaptive distributed observers (51)-(53) with
regard to Theorem 2 to estimate all the dynam-
ics and states of all leaders that have influence on
the i-th follower, i.e., S¯Ri = col(Sµ¯Ti (1)
, ..., Sµ¯Ti (l¯i)
),
D¯Ri = col(Dµ¯Ti (1)
, ..., Dµ¯Ti (l¯i)
), and ΩRi = col(ωµ¯Ti (1)
, ...,
ωµ¯Ti (l¯i)
).
(3) Construct the virtual exo-system (48), and then convert
Problem 2 to Problem 3.
(4) Solve the regulator equations (61) to find ΠRi ∈ <Ni×l¯iq
and ΓRi ∈ <Pi×l¯iq.
(5) Use Theorem 3 to find K1i ∈ <Pi×Ni and K2i ∈ <Pi×l¯iq.
Finally, apply the control protocol (62) to the i-th fol-
lower.
Remark 7 Ideally, one would like to consider the general case
of heterogeneous leaders with not only different dynamics, but
also different dimensions. To extend our main results to such
more general scenario, only the observer (51)-(53) need to
be modified and the rests of the results are generic. However,
this designing the observer for the general case would entail
considerable technicalities that might obscure the novelty of
the proposed framework. Therefore, for the sake of simplicity,
we provide the observer for systems with the same dimensions
but different dynamics.
7 Simulation and example
Consider the multi-agent system consist of four heteroge-
neous followers and three heterogeneous leaders, with the
fixed communication graph illustrated in Fig. 1. All the com-
munication weights are chosen to be one, and the nodes 1, 2, 3,
and 4 represent the followers and nodes 5, 6, and 7 represent
three heterogeneous leaders. It can be verified that Assump-
tions 1-3 are satisfied.
The dynamics of leaders and followers are given as
S5 =
 1 −3
1 −1
 , D5 =
 1 0
0 1
 , S6 =
 1 −4
1 −1
 , D6 =
 1 0
0 1
 ,
S7 =
 1 −5
1 −1
 , D7 =
 1 0
0 1
 , (76)
9
Fig. 1. Communication graph.
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Fig. 2. Estimation errors of adaptive observer (51).
A1 =
 1 −1
1 0
 , B1 =
−2 −1
1 2
 , (C1)T =
 1 0
0 1
 ,
A2 =
 2 0
2 2
 , B2 =
−1 −2
−2 −1
 , (C2)T =
 1 0
0 1
 ,
A3 =

−1 0 0
0 3 0
0 3 2
 , B3 =

4 1 1
1 4 1
1 1 4
 , (C3)T =

0
1
0
0
0
1
 ,
A4 =

−1 0 0
0 2 −1
0 3 7
 , B4 =

1 0 0
0 1 0
0 0 1
 , (C4)T =

0
1
0
0
0
1

(77)
Using Algorithms 1-3, one can obtain N¯Li , µ¯
T
i , N¯
A
i , µi, A¯
i
`,
D¯i`, L¯
i
1`, L¯
i
2`, Υi, and Φ
i
P`, i = 1 as
N¯L1 = {5, 6} , µ¯T1 = {(1, 5), (2, 6)}, N¯A1 = {1, 2},
µ1 = {(1, 1), (2, 2)}, A¯1` =
 0 1
0 0
 ,
D¯1` =
 2 0
0 2
 , L¯11` =
 2 −1
0 2
 , L¯12` =
 −1 0
−1 −1
 ,
Υ1 =
 1
0
T , Φ1P` = [ 0.75 0.25 ] (78)
The results for i = 2, 3, 4 are omitted due to the limited space.
One can verify that Φ1P`12 = 1, Φ
2
P`12 = 1, Φ
3
P`13 = 1, and
Φ4P`1 = 1.
Choosing βη = 1, βS = 1, and βD = 1, the adaptive
distributed observers (51)-(53) are implemented where i =
1, 2, 3, 4. Fig. 2 shows that the estimation errors η˜
µ¯Ti (ki)
i =
η
µ¯Ti (ki)
i − ωµ¯Ti (ki), ∀ki = 1, ..., l¯i, and i = 1, 2, 3, 4 converge
to zero, which implies that η˜i = ηi − ΩRi converge to zero
∀i = 1, 2, 3, 4.
Applying the proposed control law (62), Problem 3 with
multi-agent systems (76)-(77) and the given communication
graph in Fig. 1 is solved. Constructing the virtual exo-system
(48), and solving the regulator equations (61), one has
ΠR1 =
[
0.75I2 0.25I2
]
, ΓR1 =
 0
0
1.25
−1
0
0
0.583
−0.416
 ,
ΠR2 =
[
0.5I2 0.5I2
]
, ΓR2 =
 0.16
0.16
0.5
0.5
0.16
0.16
0.33
0.83
 ,
ΠR3 =

0
0.416
0
0
0
0.416
0
0.25
0
0
0
0.25
0
0.33
0
0
0
0.33
 ,
ΓR3 =

0.09 0.13 0.05 0.09 0.073 0.14
−0.18 − 0.27 − 0.11 − 0.23 − 0.146 − 0.40
−0.18 − 0.27 − 0.11 − 0.15 − 0.146 − 0.18
 ,
ΠR4 =

0
1
0
0
0
1
 , ΓR4 =

0
−1
−2
0
−4
−8
 . (79)
Using (75) and pole placement method yields
K11 =
 4.33 1
−2.66 −3
 ,K21 =
 −3.25
2
0.5
1.25
−1.08
0.66
0.33
0.33
 ,
K12 =
−1 4.66
4 −2.33
 ,K22 =
 0.66
−1.83
−1.83
1.66
0.66
−1.83
−2
2
 ,
K13 =

−1.11 0.61 0.38
0.22 −2.05 0.38
0.22 −0.38 −1.94
 ,
K23 =

−0.16
0.67
−0.02
−0.02
−0.43
0.53
−0.09
0.40
−0.01
0.00
−0.33
0.33
−0.12
0.53
−0.01
0.01
−0.53
0.45
 ,
K14 =

−4 0 0
0 −7 1
0 −3 −12
 ,K24 =

0
6
1
0
−5
4
 . (80)
Fig. 3 shows the time history of the containment error ei,
i = 1, 2, 3, 4. Moreover, Fig. 4 shows that the outputs of the
followers are converged to the envelopes which formed by the
leaders’ outputs and stay in them. These results show that
the containment control of MAS is successfully achieved.
10
0 2 4 6 8 10 12 14 16 18 20
y
i1
-4
-2
0
2
4
Leaders
Envelope
Followers
Time (Sec)
0 2 4 6 8 10 12 14 16 18 20
y
i2
-2
-1
0
1
2
3
Leaders
Envelope
Followers
Fig. 3. The outputs of all agents.
0 2 4 6 8 10 12 14 16 18 20
e
i
1
-2
0
2
4 i=1
i=2
i=3
i=4
Time (Sec)
0 2 4 6 8 10 12 14 16 18 20
e
i
2
-4
-2
0
2 i=1
i=2
i=3
i=4
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8 Conclusion
The distributed containment control problem of heteroge-
neous multi-agent systems with heterogeneous linear dynam-
ics leaders was studied in this paper. We first converted the
output containment problem into multiple reference trajecto-
ries tracking problem, in which each follower aims to track its
virtual exo-system output. To build this virtual exo-system by
each follower, a novel distributed algorithm was developed to
calculate the normalized level of influences (NLIs) of all lead-
ers on each agent in a fully distributed fashion by introduc-
ing novel concepts of local adjacency matrix, local in-degree
matrix, and local Laplacian matrix. Then, multiple reference
trajectories tracking problem was converted into the cooper-
ative output regulation problem. To solve this problem, an
adaptive distributed observer was designed to estimate all the
dynamics and states of all leaders that have influence on fol-
lowers. Based on estimations of leaders’ dynamics and states
and the influence of leaders on each follower, the solutions
of the so-called linear regulator equations were calculated in
a distributed manner, and consequently a distributed con-
trol solution was designed to solve the output containment
problem. Finally, the theoretical results were illustrated by
numerical simulations. For future work, we intend to extend
the approach of this paper to switching directed graphs with
fully heterogeneous agents.
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A Proof Of Theorem 1
The proof has three parts. Part (1). The subgraph G¯i has
a fixed topology and finite number of nodes since G is the
communication graph with a fixed topology and finite num-
ber of nodes. Without loss of generality, we now assume that
P G¯iρ¯i (h, v, ..., p, j) is the only longest path from the ρ¯-th node
(initial node) to the i-th node (terminal node) with the length
of l
G¯∗i
i , where ρ¯ ∈ F¯ G¯i . Now suppose that Algorithm 1 is in
l
G¯∗i
i -th iteration. Under Assumptions 1 and 2, one can see from
(21) that all the information that the i-th follower should
collect in l
G¯∗i
i -th iteration to construct N¯
A
(l
G¯∗
i
i
)
i is N¯
A
(l
G¯∗
i
i
−1)
j ,
∀j ∈ Ni\NLi and N¯A
(0)
i . Moreover, all the information that
the j-th follower ∀j ∈ Ni\NLi should collect in (lG¯
∗
i
i − 1)-th
iteration to construct N¯A
(l
G¯∗
i
i
−1)
j is N¯
A
(l
G¯∗
i
i
−2)
p , ∀p ∈ NIj \NLj
and N¯A
(0)
j . By induction, all the information that the h-
th follower ∀h ∈ NIv \NLv should collect in 2-th iteration to
construct N¯A
(2)
h is N¯
A(1)
ρ¯ , ∀ρ¯ ∈ NIh\NLj and ∀ρ¯ ∈ F¯ G¯i and
N¯A
(0)
h . Using (21), all the information that the ρ¯-th follower
∀ρ¯ ∈ F¯ G¯i ∩ NIh\NLj should collect in 1-th iteration to con-
struct N¯A
(1)
ρ¯ is N¯
A(0)
ρ¯ = N
A
ρ¯ since N
I
ρ¯\NLρ¯ = ∅.
One can see from (17) that all the information that the i-
th follower should collect to construct N¯Ai is N
A
t , ∀t ∈ NRi .
Since P G¯iρ¯i (h, v, ..., p, j) is the longest directed path in G¯i, all
the other paths from the t-th node ∀t ∈ NRi to the i-th
node have shorter lengths than l
G∗i
i . Therefore, the number of
required iterations in Algorithm 1 for terminal node i to fetch
all the required information from the t-th node ∀t ∈ NRi is
less than or equal l
G∗i
i . Moreover, one can see from Lemmas 3
and 4 that
l
G∗i
i > l
G∗
t
t
, ∀t ∈ NRi (A.1)
Therefore, the number of required iterations in Algorithm 1
for terminal node t to fetch all the required information from
the t¯-th node ∀t¯ ∈ NRt is smaller than lG
∗
i
i . Therefore, the
maximum number of iterations for the information to flow on
the directed paths of the communication graph G¯i from all
the influential followers nodes to the i-th follower is equal to
the length of the longest directed path of the communication
graph G¯i, i.e.,lG
∗
i
i .
Parts (2) and (3). The conclusion follows from similar rea-
soning and development to one given in Part (1). This com-
pletes the proof.
B Proof Of Theorem 2
The proof has three parts. Part (1). Let S˜R = SR − S¯R
where SR = col(S1, ..., Sn), S¯
R = col(S¯R1 , ..., S¯
R
n ) be the
global virtual exo-systems dynamics estimation errors. Now,
using (52), one can see that the dynamics of the global virtual
exo-systems dynamics estimation errors, i.e., ˙˜SR, is a stack
column vector of ˙˜S
µ¯Ti (ki)
i , ∀ki = 1, ..., l¯i, ∀i ∈ F , given by
˙˜S
µ¯Ti (ki)
i = β
S(
∑
j∈Ni\NLi
aij(S
µ¯Ti (ki)
j − Sµ¯
T
i (ki)
i )+
aiµ¯Ti (ki)
(Sµ¯Ti (ki)
− Sµ¯Ti (ki)i )) (B.1)
Using Definition 11, let the global λ-th leader dynamics esti-
mation error from the λ-th leader’s reachability perspective,
i.e., G¯Sλ , be
12
S˜λ = Sλ − (1lS
λ
⊗ Sλ) (B.2)
where Sλ = col(Sλ
µ¯S
λ
(1)
, ..., Sλ
µ¯S
λ
(lS
λ
)
)
Now, using (B.1) for S˜
µ¯Ti (ki)
i with µ¯
T
i (ki) = λ, for i =
µ¯Sλ(1), ..., µ¯
S
λ(l
S
λ ), and the fact that λ ∈ N¯Lj , ∀j ∈ N¯Sλ , the
dynamics of the global λ-th leader dynamics estimation error
from the λ-th leader’s reachability perspective, can be writ-
ten as
˙˜Sλ = −βS(HSλ ⊗ Iq)S˜λ (B.3)
where
HSλ := L
S
λ + δ
S
λ ∈ <l
S
λ×lSλ (B.4)
S˜λ = col(S˜λ
µ¯S
λ
(1)
, ..., S˜λ
µ¯S
λ
(lS
λ
)
) ∈ <lSλq×q and δSλ = diag(aµ¯S
λ
(1)λ,
..., aµ¯S
λ
(lS
λ
)λ).
It follows from the definitions of N¯Li and N¯
S
λ in (19) and (57)
that there exists at least a directed path from the leader λ to
i-th follower ∀i ∈ N¯Sλ in the sub-graph G¯Sλ , i.e., Assumption 1
is satisfied for the sub-graph G¯Sλ . So, based on Lemma 4 of
[11], all the eigenvalues of HSλ have positive real parts.
Now, the dynamics of the global virtual exo-system dynam-
ics estimation errors reordered based on the leaders’ labels,
denoted by ˙˜S, can be written as
˙˜S = −βS(HS ⊗ Iq)S˜ (B.5)
where S˜ = col(S˜n+1, ..., S˜n+m) ∈ <
∑n+m
λ=n+1
lSλq×q is the global
virtual exo-system dynamics estimation errors reordered
based on leaders’ labels and HS = diag(HSn+1, ..., H
S
n+m) ∈
<
∑n+m
λ=n+1
lSλ×
∑n+m
λ=n+1
lSλ .
Appling the vec-operator on the matrix ˙˜S, one has
vec( ˙˜S) = −βS(Iq ⊗HS ⊗ Iq)vec(S˜) (B.6)
Since all the eigenvalues of HSλ , ∀λ ∈ R have positive real
parts, for any positive constant βS , limt→∞vec(S˜(t)) = 0,
exponentially, and consequently limt→∞vec(S˜λ(t)) = 0, ∀λ ∈
R, exponentially. Therefore,
lim
t→∞
vec(S˜λµ¯S
λ
(kλ)
(t)) = 0, ∀λ ∈ R (B.7)
and ∀kλ = 1, ..., lSλ , exponentially.
Now, let PS ∈ <n×
∑n+m
λ=n+1
lSλ be a permutation matrix,
which permutes the sequence of rows in S˜ such that
S˜R = (PS ⊗ Iq)S˜ (B.8)
where S˜R = col(S˜i, ..., S˜n) ∈ <
∑n+m
λ=n+1
lSλq×q is the global
virtual exo-systems dynamics estimation errors.
Now, the dynamics of the global virtual exo-system dynam-
ics estimation errors, i.e., ˙˜SR, can be written as
˙˜S
R
= −βS(PS ⊗ Iq)(HS ⊗ Iq)((PS)T ⊗ Iq)S˜R
= −βS(PSHS(PS)T ⊗ Iq)S˜R
(B.9)
Note that, a permutation matrix is always nonsingular, and
PS(PS)T = In. Therefore, recalling that under Assumption 1
all the eigenvalues of HSλ , ∀λ ∈ R have positive real parts,
−(PS ⊗ Iq)(HS ⊗ Iq)((PS)T ⊗ Iq) is Hurwitz.
Appling vec-operator on the matrix ˙˜SR, one has
vec( ˙˜SR) = −βS(Iq ⊗ PSHS(PS)T ⊗ Iq)vec(S˜R) (B.10)
which implies that limt→∞vec(S˜
µ¯Ti (ki)
i (t)) = 0, ∀i ∈ F , and
∀ki = 1, ..., l¯i, exponentially, and limt→∞vec(S˜i(t)) = 0, ∀i ∈
F , which yields lim
t→∞
S˜i(t) = 0, ∀i ∈ F , exponentially.
Part (2). Similar to part (1), one can observe that
lim
t→∞
D˜i(t) = 0 exponentially, ∀i ∈ F for any positive con-
stant βD.
Part (3). Let η˜ = η − Ω where η = col(η1, ..., ηn), Ω =
col(ΩR1 , ...,Ω
R
n ) be the global virtual exo-systems state esti-
mation errors. Now, using (51), one can see that the dynamics
of the global virtual exo-systems state estimation errors, i.e.,
˙˜η, is a stack column vector of ˙˜η
µ¯Ti (ki)
i , ∀ki = 1, ..., l¯i, ∀i ∈ F ,
as
˙˜η
µ¯Ti (ki)
i = Sµ¯Ti (ki)
η˜
µ¯Ti (ki)
i + S˜
µ¯Ti (ki)
i η˜
µ¯Ti (ki)
i + S˜
µ¯Ti (ki)
i ωµ¯Ti (ki)
+βη(
∑
j∈Ni\NLi
aij(η˜
µ¯Ti (ki)
j − η˜µ¯
T
i (ki)
i )− aiµ¯Ti (ki)η˜
µ¯Ti (ki)
i )
(B.11)
where
η˜
µ¯Ti (ki)
i = η
µ¯Ti (ki)
i − ωµ¯Ti (ki), ∀ki = 1, ..., l¯i (B.12)
and
η˜
µ¯Ti (ki)
j =
 η˜
µ¯Ti (ki)
i
η
µ¯Ti (ki)
j − ωµ¯Ti (ki)
µ¯Ti (ki) /∈ N¯Lj
µ¯Ti (ki) ∈ N¯Lj
(B.13)
Using Definition 11, let the global λ-th leader state estima-
tion error from the λ-th leader’s reachability perspective, i.e.,
G¯Sλ , be
η˜λ = ηλ − (1lS
λ
⊗ ωλ) (B.14)
where ηλ = col(ηλ
µ¯S
λ
(1)
, ..., ηλ
µ¯S
λ
(lS
λ
)
). Based on (53), ˙˜ηλ can be
written as
˙˜ηλ = (IlS
λ
⊗ Sλ − βη(HSλ ⊗ Iq))η˜λ + ¯˜Sλη˜λ + ¯˜Sλ(1lS
λ
⊗ ωλ)
(B.15)
where η˜λ = col(η˜λ
µ¯S
λ
(1)
, ..., η˜λ
µ¯S
λ
(lS
λ
)
) ∈ <lSλq×1, ¯˜Sλ = diag(S˜λ),
and HSλ is given in (B.2). Note that λ ∈ N¯Lj , ∀j ∈ N¯Sλ , which
implies η˜λj = η
λ
j − ωλ based on (B.13).
According to Assumption 5, and recalling that all the eigen-
values of HSλ have positive real parts, one can see that for
any positive constant βη, and βS , the matrix (IlS
λ
⊗ Sλ −
βη(HSλ ⊗ Iq)) is Hurwitz. Moreover, based on the part (1),
¯˜Sλ(1lS
λ
⊗ ωλ)→ 0lS
λ
q×1, exponentially.
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Now, the dynamics of the global virtual exo-system state
estimation errors reordered based on the leaders’ labels, de-
noted by η˜R, can be written as
˙˜ηR = Θη˜R + ¯˜Sη˜R + ¯˜SωR (B.16)
where η˜R = col(η˜n+1, ..., η˜n+m) ∈ <
∑n+m
λ=n+1
lSλq×1, ωR =
col((1lSn+1
⊗ ωn+1), ..., (1lSn+m ⊗ ωn+m)) ∈ <
∑n+m
λ=n+1
lSλq×1,
Θ = diag(Θn+1, ...,Θn+m), Θk = (IlS
k
⊗ Sk − βη(HSk ⊗ Iq)),
∀k ∈ R, and ¯˜S = diag( ¯˜Sn+1, ..., ¯˜Sn+m). Moreover, based on
the part (1), , exponentially. Moreover, based on the part (1),
¯˜SωR → 0∑n+m
λ=n+1
lS
λ
q×1 , exponentially.
So, based on Lemma 4 of [5], for any positive constant βη
and βS , ∀i ∈ F , limt→∞η˜R(t) = 0 exponentially, and conse-
quently limt→∞η˜λ(t) = 0, ∀λ ∈ R, exponentially. Therefore,
limt→∞η˜λµ¯S
λ
(kλ)
(t) = 0, ∀λ ∈ R, and ∀kλ = 1, ..., lSλ , exponen-
tially.
Now, let P η ∈ <
∑n+m
λ=n+1
lSλ×
∑n+m
λ=n+1
lSλ be a permutation ma-
trix, which permutes the sequence of rows in η˜R such that
η˜ = (P η ⊗ Iq)η˜R (B.17)
where η˜ = col(η˜1, ..., η˜n) ∈ <
∑n+m
λ=n+1
lSλq×1 is the global vir-
tual exo-systems state estimation errors.
Now, the state of the global virtual exo-system dynamics
estimation errors, i.e., ˙˜η, can be written as
˙˜η = (P η ⊗ Iq)Θ((P η)T ⊗ Iq)η˜ + (P η ⊗ Iq) ¯˜Sη˜
+(P η ⊗ Iq) ¯˜SωR (B.18)
where ωR = col((1lSn+1
⊗ ωn+1), ..., (1lSn+m ⊗ ωn+m)) ∈
<
∑n+m
λ=n+1
lSλq×1, Θ = diag(Θn+1, ...,Θn+m), Θk = (IlS
k
⊗Sk−
βη(HSk ⊗ Iq)), ∀k ∈ R, and ¯˜S = diag( ¯˜Sn+1, ..., ¯˜Sn+m).
Note that, a permutation matrix is always nonsingular, and
P η(P η)T = I∑n+m
λ=n+1
lS
λ
. According to Assumption 5, and re-
calling that all the eigenvalues of HSλ have positive real parts,
one can see that for any positive constant βη, and βS , the
matrix (IlS
λ
⊗Sλ−βη(HSλ ⊗Iq)), λ ∈ R is Hurwitz and conse-
quently the matrix (P η⊗Iq)Θ((P η)T ⊗Iq) is Hurwitz. More-
over, based on the part (1), (P η⊗Iq) ¯˜SΩη → 0nq×1 , exponen-
tially. So, based on Lemma 4 of [5], for any positive constant
βη and βS , ∀i ∈ F , limt→∞η˜(t) = 0 exponentially, and conse-
quently limt→∞η˜
µ¯Ti (ki)
i (t) = 0 and limt→∞η˜i(t) = 0, ∀i ∈ F ,
and ∀ki = 1, ..., l¯i exponentially .This completes the proof. 
C Proof Of Lemma 7
Let X˜C = XC − X¯CΩ, It follows from (70), (71), (74), and
some manipulation that
˙˜XC = ACX˜C (C.1)
E = CCX˜C (C.2)
Since we assumed Property 1 is fulfilled, i.e., AC is Hurwitz,
we have limt→∞X˜C = 0, which implies that limt→∞E (t) = 0.
This completes the proof. 
D Proof Of Theorem 3
Under Assumption 1, based on (B.18), for any positive con-
stant βη and βS , (P η⊗Iq)Θ((P η)T⊗Iq) is Hurwitz. Moreover,
under Assumption 4, there exists a K1i such that Ai +BiK
1
i
is Hurwitz. Therefore, due to the block-triangular structure
of AC , AC is Hurwitz, and the observer states, i.e., ηi, is in-
dependent of the follower states, i.e., xi, ∀i ∈ F , so based on
the separation principle, they can be designed independent
of each other. As conclusion, the multi-agent system (7)-(8),
under the distributed control laws (62) along with distributed
observers (51)-(53), satisfies Property 1 in Problem 3.
To complete the proof, it remains to verify Property 2 in
Problem 3. Let K2i be given by (75). Then, under Assump-
tion 6, we obtain
ΠS¯R = (A+BK1)Π +BK2 (D.1)
where Π = diag(ΠRi ). Set
X¯C
∆
=
 (C)T (C(C)T )−1(ΦR ⊗ IQ)D¯R
I∑n
i=1 l¯i
⊗ Iq
 (D.2)
Using (72), (D.1) and (D.2), one has small
ACX¯C +BC =
BK2(I∑ni=1 l¯i ⊗ Iq)
βηI∑n
i=1 l¯iq
+
 (A+BK1)(C)T (C(C)T )−1(ΦR ⊗ IQ)D¯R
(P η ⊗ Iq)Θ((P η)T ⊗ Iq)(I∑n
i=1 l¯i
⊗ Iq)

=
 (C)T (C(C)T )−1(ΦR ⊗ IQ)D¯RS¯R
(I∑n
i=1 l¯i
⊗ Iq)S¯R
 = X¯C S¯R (D.3)
Note that
(P η ⊗ Iq)Θ((P η)T ⊗ Iq) =
S¯R − βη(P ηdiag(HSn+1, ..., HSn+m)(P η)T ⊗ Iq) (D.4)
Furthermore, using (51), (52) and (B.3), one has
CCX¯C +DC = CC
T (CCT )−1(ΦR ⊗ IQ)D¯R − (ΦR ⊗ IQ)D¯R
= 0nQ×∑ni=1 l¯iq (D.5)
Therefore, X¯C satisfies the equations (74) and it follows from
Lemma 7 that property 2 is also satisfied, i.e., limt→∞E (t) =
0, which completes the proof. 
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