Center of mass acceleration in coupled nanowaveguides due to transverse
  optical beating force by Fernandes, Thales F. D. et al.
Center of mass acceleration in coupled nanowaveguides due to
transverse optical beating force
Thales F. D. Fernandes, Caueˆ M. K. C. Carvalho, Paulo S. Soares Guimara˜es, Bernardo R.
A. Neves, and Pierre-Louis de Assis ∗†‡
November 9, 2018
Abstract
Eigenmode optical forces arising in symmetrically
coupled waveguides have opposite sign on opposite
waveguides and thus can deform the waveguides by
changing their relative separation, but cannot change
any other degree of freedom on their own. It would
be extremely desirable to have a way to act on the
center of mass of such a system. In this work we show
that it is possible to do so by injecting a superposi-
tion of eigenmodes that are degenerate in frequency
and have opposite parity along the desired direction,
resulting in beating forces that have the same sign
on opposite waveguides and therefore act on the cen-
ter of mass. We have used both the Maxwell Stress
Tensor formalism and the induced dipole force equa-
tion to numerically calculate this transverse beating
force and have found its magnitude to be compara-
ble to the eigenmode forces. We also show that the
longitudinal variation caused by the spatial beating
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pattern on the time-averaged quantities used in the
calculations must be taken into account in order to
properly employ the divergence theorem and obtain
the correct magnitudes. We then propose a heuristic
model that shows good quantitative agreement with
the numerical results and may be used as a prototyp-
ing tool for accurate and fast computation without
relying on expensive numerical computation.
1 Introduction
Photonic integrated circuits (PICs) have steadily be-
come a key area of technological development in the
past decades, both for classical [1, 2] and quantum
information processing [3, 4], offering the possibility
of larger processing speeds for classical bits and in-
tegration of a large quantity of qubits. Two impor-
tant features of PICs are the transverse confinement
of the electromagnetic field, which constrains propa-
gating waves into a discrete set of eigenmodes, and
the evanescent fields-mediated interaction between
dielectric waveguides [5].
When brought sufficiently close, two waveg-
uides can interact evanescently forming a coupled-
waveguides system (CWS) that has its own set
of eigenmodes which may be symmetric or anti-
symmetric with respect to the midpoint between
waveguides. The difference of propagation constants
between eigenmdodes means that if the input is not
an eigenmode the electromagnetic energy will shift
from one waveguide to the other along the propaga-
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tion direction forming a steady state beating pattern,
this being the operating principle for directional cou-
plers [6] and beam splitters [7] in PICs.
Previous studies [8] have shown that the depen-
dence of propagation constants with waveguide sepa-
ration gives rise to attractive and repulsive forces be-
tween waveguides, which depend mostly on the par-
ity of the eigenmode in question. The emergence of
such optical forces has been thoroughly studied in
the past decade, with both attractive and repulsive
regimes having been observed [9]. These forces allow
for a wide array of optomechanical effects to be built
into PICs, such as the dynamical alignment of ele-
ments on a chip [10–12], the broadband modulation
of light [13] and, most strikingly, giant optomechani-
cal Kerr nonlinearities [14] and proofs of concept for
non-volatile optomechanical memories [15].
While the light-matter interactions resulting from
the excitation of a CWS with a superposition of
eigenmodes have been well studied from the point of
view of Brillouin scattering, the community studying
optical forces between waveguides in contexts other
than photon-phonon scattering has neglected super-
positions almost completely [16–19]. Although cross
terms in expressions for the optical force are briefly
mentioned in the literature, called beating force [9]
(Fb), they were not fully understood and have been
neglected on the grounds of being small compared to
the eigenmode forces [9] or just not considered rele-
vant [20].
We show in this paper that this is not the case in
general. The cross terms of the force density behave
in a manner that is entirely different from those due
to individual eigenmodes, with a magnitude that is
comparable to the eigenmodes force if the forces are
properly calculated. In Section II we present numeri-
cal calculations for the cross terms using two models:
the standard Maxwell Stress Tensor (MST), and the
Dipole Force (DF) induced on the dielectric material
by an inhomogeneous electric field distribution. Our
study considered a superposition of monochromatic
guided eigenmodes of a pair of suspended waveguides.
The eigenmodes were degenerate in frequency, with
different propagation constants. We have only briefly
considered electrostriction (ES), with the purpose of
comparing the effects of its cross terms to that of the
ones due to the optical force, which is derived for a
dielectric with no photoelasticity or any considera-
tion about the elastic properties of the waveguides.
Calculations were made using only undeformed ge-
ometries and no coupling to phonons is considered.
Following the numerical results, in Section III we
propose a heuristic model based on conservation of
total momentum and the orthogonality of the optical
eigenmodes. As mentioned before, it is well known
that in a CWS energy shifts from one waveguide to
the other if the input is not an eigenmode, meaning
that the transverse position of the center of energy
of the propagating light changes along the propaga-
tion direction. As a consequence, the Poynting vector
has a transverse component that varies along the di-
rection of propagation. This variation gives rise to
a beating force density, which behaves in very good
agreement with the one calculated numerically in Sec-
tion II.
We finish by comparing the predictions of our
heuristic model to the numerical results and discuss
them in the context of distinguishing between the
different force laws proposed for dielectrics, compare
the magnitude of this radiation pressure force to the
electrostrictive cross terms and propose possible ap-
plications of this force in CWS geometries optimised
for obtaining large displacements with small input
optical power.
2 Numerical simulation
In our work we consider a pair of silicon waveguides,
with a refractive index n = 3.45 at a wavelength
λ = 1550 nm. The geometry is of square cross-
sections with dimensions a = 310 nm and a hori-
zontal separation d that is swept during simulation
with light propagating along the z-direction and we
choose the relative phase of the eigenmodes to be
in-phase. Our numerical study is based in Finite El-
ements Method (FEM) simulations, where the total
optical force was calculated by using the MST [21,22]
formalism and as an induced DF [23–25]. All quan-
tities are calculated in the frequency-domain, where
we use a single frequency ω0 for both eigenmodes and
all calculated quantities are time-averaged.
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A superposition of eigenmodes can be written as
E(x, y, z) =
2∑
µ=1
AµEµ(x, y)e
iβµz, (1)
H(x, y, z) =
2∑
µ=1
AµHµ(x, y)e
iβµz, (2)
where E and H are the total electric and magnetic
field, respectively, βµ is the propagation constant for
the eigenmode Eµ,Hµ, and |Aµ|2 gives the power
input of each eigenmode µ. For this work we used
the first two TE-like modes of the CWS.
We first calculated the forces on waveguides from
the MST, σ, since it is the usual approach in
CWS [21,22]:
σ =
0
2
(
Re[E⊗E∗]− 1
2
IE ·E∗
)
(3)
+
µ0
2
(
Re[H⊗H∗]− 1
2
IH ·H∗
)
,
where I is the 3 × 3 identity matrix, and ⊗ is the
outer-product between two vectors. The forces at a
volume V bounded by the waveguide boundary Ω are
defined as
F =
∫∫∫
V
∇ ·σ dV =
∫∫
Ω
σ+ · nˆ dS, (4)
where we have used the divergence theorem. Due to
the field discontinuity, the field outside the waveg-
uide, indicated as the superscript +, is used in the
computation [21].
An important observation must be made with re-
spect to the use of the divergence theorem in the case
of superpositions. When one wants to calculate the
force density q = ∂zF along the propagation direc-
tion z, by making the volume V in (4) infinitesimally
small in the z-direction, one needs to properly take
into account the surface perpendicular to the prop-
agation direction, since the stress tensor σ is not
z-independent as it was in the case of eigenmodes.
A surface integral on the cross-section is therefore
needed, besides the usual procedure of integrating
over a curve on a cross section of the CWS.
The forces on the waveguides can also be calcu-
lated from the induced dipole force density f . Due to
the discontinuity of the electric field introduced by
the boundary between dielectric and vacuum, the in-
duced DF can be split into a component acting on the
bulk and one acting on the surface of the waveguides:
fbulk =
1
4
0 (− 1)∇(E ·E∗) , (5)
fsurf =
1
4
0nˆ ·
(
E+ −E−)∗ (E+ −E−) , (6)
where the superscripts − indicates the fields inside
the material, nˆ is the outward normal to the waveg-
uide boundary, and ε is the relative permittivity.
The results of the FEM simulation are shown in
Fig. 1, and we present both the known eigenmode
forces and the amplitude of the beating force, since
its magnitude varies sinusoidally along the direction
of propagation, calculated taking the aforementioned
precautions.
Fig. 1(a,b) shows the electric field squared norm for
eigenmodes 1 and 2 over a cross section of the CWS.
The symmetry of the given eigenmode is indicated as
x(y)-even(odd) as appropriate. Fig. 1(c) shows the
cross-term of the electric field squared norm, results
in a profile which is odd in the x-plane.
Due to the opposite symmetries of the chosen
modes, the cross-terms for both MST and DF will
be x-odd, while eigenmode terms are x-even. The
odd parity about the x-plane results in a force that
acts on both waveguides with the same sign, so that a
cross section of the CWS will experience a non-zero
net force. This characteristic of the beating force
makes it able to accelerate the center of mass of an
adequately designed finite pair of waveguides.
Fig. 1(d) shows the magnitude of the optical forces
in the system, highlighting the separation d/a ≈ 0.26
where the attractive (blue) and repulsive (red) forces
cancel each other and only the beating force (green)
is felt. The results using MST are shown as con-
tinuous lines and the DF by symbols, circles for the
attractive force, squares for the repulsive force and
triangles for the beating force. It is possible to see
that both formulations agree remarkably well among
themselves for eigenmodes, hence eigenmode forces
3
Figure 1: Results of FEM simulations for the CWS using the
first two TE-like modes. The symmetric mode (a), is x-even
and y-odd, while the anti-symmetric mode (b) is x-odd and y-
odd. In both cases the resulting force, indicated by a black ar-
row, depends of a square modulus and so is x-even, acting with
opposite signs on each waveguide. For the beating force (c),
which depends on cross terms like E1 ·E
∗
2 , the parity is x-odd,
so that in both waveguides the force will act with the same
sign. In each cross section, red indicates regions of positive
Eµ ·E∗ν and blue indicates regions where the product is nega-
tive. (d) The magnitudes for the attractive (blue/circles) and
repulsive (red/squares) force agree remarkably well between
calculations by MST (continuous lines) or DF (symbols). For
the amplitude of the beating force (green/triangles), however,
we see that the continuous line of the MST calculation does
not coincide with the result from DF. The vertical dashed line
indicates the separation d/a ≈ 0.26 where the attractive and
repulsive forces are equal in magnitude and should cancel each
other.
are unambiguous. For qb, however, we see that the
formulations do not agree.
3 Heuristic model
The aim of our model is to calculate the forces acting
on a CWS when the pair is excited in a superposition
of eigenmodes, without resorting to the MST formal-
ism and in a way that provides more intuition about
the momentum exchanges between light and matter
in this system. It does so by calculating the change in
the linear momentum of the electromagnetic field as
the center of energy of the system changes transver-
sally along the direction of propagation, from one
waveguide to the other.
We start with the (time averaged) Poynting vector
S, which is defined as
S = Re [E×H∗] /2. (7)
Substituting the superposition fields from (1) and (2)
into (7), we have:
S =
1
2
2∑
µ=1
2∑
ν=1
Re [AµA
∗
νEµ ×H∗ν ] ei∆βµνz (8)
=
1
4
2∑
µ=1
2∑
ν=1
AµA
∗
ν [Eµ ×H∗ν +E∗ν ×Hµ] ei∆βµνz,
(9)
where ∆βµν = βµ−βν and the labelling inversion on
the last part is allowed due to the ranges of the sums
over µ and ν being the same. By defining
Sµν = (Eµ ×H∗ν +E∗ν ×Hµ) /4, (10)
the Poynting vector can be written as:
S =
2∑
µ=1
2∑
ν=1
AµA
∗
νSµνe
i∆βµνz (11)
= |A1|2S11 + |A2|2S22 + 2 Re
[
A1A
∗
2S12e
i∆βµνz
]
,
(12)
where we used the fact that Sµν = S
∗
νµ, which can be
seen from (10). The transverse component of Sµν will
4
be totally imaginary whereas the longitudinal one will
be real, which can be shown from the eigenmode fixed
phase, therefore they will show respectively a sine and
cosine dependence with the propagation direction.
The cross terms of any quantity quadratic in the
fields can be calculated in the same manner, and
we see explicitly that only cross terms will be z-
dependent.
Light carries momentum density g that can be
expressed, respectively, in the Abraham or the
Minkowski definition [23]:
gA =
1
2c2
Re [E×H∗] = 1
c2
S, (13)
gM =
1
2
Re [D×B∗] = 
c2
S, (14)
where D = ε0εE is the electric displacement field,
B = µ0H is the magnetic flux density, and we have
assumed a non-magnetic, dispersionless and absorp-
tionless medium. Therefore, momentum density is
directly proportional to the energy density flux S.
As mentioned before, energy will shift from one
waveguide to the other. Therefore its center of energy
will also shift from one to another. In electromagnetic
systems, energy density [26,27] is defined as:
u = (E ·D∗ +H ·B∗) /4 (15)
where the extra one-half factor comes from time-
averaging.
The center of energy [28] ρc is defined as:
ρc(z) =
1
U
∫∫
Ω
ρudS, (16)
where ρ is the transverse vector in the xy-plane and
U is the energy in the cross-section. The eigenmodes
of symmetrical coupled-waveguides will have either
even or odd transverse profiles. Therefore the term
u11 or u22 will always be even since it is the product
of two even fields or two odd fields. Since ρ is odd, a
term of the form ρu11 or ρu22 will always be odd and
have null integral. On the other hand, the cross-term
u12 can be odd if the eigenmodes have different parity,
similarly to Fig. 1(c). In this case ρu12 will be even
and have a non-null integral. If the eigenmodes have
the right kind of parity, it is then possible to have
a center of energy that shifts from one waveguide to
the other.
If the waveguide separation d is not too small rela-
tive to their width and the superposition is composed
of equal amounts of each orthonormalized eigenmode
(A1 = A2) we can approximate the center of energy
as the distance from the center of the CWS to the
center of one of the waveguides. Therefore, a reason-
able assumption for the movement of the center of
energy is
ρc(z) =
d+ a
2
xˆ cos
(
piz
Lb
)
, (17)
where x is the transverse direction and Lb is the beat-
ing distance, which is the distance light couples to-
tally from one waveguide to the other. At z = 0, light
is totally on the top waveguide as shown in Fig. 2.
The momentum in the transverse cross-section is ℘
and it is always tangent to the light-path. Due to
the orthogonality of eigenmodes, ℘z will always be
constant, irrespectively of z [29, 30].
Figure 2: Diagram of coupled waveguides exchanging energy.
The blue sinusoidal line shows the light-path (center of energy),
where z is the propagation direction and x is the transverse
direction. The waveguides have width a, are separated by a
distance d and the energy exchange is characterized by Lb, the
beating distance, which is the distance light couples totally
from one waveguide to the other. ℘ is the momentum at the
cross-section.
While the center of energy is analogous to the cen-
ter of mass, it should be kept in mind that the electro-
magnetic field is delocalized in the CWS. Therefore,
the trajectory obtained is not a literal one, in the
sense of a point particle moving through space.
For the linear momentum to be tangent we must
have:
℘x
℘z
=
d
dz
ρxc(z) = −d+ a
2
pi
Lb
sin
(
piz
Lb
)
, (18)
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which gives a relationship for the linear momen-
tum transverse component on both waveguides. We
shall express the beating force as the force density
qxb = ∂zFxb along the z-direction and it can be
found from the variation of the linear momentum,
qb = d℘/dt, and the time derivative can be converted
into a spatial derivative by knowledge of the propa-
gation velocity v [25]. The beating force density is
then defined as:
qxb = v
d
dz
℘x = ℘z
(
pi
Lb
)2
d+ a
2
v cos
(
piz
Lb
)
. (19)
This force acts on both waveguides, and since we
are dealing with symmetric waveguides, the force on
each waveguide will be half of this value, q
(T/B)
xb =
qxb/2, where the superscript T/B indicates the top
and bottom waveguide, respectively. It is important
to point out that this force is capable of accelerating
the center of mass of the system, since for all cross
sections it has the same sign on both waveguides.
The beating force calculated by the heuristic model
presented above depends on how the momentum of
light in the CWS is calculated, ℘z. This means that
choosing to use the Abraham or Minkowski formula-
tions will entail different quantitative predictions for
qb.
4 Discussion
Having ascertained that the two sets of equations
used to calculate optical forces from our FEM simu-
lations are consistent with each other for eigenmodes
we proceeded to use the numerical results for cross
terms as validation for our heuristic model.
The beating force, shown in Fig. 3, was calculated
from FEM data, using both MST and DF formu-
lations. Since electrostrictive effects are commonly
observed in silicon nanowaveguides, we have also cal-
culated the magnitude of that effect, shown in Fig. 3
as blue triangles. It is clear from the results that
the contribution of electrostriction is always much
smaller than the beating force and therefore should
not interfere in experimental observations of the beat-
ing force. The forces shown were markedly different
for each derivation. For Abraham momentum the
predicted force is very small, whereas for Minkowski
momentum gives a much higher force, as expected
from the presence of an  ≈ 10 in (14). The heuristic
force calculated from Minkowski momentum agrees
remarkably well with MST, even though the momen-
tum associated with MST is Abraham one, whereas
DF have a smaller force but with the same general
behavior. The difference in momentum depends on
the system of interest, with Minkowski momentum
associated to canonic momentum while Abraham to
kinetic momentum [31]. This may suggest that in
waveguide systems the correct momentum formula-
tion is the Minkowski one.
Figure 3: Beating force as a function of the adimensional
waveguide separation, d/a. Five derivations are presented: cal-
culation via momentum transfer, assuming both Abraham (red
line) and Minkowski (blue line) formulations, and calculation
using MST (green circle), DF (yellow square), and ES (blue
triangles), based solely on numerical FEM simulations.
To compare the eigenmode forces with the beat-
ing force we chose to simulate its effect on a doubly-
clamped CWS as demonstrated in Fig. 4. Fig. 4(a)
and Fig. 4(b) show the deformation of CWS for sym-
metric and antisymmetric eigenmode forces, respec-
tively, where the color map shows the stresses. As
stated, this force can only change the relative sep-
aration of both waveguides. For a superposition of
eigenmodes, Fig. 4(c), the beating force can change
the center of mass. By a careful choice of geome-
try and/or controlling the amount of each eigenmode
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into the superposition, it is possible to control the de-
formation of each waveguide independently from one
another, thus offering an additional degree of free-
dom in the mechanical manipulation of waveguides
through optical forces.
Figure 4: Mechanical displacement caused by the symmetric
(a) and antisymmetric (b) eigenmode forces, compared to the
beating force (c). Displacements shown are solutions of the
Euler-Bernoulli equation for a pair of doubly clamped waveg-
uides with a square cross-section. The scale of deformations
has been exaggerated from actual values in order to better
display the differences in the resulting deformations. It can
be seen that, while eigenmode forces do not act on the cen-
ter of mass of the system, but change the distance between
waveguides, the opposite is true for the beating force. For the
latter, both waveguides are accelerated in the same direction,
resulting in a displacement of the center of mass, while the
separation between waveguides does not change.
5 Conclusions and outlook
In this work we have shown that numerical calcu-
lations of the magnitude of the transverse beating
force in coupled-waveguide systems must be done dif-
ferently from the standard procedure used for eigen-
modes. For this geometry, ignoring contributions to
the force which are due to the variation of the MST
along the direction of propagation leads to an under-
estimation of the magnitude of qb. In addition to
that, we have shown that this force is neither attrac-
tive nor repulsive, so that it may accelerate the center
of mass of an adequately designed pair of waveguides.
Motivated by this counterintuitive result, we pro-
posed a heuristic model based on simples assump-
tions about the conservation of momentum in the to-
tal system, taking into consideration the transverse
variation of the position of the center of energy of the
electromagnetic field along the direction of propaga-
tion. This heuristic model was able to quantitatively
predict the amplitude of qb with very good agree-
ment to the results of the MST calculation up to a
region of parameters where the initial assumptions
fail. Interestingly, this good quantitative agreement
is obtained when using the Minkowski formulation for
the momentum of light in dielectrics, even though the
MST is based on the Abraham momentum.
While we have presented our results for a pair of
waveguides, they are more general and also apply for
a single multi-mode waveguide. The choice of modes
used in our calculations is also not specific and differ-
ent mode superpositions will generate beating forces
along the y direction. By choosing a suitable su-
perposition of modes as input, it should be possible
to achieve independent manipulation of waveguides
on both transverse directions, for instance in order
to align photonic components between chips. More-
over, the fact that the beating force cannot always be
neglected implies that the design of optomechanical
devices based on optical forces between waveguides
should take it into account whenever non-eigenmode
excitation is expected.
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