Abstract -This paper describes automatic detection and classification of visual symptoms affected by fungal disease. Algorithms are developed to acquire and process color images of fungal disease affected on commercial crops like chili, cotton and sugarcane. The developed algorithms are used to preprocess, segment, extract and reduce features from fungal affected parts of a crop. The feature extraction is done with discrete wavelet transform (DWT) and features are further reduced by using Principal component analysis (PCA). Reduced features are then used as inputs to classifiers and tests are performed to classify image samples. We have used statistical based Mahalanobis distance and Probabilistic neural network (PNN) classifiers. The average classification accuracies using Mahalanobis distance classifier are 83.17% and using PNN classifier are 86.48%.
I. INTRODUCTION
India ranked within the world's five largest producers of over 80% of agricultural produce items, including many commercial crops. Agriculture is still the largest economic sector and plays a major role in socioeconomic development of India. Agriculture in India is the means of livelihood of almost two thirds of the workforce in India. India has over 210 million acres of farm land. Jowar, wheat, sunflower, cereals are the major crops. Apple, banana, sapota, grapes, oranges are the most common fruits. Sugarcane, cotton, chili, groundnuts are the major commercial crops.
Agricultural production of the world sustains annual loss of about 20 to 30% on an average due to plant diseases in different crops and in different countries.
According to NABARD (National Bank for agriculture and rural development) India loses about 30% of its crops due to pests and diseases each year. The damage due to these is estimated to be Rs.60, 000 crores annually.
Plant disease diagnosis is an art as well as science. The diagnostic process (i.e. recognition of symptoms and signs), is inherently visual and requires intuitive judgement as well as the use of scientific methods. Many disease produce symptoms which are the main tools for field diagnosis of diseases showing external symptoms out of a series of reactions that take place between host and pathogen. As such, several important decisions regarding safe practices, the production and processing of plant have been made in the recent past.
Photographic images of plant disease symptoms and signs used extensively to enhance description of plant diseases are invaluable in research, teaching and diagnostics etc. Plant pathologists can incorporate these digital images using digital image transfer tools in diagnosis of plant diseases. Images often do not possess sufficient details to assist in diagnosis, resulting in waste of time, misshaping the diagnostician to arrive at incorrect diagnosis. Farmers experience great difficulties and also in changing from one disease control policy to another i.e. intensive use of pesticides. In the absence of comprehensive knowledge, disputes over costs, benefits, and the potential for harm of chemical pesticides easily become polarized (Pinstrup-Andersen, 2001). Farmers are more concerned about the huge costs involved in these activities and severe loss. The cost intensity, automatic correct identification and classification of diseases based on their particular symptoms is very useful to farmers and also agriculture scientists. Early detection of diseases is a major challenge in horticulture and agriculture science. Development of proper methodology, certainly of use in these areas. One of the main concerns of scientists is the automatic disease diagnosis and control. (Basvaraj .S. Anami et al; 2011).
Computer vision Systems developed for agricultural applications, namely detection of weeds, sorting of fruits in fruit processing, classification of grains, recognition of food products in food processing, medicinal plant recognition etc. In all these techniques, digital images are acquired in a given domain using digital camera and image processing techniques are applied on these images to extract useful features that are necessary for further analysis.
Plant diseases are caused by pathogens. Hence a pathogen is always associated with a disease. In other way, disease is a symptom caused by the invasion of a pathogen that is able to survive, perpetuate and spread. Most plant diseases are caused by bacteria, fungi, virus, etc of which fungi are responsible for a large number of diseases in plants. Most of the published work is focused on generic disease affected on crop (Jayamala K. Patil et al; . No work has been stated with respect to fungal disease affected on commercial crops using image processing techniques.
The objective of this study was (I) to detect and classify type of fungal disease symptom affected on Commercial crops (II) to detect diseased leaf, fruit and stem/stalk. The samples of fungal affected images are shown in Fig.1 .
The paper is organized into four sections. Section 2 gives the proposed methodology. Section 3 describes results and discussions. Section 4 gives conclusions of the work.
II. PROPOSED METHDOLOGY
In the present work tasks like image acquisition, preprocessing, segmentation, feature extraction, feature reduction and classification are carried out. The detailed block diagram of adopted methodology is shown in Fig.2 . The classification tree is given in Fig.3 . 
A. Image set
The set of 2616 fungal affected image samples on commercial crops like chili (Capicum annuum), cotton (Gossypium hirsutum) and sugarcane (Sacharum Officinarum) are considered for work. The image sample was obtained from department of plant pathology at the University of Agricultural Sciences, Dharwad, INDIA. The chosen fungal disease symptoms affected on different parts of commercial crops are chili stem anthracnose, chili stem powderymildew, chili fruit anthracnose, chili fruit powdery mildew, chili fruit rot, chili leaf anthracnose, chili leaf powdery mildew, chili alternaria leaf spot, cotton stem fusarium wilt, cotton alternaria leafspot, cotton leaf fusarium wilt, cotton leaf graymildew, sugarcane leaf smut, sugarcane leaf redrot, sugarcane stem redrot. Table. 1 shows scientific classification of fungal symptom affected on each commercial crop type along with affected part.
B. Image preprocessing
The single crop image is captured by analog camera. Then preprocessing steps applied over image. The preprocessing of image includes shade correction, removing artifacts, formatting. Formatting deals with storage representation and setting the attributes of the image. Image samples are segmented using grab cut segmentation (Justin.F et al; 2006). The grab cut segmentation method is used to segment regions between foreground and background. The foreground region depicts the affected stem, leaf or fruit of each crop type. Fig.4 shows segmented image after applying grab cut segmentation method. 
C. Wavelet based feature extraction
Once the image have been segmented the identified regions, features are extracted from the image. The image height and width are set to even multiples of 512 and 512 pixels respectively and separated into three matrices corresponding to the original images" Red, Green and Blue color components (P.S. Hiremath et al; 2006) .In this work, we have proposed a method to extract features based on discrete wavelet transform (DWT). The image samples are subjected to 2D wavelet decomposition using Daubechies db4 wavelets which is applied to each color component resulting in a 512x512 matrix of each color component. The coefficients of approximation (CA1) and sub-image details are obtained for each color component. The subimage details co-efficients are described as a horizontal (CH1), vertical (CV1) and diagonal (CD1). The numbers of co-efficient generated by first level decomposition are very large and may not be suitable for classification (E. With the second level decomposition, the feature vector size (49,152) is too large to be given as an input to a classifier which results in lower classification accuracy. In machine learning, during the training of the classifiers, if the numbers of image features are large, it can lead to ill-posing and over fitting, and reduce the generalization of the classifier. One way to overcome this problem is to reduce the dimensionality of features. To reduce the dimensionality of the large set of features of dataset, in our work, we proposed the use of Principal Component Analysis (PCA).
D. PCA based feature reduction
PCA is a dimensionality reduction algorithm that can be used to significantly speed up feature learning algorithm. It is a way of identifying patterns in data, and expressing the data in such a way as to highlight their similarities and differences. Since patterns in data can be hard to find in data of high dimension, PCA is a powerful tool for analyzing data. The other main advantage of PCA is that once patterns in the data were found, data can be compressed by reducing the number of dimensions, without much loss of information. PCA uses linear Transformations to map data from high dimensional space to low dimensional space. The low dimensional space can be determined by Eigen vectors of the covariance matrix.
Row feature vector is the matrix with the eigenvectors in the columns transposed so that the eigenvectors are in the rows, with the most significant eigenvector at the top and Row data adjust is the mean-adjusted data transposed, i.e.; the feature items in each column, with each row holding a separate dimension. Final feature is the final feature set, with feature items in columns, and dimensions along rows. The eigenvector with the highest eigenvalue is the principle component of the data set. By ignoring the components of less significance the final feature set will have less dimensions than original (Lindsay I Smith, 2002). Algorithm.2 gives wavelet features reduction procedure using PCA. The number of wavelet features reduced from PCA is 262 for red, green and blue color components. The features from these three color components are combined to form feature vector of 786 features which are given as input to the classifiers.
III. CLASSIFIERS

A. Statistical Classifier Using Squared Mahalanobis Minimum Distance
The Mahalanobis distance is a very useful way of determining the similarity of a set of values from an unknown sample to a set of values measured from a collection of known samples. One of the main reasons the Mahalanobis distance method is used is that it is very sensitive to inter-variable changes in the training data. In addition, since the Mahalanobis distance is measured in terms of standard deviations from the mean of the training samples, the reported matching values give a statistical measure of how well the spectrum of the unknown sample matches (or does not match) the original training spectra. This method belongs to the class of supervised classification. Since this work is, a feasibility study to analyze whether such techniques give accurate enough results, so that the technology is viable for an autonomous harvester, supervised classification is a good approach to test the efficacy of the method. The underlying distribution for the complete training data set was a mixture of Gaussian model. The next step is to calculate the statistics representing those classes. The procedure until this stage represented the training phase, where in, we calculate the necessary statistical features various classes. After the parameter sets were obtained, the classifier was tested on the test images for each class. This constitutes the testing phase.
The classifier was based on the squared Mahalanobis distance from the feature vector representing the test image to the parameter sets of the various classes. It used the nearest neighbor principle. The squared Mahalanobis distance metric is calculated using equation. (1).
Where, "x" is the N-dimensional test feature vector (N is the number of features considered), "μ" is the N-dimensional mean vector for a particular class "Σ" is the N x N dimensional co-variance matrix.
During testing phase of the method, the squared Mahalanobis distance, for a particular test vector is calculated with all the classes. The test image is then classified using the minimum distance principle. The test image is classified as belonging to a particular class to which its squared Mahalanobis distance is minimum among the calculated distances (Nikhil Niphadkar).
B. Probabilistic Neural Network Classifier
Recent resurgence of interest in artificial neural networks has resulted in different models for real-world applications. Artificial neural networks are the massively parallel structures of simple processing units that can be used for solving computationally complex tasks such as image processing, computer vision, pattern recognition etc.
We have used Probabilistic neural networks (PNN) for classification in this work (D.S.Guru et al; 2011). When an input is presented, the first layer computes distances from the input vector to the training input vectors, and produces a vector whose elements indicate how close the input is to a training input. The second layer sums these contributions for each class of inputs to produce as its net output a vector of probabilities. Finally, a compete transfer function on the output of the second layer picks the maximum of these probabilities, and produces a 1 for that class and a 0 for the other classes. The reason in selecting PNN is that it has fast training process orders of magnitude faster than backpropagation, an inherently parallel structure, guaranteed to converge to an optimal classifier as the size of the representative training set increases, no local minima issues, training samples can be added or removed without extensive retraining. The classification procedure is depicted in Algorithm.3. From Fig.7 the highest recognition and classification accuracy of 96% is observed with cotton leaf graymildew and the lowest of 78% is observed with cotton stem fusarium wilt using PNN classifier.
Figure7. Average classification accuracy using PNN per class
The average classification accuracies for Mahalanobis distance and PNN classifiers are 83.17% and 86.48% respectively as shown in Fig.8 . The technology leverage farmers can take up to asses the crop, look at the possibility of diseases at early stages, take decision on possible treatment, and the like. The identification of the symptoms of fungal diseases, by means of a machine vision system may support farmers in proper assessment of crops. Here we used image samples of commercial crops that showed visual symptoms of a fungal disease. Features were extracted from affected region and used as inputs to a Mahalanobis distance and PNN classifiers. The classification accuracy and computational speed up for training taken by classifiers shows that PNN classifier works better for our approach.
The work carried out has relevance to the real world classification of commercial crop disease and it involves both image processing and pattern recognition techniques. For future study, different neural network architectures, Support Vector machine (SVM), Statistical methods can be used for classification. We can extend this project to classify disease affected on fruits, vegetables, cereals etc.
