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Resumen
Resumen
Las te´cnicas de computacio´n distribuida y las te´cnicas de ana´lisis de informacio´n esta´n
adquiriendo una gran importancia en los u´ltimos an˜os. Las compan˜´ıas tienen una gran cantidad
de informacio´n que necesita ser analizada ahorrando en recursos. Estos recursos pueden ser
desde tiempo hasta costes.
Es por esto que han surgido distintas te´cnicas y distintas herramientas que facilitan el
ana´lisis de estos datos. Generalmente, estos sistemas requieren de grandes recursos, a nivel
computacional, para llevar a cabo estos ana´lisis. Del mismo modo, disponer de estos recursos
suele desembocar en una inversio´n importante de dinero.
A partir de estas te´cnicas y herramientas, se ha realizado un sistema de computacio´n vola´til
altamente configurable. Este sistema permite, mediante una aplicacio´n servidor y un conjunto
dina´mico de aplicaciones clientes, distribuir operaciones y analizar los datos empleando un
determinado algoritmo. La gran ventaja que ofrece el sistema es la incorporacio´n de nuevos
clientes de forma dina´mica lo que aumenta de forma directa el rendimiento de la aplicacio´n.
Todo esto ha sido desarrollado aplicando metodolog´ıas a´giles y principios de patrones de
disen˜o de software, asegurando de esta forma una elevada calidad y un sistema robusto y escal-
able.
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Abstract
Distributed computing techniques and information analysis techniques are gaining more
importance in recent years. Companies have huge amounts of information that need to be
analyzed saving resources. These resources can be from time to money.
Different techniques have emerged and different tools that facilitate the analysis of these
data have emerged too. Generally, these systems require large resources, computationally, to
carry out the analysis. Similarly, these resources have often led to a significant investment of
money.
By using these techniques and tools, a highly configurable volatile system has been devel-
oped. This system allows, through a server application and a dynamic set of client applications,
distribute operations and analyze data using a certain algorithm. The main advantage of the
system is the addition of new clients dynamically increasing performance directly from the
application.
All this has been developed using agile methodologies and software principles and software
design patterns ensuring high quality and a robust and scalable system.
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1
Introduccio´n
Los entornos vola´tiles se encuentran presentes en la mayor´ıa de las redes actuales, espe-
cialmente en las redes de comunicaciones. La capacidad de entender dichas redes unida a la
capacidad de predecir estos entornos genera una explotacio´n potencial dentro del campo del
aprendizaje automa´tico. Esta explotacio´n consiste en emplear dichos entornos como sistemas de
co´mputo adaptando los algoritmos de aprendizaje automa´tico para sobrepasar las limitaciones
que puedan presentar.
El trabajo realizado esta´ orientado en esta direccio´n. Como entorno vola´til, se han empleado
las comunicaciones HTTP que utilizan los navegadores a la hora de acceder a pa´ginas web
y, sobre esta capa de aplicacio´n, se ha generado una capa de servicios que ofrece un sistema
de ana´lisis de datos altamente configurable. En concreto, como caso pra´ctico de uso, se ha
desarrollado el algoritmo K-Means, algoritmo que tiene como objetivo la agrupacio´n de un
conjunto de datos en funcio´n de su proximidad. La ventaja de la que parte este algoritmo es
que sus operaciones se pueden distribuir de forma sencilla.
La capa de servicios generada esta´ inspirada en los sistemas de Map-Reduce, desarrollados
tanto por Hadoop1 como por Spark2. Esta capa de servicios divide el co´mputo en un sistema
servidor y en un conjunto de clientes heteroge´neos. El servidor realiza las tareas relacionadas con
la divisio´n de los datos a procesar, a partir de ahora esta tarea sera´ conocida como splitting, y
la distribucio´n, tambie´n conocida como shuﬄe, de los datos a cada uno de los clientes. Mientras
tanto, los clientes son los encargados de realizar las operaciones no triviales de los ca´lculos
derivados de Map-Reduce.
De esta forma, la principal carga de computacio´n es delegada a los clientes, dejando las
operaciones sencillas al servidor. Por lo tanto, se puede dedicar la mayor parte de los recursos
a los clientes, que sera´n las unidades externas de la aplicacio´n, teniendo un servidor con un
consumo bajo de recursos.
Dado que el sistema se define como vola´til, se ha optado por una comunicacio´n basada en
un intercambio de mensajes as´ıncronos. Para la realizacio´n de este sistema de intercambio de
1http://hadoop.apache.org/
2http://spark.apache.org/
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mensajes de forma as´ıncrona, los clientes se comunican con el servidor invocando a una serie
de servicios REST, a trave´s de una URL mediante una serie de me´todos, implementados en la
parte del servidor. Como respuesta a esta llamada, a los clientes se les proporciona una serie
de informacio´n en formato JSON con las siguientes caracter´ısticas: las instrucciones de la tarea
a realizar, los datos correspondientes a dicha tarea que se tienen que analizar y, por u´ltimo, la
informacio´n del contexto del algoritmo que se esta´ ejecutando. Con esta informacio´n, los clientes,
que tienen la implementacio´n de las operaciones de map y de reduce del algoritmo, realizan los
ca´lculos correspondientes y devuelven el resultado al servidor. La respuesta tambie´n se produce
de forma as´ıncrona mediante la comunicacio´n con los servicios REST presentes en el servidor.
Los clientes siguen procediendo de esta forma hasta que no hay ma´s operaciones disponibles en
el servidor, que sera´ cuando la ejecucio´n del algoritmo haya finalizado y se puedan obtener los
resultados.
Este sistema supone una primera aproximacio´n a un nuevo modelo de computacio´n donde
no es necesario generar ningu´n tipo de instalacio´n en los clientes, dado que el co´digo se recibe
mediante el acceso a una pa´gina web con un navegador y el navegador es capaz, por tanto, de
interpretar dicho co´digo.
Unido a todo lo anterior, la incorporacio´n de nuevos clientes se produce de forma inmedi-
ata, dado que la comunicacio´n entre los clientes y el servidor es v´ıa servicios REST de forma
as´ıncrona. Esto significa que se pueden gestionar de forma dina´mica las unidades de ca´lculo del
sistema. Con todo esto, se puede generar un cluster con una elevada capacidad de computacio´n
que combina todo tipo de dispositivos, incluyendo: tele´fonos mo´viles, ordenadores porta´tiles,
televisores, ordenadores de sobremesa y cualquier tipo de sistema que tenga un sistema capaz
de interpretar JavaScript.
Adema´s de todo lo anterior, la implementacio´n basada en Map-Reduce reduce el esfuerzo a
la hora de adaptar los algoritmos a un sistema de co´mputo basado en paralelizacio´n. Finalmente,
los experimentos de la actual implementacio´n del algoritmo K-Means, dentro de este sistema,
han demostrado resultados equivalentes a los generados por otras implementaciones populares,
siendo, a su vez, computacionalmente competitivos. La principal diferencia que existe es que
el sistema desarrollado cuenta con una mayor facilidad para an˜adir una mayor capacidad de
computacio´n en forma de nuevos clientes.
Unido a todos estos resultados, se une la metodolog´ıa de desarrollo que se ha llevado a
cabo. Es importante destacar que, a la hora de desarrollar nuevos proyectos, es necesario tener
en cuenta, desde el primer momento, la calidad de los mismos. Es por esto que el uso de una
buena metodolog´ıa, que permita dotar de una mayor calidad al proceso, es beneficioso. Se han
utilizado metodolog´ıas a´giles debido a su alta capacidad de adaptacio´n a los cambios.
Del mismo modo, se han empleado patrones y principios de disen˜o de software con el ob-
jetivo de conseguir realizar un proyecto con una elevada calidad, permitiendo as´ı facilitar su
mantenimiento y extensio´n con nueva funcionalidad. La estructura del proyecto tambie´n se ha
visto beneficiada por la aplicacio´n de estas buenas pra´cticas.
Por lo tanto, gracias al uso de metodolog´ıas a´giles, al uso de principios y patrones de disen˜o
de software y a una serie de te´cnicas de desarrollo guiado por pruebas el resultado final, a parte
de ser un proyecto computacionalmente competitivo, tambie´n ha resultado ser un proyecto con
una gran robustez, presentando buenas capacidades para extender la funcionalidad an˜adiendo
nuevos algoritmos, teniendo un gran nivel de cobertura del co´digo mediante distintos tipos de
pruebas y mejorando la calidad.
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1.1. Motivacio´n
Los sistemas vola´tiles y el procesamiento de datos son unos mecanismos que esta´n adquirien-
do una gran importancia en los u´ltimos an˜os. Es por esto que han surgido tecnolog´ıas dedicadas
u´nica y exclusivamente al procesamiento de grandes cantidades de informacio´n de forma o´ptima.
De forma adicional, el auge de lo conocido como Big Data esta´ suponiendo un cambio en las
formas de procesamiento y tratamiento de los datos.
Al existir un mayor nu´mero de datos para procesar, es importante descubrir nuevas te´cnicas
que permitan optimizar el uso de recursos con el objetivo de reducir el tiempo y los costes del
ana´lisis de dichos datos. As´ı, el beneficio de todo este proceso sera´ mayor.
Unido a todo esto, las metodolog´ıas de desarrollo de productos software esta´n cambiando,
dando una mayor importancia a las metodolog´ıas a´giles sobre las metodolog´ıas tradicionales.
Debido a este cambio, se quiere profundizar en este tipo de metodolog´ıas, aplica´ndolas directa-
mente al desarrollo de la aplicacio´n para beneficiarse de todos sus aspectos positivos.
De forma adicional, las empresas cada vez son ma´s conscientes de que es necesario realizar
proyectos que cumplan con su cometido pero que tambie´n cumplan con unos mı´nimos de calidad.
Para esto, existen numerosos patrones y principios de desarrollo de software que sera´ necesario
aplicar para asegurar la calidad del resultado final.
Con todo esto, la principal motivacio´n de este proyecto no es so´lo realizar un proyecto
competitivo, a nivel computacional, sino tambie´n competitivo a nivel tecnolo´gico que este´ dotado
de una elevada calidad.
1.2. Objetivos
Los objetivos que se pretenden cubrir con la realizacio´n de este trabajo son los siguientes:
Disen˜ar un sistema de computacio´n vola´til. El objetivo principal de este proyecto
es la realizacio´n de un sistema de computacio´n vola´til donde, a trave´s de un servidor,
se distribuyan una serie de operaciones que sera´n procesadas por un nu´mero variable de
clientes heteroge´neos. El principio de distribucio´n de operaciones esta´ basado en Map-
Reduce. El disen˜o del sistema debe contemplar la configuracio´n variable de clientes y la
no disponibilidad total de cada uno de ellos. Del mismo modo, no so´lo se contemplara´ la
funcionalidad de la aplicacio´n sino tambie´n la buena estructura de la misma, la capaci-
dad de escalabilidad del sistema, la robustez del co´digo y la facilidad de an˜adir nuevos
algoritmos.
Emplear tecnolog´ıas actuales e innovadoras. Otro de los principales objetivos de este
proyecto es la implementacio´n del mismo empleando tecnolog´ıas actuales que permitan
un desarrollo con un alto valor tecnolo´gico. El proyecto debe ser competitivo dentro de las
principales tecnolog´ıas empleadas en la actualidad. El uso de tecnolog´ıas actuales favorece
la evolucio´n de la aplicacio´n. Las tecnolog´ıas empleadas, aunque actuales, debera´n ser
tecnolog´ıas con un amplio recorrido y validadas por la comunidad.
Emplear una metodolog´ıa de desarrollo de software que mejore la calidad del
proceso. El desarrollo de un proyecto que obtenga buenos resultados no es lo u´nico a
tener en cuenta para que sea un proyecto satisfactorio, sino que tambie´n es importante
emplear una buena metodolog´ıa de desarrollo que favorezca la calidad del proceso. De
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esta forma, el objetivo es conseguir aplicar metodolog´ıas a´giles durante la realizacio´n del
proyecto para, de esta forma, conseguir una mejor calidad en el proyecto.
Utilizar principios y patrones de disen˜o de software con el objetivo de im-
plementar una solucio´n mantenible y fa´cilmente extensible. Unido al uso de una
buena metodolog´ıa, tambie´n se debe mencionar el uso de una serie de herramientas que
aseguren que el resultado final sea mantenible y tenga una estructura correcta. Estas her-
ramientas son los principios y patrones de disen˜o de software, que proporcionan una serie
de directrices a tener en cuenta durante el desarrollo del proyecto.
Emplear herramientas de seguimiento y medicio´n de la calidad del producto.
Para comprobar la calidad del producto obtenido al final del desarrollo, se empleara´n
herramientas de medicio´n de la calidad con el objetivo de asegurar el resultado final de
la aplicacio´n. Estas herramientas esta´n basadas en el ana´lisis esta´tico del co´digo que,
mediante una serie de reglas, permiten obtener ciertas me´tricas con las que clasificar el
proyecto en funcio´n de su calidad.
Aplicar mecanismo de distribucio´n de operaciones mediante Map-Reduce y
programacio´n de algoritmos de forma distribuida. Gracias a la operativa Map-
Reduce, la distribucio´n de las operaciones se produce de una forma ma´s sencilla. Utilizando
este mecanismo, se implementara´ de forma distribuida un algoritmo con el objetivo de
probar el funcionamiento de la aplicacio´n desarrollada. El algoritmo a implementar sera´
el algoritmo K-Means, cuya implementacio´n de forma distribuida es sencilla.
Obtener resultados competitivos con otros sistemas reconocidos. Una vez disen˜ada
e implementada la solucio´n del sistema, es importante destacar que los resultados obtenidos
por el sistema deben ser competitivos con otro tipo de sistemas ya existentes dedicados
al mismo campo. El sistema tiene la ventaja de poder dedicar una unidad de poco proce-
samiento para el ana´lisis puesto que las principales operaciones son realizadas por los
clientes. Es por esto que, aunque no sea competitivo en tiempos, puede ser competitivo en
cuanto a recursos emplados. Unido a esto, adema´s, la elevada capacidad de configuracio´n
de un mayor nu´mero de clientes debera´ ayudar a conseguir a esta tarea.
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2
Trasfondo Teo´rico
Esta seccio´n tiene como objetivo proporcionar una visio´n general del trabajo relacionado
con los entronos vola´tiles y las te´cnicas de clustering. Este punto se centra especialmente en
clustering y una visio´n teo´rica de Map-Reduce y de algoritmos gene´ticos, especialmente los
generados para computacio´n ef´ımera.
2.1. Sistemas Vola´tiles y Sistemas de Computacio´n Ef´ımera
Los entornos o ecosistemas ef´ımeros son descritos como aquellos entornos dina´micos donde
las estructuras esta´n en constante cambio. La adaptacio´n del aprendizaje automa´tico a estos
entornos, en funcio´n de co´mo los algoritmos bio-inspirados se adaptan a ellos, es extremadamente
u´til y tiene una aplicacio´n directa para el ana´lisis de grandes cantidades de datos, como podr´ıa
ser crear un cluster de ordenadores utilizando sus navegadores como clientes.
En la actualidad, todos los dispositivos tienen un navegador web y la red definida por
estos navegadores se puede considerar como un sistema ef´ımero, ya que esta´ en constante cam-
bio. Utilizando estos ecosistemas, se necesitan adaptar las te´cnicas de aprendizaje automa´tico
para crear clusters de ordenadores ma´s grandes combinando varios dispositivos heteroge´neos y,
creando as´ı, un sistema de bajo coste distribuido, donde el cliente no necesita ningu´n proce-
so de instalacio´n, ya que puede trabajar con co´digo JavaScript. Los principales problemas de
adaptacio´n son: los algoritmos ba´sicos de aprendizaje automa´tico, el ana´lisis en tiempo real, las
diferentes representaciones de datos (ima´genes, textos, redes, ...) y los grandes volu´menes de
datos.
Los entornos reales esta´n compuestos por entidades ef´ımeras. Estos sistemas emergentes
se basan en individuos que esta´n cambiando constantemente la estructura general. Esto es
t´ıpico, por ejemplo, en las colonias de bacterias, los animales o las sociedades humanas. Las dos
caracter´ısticas principales de estos sistemas son:
1. El propio sistema emergente.
2. La volatilidad de dicho sistema.
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Estos sistemas han sido analizados en diferentes a´reas, tales como: la biolog´ıa, la psicolog´ıa
y la sociolog´ıa, entre otras. Desde el punto de vista de la informa´tica, han sido especialmente
estudiados en el a´rea de redes, donde la robustez de la red se mide en funcio´n de su compor-
tamiento ef´ımero. Recientemente, los sistemas ef´ımeros han sido estudiados desde la perspectiva
de la optimizacio´n, especialmente enfocado en computacio´n bioinspirada y; ma´s concretamente,
en la computacio´n evolutiva [14].
Los algoritmos bio-inspirados imitan un sistema biolo´gico con el fin de optimizar las solu-
ciones de problemas espec´ıficos. Por ejemplo, los algoritmos gene´ticos se utilizan para evolu-
cionar una poblacio´n de soluciones, guiadas por una funcio´n de aptitud, que intenta encontrar
soluciones o´ptimas a un problema determinado. En los u´ltimos an˜os, los sistemas ef´ımeros han
sido utilizados con el fin de desarrollar versiones distribuidas de estos algoritmos gene´ticos [14].
Utilizando la computacio´n ef´ımera como idea base, se podr´ıa extender al a´rea del Machine
Learning, de manera similar a la que los algoritmos de optimizacio´n de colonias de hormigas
o gene´ticos se extienden a los algoritmos de aprendizaje automa´tico. Con estas extensiones, se
quiere disen˜ar un paradigma de aprendizaje automa´tico para trabajar en ambientes ef´ımeros
y; como consecuencia, se tendr´ıa que adaptar el entorno ef´ımero para ser capaz de ejecutar
algoritmos de aprendizaje automa´tico. E´sto ser´ıa ana´logo a la extensio´n Map-Reduce para
Machine Learning [4], pero centrado en dispositivos heteroge´neos, en lugar de los dispositivos
homoge´neos, como hacen actualmente Hadoop1, Yarn2 y Spark3.
Es por esto que, de forma similar a como Map-Reduce supone un importante paso adelante
para el aprendizaje automa´tico, EphemeML tiene como objetivo desarrollar un paradigma que
parta de la filosof´ıa de Map-Reduce y la transporte a todos los posibles recursos actuales,
tales como: tele´fonos mo´viles, ordenadores, televisores, etc. E´ste es el caso de uso principal: la
elaboracio´n de un cluster en el navegador.
Este caso de uso crea un sistema distribuido de bajo coste sin necesidad de la instalacio´n de
software en los clientes. Del mismo modo, se podr´ıa extender fa´cilmente a varios dispositivos,
ya que los clientes se encuentran conectados a un servicio que distribuye las tareas por las que
esta´ compuesto el algoritmo. Debido a la naturaleza ef´ımera y vola´til de la solucio´n, cualquier
tipo de error que se produzca en el navegador tendra´ que ser gestionado. Es por esto que, de la
misma forma, tambie´n necesita algunas de las caracter´ısticas de los algoritmos bio-inspirados.
2.2. El Paradigma Map-Reduce
El ana´lisis de grandes cantidades de datos, como se ha mencionado anteriormente, es un
desaf´ıo tanto para los algorimos de clustering, como para cualquier otro me´todo de miner´ıa de
datos en general.
Las bases de datos actuales contienen gran cantidad de instancias que necesitan ser anal-
izadas en un tiempo razonable. Los procesos de clustering cla´sicos utilizados para analizar
grandes conjuntos de datos han sido adaptados con el fin de mejorar su capacidad de ana´lisis
y su escalabilidad. Esta filosof´ıa se ha podido poner en pra´ctica inicialmente gracias al algo-
ritmo de Map-Reduce y a su implementacio´n en Hadoop [18]. Estas herramientas han seguido
evolucionando hacia modelos como Spark [22], que mejora varias caracter´ısticas de Map-Reduce.
1http://hadoop.apache.org/
2https://hadoop.apache.org/docs/r2.7.1/hadoop-yarn/hadoop-yarn-site/YARN.html
3http://spark.apache.org
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Map-Reduce es un modelo utilizado para procesar y analizar grandes conjuntos de datos
utilizando un algoritmo paralelizado y distribuido entre varias ma´quinas. Este algoritmo se
divide en dos etapas principales:
Map. Los datos de entrada se dividen en subproblemas ma´s pequen˜os. Estos subproblemas
se procesan en paralelo en cada nodo del cluster. Una vez que un nodo ha completado el
proceso, se env´ıa la respuesta a su nodo maestro. Es importante destacar que cada dato
tiene asociada una clave con el objetivo de identificarlo de forma u´nica. De esta forma, es
sencilla la distribucio´n de operaciones.
Reduce . El nodo maestro combina todas las respuestas de los subproblemas para generar
la solucio´n final.
Hay varias adaptaciones de los algoritmos de clustering en el modelo Map-Reduce, los ma´s
relevantes esta´n relacionados con los algoritmos: K-means [23], EM [4] y Spectral Clustering [3].
2.3. Aprendizaje no Supervisado y Clustering
El aprendizaje automa´tico, generalmente, se clasifica en cuatro a´reas principales, donde cada
a´rea tiene una serie de caracter´ısticas descritas a continuacio´n:
Aprendizaje supervisado. El proceso de aprendizaje tiene como objetivo obtener un
clasificador que imite el conocimiento de un experto.
Aprendizaje no supervisado. El proceso de aprendizaje tiene como objetivo identificar
patrones a ciegas.
Aprendizaje por refuerzo. Un agente pretende aprender utilizando un conjunto limi-
tado de informacio´n proporcionada durante el proceso de aprendizaje.
Aprendizaje basado en teor´ıa de juegos. Varios agentes tratan de aprender, de forma
cooperativa o competitiva, mediante una estrategia de aprendizaje por refuerzo
Este trabajo esta´ enfocado, especialmente, en el aprendizaje no supervisado, aunque se puede
generalizar fa´cilmente al resto de las a´reas. El campo no supervisado se divide en diferentes
estrategias, donde una de los ma´s famosas es el agrupamiento o clustering.
El clustering se define como un proceso que pretende maximizar la similitud de los datos
agrupados siguiendo un criterio espec´ıfico. Este proceso se lleva a cabo, por regla general, sin
una retroalimentacio´n durante el aprendizaje, sin embargo, se necesita algu´n tipo de supervisio´n
humana para definir los criterios.
Formalmente, la agrupacio´n se describe como una funcio´n de coste que el algoritmo tiene
que minimizar. Sea X = {x1, . . . , xn} un conjunto de datos con n elementos y C = {c1, . . . , cm}
el conjunto de los clusters donde los datos van a ser agrupados, se podr´ıa definir una funcio´n
de coste J basada en una me´trica espec´ıfica.
Por ejemplo, para la me´trica Eucl´ıdea, el objetivo se define como:
minCJ(X) =
n∑
i=0
mı´n
j
{(xi − cj)2} (2.1)
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2.4. K-Means y Map-Reduce
K-Means ha sido uno de los primeros algoritmos de clustering optimizados a trave´s de la
filosof´ıa de Map-Reduce. El algoritmo se escala en las dos etapas principales de K-Means:
Asociar los datos a los centroides ma´s cercanos. Para ello, se toma como clave cada
uno de los datos y se asigna, mediante una funcio´n para calcular la distancia, al centroide
ma´s pro´ximo.
Calcular el nuevo centroide. Para cada uno de los centroides, se obtienen los datos
asociados a cada uno y se calcula el nuevo centroide en funcio´n de esta informacio´n.
La versio´n del algoritmo de Map-Reduce se divide en tres etapas principales:
1. Inicializacio´n. El conjunto de datos se divide en bloques y se establecen los centroides
iniciales. Para establecer los centroides se pueden usar distintas te´cnicas, desde utilizar
los propios datos como centroides hasta generar centroides de forma dina´mica.
2. Asignacio´n de datos (Map). Los datos de cada bloque se asignan al centroide ma´s
cercano. En este caso, cada nodo asocia los datos de un bloque y todos los nodos comparten
el conjunto de centroides.
Algorithm 1 K-means Mapper
Require: MBi = bi1, . . . , b
i
N data block and C = c1, . . . , ck centroid
Ensure: F i = f i1, . . . , f
i
N mapping MB
i to C
1: for bij ∈ B do
2: f ij = mı´nk(b
i
j − ck)2
3: end for
4: return F i = f i1, . . . , f
i
N
3. Actualizacio´n del centroide (Reduce). Cada nodo recalcula un centroide, recibiendo
todos los datos que se han asignado al mismo. Con e´sto, se actualiza la posicio´n del
centroide.
Algorithm 2 K-means Reducer
Require: RBi = bi1, . . . , b
i
M data block.
Ensure: ci centroid.
1: return ci =
1
M
∑M
j=0 b
i
j
Despue´s del tercer paso, los centroides establecidos se actualizan y se repiten el segundo y
tercer paso hasta que el algoritmo converge o se alcanza un nu´mero ma´ximo de iteraciones.
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Algorithm 3 K-means Map-Reduce
Require: X = x1, . . . , xn data.
nBlocks number of mapping blocks.
iterations number of iterations.
Ensure: C = c1, . . . , ck centroids.
1: C = sample(X, k)
2: MB = split(X,nBlocks)
3: for i = 0 to iterations do
4: for MBi ∈MB do
5: F i = mapper(MBi, C)
6: end for
7: for ci ∈ C do
8: RBi = suffle(X,F, i)
9: ci = reduce(RB
i)
10: end for
11: end for
12: return C
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Metodolog´ıa de Desarrollo
Lo ma´s importante, de cara empezar un nuevo desarrollo, es escoger una buena metodolog´ıa
y un buen conjunto de buenas pra´cticas que permitan llevar a cabo con e´xito el nuevo proyecto.
Antes de nada, se puede definir como metodolog´ıa al conjunto de procedimientos que se
siguen, de forma ordenada, para llevar a cabo un determinado objetivo. De esta forma, las
metodolog´ıas de desarrollo de software son el conjunto de procedimiento que se llevan a cabo
para obtener, como resultado final, un determinado proyecto.
En los principios de la informa´tica, los proyectos se desarrollaban sin seguir ninguna metodolog´ıa.
Esto era debido a la novedad del mundo de la informa´tica y a las pocas referencias existentes
sobre los distintos procesos que se ten´ıan que llevar a cabo para poder realizar un proyecto de
forma organizada, lo que asegura en parte una mayor calidad en el resultado final y un menor
nu´mero de problemas. Esto provoco´, unos an˜os ma´s tarde, que se produjese la denominada
Crisis del Software [19].
La Crisis del Software es el momento a partir del cual se reconoce que los mecanismos
que se estaban utilizando no eran los correctos y que se ten´ıan que tomar medidas para evitar
que los futuros desarrollos terminasen en fracaso. A partir de este momento, se empezaron a
definir procesos para desarrollar los programas. Tambie´n, a partir de este momento, aparece la
Ingenier´ıa del Software [20, 5].
La Ingenier´ıa del Software es la ciencia que tiene como objetivo proporcionar distintos
mecanismos para asegurar la realizacio´n de los proyectos de una forma sistema´tica, favoreciendo
as´ı el desarrollo de proyectos con una mayor calidad, disminuyendo los costes y el nu´mero de
errores. A partir de este momento, surgen tambie´n las metodolog´ıas de desarrollo de software.
Las primeras metodolog´ıas de desarrollo que surgieron son las denominadas metodolog´ıas
tradicionales. Las metodolog´ıas tradicionales son aquellas que dan una mayor importancia
a la documentacio´n, planificacio´n y gestio´n de todos los aspectos relacionados con el proyecto
en lugar de centrarse en la fase de desarrollo del propio proyecto. Los aspectos sobre los que se
ejerce una mayor importancia pueden llegar a ser: los requisitos funcionales, los requisitos no
funcionales, la gestio´n del riesgos, la gestio´n de la incertidumbre y la gestio´n de la desviacio´n,
entre otros.
11
Distributed Clustering for Volatile Systems
Como se ha mencionado anteriormente, una metodolog´ıa ofrece una serie de fases que se
deben cumplir para llevar a cabo el desarrollo del proyecto de forma correcta. Las fases princi-
pales por las que esta´n compuestas las metodolog´ıas tradicionales son las siguientes:
Ana´lisis de requisitos. Durante esta fase, se obtienen las distintas funcionalidades que
deben ser cubiertas por el proyecto. Es muy importante destacar que existen distintos
tipos de requisitos: los requisitos funcionales que son aquellos relativos al funcionamiento
de la aplicacio´n; y los requisitos no funcionales, que son aquellos relativos a las condiciones
sobre las que se va a ejecutar el proyecto.
Disen˜o del sistema. Durante esta fase es donde se planteara´ la estructura de la aplicacio´n
en cuanto a los mo´dulos por los que esta´ compuesto y el disen˜o interno de sus componentes.
Codificacio´n de la aplicacio´n. Durante esta fase es donde se implementan cada uno de
los requisitos funcionales obtenidos durante la primera fase en funcio´n de la arquitectura
pensada en la segunda fase.
Pruebas. Durante esta fase es donde se prueba el proyecto para comprobar si se cumplen
todos los requisitos, tanto funcionales como no funcionales, que han sido contemplados en
la fase inicial.
Mantenimiento. Por u´ltimo, durante esta fase es donde se ofrecen los desarrollos correc-
tivos sobre la aplicacio´n solucionando aquellos problemas que pueda haber y extendiendo
la funcionalidad de la aplicacio´n en caso de que fuese necesario.
Dentro de estas metodolog´ıas tradicionales, se pueden encontrar distintas metodolog´ıas que
se diferencian, principalmente, en el orden en el que se ejecutan las distintas fases mencionadas
anteriormente y en el nu´mero de veces en el que se ejecutan.
Una de las primeras metodolog´ıas es la metodolog´ıa de desarrollo en cascada [16],
metodolog´ıa que esta´ basada en el desarrollo de un proyecto en una serie de fases en las que se
pasara´ de una a otra sin posibilidad de volver atra´s. Este proceso se puede observar en la figura
3.1.
El problema claro que plantea esta metodolog´ıa es la poca flexibilidad que proporciona y
que un fallo en la estimacio´n inicial del proyecto puede desembocar en un fracaso absoluto del
mismo.
Una evolucio´n de esta metodolog´ıa es la metodolog´ıa de desarrollo incremental o
creciente [16]. Esta metodolog´ıa plantea un desarrollo iterativo en el que se van repitiendo una
serie de ciclos de desarrollo consistentes en las fases ya vistas anteriormente. Este proceso se
puede observar en la figura 3.2.
Esta metodolog´ıa mejora la anterior ya que permite realizar ciclos en los que, en cada uno,
se van realizando mejoras sobre el ciclo anterior. Au´n as´ı, tambie´n tiene problemas evidentes
como son la clara separacio´n de las fases de desarrollo, lo que dificulta la toma de decisiones en
el proyecto.
Con el tiempo, aparecen nuevos proyectos de una duracio´n ma´s o menos corta que, con
el uso de estas metodolog´ıas, fracasaban debido a que gran parte del tiempo se empleaba en
temas ajenos a la codificacio´n de la solucio´n final. Esto, unido a la poca formacio´n de los
programadores y al poco uso de principios y patrones de disen˜o, hac´ıa que la calidad del proyecto
no fuese suficiente. Con estos proyectos, es necesario realizar un desarrollo ma´s a´gil, reduciendo
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Figura 3.1: Metodolog´ıa de desarrollo en cascada
el tiempo en las fases de gestio´n y planificacio´n y aumentando la interaccio´n con el cliente y
la validacio´n del producto. Estas metodolog´ıas aportan una mayor interaccio´n con el cliente
da´ndole la opcio´n de priorizar aquellas tareas por las que esta´ compuesto el proyecto.
Del mismo modo, durante la evolucio´n de los lenguajes de programacio´n tambie´n aparecen
una serie de principios y de patrones de disen˜o del software. Estos principios y patrones de disen˜o
ofrecen herramientas a los programadores para codificar proyectos con una mejor estructura.
Esto favorece el desarrollo de proyectos con una mayor calidad, calidad que se hace efectiva a
la hora de la realizacio´n del mantenimiento de la aplicacio´n y en la disminucio´n en el nu´mero
de errores.
Unido a esto, tambie´n aparecen te´cnicas que favorecen el desarrollo de productos de elevada a
calidad. Te´cnicas que permiten realizar las aplicaciones robustas que tienen una gran cantidad
de co´digo cubierto por pruebas, asegurando de esta forma el correcto funcionamiento de la
aplicacio´n.
Por u´ltimo, tambie´n aparecen herramientas con las que se puede medir la calidad de los
proyectos y as´ı, de esta forma, obtener resultados objetivos e informes de forma automa´tica.
3.1. Metodolog´ıas A´giles: SCRUM
Una de las metodolog´ıas a´giles que ma´s impacto han tenido estos u´ltimos an˜os es la metodolog´ıa
de desarrollo SCRUM.
SCRUM [17] es una metodolog´ıa de desarrollo de software iterativa e incremental donde
el producto se divide en las denominadas historias de usuario. Estas historias de usuario son
organizadas y ordenadas en funcio´n de su prioridad de tal forma que en cada una de las it-
eraciones se van desarrollando las historias de usuario de mayor prioridad. De esta forma, el
producto resultante al final de cada iteracio´n tiene la funcionalidad ma´s prioritaria desechando
as´ı la funcionalidad menos importante hasta las u´ltimas iteraciones.
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Figura 3.2: Metodolog´ıa de desarrollo iterativa
SCRUM favorece el desarrollo de productos con mayor calidad debido a la forma en la que
se organiza el desarrollo y a las reuniones de seguimiento que se producen a lo largo del mismo.
Unido a esto, los equipos de SCRUM esta´n dotados de unos conocimientos mucho mayores en
varios campos, no so´lo en el campo de la programacio´n sino tambie´n en campos de gestio´n y
disen˜o. Este ciclo del proceso de desarrollo de puede observar en la figura 3.3.
Figura 3.3: Ciclo de desarrollo de SCRUM
En el siguiente apartado, se van a mostrar las distintas fases por las que esta´ compuesta
esta metodolog´ıa y por que´ estas fases aportan una mayor calidad al proceso y al producto final
desarrollado.
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3.1.1. Definicio´n del Product Backlog
En esta primera fase es donde se van a definir todas las historias de usuario por las que estara´
formado el proyecto. Las historias de usuario no son otra cosa ma´s que las funcionalidades que
se deben desarrollar en el proyecto orientadas a cada uno de los usuarios de la aplicacio´n.
Estas historias de usuario esta´n ordenadas en funcio´n de su prioridad. De esta forma, las
primeras historias de usuario sera´n abordadas antes que aquellas con una menor prioridad; es
decir, aquellas que aporten un mayor valor al negocio. Esta ordenacio´n por prioridad es realizada
por el Product Owner.
Al ser el Product Owner el encargado de realizar esta ordenacio´n, y siendo el Product Owner
el cliente, se asegura que el proyecto va a tener siempre la funcionalidad ma´s deseable realizada
lo antes posible. De esta forma, si al final el desarrollo no se han completado todas las historias
de usuario, se sabe que las historias de usuario ma´s prioritarias s´ı estara´n realizadas, aportando
un mayor valor el producto final.
E´sta es una de las diferencias principales con las metodolog´ıas tradicionales. Las metodolog´ıas
tradicionales no plantean una organizacio´n de las tareas sino que se van acometiendo, general-
mente, por capas. Al acometer las tareas por capas; es decir, primero implementando los accesos
a base de datos, luego la lo´gica de negocio y, por u´ltimo, la interfaz de la aplicacio´n, es posible
que se llegue al final del tiempo del proyecto y no haya nada totalmente funcional.
3.1.2. Sprint Planning
El Sprint Planning es la reunio´n de planificacio´n inicial que se produce en cada una de las
iteraciones. En este caso, a cada una de las iteraciones se les denomina sprint. En esta reunio´n
se definira´n las historias de usuario que sera´n acometidas durante la iteracio´n. Las historias de
usuario sera´n aquellas con mayor prioridad dentro del backlog.
Antes de empezar con la realizacio´n de cada una de las historias de usuario, se definen los
criterios de aceptacio´n de cada una de las historias de usuario. Los criterios de aceptacio´n se
pueden definir como las condiciones que se tienen que cumplir para que la historia de usuario
sea considerada como va´lida. Estos criterios de aceptacio´n son propuestos por el Product Owner.
Asimismo, el equipo de desarrollo tambie´n se compromete a desarrollar esas historias de
usuario en el tiempo propuesto para ello. Es importante escoger un nu´mero de historias de
usuario suficiente como para garantizar una ligera presio´n y evitar, sobretodo, la relajacio´n del
equipo de desarrollo.
Esta forma de plantear el desarrollo, mediante iteraciones y donde las historias de usuario
son elegidas por el Product Owner, ofrecen ventajas sobre las metodolog´ıas tradicionales. Estas
ventajas van desde una mayor motivacio´n del equipo de desarrollo hasta una mayor calidad en
el resultado final y la obtencio´n de un producto viable antes en el tiempo.
3.1.3. Daily Meeting
Para realizar el seguimiento diario de la evolucio´n del proyecto se realiza el Daily Meeting.
El Daily Meeting es una reunio´n de seguimiento diaria donde todos los integrantes del equipo
de SCRUM comentan lo que han realizado hasta el d´ıa de la reunio´n, lo que van a realizar y si
han tenido algu´n problema. De esta forma, los problemas aparecen antes y se puede encontrar
una solucio´n a tiempo. Todo el mundo conoce la ocupacio´n de cada integrante.
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Tambie´n, al finalizar la reunio´n, se actualizan las gra´ficas de seguimiento del proyecto. De
esta forma, se mantiene actualizado de forma diaria. Estas gra´ficas son: el SCRUM Panel,
panel donde se encuentran todas las historias de usuario, divididas en tareas, por las que esta´
compuesto el sprint; y el Sprint Burndown, gra´fica de seguimiento donde se mide la desviacio´n
entre el trabajo ideal del sprint y el trabajo actual. Es muy importante que estas gra´ficas se
encuentren visibles para toda la organizacio´n. Un ejemplo de estas gra´ficas se puede ver en la
figura 3.4.
Figura 3.4: SCRUM Panel y Sprint Burndown
Estas reuniones, en contraposicio´n a las metodolog´ıas tradicionales, permiten conocer el
estado del proyecto d´ıa a d´ıa, favoreciendo as´ı la resolucio´n de los problemas. El equipo tambie´n
esta´ ma´s motivado debido a que se comparten los progresos y las soluciones tomadas.
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3.1.4. Sprint Review
El Sprint Review es la reunio´n que se produce entre el equipo de desarrollo y el Product
Owner. En esta reunio´n es donde se comprueba si el trabajo que se ha realizado esta´ realizado
correctamente o no.
En esta reunio´n, el equipo expone, a modo de demostracio´n, el funcionamiento de las historias
de usuario que se han desarrollado a lo largo del sprint. El Product Owner es el encargado de
aceptar estas historias de usuario en funcio´n de los criterios de aceptacio´n de cada una de ellas.
Lo ma´s importante de esta reunio´n es que, perio´dicamente, se comprueba el funcionamiento
de la aplicacio´n y se pueden corregir las desviaciones que se produzcan. Comparando esto con
las metodolog´ıas tradicionales, donde se muestra al final el producto ı´ntegro, esta forma permite
adaptarse al cambio y modificar, sobre la marcha, los posibles requisitos iniciales de la aplicacio´n.
Con esta reunio´n, el equipo tambie´n es consciente de los posibles problemas que puedan
ir surgiendo. Normalmente, al realizar un proyecto, existen ciertas dudas te´cnicas sobre la im-
plementacio´n de ciertas funcionalidades. Estas dudas se van disipando a medida que se van
completando sprints. Tambie´n, se discuten las cosas que han ido bien y las cosas que han ido
mal para intentar encontrar una solucio´n.
3.1.5. Sprint Retrospective
Por u´ltimo, al final del sprint, a parte de realizar la reunio´n del Sprint Review, tambie´n se
produce la reunio´n de Sprint Retrospective. A diferencia de la reunio´n anterior, esta reunio´n se
produce u´nicamente entre los miembros del equipo de desarrollo.
Esta es una reunio´n en la que los miembros del equipo de desarrollo intercambian opiniones
sobre la evolucio´n del proyecto con el objetivo de mejorar la calidad del proceso.
3.2. Principios y Patrones de Disen˜o para el Desarrollo de Soft-
ware
Tanto los principios como los patrones de disen˜o para el desarrollo de software tienen como
objetivo dotar a los desarrolladores de una serie de directrices y herramientas con las que puedan
desarrollar las aplicaciones dota´ndolas de una elevada calidad.
La calidad en los proyectos es un aspecto fundamental ya que no so´lo afecta al funcionamiento
de la aplicacio´n sino que tambie´n afecta al mantenimiento y a la extensibilidad de la misma.
3.2.1. Principios de Disen˜o de Software
Como se ha mencionado durante este apartado, los principios de disen˜o de software son una
serie de directrices que se deben tomar para mejorar la calidad de los desarrollos de software.
Los desarrolladores son los principales encargados de seguir estas directrices y aplicarlas en los
desarrollos.
En muchas ocasiones, se le otorga una mayor importancia a otras tareas dentro del proceso
de desarrollo de software olvida´ndose de que, al fin y al cabo, la tarea encargada del desarrollo de
la propia aplicacio´n es la programacio´n de la misma. Con esto no se quiere decir que el resto de
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tareas no sean importantes, sino que hay que dotar de la misma importancia a la programacio´n
de la solucio´n y contar con personal cualificado.
En numerosas ocasiones el personal dedicado a la realizacio´n de esta tarea no cuenta con
los conocimientos necesarios ni con una buena metodolog´ıa de desarrollo, lo que desemboca en
la realizacio´n de aplicaciones con una baja calidad y poco mantenibles. Esto, a parte de los
problemas obvios a corto plazo, se le an˜aden los problemas a largo plazo a la hora de realizar
evolutivos sobre la aplicacio´n o con tareas de mantenimiento.
Para evitar esto, surgen los principios de desarrollo de software, principios que deben conocer
los desarrolladores para poder as´ı realizar mejores aplicaciones con una mejor calidad.
En el siguiente apartado es donde se van a ver los principales principios de disen˜o de software.
DRY - Don’t Repeat Yourself
El objetivo principal de este principio de desarrollo de software es el de evitar la repeticio´n de
informacio´n, de cualquier tipo, dentro de las aplicaciones, sobretodo si se trata de aplicaciones
multicapa donde es ma´s probable que se repitan ciertas estructuras de almacenamiento o de
propagacio´n de informacio´n. Este principio es formulado de la siguiente forma: “Cada porcio´n
de conocimiento tiene que tener una u´nica forma, y no ambigua, de representacio´n dentro de la
aplicacio´n”. Este principio ha sido formulado por Andy Hunt y Dave Thomas en su libro The
Pragmatic Programmer [1].
Gracias al uso de este principio de disen˜o de software dentro de los desarrollos, el co´digo
resultante tiene un menor nivel de co´digo duplicado y un menor nivel de viscosidad, lo que
aumenta de forma directa la calidad del producto final. Un menor nivel de viscosidad quiere
decir que, para realizar un cambio de la lo´gica dentro de la aplicacio´n, lo u´nico que sera´ necesario
es modificar la entidad representativa de esta unidad de informacio´n sin necesidad de modificar
los objetos que no tienen que ver con este cambio.
Lo contrario a este principio es una solucio´n WET (Write Everything Twice, We Enjoy Typ-
ing o Waste Everyone’s Time). Las soluciones WET son muy comunes dentro de los proyectos
multicapa donde, un simple cambio, puede afectar tanto a la parte encargada de la repre-
sentacio´n visual, como a la parte de la lo´gica de negocio e; incluso, a la parte encargada de
gestionar la conexio´n con la base de datos. DRY, en cambio, a´ısla este tipo de conocimiento
evitando que la informacio´n quede duplicada dentro de la aplicacio´n.
KISS - Keep It Simple Stupid
El objetivo principal de este principio de desarrollo de software es el de conseguir realizar
la solucio´n ma´s simple en lugar de optar por soluciones ma´s complejas. Este principio tambie´n
comparte significado con el principio metodolo´gico de La Navaja de Ockham, el que enuncia lo
siguiente: “En igualdad de condiciones, la explicacio´n sencilla suele ser la ma´s probable”. Este
principio, aplicado al entorno de desarrollo de software, indica que no se debe sobredimensionar
el problema sino remediarlo con la solucio´n ma´s simple posible.
En muchas ocasiones, a la hora de plantear la solucio´n a cualquier problema, se piensa en
realizar una solucio´n gene´rica o una solucio´n que abarcar ma´s funcionalidad de la deseada en
un primer momento. Esto, a parte de incrementar el tiempo de desarrollo y los costes directos
del proyecto, tambie´n incrementa de forma directa la complejidad de la aplicacio´n. Al aumentar
la complejidad de la aplicacio´n, y no usar una buena metodolog´ıa de desarrollo, aumenta la
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dificultad de las labores mantenimiento. De forma adicional, tambie´n aumenta el nu´mero de
fallos de la aplicacio´n ya que aumentan los puntos susceptibles de fallar al tener un mayor
nu´mero de l´ıneas de co´digo.
Por lo tanto, al tener en cuenta este principio, lo que se esta´ consiguiendo es simplificar
en todo lo posible el desarrollo, haciendo que se pueda incluso reducir el tiempo estimado. Del
mismo modo, se reduce la complejidad de la aplicacio´n, favoreciendo el mantenimiento de la
misma y reduciendo sus costes.
SOLID
SOLID es un acro´nimo que hace referencia a un conjunto de principios de desarrollo de
software de lenguajes orientados a objetos que tienen como objetivo mejorar la calidad de la
aplicacio´n desembocando en una mayor mantenibilidad y en una mayor capacidad para extender
la aplicacio´n en un futuro.
Estos principios fueron enunciados por Robert C. Martin [8] a principios de los an˜os 2.000.
Pretenden eliminar los denominados malos olores dentro del co´digo empleando te´cnicas de refac-
torizacio´n.
El proceso de refactorizacio´n [6] es uno de los procesos ma´s importantes de cara a mejorar
la calidad del co´digo presente en la aplicacio´n. Mediante la refactorizacio´n, lo que se pretende
conseguir es reestructurar el co´digo de tal forma que mejore su claridad y de tal forma que no
modifique el comportamiento interno de la aplicacio´n. Tambie´n pretenden disminuir la comple-
jidad y hacer el co´digo ma´s legible, favoreciendo el mantenimiento de la misma.
Para realizar la refactorizacio´n de una aplicacio´n existen distintas te´cnicas, organizadas en
distintos grupos segu´n su objetivo:
Te´cnicas para favorecer la abstraccio´n.
• Encapsular campo. Fuerza el acceso a un atributo mediante objetos para definir
su valor y para recuperarlo.
• Generalizacio´n de tipos. Permite generalizar el tipo de una determinada estruc-
tura con el objetivo de admitir ma´s tipos de datos y aumentar su funcionalidad.
• Reemplazar la comprobacio´n de tipos mediante distintos estados o es-
trategias.
• Reemplazar el uso de condicionales mediante el uso de polimorfismo.
Te´cnicas para dividir el co´digo en distintas partes lo´gicas.
• Definicio´n de componentes. Permite la divisio´n del co´digo en partes ma´s pequen˜as,
favoreciendo la legibilidad del co´digo y la mantenibilidad. Es muy importante tener
en cuenta que las clases no deben ser muy grandes para evitar que contemplen ma´s
de una funcionalidad.
• Extraer clase. Permite extraer cierto contenido de una clase para que forme otra
clase nueva. De esta forma se consigue separar la funcionalidad en componentes
distintos.
• Extraer me´todo. Permite dividir el co´digo en fragmentos ma´s pequen˜os. Esto, a
parte de mejorar en gran manera la legibilidad del mismo debido a me´todos mucho
ma´s pequen˜os, aumenta la reusabilidad de ciertos componentes.
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Te´cnicas para mejorar los nombres y la organizacio´n del co´digo.
• Mover me´todo o mover campo. Permite mover un me´todo o un campo a una
clase donde tenga ma´s sentido, favoreciendo as´ı la claridad y legibilidad del co´digo.
• Renombrar me´todo o renombrar co´digo. Permite cambiar el nombre de un
me´todo o un campo para mejorar la claridad y la legibilidad del co´digo.
• Desplazar hacia arriba. Permite mover tanto un me´todo como un campo a una
clase padre. Es importante destacar que esta te´cnica de refactorizacio´n so´lo esta´
disponible en aquellos lenguajes orientados a objetos.
• Desplazar hacia abajo. Permite mover tanto un me´todo como un campo a una clase
hija. Es importante destacar que esta te´cnica de refactorizacio´n so´lo esta´ disponible
en aquellos lenguajes orientados a objetos.
Una vez analizados ciertos te´rminos a tener en cuenta, se mencionan los cinco principios:
SRP - Single Responsibility Principle [13]. El principio de responsabilidad u´nica
enuncia que todos los mo´dulos o clases tienen que ser responsables sobre una funcionalidad
concreta de la aplicacio´n y que esa funcionalidad tiene que estar encapsulada ı´ntegramente
por la clase.
Este te´rmino fue introducido por Robert C. Martin. Martin define responsabilidad como
una razo´n para cambiar y concluye con que una clase debe tener una y so´lo una razo´n
para cambiar.
OCP - Open/Closed Principle [10]. El principio de abierto/cerrado enuncia que todos
los mo´dulos o clases tienen que estar abiertos a extensiones pero cerrados a modificaciones.
Esto, de forma resumida, indica que una clase puede ver extendido su comportamiento
sin modificar el co´digo original.
Para cumplir con este principio se debe usar la herencia como te´cnica principal. La herencia
es uno de los mecanismos ba´sicos para conseguir los objetivos de mantenibilidad y exten-
sio´n dentro de los proyectos software. La herencia, en te´rmino generales, es una relacio´n
que existe entre una clase general y otra ma´s espec´ıfica. De esta forma, al emplear la
herencia, la clase ma´s espec´ıfica adquiere los campos y los me´todos de la clase general y
puede, de forma fa´cil, adaptar su comportamiento en funcio´n a la interfaz general.
LSP - Liskov Substitution Principle [7]. El principio de la sustitucio´n de Liskov
enuncia que: ”Sea q(x) una propiedad comprobable sobre los objetos x de tipo T. Entonces
q(y) debe ser verdad para los objetos y del tipo S donde S, es un subtipo de T”. Esto, a
nivel general, lo que indica es que si se tiene una clase que hereda de otra, se puede usar
como el tipo de su padre sin necesidad de que se conozca algu´n comportamiento adicional.
ISP - Interface Segregation Principle [11]. El principio de la segregacio´n de interfaces
indica que un cliente no tiene que verse obligado a depender de me´todos que no usa. El
objetivo de este principio es dividir aquellas interfaces que son demasiado grandes en otras
interfaces ma´s pequen˜as y con un comportamiento ma´s espec´ıfico. De esta forma, aquellos
clientes que necesiten implementar cierta interfaz implementara´n las interfaces necesarias
con los me´todos mı´nimos necesarios.
DIP - Dependency Inversion Principle [9]. El principio de la inversio´n de dependen-
cias indica que un mo´dulo de bajo nivel no debe ser responsable de instanciar el mo´dulo
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de alto nivel que se usa. De esta forma, se disminuye el acoplamiento entre los distintos
mo´dulos de la aplicacio´n.
Este conjunto de principios esta´n destinados a mejora la cohesio´n, disminuir el acoplamiento
entre las distintas partes de la aplicacio´n.
SoC - Separation of Concerns
El objetivo principal de este principio de desarrollo de software enuncia que una aplicacio´n
se debe dividir en distintos mo´dulos y que cada mo´dulo sea el encargado de la realizacio´n de un
determinado concepto [15].
Un programa que tiene una buena separacio´n de conceptos se dice que es modular. Un
ejemplo t´ıpico de un sistema modular es aquel que esta´ dividido en distintas capas, donde cada
una de las capas representa una funcionalidad.
De esta forma, al estar dividido en capas, aumenta la reusabilidad de cada uno de los
componentes.
YAGNI - You Ain’t Gonna Need It
Este principio de desarrollo de software indica que no se debe realizar nada que no sea
necesario dentro de un programa.
Este principio esta´ relacionado, en parte, con el principio KISS, donde las soluciones prop-
uestas deben ser simples, sin entrar dentro de sobredesarrollos ni de implementaciones de fun-
cionalidades innecesarias.
En general, el desarrollo de funcionalidades innecesarias puede tener las siguientes desven-
tajas:
El tiempo empleado en el desarrollo de estas funcionalidades incrementa al dedicar tiempo
al desarrollo de una funcionalidad adicional.
Del mismo modo, al realizar nuevas funcionalidades, estas funcionalidades tambie´n tienen
que ser documentadas y validadas, haciendo que las labores de mantenimiento aumenten.
Es probable que una de las funcionalidades extras desarrolladas puedan tener un efecto
colateral sobre otra de las funcionalidades necesarias por la aplicacio´n. Pueden entrar en
conflicto y, en este caso, ser´ıa necesario volver a dedicar tiempo y esfuerzo en corregir este
fallo.
Al aumentar la funcionalidad del programa, tambie´n aumenta la complejidad, dificultando
las labores de mantenimiento.
BS - Boy Scout
Este principio tiene como objetivo el de desempen˜ar tareas de mantenimiento y de mejora
del co´digo siempre que sea posible. En el momento en el que se encuentre un defecto en el
programa, debe ser solucionado de forma inmediata.
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3.2.2. Patrones y Antipatrones de Disen˜o de Software
Los patrones de disen˜o de software [21] son herramientas que proporcionan a los desarrol-
ladores distintos me´todos para solucionar los posibles problemas que puedan surgir. Para que
una solucio´n sea considerada un patro´n debe haberse comprobado su eficiencia y su capacidad
de reutilizacio´n en distintos escenarios.
De forma ana´loga, tambie´n existen antipatrones, que son formas que informan sobre co´mo
no se deben solucionar los problemas. Es tan importante conocer el co´mo se deben hacer las
cosas como saber co´mo no se deben hacer. Muchas veces se implementa una solucio´n que se
cree que es correcta y, gracias a los antipatrones, se pueden utilizar mecanismos para conocer
si dicha solucio´n es va´lida desde el punto de vista de disen˜o de las aplicaciones.
Patrones de Disen˜o de Software
En funcio´n de su naturaleza, existen distintos tipos de patrones, aportando cada uno de
ellos distintos mecanismos para la resolucio´n de los problemas. Se van a enumerar los distintos
tipos de patrones de disen˜o que existen y se nombrara´n algunos de los principales ejemplos de
cada uno de ellos.
Los distintos tipos de patrones son los siguientes:
Patrones creacionales. Las patrones creacionales son aquellos destinados a solucionar
los problemas derivados de la creacio´n de nuevas instancias. De esta forma, la eleccio´n de
la instancia a crear y el mecanismo de creacio´n sera´n disen˜ados de la forma ma´s eficiente
y reutilizable posible.
A continuacio´n, se muestran los principales ejemplos de patrones creacionales:
• Object Pool . Este mecanismo indica que, para crear nuevas instancias de los obje-
tos, en lugar de crearlas desde cero, se clonen los atributos de otro elemento. Este
mecanismo se emplea cuando es ma´s costoso la creacio´n de un nuevo elemento que
la clonacio´n.
• Builder . A la hora de crear objetos complejos que esta´n compuestos por numerosos
atributos, esta lo´gica de creacio´n se abstrae y se localiza en un u´nico punto. Con
la aparicio´n de las API’s fluidas, este tipo de mecanismos ven mejorada de forma
considerable su legibilidad.
• Factory Method . Este mecanismo permite trabajar con la creacio´n de distintos
tipos de objetos desde un mismo punto. De esta forma, se abstrae toda la lo´gica de
creacio´n de objetos y de seleccio´n del tipo y se ubican en una una u´nica parte, de
forma que la reutilizacio´n es posible en otros lugares de la aplicacio´n.
• Prototype . Este mecanismo, al igual que el Object Pool, permite crear nuevas in-
stancias mediante la clonacio´n de un determinado objeto.
• Singleton . Se garantiza la existencia de una u´nica instancia de una determinada
clase para toda la aplicacio´n. De esta forma, esta instancia puede ser usada desde
distintos puntos de la aplicacio´n. Es muy importante tener en cuenta la concurrencia
en este aspecto.
• Model View Controller . Sirve para separar, en tres niveles lo´gicos, la arquitectura
de la aplicacio´n. De esta forma, existe una capa de modelo de datos, una capa de
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controladores donde se ejecutan las operaciones y la capa de vista donde se muestra
la informacio´n de la aplicacio´n.
Patrones estructurales. Los patrones estructurales son aquellos que esta´n destinados a
la resolucio´n de problemas de composicio´n entre objetos.
A continuacio´n, se muestran los principales ejemplos de patrones estructurales:
• Wrapper . Permite adaptar una determinada interfaz para que pueda ser usada por
otro objeto que, sin este mecanismo, no podr´ıa ser usada.
• Composite . Este mecanismo permite tratar un conjunto de objetos como si fuese
uno solo, aplicando una serie de funciones de forma global a todo el conjunto.
• Decorator . Permite an˜adir, de forma dina´mica, funcionalidad a un determinado
objeto.
• Facade . Facilita la tarea de acceder a un conjunto de interfaces proporcionando un
u´nico punto de acceso para la comunicacio´n con todas ellas.
Patrones de comportamiento. Los patrones de comportamiento son aquellos que esta´n
destinados a la resolucio´n de problemas de interaccio´n entre objetos.
A continuacio´n, se muestran los principales ejemplos de patrones comportamiento:
• Chain of Responsibility . Permite definir una cadena en la que los mensajes se van
propagando entre sus elementos para desempen˜ar unas determinadas operaciones.
• Command . Este patro´n permite encapsular una determinada accio´n de tal forma
que pueda ser llamada sin necesidad de conocer la implementacio´n de la misma.
• Iterator . Dada una coleccio´n de elementos, permite recorrerlos independientemente
de su topolog´ıa y de su tipolog´ıa.
• Observer . Permite tener una dependencia con una serie de objetos que, cuando
cambien alguna de sus propiedades, es informado de este cambio para realizar algu´n
tipo de operacio´n.
• Strategy . Permite disponer de varios tipos de soluciones ante un mismo problema y
elegir, de forma dina´mica, la solucio´n a adoptar.
Antipatrones de Disen˜o de Software
A diferencia de los patrones de disen˜o de software, los antipatrones ofrecen ejemplos de
operativas que no se tienen que seguir a la hora de desarrollar las aplicaciones.
No so´lo existen antipatrones orientados al disen˜o de software, sino que tambie´n ofrecen
antipatrones que se pueden aplicar a distintas a´reas. Estas a´reas pueden ser desde la gestio´n
hasta la metodolog´ıa.
Unido a esto, la capacidad de desarrollar un co´digo legible tambie´n es importante [12].
A continuacio´n, se muestran algunos de los antipatrones ma´s relevantes:
Co´digo espagueti. Este antipatro´n hace referencia a aquellos sistemas cuya estructura
es dif´ıcilmente comprensible.
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Confianza ciega. Consiste en no comprobar el resultado de las llamadas a las subrutinas
confiando en la realizacio´n correcta de la operacio´n.
Objeto todopoderoso. Este antipatro´n aparece cuando, dentro de la aplicacio´n, existe
un elemento que tiene conocimiento sobre demasiadas situaciones.
Lava seca. Mantener co´digo que ya no se usa dentro de un sistema que evoluciona con-
stantemente.
Nu´meros ma´gicos. Incluir en los algoritmos determinados nu´meros que no tienen conexio´n
con la ejecucio´n del propio algoritmo.
3.3. Desarrollo Guiado por Pruebas
Las pruebas, en Ingenier´ıa del Software, son los procesos que permiten verificar y revelar la
calidad verdadera del producto. Con cada una de las pruebas, se lleva a cabo la ejecucio´n de un
programa que, mediante te´cnicas experimentales, trata de evitar errores que se producir´ıan en
tiempo de ejecucio´n.
Hay muchos tipos distintos de pruebas: pruebas unitarias, donde se comprueba el compor-
tamiento ato´mico de los componentes de la aplicacio´n; pruebas de integracio´n, donde se com-
prueba la comunicacio´n entre los distintos componentes de la aplicacio´n, pruebas funcionales,
pruebas de aceptacio´n, pruebas de regresio´n y un conjunto de pruebas generales del sistema.
El hecho de tener pruebas sobre el co´digo, asegura que lo que funciona hoy seguira´ funcio-
nando man˜anda; sobre todo si la ejecucio´n de las mismas esta´ automatizada e integrada dentro
del ecosistema de desarrollo, con el soporte de un servidor de integracio´n continua.
Sin una buena bater´ıa de pruebas, cualquier modificacio´n en el co´digo puede ser el origen de
un nuevo fallo. Con pruebas, se pierde el miedo al cambio y, cuanta mayor cobertura del co´digo,
mayor seguridad a la hora de afrontar cambios dentro de la propia aplicacio´n.
Las pruebas deben ser tambie´n un medio para realizar el disen˜o de la funcionalidad de
negocio de la propia aplicacio´n, usando TDD [2] (Disen˜o Dirigido por Tests) y pasando por
cada una de las siguientes fases, como se puede ver en la figura 3.5:
Red . Primero se comienza escribiendo el co´digo de la prueba, que no compilara´ puesto
que au´n no se ha escrito ni siquiera el fuente de las clases y no pasara´ porque no tiene
lo´gica de negocio.
Green . Despue´s, se escribe el co´digo de las clases de negocio para que la prueba compile
y pase. Este co´digo que se ha escrito es el mı´nimo co´digo posible para que la prueba sea
superada con e´xito.
Refactor . Por u´ltimo, se elimina la redundancia y se mejora la implementacio´n, con
te´cnicas de refactorizacio´n y principios SOLID.
Siguiendo la te´cnica del Red - Green - Refactor, se asegura que no se escribe una l´ınea de
co´digo que no este´ probada mediante una prueba y; con ello, que no se escribe una l´ınea de
co´digo innecesaria.
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Figura 3.5: Ciclo de la metodolog´ıa TDD
Siguiendo con la misma filosof´ıa, so´lo se deber´ıan generar pruebas que cubran la funcionali-
dad de historias de usuario o casos de uso, con lo que no se generara´ ma´s co´digo del estrictamente
necesario para cubrir la funcionalidad de negocio.
Las propias pruebas deben perseguir tambie´n un buen disen˜o, para evitar que la propia
infraestructura de pruebas se convierta en un problema, deber´ıa cumplir con el principio FIRST:
Fast . Las pruebas deben ser de ra´pida ejecucio´n, por eso se debe poner especial e´nfasis
en implementar pruebas unitarias y so´lo pruebas de integracio´n en aquellos casos en los
que realmente se necesite el contexto de un sistema externo para ser ejecutados.
Independent . Para facilitar la tarea de deteccio´n de errores es muy importante que las
pruebas sean independientes las unas de las otras. Para lograrlo, se debe evitar que las
salidas de unas pruebas se utilicen como entradas de otras y no deber´ıa importar el orden
en el cual se vayan a ejecutar las pruebas, ya que cada ejecucio´n puede tener, de hecho,
una ordenacio´n distinta.
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Si se tiene una bater´ıa de pruebas de integracio´n contra base de datos, se debe mantener
la transaccionalidad en la operaciones de las mismas, de modo tal que el entorno siempre
quede consistente tras su ejecucio´n.
Repeatable . Deben funcionar en cualquier entorno, sin tener dependencias f´ısicas. Estas
dependencias f´ısicas se deben poder simular, con bases de datos empotradas o a trave´s de
la simulacio´n de sistemas (como pueden ser servicios remotos, por ejemplo).
Self-validating . Deben ser autoevaluables, es decir, que la propia prueba identifique si la
prueba ha funcionado correctamente o no y no requiera inspeccio´n visual o comprobacio´n
manual por el usuario de la salida de la ejecucio´n de la prueba. Esta autoevaluacio´n se
realiza mediante comprobaciones.
Timely . Deben escribirse en el momento oportuno; es decir, antes del co´digo de produc-
cio´n y el motivo es muy simple: es ma´s fa´cil hacer pruebas para un co´digo que todav´ıa no
esta´ escrito que para uno que ya ha sido creado, del mismo modo que es ma´s fa´cil hacer
crecer recto un a´rbol que todav´ıa no ha brotado con una gu´ıa, que enderezar uno que tiene
varios metros de altura.
Toda prueba deber´ıa tener tres secciones claramente diferenciadas:
Arrange o preparacio´n. Esta fase implica una serie de tareas de inicializacio´n de las
clases de servicio o preparacio´n de los datos previo a la invocacio´n a la lo´gica de negocio.
Act o actuacio´n. Esta fase consiste en invocar a la lo´gica de negocio con los datos
previamente preparados.
Assert o afirmacio´n. Por u´ltimo, la fase de comprobacio´n de los resultados. Una prueba
sin comprobaciones no es una prueba autoevaluable.
Por u´ltimo, a la hora de realizar pruebas con objetos que emplean otros objetos externos,
se utilizan dobles de prueba. Los dobles de prueba permiten engan˜ar al co´digo para que se crea
que colabora correctamente con otras clases.
Existen los siguientes tipos de dobles, ordenados de menor a mayor complejidad:
Dummy . Se pasa cuando no importa co´mo se colabora con este objeto. Por ejemplo,
cuando se sabe que no se va a usar en absoluto. La implementacio´n de los me´todos de
estos dobles no hacen nada.
Stub. Es como un dummy pero la implementacio´n de los me´todos devuelven valores fijos.
Por ejemplo, un me´todo de autenticacio´n devolver´ıa siempre autenticacio´n correcta y as´ı
se podr´ıa usar este doble para probar todos los escenarios donde la autenticacio´n ha sido
correcta, sin necesidad de hacer de verdadera la autenticacio´n.
Spy . Es como un stub pero que esp´ıa a quien lo llama. Esto permite luego comprobar
si se ha llamado correctamente, el nu´mero de veces correcto que se ha invocado a un
determinado me´todo y una serie de informacio´n adicional. Estos dobles son peligrosos
porque acoplan la prueba con la implementacio´n concreta, lo que provocara´ que, si se
cambia la implementacio´n, aunque no cambie el comportamiento, la prueba fallara´. Son
pruebas fra´giles.
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Mock . Es como un spy que sabe lo que esta´ probando exactamente. As´ı al propio mock,
en la seccio´n de aserciones, se le preguntara´ si ha ido bien o mal la prueba. El mock sabe
el comportamiento de co´mo se debe llamar al doble, cua´ntas veces y con que´ para´metros.
Fake . Es un tipo totalmente distinto a los anteriores. Un fake implementa los me´todos
con lo´gica de negocio, es como un simulador que puede ser muy sencillo o extremadamente
complicado. Por ejemplo, si se usa una base de datos en memoria para simular una base
de datos real, esta base de datos en memoria es un fake.
Con todo esto, se consigue una metodolog´ıa de elaboracio´n de pruebas que permiten probar
el sistema de forma ı´ntegra, con todas las interacciones entre los distintos sistemas. Esto aporta
un claro beneficio que es el de la seguridad de saber que todo funciona correctamente siempre y
cuando todas y cada una de las pruebas se ejecuten de forma correcta. Otro beneficio adicional
es la capacidad para realizar modificaciones dentro del co´digo sin an˜adir ningu´n error.
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4
Arquitectura
En este apartado se va a describir la arquitectura que se ha empleado para desarrollar la
aplicacio´n. Es importante destacar que la definicio´n de una buena arquitectura es esencial para
una futura evolucio´n de la aplicacio´n y para mejorar el mantenimiento de la misma. De forma
adicional, una buena arquitectura posibilitara´ en un futuro escalar el funcionamiento de la
aplicacio´n de forma correcta aumentando de forma considerable el rendimiento y la capacidad
de computacio´n.
La arquitectura de una aplicacio´n establece la forma en la que se van a distribuir los compo-
nentes y las relaciones que se van a producir entre cada uno de ellos. En la actualidad, a la hora
de desarrollar una nueva aplicacio´n, existen mecanismos para identificar cua´l es la mejor arqui-
tectura que se debe utilizar en funcio´n de las distintas necesidades de la propia aplicacio´n. Este
hecho hace que plantear una buena arquitectura sea una tarea ma´s fa´cil debido al gran nu´mero
de ejemplos de aplicaciones existentes y debido tambie´n a la publicacio´n de este conocimiento.
Este hecho era muy distinto en los primeros an˜os del desarrollo del software ya que no hab´ıa
mucha informacio´n y los proyectos no estaban bien estructurados.
Es importante destacar tambie´n el papel de la tecnolog´ıa empleada a la hora de desarrollar
esta arquitectura elegida. La eleccio´n de una buena tecnolog´ıa que no limite el desarrollo y que
proporcione herramienta que lo faciliten es esencial. Esta tecnolog´ıa tiene que tener un largo
recorrido, ser fiable y tener una gran comunidad que permita la identificacio´n y correccio´n de
los posibles errores. A la hora de elegir una tecnolog´ıa los sistemas con los que tiene integracio´n
tambie´n aumentan su funcionalidad.
Con todo esto, en los sucesivos apartados se va a analizar, de forma espec´ıfica, la arqui-
tectura de la aplicacio´n y los distintos mo´dulos por los que esta´ compuesta. Del mismo modo,
tambie´n se va a analizar la tecnolog´ıa que se ha empleado para desarrollar cada uno de es-
tos mo´dulos y las ventajas que proporciona la tecnolog´ıa elegida. Con todo esto, se mostrara´
el funcionamiento general del sistema de distribucio´n de operaciones propuesto y las distintas
opciones de configuracio´n presentes en cada una de las partes. Finalmente, mediante un caso
pra´ctico, se mostrara´ el funcionamiento de la aplicacio´n.
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4.1. Arquitectura de la Aplicacio´n
En el siguiente apartado se van a analizar los distintos componentes por los que esta´ com-
puesta la aplicacio´n. Cada uno de estos componentes, a su vez, esta´n divididos en distintos
mo´dulos en funcio´n de la operativa que realice cada una de ellos. Esta operativa puede vari-
ar desde gestionar la comunicacio´n con la base de datos hasta proporcionar un mecanismo de
representacio´n para los datos residentes en la aplicacio´n.
El objetivo principal de la aplicacio´n es gestionar la distribucio´n de una serie de operaciones
para la ejecucio´n de un determinado algoritmo sobre un conjunto de datos. Tambie´n permite
configurar, de forma sencilla, la manera en la que se van a distribuir esta serie de operaciones
y los algoritmos que se deben aplicar sobre los datos. Esta serie de operaciones son distribuidas
mediante una aplicacio´n residente en un servidor. Para la ejecucio´n de las operaciones, los
clientes se comunican con el servidor y solicitan la operacio´n a realizar. Una vez realizada la
operacio´n, se vuelven a comunicar con el servidor para devolver el resultado y; en caso de que
haya ma´s operaciones, obtener la siguiente o finalizar la ejecucio´n del proceso.
La arquitectura resultante de la aplicacio´n es la mostrada en la figura 4.1.
Figura 4.1: Arquitectura de la aplicacio´n
4.1.1. Parte Servidor
Como se ha visto, en esta parte es donde reside todo el sistema de gestio´n y orquestacio´n
de distribucio´n de operaciones a los clientes. E´sta es la pieza angular del sistema. Es por esto
que se tiene que realizar un buen disen˜o de tal forma que se permita extender de forma sencilla
la funcionalidad y para que el mantenimiento de la aplicacio´n no suponga un problema.
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Para desarrollar la parte del servidor se ha empleado una arquitectura JEE. Dentro de esta
arquitectura basada en Java, se han definido distintas capas con el objetivo de separar, a nivel
lo´gico, las distintas funcionalidades que existen dentro de la aplicacio´n. E´ste, por tanto, es un
claro ejemplo de arquitectura definida por capas de tres niveles (nivel de acceso a base de datos,
nivel donde reside la lo´gica de negocio de la aplicacio´n y nivel de representacio´n visual de los
datos de la aplicacio´n, donde se pueden tener distintas formas de representacio´n de los datos
residentes en la aplicacio´n).
El objetivo principal de la utilizacio´n de una arquitectura basada en tres niveles es la sep-
aracio´n de las distintas partes lo´gicas, y totalmente independientes, que existen dentro de la
aplicacio´n. Para conseguir separar de forma correcta la aplicacio´n en capas, es muy importante
la definicio´n de interfaces de comunicacio´n entre ellas. Estas interfaces, al ser el punto de co-
municacio´n de cada una de las capas por las que esta´ compuesta la aplicacio´n, permiten la
reutilizacio´n, de forma clara, de cada uno de los distintos mo´dulos ya mencionados por parte de
otros tipos de aplicacio´n, en caso de que fuese necesario, o por evoluciones que se realicen en la
misma aplicacio´n.
Un ejemplo de arquitectura de tres capas es la que se puede observar en la figura 4.2.
Figura 4.2: Arquitectura de la parte servidor
A continuacio´n, se pasa a detallar cada una de las distintas capas presentes en la aplicacio´n:
Capa de acceso a Base de Datos. Este mo´dulo es el encargado de establecer la comu-
nicacio´n con la base de datos de la aplicacio´n. En la base de datos es donde se almacenan
las estructuras y la informacio´n a partir de la cual se realizan las operaciones. Por tan-
to, dentro de este mo´dulo, se encuentran los objetos que contienen la representacio´n de
los objetos almacenados en la base de datos y los me´todos de acceso a la informacio´n
almacenada.
Es muy importante destacar que, dentro de este mo´dulo, tambie´n esta´ configurada y
gestionada la comunicacio´n con la base de datos. Esta configuracio´n no so´lo incluye la
conexio´n con la base de datos, sino que tambie´n incluye el sistema de gestio´n de la sesio´n
y de las transacciones realizadas. Es muy importante este aspecto ya que, de forma general,
uno de los principales problemas en las aplicaciones es una mala configuracio´n y gestio´n de
la comunicacio´n con la base de datos. La configuracio´n de un pool de conexiones correcto
es algo a tener en cuenta para un correcto funcionamiento de la aplicacio´n.
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Para que la configuracio´n de los para´metros de conexio´n sea o´ptima, esta configuracio´n
se encuentra externalizada en un fichero de propiedades que, a la hora de proceder con
la instalacio´n en otro sistema, es donde se definira´n dichos para´metros para que la apli-
cacio´n gestione la conexio´n con la base de datos. De esta forma, la configuracio´n queda
desacoplada del propio proyecto aportando mayor flexibilidad de configuracio´n.
Para asegurar la correcta implementacio´n de este mo´dulo y para comprobar que, en caso
de realizar cambios en el mecanismo de acceso a la informacio´n, no se altere el compor-
tamiento del mismo, se han desarrollado una serie de pruebas de integracio´n automa´ticas.
Dentro de estas pruebas de integracio´n se comprueba que la informacio´n recuperada de
base de datos es la correcta en funcio´n de cada uno de los me´todos desarrollados. Al ser
automa´ticas, estas pruebas podra´n ejecutarse en cualquier momento.
Como ya se ha mencionado en apartados anteriores de la memoria, las pruebas de inte-
gracio´n comprueban la correcta comunicacio´n con un sistema externo, en este caso un
servidor de base de datos. Es por esto importante que estas pruebas se realicen sobre el
mismo entorno final en el que se desplegara´ la aplicacio´n.
Capa con la lo´gica de negocio de la aplicacio´n. Este mo´dulo es el encargado de
contener toda la lo´gica de negocio de la aplicacio´n y los objetos con los que se modelara´
esta lo´gica.
Este mo´dulo es muy importante tenerlo de forma independiente ya que, de esta forma,
se tiene centralizada en un u´nico punto la lo´gica de negocio de la aplicacio´n, pudiendo
reutilizarla en cualquier otra aplicacio´n o mo´dulo de la misma aplicacio´n. Es buena pra´ctica
realizarlo de esta forma ya que, en el caso de tener la lo´gica de negocio distribuida en varios
componentes, a la hora de realizar un cambio, e´ste afectar´ıa a todos y cada uno de los
componentes. En cambio, al tenerlo de forma independiente, al modificar esta lo´gica, no
ser´ıa necesario realizar ningu´n cambio adicional. Del mismo modo, al reducir el nu´mero de
puntos donde se encuentra la lo´gica de negocio, los fallos debidos a errores de esta lo´gica
se reducen y corregirlos es una labor ma´s sencilla. Con esto se mejora la mantenibilidad
de la aplicacio´n.
Esta capa de negocio de la aplicacio´n se ha implementado siguiendo los principios y pa-
trones de disen˜o analizados en el punto anterior de la memoria. De esta forma, el resultado
es un disen˜o fa´cilmente extensible y mantenible, aportando una mayor calidad al sistema.
El disen˜o basado en interfaces favoreciendo el polimorfismo permite un bajo acoplamiento
y una elevado cohesio´n entre todos sus componentes.
Del mismo modo que en el caso de mo´dulo de acceso a base de datos, para asegurar la cor-
recta implementacio´n de este mo´dulo, se han realizado una serie de pruebas automa´ticas.
Estas pruebas automa´ticas son pruebas unitarias; es decir, prueban el comportamiento
aislado de cada uno de los me´todos. Al igual que en el caso anterior, al ser automa´ticas
tambie´n facilita su ejecucio´n.
Capa con la publicacio´n de servicios REST. Este mo´dulo es el encargado de ofrecer
una serie de servicios externos con los que aplicaciones clientes se puedan comunicar con
el sistema.
Para la comunicacio´n, se han utilizado servicios REST con formato JSON. Se han ofrecido
servicios REST ya que se espera que las comunicaciones no sean mantenidas ni s´ıncronas.
Estas comunicaciones se establecera´n mediante el protocolo HTTP. Se ha elegido el for-
mato JSON ya que es bastante ligero al no contener informacio´n irrelevante.
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A la hora de asegurar, en parte, la seguridad en cuanto al acceso de estos servicios, se ha
configurado de forma restrictiva los permisos de CORS. De esta forma, los permisos so´lo
podra´n ser accedidos desde un determinado dominio y las cabeceras sera´n las mı´nimas
indispensables. Las solicitudes HTTP de recurso cruzado se producen cuando, desde un
cliente web, se realizan llamadas a una serie de recursos o servicios residentes en un
dominio distinto al que reside la aplicacio´n. Por defecto, estas llamadas son bloqueadas
por el propio navegador a no ser que se configure de forma correcta al nivel de acceso de
los recursos permitiendo que puedan ser accedidos desde otro dominio distinto.
Una parte fundamental de la realizacio´n de servicios externos que sirven para que los
clientes se comuniquen con el sistema, es la documentacio´n de estos servicios. Tambie´n,
es necesario que esta documentacio´n se mantenga actualizada. Estos servicios han sido
documentados y, para comprobar que se cumple con la especificacio´n de la documentacio´n,
se han realizado pruebas de integracio´n donde se valida la documentacio´n realizada sobre
los propios servicios desarrollados. De esta forma, lo que se consigue es asegurar que los
servicios esta´n sincronizados con la documentacio´n.
Capa con la publicacio´n de la interfaz de gestio´n web. Por u´ltimo, este mo´dulo es
el encargado de proporcionar una herramienta de administracio´n donde se pueden dar de
alta los distintos procesos que gestiona la aplicacio´n y visualizar el estado de ejecucio´n de
cada uno de ellos.
E´ste es el punto de entrada de la aplicacio´n en cuanto a la creacio´n de nuevos procesos.
Se proporciona una interfaz web con una serie de formularios donde el administrador del
sistema puede dar de alta nuevos procesos. Para ello, es necesario introducir una serie de
informacio´n ba´sica y una serie de para´metros de configuracio´n para los distintos procesos.
Los para´metros de configuracio´n var´ıan de forma dina´mica en funcio´n del tipo de algoritmo
a aplicar en el proceso. De forma adicional, tambie´n es necesario proporcionar los datos
que forma el propio proceso. Estos datos tienen que tener un determinado formato para
que puedan ser procesados de forma correcta por la aplicacio´n.
En cuanto a las pruebas realizadas sobre este mo´dulo, en este caso, no se ha realizado
ningu´n tipo de prueba. Esto es debido a que este mo´dulo es puramente una interfaz
gra´fica.
4.1.2. Parte Cliente
En esta parte es donde residen las distintas operaciones que se realizan sobre los datos de
cada uno de los procesos. Esta parte se comunica con la parte servidor para obtener la operacio´n
a procesar y, una vez procesada, env´ıa el resultado de nuevo a la parte servidora.
En la figura 4.3 se puede ver un esquema de la distribucio´n de la arquitectura de la aplicacio´n
cliente.
Para realizar cada una de estas operaciones, se ha dividido la aplicacio´n de la parte cliente
en distintos mo´dulos:
Mo´dulo de comunicacio´n HTTP. Este mo´dulo es el encargado de ofrecer una capa de
abstraccio´n sobre la comunicacio´n con los servicios REST de la aplicacio´n residente en el
servidor.
Este mo´dulo permite tener centralizada en un u´nico punto toda la configuracio´n rela-
cionada con la comunicacio´n con los servicios REST y toda la parte relacionada con el
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Figura 4.3: Arquitectura de la parte cliente
tratamiento de las respuestas y la composicio´n de las llamadas. De esta forma, a la hora de
realizar estas llamadas dentro de la aplicacio´n bastara´ con usar este mo´dulo sin necesidad
de preocuparse de nuevo por la configuracio´n.
Mo´dulo de tratamiento y procesamiento de la informacio´n. Este mo´dulo es el
encargado de, dada la operacio´n devuelta por el servidor, procesar dicha operacio´n y
calcular el resultado.
Dentro de este mo´dulo se encuentran, por tanto, todos los objetos y me´todos necesarios
para realizar cada una de las operaciones y el sistema de decisio´n para escoger la operacio´n
determinada.
Debido a que dentro de este mo´dulo residen me´todos cuyo comportamiento es vital para
la aplicacio´n, comprobar que el funcionamiento es el correcto es esencial. Es por esto que
es necesario tener algu´n tipo de mecanismo que permita validar estos me´todos. Para vali-
darlos, se ha procedido a realizar una serie de pruebas automa´ticas unitarias, asegurando
as´ı el correcto funcionamiento de la aplicacio´n.
4.2. Stack Tecnolo´gico
La eleccio´n de un buen conjunto de tecnolog´ıas que no limiten el desarrollo y que lo faciliten
es esencial. En la actualidad, existen numerosas tecnolog´ıas, cada una con unas caracter´ısticas
distintas, lo que permite poder elegir entre un espectro mucho mayor. Hay que tener en cuenta
que no se debe acoplar la aplicacio´n a la tecnolog´ıa empleada, en la medida de lo posible,
para que, en caso de encontrar algu´n tipo de problema, se pueda cambiar sin comprometer el
desarrollo.
4.2.1. Parte Servidor
A la hora de elegir una buena tecnolog´ıa para la parte de la aplicacio´n residente en el
servidor, es importante tener en cuenta las caracter´ısticas que debe tener. La aplicacio´n debe
ser una aplicacio´n so´lida y con una gran capacidad de evolucio´n. Tambie´n, debe tener una gran
capacidad de integracio´n y una serie de frameworks que permitan mejorar el desarrollo y hacerlo
ma´s fa´cil. Debe ser una tecnolog´ıa de largo recorrido pero actual.
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En esta parte, se van a analizar las distintas tecnolog´ıas que se han empleado de forma
comu´n a los distintos mo´dulos que componen la aplicacio´n:
Lenguaje de programacio´n. Se ha escogido Java 8 ya que es un lenguaje orientado
a objetos y fuertemente tipado unido a que existe una gran cantidad de frameworks que
tienen integraciones con este lenguaje. Adema´s, es multiplataforma, lo que indica que se
puede ejecutar en diversas ma´quinas, independientemente del entorno.
Existen numerosas diferencias entre los lenguajes orientados a objetos y los lenguajes
no orientados a objetos. Al ser un lenguaje orientado a objetos, la estructura del co´digo
mejora frente a un lenguaje no orientado a objetos. Esto es porque este tipo de lenguajes
favorecen el modelado de los objetos en funcio´n de conceptos. De forma adicional, existen
numerosos principios y patrones de disen˜o para los lenguajes orientados a objetos que
facilitan la creacio´n de estructuras con el objetivo de mejorar la calidad de la aplicacio´n
y el disen˜o.
La ventaja de ser un lenguaje fuertemente tipado es que se mejora de forma consider-
able la deteccio´n de errores. Al ser un lenguaje fuertemente tipado, la deteccio´n de tipos
incorrectos se detecta en tiempo de compilacio´n, dando opcio´n a solucionar este tipo de
problemas antes de que la aplicacio´n se encuentre funcionando. Es por esto que son ma´s
restrictivos, lo que hace que el nu´mero de errores sea menor. En cambio, los lenguajes no
tipados no tienen esta comprobacio´n de tipos, lo que hace que los errores no puedan ser
detectados hasta que la aplicacio´n se encuentre funcionando.
Se ha elegido la versio´n 8 de este lenguaje ya que ofrece mejoras tanto en rendimiento
como en funcionalidad considerables que favorecen y mejoran el desarrollo de aplicaciones.
Con esta versio´n del lenguaje, se han realizado mejoras considerables en los mecanismos
internos del funcionamiento de la ma´quina virtual de Java, lo que aumenta el rendimien-
to. Se han an˜adido nuevas funcionalidades, como la programacio´n funcional, dentro del
lenguaje lo que aporta ma´s flexibilidad a la hora de desarrollar.
Herramienta de gestio´n del proyecto. Debido a que la aplicacio´n esta´ dividida en
distintos mo´dulos, es necesario disponer de un sistema que permita gestionar estas depen-
dencias y relaciones de forma correcta.
Del mismo modo, de forma adicional, se usan una serie de dependencias externas, o libr-
er´ıas, dentro de cada uno de los mo´dulos que es necesario tambie´n tenerlas controladas.
Estas dependencias externas cubren cierta funcionalidad no cubierta por el lenguaje u
ofrecen mejores alternativas. Es importante gestionar las versiones empleadas de estas
dependencias de forma correcta.
Asimismo, se debe dotar a la aplicacio´n un ciclo de vida de desarrollo que sirva para
estructurar en fases la compilacio´n, ejecucio´n de las pruebas, despliegue y documentacio´n.
Para todas estas tareas, se ha elegido emplear Apache Maven 1. Apache Maven es una
herramienta de gestio´n de construccio´n de proyectos y de generacio´n de documentacio´n.
Es una herramienta de uso libre que permite mejorar de forma considerable el manten-
imiento de las dependencias de los proyectos y mejorar el ciclo de vida del desarrollo de
las aplicaciones. De forma adicional, tiene un sistema de extensiones que permiten generar
documentacio´n e informes sobre el co´digo en funcio´n de una serie de para´metros.
1https://maven.apache.org/
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Contenedor de inversio´n del control e inyeccio´n automa´tica de dependencias.
Es muy importante destacar que, para la realizacio´n de un correcto disen˜o, se ha empleado
un sistema de inyeccio´n de dependencias y un contenedor de inversio´n del control.
La inyeccio´n de dependencias es el procedimiento mediante el cual, en lugar de ser la clase
la encarga de construir cada una de sus dependencias, estas dependencias son pasadas
a esta clase ya construidas. De esta forma, se consigue desacoplar el sistema, con todos
los beneficios que esto tiene. Gracias a la inyeccio´n de dependencias, se permite tambie´n
simplificar el co´digo resultante y tener el co´digo ma´s autocontenido, ya que las clases no
tienen que ser responsables de conocer todos los mecanismos para crear sus dependencias.
La inversio´n del control es el mecanismo mediante el cual se invierten la lo´gica de ejecucio´n
de las sentencias del programa.
Para automatizar este proceso, se ha utilizado Spring 2. Spring es una tecnolog´ıa que
ofrece su propio contenedor de inversio´n del control y su propio sistema de inyeccio´n de
dependencias. De esta forma, se respeta uno de los principios de disen˜o de software.
Mediante estos dos conceptos, el co´digo esta´ menos acoplado, lo que mejora considerable-
mente el disen˜o y el mantenimiento de la aplicacio´n. Todos los mo´dulos realizados en la
aplicacio´n en la parte del servidor emplean Spring para la inyeccio´n de dependencias.
Realizacio´n de pruebas. Como ya se ha mencionado, en todos los mo´dulos de la apli-
cacio´n se han desarrollado una serie de pruebas con el objetivo de validar el compor-
tamiento de la aplicacio´n.
Para la realizacio´n de las pruebas unitarias, se ha empleado JUnit 3. JUnit es un frame-
work que permite la realizacio´n de pruebas dentro del co´digo de la aplicacio´n. Este frame-
work ofrece una serie de me´todos con los que se puede comprobar el funcionamiento. A
estos me´todos se les denomina Asserts. Con estos me´todos de comprobacio´n, se pueden
realizar pruebas lo suficientemente so´lidas como para que informen en caso de que, debido
a una modificacio´n del co´digo, si algo ha dejado de funcionar o no.
Para aumentar la legibilidad de las pruebas, existen distintos frameworks que mejoran la
sintaxis a la hora de escribir los casos de prueba. En este caso, se ha empleado AssertJ
4. AssertJ es un framework que, mediante su API fluida, mejora la sintaxis de los casos
de prueba.
Por u´ltimo, para el caso en el que se necesario comunicarse con una entidad externa y
seguir realizando pruebas unitarias, se ha empleado Mockito 5. Mockito es un framework
que permite la creacio´n de dobles de prueba con los que poder realizar pruebas unitarias
en lugar de pruebas de integracio´n. Es muy u´til cuando se quiere probar de forma aislada
un componente en particular que depende de otros componentes.
A continuacio´n, se va a analizar la tecnolog´ıa no comu´n empleada en cada uno de los distintos
mo´dulos de la aplicacio´n:
Capa de acceso a Base de Datos. Para realizar la comunicacio´n y la conexio´n con
la base de datos se ha empleado MyBatis 6. Como base de datos se ha empleado un
2https://spring.io/
3http://junit.org/junit4/
4http://joel-costigliola.github.io/assertj/
5http://mockito.org/
6http://www.mybatis.org/mybatis-3/es/
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contenedor de Docker 7 con una base de datos PostgreSQL 8. Como se ha mencionado
anteriormente, todo el sistema esta´ gestionado con Spring.
MyBatis es un framework de persistencia de base de datos que soporta SQL. SQL es
el lenguaje principal de acceso a base de datos para realizar consultas y para insertar,
modificar y eliminar datos. MyBatis ofrece una capa de abstraccio´n por encima de JDBC,
que es el sistema de conexio´n con base de datos de Java, de tal forma que toda la gestio´n
de la comunicacio´n y la configuracio´n esta´ implementada por MyBatis. Gracias a esta
abstraccio´n, se simplifica mucho el desarrollo de este mo´dulo.
Las consultas realizadas a base de datos se han desarrollado mediante ficheros XML. Toda
la gestio´n de la seguridad tambie´n esta´ gestionada por el propio framework, el que ofrece
por defecto el uso de sentencias preparadas con las que se puede evitar el ataque por SQL
Injection.
De forma adicional, el framework incorpora por defecto dos sistemas de cache´ con los
que mejorar los tiempos de respuesta de la base de datos. Un sistema de cache´ es un
sistema que tiene como objetivo almacenar la informacio´n de respuesta de un sistema y
proporcionar dicha informacio´n en un tiempo menor, de tal forma que la comunicacio´n es
ma´s ra´pida. El primer nivel de cache´ siempre esta´ activo de forma automa´tica y el segundo
sistema de cache´ se puede activar de forma manual.
En cuanto a la base de datos, como se ha mencionado, se ha empleado PostgreSQL. Esta
base de datos es una base de datos relacional, aunque tambie´n es posible configurarla de
tal forma que se comporte como una base de datos no relacional. Es una base de datos
gratuita y de elevado rendimiento lo que la convierte en una de las grandes opciones. Para
la instalacio´n de la base de datos, a modo de desacoplar la instalacio´n y proporcionar un
entorno fiable, se ha considerado emplear Docker.
Docker es un proyecto de co´digo libre que proporciona una serie de herramientas para
desplegar aplicaciones dentro de contenedores de software. Estos contenedores son virtu-
alizaciones a nivel de sistema operativo Linux. Tambie´n es posible realizar estas virtual-
izaciones sobre el resto de sistemas operativos mediante herramientas adicionales. Lo que
se pretende conseguir con esto es desacoplar la instalacio´n y ofrecer un mecanismo ra´pido
para instalar esta base de datos con toda la configuracio´n ya realizada.
Capa con la lo´gica de negocio de la aplicacio´n. Este mo´dulo, al ser el que contiene
la lo´gica de la aplicacio´n, tambie´n se encuentra gestionado por Spring.
Para una mejor integracio´n, se han desarrollado una serie de interfaces para mejorar el
sistema de inyeccio´n de dependencias de Spring y dar v´ıa libre a la extensio´n del proyecto
mediante la implementacio´n de estas interfaces.
Capa con la publicacio´n de servicios REST. Para la realizacio´n de los servicios
REST se ha utilizado Jersey 9.
Jersey es un software de co´digo libre para el desarrollo de servicios REST. Se basa
principalmente en las implementaciones de referencia JSR-311 y JSR-339.
Para realizar la documentacio´n de los servicios REST, se ha empleado API Blueprint
10. API Blueprint es un sistema de documentacio´n de servicios REST que permite la
7https://www.docker.com/
8http://www.postgresql.org.es/
9https://jersey.java.net/
10https://apiblueprint.org/
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colaboracio´n sobre el desarrollo de los mismo. A partir de esta documentacio´n, aparecen
una serie de herramientas que permiten comprobar si la documentacio´n se corresponde a
los servicios desarrollados. Una de estas herramientas es Dredd 11.
Dredd es un programa realizado con NodeJS que, dado un fichero con la documentacio´n
de una serie de servicios REST y una ruta con el endpoint de la implementacio´n de estos
servicios, permite comprobar que los servicios cumplen con la documentacio´n proporciona-
da. De esta forma, mantener la documentacio´n actualizada es ma´s fa´cil ya que se puede
comprobar contra los propios servicios desarrollados.
Capa con la publicacio´n de la interfaz de gestio´n web. Para la realizacio´n de esta
capa, a parte de Spring como ya se ha mencionado, se ha empleado JSF y PrimeFaces
12 como librer´ıa de componentes.
JSF (JavaServerFaces) es un framework que permite el desarrollo de interfaces de usuario
en Java de una forma mucho ma´s sencilla. Mediante un sistema de plantillas se pueden
construir las distintas pa´ginas por las que estara´ formada la aplicacio´n. JSF proporciona
sus propios componentes visuales con los que ya se aplican determinados comportamientos
y estilos de manera automa´tica.
Para mejorar estos componentes, se ha empleado a conocida librer´ıa de componentes
PrimeFaces. PrimeFaces ofrece multitud de componentes visuales con los que dotar a
la interfaz una mayor funcionalidad de forma ra´pida y sencilla. Estos componentes van
desde la representacio´n de gra´ficas hasta componentes para la subida de ficheros.
Por u´ltimo, es necesario desplegar esta aplicacio´n en un contenedor de servlets. Para ello,
se ha empleado Apache Tomcat 13. La arquitectura, con la tecnolog´ıa resultante, se puede
observar en la figura 4.4.
4.2.2. Parte Cliente
A la hora de elegir una buena tecnolog´ıa para la aplicacio´n del lado de cliente se han analizado
las distintas tecnolog´ıas predominantes a la hora de desarrollar aplicaciones web. Entre estas
tecnolog´ıas, la que ma´s destaca tanto por su rendimiento como por su capacidad de evolucio´n
es Angular2 14. Es por esto que toda la aplicacio´n del lado de cliente se ha realizado con
Angular2.
Gracias a Angular2, el desarrollo de aplicaciones del lado de cliente se ha mejorado enorme-
mente ya que, a parte de todas las ventajas del propio framework se le an˜ade la principal ventaja
de TypeScript 15. Con TypeScript se dota de tipado al co´digo JavaScript, co´digo que an-
teriormente no era tipado, lo que provocaba numerosos errores en tiempo de ejecucio´n de las
aplicaciones.
Actualmente, los navegadores no soportan directamente el co´digo implementado en Type-
Script, pero esto se soluciona mediante el proceso de transpilado. El proceso de transpilado
es el proceso mediante el cual se pasa de co´digo en TypeScript a co´digo JavaScript compatible
con los navegadores. De forma similar, este procedimiento es bastante parecido al proceso de
compilado.
11https://github.com/apiaryio/dredd
12http://primefaces.org/
13http://tomcat.apache.org/
14https://angular.io/
15https://www.typescriptlang.org/
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Figura 4.4: Tecnolog´ıa de la parte servidor
Angular2 tambie´n aprovecha las novedades de ECMAScript6, nueva versio´n del lenguaje
que trae numerosas mejoras que afectan a diversas caracter´ısticas desde el rendimiento hasta la
funcionalidad ofrecida por el lenguaje.
Afortunadamente, Angular2 tambie´n se integra con numerosos frameworks. Dentro de este
conjunto de frameworks tambie´n se han utilizado aquellos que favorecen la realizacio´n de prue-
bas en el co´digo. Estos frameworks son Karma 16 y Jasmine 17. Karma es un framework que
proporciona un entorno de ejecucio´n para los distintos me´todos de prueba y Jasmine propor-
ciona el lenguaje para programar cada uno de los distintos me´todos de prueba. Con todo esto,
el sistema gana en robustez.
Tambie´n, para la gestio´n de todas estas dependencias y para el despliegue y compilacio´n
de la aplicacio´n se han empleado Grunt 18, Bower 19 y Yeoman 20. Gracias a este conjunto
de frameworks se pueden obtener las dependencias, se puede compilar el proyecto, ejecutar las
pruebas de forma automa´tica y se puede guardar la configuracio´n del proyecto.
16https://karma-runner.github.io/1.0/index.html
17http://jasmine.github.io/
18http://gruntjs.com/
19https://bower.io/
20http://yeoman.io/
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Por u´ltimo, se adjunta el esquema con la arquitectura resultante en la figura 4.5.
Figura 4.5: Tecnolog´ıa de la parte cliente
4.3. Operativa de la Aplicacio´n
En este apartado se va a analizar la operativa de la aplicacio´n y cada una de las piezas
importantes por las que esta´ compuesta.
El objetivo de la aplicacio´n es distribuir una serie de operaciones a una serie de clientes
para que las procesen, realicen los ca´lculos que sean necesarios y env´ıen el resultado al servidor.
De esta forma, mediante la distribucio´n de las operaciones, lo que se pretende conseguir es un
sistema que, dado un determinado algoritmo, se distribuyan las operaciones de este algoritmo
entre una serie de clientes para paralelizar el proceso.
Para ello, la aplicacio´n se basa en el funcionamiento de Map-Reduce, algoritmo bastante
extendido dentro de la computacio´n distribuida de grandes cantidades de datos. Para emplear
Map-Reduce, sera´ necesario realizar un ana´lisis de cada uno de los algoritmos e implementar el
algoritmo de forma distribuida, con todas las consecuencias y consideraciones que eso implica.
Dentro de la aplicacio´n, se tienen distintos mecanismos para distribuir las operaciones y
para realizar las acciones de map y reduce.
4.3.1. Fase de Split
Cuando llegan los datos a la aplicacio´n, es necesario distribuirlos. Para distribuirlos, es
necesario realizar agrupaciones. Para la elaboracio´n de estas particiones es donde entra en juego
el splitter. El splitter es el encargado de particionar los elementos y gestionar el acceso a ellos
para evitar colisiones.
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El splitter tiene varios para´metros de configuracio´n. Uno de ellos es la cantidad de datos de
cada agrupacio´n. De esta forma, se puede variar para obtener mejores rendimientos en distintos
entornos. Del mismo modo, tambie´n se puede configurar el tiempo en el que un dato estara´
bloqueado. Los datos se bloquean al ser seleccionados para formar parte de una particio´n.
Esto es as´ı para evitar que un dato sea enviado a dos clientes de forma simulta´nea. Si cuando
se seleccionan los datos de una particio´n se seleccionan so´lo aquellos datos que no han sido
marcados y cuya marca ya haya expirado, se garantiza evitar las colisiones.
La implementacio´n del splitter reside en la aplicacio´n del lado del servidor y es comu´n para
todos los algoritmos de la aplicacio´n.
4.3.2. Fase de Map
Cuando desde el cliente se obtienen los datos, en funcio´n del estado del proceso, se realizara´n
una serie de operaciones u otras. En el caso de las operaciones de map deben ser implementadas
de forma espec´ıfica para cada uno de los algoritmos de la aplicacio´n.
La implementacio´n del mapper reside en la aplicacio´n del lado del cliente y es independiente
para todos los algoritmos de la aplicacio´n.
4.3.3. Fase de Reduce
Cuando desde el cliente se obtienen los datos, en funcio´n del estado del proceso, se realizara´n
una serie de operaciones u otras. En el caso de las operaciones de reduce deben ser implementadas
de forma espec´ıfica para cada uno de los algoritmos de la aplicacio´n.
La implementacio´n del reducer reside en la aplicacio´n del lado del cliente y es independiente
para todos los algoritmos de la aplicacio´n.
4.4. Algoritmo K-Means
En este apartado se va a mostrar el funcionamiento de la aplicacio´n para un determinado
algoritmo, desde el momento en el que es creado dentro del sistema hasta el momento en el que
se ha obtenido el resultado final. El algoritmo elegido es el algoritmo K-Means.
El algoritmo K-Means es un algoritmo de clustering que tiene como objetivo agrupar una
serie de datos, n, en una serie de grupos, k, en funcio´n de la cercan´ıa de los datos de cada uno
de los grupos.
4.4.1. Creacio´n del Proceso
En este primer punto es cuando se va a dar de alta el proceso dentro de la aplicacio´n para
que pasen a distribuirse sus operaciones con el objetivo de obtener las asignaciones finales de
las agrupaciones.
En este caso, mediante la interfaz web proporcionada por la aplicacio´n del servidor, rellenan-
do un formulario se podra´ dar de alta este nuevo proceso. El formulario contiene los siguientes
campos:
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Nombre. E´ste sera´ el nombre que introducira´ el usuario para identificar el proceso. De
esta forma, cuando se busque informacio´n sobre este proceso bastara´ con referenciar este
nombre. Por tanto, este nombre debe ser u´nico dentro de la aplicacio´n. Este campo del
formulario es obligatorio rellenarlo independientemente del tipo de algoritmo que se se-
leccione.
Algoritmo. E´ste sera´ el tipo de algoritmo que se va a ejecutar sobre los datos propor-
cionados. Es importante destacar que en funcio´n del algoritmo seleccionado el formulario
solicitara´ una serie de para´metros de configuracio´n u otros. En este punto, la aplicacio´n
so´lo soporta el algoritmo K-Means.
Nu´mero de iteraciones. Nu´mero de iteraciones que se debera´n completar hasta llegar
al resultado final por el algoritmo. Este es un para´metro particular del algoritmo. En este
caso, K-Means es un algoritmo que se basa en iteraciones donde se van actualizando los
centroides. Este para´metro indicara´ este nu´mero de iteraciones.
Centroides. Nu´mero de centroides que marcara´n las agrupaciones del algoritmo. E´ste es
un para´metro particular del algoritmo. En funcio´n de esta configuracio´n se obtendra´ un
resultado u otro.
Fichero con los datos a procesar. Por u´ltimo, sera´ necesario introducir un fichero
donde se encuentren los datos a procesar por el algoritmo. Este fichero tiene que tener
un determinado formato para que sea aceptado por la aplicacio´n. En este caso, debera´
contener cada muestra en una l´ınea con los atributos separados por comas.
A continuacio´n, en la figura 4.6, se puede observar la pantalla referente al formulario de la
aplicacio´n de gestio´n del servidor.
Una vez introducidos los datos y haber pulsado el boto´n de crear, se procesara´ la solicitud
para dar de alta este nuevo proceso dentro de la aplicacio´n. El procedimiento para dar de alta
este nuevo proceso consiste en una serie de pasos que sera´n ejecutados de forma transaccional
para evitar que cualquier posible error durante el proceso deje en un estado erro´neo la base de
datos:
1. Se dara´ de alta en base de datos el nuevo proceso con la informacio´n introducida por el
usuario. De forma adicional, se definira´ el nu´mero de la iteracio´n actual y el estado inicial
del proceso. Es importante mencionar en este punto que los estados del proceso puede ser
mapper o reducer. Estos estados ya se vieron en el apartado anterior.
2. Una vez dado de alta el proceso, se creara´n las tablas de almacenamiento temporal de la
informacio´n necesaria para ejecutar las operaciones del proceso. Estas tablas almacenara´n
la informacio´n introducida en el fichero como los datos a procesar y tambie´n se creara´ una
tabla para almacenar la informacio´n de los centroides.
3. Acto seguido, se insertara´n los datos le´ıdos del fichero en la tabla de almacenamiento
temporal de los datos. A parte de los datos, esta tabla contiene informacio´n sobre la
asignacio´n del dato al centroide y sobre el tiempo en el que ha sido procesado el dato.
4. Por u´ltimo, se seleccionara´n los centroides y se insertara´n en la tabla temporal. El mecan-
ismo de seleccio´n de centroides consiste en, dados los datos obtenidos, ordenarlos aleato-
riamente y escoger un determinado nu´mero de ellos de forma aleatoria.
En este punto, el proceso estara´ dado de alta correctamente en el sistema y estara´ listo para
poder empezar a ser procesado.
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Figura 4.6: Formulario de alta de procesos en la aplicacio´n
4.4.2. Fase de Operaciones del Estado Mapper
En este punto, con el proceso creado, es el turno de la aplicacio´n cliente de empezar con el
proceso. Para ello, lo que hara´ es solicitar la operacio´n que tiene que realizar a la aplicacio´n
servidora.
En el estado de mapper, la respuesta del servidor contendra´ una serie de datos proporcionados
por el splitter y los centroides. Adema´s, tambie´n se incluye informacio´n general relativa al propio
proceso. Es importante destacar que, para evitar que se procesen los mismos datos por varias
aplicaciones clientes, en el momento de devolver los datos, son marcados con la fecha de solicitud.
De esta forma, so´lo se devolvera´n los datos que no este´n marcados o cuyo tiempo de marcado
sea anterior al minuto.
La aplicacio´n cliente realizara´ los ca´lculos necesarios para asignar cada uno de los datos al
centroide ma´s cercano. Cuando se haya completado, enviara´ los resultados al servidor. Para ello,
enviara´ una lista con las asignaciones producidas entre los datos y los centroides.
Cuando esta parte ha concluido, la aplicacio´n cliente vuelve a solicitar la siguiente operacio´n.
4.4.3. Cambio de Estado de Mapper a Reducer
Cuando todos los datos han sido asignados a un centroide, la aplicacio´n del servidor cambiara´
el estado del proceso a reducer para comenzar con la siguiente fase. En esta fase se reiniciara´n
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los valores de las fechas de marcado de los datos.
4.4.4. Fase de Operaciones del Estado Reducer
En el estado de reducer, la respuesta del servidor contendra´ una serie de datos proporcionados
por el splitter y las asignaciones a los centroides. Adema´s, tambie´n se incluye informacio´n general
relativa al propio proceso. Es importante destacar que, para evitar que se procesen los mismos
datos por varias aplicaciones clientes, en el momento de devolver los datos, son marcados con
la fecha de solicitud. De esta forma, so´lo se devolvera´n los datos que no este´n marcados o cuyo
tiempo de marcado sea anterior al minuto.
La aplicacio´n cliente realizara´ los ca´lculos necesarios para hacer la media parcial de cada
una de las asignaciones y devolver este resultado al servidor.
Cuando esta parte ha concluido, la aplicacio´n cliente vuelve a solicitar la siguiente operacio´n.
4.4.5. Cambio de Estado de Reducer a Mapper
Cuando todos los centroides se han actualizado, la aplicacio´n del servidor cambiara´ el estado
del proceso a mapper para comenzar con la siguiente iteracio´n. Por tanto, la iteracio´n actual
del proceso aumentara´. En esta fase se reiniciara´n los valores de las fechas de marcado de los
datos.
4.4.6. Fase de Finalizacio´n del proceso
Cuando se han repetido las fases anteriores hasta que el nu´mero de iteraciones se haya
cumplido, el proceso finalizara´. El resultado se podra´ obtener obteniendo la informacio´n de las
tablas de base de datos.
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Validacio´n del Sistema
Una vez se ha analizado la metodolog´ıa que se ha empleado para desarrollar el proyecto y
la arquitectura resultante, el siguiente paso es validar el correcto funcionamiento del sistema.
El objetivo es comprobar que los resultados obtenidos con el sistema desarrollado son equiv-
alentes, desde un punto de vista estad´ıstico, con los resultados que se pueden obtener de otros
sistemas empleados para el ana´lisis de datos.
Del mismo modo, tambie´n se pretenden analizar los tiempos obtenidos con el sistema y
compararlos con el de las otras soluciones. De esta forma, se podra´ saber si se tratan de unos
tiempos competitivos o, en cambio, son tiempos muchos peores, lo que dificultar´ıa su posibilidad
de uso.
Para realizar todas estas pruebas, es necesario disponer de unos datos con los que realizarlas
y un sistema de ana´lisis de datos adicional al desarrollado.
Por ello, debido a que se trata simplemente de una prueba de validacio´n, los datos que se
han elegido son los datos correspondientes al conjunto de muestra Iris-Setosa. Este conjunto
de datos se trata de un conjunto de datos multivariante que contiene ejemplos de tres especies
distintas de flores, cada ejemplo con una serie de caracter´ısticas o atributos. El conjunto de
datos contiene 150 datos en total divididos en tres especies con 50 datos para cada una de ellas.
Estas especies son: Iris setosa, Iris virginica e Iris versicolor. Cada uno de estos datos tiene, a su
vez, cuatro propiedades: largo de los pe´talos, largo de los se´palos, ancho de los pe´talos y ancho
de los se´palos. A estos datos, se les aplicara´ el algoritmo K-Means con tres centroides, debido
a que hay tres clases posibles de datos, y se comprobara´ que el resultado final de los centroides
es estad´ısticamente equivalente.
En cuanto al sistema de ana´lisis, concretamente, para realizar la validacio´n, se va a emplear
el programa Weka1. Weka es un programa que contiene un conjunto de algoritmos para realizar
ana´lisis de datos. A trave´s de una interfaz gra´fica, el programa permite importar un conjunto
de datos y aplicar ciertos algoritmos sobre ellos. Al aplicar el algoritmo, permite configurarlo
de distintas formas, indicando el nu´mero de iteraciones o, en el caso de K-Means, el nu´mero de
centroides.
1http://www.cs.waikato.ac.nz/ml/weka/
45
Distributed Clustering for Volatile Systems
Una vez se ha escogido el conjunto de datos sobre los que aplicar el algoritmo y el sistema con
el que comparar la solucio´n, se va a proceder a realizar cada uno de los procesos de comprobacio´n.
5.1. Comprobacio´n de la Calidad de los Resultados
Como se ha mencionado, lo primero que se va a tratar es la comprobacio´n de si los resultados
obtenidos son estad´ısticamente equivalentes a los obtenidos mediante otro sistema.
Para este caso de uso, se van a comparar los resultados obtenidos de la ejecucio´n del algoritmo
K-Means con Weka con los resultados obtenidos de la ejecucio´n del algoritmo K-Means con
EphemeML.
Para comprobar esta equivalencia estad´ıstica, se van a comprobar las ejecuciones de las dos
herramientas: EphemeML y K-Means y se van a analizar los resultados.
Para la ejecucio´n de Weka, se ha configurado con tres centroides y tres iteraciones. Los
resultados obtenidos se pueden observar en la tabla 5.1.
Tabla 5.1: Resultado centroides Weka
Weka
centroide 1 6.1 2.9 4.7 1.4
centroide 2 6.2 2.9 4.3 1.3
centroide 3 6.9 3.1 5.1 2.3
Para la ejecucio´n de EphemeML, se ha configurado de la misma forma que Weka, con tres
centroides y tres iteraciones. Los resultados obtenidos se pueden observar en la tabla 5.2.
Tabla 5.2: Resultado centroides EphemeML
EphemeML
centroide 1 6.0 2.7 4.8 1.6
centroide 2 6.4 3.0 4.1 1.1
centroide 3 7.2 2.9 5.2 2.4
Como se puede observar, los resultados no son iguales, pero son similares. Esto indica que el
modelo propuesto por la aplicacio´n EphemeML proporciona resultados dentro del rango va´lido
de soluciones para el ca´lculo de los centroides del algoritmo. Del mismo modo, las asignaciones
sobre los datos han resultado ser las mismas, por lo que se corroboran los resultados obtenidos.
5.2. Comprobacio´n del Tiempo de los Resultados
Como se ha mencionado, lo segundo que se va a tratar es la comprobacio´n de si los resultados
obtenidos tienen tiempos competitivos.
Para este caso de uso, se van a comparar los resultados de los tiempos obtenidos de la
ejecucio´n del algoritmo K-Means con Weka con los resultados de los tiempos obtenidos de la
ejecucio´n del algoritmo K-Means con EphemeML.
Los tiempos de la aplicacio´n EphemeML puede separarse en dos tiempos, los tiempos
obtenidos en la aplicacio´n cliente, con el ca´lculo de las operaciones de tipo map y las opera-
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ciones de tipo reduce; y los tiempos obtenidos en la aplicacio´n servidor, que son todos aquellos
dedicados a controlar el acceso a datos.
Los tiempos obtenidos en la aplicacio´n cliente (en milisegundos), para un determinado
nu´mero de datos a procesar por particio´n, se puede observar en la tabla 5.3.
Tabla 5.3: Tiempos de la aplicacio´n cliente de EphemeML para un taman˜o determinado de split
EphemeML (ms)
Split: 150 3 5 7 11 2 4 4 7 9 5
Split: 1.500 21 34 27 25 23 29 22 24 21 21
Split: 15.000 65 67 64 58 67 61 70 57 68 62
Los tiempos obtenidos en la aplicacio´n de Weka (en milisegundos), para un determinado
nu´mero de datos a procesar por particio´n, se puede observar en la tabla 5.4.
Tabla 5.4: Tiempos de Weka para un taman˜o determinado de split
Weka (ms)
Split: 150 1 1 1 1 1 1 1 1 1 1
Split: 1.500 2 4 3 2 4 3 2 5 4 3
Split: 15.000 13 14 11 10 20 14 16 13 11 18
Con esto lo que se puede observar es que los tiempo en co´mputo de operaciones son mayores
en la aplicacio´n cliente de EphemeML. A estos tiempos, a parte, hay que an˜adirle los tiempos
derivados de la comunicacio´n con el servidor y los procesos de bases de datos. Pese a esto, la
ventaja principal del sistema es que estos datos se pueden distribuir, mejorando en parte el
tiempo de procesamiento.
De forma adicional, pese al tiempo, otra de las ventajas que ofrece EphemeML es el poco
consumo de recursos, ya que todas las tareas se distribuyen en los clientes. Es por esto que,
aunque se tarde ma´s en realizar el ana´lisis sobre los datos, es importante destacar que el consumo
se realiza sobre los clientes, que sera´n externos en el sistema.
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Conclusiones
Con la realizacio´n de este proyecto se ha demostrado el correcto funcionamiento de la apli-
cacio´n desarrollada. El objetivo de la aplicacio´n es, mediante la te´cnica de Map-Reduce, dis-
tribuir una serie de operaciones a trave´s de un servidor a una serie de clientes para que realicen
los ca´lculos necesarios.
Esto se ha conseguido de forma satisfactoria, con un rendimiento parecido, cuando se em-
plean particiones pequen˜as, a algunas de las soluciones actuales y con la obtencio´n de los mismos
resultados. Por tanto, se puede decir que el sistema ha sido validado y proporciona resultados
correctos.
Este proyecto tambie´n ha sido desarrollado empleando metodolog´ıas a´giles. Del mismo modo,
tambie´n se han aplicado principios y patrones de disen˜o de software a la codificacio´n del mismo.
Con todo esto lo que se ha conseguido es un proyecto con una alta calidad. El sistema es un
sistema robusto, escalable y con una buena capacidad de extensio´n. Esto es importante ya que,
como se va a ver en el trabajo futuro, las siguientes evoluciones del programa requieren que el
propio programa este´ preparado para ellas.
49
Distributed Clustering for Volatile Systems
50 CAPI´TULO 6. CONCLUSIONES
7
Trabajo Futuro
Existen distintas v´ıas para aumentar la funcionalidad y la estabilidad del proyecto. Estas
v´ıas de trabajo son las siguientes:
Aumentar el nu´mero de algoritmos soportados por el sistema. El sistema actual
so´lo tiene soportado un algoritmo, el algoritmo de K-Means. Para un futuro, el objetivo
es aumentar el nu´mero de algoritmos soportados por el sistema. Para ello, se debe realizar
un ana´lisis sobre la forma de distribuir las operaciones de los algoritmos que vayan a
estar presentes en la aplicacio´n y un sistema para optimizar la distribucio´n de dichas
operaciones.
Mejorar la capacidad de configuracio´n de los algoritmos con un mayor nu´mero
de propiedades. Actualmente, las u´nicas propiedades que se pueden configurar son aque-
llas relacionadas con el algoritmo K-Means. Al an˜adir un mayor nu´mero de algoritmos,
cada uno tiene asociadas una serie de propiedades. Por tanto, se debe gestionar esto de
forma dina´mica para cada uno de los algoritmos.
Mejorar el procesamiento de los ficheros de datos para realizarlo en un proceso
as´ıncrono. Actualmente, la subida de ficheros y el procesamiento del mismo se produce de
forma s´ıncrona. Este mecanismo es va´lido para ficheros que no tengan un nu´mero elevado
de datos. Para estos casos, es necesario que el procesamiento se realice de forma as´ıncrona
para evitar hacer esperar al usuario. Para conseguir esto, se puede emplear un sistema de
colas donde se vayan procesando los ficheros mediante un consumidor.
Implementacio´n de un panel de control completo donde poder obtener las
estad´ısticas de cada uno de los procesos. Actualmente, la informacio´n de los procesos
sobre las estad´ısticas es bastante limitada. Una importante mejora ser´ıa an˜adir un panel
de control que aportase informacio´n ma´s detallada sobre el estado de ejecucio´n de los
procesos y una serie de estad´ısticas derivadas.
Permitir la generacio´n de documentacio´n sobre el resultado final de la eje-
cucio´n de cada uno de los procesos. Para obtener el resultado final, es necesario
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consultar directamente la base de datos. La evolucio´n del sistema pasar´ıa por desarrol-
lar un mecanismo de notificaciones que permitan avisar al usuario de la finalizacio´n del
proceso y env´ıen los resultados obtenidos.
Permitir configurar el sistema para que, dados una serie de procesos de alta,
se gestionen las operaciones de forma automa´tica. El sistema permite el procesado
de varios procesos siempre y cuando sea referenciado cada uno en las llamadas de los
clientes. Una posible mejora ser´ıa la unificacio´n de las llamadas para la obtencio´n de las
operaciones en un u´nico punto, de tal forma que la gestio´n no recaiga en los clientes sino
en el propio servidor.
Mejorar la comprobacio´n de la validez de los datos enviados por los clientes.
No se esta´n comprobando si los clientes env´ıan datos correctos o incorrectos. Se podr´ıan
implementar un mecanismo, no muy costoso, que permita detectar este tipo de errores.
Implementacio´n de un sistema de lista negra para descartar clientes con una
tasa elevada de errores en los ca´lculos. Al poder existir clientes con un elevado
nu´mero de errores, es importante poder filtrar estos clientes para que no afecten al resul-
tado final del proceso.
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Glosario de acro´nimos
TDD: Test Driven Development
CORS: Cross-origin resource sharing
HTTP: Hypertext Transfer Protocol
JSON: JavaScript Object Notation
SRP: Single Responsibility Principle
OCP: Open/Closed Principle
LSP: Liskov Substitution Principle
ISP: Interface Segregation Principle
DIP: Dependendy Injection Principle
SQL: Structured Query Language
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