Coordinated numerical ensemble experiments with six different state-of-the-art atmosphere models have been used in order to evaluate the respective impact of the observed Arctic sea ice and sea surface temperature (SST) variations on air temperature variations in mid and high latitude land areas. Two sets of experiments have been designed; in the first set (EXP1), observed daily sea ice concentration and SST variations are used as lower boundary forcing over 1982-2014 while in the second set (EXP2) the SST variations are replaced by the daily SST climatology. The observed winter 2 m air temperature (T2m) variations are relatively well reproduced in a number of mid and high latitude land areas in EXP1, with best agreement in southwestern North America and northern Europe. Sea ice variations are important for the interannual T2m variations in northern Europe but have limited impact on all other mid and high latitude land regions. In particular, sea ice variations do not contribute to the observed opposite variations in the Arctic and mid latitude in our model experiments. The spread across ensemble members is large and many ensemble members are required to reproduce the observed T2m variations over northern Europe in our models. The amplitude of T2m anomalies in the coldest observed winters over northern Europe is not reproduced by our multi-model ensemble means. However, the sea ice conditions in these respective winters and mainly the thermodynamic response to the ice anomalies lead to an enhanced likelihood for occurrence of colder than normal winters and extremely cold winters. Still, the main reason for the observed extreme cold winters is internal atmospheric dynamics. The coldest simulated northern European winters in EXP1 and EXP2 between 1982 and 2014 show the same large scale T2m and atmospheric circulation anomaly patterns as the observed coldest winters, indicating that the models are well able to reproduce the processes, which cause these cold anomalies. The results are robust across all six models used in this study.
Introduction
Observations in the Arctic indicate a rapid change of climate in the last decades. The annual mean Arctic surface air temperature (SAT) increased by more than 2 °C since 1850, which is 2-3 times faster than the global mean warming (Stocker et al. 2013; Richter-Menge and Jeffries 2011) . The ice-albedo feedback (Serreze et al. 2009; Screen and Simmonds 2010a, b) , enhanced meridional energy transport in atmosphere (Graversen et al. 2008; Li et al. 2015; Park et al. 2015) and ocean (Spielhagen et al. 2011; Koenigk and Brodeau 2014; Zhang 2015; Yeager et al. 2015) , changes in clouds and water vapour (Graversen and Wang 2009; Liu et al. 2008) , the vertical mixing in Arctic winter inversion (Bintanja et al. 2011) , the temperature feedback (Pithan and Mauritsen 2014) and the reduced air pollution in Europe (Navarro et al. 2016 ) have been discussed as potential contributors to this Arctic temperature amplification. Together with the warming, sea ice cover and volume have strongly decreased in the last decades (Comiso et al. 2008; Devasthale et al. 2013 ). The year 2016 showed record low ice extents in the Arctic during 7 months, and most of the year, the ice extent was more than two standard deviations below the average for . Also snow cover on the sub-Arctic continents is subject to extreme changes (Brown and Robinson 2011) and might affect local and large scale atmospheric conditions (Cohen and Entekhabi 1999; Gong et al. 2002; Cohen et al. 2012; Orsolini and Kvamstø 2009) .
The world's largest observed surface heat fluxes are found near the ice edge in the Barents Sea with up to 500W/m 2 (Simonsen and Haugan 1996) . Changes and variations in sea ice strongly affect amplitude and positon of these heat fluxes and play an important role for both local and remote climate (Årthun and Schrum 2010; Koenigk et al. 2009) . A large number of recent studies investigated the link between ice variations and trends of autumn Arctic sea ice extent and winter mid-latitude conditions (e.g. Petoukhov and Semenov 2010; Francis et al. 2009; Yang and Christensen 2012; Overland and Wang 2010; Hopsch et al. 2013; Garcia-Serrano and; Frankignoul 2016; Nakamura et al. 2016) . Although controversial, most of these studies indicated that reduced sea ice in late summer or autumn is linked to a negative phase of the North Atlantic Oscillation (NAO) in the following winter. Sea ice changes in the Barents Sea-Kara Sea area have been identified as particularly important for the impact on lower latitudes (Inoue et al. 2012; King et al. 2016; Garcia-Serrano et al. 2015; Koenigk et al. 2016; Yang et al. 2016) . A sea ice reduction in the Barents SeaKara Sea also leads to snow cover changes over Siberia, through a larger moisture flux from the Arctic into central Eurasia, and snow and sea ice changes were suggested to act together to impact the atmosphere over the Northern Hemisphere (Wegmann et al. 2015; Gastineau et al. 2017) .
In contrast to the recent Arctic warming, there is a cooling trend in winter SAT over large areas of the northern hemisphere continents during past decades, in particular since around 2000. Recent studies linked the negative ice trend to more frequent occurrence of extreme cold weather situations, particularly in Eurasia (Semenov and Latif 2015; Mori et al. 2014; Gao et al. 2015) , but also in North America (Francis and Vavrus 2012; Liu et al. 2012) . Therefore, a better understanding of the Arctic impacts on climate would be of great benefit to improve forecasts of cold weather situations in winter.
However, the observed time series are still short and it remains uncertain if the observed linkages between sea ice and atmospheric circulation are really robust or if they might be due to natural variations (Barnes 2013; Screen et al. 2014; Sun et al. 2016; Koenigk and Brodeau 2017; Ogawa et al. 2018) . Screen et al. (2015) showed that increased greenhouse gas forcing will reduced the risk for cold days over North America. Furthermore, the climate system is complex and many variables have changed over the last years, which makes it uncertain if the sea ice really is the main driver for mid-latitude climate events (McCusker et al. 2016) . It was also suggested that the cooling over the northern continents is linked to changes in the Atlantic (Peings and Magnusdottir 2014) and/ or the Pacific (Kosaka and Xie 2013) . The problem is further complicated by the suggested non-linear large-scale atmosphere circulation response to the same sign boundary forcing anomalies (Petoukhov and Semenov 2010; Semenov and Latif 2015; Semenov 2016; Overland et al. 2016 ) that, in particular, makes model results sensitive to a correct simulation of the present climate state.
The aforementioned results are mainly based on observational based data sets or on single model ensemble experiments. As discussed above, the observational time series are still short, which makes it difficult to distinguish between variations and trends. Studies based on single models do not answer the question of the robustness across different models (Cohen et al. 2014) . Comparison of results from early studies is also complicated by the generally differing boundary conditions. To overcome this problem, coordinated multi-model ensemble experiments have been performed in the GREENICE-project. So far only Screen et al. (2013) and Sun et al. (2016) used two different atmosphere model CAM for their sensitivty studies. This present study uses the by far largest number of models for coordinated sensitivity experiments. We use these large ensemble simulations to investigate the effect of sea ice variations on climate variations in mid and high latitude land areas. A recent study by Ogawa et al. (2018) , which is based on the same model simulations, focused on the impact of ice and SST trends on atmospheric trends in mid and high northern latitudes.
After this introduction, we describe the model simulations and data in Sect. 2. In Sect. 3, we focus first on the linkage between temporal variations of temperature, sea ice and SST before investigating specific cold winter cases in more detail. In the final section, we summarize the results and conclude.
Model experiments and data
Six different global atmosphere models (AGCMs, Table 1 ) have been used to perform two sets of ensemble experiments.
In the first set of experiments (EXP1), the NOAA-OISST v2 (Reynolds et al. 2007 ; downloaded from http://www. ncdc.noaa.gov/sst/index .php) daily product of sea ice concentration (SIC) and SST from 1982 to 2014 is used to force five of our six AGCMs (CAM4. IFS, WACCM, LMDZOR, IAP4). External forcing follows the CMIP5 protocol. After 2005, external forcings following the RCP8.5 emission scenario are used. This forcing differs from the classical AMIP experiment as we use daily SST and sea ice, so that the sea ice edge and the gradient of air temperature above it are well specified as boundary condition, and not smoothed as when using monthly data. This might lead to a better simulation of ocean-atmosphere interaction in lower latitudes (Zhou et al. 2015) . We performed 10-30 ensemble members with each of the models (Table 1) .
The second set of experiments (EXP2) is identical to EXP1 but instead of using daily SST values, the daily climatological annual cycle of SST (averaged over 1982 SST (averaged over -2014 is used. Again, 10-30 ensemble members have been performed with each of the models. Following Screen et al. (2013) , we further adjusted SST and sea ice concentration (SIC) to avoid large inconsistencies at the sea ice edge: North of 40°N, if the daily mean SIC deviates from daily climatology by > 10%, the grid box is set to the observed SIC and SST; otherwise and elsewhere the observed SIC and climatological SST are used.
EXP2 isolates the effect of the observed sea ice variations from 1982 to 2014. The difference between EXP1 and EXP2 highlights the role of SST forcing and the similarities highlight the role of the sea ice and the direct radiative impacts of external forcing.
The The sixth model, AFES4.1, follows the same experiment set up as the other five models but uses daily sea ice and SST forcing data from Hurrel et al. 2008 . Since we did not find systematical deviations between the results from AFES4.1 and the other five models, we decided to include the AFES4.1-simulation in this study. All multi-model ensemble means include thus the AFES4.1-simulations as well.
We use ERA-interim reanalysis data (Dee et al. 2011 ) as reference data for most of our comparisons to the model experiments as it was shown to provide good performances over the Arctic (Jacobson et al. 2012; Lindsay et al. 2014) . Note that ERA-interim data are not observations and might be uncertain as well. Particularly in the Arctic, where very few observations are available, data assimilation used in reanalysis obviously provides less value, although effects from LDMZOR (Hourdin et al. 2013 ) LDMZOR 2.5° × 1.5°39 20 20 IAP4 (Sun et al. 2012) IAP4 1.4° × 1.4°26 10 10 AFES4.1 (Nakamura et al. 2015) AFES4.1 1.5° × 1.5°56 30 30 more southerly locations with better observational coverage should have a positive impact. Nevertheless, large discrepancies are found in reanalysis in the Arctic (Lindsay et al. 2014) . In order to focus on the interannual variability, we perform most analyses after subtraction of a linear least squared trend from our model data.
Results

Impact of temporal sea ice variations on the temperature variability
As discussed in the introduction, a number of studies have linked winter variations, trends and extremes in different northern hemisphere land regions to variations and trends in Arctic sea ice. Further, the so called "warm Arctic-cold continents (or cold mid-latitudes)" pattern have become a common expression (Overland et al. 2011) . Figure 1 shows the zonal mean winter temperature (average over December, January, February; DJF) anomalies in ERA-interim data and the multi-model ensemble means (MMEM) of EXP1 and EXP2. The ERA-interim data show warm winters in the Arctic before 1985, followed by mainly cold winters between the end of the 1980s and 2000 and warm winters again after 2005. In mid-latitudes, this decadal scale variation is less pronounced but one might see a tendency towards the opposite signal in mid-latitudes compared to polar latitudes. Particularly after 2010, slightly colder than normal zonal means in mid-latitudes occur while the Arctic shows strong positive anomalies. This pattern agrees with the proposed warm Arctic-cold mid-latitudes pattern. The detrended data show generally very similar relations between warm (cold) Arctic and cold (warm) mid-latitudes and we find a significant correlation of − 0.48 between winter T2m, averaged over 70°N-90°N, and T2m, averaged over 30°N-50°N, in ERA-interim. However, if we look more in detail at individual winters, we find quite a number of exceptions, where this cold (warm) Arctic-warm (cold) mid-latitudes pattern is not pronounced or not at all existing (e.g., the winters 1987, 1988, 1991, 1994, 1996, 2000, 2001, 2006, 2007) . The experiments show that Arctic sea ice variations largely capture the observed decadal variations in winter Arctic temperature, but not those in mid-latitudes. In particular, we see that EXP1 simulates warm values in the 1980s, generally colder years in the 1990s, and then warmer winters again. However, single years can strongly deviate from the observed one. The correlation of zonal mean winter T2m in EXP1 and ERA interim reaches 0.6 to 0.7 north of 75°N but is low between 30°N and 60°N (not shown). EXP2 reproduces most of the Arctic T2m variations in EXP1 pretty well, indicating the strong coupling between the Arctic sea ice variations and local SAT. As for EXP1, the correlation of zonal mean T2m with ERA-interim reaches 0.6-0.7 for arctic latitudes. In mid-latitudes (30°N-60°N), EXP1 does not reproduce the observed zonal mean T2m anomalies well. Also, the warm (cold) Arctic-cold (warm) mid-latitude pattern is not well shown. Particularly, the warm Arctic temperature anomalies after 2005 extend into the mid-latitudes in EXP1. EXP2 shows generally small mid-latitude T2m anomalies, indicating little impact of the sea ice variations on zonally averaged mid-latitude temperature anomalies. The detrended zonal mean anomalies (Fig. 1b, d, (Petoukhov and Semenov 2010 ) but does not appear as a cold winter in the zonal mean in ERAinterim. In the following, we thus concentrate on winter temperature variations in different land regions. We define ten different mid and high latitude regions (see Table 2 ) and average the T2m over each of the regions. We only took grid boxes into account where at least 50% of the box is land-covered. Figure 2 shows the time series of DJF T2m in the ten regions for ERA-interim and the MMEMs of EXP1 and EXP2. Interannual variations in ERA-interim are large, particularly in the northern land areas. The variations of the MMEMs of T2m in EXP1 and EXP2 are much smaller than in ERA-interim in all areas except for EXP1 in SE, SW and NW N America. This is expected from the ensemble averaging that greatly reduce the amount of internal atmospheric variability, while keeping the influence of boundary conditions onto the atmosphere. Over the three N America regions, the EXP1 MMEM reproduces well the observed interannual variations, while EXP2 MMEM does not reproduce the variability and amplitude in these three regions. Thus, here the SST-forcing seems to be the main driver of winter temperature variations, which is consistent with the dominant teleconnection from the tropical Pacific region. The El Niño Southern Oscillation is known to drive the Pacific North American Pattern in winter, which has a dominant impact on the winter climate over North America (Wallace and Gutzler 1981) . Individual model ensemble members simulate a realistic amplitude of interannual winter variations but the spread among members is very large (Fig. 3) ; this is consistent with the large internal atmospheric variability over midlatitudes. The spread in EXP1 and EXP2 is of similar size, even in those regions where the SST is the main driver for interannual variation. Thus, using climatological SST boundary conditions is not reducing the internal variability in EXP2 as one might expect. The standard deviation of T2m across the model members in our experiments is also comparable to the standard deviation of T2m over time in the ERA-interim data in most of the regions (Fig. 3) . Interestingly, we see for some of the regions, e.g. in NW Asia or for some time periods in show peaks in the same years, which might indicate that the specific sea ice conditions of these years play a role for the internal variability of temperature in these land regions. If we instead of calculating the standard deviation for each winter, calculate the standard deviation over time in EXP1 and EXP2, we get a small increase of the standard deviation. This increase is slightly larger in EXP1 than in EXP2 due to a stronger trend in the temperature. For most of the areas, the standard deviation, calculated over time, agrees slightly better with ERA-interim as the one across members for each winter.
The low MMEM amplitude of interannual winter variations in most regions indicates that the response of the atmosphere to sea ice and SST is rather weak. Still, T2m shows a significant correlation between the MMEM of EXP1 and ERA-interim in all regions except for NE and NW Asia (Table 2) , and the correlation between T2m in EXP2 and ERA-interim is high in N Europe and NE N America. For N Europe, the correlation between EXP2 and ERA-interim reaches 0.68. This shows that it is possible to extract the rather small signal from the sea ice on the atmosphere in N Europe by using a large number of ensemble members. Sea ice might thus be an important predictor for T2m-variations in N Europe.
The correlations of the detrended time-series are for most regions slightly higher than for the raw data (Table 2 , lower rows). This is especially the case for NW Asia, where the observed trend of T2m (− 0.38 K/decade) is opposite to the simulated one in EXP1 (0.45 K/decade, Table 3 ) and thus degrading the correlation. The trends in ERA-interim and the EXP1 MMEM agree relatively well for the European regions and are small in both observed and simulated western North American areas. NE N America shows a very high trend in ERA-interim, which is only partly reproduced by the models. The trends in EXP2 are much weaker than in EXP1, except for NE N America, indicating that the sea ice reduction is not the main driver for trends in most of the mid and high northern latitude regions. This result is rather robust across models.
All single model ensemble means of EXP2 are significantly correlated with ERA-interim for the N Europe and NE N America regions but almost none of the models show signifcant correlations for any of the other regions (except for AFES4.1 for NE Asia, with a correlation of 0.35 and WACCM for SW Asia with r = 0.38). The trends and the impact of sea ice reduction on trends in our model simulations are discussed in detail in an article, which has been submitted by Ogawa et al. (Geophysical Research Letters) . Figure 4 shows grid point correlations between the MMEMs of EXP1 and EXP2 and ERA-interim for SLP and T2m in winter. The SLP in EXP1 is significantly correlated Table 2 Correlation between winter (DJF) T2m, averaged over the land points of 10 NH-regions, in the multi-model ensemble means and ERA-interim for The upper two rows show correlations of the raw data, rows 3 and 4 of linearly detrended data. Below, the correlation between individual model ensemble means and ERA-interim is shown. All bold numbers indicate significant correlations at the 95% level
Multi-model ensemble means with ERA-interim over the northeastern North Pacific and mid-latitude North America as well as over a region extending from western Europe into the North Atlantic. EXP2 shows only small areas with significant correlations, mainly over the Nordic Seas and North Atlantic Arctic sector. T2m in EXP1 is highly correlated with ERA-interim over all ocean regions. Correlations over land areas are significant over Europe with particularly high correlations over Northern Europe, and in a band across N America between 40°N and 50°N. T2m in EXP2 is only significantly correlated with T2m in ERA-interim over the Arctic, parts of the northern North Pacific, the northwestern North Atlantic and over Northern Europe. A comparison of the grid point correlations with the correlation of the regional averages (Table 2) shows substantially higher correlations for regional averages. The averaging leads to reduced noise and filters out the larger scale signal. This is a well known effect from climate predictions where the prediction skill increases with increasing spatial and temporal scales ).
If we compare T2m variations in EXP1 to EXP2, we find significant correlations for a number of high and midlatitude Eurasian regions (Table 4) . Particularly, in the N Europe and NE Asia regions, the sea ice variations seem to be responsible for a large fraction of the temperature variability. In these two regions, the correlations between EXP1 and EXP2 remain almost unchanged when using detrended data. For the other Eurasian regions, correlations are reduced in the detrended data indicating that part of the correlation is due to common trends in EXP1 and EXP2. 
Cold winters in Northern Europe
Section 3.1 showed that N Europe is the continental region with the largest impact (in the sense of highest correlation between MMEM with ERA-interim data) of Arctic ice variations on the T2m variability. Therefore, we focus in the following on this region. Figure 5 shows the temporal variations of winter T2m in N Europe for all individual model ensemble means, the MMEM and the ERA-interim data. Note, that the ERAinterim data are divided by a factor of three for better visualization. The MMEM of EXP1 and EXP2 and all individual model ensemble means follow relatively well the T2m-evolution of ERA-interim from 1982 to 2014. T2m of all individual model ensemble means is significantly correlated with ERA-interim in both EXP1 and EXP2.
The correlations vary between 0.45 (WACCM) and 0.66 (AFES4.1) for EXP1 and between 0.40 (CAM4) and 0.64 (IFS and LMDZOR) for EXP2. Thus, the MMEMs are in better agreement with ERA-interim than any single model ensemble mean.
The amplitude of the anomalies of the MMEMs and also of the individual model ensemble means is much smaller than in ERA-interim. This is caused by a large spread among individual members. However, the standard deviations of the detrended winter temperatures over the entire 1982-2014 time period in the single model simulation agree relatively well with ERA-interim. In individual model simulation, the standard deviation varies between 1.2 and 2.3 K. This compares to a value of 2.0 K in ERAinterim. The standard deviation over time agrees with the variation across the ensemble members in EXP1 and EXP2 Fig. 3 Standard deviation of winter (DJF) 2 m temperature, averaged over NH-land regions, across the multi-model ensemble members of EXP1 (red) and EXP2 (blue), for each winter from 1982 to 2014. The black dashed line shows the T2m standard deviation over time in the ERAinterim data (Fig. 5 bottom) . All individual models have a relatively similar spread among their ensemble members. There is no trend in the spread, and the variations over time are relatively small. We do not find any relation between the temperature spread across members (Fig. 5 bottom) and the temperature anomalies (Fig. 5 top) . Also periods with high or low NAO are not reflected in the intra-model ensemble spread (not shown).
In the following, we focus on the coldest observed winters in N Europe; we selected those winters from the detrended ERA-interim data, which exceed an anomaly of − 1.5 standard deviations (which means T2m anomalies exceeding − 3 K). Based on this criterion, the four winters 1984 /1985 (DJF 1985 ), 1986 /1987 (DJF 1987 (DJF 2010 (DJF 2011 are selected. These winters were also some of the coldest winters over Central and Eastern Europe and larger parts of Asia and have in common that anomalously easterly or northeasterly winds advect cold air to N Europe, as seen in the ERA-interim data (Figs. 6, 7 EXP1 reproduces the Pacific SLP anomalies very well in DJF 1985 , DJF 1987 and DJF 2010 while there are some differences in DJF 2011 (Fig. 6) . In DJF 2010, also the SLP anomalies in the North Atlantic, Arctic and Eurasian areas are relatively well reproduced but with reduced amplitude. The observed positive SLP-anomaly over the Arctic in DJF 1985 DJF , 1987 DJF and 2011 are not well reproduced in EXP1. The observed SLP-anomalies in the North Pacific area are not well reproduced in EXP2. Thus, the agreement between EXP1 and ERA-interim in this area is caused by the SST-forcing and not due to sea ice variations. Over parts of the North Atlantic, Europe and along the Asian Arctic coast, the SLP-anomalies in EXP2 have some agreement with EXP1 and to an even smaller degree also with ERAinterim. However, the amplitude of the anomalies is small and only parts are significant at the 95% significance level. Still, this agreement, although mainly restricted to winds being either from land or ocean, might explain the fact that EXP2 reproduces the sign of the temperature anomalies over N Europe in the cold winters relatively well, except for DJF 1985 (Fig. 7) .
Table 3
Winter T2m trends (in K/decade), averaged over NH-land regions, in ERA-interim and the multi-model ensemble means of EXP1 and EXP2 over 1982-2014 Trend per 10 years In the ERA-interim data, the cold anomalies extend from N Europe across large parts of Asia almost until the Pacific Ocean. This is only partly reproduced in our experiments. All four observed cold winters show positive T2m anomalies in the Labrador Sea region, which extend into northern Canada. The southern boarder of this warm anomaly varies somewhat between winters. South of this warm area, we find again cold anomalies, which extend, to varying degree, into the North Atlantic. EXP1 reproduces a large part of the observed T2m anomalies over the Pacific, the North American and the North Atlantic areas. Over Eurasia and the Arctic, the agreement is worse. However, in all winters, cold anomalies occur over parts of Europe and Asia but with strongly reduced amplitude. EXP2 fails to reproduce most of the T2m anomalies in ERA-interim and EXP1, except for N Europe. This suggests again that sea ice variations are not the main driver for the winter cold extremes outside the Arctic and N Europe during the analyzed period.
Inter-model and intra-model spread
The inter-model spread in the cold winters is large. Figure 8 shows the ensemble mean anomalies of SLP in all the six individual models in the winter 2010. In this year, the MMEM of EXP1 is relatively well reproducing the observed large scale SLP-anomalies (compare Fig. 6g-i) . All single EXP1-model ensemble means reproduce the large scale anomaly patterns over the North Pacific-North American region well. Also, the observed negative SLP-anomalies over the mid-latitude/sub-tropical North Atlantic and positive SLP anomalies over the Arctic regions are partly reproduced by most single models. However, larger differences occur over Eurasia and also on more regional scales. This strongly affects the temperature anomalies at regional scales (not shown). The EXP2-ensemble means of the individual models differ from each other, also over the North Pacific, and the ensemble mean anomalies are generally weaker than in EXP1. Also in the other three cold North European winters, all EXP1-model ensemble means show a robust signal in the North Pacific-North American region. However, in the other regions, the spread among individual models is large (not shown). The agreement of the anomalies in the single model means with ERA-interim varies depending on the winter. We cannot identify any model that generally agrees best to ERAinterim. E.g., the EXP1-ensemble mean of CAM4 agrees best with ERA-interim in the winter 2010 but it agrees worst of all models in the winter 2011 (not shown). EXP2 is neither agreeing well with ERA-interim nor reproducing the EXP1 anomalies very well.
The spread among individual model ensemble members is extremely large. Figure 9 shows as an example the SLPanomaly of the first ten ensemble members of the CAM4-model for DJF 2010. Although in this winter, the ensemble mean shows a pronounced negative NAO/AO state, some individual members show atmospheric circulation anomalies that do not resemble the NAO/AO-pattern at all. This highlights the importance of large ensembles in order to get robust responses to ice and SST variations. It also highlights the difficulty in attributing the circulation patterns to sea ice loss/SST changes from observations/reanalysis alone, as we only have one "realization" of the real world.
Probability distribution of N European winters in the models
In the following, we will investigate the spread and the probability for temperature anomalies in the cold observed winters in N Europe in more detail. We analyze here every individual member from all the models. Figure 10 shows the Probability Density Function (PDF) over all winter averaged T2m anomalies in N Europe. The ERA-interim data seem to show a slightly right-skewed distribution with highest probability for winters with slightly positive anomalies but with a longer tail for cold anomalies. Further, the distribution shows a secondary maximum of probability at T2m anomalies of − 3 °C, but this is probably due to the small number of winters in ERA-interim. The PDF of EXP1 and EXP2 are similar to ERA-interim but do not show the secondary maximum at − 3 °C. Both show a slightly right-skewed distribution that agrees well with the PDF of ERA-interim, with stronger cold extremes than warm extremes. About 48 and 47% of all winters show a negative temperature anomaly in EXP1 and EXP2, respectively (Table 5 ). The probability for the occurrence of very cold winters, with T2m anomalies below − 3°, is about 50% smaller in the model simulations compared to ERA-interim. However, the statistic for these extremes in ERA-interim is not very robust since the timeseries is short with 32 winters. In all four cold winters, the PDF shows a wide range of T2m anomalies in both EXP1 and EXP2 ensemble members ( Fig. 11) . The distribution is, however, moved towards colder temperatures compared to the PDF taking all winters into account (Fig. 10) . In EXP1, the probability for a colder than normal winter is increased by 21% (DJF 1985) to 48% (DJF 2011) compared to the EXP1-distribution of T2m anomalies in all winters. In EXP2, the increase reaches between 21% in DJF 1985 and 43% in DJF 2011 (Table 5) . In order to test if these increases could just be due to internal variability, we selected 200 sets of 120 randomly chosen winters (to mimic the number of ensemble members from each of the chosen extreme winters) from the total 3840 winters (32 winters, 120 ensemble members) and analyzed the distribution of the T2m anomalies over these 200 sets (Fig. 12) . The maximum percentage of colder than normal winters does not exceed 57% and 55% in EXP1 and EXP2, respectively, in any of the sets of randomly chosen winters. In each of the cold winters, DJF 1985 , DJF 1987 , DJF 2010 , DJF 2011, we found a higher probability for colder than normal winters than 57 and 55% in EXP1 and EXP2 (Table 5 ). This indicates clearly the significance of the shift towards colder winters in EXP1 and EXP2 in the four observed cold winters. However, only few members in EXP1 and EXP2 show anomalies exceeding the observed T2m anomalies in these winters (Table 6) , although we note a slightly increased probability for occurrence of very cold winters as well. Also, the similarity in the probability distribution with skewness toward cold winters for both EXP1 and EXP2 is worth noting, implying the contribution of sea ice changes.
Our results indicate that the observed SST and sea ice conditions in these cold winters lead to enhanced probability for occurrence of both colder than normal winters and extremely cold winters. However, the main reason for the occurrence of the extremely cold winters in reality in these particular years is probably natural variability as the distribution of these years are not well separated from the climatological distribution. The structure of intra-seasonal, synoptic variability may also be affected by the recent climate changes. E.g., analysis of the observed Moscow daily T2m anomalies in winter indicates an increased probability of longer cold spells in the recent decade despite insignificant DJF mean changes (Shukurov and Semenov 2017, in print) .
Cold N European winters in the models
Above, we show that the coldest observed N European winters are only partly reproduced in the models in these specific years. Now, we investigate if the coldest simulated winters in the models in the entire time period 1982-2014 agree with the large scale atmospheric and temperature anomaly patterns of the coldest observed winters. We build a composite over all individual model members, including all winters in N Europe with detrended temperature anomalies exceeding − 3 K. In total, we find 145 individual winters in EXP1 and 154 winters in EXP2, which show T2m anomalies of more than − 3 K in N Europe. The SLP and T2m anomalies, averaged over these winters are compared to the anomalies in the cold ERA-interim winters in Fig. 13 (the same 4 winters as used before; all with T2m cold anomalies exceeding − 3 K). The anomalies in EXP1 and EXP2 agree very well with ERA-interim. They show pronounced, positive AO-type SLP anomalies-that however somewhat differ from the canonical pattern. The maximum positive anomalies occur in the Barents Sea region with more than 8 hPa. The negative anomalies over the North Atlantic are more pronounced in ERA-interim but the extension of this negative anomaly into Europe and Asia agrees well between ERA-interim, EXP1 and EXP2. The T2m-anomalies are most pronounced over northeastern Europe (below − 5K) and extend across the entire of mid and high latitudes of Asia to the Pacific Ocean. Over the Canadian Arctic area, we see large positive anomalies. The cooling over the United States is more pronounced in ERA-interim compared to our experiments. Column 2 shows the probability, taking all winters in EXP1 and EXP2 into account, columns 3 to 6 show the specific winters DJF 1985 , DJF 1987 , DJF 2010 and DJF 2011 . The numbers in brackets show the relative increase of probability for colder than normal winters in the specific winters compared to the distribution of all winters Probability in % T anom < 0 This comparison clearly shows that the models are well able to reproduce the large scale patterns, which are connected to cold winters over N Europe.
Relation between N European winter and preceding ice anomalies
Our results show a correlation of winter T2m in N Europe in both EXP1 and EXP2 with T2m in ERA-interim of around 0.75, indicating the importance of sea ice variations for winter T2m variations in this region. However, from the experiment setup, we only know that sea ice matters, but not in which specific regions and at which specific time periods it is particularly important for the winter T2m in N Europe. A more detailed analysis of this question will be subject to another study. However, here we provide some first results based on grid-point regressions and correlations between Arctic sea ice concentration and N European winter T2m (Fig. 14) . Figure 14 a-c shows the linear regression coefficient between detrended DJF sea ice concentration and T2m in ERA-interim, EXP1 and EXP2 at lag 0. The regression patterns are similar in all three data sets with positive values from the Labrador Sea across the Canadian Archipelago to the Beaufort Sea and negative values with centre in the Barents Sea region. Although the signal is largest in Labrador Sea and Barents Sea, the highest correlations occur in the Beaufort Sea with up to 0.6 (not shown). The regresssion and correlation patterns seem to reflect mainly the sea ice response to the atmospheric circulation anomalies (NAO+ in warm North European winters and NAO− in cold winters). For single autumn months, we find the highest correlation between sea ice concentration and the following N Europe winter T2m in November (also higher than for the autumn average). If we regress November sea ice concentration with the next winter T2m, we find over the western Arctic part from Labrador Sea to Beaufort Sea positive coefficents, similar as for lag 0. In the Barents Sea region, values are in contrast to winter mostly positive. The correlations between autumn sea ice concentration and N European winter show the largest and significant correlations over parts of the Beaufort Sea but the variations of sea ice in the Beaufort Sea in November are rather small. Over the Barents Sea, correlations are small and only in ERAinterim partly significant. The correlation between the entire autumn Arctic sea ice area and winter T2m in N Europe is small (0.18 and 0.08 for EXP1 and EXP2); the correlation between Barents/Kara Seas autumn ice area and T2m reaches 0.27 and 0.22 in EXP1 and EXP2, respectively. Correlations between sea ice concentration in single months and the following winter show the highest values between November ice in the Beaufort Sea (integrated over 70°N-82°N, 90°W-160°W) and DJF T2m in N Europe (0.38 and 0.46 in EXP1 and EXP2). Table 6 Probability (in %) for the occurrence of winters that are colder than the four coldest observed winters in N Europe Rows 2 and 3 show the probability, taking all winters in EXP1 and EXP2 into account, rows 4 and 5 show the specific winters DJF 1985 , DJF 1987 , DJF 2010 and DJF 2011 . The number in brackets show the relative increase of probability for extremely cold winters in the specific winters compared to the distribution of all winters We further analyze the relation between both autumn ice in the Barents-Kara Seas and the Beaufort Sea and N Europe winter T2m. It turns out that the relationship between November Beaufort Sea ice and winter N Europe temperature is substantially larger compared to the linkage between Barents-Kara Seas ice and N Europe winter T2m. Figure 15 shows the regression coefficient between the November Beaufort Sea ice area and winter T2m and SLP. High ice in the Beaufort Sea is followed by postive T2m-anomalies over Barents Sea, which extend towards northern Europe. The signal is significant in both EXP1 and EXP2 but smaller than in ERA-interim data. Here, we find a much stronger regression with the winter SLP, with reduced SLP over the Arctic Ocean and Nordic Seas and increased SLP further to the south. This positive AOlike pattern leads to strong warming over most of Central, Eastern and Northern Europe and the Eurasian Arctic. The SLP regression pattern in EXP1 is partly reproducing the ERA-interim results (but with much smaller amplitude) while EXP2 shows only some similarities to the ERAinterim pattern over the northeastern North Atlantic-northern European area. Despite the large response in ERAinterim and the large number of simulations in EXP1 and EXP2, the SLP-signal is except for a few small patches not significant.
The warm anomaly over the Barents Sea in winter, shown in Fig. 15 , is linked to negative sea ice anomalies in the Barents Sea. Figure 16 reveals that reduced winter sea ice in the Barents Sea follows high autumn ice in the Beaufort Sea.
The weak circulation response in EXP1 and EXP2 (EXP1 and EXP2, Fig. 15d-f) indicates that the response is mainly of thermodynamic character and only to a smaller part of dynamic character. To further investigate the thermodynamical and dynamcial contributions to the T2m-anomalies in N Europe, we use a simple estimation: To estimate the dynamical contribution for the nth winter in each model, we project over a region including Northern Europe and its upstream regions (40°W-40°E, 20°N-80°N ) the winter SLP anomalies onto SLP ensemble mean anomalies of the nth winter.
where X(e,t) designates the SLP anomalies for DJF of year t for ensemble e. X EM,n are the SLP anomalies of the ensemble mean of the nth winter. Angle brackets designate the area-weighted average. I n (e,t) provides a SLP index measuring the intensity of the atmospheric circulation pattern simulated in the ensemble mean anomalies of the nth winter. The T2m-anomalies (noted T) are then regressed onto this SLP index, using the outputs of all members and winters:
we define the result from this regression as T Dyn , the dynamical T2m contribution at the year t n . The difference of the ensemble mean T2m and the dynamical T2m provides an estimate T Thermo , the thermodynamical contribution.
We repeat this procedure in each model separately, as the mean state and the signature of atmospheric variability is different in each model. This simple estimation is based on linear assumption, and a more advanced estimation of the dynamical and thermodynamical influence could be constructed using circulation analogs (Van der Dool et al. 2003, or more recently; Deser et al. 2016a, b) .
The results (Figs. 17, 18) indicate that the dynamical contribution can be large in specific years in specific models, particularly in winters with large T2m-anomalies.
We quantify the importance of the dynamical and thermodynamical contribution with the root mean squared anomalies and the correlation of each terms with the total T2m-anomalies, as given by the numbers in Figs. 17 and 18. In both EXP1 and EXP2, the thermodynamical contribution is dominant, as the T2m trend in N Europe is mostly governed by the thermodynamic part in both EXP1 and EXP2, due to the warming SST and reducing sea-ice extent. However the correlations of the dynamical components with the total T2M-anomalies are more important in EXP2, which demonstrate that our experiments simulate a dynamical response to the interannual sea-ice anomalies. Most recent studies (e.g. Inoue et al. 2012; Garcia-Serrano et al. 2016; King et al. 2016; Koenigk et al. 2016) suggested that autumn ice variations in the Barents and Kara Sea are important for winter temperature in lower latitudes. Our model results do not support a particularly strong role of autumn ice variations in this area for T2m in the N Europe region. However, the sea ice conditions in winter in the Barents Sea seems to be important for the T2m in N Europe. We find a negative correlation of around − 0.35 in with the winter T2m in N Europe in EXP1 and EXP2. This rather low correlation agrees well with the large spread among individual model members Fig. 14 a- 
Cold winters in Asia
Above, we showed that sea ice has an impact on winter T2m variability in N Europe but little effect in most of the other land regions. However, Asia is the region where winter trends are negative and a lot literature has focused on the impact of sea ice on Asian temperature trend. Thus, we will here shortly discuss the representation of cold winters in the Asian land regions in our models. As in Sect. 3.2.3, we investigate if the the large scale atmospheric and temperature anomaly patterns in the coldest simulated winters in the models agree with those of the coldest observed winters in 1982-2014.
Again, we use all winters exceeding a cold anomaly of more than − 1.5 standard deviations (based on the ERAinterim data) of the detrended time series. The large scale circulation and temperature fields connected to cold winters in the four Asian regions (see Table 1 ) agree, as for N Europe, very well in EXP1 and EXP2. Thus, we only compare EXP1 to ERA-interim in Fig. 19 . The standard deviation of winter T2m in ERA-interim is slightly higher than in EXP1 in all four Asian regions and also the occurrence of very cold winters is slightly higher in ERA-interim compared to EXP1 and EXP2. While ERA-interim shows 2-5 winters, which exceed − 1.5 standard deviation in the period 1982-2014, EXP1 and EXP2 show between 150 and 200 cold winters (of 3840 individual winters) with anomalies below − 1.5 standard deviation of the ERA-interim values.
Cold winters in the two northern Asian regions are connected to a NAO-like pattern with the largest positive SLP anomaly over the Barents-Kara Seas in ERA-interim (Fig. 18 a, b) . On the east side of this high pressure anomaly, anomalously cold air is transported from the Arctic to the south. Large parts of Eurasia show a strong, cold anomaly in both cases. Particularly during cold NE Asian winters, cold anomalies occur also over North America mainly due to positive SLP-anomalies over western North America/eastern North Pacific. The positive SLP anomaly with centre over the Barents-Kara Seas and the related cold anomalies over large parts of Eurasia are reproduced in EXP1 but the cold anomaly is somehwat more confined to the NE Asian region itself in cold winters in this region. The negative SLP For the southern Central Asian regions, particularly SE Central Asia, differences between the large scale patterns of ERA-interim and models differ somewhat more, but in all cases, the main driver for the cold winters is an anticyclonic anomaly with centre over northeastern Europe. ERA-interim data show warm anomalies in the Barent Sea region, which is slightly less pronounced in EXP1 and EXP2. We see also slightly colder than normal temperatures over North America in ERA-interim, while the models show warm anomalies. This is in line with the weaker warm Arctic-cold continent pattern in the models compared to ERA-interim.
Note that the large scale circulation patterns can strongly deviate from year to year in ERA-interim (similar as in Fig. 6 for the cold winters in N Europe). Given the small number of cold cases, this might explain some of the differences between ERA-interim and the model simulations.
As for the N Europe area, we calculated the thermodynamic and dynamic contributions to the temperature anomalies in EXP1 and EXP2 (not shown). The dynamical contribution is dominating the Asian temperature anomalies in EXP2 while both dynamical and thermodynamical contributions are of similar size in EXP1. The area where dynamcial effects are largest in EXP2, is the region between 40°N-60°N, 80°E-13°E. This region is far away from the oceans and agrees well to the area that shows largest negative temperature trends in observations.
Conclusions
This study analyzed the impact of sea ice and SST on temperature variations in mid and high northern latitudes. We analyzed two sets of multi-model ensemble experiments performed in the GREENICE-project with six different global atmosphere models. The first experiment (EXP1) used observed varying SST and SIC data as lower boundary forcing while the second experiment (EXP2) used varying SIC but climatological SST as lower boundary forcing.
The models used in this study have been widely used in many scientific investigations; still shortcomings in the models and the experiment set-up might affect the results. The usage of AGCMs, which do not allow for coupled ocean-atmosphere feedback processes, might lead to an underestimation of the magnitude of the response to sea ice loss (Deser etal. 2016) . The description of sea ice in the AGCMs is simplified and most AGCMs use a constant sea ice thickness and a climatological cycle of sea ice albedo. Since ice thickness and ice albedo have been reduced in the last decades, this might lead to an underestimated response to ice reduction and variability. Further, the usage of climatological SSTs in EXP2 leads to a smoothing of SST-gradients and might affect the response in the EXP2-experiments.
Despite these potential short-comings, our model experiments reveal robust results across our six atmosphere models.
The correlation between winter T2m variations in EXP1 and ERA-interim data is high for all ocean areas but lower over land. However, the T2m average over most of ten different mid and high latitude continental sub domains is significantly correlated with the ERA-interim data. In contrast, T2m in EXP2 is only significantly correlated with ERAinterim over the Arctic Ocean, in northern Europe and northeastern North America. This indicates that sea ice variations have only a limited impact on T2m variations in most mid and high northern latitude regions. Further, the suggested warm Arctic-cold continent pattern (Overland et al. 2011 ) Fig. 16 Linear regression coefficient between detrended November sea ice area in the Beaufort Sea (averaged over 70°N-82°N, 90°W-160°W) and sea ice concentration in the following winter (NOAA-OISST-data, 1982 -2014 . Shown are winter sea ice concentration anomalies in % per standard deviation change of November ice area in the Beaufort Sea. The thin black lines indicate where the correlation is significant at the 95% level is only partly reproduced in EXP1 and not reproduced in EXP2 as a response to lower boundary and radiative forcing. Thus, according to our experiments this pattern is unlikely to be due to sea ice variations in reality and might represent internal atmospheric circulation variability.
The ice variations are important for the interannual variations of winter T2m in N Europe although the amplitude of the anomalies in the multi-model ensemble mean is about three times smaller than in ERA-interim. This is mainly due to a large spread of simulated T2m-anomalies across the individual ensemble members and shows that many ensemble members are needed to simulate the observed T2m variations over N Europe. November sea ice anomalies in the Beaufort Sea seems to play an important role for the T2m in N Europe in the following winter. They are highly negatively correlated with winter sea ice in the Barents Sea. Those in turn contribute thermodynamically to T2m anomalies in N Europe.
Our results revealed a robust response of the ice impact on N Europe T2m across the individual model ensemble means. The T2m in N Europe of each single model ensemble mean is significantly correlated with ERA-interim. However, as for the multi-model ensemble mean, the amplitude of the single model ensemble mean T2m responses are about three times weaker than the observed anomalies (Fig. 2) . Such characteristics of the ensemble response may be related to the forced one-way interaction in our AGCM simulations, when the simulated ensemble mean response The numbers given on top of each panel are the root mean squared anomalies of the dynamical (green) and the thermodynamical T2m (red), and the correlation of the dynamical (green) and thermodynamical T2m (red) with the total T2m anomalies represents a feedback from the SST and sea ice anomalies originally caused by internal atmosphere variability (Bretherton and Battisti 2000) . However, it could also suggest a too weak atmospheric response to surface forcing (Eade et al. 2014) .
The sea ice conditions in the four coldest observed winters (exceeding cold anomalies of 1.5 standard deviations) in ERA-interim in N Europe since 1982, increase the probability for cold winters in N Europe in the models. However, only few ensemble members simulate T2m anomalies that are as large as the observed ones in these winters. Further, we found that T2m and SLP amplitudes and patterns in the coldest simulated winters in N Europe (which can differ from the observed winters) in the models since 1982 agree well with the coldest winters in ERA-interim. This shows that the models are able to realistically reproduce large-scale circulation and T2m anomaly patterns during extremely cold winters in N Europe. Thus, the fact that the models do not fully reproduce the observed cold winters in these specific winters is not caused by a general failure of the models to reproduce large scale conditions and processes that cause cold winters in N Europe. Therefore, we conclude, that the occurrence of the observed extremely cold winters in these specific years is mainly due to natural variations of the atmospheric circulation and only to a smaller part caused by the underlying sea ice and SST conditions.
The results from our study, in contrast to those studies, which suggested a clear link between sea ice and mid latitude cold winters, do not reveal a robust sea ice impact. Our results suggest instead the major role of internal variability for the recent climate anomalies in lower latitudes. 
