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Abstract
In an online problem, the input is revealed one piece at a time. In every
time step, the online algorithm has to produce a part of the output, based
on the partial knowledge of the input. Such decisions are irrevocable, and
thus online algorithms usually lead to nonoptimal solutions. The impact
of the partial knowledge depends strongly on the problem. If the algorithm
is allowed to read binary information about the future, the amount of bits
read that allow the algorithm to solve the problem optimally is the so-
called advice complexity. The quality of an online algorithm is measured
by its competitive ratio, which compares its performance to that of an
optimal oﬄine algorithm.
In this paper we study online bipartite matchings focusing on the par-
ticular case of bipartite matchings in regular graphs. We give tight upper
and lower bounds on the competitive ratio of the online deterministic bi-
partite matching problem. The competitive ratio turns out to be asymp-
totically equal to the known randomized competitive ratio. Afterwards,
we present an upper and lower bound for the advice complexity of the
online deterministic bipartite matching problem.
1 Introduction
In an online problem the input is revealed one piece at a time. In every time
step, the online algorithm has to produce a part of the output, based on the
partial knowledge of the input. Such decisions are irrevocable, and thus online
algorithms usually lead to nonoptimal solutions. Online algorithms respond to
situations in which decisions have to be made without having the information
of future requests. It can also respond to the case of distributed systems in
which servers may take decisions without knowing the requests that arrive to
other servers. Some online problems are scheduling, paging, routing, financial
management, and other optimization problems. See [1, 2] for more information
about online algorithms.
The quality of an online algorithm is measured by its competitive ratio,
which compares its performance to that of an optimal oﬄine algorithm. Given
a minimization problem, an online algorithm A is c-competitive if for every
instance σ we have
CA(σ) ≤ c · COPT (σ) + α, (1)
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where CA and COPT denote the cost or profit of the algorithm A, and of an
optimal algorithm, respectively.
Conversely given a maximization problem, an online algorithmA is c-competitive
if for every instance σ we have
c · CA(σ) + α ≥ COPT (σ). (2)
The analysis is done in terms of an adversary (or worst case). It turns out
that deterministic algorithms often confer too much power to the adversary,
which is supposed to know our decisions in advance. For such cases, deter-
ministic online algorithms are not competitive, and randomization or advice is
considered. In an online randomized algorithm, part of the decisions are taken
probabilistically, so that the adversary cannot know the choice of the algorithm
in advance, and the impact of worst case instances is reduced. The competitive
ratio of a randomized online algorithm is defined by taking expectations on the
performance of the (probabilistic) algorithm (see [2] for more details.)
An online algorithm with advice can read advice bits before decision making.
The advice bits were previously written by an oracle with full knowledge of the
input. Thus, the algorithm communicates with an entity that is as powerful
as the adversary. The number of bits read until the end is called the advice
complexity of an online algorithm with advice.
1.1 Online Bipartite Matching
In the online bipartite matching problem we are given a bipartite graph, G =
(U ∪ V,E), and we assume that it contains a perfect matching. The online
algorithm processes the input as follows. The vertices in U are known; the
vertices in V arrive one at a time, together with their list of adjacent vertices,
and each must be matched (or not matched) exactly at the time it arrives. The
goal is to obtain a matching as close as possible to the optimal one.
First results on this problem are due to the seminal paper by Karp, Vazirani,
and Vazirani [3]. Since then, several variants of the problem have been studied,
some of them motivated by the following applications: adwords [4], matching
in metric space [5], weighted matching in metric spaces [6], matching in the real
line [7].
An interesting related problem is that of maintaining a matching with a
minimum number of switches [8]. In this case, the partial solution is improved
step by step.
The competitive ratio of the online deterministic problem is 2 [3], as any
algorithm that always matches a vertex when possible constructs a maximal
matching. Also, given any deterministic algorithm, it is easy to construct an
input that forces the algorithm to find a matching of the size of no more than
half of the optimum.
It is also proven in [3] that choosing uniformly at random every time a vertex
arrives does not provide a significant improvement. Indeed, the expected size
of the matching is bounded by n2 +O(log n).
Several randomized algorithms for online bipartite matching have been pro-
posed. The first known is an algorithm called RANKING [3]. It initially ranks
the known vertices, so that each time a new vertex arrives it is matched to the
highest ranked available vertex that is incident to it. The competitive ratio is
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proven to be 1 + 1e−1 , where e is Euler’s number. In [9] the authors revisit the
proof and give a simpler one.
Other works on randomized algorithms for this problem are [10] and [11].
In [10], the authors compare the adversarial model with the random arrivals
model, showing that in the former one the competitive ratio is 1.437. In [11],
the stochastic bipartite matching is discussed, showing a competitive ratio of
at most 1.44. It is also shown that no online algorithm can produce a (1 + ε)-
approximation with ε arbitrarily small.
This paper deals with the online matching problem for regular bipartite
graphs, i.e., the graph presented by the adversary is a regular bipartite graph
with known degree k and in which both vertex sets have the same cardinal-
ity. In Section 2, the competitive ratio for online deterministic algorithms is
determined. Section 3 is devoted to the advice complexity for optimality, i.e.,
determining the number of advice bits that is necessary for solving the online
matching problem for regular bipartite graphs optimally. A preliminary version
of the results in Section 2 were presented in a poster session at SIROCCO 2015.
Some of the results in Section 2 are also presented without proofs in [12].
2 Online Matching in Regular Bipartite Graphs
Let G = (U ∪ V,E) be a k–regular bipartite graph, |U |= |V |= n. The setting
of the problem is as follows:
• Vertices in U are known before the algorithm starts.
• The adversary shows vertices in V one at a time together with their list
of adjacent vertices. In each time step the algorithm must decide whether
an edge will be in the matching or not.
The goal is to obtain a matching as large as possible. Recall that all regular
bipartite graphs have a perfect matching (see [13],chapter 2), and therefore, an
optimum matching will contain n edges.
Definition 1 At any time step, the revealed degree of a vertex u ∈ U is the
number of edges adjacent to u that have already been presented by the adversary.
2.1 Lower Bound
In the following proposition we give a lower bound for the competitive ratio,
c(k), of the online matching problem in k-regular bipartite graphs. The proof is
based on the construction of an adversary, such that no algorithm can output
a matching with more than 1c(k) · n edges.
Proposition 2.1 The competitive ratio for any deterministic online algorithm
for the matching problem for k-regular bipartite graphs, c(k), is at least
1
1− (k−1k )k . (3)
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Proof. Let us define an adversary presenting a k-regular bipartite graph with
sets U and V , with kk vertices each. The algorithm runs in a sequence of k
iterations, each one divided in two phases, as follows.
We say that a vertex is ACTIVE if its revealed degree is smaller than k. The
number of vertices that are ACTIVE at the beginning of iteration i is denoted
by ni. Let us also define di = k − i + 1. At the beginning of iteration 1, all
the vertices in U are declared ACTIVE, n1 = n, and d1 = k. Notice that every
active vertex has revealed degree 0 = k − d1.
Let us describe Phase 1 and Phase 2 of iteration i.
Phase 1: Matching phase. The adversary presents vertices in the set V
in such a way that at the end of this phase every ACTIVE vertex in U has
appeared exactly once. Therefore, every ACTIVE vertex is adjacent to exactly
one of the vertices of V that have been presented in this phase. At the end
of this phase any algorithm will have chosen nik edges in the matching. We
will label the vertices in U to which the edges in the matching are incident as
MATCHED.
Phase 2: Non-matching phase. After phase 1 we can label the ACTIVE
vertices as u`,j , with 1 ≤ ` ≤ nik and 1 ≤ j ≤ k, in such a way that for every `,
u`,1 is the one that became MATCHED.
The adversary now presents vertices that are adjacent to vertices MATCHED
in phase 1, as long as possible: the first di−1 vertices are all adjacent to the first
k MATCHED vertices, u1,1, . . . , uk,1; the next di − 1 vertices are all adjacent
to the next k MATCHED vertices, uk+1,1, . . . , u2k,1; and so on, until the
ni
k
MATCHED vertices have a revealed degree of k. Or in other words, for every
MATCHED vertex in U , the adversary presents di − 1 adjacent vertices. The
total number of vertices presented in this phase is (di− 1)nik2 and the algorithm
has not been able to choose any edge for the matching.
At the beginning of iteration i, ACTIVE vertices are the vertices of U that
are not MATCHED at the end of iteration i− 1, and every ACTIVE vertex has
been presented only once in the previous iteration. Therefore, the parameters
ni and di satisfy:
• ni = ni−1 − ni−1
k
.
• di = k−i+1 = di−1−1 is exactly the number of edges (in the final graph)
incident to an ACTIVE vertex that are not yet presented.
Notice that, at the beginning of iteration k, all the MATCHED vertices have
revealed degree k. Also nk = k(k−1)k−1 and dk = 1. After Phase 1 of iteration
k, all vertices have revealed degree k. Thus, there are not ACTIVE vertices left,
and the algorithm stops without performing Phase 2.
Figure 1 shows the 3 iterations of the algorithm with this adversary in the
case k = 3.
With this input sequence, since nik vertices become matched in iteration i,
we have: n1 = n and ni =
ni−1
k (k − 1), 2 ≤ i ≤ k. The the number of vertices
matched in iteration i is
ni
k
= kk−i(k − 1)i−1, 1 ≤ i ≤ k.
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Figure 1: The adversary in the case of k = 3, n = 27. The blue vertices are the
vertices of U , outlined in black if they become MATCHED. Their labels are set
after phase 1 of their corresponding iteration. The vertices of V , arriving one
step at a time, are white and numbered in arrival order. The green edges are
the edges chosen by the algorithm. In each iteration, the vertices of V presented
in phase 2 are those adjacent to already MATCHED vertices.
Hence, the total number m of matched vertices obtained by any algorithm is
given by:
m ≤ kk−1 + kk−2 · (k − 1) + kk−3 · (k − 1)2 + . . .+ k · (k − 1)k−2 + (k − 1)k−1
= kk
(
1−
(
k − 1
k
)k)
. (4)
Since any k-regular bipartite graph has a perfect matching, the bound holds.

2.2 Upper Bound for the Competitive Ratio
Let us consider the following online deterministic algorithm.
Algorithm MAXIMUM REVEALED DEGREE. Let us sort the ver-
tices in U with any ordering. In any time step, the adversary presents a new
vertex v ∈ V with adjacency list L = {u0, ....uk−1} ⊂ U . The algorithm will (or
will not) match the vertex v to a vertex in L according to the following rules:
1. If all vertices in L have been matched in some previous time step, then
the algorithm cannot choose any vertex.
2. Otherwise, the algorithm takes a vertex among the set of non-matched ver-
tices in L with maximum revealed degree, i.e., vertices that have appeared
the most in adjacency lists of the vertices of V presented so far.
3. If the previous rule leads to ambiguity, the algorithm takes the smallest
tied vertex according to the initially decided ordering.
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Proposition 2.2 For all values of k, the competitive ratio of the algorithm
MAXIMUM REVEALED DEGREE satisfies
cMRD(k) ≤ 1
1− (k−1k )k . (5)
Proof. Let us consider an adversary presenting the vertices of V to our algo-
rithm. We can assume w.l.o.g. that the vertices of V that become matched
at the end of the algorithm are presented before the vertices that remain un-
matched after the algorithm stops.
After the last matched vertex is presented, we are left with a set M ⊂ V of
matched vertices and every vertex in U is either matched or has revealed degree
k.
For 1 ≤ i ≤ k, let us define Ni, `i, and ai as follows:
• Let Ni be the set of vertices in U matched exactly when the i-th edge
adjacent to it appears. Let ni = |Ni|.
• For every u ∈ Ni, let eu = {u, vu} be its i-th adjacent edge (the one
selected by the algorithm). Let Wu be the set of vertices that are adjacent
to vu and are already matched at the time vertex vu is presented. Let
`i =
∑
u∈Ni
|Wu|
Notice that `i is the number of already matched vertices in U which are
used to produce new vertices in Ni. Notice also that each vertex is counted
as many times as it is used.
• Let ai be the number of vertices that could have been used to produce a
new vertex in Ni, but are not. Notice that ak = 0, since ak 6= 0 would
imply that other vertices could be matched, increasing nk.
Let us recall that because of the behavior of our algorithm, to produce a
vertex u ∈ Ni the only vertices that can be used are those with revealed degree
at most i (taking into account the step in which u is matched), and those that
have been matched in a previous time step and have revealed degree smaller
than k.
Let us define a0 = 0. We observe that:
ni =
1
k
(n−
i−1∑
j=1
nj + `i − ai + ai−1), 1 ≤ i ≤ k (6)
Notice that ai−1 has to be added to the computation of ni. The reason is
that if a vertex could be used to produce a vertex in Ni−1 but is not used, it
can be used once more to produce a vertex in Ni.
In order to simplify the notation let us define
si =
`i − ai + ai−1
k
, 1 ≤ i ≤ k. (7)
Next we prove by induction that the expression (6) can be rewritten as
ni =
n
k
(
k − 1
k
)i−1
+ si − 1
k
i−1∑
j=1
(
k − 1
k
)i−j−1
sj . (8)
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Since n1 =
1
k
(n+ `1 − a1 + a0) = n
k
+ s1, the case i = 1 trivially holds.
Let us now assume that the equation (8) holds for i < k. Then, from (6) we
have:
ni+1 − ni = −ni
k
+ si+1 − si
which is equivalent to
ni+1 =
k − 1
k
ni + si+1 − si
The equation (8) gives us
ni+1 =
k − 1
k
n
k
(
k − 1
k
)i−1
+ si − 1
k
i−1∑
j=1
(
k − 1
k
)i−j−1
sj
+ si+1 − si =
=
n
k
(
k − 1
k
)i
+ si+1 − 1
k
i−1∑
j=1
(
k − 1
k
)i−j−1
sj − 1
k
si =
=
n
k
(
k − 1
k
)i
+ si+1 − 1
k
i∑
j=1
(
k − 1
k
)i−j
sj
This completes the induction proof of the validity of Equation (8).
Taking into account that the number of matched vertices at the end of the
algorithm is |M |= n1 +n2 + . . .+nk, by manipulating the previous expressions
we have
|M |= n
(
1−
(
k − 1
k
)k)
+ s1
(
k − 1
k
)k−1
+ s2
(
k − 1
k
)k−2
+ . . .+ sk, (9)
which implies
|M |≥ n
(
1−
(
k − 1
k
)k)
+
(
k − 1
k
)k−1 k∑
i=1
si. (10)
From the definition of si we get
k ·
k∑
i=1
si =
k∑
i=1
(`i−ai +ai−1) =
k∑
i=1
`i−
k∑
i=1
ai +
k−1∑
i=0
ai =
k∑
i=1
`i−ak +a0. (11)
By taking into account that ak = a0 = 0, we can assure that
k∑
i=1
si ≥ 0. We
can therefore conclude that
|M |≥ n
(
1−
(
k − 1
k
)k)
. (12)

As a direct consequence of Proposition 2.1 and Proposition 2.2 we have the
following.
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Theorem 2.3 The competitive ratio of the online bipartite regular matching is
c(k) =
1
1− (k−1k )k . (13)
3 Advice Complexity
The difficulty for online algorithms that do not have any information about the
future is the lack of crucial information regarding the problem. The classical
online scenario does not allow to analyze the amount of crucial information for
a problem, which would help to classify the complexity of online problems in a
different way.
Therefore, the online setting was extended with advice by Dobrev et al. [14].
Then, it was improved and refined by Emek et al. [15] and Bo¨ckenhauer et
al. [16]. The algorithm can read advice bits from an infinite advice tape which
were written by an oracle with the same knowledge as the adversary. The algo-
rithm can read any amount of bits at any time during computation. The amount
of bits that were read until the end of calculation is the advice complexity of
the algorithm.
Sometimes, the tradeoff between advice bits and competitive ratio stands in
focus of research. In the following, instead, we are interested in lower and upper
bounds for the number of advice bits that are necessary to compute an optimal
solution for the online bipartite matching problem.
The advice complexity for the matching problem in general bipartite graphs
is studied in [17]. In this paper it is proven that the number of advice bits that
are necessary and sufficient for an optimal matching in a general bipartite graph
is dlog2(n! )e. In this section we find upper and lower bounds for the number of
advice bits required for an optimal matching in a k-regular bipartite graph.
3.1 The k-ary Decision Tree: an Upper Bound on the Ad-
vice Complexity
For any given algorithm, we construct the k-ary decision tree that simulates all
possible advice strings:
• The first vertex presented by the adversary is the root of the tree.
• At each vertex, we generate k children, according to the k possible edges
our algorithm can be advised to choose. We call this set of edges a claw.
• The adversary then presents a new vertex, possibly different for every
vertex on the same level. Again, the k possible edge choices generate k
children in the new level of the k-ary tree.
• After n levels, the algorithm stops with at most kn different leaves.
Every path from the root to the leaves gives us a possible matching. Thus,
each leaf represents and identifies a chain of decisions for the algorithm.
Proposition 3.1 The number of advice bits needed to optimally solve online
matching on regular bipartite graphs satisfies:
#bits ≤ n log k. (14)
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Proof. The number of leaves of the tree is kn. Every leaf could be the encoding
of a matching. We need log kn = n log k bits to encode the whole set of leaves.
Once the leaves can be identified, we know which choices lead us to an
optimal matching.
Thus, n log k bits are sufficient to optimally solve the problem. 
3.2 Working with a Particular Adversary: Lower Bound
on the Advice Complexity
We want to give a lower bound on the number of advice bits, showing that there
exists an adversary such that, for any algorithm, the set of all possible advices
needs this number of bits to be encoded.
Let us recall that we are interested in optimal solutions and therefore the
advice should be such that a perfect matching is obtained, i.e., such that one
edge is chosen at each round. The next Lemma shows a condition on the number
of advice bits in order to ensure a perfect matching
Lemma 3.2 Let the adversary present a k-regular bipartite graph. If the advice
is such that the edges in the matching are not determined univocally in k different
time steps, then the algorithm could end up with a non-perfect matching.
Proof. Let us assume that there are k different choices for which the advice
is not enough, i.e., the algorithm may choose a wrong edge/vertex (since there
will be at least two edges with the same advice). If there are k wrong choices,
the adversary may present a vertex incident to exactly those vertices that were
chosen wrong, and therefore avoiding a perfect matching. 
Proposition 3.3 The number of advice bits needed to optimally solve online
matching on k-regular bipartite graphs satisfies:
#bits ≥ n
2
log k − k. (15)
Proof. Let us consider the class of adversaries presenting the vertices of a k-
regular bipartite graph with n = rk vertices in k phases. At each phase a set of
r independent vertices are sequentially presented, i.e., no two different vertices
have a common neighbor.
Due to Lemma 3.2, the difference between the advice required to guarantee
a perfect matching and advice required to determine every choice univocally is
less or equal than k, i.e., one bit per choice in k different choices.
Let us count the number of bits required to determine every choice:
In phase 1 it is clear that log k bits are required for each vertex presented.
Therefore, r log k bits are necessary for the first phase.
Before starting phase i, (i− 1)r edges will have been selected, provided that
the advice is producing a perfect matching. Therefore, there are (i−1)r vertices
that cannot be selected during phase i. Those vertices will be distributed among
the neighbors of the different vertices presented in this phase. Let ai,j be the
number of vertices adjacent to vertex j that are free to be chosen during phase
i, i.e., those that are not matched during the previous rounds.
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The number of required advice bits during phase i is given by
r∑
j=1
log ai,j = log
r∏
j=1
ai,j , (16)
subject to
r∑
j=1
ai,j = (k − i+ 1)r , ai,j ∈ {1, .., k}. (17)
The condition ai,j ≥ 1 is given by the fact that the advice will allow the algo-
rithm to compute a perfect matching.
By using Lagrange multipliers, it is not difficult to prove that the distribution
of values ai,j that minimizes the product
∏r
j=1 ai,j subject to
∑r
j=1 ai,j = (k−
i + 1)r, ai,j ∈ {1, .., k} is obtained by maximizing the number of elements ai,j
that are minimized, i.e., ai,j = 1.
In phase i, the maximum number of presented vertices with k− 1 neighbors
that are already matched in previous rounds, (i.e., such that ai,j = 1), is given by
b (i−1)rk−1 c. For the remaining d (k−i)rk−1 e presented vertices none of their neighbors
is already matched, i.e., ai,j = k.
Notice that, b (i−1)rk−1 c+ d (k−i)rk−1 e is either r or r− 1, and therefore one of the
presented vertices may have some of the neighbors already matched.
Therefore, the number of advice bits required during phase i is, at least,
log
r∏
j=1
ai,j ≥ log k
(k−i)r
k−1 . (18)
By adding up the advice bits in all phases, we have:
k∑
i=1
log k
(k−i)r
k−1 =
r log k
k − 1
k∑
i=1
(k − i) = n
2
log k. (19)
Finally, according to Lemma 3.2, the number of required bits to guarantee
a perfect matching satisfies
#bits ≥ n
2
log k − k. (20)

4 Conclusions
We have studied two online models for the bipartite matching problem in regular
graphs: First, the online deterministic setting, where complexity is measured by
the competitive ratio, and second, the online deterministic setting with advice,
where the advice complexity is defined as the number of advice bits that are
necessary and sufficient to ensure an optimal matching.
We proved that the competitive ratio for the online deterministic bipartite
matching problem for regular graphs is c(k) = 1
1−( k−1k )
k , where k is the degree.
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Observe that, if k is large, the competitive ratio grows asymptotically to the
competitive ratio given by randomized algorithms for general bipartite graphs
in [3], i.e.,
lim
k→∞
(
1
1− (k−1k )k
)
=
e
e− 1 . (21)
This result is a bit surprising and we wonder if there is an intrinsic explanation
for this.
We also proved that the advice complexity for the online deterministic bi-
partite matching in regular graphs for optimality satisfies:
n
2
log k − k ≤ #bits ≤ n log k. (22)
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