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Abstract
Van Holten’s covariant algorithm for deriving conserved quantities is presented, with particular
attention paid to Runge-Lenz-type vectors. The classical dynamics of isospin-carrying particles is
reviewed. Physical applications including non-Abelian monopole-type systems in diatoms, intro-
duced by Moody, Shapere and Wilczek, are considered. Applied to curved space, the formalism of
van Holten allows us to describe the dynamical symmetries of generalized Kaluza-Klein monopoles.
The framework is extended to supersymmetry and applied to the SUSY of the monopoles. Yet
another application concerns the three-dimensional non-commutative oscillator.
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I. INTRODUCTION
The knowledge of the symmetries is essential in theoretical and condensed matter physics.
Indeed, symmetries can be exploited to obtain valuable informations on the motion of a
classical system or after quantization to generate the energy spectrum algebraically.
The usual classification provides us with discrete and continuous symmetry transforma-
tions. The discrete symmetries are described by finite groups while continuous symmetries,
in which we are especially interested, are described by Lie groups.
A deep basis for the understanding of global conservation laws in modern physics was
given by Emmy Noether in 1918 [Noether 1918]. She established that conservation laws
directly follow from the symmetry properties of a physical system. See also [Trautman 1967].
For instance, the invariance by time translation implies the conservation of the energy; the
invariance by spatial translation yields the conserved momentum and the invariance under
rotations provides us with the conserved angular momentum.
In this thesis, we focus our attention on a novel way of deriving conserved quantities
which has been put forward recently by van Holten [van Holten 2007]. In this formalism,
invariants are constructed via Killing tensors which are, indeed, the main ingredients of this
technique.
Our main endeavor will be to apply van Holten’s covariant recipe to various physical
systems.
1. Firstly, we clarify the symmetries associated with isospin-Yang-Mills-Higgs field in-
teractions. To this end, we review, in the context of Kaluza-Klein theories, the
classical equations describing the motion of an isospin-carrying particle evolving in
a non-Abelian background. Our presentation follows that of [Kerner 1968], who first
introduced these equations, using a “Kaluza-Klein” approach [Kerner 1968].
Next, we discuss the covariant van Holten formalism we use to investigate the sym-
metries of systems. We note that the symmetry conditions of the van Holten
formulation are the same as in the Forga´cs-Manton-Jackiw (F-M-J) approach
[Forga´cs-Manton 1980, Jackiw-Manton 1980] to symmetric gauge fields.
2. Most applications of the van Holten algorithm involve various (Abelian but also non-
Abelian) monopoles and their symmetries.
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In detail, for a “naked” Dirac monopole, the angular momentum admits a celebrated
radial term. It has been proved in turn that no globally defined conserved Runge-
Lenz vector can exist [Fehe´r 1987]. It has, however, been found before by McIntosh
and Cisneros, and by Zwanziger (MICZ) [Mcintosh 1970, Zwanziger 1968] that adding
a suitable inverse-square potential can remove the obstruction such that the combined
system can accommodate a conserved Runge-Lenz-type vector.
The archetype of non-Abelian monopoles corresponds to the one introduced in 1968 by
Wu and Yang in pure Yang-Mills theory [Wu Yang 1968]. One can wonder if a particle
in the Wu-Yang field admits a Kepler-type dynamical symmetry. Generalizing the trick
of McIntosh and Cisneros, and of Zwanziger, we find below the most general scalar
potential such that the combined system admits a conserved Runge-Lenz vector. This
result had to be expected, since Wu and Yang monopole is in fact an imbedded Dirac
monopole.
Although no monopoles were ever seen in high-energy experiments, monopole-like ef-
fective fields can arise in Condensed Matter Physics. It has been noted by Moody,
Shapere and Wilczek, for example, that an effective non-Abelian field arises in a di-
atomic molecule through Berry’s phase due to nuclear motion [Wilczek 1986]. For
some particular value of a certain parameter, it is just a Wu-Yang monopole field.
For a full range of the parameter, however, the effective field becomes “truly” non-
Abelian. Electric charge is not more conserved in this case. The system has still
spherical symmetry, though, and Moody, Shapere and Wilczek do derive a conserved
angular momentum – but one which has an “unusual” form. But they confess not hav-
ing a systematic way to obtain it. This goal has been achieved by Jackiw [Jackiw 1986]
in the F-M-J framework mentioned above.
Here, after a short outline of Berry’s phase, we re-derive the correct expression for
the conserved angular momentum [Ngome 02/2009], using van Holten’s algorithm. In
addition, we constructed an “unconventional” conserved charge which reduces to the
square of the electric charge in the Wu-Yang limit.
3. The next application of van Holten’s approach concerns curved spaces of the Kaluza-
Klein monopole type [Sorkin 1983, Gross 1983, Gibbons 04/1986, Gibbons 12/1986].
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Mimicking what had been done for the MICZ system, we construct, on curved man-
ifolds, conserved Runge-Lenz-type vectors along the geodesic motion. To this end,
using the conservation of the “vertical” component of the momentum, we perform a
dimensional reduction of our curved manifold. This allows us to find the conditions
under which the dimensionally reduced manifold admits a Killing tensor field associ-
ated with a Kepler-type dynamical symmetry [Ngome 08/2009]. Our strategy is to lift
3D expressions to the extended Kaluza-Klein manifold.
Applied to a generalized Taub-NUT metric, we find the most general external potential
which can be added such that the combined system exhibits a conserved Runge-Lenz-
type vector.
In the multi-center metric case [Gibbons 12/1986], we show that, under cer-
tain conditions, a conserved scalar of Runge-Lenz-type does exist for two-centers
[Ngome 08/2009]. For more than two centers no Runge-Lenz-type invariant does exist.
4. Supersymmetries arise for fermions in a three-dimensional monopole background
[D’Hoker 1984, DeJonghe 1995, Plyushchay 2000, Leiva 2003, Avery 2008]. The
Hamiltonian of the system then involves an additional spin-orbit coupling term,
parametrized by the gyromagnetic ratio g.
Below we construct the (super)invariants using a SUSY extension of the van Holten al-
gorithm. Our clue here is that the symmetry generators can be enlarged to Grassmann-
algebra-valued Killing tensors [Ngome 03/2010]. Conserved quantities are obtained
for certain definite values of the gyromagnetic factor : N = 1 SUSY requires g = 2
[Spector]; a Kepler-type dynamical symmetry only arises, however, for the anomalous
values g = 0 and g = 4. The latter case has the additional bonus to contain an extra
“spin” symmetry.
We find that the two contradictory conditions, namely that of having both super and
dynamical symmetry, can be conciliated by doubling the number of Grassmann vari-
ables. The anomalous systems with g = 0 and g = 4 will then become superpartners
inside a unified N = 2 SUSY system.
For a planar fermion in any planar magnetic field, i.e. one perpendicular to the plane,
an N = 2 SUSY arises without Grassmann variable doubling.
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5. We also construct a three-dimensional non-commutative oscillator with no kinetic
term, but with a non-conventional momentum-dependent potential such that it admits
a conserved Runge-Lenz-type vector. The latter is derived by adapting van Holten’s
method to a “dual” description in momentum space [Ngome 06/2010].
Our system, with monopole-type non-commutativity has the remarkable property to
confine particle’s motion to bounded trajectories, namely to (arcs of) ellipses. The best
way to figure the motions followed by the particle is to think of them as generalizations
of the familiar circular hodographs of the Kepler problem, to which they indeed reduce
when the noncommutativity is turned off.
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II. SYMMETRIES AND CONSERVED QUANTITIES IN A NON-ABELIAN
FIELD THEORY
The classical equations governing isospin-carrying particle motion in a non-Abelian
background are derived using Kerner’s Kaluza-Klein framework. The van Holten covari-
ant method based on Killing tensors and the Forga´cs-Manton-Jackiw approach based on the
study of symmetric gauge fields are presented.
A. The “Kaluza-Klein” framework
In this section, we deal with Kerner’s extension of the Kaluza-Klein (KK) approach to a
non-Abelian gauge theory [Kerner 1968].
Abelian Kaluza-Klein theory
First of all, let us recall that electromagnetism can be imbedded into general relativity
(GR) by adding U(1) local gauge invariance to the theory [Kaluza 1919, Klein 1926]. See
also [Einstein 1938, Kerner 1981]. Indeed, let us consider the five-dimensional Einstein-
Hilbert action given by
S5 = − 1
16piG˜5
∫
dx5
√−g5R5 , (1)
where G˜5 is the coupling constant and R5 denotes the 5D scalar curvature.
Viewing the 5D manifold as a direct product of a 4D space-time with an unobservable
space-like loop, and assuming that all components of the metric are independent of the extra
coordinate, y , we get the most general transformations allowed
xµ −→ x′µ(xν) , y −→ y + f(xµ) . (2)
Putting g44 = V , the 5D metric tensor reads therefore as
gAB =
 γµν + V AµAν AµV
AνV V
 , µ, ν = 0, · · · , 3 . (3)
The transformations (2) imply that Aµ transforms as a gauge vector field,
gµ4 −→ gµ4 − V ∂µf ⇒ Aµ −→ Aµ − ∂µf . (4)
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The “vertical” translation yields hence a U(1) gauge transformation for the vector field Aµ
so that the theory (3) is locally U(1) gauge invariant. The Kaluza-Klein vector Aµ can thus
be identify with the electromagnetic field.
Let us now embed the metric (3) into the Einstein-Hilbert action defined in (1). We have
det(gAB) = det(γµν)V = g4V ,
and it is also useful to calculate the Christoffel connections. The 5D Ricci scalar R5 is
expressed in terms of the 4D scalar curvature R4, the field strength Fµν = ∂µAν−∂νAµ and
the scalar field V ,
R5 = R4 − 1
4
V FµνF
µν − 2√
V

√
V . (5)
Substituting this R5 into the action in (1) and integrating with respect to the cyclic variable
y , we obtain the 4D effective action,
S4 = − 1
16piG5
∫
M4
dx4
√
−g4V
(R4 − 1
4
V FµνF
µν
)
+
1
8piG5
∫
M4
dx4
√−g4
√
V , (6)
where G5 is the 5D Newton coupling constant. The second integral term in (6) can be
dropped since it is a surface term and does not affect therefore the equations of the motion.
Thus we end up with the following 4D action,
S4 = − 1
16piG5
∫
M4
dx4
√
−g4V
(R4 − 1
4
V FµνF
µν
)
, (7)
wich involves GR and the Maxwell theory, coupled to an additional scalar field V .
Let us now study the dynamics of a classical point-like test particle of unit mass in our
5D space-time. Consider 5D geodesic motion,
d2xA
dτ 2
+ ΓABC
dxB
dτ
dxC
dτ
= 0 , (8)
where τ denotes the proper time. Using the effective theory (3) in (8), a routine calculation
yields the equations of the motion,
d
dτ
(
V Aµ
dxµ
dτ
+ V
dy
dτ
)
=
dq
dτ
= 0 ,
d2xµ
dτ 2
+ Γµνλ
dxν
dτ
dxλ
dτ
− qF µλ
dxλ
dτ
− q
2
2
∂µV
V 2
= 0 .
(9)
The first equation in (9) tells us that the “charge”,
q = V
(
Aµ
dxµ
dτ
+
dy
dτ
)
, (10)
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is conserved along the 5D geodesics. The latter can also be viewed as being associated
with translation, in the “extra” direction, generated by the Killing vector ∂y. The second
equation in (9) is a 4D geodesic equation involving in addition to the Lorentz force an
interaction with the scalar field V . See [Kerner 2000] for a point of view with V = 1 . See
also [Kibble 1961, Trautman 1970].
Non-Abelian generalization.
The non-Abelian extension of the 5D KK approach was given by Kerner in [Kerner 1968].
First, we generalize our previous 5D manifold into a (4+d)-dimensional manifold noted as
M = M4 ⊗ Sd . The base M4 denotes the usual space-time with coordinates xµ, and Sd
represents an unobservable d-dimensional extra space with the locally geodesic coordinates
ya, a, b = 4, · · · , (3 + d). For definiteness, we fix d = 3 so that S3, viewed as a Lie group,
is isomorphic to the non-Abelian group SU(2). Moreover, the compact manifold S3 admits
the isometry generators, Ξj = −iξbj(y)∂b , whose algebra reproduces the SU(2) Lie algebra,
[Ξj,Ξk] = i ε
l
jk Ξl , (11)
and which imply the relation,
ξbk(y) ∂bξ
a
j (y)− ξbj(y) ∂bξak(y) = εljk ξal (y) . (12)
The anti-symmetric tensor εljk denotes the structure constants of the SU(2) non-Abelian
gauge group. In the KK approach the 7D diffeomorphism symmetry is broken into 4D
infinitesimal coordinates transformations augmented with translations along the extra di-
mensions,
xµ −→ xµ + δxµ , ya −→ ya + f i(xν)ξai (y) . (13)
Here the f i(xν) are functions. The 7D generalized metric, invariant under (13), then reads
g˜CD =
 γµν + κabBaµBbν Bbµκba
κabB
a
ν κab
 , C,D = 0, · · · , 6 , (14)
where κab is the SU(2) invariant metric and
Baµ = A
b
µ ξ
a
b . (15)
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The SU(2) Lie algebra-valued one-form Abµ here will be identified with the Yang-Mills field.
Aaµ transforms indeed as a non-Abelian gauge field. Under (13) the part κab of the metric (3)
is preserved. Using the formula ξ′ak = ξ
a
k + ξ
a
j ε
j
klf
l due to (13), the off-diagonal components
g˜µb of g˜CD change as
A˜aµ = A
a
µ(x)− ∂µfa + εabcAbµf c = Aaµ(x)−Dµfa , (16)
where
Dµf
a = ∂µf
a − εabcAbµf c (17)
is the gauge-covariant derivative. The field strength of the potential Abµ ,
F aµν = ∂µA
a
ν − ∂νAaµ − εabcAbµAcν . (18)
changes in turn as
F˜ aµν = F
a
µν − εabcf bF cµν . (19)
For Abelian groups, the structure constants vanish so that the field strength is invariant and
(17) reduces to simple derivative.
This is exactly how an infinitesimal gauge transformation, δya = f i(xν)ξai (y), acts on
a non-Abelian gauge field. The result (16) differs from the transformation law of Abelian
gauge fields by the presence of the term εabcA
b
µf
c.
We now discuss the reduction of the dynamics starting from the 7D Einstein-Hilbert
action,
S7 = − 1
16piG˜7
∫
M4
d4xd3y
√−g7R7 . (20)
A tedious calculation provides us with the reduced scalar curvature so that the action (20)
can be reduced as
S4 = − 1
16piG7
∫
M4
d4x
√
γ
(
R4 + 1
vol(S3)
∫
S3
d3y
√
κR3 − 1
4
κabF
a
µνF
b µν
)
. (21)
The 7D Newton constant reads G7 = G˜7/vol(S3) while R4 and R3 are the scalar curvatures
associated with the metrics γµν and κab, respectively. The action (21) describes an Einstein-
like dynamics plus its coupling to the Yang-Mills fields. Note that the second term in (21)
is given by the curvature of the extra-space.
We focus our attention on the dynamics of a classical point-like test particle of unit mass
in (4 + 3)-dimensional space-time. To this end, we consider the Lagrangian for geodesic
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motion in total space,
L = g˜CD dx
C
dτ
dxD
dτ
. (22)
For our metric (14), the Lagrange function (22) corresponds to
L = γµν dx
µ
dτ
dxν
dτ
+ κab
(dya
dτ
+ Aaµ
dxµ
dτ
)(dyb
dτ
+ Abµ
dxµ
dτ
)
, (23)
and we evaluate the associated Euler-Lagrange equations,
d
dτ
(
∂L
∂
(
dxα
dτ
))− ∂L
∂xα
= 0 , α = 0, · · · , 3
d
dτ
(
∂L
∂
(
dyc
dτ
))− ∂L
∂yc
= 0 , c = 4, 5, 6 .
(24)
The first equation in (24) yields the motion projected into real 4D space-time, whereas the
second equation describes the motion in 3D internal space. In details, we have
∂cL = 2κab
(
dyb
dτ
+ Abν
dxν
dτ
)
εabcA
b
µ
dxµ
dτ
,
∂αL = ∂αγµν dx
µ
dτ
dxµ
dτ
+ 2κab
(
dya
dτ
+ Aaµ
dxµ
dτ
)
∂αA
b
ν
dxν
dτ
.
(25)
Let us now identify the following quantity,
Ia = κab
(
dyb
dτ
+ Abν
dxν
dτ
)
, (26)
as the classical isospin variable which describes the motion in (non-Abelian) internal space.
Next, calculating the remaining terms in (24), we find
d
dτ
(
∂L
∂
(
dyc
dτ
)) = 2dIc
dτ
,
d
dτ
(
∂L
∂
(
dxα
dτ
)) = (∂µγαν + ∂νγαµ)dxµ
dτ
dxν
dτ
+ 2γαν
d2xν
dτ 2
+2Ib
(
∂βA
b
α
dxβ
dτ
+ εbcaA
a
αA
c
µ
dxµ
dτ
)
.
(27)
Collecting the results (25) and (27), we obtain the equations of motion of an isospin-carrying
particle in a curved space plus a Yang-Mills field,
d2xβ
dτ 2
+ Γβµν
dxµ
dτ
dxν
dτ
+ γνβF bµνIb
dxµ
dτ
= 0 ,
dIc
dτ
− IaεabcAbµ
dxµ
dτ
= 0 .
(28)
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The first equation in (28) describes the motion in 4D real space. Note here the generalized
Lorentz force
γνβF bµνIb
dxµ
dτ
(29)
due to the Yang-Mills field, where the electric charge is replaced by the isospin Ia. The
derivation of the latter is analogous to that of the electric charge in the 5D KK theory, since
it is also the contraction of the Killing vector field generating “vertical” translations with
the direction field of the geodesic.
The second equation in (28) says that the isospin is parallel transported in the internal
space. Remark that the equations (28) can also be obtained using the 7D geodesic equation,
d2xC
dτ 2
+ Γ˜CDE
dxD
dτ
dxE
dτ
, C,D,E = 0, · · · , 6. (30)
The equations (28) are known as the Kerner-Wong equations. Indeed, some time after
Kerner, Wong [Wong 1970] obtained the same equations by “dequantizing” the Dirac equa-
tion. Later Balachandran et al. [Balachandran 1977] also deduced the equations (28) using
a variational principle. Alternatively, they can be studied using a symplectic approach,
[Duval 1978, Duval 1982, Fehe´r 1986*].
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B. van Holten’s covariant Hamiltonian dynamics
The standard approach to identify the constants of the motion associated with
the symmetries of a given mechanical system is achieved through Noether’s theo-
rem [Forga´cs-Manton 1980, Jackiw-Manton 1980], summarized in the next subsection.
More recently, however, an alternative approach has been put forward by van Holten
[van Holten 2007]. To present his covariant Hamiltonian dynamics, let us consider a non-
relativistic charged isospin-carrying particle in three-dimensions with Hamiltonian
H = ~pi
2
2
+ V (~x, Ia) , ~pi = ~p− e ~A . (31)
Here ~p and ~pi define the canonical and the gauge-covariant momenta, respectively, and V
is an additional momentum-independent scalar potential. The gauge potential ~A = ~Aa Ia ,
with the internal index a = 1, 2, 3 referring to the non-Abelian su(2) Lie algebra, describes
a static non-Abelian gauge field. Note that all dynamical variables here are gauge invariant.
Identifying the su(2) Lie algebra of the non-Abelian variable with R3, we consider the
covariant phase space
(
~x, ~pi, ~I ) , where the dynamics,
f˙ = {f,H} ,
is defined by the covariant Poisson brackets,
{
f, g
}
= Djf
∂g
∂pij
− ∂f
∂pij
Djg + e IaF ajk
∂f
∂pij
∂g
∂pik
− abc ∂f
∂Ia
∂g
∂IbI
c . (32)
The field strength and the gauge covariant derivative read
Fjk = ∂jAk − ∂kAj − e abcIaAbjAck ,
Dj = ∂j − e abcIaAbj
∂
∂Ic ,
(33)
respectively. The commutator of the covariant derivatives is recorded as
[Di, Dj] = −abcIaF bij
∂
∂Ic . (34)
It is straightforward to obtain the non-vanishing fundamental Poisson-brackets,
{xi, pij} = δij, {pii, pij} = e IaF aij, {Ia, Ib} = −abcIc. (35)
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Let us remark that from the Jacobi identities we can derive the electromagnetic field equa-
tion,
{pii, {pij, pik}}+ {pij, {pik, pii}}+ {pik, {pii, pij}} = 0 ⇔ Di
(IaF aij) = 0 . (36)
We can now derive the Kerner-Wong equations of motion [cf. (28)],
d2xi
dt2
− e IaF aij
dxj
dt
+DiV = 0 ,
dIa
dt
− abcIb
(
∂V
∂Ic − eA
c
j
dxj
dt
)
= 0 .
(37)
To construct the dynamical quantities Q(~x, ~pi, ~I) which are conserved along the motion, we
use the covariant van Holten recipe [van Holten 2007]. The clue here is to expand constants
of the motion in powers series of the covariant momenta,
Q(~x, ~pi, ~I) = C(~x, ~I) + Ci(~x, ~I)pii + 1
2!
Cij(~x, ~I)piipij + · · · (38)
Requiring Q to Poisson-commute with the Hamiltonian,
{Q,H} = 0 , (39)
leads us with the set of constraints,
CiDiV + abcIa ∂C
∂Ib
∂V
∂Ic = 0, o(0)
DiC = eIaF aijCj + CijDjV + abcIa
∂Ci
∂Ib
∂V
∂Ic , o(1)
DiCj +DjCi = eIa(F aikCkj + F ajkCki) + CijkDkV + abcIa
∂Cij
∂Ib
∂V
∂Ic , o(2)
DiCjk +DjCki +DkCij = eIa(F ailCljk + F ajlClki + F aklClij) + CijklDlV
+abcIa∂Cijk
∂Ib
∂V
∂Ic , o(3)
...
...
...
(40)
The series of constraints (40) is a priori infinite since the expansion (38) is also infinite.
But for conserved quantities which admit finite expansion in covariant momenta, the series
of constraints (40) can be truncated at a finite order-(n+1 ) provided we search for order-n
constants of motion. Hence, we can set Ci1...in+1... = 0 , such that the higher-order constraint
of (40) becomes the covariant Killing equation,
D(i1Ci2...in+1) = 0 , n ∈ N?. (41)
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It is worth noting that apart from the zeroth-order constants of the motion, i.e., which does
not depend on the covariant momentum, all order-n invariants are deduced from the system-
atic method (40) implying rank-n Killing tensors, each Killing tensor solving the equation
(41). These Killing tensors also represent the higher-order coefficient of the expansion (38)
and, thus, can generate conserved quantities. The intermediate-order constraints of (40)
determine the other coefficient-terms of the invariant whereas the zeroth-order equation can
be interpreted as a consistency condition between the scalar potential and the conserved
quantity constructed.
To determine the conserved quantities of the system, we can consider the point of view
consisting on solving first the equation (41) in order to deduce Killing tensors. This task
is extremely difficult due to the fact that the gauge covariant derivatives do not commute.
But, in the particular case where
Ci2...in+1(~x, ~I) ≡ Ci2...in+1(~x) , (42)
we can easily solve (41) for n = 1 . We find the general form of the Killing vectors,
Ci = Ci Y1···Ym ξY1···Ym = aijxj + bi , aij = −aji , (43)
where bj and the anti-symmetric aij denote constant tensors. It is worth mentioning that
from the Killing vectors (43), one can define the associated Killing tensors of Yano-type,
Ci Y1···Ym(~x) , which satisfy the Killing equation
DiCj Y1···Ym(~x) +DjCi Y1···Ym(~x) = 0 . (44)
Note that the Killing-Yano tensors are completely anti-symmetric differential forms in their
indices.
To solve (41) for n = 2 , even under the condition (42), remains, however, an awkward
task. The trick is to construct the rank-2 Killing tensors Cij(~x) as a symmetrized product
[Gibbons 12/1986] of Yano-type Killing tensors,
Cij(~x) = Ci Y1···Ym C˜j Y1···Ym + C˜i Y1···Ym Cj Y1···Ym . (45)
As an illustration, consider the two Killing-Yano tensors,
Ci Y = iY l nl , (with ~n a constant unit vector) ,
C˜j Y = jY k xk ,
(46)
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extracted from (43). The symmetrized product (45) of the Killing-Yano tensors (46)
provides us with the rank-2 Killing tensor generating Kepler-type dynamical symmetry
[Ngome 03/2010],
Cij(~x) = 2δij
(
~n · ~x)− nixj − njxi . (47)
In the following, we focus our attention at given Killing tensors.
• For n = 1, (41) provides us with Killing vectors. For example, we have, for any unit
vector ~n, the generator of rotations around the axis ~n,
~C = ~n× ~x (48)
leading to the conserved angular momentum.
The generator of space translations along an axis ~n,
~C = α~n , α ∈ R , (49)
implies a conserved quantity which is identified with the “magnetic translations”.
• For n = 2, then (41) yields rank-2 Killing tensors. Similarly, for any unit vector ~n,
Cij = 2δij ~n · ~x− (nixj + njxi) (50)
is a Killing tensor of rank 2 associated with the conserved Laplace-Runge-Lenz vector.
The rank-2 Killing tensor implying the conservation of energy reads
Cij = δij . (51)
The constant rank-2 Killing tensor generating the conserved Fradkin tensor, associated
with the three-dimensional SU(3) oscillator symmetry, is
Cij = αij , αij = const . (52)
• For n ≥ 3, the equation (41) provides us with higher-rank Killing tensors which, in
general, generate product of already known constants of motion. Thus, no new conserved
quantities and therefore no new symmetries arise in general from these higher-order Killing
tensors.
In this section, we outlined the van Holten procedure (40) to derive the symmetries of
particle in flat space. This recipe can conveniently be extended to curved space provided the
17
partial derivative is replaced by the metric covariant derivative, ∂i → ∇i . Moreover, the
van Holten algorithm is practical and efficient to derive linear and higher-order invariants
in the momenta since the only requirement is to have a Killing tensor corresponding to a
symmetry transformation.
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C. The Forga´cs-Manton-Jackiw approach
The invariants of a system can also be sought using the Forga´cs-Manton-Jackiw approach
based on the study of symmetric gauge fields [Forga´cs-Manton 1980, Jackiw-Manton 1980,
Jackiw 1980]. Let us first consider indeed, the evolution of a free matter system, in the
absence of a gauge field. In this case, the dynamics is characterized by several conserved
quantities associated with spacetime diffeomorphisms. For instance, invariance under tem-
poral translation generates the conserved energy whereas the space rotational invariance
generates conserved angular momentum.
Let us now assume that the matter field interacts with an external gauge field, Aα .
In general, the symmetry of the system is broken by this gauge-matter field interaction.
However, when Aα and the matter field are both invariant under the same three-dimensional
space infinitesimal diffeomorphisms
δxα = ωα , α = 1, 2, 3 , (53)
then, the constants of the motion, namely C ω , wins an extra term and can therefore be
decomposed into two contributing parts,
C ω = C ωmatter + C
ω
gauge . (54)
The first term on the right hand side of (54), which was the total conserved quantity in the
absence of gauge field, corresponds, in the presence of an external gauge field, to the matter
contribution augmented with that of the gauge field-matter interaction into the constant of
the motion,
C ωmatter = ω
αpiα , (55)
where piα represents the gauge covariant momentum.
The second term of (54), namely C ωgauge , is the gauge field’s additional contribution restor-
ing the full symmetry (53) of the system. The Forga´cs-Manton-Jackiw approach developped
here is thus a systematic method to construct the gauge field additional contribution C ωgauge
into the constant of the motion.
Let us first define the Lie derivative of a tensor dragged along the flow, C, described by
the vector field ωα. For this, we consider the infinitesimal coordinate transformation,
xα −→ x′α = xα + δt ωα , δt 1 , (56)
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FIG. 1:
associated with the diffeomorphisms generate by the vector flow ωα . See (53). The formula
(56) thus implies the tensor field transformations,
υβ (xα) −→ υ′β (x′α) , Aβ (xα) −→ A′β (x′α) . (57)
The Lie derivative along C takes the standard form
Lωυ
α = δυα = ωµ∂µυ
α − υµ∂µωα
LωAβ = δAα = ω
µ∂µAβ + Aµ∂βω
µ
Lωf = ω
β∂βf ,
(58)
and can be generalize to a (p, q)-tensor field by
LωT
m1,...,mp
n1,...,nq
= ωµ∂µT
m1,...,mp
n1,...,nq
+ Tm1,...,mpµ,n2,...,nq∂n1ω
µ + ...+ Tm1,...,mpn1,...,nq−1,µ∂nqω
µ
−T µ,m2,...,mpn1,...,nq ∂µωm1 − ...− Tm1,...,mp−1,µn1,...,nq ∂µωmp .
(59)
Following Forga´cs, Jackiw and Manton, we write the symmetry condition of the gauge field,
Aβ , along the vector flow ω
β as
LωAα = DαQ
ω , (60)
where Qω is a differentiable Lie algebra-valued scalar function. Geometrically, the condition
(60) refers to the action of infinitesimal automorphism of the principal bundle. Note that
the effect of the gauge freedom on Aβ ,
Aα −→ A˜α = Aα + ∂αΛ , (61)
does not affect the symmetry condition (60), but only shifts the differentiable scalar field so
that
LωA˜α = DαQ˜
ω with Q˜ω = Qω + ωµ∂µΛ . (62)
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Consequently, the gauge potential A˜β also remains invariant under the symmetry transfor-
mation generated by ωb . Thus, as expected, we can conclude that the symmetry condition
defined in (60) is gauge invariant.
An equivalent way to describe the symmetry condition of a gauge field and therefore
to obtain the gauge field contribution to the constant of the motion is to express the Lie
derivative in term of the field strength Fµν ,
LωAβ = ω
µFµβ +Dβ
(
ωµAµ
)
. (63)
Injecting this result into (60), it is straightforward to obtain the following equivalent sym-
metry condition implying the gauge field contribution, discussed by Jackiw [Jackiw 1980],
Fβµ ω
µ = DβC
ω
gauge with C
ω
gauge = ω
µAµ −Qω . (64)
Here, the gauge field contribution to the constant of the motion is a differentiable scalar
function which can be determined by an integration of the equation (64).
The physics status of the term C ωgauge is now clear. Indeed, it represents the response
of the external (symmetric) gauge field to a spacetime diffeomorphism. It restores the
symmetry of the system and appears as a Lie algebra-valued scalar field contribution to the
constant of motion. The complete constant of motion reads therefore as
C ω = ωνpiν +
∫
ωα(x)Fαβ(x) dx
β . (65)
Let us remark that identifying the Lie algebra of the SU(2) gauge group with R3 , the
usual gauge covariant derivative, which we use in this section, becomes the gauge covariant
derivative defined as (33) in the previous section. The rule is simply to replace the generators
of the Lie algebra, τa (a = 1, 2, 3) , by the components of the isospin vector, Ia . Under this
transformation, the symmetry condition (64) becomes precisely (with no scalar potential)
the first-order condition in (40) that a linear, in the covariant momentum, conserved quantity
has to satisfy.
Thus, the Forga´cs-Jackiw-Manton approach is, in fact, equivalent to the van Holten
procedure for linear invariants. To generalize the first-cited method to higher-order contants
of the motion, we require the symmetric gauge field to admitting higher-order Killing tensors.
Then, as in the case of linear conserved quantities, the invariants can, in that event, be
splitted into the two contributing parts (54),
C ω = C ωmatter + C
ω
gauge .
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In that event, the matter plus matter-gauge fields contributions give rise to the term
C ωmatter =
1
n!
ωµ1···µnpiµ1 · · · piµn , (66)
where ωµ1···µn denotes the Killing tensor field generating the symmetry. The external gauge
field carries, however, the contribution C ωgauge satisfying the constraints,
D(µ1C ω, µ2···µn−1)gauge = F
(µ1
β ω
ω, µ2···µn)
β . (67)
We still here recognize the series of constraints of the van Holten algorithm (40) for particle
evolving in an external gauge field in the absence of an additional scalar potential.
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III. ABELIAN MONOPOLES
Dirac’s quantization of magnetic monopole strength is obtained from the associativity of
operators multiplication. (Dynamical) symmetries of the generalized Taub-NUT metric and
its multi-center extension are investigated.
A. Dirac monopole
The concept of magnetic monopole is one of the most influential idea in modern theoretical
physics. The hypothesis of particles carrying magnetic charge, g , was first made by Dirac
[Dirac 1931], who observed that the phase unobservability in quantum mechanics allows
singularities as sources of magnetic fields, just as point electric monopoles are sources of
electric fields. These singularities define the celebrated “Dirac string” whose position is not
detectable. This implies the so-called Dirac quantization condition,
eg = ~c
N
2
, N ∈ Z? . (68)
Consequently, the existence of a single magnetic monopole in the universe would explain the
quantization of electric charge, for which there is no alternative explanation till this day.
In work preceding Dirac by over fifty years, Maxwell established the equations describ-
ing the electromagnetism. A surprising asymmetry inside these Maxwell’s equations made
Poincare´ and J. J. Thompson to infer that a magnetic charge has to be introduced in the
theory. The Maxwell equations with this assumption then read
~∇ · ~E = 4piρe , ~∇ · ~B = 4piρm
~∇× ~B = 1
c
∂ ~E
∂t
+
4pi
c
~je , ~∇× ~E = −1
c
∂ ~B
∂t
− 4pi
c
~jm ,
(69)
where ρe,m and ~je,m denote the electric/magnetic charge and current density, respectively.
But this introduction responded to a mathematical convenience and had, at that time, no
physical reality; although, at the same period, P. Curie raised the possibility of the existence
of free magnetic poles [P. Curie 1894].
However, studying the motion of a charged particle in the field of an hypothetic isolated
magnetic monopole, Poincare´ [Poincare´ 1896] observed that, as the particle is no longer deal
with central forces, the angular momentum is no longer conserved and the motion is no
23
longer necessarily planar. However, a certain amount of angular momentum resides in the
magnetic field, and that a total angular momentum does exist,
~J = ~L− q~x
r
, ~L = ~x× ~pi . (70)
Here ~L denotes the mechanical angular momentum and the term
( − q~x/r) represents
the Poincare´ momentum with q denoting the magnetic pole strength. The total angular
momentum (70) is conserved along the motion.
Later, Wu and Yang [Wu Yang 1975] showed that the Dirac string, which was introduced
as a mathematical artifact, can be totally avoided using two different choices of vector
potential compatible with the monopole field strength. These two patches read
Ar = Aθ = 0 , Aφ =

g
r sin θ
(
1− cos θ) for 0 ≤ θ ≤ pi
2
+ δ ,
−g
r sin θ
(
1 + cos θ
)
for
pi
2
− δ ≤ θ ≤ pi ,
(71)
for any arbitrary δ in the range 0 < δ < pi/2 . Each region contains a singularity if we try
to extend them over the entire region around the monopole as Dirac did, but is regular in
its restricted hemisphere. In the overlapping region
pi/2− δ ≤ θ ≤ pi/2 + δ ,
the two patches are related by a gauge transformation,
~AN = ~AS − ~∇
(
2gΛ(~x)
)
.
The latter transformation changes the particle wave functions as
Ψ(~x) −→ exp (2iegΛ(~x))Ψ(~x) ,
so that requiring the exponential to be single valued everywhere leads to the Dirac quanti-
zation condition [Wu Yang 1975], [cf. 68].
From now on, we discuss the Dirac magnetic monopole without reference to singular
patches or vector potential [Jackiw 12/2002]. To this end, we define the Hamiltonian of the
monopole system as
H = pi
2
2m
, pij = pj − e
c
Aj , pj = −i~∂j , (72)
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and the following fundamental commutation rules are posited[
xi, xj
]
= 0,
[
xi, pij
]
= i~δij, [pii, pij] = ie
~
c
ijkB
k . (73)
Taking into account (72) and (73), we derive the gauge-invariant Lorentz-Heisenberg equa-
tions specifying the motion of a massive charged particle in the external monopole field
~B , 
~˙x =
i
~
[H, ~x] = ~pi
m
~˙pi =
i
~
[H, ~pi] = e
2mc
(
~pi × ~B − ~B × ~pi) . (74)
A priori no constraints on the monopole field ~B are required in the previous equations of
the motion. Indeed, equations (74) make sense both when ~B is source-free, ~∇ · ~B = 0 , or
not, ~∇ · ~B 6= 0 . However, when we look the Jacobi identities for the commutators of the
momenta ~pi , we find
ijk [pii, [pij, pik]] = 2e
~2
c
~∇ · ~B , (75)
which vanishes, as it should, for a source-free magnetic fields, ~B = ~∇× ~A .
In order to obtain the exact form of ~B , we study now the Lie algebra associated with the
O(3) symmetry of the monopole system. We first remark that the usual angular momentum
operator, ~L = ~x×~pi , does not satisfy the o(3) Lie algebra, since we get an obstruction term
inside of the commutator,
[Li, Lj] = i~ijkLk + ie
~
c
ijkx
k
(
~x · ~B) . (76)
Following Jackiw [Jackiw 1980], we restore the spherical symmetry of the system by adding
a gauge field contribution, ~C(~x) , into the angular momentum, ~L ,
~J = ~L+ ~C , (77)
so that we obtain the modified angular momentum algebra,[
xi, Jj
]
= i~ijkxk
[pii, Jj] = i~ kij pik + ie
~
c
(
xiBj − δij
(
~x · ~B))− i~∂iCj
[Ji, Jj] = i~ijkLk + ie
~
c
ijkx
k
(
~x · ~B)+ i~ijkxm(kplnmp∂nCl) .
(78)
It is now clear that the contribution ~C(~x) restores the standard angular momentum algebra,[
xi, Jj
]
= i~ijkxk , [pii, Jj] = i~ijkpik , [Ji, Jj] = i~ijkJk , (79)
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provided that the following constraints are verified,
∂iC
j =
e
c
(
xiB
j − δji
(
~x · ~B))
Ck =
e
c
xk
(
~x · ~B)− xj( kil  mij ∂mC l) =⇒ C
k +
e
c
xk
(
~x · ~B) = 0 . (80)
Consequently, the conserved generalized angular momentum along the motion becomes
~J = ~x× ~pi − e
c
(
~x · ~B)~x . (81)
Moreover, the integrability condition coming from the equations in the left hand side of (80),
[∂i, ∂k]C
j = 0 , (82)
imposes that the field ~B satisfies the structural equation,
xk∂iB
j − xi∂kBj + δji
(
Bk + xm∂kB
m
)− δjk(Bi + xm∂iBm) = 0 , (83)
which can conveniently be solved with the magnetic monopole field,
~B = g
~x
r3
, (84)
where g represents the magnetic charge centered at the origin. In fact, the expression (84)
is the only spherically symmetric possibility consistent with the Jacobi identity (except in
the origin),
~∇ · ~B = 4pigδ3(~x) . (85)
Note that the obstruction occurs only at the isolated location of the magnetic source, at
origin, which has to be excluded.
Following Jackiw [Jackiw 12/2002], the violation, at the origin, of the Jacobi identity
(85) can be better understood by examining the unitary operator,
U(~a) = exp
(
− i
~
~a · ~pi
)
, (86)
which according to (73) implements finite translations by ~a on ~x ,
U−1(~a) ~xU(~a) = ~x+ ~a . (87)
As the momenta operators do not commute according to (73), we obtain 1
U(~a)U(~b) = exp
(
− ie
~c
Φ
(
~x,~a,~b
))
U(~a+~b) . (88)
1 we use the Baker-Campbell-Hausdorff formula: eAeB = eA+B+
1
2 [A,B]+··· .
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Here
Φ
(
~x,~a,~b
)
=
1
2
(
~a×~b) · ~B
represents the flux of the magnetic source through the triangle defined by the three vertices
located at ~x , ~x+ ~a and ~x+ ~a+~b .
FIG. 2: Magnetic flux through the triangle.
Using (88) it is straightforward to derive the following expressions,(
U(~a)U(~b)
)
U(~c) = exp
(
− ie
~c
Φ
(
~x,~a,~b
))
exp
(
− ie
~c
Φ
(
~x,~a+~b,~c
))
U(~a+~b+ ~c) ,
U(~a)
(
U(~b)U(~c)
)
= exp
(
− ie
~c
Φ
(
~x− ~a,~b,~c)) exp(− ie
~c
Φ
(
~x,~a,~b+ ~c
))
U(~a+~b+ ~c) .
Combining the two previous formulas, we obtain(
U(~a)U(~b)
)
U(~c) = exp
(
− ie
~c
Ω(~x,~a,~b,~c
))
U(~a)
(
U(~b)U(~c)
)
, (89)
where the first term on the right-hand side of (89) reads
e−
ie
~cΩ(~x,~a,
~b,~c
)
= e−
ie
~cΦ
(
~x,~a,~b
)
e−
ie
~cΦ
(
~x,~a+~b,~c
)
e
ie
~cΦ
(
~x,~a,~b+~c
)
e
ie
~cΦ
(
~x−~a,~b,~c
)
. (90)
Here Ω(~x,~a,~b,~c
)
can be interpreted as the total magnetic flux,
Ω(~x,~a,~b,~c
)
=
∫
d~S · ~B =
∫
d~x ~∇ · ~B , (91)
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FIG. 3: Magnetic flux through the tetrahedron.
emerging out from the tetrahedron constructed with the three vectors ~a , ~b , ~c with one
vertex at ~x . See Figure 3 below.
Positing the following axiom of Quantum mechanics;
Axiom III.1. : Quantum mechanics realized by linear operators acting on a Hilbert space
requires operator multiplication to be associative.
We therefore obtain that the phase factor on the right hand side of (89) has to be unob-
servable so that the flux is quantized for arbitrary ~a , ~b and ~c ,
exp
(
− ie
~c
Ω(~x,~a,~b,~c
))
= exp (−i2piN) = 1 , N ∈ Z . (92)
Consequently we obtain∫
d~x ~∇ · ~B = 2pi~c
e
N with ~∇ · ~B = 4pigδ3(~x) 6= 0 , (93)
which provides us with the Dirac’s quantization relation [Dirac 1931],
eg
~c
=
N
2
, N ∈ Z? . (94)
Note that the equation (93) saves the associativity of operators acting on Hilbert space and
thus implies the quantization of the magnetic charge. The only requirement here is that
the magnetic field must be a point source or a set of point sources in order to conserve the
integrality of the left hand side of (93).
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Let us now investigate the classical dynamics of a particle evolving in a magnetic monopole
field, augmented with a scalar potential V . We inquire, in particular, about Kepler-type
dynamical symmetries. Our investigations lead us to the well-known Mcintosh-Cisneros-
Zwanziger system [Mcintosh 1970, Zwanziger 1968].
We start with searching conserved quantities associated with the system. A relevant
recipe to search for constants of the motion is the van Holten algorithm, presented in Section
II B. From now on we fix ~ = c = 1 and we expand the constant of motions in terms of
covariant momenta,
Q(~x, ~pi) = C(~x) + Ci(~x)pii + 1
2!
Cij(~x)piipij + · · · (95)
and we require Q to Poisson-commute with the Hamiltonian of the system. This therefore
implies to solve the series of constraints,
Ci∂iV = 0, o(0)
∂iC = e FijCj + Cij∂jV o(1)
∂iCj + ∂jCi = e (FikCkj + FjkCki) + Cijk∂kV o(2)
∂iCjk + ∂jCki + ∂kCij = e(FilCljk + FjlClki + FklClij) + Cijkl∂lV o(3)
...
...
...
Searching for conserved quantity linear in the momentum, we recall that introducing the
Killing vector generating space rotations,
~C = ~n× ~x , (96)
we directly get the associated generalized angular momentum [see (81)],
~J = ~x× ~pi − eg~x
r
. (97)
Considering quadratic conserved quantities, we first obtain that the rank-2 Killing tensor,
Cij = δij , (98)
generates the conserved energy of the system,
E = ~pi
2
2
+ V (r) . (99)
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On the other hand, inserting into the algorithm the rank-2 Killing tensor generating the
Kepler-type dynamical symmetry,
Cij = 2δij
(
~n · ~x)− nixj − njxi , (100)
we solve the second-order constraint with,
~C = eg
~n× ~x
r
. (101)
Next, we insert (100) and (101) into the first-order constraint of the algorithm and we
investigate the integrability condition of this equation by requiring the vanishing of the
commutator,
[ ∂i , ∂j ]C = 0 =⇒ ∆
(
V (r)− e
2g2
2r2
)
= 0 . (102)
Thus, the bracketed quantity must satisfy a Laplace equation so that a Runge-Lenz-type
vector does exist only for radial effective potential of the form,
V (r) =
e2g2
2r2
+
β
r
+ γ with β, γ ∈ R . (103)
Consequently, the zeroth-order constraint is identically satisfied and the solution of the
first-order constraint reads,
C = β
~n · ~x
r
. (104)
Collecting the results (100), (101) and (104), we get the Runge-Lenz vector conserved along
the particle’s motion,
~K =
1
2
(
~pi × ~J − ~J × ~pi)+ β~x
r
. (105)
Note that the presence of the fine-tuned inverse-square term in (103) is mandatory for
canceling the effect of the monopole. For a “naked” monopole, V ≡ 0, in particular, no
conserved Runge-Lenz vector does exist [Fehe´r 1986*].
Now we can give a complete description of the classical motion of a charged particle in
the Dirac monopole field, augmented with the potential (103). A MICZ system in what
follows. Firstly, from the angular momentum (97) we obtain
~J · ~x(t)
r
= −eg , (106)
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so that the trajectory followed by the particle lies on a cone with axis ~J and fix opening
angle θ defined by
θ = arccos
(−eg
J
)
. (107)
Secondly, the conservation of the Runge-Lenz vector (105) allows us to construct the new
conserved vector,
~N =
β
eg
~J + ~K such that ~N · ~x(t) = J2 − e2g2 = const . (108)
The result (108) implies that the particle motion also lies in the oblique plan perpendicular
to ~N . Consequently, combining (106) and (108) the particle motion is viewed to be confined
onto conic sections [Gibbons 04/1986, Fehe´r 02/2009].
FIG. 4: The motion lies on the conic section obtained by intersecting the cone, due to conserved
angular momentum ~J , with the oblique plane determined by the additional conserved quantity ~N .
The particular form of the conic section depends only on the angle β (mod [pi]) given by
cos β =
~J · ~N
J N
, (109)
and which determines the inclination of the oblique plane in comparison to the angular
momentum vector.
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We thus obtain the following properties :
For

β ∈
[
0,
pi
2
− α
[
β =
pi
2
− α ,
β ∈
]pi
2
− α, pi
2
] the trajectories lie on

ellipses
parabolae
hyperbolae .
(110)
It is worth noting that the momentum-trajectories called the hodographs are also confined
to a plane perpendicular to the conserved vector ~N since
~N · ~pi(t) = 0 . (111)
But in some interesting cases, the momentum trajectories can be completely determined.
For example, in the Kepler problem the ~pi-trajectories are known to be (arcs) of circle. In the
context of non-commutative oscillator mechanics (see later), we prove that the hodographs
of the MICZ-system lie on (arcs) of ellipses [Ngome 06/2010].
Another illustration of using the symmetry (105) is to derive the energy spectrum from
the dynamical symmetry [Fehe´r 10/1986, Horva´thy 1990, Fehe´r 02/2009]. To this end, we
return to quantum mechanics and consider the vectors ~J and ~K defined in (97) and (105),
respectively, as operators of the Hilbert space satisfying the quantized commutation rela-
tions,
[Ji, Jj] = iijkJ
k, [Ji, Kj] = iijkK
k, [Ki, Kj] = i
(
2γ − 2H)ijkJk . (112)
Let us define, on the fixed-energy eigenspace HΨ = EΨ , the rescaled Runge-Lenz operator,
~˜
K =

(
2γ − 2E)− 12 ~K for E < γ
~K for E = γ(
2E − 2γ)− 12 ~K for E > γ
. (113)
We therefore obtain the commutation relations between ~J and
~˜
K ,
[Ji, Jj] = iijkJ
k,
[
Ji, K˜j
]
= iijkK˜
k,
[
K˜i, K˜j
]
=

iijkJ
k for E < γ
0 for E = γ
−iijkJk for E > γ
(114)
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Thus,
for

E < γ
E = γ
E > γ
,
~˜
K and ~J generate the

o(4) Lie algebra
o(3)⊗R3 = e(3)
o(3, 1) Lie algebra
(115)
For a fixed value of the energy, E < γ , we consider the more convenient commuting operators
~A =
1
2
(
~J +
~˜
K
)
and ~B =
1
2
(
~J − ~˜K) , (116)
verifying the following relations
[Ai, Aj] = iijkA
k, [Bi, Bj] = iijkB
k, [Ai, Bj] = 0 . (117)
Then, the operators ~A and ~B extend the manifest o(3) symmetry into a dynamical
o(3) ⊕ o(3) = o(4) Lie algebra. The common eigenvector Ψ of the commuting operators,
H, ~A 2, ~B 2 satisfies,
~A 2Ψ = a
(
a+ 1
)
Ψ , ~B 2Ψ = b
(
b+ 1
)
Ψ , HΨ = EΨ , (118)
where a and b are half-integers. Considering the so far non-negative number,
n = − β√
2γ − 2E , (119)
we use the Casimir operators,
~˜
K
2
= − ~J 2 + e2g2 − 1 + β
2
2γ − 2E and
~J · ~˜K = − egβ√
2γ − 2E , (120)
to obtain the equalities,
a
(
a+ 1
)
+ b
(
b+ 1
)
=
1
2
(
e2g2 − 1 + n2),
a
(
a+ 1
)− b(b+ 1) = (eg)n . (121)
Solving the equations (121) provide us with the relations,
2a+ 1 = ±(n+ eg)
2b+ 1 = ±(n− eg)
a− b = ±eg
a+ b+ 1 = n .
(122)
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Let us recall that from equation (94), the product
(
eg
)
is quantized in integers or half-
integers [in units ~ = c = 1 ]. Consequently the first relation in (122) implies that n is
integer or half-integer depending on the value of
(
eg
)
being integer or half-integer.
We can now derive from (119) the bound-state energy spectrum,
En = γ − β
2
2n2
, n = ±eg + 1 ,±eg + 2 · · · , (123)
with the integer value of the degeneracy
n2 − e2g2 = (n− eg)(n+ eg) , (124)
since n and eg are simultaneously integers or half-integers.
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B. Kaluza-Klein-type monopoles
Kaluza-Klein theory is one of the oldest ideas attempting to unify gravitation and gauge
theory [Kaluza 1919, Klein 1926]. The physical assumption, in this framework, is that the
world contains four space-time dimensions, plus an extra cyclic dimension so small that it
can not be observed. Thus, the ordinary general relativity in five dimensions is considered
to possess a local U(1) gauge symmetry arising from the isometry transformation of the
hidden extra dimension.
Later, Sorkin [Sorkin 1983], and Gross and Perry [Gross 1983], introduced the Kaluza-
Klein monopole which is obtained by imbedding the Taub-NUT gravitational instanton into
Kaluza-Klein theory. The global stationary metric obtained,
ds2 = −dt2 + f(r) (dr2 + r2(dθ2 + sin2 θdφ2))+ f−1(r)(dx4 + Aφdφ)2 ,
with θ ∈ [0, pi] , φ ∈ [0, 2pi] , Aφ ≡ Dirac potential ,
(125)
has lead to exact solution of the equations of the four-dimensional Euclidean gravity, ap-
proaching the vacuum solution at spatial infinity.
In 1986, Gibbons and Manton studied the hidden symmetry of Kaluza-Klein-type met-
rics and found, in the context of monopole scattering [Gibbons 04/1986, Gibbons 12/1986],
that the geodesic motion in the Taub-NUT metric admits a Kepler-type dynamical symme-
try [Fehe´r 10/1986, Gibbons 1987, Cordani 1988, Cordani 1990]. (See [Fehe´r 02/2009] for a
review).
A better understanding of such hidden symmetries of Kaluza-Klein-type monopoles
was achieved by various generalizations [Visinescu 01/1994, Iwai 05/1994, Iwai 06/1994,
Visinescu 07/1994, van Holten 1994, Comtet, Vaman 1996, Cotaescu 1999, Cotaescu 2004,
Krivonos 2006, Ballesteros 03/2008, Ballesteros 10/2008, Krivonos 2009, Visinescu 2009,
Krivonos 2010, Nersessian, Visinescu 2011, Marquette 2011].
More recently, Gibbons and Warnick considered geodesic motion on hyperbolic space
[Gibbons 09/2006] and found a large class of systems admitting such a dynamical symmetry.
Our aim, in this section, is to present a systematic analysis of Kaluza-Klein-type metrics
admitting a conserved Runge-Lenz-type conserved quantity. To this end, we consider the
stationary family of metrics,
dS2 = f(~x) δij dx
i dxj + h(~x)
(
dx4 + Ak dx
k
)2
. (126)
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In these metrics, f(~x) and h(~x) are real functions and the 1-form Ak is the gauge potential
of a charged Dirac monopole.
Inspired by Kaluza’s hypothesis, as the fourth dimension here is considered to be cyclic,
we use the conservation of the “vertical” component of the momentum to reduce the
four-dimensional problem to one in three dimensions, where we have strong candidates
for the way these symmetries act [Ngome 08/2009]. Then, the lifting problem can be
conveniently solved using the Van Holten technique [see section II B].
Let us first investigate the four-dimensional geodesic motion of a classical point-like test
scalar particle with unit mass. The Lagrangian of geodesic motion on the 4-manifold en-
dowed with the metric (126) is
L = 1
2
f(~x) δij
dxi
dt
dxj
dt
+
1
2
h(~x)
( dx4
dt
+ Ak
dxk
dt
)2 − U(~x) , (127)
where we also added an external scalar potential, namely U(~x), for later convenience. The
canonical momenta conjugate to the coordinates (xj, x4) read as
pj =
∂L
∂
(
dxj/dt
) = f(~x) δij dxi
dt
+ h(~x)
( dx4
dt
+ Ak
dxk
dt
)
Aj ,
p4 =
∂L
∂
(
dx4/dt
) = h(~x) ( dx4
dt
+ Ak
dxk
dt
)
= q .
(128)
The “vertical” momentum, p4 = q , associated with the periodic variable, x
4 , is conserved
and can be interpreted as conserved electric charge. Thus, we can introduce the covariant
momentum,
Πj = f(~x) δij
dxi
dt
= pj − q Aj . (129)
The geodesic motion on the 4-manifold projects therefore onto the curved 3-manifold with
metric gij(~x) = f(~x) δij , augmented with a scalar potential. The Hamiltonian reads as
H = 1
2
gij(~x)Πi Πj + V (~x) with V (~x) =
q2
2h(~x)
+ U(~x) . (130)
For a particle without spin, the covariant Poisson brackets are given by [Souriau 1970]
{B,D} = ∂kB ∂D
∂Πk
− ∂B
∂Πk
∂kD + qFkl
∂B
∂Πk
∂D
∂Πl
, (131)
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where Fkl = ∂kAl − ∂lAk is the monopole field strength. Then, the nonvanishing funda-
mental brackets are {
xi, Πj
}
= δij , {Πi, Πj} = q Fij . (132)
We can now deduce the Hamilton equations yielding the geodesic motion of the scalar
particle on the 3 -manifold,
x˙i =
{
xi, H} = gij(~x) Πj, (133)
Π˙i = {Πi, H} = q Fij x˙j − ∂iV + Γkij Πk x˙j . (134)
Note that the Lorentz equation (134) involves also in addition to the monopole and potential
terms a curvature term, typical for motion in curved space, which is quadratic in the velocity.
We now inquire about the symmetries of the system. For our investigation, we recall that
constants of the motion, noted as Q , which are polynomial in the momenta, can be derived
following van Holten’s algorithm [van Holten 2007]. The clue in this technique is to expand
Q into a power series of the covariant momentum,
Q = C + Ci Πi +
1
2!
Cij ΠiΠj +
1
3!
Cijl ΠiΠjΠl + · · · , (135)
and to require Q to Poisson-commute with the Hamiltonian augmented with an effective
potential, H = 1
2
~Π2 + V (~x) . This yields the series of constraints,
Cm ∂m V (~x) = 0 o(0)
∂nC = q FnmC
m + C mn ∂m V (~x) o(1)
DiCl +DlCi = q (FimC ml + FlmC mi ) + C kil ∂k V (~x) o(2)
DiClj +DjCil +DlCij = q
(
FimC
m
lj + FjmC
m
il + FlmC
m
ij
)
+ C mijl ∂m V (~x) o(3)
· · · · · · .
(136)
which have to be solved. Here the zeroth-order constraint can be interpreted as a consistency
condition for the effective potential. It is worth noting that the expansion can be truncated
at a finite order provided some higher-order constraint reduces to a Killing equation,
D(i1C i2 ··· in) = 0 , (137)
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where the covariant derivative is constructed with the Levi-Civita connection so that
DiCj = ∂iCj + Γjik Ck . (138)
Then, Ci1···ip = 0 for all p > n and the constant of motion takes the polynomial form,
Q =
p−1∑
k=0
1
k!
Ci1···ik Πi1 · · ·Πik . (139)
The previously presented van Holten recipe is based on Killing tensors of the 3 -manifold.
Indeed, the conserved angular momentum is associated with a rank-1 Killing tensor (i.e.
Killing vector), which generates spatial rotations. Rank- 2 Killing tensors lead to conserved
quantities quadratic in covariant momenta ~Π ’s, etc. Note that Killing tensors has been
advocated by Carter in the context of the Kerr metric [Carter 1968].
Let us discuss two particular Killing tensors on the 3 -manifold which carries the metric,
gij(~x) = f(~x) δij . (140)
Our strategy is to find conditions for lifting the Killing tensors, which generate the
conserved angular momentum and the Runge-Lenz vector of planetary motion in flat space,
respectively, to the “Kaluza-Klein” 4-space.
• First, we search for a rank-1 Killing tensor generating ordinary spatial rotations as
Ci = gij(~x) 
j
kl n
k xl . (141)
We require Ci to satisfy the Killing equation D(iC j) = 0 , so that we obtain the following
theorem [Ngome 08/2009]:
Theorem III.1. On the curved 3-manifold carrying the metric gij(~x) = f(~x) δij, the rank-1
tensor
Ci = gij(~x) 
j
kl n
k xl
is a Killing tensor generating spatial rotations around the fixed unit vector ~n , provided(
~x× ~∇ f(~x)
)
· ~n = 0 . (142)
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Note that Theorem III.1 can be satisfied for some, but not all ~n’s. In the two-center
metric case, for example, it only holds for ~n parallel to the axis of the two centers (see the
next section).
An important case to consider is when the metric is radial,
f(~x) = f(r) , (143)
including the Taub-NUT metrics. In that event, the gradient is parallel to ~x and (142)
holds for all ~n’s. Thus, Theorem III.1 is always satisfied for radial metrics.
• Next, inspired by the known flat-space expression, we consider the rank-2 Killing tensor
associated with the Runge-Lenz-type conserved quantity
Cij = 2 gij(~x)nk x
k − gik(~x)nj xk − gjk(~x)ni xk . (144)
In order to deduce conditions on the metrics admitting a Kepler-type dynamical symmetry,
we impose D(iC jl) to vanish. A tedious calculation provides us with
D(iC jl) = 2nk xm
(
gij(~x) Γ
k
lm + gil(~x) Γ
k
jm + gjl(~x) Γ
k
im
)− nixm∂mgjl(~x)
− nj xm∂mgil(~x)− nl xm∂mgij(~x) .
(145)
Let us now calculate each term on the right hand side of (145). We first obtain
ni x
m ∂mgjl(~x) = f
−1(~x)ni gjl(~x)xm ∂mf(~x)
nj x
m ∂mgil(~x) = f
−1(~x)nj gil(~x)xm ∂mf(~x)
nl x
m ∂mgij(~x) = f
−1(~x)nl gij(~x)xm ∂mf(~x) ,
(146)
and next the curvature terms yield,
2 gjl(~x)n
k xm Γkim = f
−1(~x)ni gjl(~x)xm∂mf(~x) + f−1(~x)nm xm gjl(~x) ∂if(~x)
+ f−1(~x)nk gjl(~x) gnk(~x) gim(~x)xm ∂nf(~x) ,
2 gil(~x)n
k xm Γkjm = f
−1(~x)nj gil(~x)xm∂mf(~x) + f−1(~x)nm xm gil(~x) ∂jf(~x)
+ f−1(~x)nk gil(~x) gnk(~x) gjm(~x)xm ∂nf(~x) ,
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2 gij(~x)n
k xm Γkim = f
−1(~x)nl gij(~x)xm∂mf(~x) + f−1(~x)nm xm gij(~x) ∂lf(~x)
+ f−1(~x)nk gij(~x) gnk(~x) glm(~x)xm ∂nf(~x) .
Inserting (146) and the previous curvature terms into (145), we get
D(iC jl) = f−1(~x)
(
g(ij ∂ l)f(~x)nm x
m − g(ij x l) nm∂mf(~x)
)
.
Requiring D(iC jl) = 0 yields the following theorem [Ngome 08/2009]:
Theorem III.2. On the curved 3-manifold carrying the metric gij(~x) = f(~x) δij, the tensor
Cij = 2 gij(~x)nk x
k − gik(~x)nj xk − gjk(~x)ni xk
is a symmetrical rank- 2 Killing tensor, associated with the Runge-Lenz-type vector, provided
~n×
(
~x× ~∇ f(~x)
)
= 0 . (147)
Note that the radial metrics (143) satisfy again the Theorem III.2 so that, in addition
to the rotational symmetry, they also admit a Kepler-type dynamical symmetry.
We can also remark that taking into account the compatibility condition of the metric
tensor,
Dk gij(~x) = 0 , (148)
the gij(~x) always verifies the order- 2 Killing equation D(k g ij) = 0 . Hence, the metric
tensor is itself a symmetrical rank-2 Killing tensor and the associated conserved quantity is
the Hamiltonian [Gibbons 1987, van Holten 2007].
Having determined the generators of the symmetry which were previously the object of
our considerations, we can construct the associated constants of the geodesic motion using
the algorithm (136). We investigate the radially symmetric generalized TAUB-NUT metric
so that (126) becomes,
dS2 = f(r) δij dx
i dxj + h(r)
(
dx4 + Ak dx
k
)2
. (149)
Then, the Lagrangian (127) takes the form,
L = 1
2
f(r) ~˙x 2 +
1
2
h(r)
( dx4
dt
+ Ak
dxk
dt
)2 − U(r) , (150)
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where the scalar potential U(r) is necessary to furnish Killing 2-tensors. Respectively
associated with the cyclic variables x4 and time t , the conserved electric charge and the
energy read
q = h(r)
( dx4
dt
+ Ak
dxk
dt
)
, E =
~Π2
2 f(r)
+
q2
2h(r)
+ U(r) . (151)
Using the relations (151), we can rearrange the dimensionally reduced Hamiltonian as
H = 1
2
~Π2 + f(r)W (r) with W (r) = U(r) +
q2
2h(r)
+
E
f(r)
− E , (152)
which we can now use to derive conserved quantities via the algorithm (136).
1) First, we look for conserved angular momentum which is linear in the covariant mo-
mentum since the 3-metric now satisfies Theorem III.1. Hence, Cij = Cijk = · · · = 0 so
that (136) reduces to 
Cm ∂m
(
f(r)W (r)
)
= 0 o(0)
∂nC = q FnmC
m o(1)
DiCl +DlCi = 0 . o(2)
(153)
• The second- and the first-order constraints yield
Ci = gim(r) 
m
nk n
n xk and C = −qg nk x
k
r
, (154)
respectively. The zeroth-order consistency condition in (153) is satisfied for an arbitrary
radial effective potential, providing us with the conserved angular momentum,
~J = ~x× ~Π− qg ~x
r
, (155)
involving the typical monopole term.
2) Let us now turn to quadratic conserved quantities. In that event, we have Cijk = · · · =
0 which implies the series of constraints,
Cm ∂m
(
f(r)W (r)
)
= 0 o(0)
∂nC = q FnmC
m + C mn ∂m
(
f(r)W (r)
)
o(1)
DiCl +DlCi = q (FimC ml + FlmC mi ) o(2)
DiClj +DjCil +DlCij = 0 . o(3)
(156)
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• Taking Cij = gij(r) as a rank-2 Killing tensor, we deduce from the second-order
equation of (156) that Ci = 0 . As expected, the first-order and the zeroth-order consistency
relation are both satisfied by any radial effective potential C = f(r)W (r) . The conserved
energy associated, therefore, read as
E = 1
2
~Π2 + f(r)W (r) . (157)
• Next, we search for a Runge-Lenz-type vector generating the Kepler-type dynamical
symmetry of the system. Since Theorem III.2 is satisfied by the considered radial 3 -metric,
we have to solve the constraints (156) using the rank-2 Killing tensor
Cij = 2 gij(r)nk x
k − gik(r)nj xk − gjk(r)ni xk (158)
inspired by its form in the Kepler problem. We solve the second-order constraint of (156),
and we get
Ci =
q g
r
gim(r) 
m
jk n
j xk . (159)
Next, inserting (467) and (468) into the first-order constraint of (156), we obtain
∂jC =
((
f(r)W (r)
)′
r
+
q2g2
r4
)
xj nk x
k −
(
r
(
f(r)W (r)
)′
+
q2g2
r2
)
nj .
It is now easy to analyze the integrability condition of the previous equation by requiring
the vanishing of the commutator,
[ ∂i , ∂j ]C = 0 =⇒ ∆
(
f(r)W (r)− q
2g2
2r2
)
= 0 . (160)
Thus, the bracketed quantity must satisfy the Laplace equation.
The zeroth-order equation is identically satisfied. Consequently, a Runge-Lenz-type con-
served vector does exist only when the radial effective potential is
f(r)W (r) =
q2g2
2r2
+
β
r
+ γ with β, γ ∈ R . (161)
Equivalent to the result of Gibbons and Warnick [Gibbons 09/2006], the formulas (152) and
(161) allow us to announce the theorem [Ngome 08/2009]:
Theorem III.3. For the generalized TAUB-NUT metric (149), the most general potentials
U(r) permitting the existence of a Runge-Lenz-type conserved vector are given by
U(r) =
(
q2g2
2r2
+
β
r
+ γ
)
1
f(r)
− q
2
2h(r)
+ E , (162)
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where q and g denote the particle and the monopole charge. And β , γ are free constants
and E is the fixed energy [cf. (157)].
Inserting now (161) into the first-order constraint of (156) provides us with
∂nC =
β
r
nn − β
r3
nk x
k xn , (163)
which is solved by
C =
β
r
nk x
k . (164)
Collecting the results (467), (468) and (474) yield the conserved Runge-Lenz-type vector,
~K = ~Π× ~J + β ~x
r
. (165)
Due to the simultaneous existence of the conserved angular momentum (155) and the con-
served Runge-Lenz vector (165), we obtain a complete description of the motion for gener-
alized TAUB-NUT metric. Indeed, the motions of the particle are confined to conic sections
[Fehe´r 10/1986]. Our class of metrics, which satisfy Theorem III.3, includes the following.
1. The original TAUB-NUT case [Sorkin 1983, Gross 1983] with vanishing external
U(r) = 0,
f(r) =
1
h(r)
= 1 +
4m
r
, (166)
where m is real [Fehe´r 10/1986, Gibbons 1987]. We note that the monopole scat-
tering case corresponds to m = −1/2 , see [Gibbons 04/1986, Fehe´r 10/1986,
Gibbons 12/1986]. We then obtain for
γ = q2/2− E and charge g = ±4m, (167)
the conserved Runge-Lenz vector,
~K = ~Π× ~J − 4m (E − q2) ~x
r
. (168)
2. Lee and Lee [Lee 2000] argued that for monopole scattering with independent com-
ponents of the Higgs expectation values, the geodesic Lagrangian (127) should be
replaced by L→ L− U(r), where the external potential reads
U(r) =
1
2
a 20
1 +
4m
r
. (169)
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It is now easy to see that this addition merely shifts the value in the brackets in (160)
by a constant and corresponds to a shift of a 20 /2 in the energy. Hence, the Laplace
equation in (160) is still satisfied. So the previously found Runge-Lenz vector (168) is
still valid.
3. The metric associated with winding strings [Gibbons 1988] where
f(r) = 1, h(r) =
1(
1− 1
r
)2 . (170)
For charge g = ±1 , we deduce from Theorem III.3,
(
β + q2
)− r (U(r)− γ + q2
2
− E
)
= 0 ,
so that for the fixed energy, E = q2/2 − γ + U(r) , the conserved Runge-Lenz vector
reads as
~K = ~˙x× ~J − q2 ~x
r
. (171)
4. The extended TAUB-NUT metric [Iwai 05/1994, Iwai 06/1994] where
f(r) = b+
a
r
, h(r) =
a r + b r2
1 + d r + c r2
, (172)
with the constants (a, b, c, d ) ∈ R . With the choices U(r) = 0 and charge g = ±1 ,
Theorem III.3 requires
−r f(r) E + r f(r)
h(r)
q2
2
− q
2
2 r
− γ r = β = const .
Inserting here (172) yields(
− a E + 1
2
d q2 − β
)
+ r
(
− b E + 1
2
c q2 − γ
)
= 0,
which holds when
β = −a E + 1
2
d q2 and γ = −b E + 1
2
c q2 . (173)
Then, we get the conserved Runge-Lenz vector
~K = ~Π× ~J −
(
a E − 1
2
d q2
)
~x
r
. (174)
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5. Considering the oscillator-type metric discussed by Iwai and Katayama [Iwai 05/1994,
Iwai 06/1994], the functions f(r) and h(r) take the form
f(r) = b+ ar2 and h(r) =
ar4 + br2
1 + cr2 + dr4
. (175)
A direct calculation leads to the following Runge-Lenz-type vector [Marquette 2010],
~K =
(
b+ ar2
)
~˙x× ~J + β ~x
r
. (176)
Which is conserved only for scalar potential of the form
U(r) =
(
q2g2
2r2
+
β
r
+ γ
)(
b+ ar2
)−1 − q2(1 + cr2 + dr4
ar4 + br2
)
. (177)
Let us just conclude by outlining that the five examples treated above are shown to be
particular cases deduced from the general expression (165), see [Ngome 08/2009]. See also
[Igata 2010] for applications on the Kerr metric. The case of SUSY of the Kerr metric is
investigated in [Galajinsky].
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C. Multi-center metrics
The multi-center metrics family in which we are interested in this section are known to
be Euclidean vacuum solutions of the Einstein equations, with self-dual curvature. The
multi-center metrics can also be viewed as an extension of the TAUB-NUT metrics studied
in the previous section [Gibbons 1987].
Let us begin by considering a scalar particle moving in the Gibbons-Hawking space
[Gibbons 01/1979], which generalizes the TAUB-NUT space. The Lagrangian function as-
sociated with this dynamical system, as in (127), is given by
L = 1
2
f(~x) ~˙x 2 +
1
2
f−1(~x)
( dx4
dt
+ Ak
dxk
dt
)2 − U(~x) .
But here the functions f(~x) obey the following “self-dual” ANSATZ [Gibbons 01/1979],
~∇ f = ±~∇× ~A . (178)
Hence, f(~x) is an harmonic function,
∆ f(~x) = 0 . (179)
The most general solution of (179) is given by
f(~x) = f0 +
N∑
i=1
mi
|~x− ~ai| with (f0 , mi) ∈ R
N+1 . (180)
Thus, the multi-center metric admits multi-NUT singularities so that the jth NUT singular-
ity is characterized by the charge mj and is located at ~aj . However, we can remove these
singularities provided all NUT charges are equal,
m1 = m2 = · · · = mi = g
2
. (181)
In this case, the cyclic variable x4 is periodic with the range,
0 ≤ x4 ≤ 4pi g
N
. (182)
We can now investigate the symmetries associated with the projection of the particle’s
motion onto the curved 3-manifold described by the multi-center metric tensor,
gjk(~x) =
(
f0 +
N∑
i=1
mi
|~x− ~ai|
)
δjk . (183)
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The projected Hamiltonian is given by
H = 1
2
~Π2 + f(~x)W (~x) with W (~x) = U(~x) +
q2
2
f(~x) + Ef−1(~x)− E . (184)
Let us first note that for multi-center metric (183), it is straightforward to deduce from
Theorem III.2 the metric condition,
N∑
i=1
(
~n · ~x)~ai − (~n · ~ai)~x
|~x− ~ai|3 = 0 , (185)
which can not hold for more than two centers. Thus, we state the following theorem
[Ngome 08/2009]:
Theorem III.4. In the curved 3-manifold carrying the N-center metric,
gjk(~x) =
(
f0 +
N∑
i=1
mi
|~x− ~ai|
)
δjk ,
no symmetry of the Kepler-type occurs for N > 2.
For simplicity, from now on we limit ourselves to a discussion of the two-center metrics,
f(~x) = f0 +
m1
|~x− ~a| +
m2
|~x+ ~a| , |~x± ~a| 6= 0 , (186)
which are relevant for diatomic molecule systems and which possess some interesting sym-
metry properties. These metrics include, as special regular cases, those listed in Table I.
f0 N Type of Metric
0 1 (m1 or m2 = 0) Flat space
1 1 (m1 or m2 = 0) TAUB-NUT
0 2 Eguchi-Hanson
1 2 Double TAUB-NUT .
TABLE I: Examples of two-center metrics.
Let us now apply the van Holten algorithm (136) to derive the symmetry of the two-center
metric.
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1) First, finding conserved quantities linear in the covariant momentum require to solve
the reduced series of constraints,
Cm ∂m
(
f(~x)W (~x)
)
= 0 o(0)
∂nC = q FnmC
m o(1)
DiCl +DlCi = 0 . o(2)
(187)
• From Theorem III.1, we deduce the rank-1 Killing tensor satisfying the second-order
constraint of (187),
Ci = gim(~x) 
m
lk
al
a
xk , a = ||~a|| . (188)
The tensor (188) generates rotational symmetry around the axis through the two centers.
Next, injecting both (188) and the magnetic field of the two centers,
~B = m1
~x− ~a
|~x− ~a|3 +m2
~x+ ~a
|~x+ ~a|3 , (189)
into the first-order equation of (187) yield
C = −q
(
m1
~x− ~a
|~x− ~a| +m2
~x+ ~a
|~x+ ~a|
)
· ~a
a
. (190)
Finally we obtain, as conserved quantity, the projection of the angular momentum onto the
axis of the two centers,
Ja = La − q
(
m1
~x− ~a
|~x− ~a| +m2
~x+ ~a
|~x+ ~a|
)
· ~a
a
with La =
(
~x× ~Π
)
· ~a
a
, (191)
which is consistent with the axial symmetry of the two-center metric.
2) Now we study quadratic conserved quantities, Q = C + Ci Πi +
1
2
Cij ΠiΠj . Putting
Cijk = Cijkl = · · · = 0 , leaves us with,
Cm ∂m
(
f(~x)W (~x)
)
= 0 o(0)
∂nC = q FnmC
m + C mn ∂m
(
f(~x)W (~x)
)
o(1)
DiCl +DlCi = q (FimC ml + FlmC mi ) o(2)
DiClj +DjCil +DlCij = 0 . o(3)
(192)
• We consider the reducible rank-2 Killing tensor,
Cij =
2
a2
gim(~x) gjn(~x) 
m
lk 
n
pq a
l ap xk xq +
2
a2
gil(~x) gjm(~x) a
l am , (193)
48
which is a symmetrized product of Killing-Yano tensors. Ci = gim(~x) 
m
lk
al
a
xk generates
rotations around the axis of the two centers and C˜j = gjm(~x)
am
a
generates spatial trans-
lation along the axis of the two centers. Injecting (193) into the second-order constraint of
(192) yields
Ci = −2 q
a2
gim 
m
jk a
j xk al
(
m1
xl − al
|~x− ~a| +m2
xl + al
|~x+ ~a|
)
. (194)
For vanishing effective potential, we solve the first-order constraint with
C =
q2
a2
(
m1
(
xl − al)
|~x− ~a| al +m2
(
xl + al
)
|~x+ ~a| al
)2
(195)
so that we obtain the square of the projection of the angular momentum onto the axis of
the two centers, plus a squared component along the axis of the two centers of the covariant
momentum,
Q = J 2a + Π2a . (196)
As expected, this conserved quantity is not really a new constant of the motion
[Gibbons 1987, Valent 09/2003, Valent 07/2004, Duval 05/2005].
• Now we turn to the Kepler-type dynamical symmetry. Let us first check if a rank-2
Killing tensor associated with Runge-Lenz type conserved quantity does exist. To this end
we apply Theorem III.2 to the two-center metric,
gjk(~x) = f(~x)δjk , f(~x) =
(
f0 +
m1
|~x− ~a| +
m2
|~x+ ~a|
)
. (197)
We obtain
~n×
(
~x× ~∇ f(~x)
)
=
(
m2
|~x+ ~a|3 −
m1
|~x− ~a|3
)
(~x× ~a)× ~n = 0 , (198)
according to Theorem III.2. Consequently we get
m2
|~x+ ~a|3 −
m1
|~x− ~a|3 = 0 or ~x = k~a , k = const . (199)
The right condition in (199) restricted to motions parallel to ~a and therefore implies no
interesting case.
Considering the first case given by (199), we assume that both charges are positive m1 >
0 , m2 > 0 , and we write ~a = (a1, a2, a3) . Thus, the left Equation in (199) becomes
(x− a1 ρ)2 + (y − a2 ρ)2 + (z − a3 ρ)2 = a2
(
ρ2 − 1)
with ρ =
m
2/3
1 +m
2/3
2
m
2/3
2 −m2/31
.
(200)
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We recognize here the equation of a 2-sphere of center ~a ρ and radius R = a
√
ρ2 − 1 , noted
as S2 . The latter shows that for two-center metric, a Kepler-type dynamical symmetry is
only possible for motion confined onto the sphere, S2 .
Before searching for the exact form of the associated Runge-Lenz conserved quantity, let
us first check that the motions can be consistently confined onto this 2-sphere, S2 .
To this end, we assume that the initial velocity is tangent to S2 and, using the equations
of motion, we verify that at time
(
t + δt
)
the velocity remains tangent to S2 . Thus we
write
~v(t0 + δt) = ~v0 + δt ~˙v0 with ~v0 = ~v(t0) tangent to S2 . (201)
The equations of motion in the effective scalar potential chooses as (205) have the shape
~˙Π = q ~v × ~B − ~∇ (f(~x)W (~x))− v
2
2
(
m1
|~x− ~a|3 +
m2
|~x+ ~a|3
)
~x . (202)
Injecting the expressions of the magnetic field of the two-center (189) and the effective
potential (205), we obtain
~˙Π0 =
(
m1
|~x− ~a|3 +
m2
|~x+ ~a|3
)[
q2
(
m1
|~x− ~a| +
m2
|~x+ ~a|
)
− v
2
0
2
+ β
]
~x0 = f(~x) ~˙v0 .
Thus ~v(t0 + δt) in (201) becomes
~v0 + γ δt ~x0 , γ = f
−1(~x)
(
m1
|~x− ~a|3 +
m2
|~x+ ~a|3
)(
q2
(
m1
|~x− ~a| +
m2
|~x+ ~a|
)
− v
2
0
2
+ β
)
,
where ~v0 and ~x0 are tangent to the 2-sphere S2 . Hence, the velocity remains tangent to S2
along the motion.
Having shown the consistency of motions on the 2 -sphere S2 , we can state the following
theorem [Ngome 08/2009]:
Theorem III.5. In the curved 3-manifold carrying the 2-center metric,
gjk(~x) =
(
f0 +
m1
|~x− ~a| +
m2
|~x+ ~a|
)
δjk , (203)
a scalar Runge-Lenz-type conserved quantity does exist only for a particle moving along the
axis of the two centers or for motions confined on the two-sphere of radius R = a
√
ρ2 − 1
centered at ~a ρ (m1, m2 > 0) . In the Eguchi-Hanson case (m1 = m2) , the 2-sphere is
replaced by the median plane of the two centers.
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Our method here is particular since instead searching for Kepler-type dynamical sym-
metry directly, we already look at the conditions of its existence. Knowing now, for the
two-center metric, that only motions confined on S2 allow a Runge-Lenz-tpe conserved
quantity, we can solve the second-order constraint of (192) using (200). Thus, we obtain
Ci =
q
a
gim 
m
jk a
j xk
(
m1
|~x− ~a| +
m2
|~x+ ~a|
)
, (204)
where the only component of ~n is along the axis ~a/a . The final step consists to solve the
first-order constraint of (192). Indeed, following (161) the clue is to choose
f(~x)W (~x) =
q2
2
(
m1
|~x− ~a| +
m2
|~x+ ~a|
)2
+ β
(
m1
|~x− ~a| +
m2
|~x+ ~a|
)
+ γ , (205)
with β, γ ∈ R . Let us precise that this potential satisfies the consistency condition given
by the zeroth-order constraint of (192). Moreover, the leading coefficient of the effective
potential cancels the obstruction due to the magnetic field of the two centers, and the
remaining part on the right-hand side of (205) leads to
C = β
(
m1
~x− ~a
|~x− ~a| +m2
~x+ ~a
|~x+ ~a|
)
· ~a
a
. (206)
Collecting our results (144), (204) and (206) provide us with the scalar,
Ka =
(
~Π× ~J
)
· ~a
a
+
β
q
(La − Ja) , (207)
which represents, in the case of two-center metrics (186), a conserved Runge-Lenz-type scalar
for particle moving on the 2-sphere of center positioned at ~a ρ and radius R = a
√
ρ2 − 1 ,
combined with the effective potential (205).
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D. Killing-Sta¨ckel Tensors on extended manifolds
Having discussed, in the two previous sections, the conditions on Killing tensors which
are related to the existence of constants of motion on the dimensionally reduced curved
manifold. We can observe that the Killing tensor generating the Runge-Lenz-type quantity
preserved by the geodesic motion can be lifted to an extended manifold.
Let us study this lifting problem in detail, by considering the geodesic motion of a particle
before dimensional reduction (129). The particle evolves on the extended 4-manifold carrying
the metric gµν(x) with µ, ν = 1, · · · , 4 . A rank-2 Killing-Sta¨ckel tensor on this curved 4-
manifold is a symmetric tensor, Cµν , which satisfies
D(λCµν) = 0 , λ, µ, ν = 1 , · · · , 4 . (208)
For the Killing-Sta¨ckel tensor generating the Runge-Lenz-type conserved quantity, the
degree-2 polynomial function in the canonical momenta pµ associated with the local co-
ordinates xµ ,
K =
1
2
Cµν pµ pν (µ, ν = 1, · · · , 4) , (209)
is preserved along the geodesics. Then, the lifted Killing-Sta¨ckel tensor on the 4-manifold,
which directly yields the Runge-Lenz-type conserved quantity is written as
Cµν =
 Ci j Ci 4
C4 j C4 4
 , i, j = 1 , 2 , 3 . (210)
The tensor Ci j is, therefore, a rank-2 Killing tensor on the dimensionally reduced curved 3-
manifold carrying the metric gij(~x) = f(~x) δij , which generates a Runge-Lenz-type quantity
conserved along the projection of the geodesic motion onto the curved 3-manifold. The off-
and the diagonal contravariant components read
Ci 4 = C4 i =
1
q
Ci − Cik Ak , C4 4 =
(
2/q2
)
C − (2/q)Ck Ak + Cjk AjAk . (211)
The term Ak represents the component of the vector potential of the magnetic field. In the
case of the generalized TAUB-NUT metrics, the terms C and Ck are the results (474) and
(468) of the first- and the second-order constraints of (156), respectively. In the case of the
two-center metrics, C and Ck are given by the results (206) and (204), respectively.
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• As an illustration, let us consider a particle in the gravitational potential, V (r) = −m0G0
r
,
described by the Lorentz metric [Bargmann, Duval 05/1984, Balachandran 1986,
Duval 1991],
dS2 = d~x 2 + 2 dx4dx5 − 2V (r) (dx5)2 . (212)
The variable x5 = t is the non-relativistic time and x4 the vertical coordinate. Rotations,
time translations and “vertical” [on the fourth direction] translations generate as conserved
quantities the angular momentum ~L , the energy and the fixed mass m , respectively. The
Runge-Lenz-type conserved quantity, along null geodesics of the 5-manifold described by the
metric (212),
K =
1
2
Cab pa pb with a, b, c = 1, · · · , 5 (213)
is derived from the trace-free rank-2 Killing-Sta¨ckel tensor [Duval 1991],
Cab =
(
ηˆ
gcc
)
gab − ηab with ηˆ = ηabgab . (214)
For some ~n ∈ R3 , the nonvanishing contravariant components of η are given by
ηij = ni xj + nj xi − ηˆ δij and η45 = η54 = ηˆ = ni xi , (215)
where we recognize, in the left hand side of (215), the generator of Kepler-type symmetry
in the dimensionally reduced 3-manifold.
A calculation of each matrix element of the Killing tensor (214) leads to Cab whose only
nonvanishing components are,
Cij = 2 ηˆ δij − ni xj − nj xi and C44 = 2 ηˆ V (r) . (216)
Consequently, the associated Runge-Lenz-type conserved quantity reads as
~K · ~n =
(
~p× ~L+m2 V (r) ~x
)
· ~n . (217)
Note, in the previous expression, that the mass “m ” is preserved by the “vertical” reduction.
In the original Kepler case, we thus deduce on the dimensionally reduced flat 3-manifold
that the symmetric tensor
Cij = 2 δij nk x
k − ni xj − nj xi (218)
is a Killing-Sta¨ckel tensor generating the Runge-Lenz-type conserved quantity along the pro-
jection of the null geodesic of the 5-manifold onto the 3-manifold carrying the flat Euclidean
metric.
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IV. NON-ABELIAN GAUGE FIELDS AND THE BERRY PHASE
Conserved quantities of an isospin-carrying particle in non-Abelian monopole-like fields
are investigated. In the effective non-Abelian field for nuclear motion, obtained through the
Berry phase in a diatomic molecule, due to Wilczek et al., an unusual conserved charge and
angular momentum are constructed.
A. The Wu-Yang monopole
In 1968, T.T. Wu and C.N. Yang found the first “monopole-like” classical solution of
the Yang-Mills field equations [Wu Yang 1968]. Such a solution can also be viewed as an
extension of the Abelian Dirac monopole solution when usual electrodynamics, with U(1)
symmetry, is considered as a part of a larger theory. The generator of the electromagnetism
U(1) subgroup should be embedded into the non-Abelian SU(2) gauge group.
In order to investigate the Wu-Yang monopole solution, we consider here a Yang-Mills
theory described by the Lagrangian density,
L = −1
4
F aµν F
aµν , µ, ν = 0, 1, 2, 3 . (219)
where F aµν represents the antisymmetric Yang-Mills field strength tensor taking values in
the Lie algebra of the gauge group SU(2) ,
F aµν = ∂µA
a
ν − ∂νAaµ − e εabcAbµAcν , a = 1, 2, 3 . (220)
Here e and the antisymmetric tensor εabc denote the gauge coupling constant and the
structure constant of the gauge group, respectively. As expected,
Aµ = A
a
µ τ
a , (221)
takes value in the su(2) Lie algebra. The Hermitian and traceless infinitesimal generators
of the SU(2) gauge group verify the commutation relation,[
τa, τ b
]
= iεabcτ
c , τa =
1
2
σa , (222)
where the σa are Pauli matrices. Our approach now is to find the equations of the motion
using a variational principle with the Yang-Mills Lagrangian density (219). We obtain the
classical source-free Yang-Mills (YM) equations
∂βF
dαβ − e εadcAcβ F aαβ = 0 , (223)
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which can be written in a more compact way as
DβF
dαβ = 0 . (224)
Searching for solutions of the equations of the motion (224) in the “temporal” gauge,
Aa0 = 0 , (225)
only time-independent gauge field and local gauge invariance are permitted. We can now
posit the spherically symmetric Wu-Yang ANSATZ [Wu Yang 1968],
Aai = g εiaj x
j (1− Φ (r))
r2
,
r2 = xi x
i with i, j = 1, 2, 3 ,
(226)
where a , (i, j) and g represent the color index, the space indices and the quantized Wu-
Yang monopole charge, respectively. Also remark that Φ is a radial real function which is to
be determined. As expected, a direct calculation implies that all time-dependent components
of the field strength vanish,
F a0µ = 0 , µ = 0, 1, · · · , 4 , (227)
whereas the spatial components of the 2-form curvature reads
F aij = g εijk
{
2δak
(
1− Φ)
r2
− eg xkxa
(
1− Φ
r2
)2}
+
g
r
d
dr
(
1− Φ
r2
){
εjal x
i xl − εial xj xl
}
.
(228)
The right hand side bracket of (228) can be rewritten by using the relation,
(
εjal x
i xl − εial xj xl
)
τa = εijk
(
r2δak − xaxk)τa , (229)
so that the “Wu-Yang” field strength reduces to
F aij = g εijk
[
−δ
ak
r
dΦ
dr
+
xa xk
r3
(
dΦ
dr
− egΦ
2
r
+ 2
(
eg − 1)Φ
r
+
2− eg
r
)]
. (230)
Injecting the relations (226) and (230) into the Yang-Mills field equations (224) provide us
with the non-linear Wu-Yang equation,
r2
d2Φ
dr2
− eg(1− eg + egΦ)(Φ− 1)(Φ + 2− eg
eg
)
= 0 . (231)
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Note that due to the non-linear nature of the YM equations, to search analytical solutions
of (231) is an unconquerable task.
Hence, we investigate numerically the non-linear equation (231) viewed as a dynamical
system. To this end, without loss of generality, we reduce ourselves to the case where eg = 1
2. Thus, the equation (231) takes the simple form,
r2
d2Φ
dr2
− Φ(Φ− 1)(Φ + 1) = 0 . (232)
We first posit the variable change
r = exp(τ) , τ ∈ R , r ∈ R+ , (233)
where τ is viewed as an evolution parameter. Next, we multiply the resulting τ -dependent
equation (232) by
dΦ(τ)
dτ
so that we get
d
dτ
{
1
2
(
dΦ(τ)
dτ
)2
− 1
4
(
Φ2(τ)− 1)2} = (dΦ(τ)
dτ
)2
. (234)
Then, the equation (234) can be interpreted as the equation of motion of a unit mass particle
with non-conserved Hamiltonian 3,
H = 1
2
Φ˙2 + V with V = −1
4
(
Φ2 − 1)2 . (235)
Here V represents an Higgs potential in which the particle evolves. Let us remark that the
kinetic frictional force,
F+ = Φ˙ , (236)
exerted on the particle has a positive friction coefficient and makes the energy to grow, since
dE
dτ
≥ 0 . (237)
The system receives energy from the exterior so that the Rayleigh function, R , is negative
and reads
R = −
∫ Φ˙
0
F+dΦ˙ = −1
2
Φ˙2 . (238)
2 See the formula (94) in section III A.
3 Here the dot means derivative w.r.t. the evolution parameter
d
dτ
.
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When positing the conjugate momentum as Ψ = Φ˙ , we can construct the canonical phase-
space
(
Φ, Ψ
)
in which we define an extension of the equations of the motion of our non-
conservative system (234) as
Φ˙ =
∂H
∂Ψ
= Ψ ,
Ψ˙ = −∂H
∂Φ
− ∂R
∂Ψ
= Ψ + Φ
(
Φ2 − 1) . (239)
Then, we can now describe the curve solutions of this Hamiltonian system (239) [Protogenov,
Breitenlohner]. To this end, we draw in the phase-plane
(
Φ, Ψ
)
, the vector field
(
Φ˙, Ψ˙
)
,
representing the velocity of each phase-point. Hence, the orbit solutions of the dynamical
system lie on curves tangent to the velocity vector field. However, we restrict our inves-
tigation to finite orbits which are the only solutions physically consistent. We first search
for critical points, which can be considered as orbits degenerated to a point, by solving the
constraints 
Ψ = 0 ,
Ψ + Φ
(
Φ2 − 1) = 0 . (240)
A simple algebra leads to the three critical points
(
Φ, Ψ
)
=
{(
0, 0
)
;
(± 1, 0)} , to which
we characterize the equilibrium by analysing the eigenvalues and the eigenvectors of the
stability matrix,
∆ = −
 −
∂2H
∂Φ ∂Ψ
−∂
2H
∂Ψ2
∂2H
∂Φ2
+
∂2R
∂Φ dΨ
∂2H
∂Φ ∂Ψ
+
∂2R
∂Ψ2
 =
 0 1
3Φ2 − 1 1
 . (241)
• For the fixed point (Φ, Ψ) = (0, 0) , the eigenvalues of the stability matrix read,
λ± = 1/2± i
√
3/2 .
As the complex conjugated eigenvalues λ± have both a positive real part, then the orbits are
spiraling out with respect to the focus
(
0, 0
)
. Hence, the critical point
(
0, 0
)
is unstable
and is considered to be a negative attractor.
• For the fixed points (Φ, Ψ) = (± 1, 0) , the eigenvalues of the stability matrix ∆ read
λ+ = 2 and λ− = −1 .
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The fixed points are saddle points with the stable direction given by λ− and the unstable
direction given by λ+ .
• We also consider the two bounded solutions, noted Φ∓ , represented by the curves joining
the negative attractor (0, 0) to the saddle points (∓1, 0). The corresponding curves solution
are represented in the phase portrait below by Φ− in pink line and Φ+ in cyan.
FIG. 5: Phase portrait of the Hamiltonian system (239).
Let us now discuss the bounded solutions of the non-linear differential equation (232).
For r ∈ R+ , we have the five orbits solution,
Φ(r) = {−1, 1, 0, Φ−, Φ+} , (242)
that we introduce in the Wu-Yang forms (226) and (230) to obtain the shape of the gauge
field.
• The degenerate orbit solution Φ = −1 leads to the pure gauge field
Aai = 2gεiaj
xj
r2
since F a0i = F
a
jk = 0 . (243)
• The choice Φ = 1 corresponds to the null gauge potential,
Aai = 0 with F
a
0i = F
a
jk = 0 . (244)
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It is worth noting that the two previous gauge potentials, with both vanishing field strength,
can be transformed the one by the other using a suitable gauge transformation. They are
therefore gauge equivalent.
• We consider the two curves solution Φ− and Φ+ , admitting the asymptotic limits,
Φ± =

Φ∞± when r  1
Φ0± when r  1
with

lim
r→∞
Φ∞± = ±1
lim
r→0
Φ0± = 0 .
(245)
Taking into account the behavior of the curves solution in the neighborhood of the origin,
we can neglect the cubic term of the non-linear equation (232). Thus, we deduce that Φ0±
satisfy the differential equation,
r2
d2Φ0±(r)
dr2
+ Φ0±(r) = 0 , (246)
which provides us with the non-analytic solution,
Φ0± = ±α
√
r cos
(√
3
2
ln
r
r0
)
, with
(
α, r0  1
) ∈ R? ×R+? . (247)
In the case where r  1 , the equation (232) reduces to the simple form
d2Φ∞± (r)
dr2
=
const
r3
+O
(
1
r4
)
, (248)
so, we derive the behavior of the radial functions Φ± at infinity as
Φ∞± (r) = ±1 ∓
γ
r
+O
(
1
r2
)
, where γ > 0 . (249)
After the complete description of the asymptotic behavior of the functions Φ± , our business
now is to fill the gap between these two limit cases. Here we investigate the “solution” K+
but the case K− is not more complicated. Thus, we integrate numerically the non-linear
equation (232) from a point r0 , located in the neighborhood of the origin so that Φ+ is
approximated by Φ0+ , till a sufficiently great value of r so that Φ+ can be approximated by
Φ∞+ . Following the usual procedure, let us begin the numerical integration by adding some
analytic correction terms, ai , into the early expression (247) of Φ
0
+ . Thus, we express the
numerical lower bound as
Φ˜0+(r) = ±α
√
r cos
(√
3
2
ln
r
r0
)
+
4∑
i=0
ai
(
α, r0
)
ri , (250)
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where the coefficients ai depend on the values of r0  1 and the fixed parameter α . For
the fixed values of the integration parameters,
r0 = 0.007873997658 , α = −0.8873554901 , (251)
and with the initial conditions of the numerical integration given by(
Φ˜0±(r0),
d
dr
Φ˜0±(r0)
)
,
we obtain, for r ∈ [r0, 14] , the curve solution Φ+(r) of the non-linear equation (232).
For e = g = 1, we draw the field strength intensity of the usual SU(2) Dirac monopole
(in circling dashes) together with the intensity of the field strength solution (230), namely
B±(r) =
g
r2
(
1− Φ2+
)
, carrying the branch Φ+ (in heavy line).
It is worth mentioning that, in the asymptotic limits, the two curves coincide. The latter
is due to the fact that when the radius tends to zero, B±(r) corresponds to the length of
a Dirac monopole field; and when the radius tends to infinity, we get the null length of
the vacuum. In the case of intermediary values of the radius, the two curves become quite
different. This is a consequence of the radial function Φ+ which takes non-quantized but
continuous values between zero and one. (See Figure 6).
• Let us now investigate the last bounded solution, Φ± = 0 . The comparison of the
intensities of field strength made above provides us with strong assumption on the nature
of the solution when Φ± = 0 . Let us analyze further by injecting the solution Φ(r) = 0
into the Wu-Yang ansatz (226). In that event, we obtain the gauge field
AaWYi = gεiaj
xj
r2
, (252)
which implies that the field strength (230) reduces to that of a Wu-Yang monopole,
F aWYij = gεijk
xkxa
r4
. (253)
The energy density,
E(r) = 1
4
F aWYij F
a ij WY =
g2
2r4
, (254)
is singular at the origin r = 0 , so the Wu-Yang monopole possesses an infinite magnetic
field energy.
Moreover we can prove, as suggested by the figure in the bottom of (6), that the non-
Abelian Wu-Yang monopole can be viewed as an imbedded Dirac monopole. Indeed, we
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FIG. 6: In the top side we plot the curve solution Φ+ ; and in the bottom side we compare the
field strength intensities of B+ with the imbedded Dirac monopole.
consider the trivial imbedding of Dirac monopole field A
DU(1)
µ into SU(2) ,
ADU(1)µ −→ ADSU(2)µ = AaDµ τa ,
(
τa = σa/2
)
, (255)
where the Abelian gauge potential reads
AaDµ =

0 for a = 1, 2 ,
A3Dµ = ± g (1∓ cos θ) ∂µφ .
(256)
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Thus, a short algebra yields the imbedded gauge potential,
ADSU(2)µ =

A
DSU(2)
0 = 0 (temporal gauge) ,
A
DSU(2)
i = ± g
(1∓ cos θ)
r sin θ
(− sinφ, cosφ, 0) τ3 .
(257)
In order to avoid the Dirac string singularity, we apply the singular “hedgehog” gauge
transformation,
ADSU(2)µ −→ U
(
ADSU(2)µ +
i
e
∂µ
)
U−1 = AWYµ , (258)
which rotates the unit vector on the sphere S2 to the third axis in isospace. Thus, U is
charaterized by the unitary matrix,
U
(
θ, φ
)
=
 cos
θ
2
− sin θ
2
exp (−inφ)
sin
θ
2
exp (inφ) cos
θ
2
 , n ∈ N?. (259)
Applying (258) with (259), it is straightforward to derive the gauge equivalent potential,
AaWY0 = 0 (temporal gauge) ,
A1WYi =
n
e
cos θ sin θ cos
(
nφ
)
∂iφ+
1
e
sin
(
nφ
)
∂iθ ,
A2WYi =
n
e
cos θ sin θ sin
(
nφ
)
∂iφ− 1
e
cos
(
nφ
)
∂iθ ,
A3WYi = −
n
e
sin2 θ ∂iφ .
(260)
When taking into account the Dirac quantization relation 4, eg = n = 1 , and the following
algebraic relations,
∂iθ =
1
r2
(
z cosφ, z sinφ, − x
cosφ
)
and ∂iφ =
1
r2 sin2 θ
(−y, x, 0) , (261)
the gauge potential (260) transforms into the cartesian form as
AaWY0 = 0 (temporal gauge) ,
A1WYi =
g
r2
(
0, z, −y) ,
A2WYi =
g
r2
(− z, 0, x) ,
A3WYi =
g
r2
(
y, −x, 0) .
(262)
4 See the formula (94) in section III A.
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By compacting (262), we hence recover the exact expression [see (252) and (253)] of the
non-Abelian Wu-Yang gauge potential with a “hedgehog” magnetic field. It is now clear
that the non-Abelian Wu-Yang monopole field can be obtained by imbedding the Abelian
Dirac monopole field into an SU(2) gauge theory.
Let us now inquire about conserved quantities. To do this, we first Identify the su(2) Lie
algebra of the non-Abelian generator, τa , with R
3. Thus, we make the replacement,
τa −→ Ia , with the internal index a = 1, 2, 3 . (263)
Here the non-Abelian variable Ia represents the isospin vector which satisfies the Poisson-
bracket algebra,
{Ia, Ib} = −abcIc . (264)
Hence, we consider an isospin-carrying particle [Balachandran 1977, Duval 1978,
Duval 1980, Duval 1982] moving in a Wu-Yang monopole field [Schechter, Boulware 1976,
Stern 1977, Wipf 1986], augmented by a scalar potential [Schonfeld, Fehe´r 1984], described
by the gauge covariant Hamiltonian,
H = ~pi
2
2
+ V (~x, Ia) , ~pi = ~p− eIa ~Aa WY . (265)
We define the covariant Poisson-brackets as
{
f, g
}
= Djf
∂g
∂pij
− ∂f
∂pij
Djg + e IaF a WYjk
∂f
∂pij
∂g
∂pik
− abc ∂f
∂Ia
∂g
∂IbI
c , (266)
where Dj is the covariant derivative,
Djf = ∂jf − eabcIaAb WYj
∂f
∂Ic . (267)
Thus, the commutator of the covariant derivatives is recorded as
[Di, Dj] = −abcIaF b WYij
∂
∂Ic . (268)
Following van Holten’s recipe [van Holten 2007], conserved quantities Q(~x, ~I, ~pi) can conve-
niently be sought for in the form of an expansion into powers of the covariant momentum,
Q(~x, ~I, ~pi) = C(~x, ~I) + Ci(~x, ~I)pii + 1
2!
Cij(~x, ~I)piipij + · · · (269)
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Requiring Q to Poisson-commute with the Hamiltonian, {Q,H} = 0 , provides us with the
set of constraints to be satisfied,
CiDiV + abcIa ∂C
∂Ib
∂V
∂Ic = 0, o(0)
DiC = eIaF a WYij Cj + CijDjV + abcIa
∂Ci
∂Ib
∂V
∂Ic , o(1)
DiCj +DjCi = eIa(F a WYik Ckj + F a WYjk Cki) + CijkDkV + abcIa
∂Cij
∂Ib
∂V
∂Ic , o(2)
DiCjk +DjCki +DkCij = eIa(F a WYil Cljk + F a WYjl Clki + F a WYkl Clij)
+CijklDlV + abcIa∂Cijk
∂Ib
∂V
∂Ic , o(3)
...
...
...
(270)
To start, we search for zeroth-order conserved quantity. Thus Ci = Cij = · · · = 0 , so that
the series of constraints (270) reduces to
abcIa ∂C
∂Ib
∂V
∂Ic = 0 o(0)
DiC = 0 . o(1)
(271)
The zeroth-order equation of (271) is identically satisfied for rotationally invariant potentials
with respect to ~x and ~I . Applying for the consistency condition,
[Di, Dj]C = −abcIaF b WYij
∂C
∂Ic = 0 , (272)
we get the shape of the derivative of C along the isospin variable,
∂C
∂Ic = f
(
r, I)xc + h(r, I)Ic . (273)
Injecting (273) into the first-order constraint of (271) implies, for an arbitrary function
h
(
r, I) , that
∂iC = f
(
r, I)(Ii − ~x · ~I
r2
xi
)
, [with eg = 1] . (274)
From the commutation rule,
[ ∂i , ∂j ]C = 0 =⇒ 1
r
(
df
dr
+
f
r
)
= 0 , (275)
we derive the exact form of the function f(r, I) ,
f
(
r, I) = β
r
, β = const ∈ R . (276)
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Taking into account the result (276), the equations (274) and (273) lead to the system of
equtions, 
∂iC = β
(
Ii
r
− ~x ·
~I
r3
xi
)
,
∂C
∂Ia = β
xa
r
+ h
(
r, I)Ia , (277)
which is solved uniquely by the covariantly constant charge,
Q(~x, ~I) = β ~x · ~I
r
+ γQ(I) , γ = const ∈ R . (278)
This charge can be viewed as a linear combination of two quantities separately conserved
along the particle’s motion since β and γ are arbitrary real numbers. Note that the first
term on the right-hand side of (278), namely,
Q0 = ~x ·
~I
r
, (279)
can be seen as a conserved electric charge; and its conservation admits a nice interpretation
in terms of fiber bundles [Horva´thy 12/1984, Horva´thy 06/1985]. The SU(2) gauge field is
a connection form defined on a bundle over the 3-dimensional space so that for Wu-Yang
monopole, the su(2) connection living on the (trivial) bundle reduces to the U(1) Dirac
monopole bundle. This is the reason why the electric charge is conserved in the Wu-Yang
case: the latter is, as already seen, an imbedded Abelian Dirac monopole.
Next, we study conserved quantities which are linear in pii, Cij = Cijk = · · · = 0. We
therefore have to solve the constraints,
CiDiV + abcIa ∂C
∂Ib
∂V
∂Ic = 0 , o(0)
DiC = eIaF a WYij Cj + abcIa
∂Ci
∂Ib
∂V
∂Ic , o(1)
DiCj +DjCi = 0 . o(2)
(280)
When the potential is invariant with respect to joint rotation of ~x and ~I, inserting the Killing
vector generating the spatial rotations,
~C = ~n× ~x , (281)
into the series of constraints (389) yields
C = −Q0~n · ~x
r
. (282)
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Collecting the two previous results provides us with the conserved angular momentum,
~J = ~x× ~pi −Q0~x
r
. (283)
Let us now turn to quadratic conserved quantities, Cijk = Cijkl = · · · = 0. The set of
constraints (270) reduces to
CiDiV + abcIa ∂C
∂Ib
∂V
∂Ic = 0, o(0)
DiC = eIaF a WYij Cj + CijDjV + abcIa
∂Ci
∂Ib
∂V
∂Ic , o(1)
DiCj +DjCi = eIa(F a WYik Ckj + F a WYjk Cki) + abcIa
∂Cij
∂Ib
∂V
∂Ic , o(2)
DiCjk +DjCki +DkCij = 0 . o(3)
(284)
We observe that the rank-2 Killing tensor generating the Kepler-type dynamical symmetry
has the property,
Cij = 2δij ~n · ~x− (nixj + njxi) . (285)
Inserting (285) into (284), from the 2nd-order equation we find, therefore,
~C = Q0~n× ~x
r
. (286)
The first-order equation requires in turn
DiC =
{
Q20
(
~n · ~x)xi
r4
−Q20
ni
r2
}
+ 2~n · ~xDiV − ni ~x · ~DV − xi ~n · ~DV . (287)
Restricting ourselves to potentials falling off at infinity and invariant by rotations with
respect to ~x and ~I , we hence obtain
V =
Q20
2r2
+
α
r
+ β and C = α
~n · ~x
r
, (288)
where α and β are arbitrary constants. Note that the inverse-square term in the previous
potential is fixed by the requirement of canceling the bracketed term on the right-hand side
of (287). Collecting our results yields,
~K = ~pi × ~J + α~x
r
, (289)
which is indeed a conserved Runge-Lenz vector for an isospin-carrying particle in the Wu-
Yang monopole field, combined with the potential (288) [Horva´thy 1991]. Let us emphasize
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that the fine-tuned inverse-square term is necessary to overcome the obstruction in solving
the constraint equation [Ngome 02/2009]; without it, no Runge-Lenz vector would exist.
The expression (289) is actually not surprising since the Wu-Yang monopole field, as we
proved it, corresponds to an imbedded Dirac monopole field.
The importance of the conserved quantities ~J and ~K is understood by noting that they
determine the trajectory : multiplying the conserved angular momentum by the position,
~x, yields
~J · ~x
r
= −Q0, (290)
so that the particle moves, as always in the presence of a monopole, on the surface of a cone
of half opening angle,
ϕ = arccos(|Q0|/J) where J = | ~J | . (291)
On the other hand, the projection of the position onto the vector ~N , given by,
~N = ~K + (α/Q0) ~J, ~N · ~x = J2 −Q20 = const, (292)
implying that the trajectory lies on a plane perpendicular to ~N . The motion is, there-
fore, a conic section. Careful analysis would show that the trajectory is an ellipse, a
parabola, or a hyperbola, depending on the energy, being smaller, equal or larger than
β [Fehe´r 1984, Fehe´r 1985, Fehe´r 1986, Fehe´r 1987, Cordani 1990]. In particular, for suffi-
ciently low energies, the motion remains bounded.
The conserved vectors ~J and ~K satisfy, furthermore, the commutation relations
{
Ji, Jj
}
= ijkJk ,
{
Ji, Kj
}
= ijkKk ,
{
Ki, Kj
}
= 2(β −H)ijkJk , (293)
with the following Casimir relations,
~J · ~K = −αQ0, K2 = 2(H− β)(J2 −Q20) + α2. (294)
Normalizing ~K by [2(β −H)]1/2 , we get, therefore an SO(3)/E(3)/SO(3, 1) dynamical
symmetry, depending on the energy being smaller/equal/larger than β 5.
We remark that although our investigations have been purely classical, there would be
no difficulty to extend them to a quantum particle. In the self-dual Wu-Yang case, the
5 The dynamical symmetry actually extends to an isospin-dependent representation of SO(4, 2)
[Horva´thy 1991].
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SO(4)/SO(3, 1) dynamical symmetry allows, in particular, to derive the bound-state spec-
trum and the Scattering-matrix group theoretically, using the algebraic relations (293) and
(294) [Fehe´r 1984, Cordani 1988, Fehe´r 1988, Fehe´r 1989].
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B. The Berry phase - general theory
The Berry phase arises for systems which can be conveniently described in terms of two
sets of degrees of freedom [Berry 1984]. The one is “fast” moving with large differences
between excitation levels, and the other is “slow” with small associated energy differences.
This decomposition is extensively used in molecular physics through the adiabatic or Born-
Oppenheimer approximation. In a molecule, for instance, the electronic motion is described
by the “fast” variables ~r , and the nuclear motion by the “slow” degrees of freedom ~R .
We first deal with the “fast” degrees of freedom, keeping the “slow” as approximately
fixed. In that event, we simply solve the stationary Schro¨dinger equation for the “fast”
variables, with the “slow” variables appearing parametrically,
H(~R)Ψm(~r, ~R) = Em(~R)Ψm(~r, ~R) .
Next, we complete the analysis by allowing slow variations in time for the previously fixed
variables. The (adiabatic) assumption is that the slowly varying degrees of freedom ~R do
not change quickly enough to induce transitions from one En level to another. Thus, the
system starting in an initial eigenstate remains in this state in response to the slow change
of the variables ~R appearing parametrically.
As a consequence of this effective dynamics, an external vector potential called the
Berry connection is induced. It has been argued that the “feed-back” coming from the Berry
phase modifies the (semi)classical dynamics [Chang 1995, Niu]. The associated magnetic-
like field is the Berry curvature, and the line integral of the connection is the “celebrated”
Berry phase [Berry 1984, Simon]. See also [Aitchison].
For better understanding, let us study deeper the way to obtain the Berry gauge poten-
tials. To this end, we separate the following in Abelian and non-Abelian cases.
The Abelian gauge potential : non-degenerate states
Following Berry’s original paper [Berry 1984], let us point that an U(1) gauge field
may appear when a single non-degenerate level is subject to adiabatically varying external
parameter. To this end, we consider a physical system described by a Hamiltonian which
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depends on time through the vector ~R(t) ,
H = H(~R) , ~R = ~R(t) . (295)
Here ~R(t) denotes a set of m classical parameters,
~R(t) =
(
R1(t), R2(t), · · · , Rm(t)
)
,
slowly varying along a closed path C in the parameter space, since the system is assumed to
evolve adiabatically. We introduce an instantaneous orthonormal basis constructed with the
eigenstates of H(~R(t)) at each value of the parameter ~R . The eigenvalue equation reads
H(~R(t))|m, ~R(t)〉 = Em(~R(t))|m, ~R(t)〉 . (296)
The basis eigenfunctions |m, ~R(t)〉 are not completely determined by (296). Indeed, without
loss of generality, while normalizing the eigenfunctions,
〈m, ~R(t)|m, ~R(t)〉 = 1 ,
this implies that eigenfunctions are unique up to multiplication by a phase factor. More-
over, for a slowly varying Hamiltonian, the quantum adiabatic theorem states that a system
initially prepared to be in one of its eigenstate |m, ~R(0)〉 , at t = 0 , remains in this instan-
taneous eigenstate along the cyclic process C. Consequently, the quantum state at time t
can be written as,
|Ψm(t)〉 = exp
(
iam(t)
)|m, ~R(t)〉 , (297)
where the exponential term in (297) is the only degree of freedom we can have in the quantum
state. Substituting the expression (297) into the Schro¨dinger equation,
i~
∂
∂t
|Ψm(t)〉 = H(~R(t))|Ψm(t)〉 , (298)
and projecting both sides of the equation onto 〈n , ~R(t)| , yields the equation for the phase,
an = i
∮
C
〈m, ~R | ~∇~R|m, ~R〉 · d~R−
1
~
∫ T
0
En(~R(t′))dt′ . (299)
Thus, in addition to the usual dynamical phase,
− 1
~
∫ T
0
En(~R(t′))dt′ , (300)
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the quantum state acquires an additional geometric phase during the evolution through a
closed path in the external parameter space [Berry 1984, Simon],
γn(C) = i
∮
C
〈n , ~R | ~∇~R |n , ~R〉 · d~R =
∮
C
~An(~R) · d~R . (301)
The path integral in the parameter space, γn(~R) , represents the “celebrated” Berry phase
and the integrand,
~An(~R) = i〈n , ~R | ~∇~R |n , ~R〉 , (302)
is a vector-valued function called the Berry connection or the Berry vector potential.
Let us note that the Berry connection transforms as a gauge vector field. Indeed, the
gauge transformation
|n , ~R〉 −→ exp (iξ(~R))|n , ~R〉 , (303)
with ξ(~R) being an arbitrary smooth function, acts on the Berry connection as
~An(~R) −→ ~An(~R)− ~∇~Rξ(~R) . (304)
Consequently the Berry vector potential ~An(~R) transforms as an U(1) gauge potential.
In analogy to the electrodynamics, the gauge field tensor derived from the Berry vector
potential reads
F nij =
∂
∂Ri
Anj −
∂
∂Rj
Ani , (305)
and is known as the Berry curvature. Using Stokes’s theorem, we can express the Berry
phase as an integral of the Berry curvature throughout the surface S enclosed by the path
C ,
γn =
1
2
∫
S
dRi ∧ dRj F nij . (306)
It is worth noting that the Berry curvature can be viewed as a U(1) gauge-invariant magnetic
field in the parameter space. It is therefore observable.
The non-Abelian gauge potential : degenerate states
The Berry phase admits a non-Abelian generalization when the energy levels of the Hamil-
tonian are degenerate [Wilczek 1984].
Thus, we now consider a quantum system described by an Hamiltonian H(~R(t)) with
k-fold degenerate ground states for all values of the external parameter ~R(t) . For simplicity,
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we fix k = 2 such that the energy levels are two-fold degenerate and the Hamiltonian has
two independent eigenstates, |na, ~R(t)〉 , a = 1, 2 . The eigenvalue equation now reads as
H(~R(t))|na, ~R(t)〉 = En(~R(t))|na, ~R(t)〉 , (307)
where, without loss of generality, the eigenstates are chosen such that
〈na, ~R(t) |nb, ~R(t)〉 = δba , a, b = 1, 2 . (308)
Assuming that the system starts in one of its eigenstate |na , ~R(0)〉 , the adiabatic approx-
imation implies that the system stays in its initial instantaneous eigenstate, after a cyclic
tour through the space of parameters. The eigenfunctions of the system are
|Ψam(t)〉 = |mb , ~R(t)〉Uab (~R) , (309)
where Uab (
~R) ∈ SU(2) is an unitary matrix. Let us now substitute the expression (309)
into the time-dependent Schro¨dinger equation,
i~
∂
∂t
|Ψam(t)〉 = H(~R(t))|Ψam(t)〉 , (310)
and multiply it from the left by 〈na , ~R(t)| , one finds
∂ ~R
∂t
~A bc (~R)U
a
b (~R) + i
∂Uac (~R)
∂t
− 1
~
En Uac (~R) = 0 , a, b, c = 1, 2 , (311)
where we introduced the notation,
~A bc (~R) = i〈nc , ~R(t)|~∇~R|nb , ~R(t)〉 . (312)
with a, b, c = 1, 2 denoting matrix indices. Hence, the vector potential ~A(~R) is a
(
2× 2)
anti-Hermitian matrix lying in the su(2) Lie algebra. Indeed, under the non-Abelian gauge
transformation,
|m′a , ~R(t)〉 = |mb , ~R(t)〉Uab (~R) , (313)
the field (312) transforms as
~A bc (~R) −→ U−1
(
~A bc (~R)−
∂
∂ ~R
)
U , (314)
and therefore defines a su(2) valued Berry vector potential. The associated non-Abelian
Berry curvature then reads as
F aij =
∂
∂Ri
Aaj −
∂
∂Rj
Aai + i
[
Abi , A
c
j
]
. (315)
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Writting the solution of (311) in terms of the path-ordered integrals,
U = P exp
(∮
~A bc (~R) · d~R
)
× exp
(
−1
~
∫ T
0
dt′En(~R(t′))
)
. (316)
It is worth remarking that the system undergoes a SU(2) rotation which depends on the
path taken,
γn = P exp
(∮
~A bc (~R) · d~R
)
. (317)
The latter defines the non-Abelian generalization of the Berry phase factor known as the
Wilson loop.
Compared to the Berry phase which is always associated with a closed path, the Berry
curvature is truly a local quantity. It provides a local description of the geometric properties
of the parameter space while the Berry phase can be identified with the holonomy of the
fiber bundle [Simon].
Also, the Berry curvature also plays the role of a (non-Abelian) magnetic-like field,
which affects the particle dynamics in his neighborhood. A relevant example is provided
with the “Berry” non-Abelian monopole-like fields arising in diatomic molecule systems
[Wilczek 1986], see the next section.
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C. Monopole-like fields in the diatomic molecule
As first investigated by Moody, Shapere and Wilczek [Wilczek 1986], a “truly” non-
Abelian gauge fields mimicking monopole-like fields can arise in a diatomic molecule system.
These come from the non-Abelian generalization [Wilczek 1984] of the Berry gauge poten-
tials. In this case, we consider sets of levels, k -fold degenerate, subjected to adiabatically
varying external parameters. For k = 1 , a single level, we recover the U(1) gauge fields
discussed by Berry and Simon [Berry 1984, Simon]. For k ≥ 2 , the effective gauge fields
take a “truly” non-Abelian form.
The latter can be extended to systems where the slow dynamical variables are no longer
external but are themselves quantized. This is the case, in particular, for the diatomic
molecule where the quantized parameters define nuclear coordinates [Wilczek 1986].
To see this, let us consider a diatom with two atomic nuclei and one or more gravitating
electrons. The study of this system amounts to investigating a many-body problem which
reduces, in the simplest case, to a three-body problem. Neglecting the spin degree of freedom
and the relativistic effects, the Hamiltonian employed in the diatomic molecule system reads
[in units ~ = 1 ],
H( ~Xi, ~xk) =
{
− 1
2mk
n∑
k=1
~∇2xk −
2∑
i=1
1
2Mi
~∇2Xi
}
−
2∑
i=1
n∑
k=1
Zi e
| ~Xi − ~xk|
+
Z1Z2
| ~X1 − ~X2|
+
n∑
j=1
n∑
k>j
e2
|~xj − ~xk| .
(318)
Here the atomic number Zj corresponds to the electric charge of the jth nucleus and the
positions ~Xi and ~xk denote the nuclei and the electrons coordinates, respectively. The
bracketed terms in the Hamiltonian are the kinetic energy of the electron of mass m plus
the kinetic energy of the nuclei of mass Mi , with ~∇xi and ~∇Xk referring to the Laplacians
of the ith electron and of the kth nucleus, respectively. The two following terms in (318)
define the classical Coulomb electron-nuclei interaction and the nucleus-nucleus interaction,
respectively. The remaining term represents the electron-electron interactions.
From now on we consider the simple configuration of the molecular ion H+2 which pos-
sesses only one gravitating electron and two identical hydrogen nuclei. Then, the electric
charge of the nuclei are the same, Z1 = Z2 = Z , and electron-electron interactions van-
ish since only one electron is considered in the present context. The total non-relativistic
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wave function Ψ(~x, ~Xi) of this diatomic molecule system is a solution of the stationary
Schro¨dinger equation,
HΨ(~x, ~Xi) = E Ψ(~x, ~Xi) . (319)
The description of the diatomic molecule properties is commonly made using the Born-
Oppenheimer approximation. Indeed, the Born-Oppenheimer or adiabatic approximation
is applied to separate, in an appropriate way, the electronic motion and the slower nuclei’s
degrees of freedom that couple to it, since Mi  m . To investigate electronic motions, we
first assume that the nuclei positions ~X1 and ~X2 are fixed and correspond to infinite nuclear
masses M1 = M2 = ∞ . Thus for a fixed nuclear configuration, we obtain the electronic
Hamiltonian, Hel , carrying a parametrical dependence on the nuclear relative coordinate
~X12 = ~X1 − ~X2 ,
Hel
(
~x, ~X12
)
= − 1
2m
~∇2~x + V
(
~x, ~X12
)
,
V
(
~x, ~X12
)
= − Ze| ~X1 − ~x|
− Ze| ~X2 − ~x|
+
Z2
| ~X12|
.
(320)
Since ~X12 is just a parameter, then the last term in the previous potential is a constant
and shifts the eigenvalues only by some constant amount. In the context of the Born-
Oppenheimer approximation, we consider also
Ψ(~x, ~Xi) ≈ Ψ(~x, ~X12) , (321)
where the molecular wave function, Ψ(~x, ~X12) , can be expanded into a combination of the
electronic wave function ϕm(~x) and the nuclear wave function χm( ~X12) ,
Ψ(~x, ~X12) =
∑
m
ϕm(~x, ~X12)χm( ~X12) . (322)
Note that the electronic eigenfunction depends implicitly on the nuclear relative coordinate,
~X12 , and the summation index m denote the eventual energy’s degeneracy of the electronic
eigenstate. Hence, the electronic eigenfunction obeys to the electronic stationary Schro¨dinger
equation,
Hel ϕm(~x) = Eel,m ϕm(~x) , (323)
and form a complete set. While when investigating the nuclear motions, we have to consider
the electron as remaining in the same quantum eigenstate so that the nuclear wave function
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is a solution of the Schro¨dinger equation with an effective potential generated by the electron,(
− 1
2M
2∑
i=1
~∇2Xi +Hel +
Z2
| ~X12|
)
χk( ~X12) = E χk( ~X12) . (324)
Let us first investigate the eigenvalues equation (323) for the molecular ion H+2 with the
nuclei located on the orthogonal z -axis [see Figure 7]. We use the spherical coordinates(
r, θ, φ
)
[see Figure 7] to rewrite the electronic Hamiltonian (320) in this coordinate system,
Hel(r, θ, φ) = − 1
2m
1
r
∂2
∂r2
r +
L2
2mr2
+ V (r, θ, φ) ,
V
(
r, θ, φ
) ≡ V (r, θ) = − Ze√
r2 +R22 + 2r R2 cos θ
− Ze√
r2 +R21 − 2r R1 cos θ
.
FIG. 7: Molecular ion H+2 with the set (r, θ, φ) representing spherical coordinates and
{θa, θb, R1, R2, ra, rb} providing us with elliptic coordinate system on the plan.
The Casimir L2 and the projection of the electronic orbital angular momentum Lz read
L2 = − ∂
2
∂θ2
− 1
tan θ
∂
∂θ
− 1
sin2 θ
∂2
∂φ2
, Lz = −i ∂
∂φ
. (325)
Note that the potential, V (r, θ) , which does not depend on the azimuthal angle φ , is
rotationally symmetric around the axis of the nuclei,
[Lz, V (r, θ)] = 0 . (326)
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Since the component of the angular momentum Lz also satisfies,[
Lz, L
2
]
= 0 , (327)
then, (326) and (327) yields the conservation of Lz along the electronic motion,
[Lz, Hel] = 0 . (328)
The eigenvalues of the quantized quantity Lz are given by the eigenvalues equation,
Lz ϕm(r, θ, φ) = mϕm(r, θ, φ) . (329)
The diatomic molecule therefore possesses a privileged direction carried by the axis of the
nuclei [the z -axis]. Thus, Lz , generates an SO(2) symmetry group. Moreover the config-
uration of the nuclei is also invariant under spatial inversion. Consequently the electronic
Hamiltonian, Hel , admits the same symmetry group G as the nuclei’s configuration,
G = SO(2)× (Parity) . (330)
Taking into account the SO(2) symmetry of the diatomic molecule, we can separate the
electronic wave functions, ϕm , under the form of the product,
ϕm
(
r, θ, φ
)
= gm
(
φ
)
f
(
r, θ
)
. (331)
Injecting the expanded form (331) into the eigenvalues equation (329), it is straightforward
to obtain the normalized eigenfunction gm ,
g±m (φ) =
1√
2pi
exp (±imφ) , m ∈ Z . (332)
Now, our task is to investigate the function, f
(
r, θ
)
, appearing as a part of the electronic
wave function ϕm
(
r, θ, φ
)
in (331). To this, we switch to elliptic coordinates, (r, θ) −→
(ξ, η), see Figure 7, 
ξ =
ra + rb
R
, η =
ra − rb
R
,
R = R2 +R1 , ξ ∈ [1, ∞[ , η ∈ [−1, 1] .
(333)
We can now express the potential and the Laplacian operator in elliptic coordinates,
V
(
ξ, η
)
= −4eZ
R
ξ
ξ2 − η2 ,
~∇2 = 4
R2 (ξ2 − η2)
{(
ξ2 − 1) ∂2
∂ξ2
− (η2 − 1) ∂2
∂η2
+2ξ
∂
∂ξ
− 2η ∂
∂η
+
(
1
ξ2 − 1 −
1
η2 − 1
)
∂2
∂φ2
}
,
(334)
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so that the electronic Schro¨dinger equation (323) which takes, in elliptic coordinates, the
form
Hel g±m
(
φ
)
f
(
ξ, η
)
= Eel g±m
(
φ
)
f
(
ξ, η
)
, (335)
separates into{
− 2
mR2
((
ξ2 − 1) ∂2
∂ξ2
+ 2ξ
∂
∂ξ
− m
2
ξ2 − 1
)
− ξ2Eel − 4eZ
R
ξ
+
2
mR2
((
η2 − 1) ∂2
∂η2
+ 2η
∂
∂η
− m
2
η2 − 1
)
+ η2Eel
}
g±m
(
φ
)
f(ξ, η) = 0 .
(336)
Let us note that the dependence on the azimuthal angle has disappeared from the bracketed
terms in (336) and is replaced by the parameter m2 . Consequently, the electronic energy
spectrum depend on m2 ,
Hel ϕ±m = Hel ϕ∓m ⇐⇒ Eel,±m = Eel,∓m , (337)
so that, for m 6= 0 , each electronic level is doubly degenerated. Moreover, it is now clear
that the variables ξ and η separate in the eigenfunctions f(ξ, η) as
f (ξ, η) = f0 (ξ) f1 (η) , (338)
where f0 and f1 are solutions of the following spheroidal wave equations
6,
((
ξ2 − 1) ∂2
∂ξ2
+ 2ξ
∂
∂ξ
+
(
α + γ ξ − p2 ξ2 − m
2
ξ2 − 1
))
f0(ξ) = 0((
η2 − 1) ∂2
∂η2
+ 2η
∂
∂η
+
(
−α + p2 η2 − m
2
η2 − 1
))
f1(η) = 0 .
(339)
Here m2 and α are the separation constants of the differential equation, with
γ = 2Rme2 , p2 = −R
2
2
m Eel . (340)
The bound states are solutions of the Schro¨dinger equation (323) associated with quantized
negative energies, {Eel,m}m∈N .
Collecting our results (332) and (339) provides us with the complete electronic wave
functions,
ϕ±m (ξ, η, φ) = 〈(ξ, η, φ) | ±m〉 = 1√
2pi
f0 (ξ) f1 (η) exp (±imφ) , m ∈ Z . (341)
6 Spheroidal wave equations are generalization of Mathieu differential equations.
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Let us recall that the integer m which corresponds to the eigenvalue of the component
of the angular momentum along the axis of symmetry z is a “good” quantum number,
Lz ϕm = ±Λ0 ϕm , with Λ0 = |m | . (342)
When introducing the electronic spin degree of freedom, Sz , a non-vanishing additional
term can be included, at each nuclear configuration, in the electronic Hamiltonian of the
diatom H+2 , namely
Hso = µLz · Sz , µ ∈ R , (343)
corresponding to the spin-orbit effects. In that event, we can show that Sz and Lz are
separately conserved,
[Sz, Hel] = [Sz, Lz · Sz] = 0
[Lz, Hel] = [Lz, Lz · Sz] = 0 .
(344)
The projection of the total angular momentum, Jz = Lz + Sz , onto the z -axis is therefore
quantized,
Jz ϕ±k (ξ, η, φ) = k ϕ±k (ξ, η, φ) , k = ±Λ , (345)
so that for fixed quantum number Λ0 , the eigenvalue, Λ , associated with Jz takes the two
half-integer values,
Λ = Λ0 − 1
2
, Λ0 +
1
2
. (346)
Consequently, the introduction of the electron spin degree of freedom does not modify the
double degeneracy of the electron system. The novelty here is that even the ground level
Λ0 = 0 remains doubly degenerated. Thus, the electronic wave functions are now charac-
terized by the quantum number Λ ,
ϕ±k (ξ, η, φ) = 〈(ξ, η, φ) | ± k〉 = 1√
2pi
f0 (ξ) f1 (η) exp (±i kφ) , k = ±Λ . (347)
Following the Born-Oppenheimer approximation, after describing the electronic wave func-
tions labeled by the index k with the energy eigenvalues Eel,k which are parametric func-
tion of the relative internuclear coordinate, we are now interested on the nuclear motions
described by the Schro¨dinger equation (324). Let us sandwich (324) between electronic
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eigenstates,
−
∫
d~xϕ?n(~x, ~X12)
( 2∑
i=1
1
2M
~∇2Xi −Hel −
Z2
| ~X12|
)∑
m
ϕm(~x, ~X12)χm( ~X12)
= E
∫
d~xϕ?n(~x, ~X12)
∑
m
ϕm(~x, ~X12)χm( ~X12) .
(348)
Thus, this provides us with
−
2∑
i=1
1
2M
∫
d~xϕ?n(~x, ~X12)~∇2Xi
∑
m
ϕm(~x, ~X12)χm( ~X12)
+Eelχn( ~X12) + Z
2
| ~X12|
χn( ~X12) = Eχn( ~X12) ,
(349)
where the first term can be expanded using the Leibniz rule on differentiation so that we
obtain for |ϕm〉 = |m〉 ,
− 1
2M
(∑
m
〈n|~∇2~X12|m〉χm + 2
∑
m
〈n|~∇ ~X12|m〉~∇χm + ~∇2~X12χn
)
+
(Eel + Z2| ~X12|)χn = Eχn .
Hence, we derive the effective Hamiltonian describing the nuclear motions,
Hnm = − 1
2M
∑
k
(
~∇ ~X12 + 〈n | ~∇ ~X12 | k 〉
)(
~∇ ~X12 + 〈 k | ~∇ ~X12 |m〉
)
+
( Z2
| ~X12|
+ Eel
)
δnm .
In the adiabatic approximation, where the nuclei move slowly when compare to the electronic
motion, the electron has to be considered to remain in the same 2 -fold degenerate nth level.
Consequently, the off-diagonal transition terms are neglected, implying the relevant effective
nuclear Hamiltonian,
H = − 1
2M
(
~∇ ~X12 − i ~A( ~X12)
)2
+ V ( ~X12) ,
with ~A = i〈n | ~∇ ~X12 |n 〉 and V ( ~X12) =
Z2
| ~X12|
+ Eel .
(350)
Here V acts as an effective scalar potential for nuclear motion and the induced gauge
potential ~A is a (2× 2) matrix, since the state |n 〉 belongs to a 2 -fold degenerate level,
see (337) and (346). Hence, ~A transforms as a U(2) gauge potential.
For the nuclear axis in the initial direction given by the polar and azimuthal angles
θ = φ = 0 ,
|n(~ez) 〉 = |n(0, 0) 〉 , (351)
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we can generate a set of eigenstates adapted to nuclei pointing toward (θ, φ) by rotating the
initial eigenstate. Then, the Wigner theorem provides us with the two possible parametriza-
tions,
|n(θ, φ)〉 = exp(iJ3φ) exp(iJ1θ) exp(−iJ3φ)|n(0, 0)〉, for θ 6= pi
˜|n(θ, φ)〉 = exp(iJ3φ) exp(iJ1θ) exp(iJ3φ)|n(0, 0)〉, for θ 6= 0 .
(352)
Note that the two previous parametrizations are linked by
|˜n 〉 = exp(2inφ)|n 〉 . (353)
Thus, the U(2) gauge potentials, which are defined on the space spanned by the electronic
eigenstate, depend on the geometry of the 2 -fold degenerate eigenstate space so that
Ar = i〈n(r, θ, φ) | ∂r |n(r, θ, φ)〉
Aθ = i〈n(r, θ, φ) | ∂θ |n(r, θ, φ)〉
Aφ = i〈n(r, θ, φ) | ∂φ |n(r, θ, φ)〉 .
(354)
Performing the calculation in the case of the θ 6= pi parametrization 7 leads to
Ar = 0 ,
Aθ = 〈n (0, 0) | − cosφJ1 + sinφJ2 |n (0, 0) 〉 ,
Aφ = 〈n (0, 0) | (1− cos θ) J3 + sin θ (sinφJ1 + cosφJ2) |n (0, 0) 〉 .
(355)
We posit,
J1 = aσ1, J2 = bσ2, J3 = cσ3 , (356)
and we obtain by direct calculation the shape of the non-vanishing gauge potentials induced
by nuclear rotations,
Aθ = −a cosφσ1 + b sinφσ2 ,
Aφ = sin θ (a sinφσ1 + b cosφσ2) + c (1− cos θ)σ3 .
(357)
The corresponding field strength, Fθφ , reads
Fθφ = α sin θ σ3 + (cos θ − 1) (β cosφσ2 + γ sinφσ1) , (358)
7 The procedure is exactly the same for the parametrization with θ 6= 0 .
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where α, β and γ satisfy the relations,
α = c− 2ab , β = b− 2ac , γ = a− 2bc . (359)
Let us now inquire about the real nature of the U(2) gauge potentials (357) induced by
nuclear motions. Are these imbedded Abelian gauge fields into U(2) ? or not? To respond
to this question, let us recall that a field strength,
F ′θφ = mσ1 + nσ2 + pσ3 , (360)
can always be gauge-transformed so that it points in one single direction σ1 , σ2 or σ3 say.
In the present context, we search for gauge transformations which rotate the field strength
(360) in the “Abelian” direction σ3 ,
Fθ,φ = fσ3 , f 6= 0 . (361)
In the limiting case where f = 0 , i.e. in the null field strength configuration, the gauge
potentials are pure gauge. Then, the gauge potentials must be gauge equivalent to that of
the vacuum.
We are looking for matrices U taking values in U(2),
U =
 A B
C D
 , (362)
so that Fθφ = UF ′θφ U−1 . Consequently, we derive from (IV C) the series of constraints to
be solved
(S) :

(p− f)A+ (m+ in)B = 0
(m− in)A− (f + p)B = 0
(m− in)C + (f − p)D = 0
(f + p)C + (m+ in)D = 0 .
(363)
The constraints (S) can be solved provided its determinant vanished,
det(S) = 0 ⇐⇒ f 2 = m2 + n2 + p2 . (364)
We then obtain an equivalence between the length of Fθφ and F ′θφ which express as con-
servation of the length of the field strength under a gauge transformation . Solving the
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constraints (S) , for f 6= 0 , yields
U =
√
f + p
2f
 exp (iµ)
m− in
f + p
exp
(
iµ
)
−m+ in
f + p
exp
(
iν
)
exp (iν)

with arbitrary real constants
µ = arg
(
A
)
, ν = arg
(
D
)
. (365)
Applying the previous gauge transformation to (358) and (357) we must take
m = γ sinφ
(
cos θ − 1)
n = β cosφ
(
cos θ − 1)
p = α sin θ ,
(366)
so that the length of the field strength reads
f 2
(
θ, φ
)
= α2 sin2 θ +
(
cos θ − 1)2(γ2 sin2 φ+ β2 cos2 φ) . (367)
Without loss of generality, we can choose [Wilczek 1986, Rho 1992],
α =
1
2
(
1− κ2) , β = γ = 0 8 with κ ∈ R 9 , (368)
so that applying the gauge transformation on the Berry potentials (357),
A˜θ = U
(
Aθ + i∂θ
)
U−1
A˜φ = U
(
Aφ + i∂φ
)
U−1 ,
(369)
provides us with the gauge-equivalent potentials,
A˜θ = ∓|κ|
2
 0 ei
(
µ−ν+φ
)
ei
(
ν−µ−φ
)
0
 , (370)
and
A˜φ =

1
2
(1− cos θ) ∓ i
2
|κ| sin θ ei(µ−ν+φ)
± i
2
|κ| sin θ ei(ν−µ−φ) −1
2
(1− cos θ)
 . (371)
8 This choice implies that a = b = 〈+|J1|−〉 = ± 12 |κ| and c = 12 .
9 Since the electronic eigenstates are not eigenfunctions of angular momentum, but only of J3 , κ can take
any real value.
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It is now clear that the Berry gauge potentials (357) or (370) and (371) become “Abelianized”
gauge potential for κ = 0 . In that event, they represent a Dirac monopole field of unit charge
imbedded into U(2) ,
A˜θ = 0 , A˜φ =
1
2
(1− cos θ)σ3 . (372)
For |κ| 6= 0 , we obtain the truly non-Abelian case, where the off-diagonal terms can not be
eliminated 10, 
A˜θ = ∓|κ|
2
(
cosφσ1 − sinφσ2
)
,
A˜φ = ±|κ|
2
sin θ
(
sinφσ1 + cosφσ2
)
+
1
2
(
1− cos θ)σ3 . (373)
The corresponding field strength is
F˜θφ =
1
2
(
1− κ2) sin θσ3 . (374)
The field strength (374) superficially resembles to that of a monopole field but the interpre-
tation is quite different. Indeed, |κ| 6= 0 is not quantized here and the gauge fields induced
by nuclear motions of the diatomic molecule are truly non-Abelian [Wilczek 1986]. See also
[Zygelman 1990].
Note that when κ = ±1 , the field strength vanishes and (373) is a gauge transform of
the vacuum.
Our next step is to present the monopole-like field (373) in a more convenient “hedgehog”
form. This can be achieved, by applying a suitable gauge transformations [Jackiw 1986] to
the diatomic molecule gauge potential (373). Finally, the Berry gauge potential mimics the
structure of a non-Abelian monopole [’t Hooft 1974, Polyakov 1974],
A˜ ai = (1− κ)iaj
xj
r2
, F˜ aij = (1− κ2)ijk
xkxa
r4
. (375)
Note the presence of the unquantized constant factor (1− κ2) in the above magnetic field.
Classical dynamics and conserved quantities
Now we turn to investigating the symmetries of an isospin-carrying particle, with unit
charge, evolving in the monopole-like field of the diatom (375) plus a scalar potential. The
10 Here we fixed µ = ν .
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Hamiltonian describing the dynamics of this particle is expressed as
H = ~pi
2
2
− (g/4)ijkF˜ aij Sk + V (~x, Ia) , pii = pi − A˜ai Ia , (376)
where the spin-rotation coupling disappears when we study particle carrying null gyromag-
netic ratio, g = 0 . The resulting Hamiltonian has the same form of that of a scalar particle
11 evolving in the same magnetic field. We define the covariant Poisson-brackets as
{
M,N
}
= DjM
∂N
∂pij
− ∂M
∂pij
DjN + IaF˜ ajk
∂M
∂pij
∂N
∂pik
− abc∂M
∂Ia
∂N
∂IbI
c , (377)
where Dj is the covariant derivative,
Djf = ∂jf − abcIaA˜bj
∂f
∂Ic . (378)
The commutator of the covariant derivatives is recorded as
[Di, Dj] = −abcIaF˜ bij
∂
∂Ic . (379)
The non-vanishing brackets are
{xi, pij} = δij , {pii, pij} = IaF˜ aij , {Ia, Ib} = −abcIc , (380)
and the equations of motion governing an isospin-carrying particle in the static non-Abelian
gauge field (375) read 
x¨i − IaF˜ aij x˙j +DiV = 0 ,
I˙a + abc Ib
(
A˜cj x˙
j − ∂V
∂Ic
)
= 0 .
(381)
The first equation in (381) describes the 3D real motion implying a generalized Lorentz force
plus an interaction with the scalar potential; while the second equation is the Kerner-Wong
equation augmented with a scalar field interaction. The latter describes, as expected, the
isospin classical motion.
Let us now recall the van Holten procedure yielding the conserved quantities. The con-
stants of the motion are expanded in powers of the momenta,
Q(~x, ~I, ~pi) = C(~x, ~I) + Ci(~x, ~I)pii + 1
2!
Cij(~x, ~I)piipij + · · · , (382)
11 i.e. particle without spin.
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and we require Q to Poisson-commute with the Hamiltonian,
{Q, H = ~pi
2
2
+ V (~x, Ia)} = 0 . (383)
We therefore get the set of constraints which have to be solved,
CiDiV + abcIa ∂C
∂Ib
∂V
∂Ic = 0, o(0)
DiC = IaF˜ aijCj + CijDjV + abcIa
∂Ci
∂Ib
∂V
∂Ic , o(1)
DiCj +DjCi = Ia(F˜ aikCkj + F˜ ajkCki) + CijkDkV + abcIa
∂Cij
∂Ib
∂V
∂Ic , o(2)
DiCjk +DjCki +DkCij = Ia(F˜ ailCljk + F˜ ajlClki + F˜ aklClij)
+CijklDlV + abcIa∂Cijk
∂Ib
∂V
∂Ic , o(3)
...
...
...
(384)
Turning to the zeroth-order conserved charge, we note that, for κ 6= 0, the used-to-be
electric charge,
Q =
~x · ~I
r
, (385)
is not more covariantly conserved in general,
{
Q,H} = ~pi · ~DQ, DjQ = κ
r
(
Ij −Qxj
r
)
. (386)
An exception occurs when the isospin is aligned into the radial direction, as seen from (386).
A detailed calculation shows that the equation DjQ = 0 can only be solved, for imbedded
Abelian monopole field, when κ = 0,±1 .
Nor is Q2 conserved, {
Q2,H} = 2κQ(~pi · ~DQ) . (387)
Note for further reference that, unlike Q2, the length of the isospin, I2, is conserved,
{H, I2} = 0 .
The monopole-like gauge field (375) is rotationally symmetric and an isospin-carrying
particle moving in it admits a conserved angular momentum [Wilczek 1986, Jackiw 1986].
Its form is, however, somewhat unconventional, and we re-derive it, therefore, in detail
[Ngome 02/2009].
86
1) We start our investigation with conserved quantities which are linear in the covariant
momentum. We have therefore
Cij = Cijk = · · · = 0 , (388)
so that the series of constraints (384) reduce to
CiDiV + abcIa ∂C
∂Ib
∂V
∂Ic = 0 , o(0)
DiC = IaF˜ aijCj + abcIa
∂Ci
∂Ib
∂V
∂Ic , o(1)
DiCj +DjCi = 0 . o(2)
(389)
We use the Killing vector generating spatial rotations,
~C = ~n× ~x . (390)
Choosing V = V (r), we see that, again due to the non-conservation of Q , DjV 6= 0 in
general. The zeroth-order condition ~C · ~DV = 0 in (389) is, nevertheless, satisfied when
V is a radial function independent of ~I , since then ~DV = ~∇V , which is perpendicular to
infinitesimal rotations, ~C.
Evaluating the right hand side of the first-order constraint of (389) with F˜ ajk as given in
(375), the equation to be solved becomes
DiC = (1− κ2)Q
r
(
(~n · ~x
r
)
xi
r
− ni
)
. (391)
In the Wu-Yang case, κ = 0, this equation was solved by C = −~n · Q~x
r
. But for κ 6= 0 ,
the electric charge, Q , is not conserved, and using (386), (391), as well as the relations
Di
(
~I · ~n) = (1− κ)(Q
r
ni − ~n · rˆ
r
Ii
)
,
Di
(
Q~n · ~x
r
)
=
Q
r
(
ni − (1 + κ)(~n · rˆ)xi
r
)
+
κ
r
(~n · rˆ)Ii
IaF aij = (1− κ2)Q
ijkxk
r3
,
(392)
we find,
−(1− κ)Di
(
Q~n · ~x
r
)
= κDi
(
~I · ~n)+DiC.
This allows us to infer that
C = −
(
(1− κ)Q ~x
r
+ κ~I
)
· ~n . (393)
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The conserved angular momentum is, therefore,
~J = ~x× ~pi − ~Ψ ,
~Ψ = (1− κ)Q ~x
r
+ κ~I = Q ~x
r
+ κ
(
~x
r
× ~I
)
× ~x
r
,
(394)
consistently with the results in [Jackiw 1986, Rho 1992]. Moody, Shapere and Wilczek
[Wilczek 1986] found the correct expression, (394), for κ = 0 but, as they say it, “they
are not aware of a canonical derivation when κ 6= 0”. Our construction here is an alter-
native to that of Jackiw [Jackiw 1986], who obtained it using the method of Reference
[Jackiw-Manton 1980]. In his approach, based on the study of symmetric gauge fields
[Forga´cs-Manton 1980], each infinitesimal rotation, (390), is a symmetry of the monopole in
the sense that it changes the potential by a surface term.
It is worth noting that comparison with the Wu-Yang case yields the “replacement rule”,
Q
~x
r
→ ~Ψ. (395)
For κ = 0 we recover the Wu-Yang expression (283). Eliminating ~pi in favor of ~p − ~A = ~pi
allows us to rewrite the total angular momentum as
~J = ~x× ~p− ~I , (396)
making manifest the celebrated “spin from isospin term” [Jackiw 1976].
Alternatively, a direct calculation, using the same formulae (386)-(392), allows us to
confirm that ~J commutes with the Hamiltonian, {Ji,H} = 0.
Multiplying (394) by
~x
r
yields, once again, the relation (290) i.e.,
~J · ~x
r
= −Q , (397)
the same as in the Wu-Yang case. This is, however, less useful as before, since Q is not a
constant of the motion so that the angle between ~J and the radius vector, ~x(t), is not more
a constant. The components of the angular momentum (394) close, nevertheless, to so(3) ,{
Ji, Jj
}
= ijkJk . (398)
In addition of ~J , it is worth mentioning that the Casimir
J2 =
(
~x× ~pi)2 + (1− κ)2Q2 − κ2~I2 − 2κ ~J · ~I (399)
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is obviously conserved since the angular momentum of the diatom is conserved (394).
2) Returning to the van Holten algorithm, quadratic conserved quantities are sought by
taking
Cijk = Cijkl · · · = 0 . (400)
Consequently (384) reduces to
CiDiV + abcIa ∂C
∂Ib
∂V
∂Ic = 0, o(0)
DiC = IaF˜ aijCj + CijDjV + abcIa
∂Ci
∂Ib
∂V
∂Ic , o(1)
DiCj +DjCi = Ia(F˜ aikCkj + F˜ ajkCki) + abcIa
∂Cij
∂Ib
∂V
∂Ic , o(2)
DiCjk +DjCki +DkCij = 0 . o(3)
(401)
We consider the rank- 2 Killing tensor,
Cij = 2δijx
2 − 2xixj , (402)
which satisfies the third-order constraint of (401). Injecting (402) into the second-order
constraint yields,
DiCj +DjCi = 0 , (403)
which can be solved by taking Ci = 0 . For radial potentials independent of ~I, it is straight-
forward to satisfy the first- and the zeroth-order constraints of (401) with C = 0 . Thus, we
obtain the conserved Casimir,
L2 =
(
~x× ~pi)2 = x2~pi2 − (~x · ~pi)2 , (404)
which is the square of the non-conserved orbital angular momentum, ~L = ~x× ~pi .
Since J2 and L2 are both conserved, it is now straightforward to identify the charge,
Γ = J2 − L2 = (1− κ)2Q2 − κ2~I2 − 2κ ~J · ~I , (405)
which is conserved along the motion in the monopole-like field of diatomic molecule. It is
worth noting that the charge Γ corresponds, in the Abelian limit with κ = 0 , to the square
of the electric charge. As the constants of the motion ~J , J2 and L2 , the charge Γ is
conserved for any radially symmetric potential, V (r) .
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Note that Γ can also be obtained by using the Killing vector,
~C = 2κ
(
~x× ~I) , (406)
into the van Holten algorithm (389).
Let us now decompose the covariant momentum, into radial and transverse components,
with the vector identity,
(~pi)2 = (~pi · ~x
r
)2 + (~pi × ~x
r
)2 = pi2r +
L2
r2
. (407)
This hence allows us to express the diatomic molecule Hamiltonian (376) as
H = 1
2
(~pi · ~x
r
)2 +
J2
2r2
−
{
(1− κ)2Q2 − κ2I2 − 2κ ~J · ~I
2r2
}
+ V (r) . (408)
Suggesting that the charge takes the fixed value Q2 = I2 = 1/4 , Jackiw found a similar
decomposition as (408) [Jackiw 1986], but this is, however, only legitimate when κ = 0 ,
since Q2 is not conserved for κ 6= 0 .
For κ 6= 0 , the “good” approach is to recognize the fixed charge Γ , which yields the nice
decomposition,
H = 1
2
(~pi · ~x
r
)2 +
J2
2r2
− Γ
2r2
+ V (r) . (409)
Let us underline that the effective field of a diatomic molecule provides us with an in-
teresting generalization of the Wu-Yang monopole. For κ 6= 0,±1, it is truly non-Abelian,
i.e., not reducible to one on an U(1) bundle. No covariantly constant direction field, and,
therefore, no conserved electric charge does exist in this case.
The field is nevertheless radially symmetric, but the conserved angular momentum (394)
has a non-conventional form.
In bundle terms, the action of a symmetry generator can be lifted to the bundle so that it
preserves the connection form which represents the potential. But the group structure may
not be conserved; this requires another, consistency condition [Jackiw-Manton 1980], which
may or may not be satisfied. In the diatomic case, it is not satisfied when κ 6= 0, ±1.
Is it possible to redefine the “lift” so that the group structure be preserved ? In the
Abelian case, the answer can be given in cohomological terms [Duval 1982]. If this obstruc-
tion does not vanish, it is only a central extension that acts on the bundle.
In the truly non-Abelian case, the consistency condition involves the covariant, rather
than ordinary derivative and covariantly constant sections only exist in exceptional cases –
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namely when the bundle is reducible. Thus, only some (non-central extension) acts on the
bundle.
It is worth noting that for κ 6= 0 the configuration (375) does not satisfy the vacuum Yang-
Mills equations. It only satisfies indeed with a suitable conserved current [Jackiw 1986],
DiFik = jk, ~ = κ(1− κ
2)
r4
~x× ~T , (410)
Interestingly, this current can also be produced by a hedgehog Higgs field,
jk =
[DkΦ,Φ], Φa = √1− κ2
r
xa
r
. (411)
For κ = 0 , it is straightforward to derive the conserved Runge-Lenz vector since this case
is exactly equivalent to the Wu-Yang case, an imbedded Abelian monopole. For κ 6= 0 ,±1,
we derived a new conserved charge, namely Γ , which has an unconventional form, see (405).
In the limit case κ = 0 , this conserved charge reduces to Γ = Q2 ; while for κ = ±1 , we
obtain Γ ∼ ~L · ~I .
Let us emphasize that the derivation of the non-Abelian field configuration (375) from
molecular physics [Wilczek 1986] indicates that our analysis may not be of purely aca-
demic interest. The situation could well be analogous to what happened before with the
non-Abelian Aharonov-Bohm experiment, first put forward and studied theoretically in
[Wu Yang 1975, Horva´thy 04/1985], but which became recently accessible experimentally,
namely by applying laser beams to cold atoms [ O¨hberg 2005, O¨hberg 2007, Dalibard et al.].
A similar technique can be used to create non-Abelian monopole-type fields [Dalibard et al.].
V. SUPERSYMMETRIC EXTENSION OF THE VAN HOLTEN ALGORITHM
We investigate the super and dynamical symmetries of a fermion in external magnetic
fields using a SUSY extension of the van Holten framework, based on Grassmann-valued
Killing tensors.
A. Supersymmetry of the monopole
In this section, we investigate the super- and the dynamical symmetries of fermions in a
D -dimensional monopole background. Following an interesting result of D’Hoker and Vinet
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[D’Hoker 1984], a non-relativistic spin-1
2
charged particle with gyromagnetic ratio g = 2
interacting with a point magnetic monopole, admits an osp(1|2) supersymmetry. This was
also seen in the following papers [Gibbons 1993, DeJonghe 1995, Rietdijk, Horva´thy 2000,
Plyushchay 2000, Plyushchay 04/2000, Leiva 2003, Horva´thy 2005].
Later, Fehe´r [Fehe´r 1987] has shown that a g = 2 spin-particle in a monopole field does
not admit a Runge-Lenz type dynamical symmetry.
Another, surprising, result of D’Hoker and Vinet [D’Hoker 01/1985, D’Hoker 09/1985,
D’Hoker 04/1986] says, however, that a non-relativistic spin-1
2
charged particle with anoma-
lous gyromagnetic ratio g = 4 , interacting with a point magnetic monopole plus a Coulomb
plus a fine-tuned inverse-square potential, does have such a dynamical symmetry. This is to
be compared with the one about the O(4) symmetry of a scalar particle in such a combined
field [Mcintosh 1970, Zwanziger 1968]. Replacing the scalar particle by a spin 1/2 particle
with gyromagnetic ratio g = 0, one can prove that two anomalous systems, the one with
g = 4 and the one with g = 0 are, in fact, superpartners [Fehe´r 1988]. Note that for both
particular g-values, one also has an additional o(3) “spin” symmetry.
On the other hand, it has been shown by Spector [Spector] that the N = 1 supersym-
metry only allows g = 2 and no scalar potential. Runge-Lenz and SUSY appear, hence,
inconsistent.
We study the bosonic as well as supersymmetries of the Pauli-type Hamiltonian,
Hg =
~Π2
2
− eg
2
~S · ~B + V (r) , ~Π = ~p− e ~A , (412)
which describes the motion of a fermion with spin ~S and electric charge e , in the combined
magnetic field, ~B , plus a spherically symmetric scalar field V (r), which also includes a
Coulomb term (a “dyon” in what follows). In the Hamiltonian (412), ~Π denotes the gauge
covariant momentum and the constant parameter g represents the gyromagnetic ratio of
the spinning particle.
Let us first describe the Hamiltonian dynamics, defined by (412), of the charged spin-1
2
particle, moving in the flat manifold MD+d . Note that MD+d is the extension of the
bosonic configuration space MD by a d -dimensional internal space carrying the fermionic
degrees of freedom [Cariglia]. The (D + d)-dimensional space MD+d is described by the
local coordinates (xµ, ψa) where µ = 1, · · · , D and a = 1, · · · , d . The motion of the
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spin-particle is, therefore, described by the curve
τ → (x(τ), ψ(τ)) ∈ MD+d . (413)
We choose D = d = 3 and we focus our attention to the spin-1
2
charged particle inter-
acting with the static U(1) monopole background,
~B = ~∇× ~A = q
e
~x
r3
, (414)
so that the system is defined by the Hamiltonian (412). We introduce the covariant hamilto-
nian formalism extending van Holten’s framework to fermions. The basic phase-space reads
(xj,Πj, ψ
a) , where the variables ψa transform as tangent vectors and satisfy the Grassmann
algebra,
ψiψj + ψjψi = 0 . (415)
The internal angular momentum of the particle can also be described in terms of vector-like
Grassmann variables,
Sj = − i
2
jklψ
k ψl . (416)
Defining the covariant Poisson-Dirac brackets for functions f and h of the phase-space as{
f, h
}
= ∂jf
∂h
∂Πj
− ∂f
∂Πj
∂jh+ eFij
∂f
∂Πi
∂h
∂Πj
+ i(−1)af ∂f
∂ψa
∂h
∂ψa
, (417)
where af = (0, 1) is the Grassmann parity of the phase-space function f and the magnetic
field reads Bi = (1/2)ijkFjk . It is straightforward to obtain the non-vanishing fundamental
brackets, {
xi, Πj
}
= δij,
{
Πi, Πj
}
= e Fij,
{
ψi, ψj
}
= −i δij , (418){
Si, Gj
}
=  ijk G
k with Gk = ψk, Sk . (419)
It follows that, away from the monopole’s location, the Jacobi identities are verified
[Jackiw 1985, Chaichian 2009]. Thus, the equations of motion can be obtained in this co-
variant Hamiltonian framework 12,
~˙G =
eg
2
~G× ~B , (420)
~˙Π = e ~Π× ~B − ~∇V (r) + eg
2
~∇
(
~S · ~B
)
. (421)
12 The dot means derivative w.r.t. the evolution parameter, ddτ .
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Equation (420) shows that the fermionic vectors ~S and ~ψ are conserved when the spin and
the magnetic field are uncoupled, i.e. for vanishing gyromagnetic ratio, g = 0 . Note that,
in addition to the magnetic field term, the Lorentz equation (421) also involves a potential
term augmented with a spin-field interaction term (Stern and Gerlach term).
We now proceed by deducing, in a classical framework, the supersymmetries and con-
servation laws of the system (412), using the SUSY extension of the van Holten algorithm
[Ngome 03/2010] developed in section II B. What is new here is that the generators of SUSY
are Grassmann-valued Killing tensors. We expand the phase-space function, associated with
one (super)symmetry, in powers of the covariant momenta,
Q
(
~x, ~Π, ~ψ
)
= C(~x, ~ψ) +
n−1∑
k=1
1
k!
Ci1···ik(~x, ~ψ) Πi1 · · ·Πik . (422)
Note the dependence on Grassmann variables of the tensors C(~x, ~ψ) . Requiring that Q
Poisson-commutes with the Hamiltonian,
{Hg,Q} = 0 , implies the series of constraints,
Ci∂iV +
ieg
4
ψlψmCj∂jFlm − eg
2
ψm
∂C
∂ψa
Fam = 0, o(0)
∂jC = Cjk∂kV + eFjkCk +
ieg
4
ψlψmCjk∂kFlm − eg
2
ψm
∂Cj
∂ψa
Fam, o(1)
∂(jCk) = Cjkm∂mV + e (FjmCmk + FkmCmj)
+
ieg
4
ψlψmCijk∂iFlm − eg
2
ψm
∂Cjk
∂ψa
Fam, o(2)
∂(jCkl) = Cjklm∂mV + e (FjmCmkl + FlmCmjk + FkmCmlj)
+
ieg
4
ψmψnCijkl∂iFmn − eg
2
ψm
∂Cjkl
∂ψa
Fam , o(3)
...
...
...
(423)
This series of constraint can be truncated at a finite order n provided the higher order
constraint becomes a Killing equation. The zeroth-order equation can be interpreted as
a consistency condition between the potential and the (super)invariant. Apart from the
zeroth-order constants of the motion, i.e., such that do not depend on the momentum, all
other order-n (super)invariants are deduced by the systematic method (423) implying rank-
n Killing tensors. Each Killing tensor solves the higher order constraint of (423) and can
therefore generate a (super)invariant.
We focus our attention on searching for conserved quantities which are linear or quadratic
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in the covariant momenta. Thus, we have to determine generic Grassmann-valued Killing
tensors of rank-one and rank-two.
• Let us first consider the Killing equation,
∂jC
k(~x, ~ψ) + ∂kC
j(~x, ~ψ) = 0 . (424)
Following Berezin and Marinov [Berezin], any tensor which takes its values in the Grassmann
algebra may be represented as a finite sum of homogeneous monomials,
Ci(~x, ~ψ) =
∑
k≥0
Cia1···ak(~x)ψa1 · · ·ψak , (425)
where the coefficients tensors, Cia1···ak , are completely anti-symmetric in the fermionic indices
{ak} . The tensors (425) satisfy (424), from which we deduce that their (tensor) coefficients
satisfy (
∂jCka1···am(~x) + ∂kCja1···am(~x)
)
ψa1 · · ·ψam = 0 =⇒ ∂i∂jCka1···am(~x) = 0 , (426)
providing us with the most general rank-1 Grassmann-valued Killing tensor
Ci(~x, ~ψ) =
∑
k≥0
(
M ij xj +N i
)
a1···akψ
a1 · · ·ψak , M ij = −M ji , (427)
where N i and the antisymmetric M ij define constant tensors.
• Let us now construct the rank-2 Killing tensors which solve the Killing equation,
∂jC
kl(~x, ~ψ) + ∂lC
jk(~x, ~ψ) + ∂kC
lj(~x, ~ψ) = 0 . (428)
Considering the expansion in terms of Grassmann degrees of freedom [Berezin] of the Killing
tensor Cjk(~x, ~ψ) , we get the coefficients tensors Cija1···ak which are constructed as sym-
metrized products [Gibbons 1987] of Yano-type Killing tensors, CiY (~x) , associated with the
rank-1 Killing tensors Ci(~x) obtained by (426),
Cija1···ak(~x) =
1
2
(
CiY C˜jY + C˜iY CjY
)
a1···ak
. (429)
It is worth noting that the Killing tensor defined in (429) is symmetric in its bosonic indices
and anti-symmetric in the fermionic indices. Thus, we obtain
Cij(~x, ~ψ) =
∑
k≥0
(
M
(i
lnM˜
j)n
m x
lxm +M
(i
lnN˜
j)nxl
+N (inM˜
j)n
m x
m +N (inN˜
j)n
)
a1···ak
ψa1 · · ·ψak ,
(430)
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where M ijk , M˜
ij
k , N
j
k and N˜
j
k are skew-symmetric constants tensors. Then one can verify
with direct calculations that (427) and (430) satisfy Killing equations.
Having constructed the generic Killing tensors (427) and (430) generating constants of
the motion, we can now describe the supersymmetries of the Pauli-like Hamiltonian (412).
To start, we search for momentum-independent invariants, i.e. which are not derived from
a Killing tensor, Ci = Cij = · · · = 0 . In that event, the system of equations (423) reduces
to the two constraints,  gψ
m∂Qc(~x, ~ψ)
∂ψa
Fam = 0 , o(0)
∂iQc(~x, ~ψ) = 0 . o(1)
(431)
For g = 0 , which means no spin-gauge field coupling, it is straightforward to see that
the spin vector, in particular, and all arbitrary functions f
(
~ψ
)
which depend only on the
Grassmann variables are conserved along the motion.
For nonvanishing gyromagnetic ratio g, only the “chiral” charge
Qc = ~ψ · ~S (432)
remains conserved. The “chiral” charge Qc can be considered as the projection of the
internal angular momentum, ~S, onto the internal trajectory ψ(τ) . Thus, Qc can be viewed
as the internal analogue of the projection of the angular momentum, in bosonic sector, onto
the classical trajectory x(τ) .
Let us now construct superinvariants linear in the covariant momentum. Cij = · · · = 0
such that (423) becomes
Ci ∂iV +
ieg
4
ψlψmCj(~x, ~ψ) ∂jFlm − eg
2
ψm
∂C(~x, ~ψ)
∂ψa
Fam = 0 , o(0)
∂jC(~x, ~ψ) = eFjkC
k(~x, ~ψ)− eg
2
ψm
∂Cj(~x, ~ψ)
∂ψa
Fam , o(1)
∂jC
k(~x, ~ψ) + ∂kC
j(~x, ~ψ) = 0 . o(2)
(433)
Choosing the non-vanishing term N ja = δ
j
a , in the general rank-1 Killing tensor (427),
provides us with the rank-1 Killing tensor generating the supersymmetry transformation,
Cj(~x, ~ψ) = δja ψ
a . (434)
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By substitution of this Grassmann-valued Killing tensor into the first-order equation of (433)
we get
~∇C(~x, ~ψ) = q
2
(g − 2) ~x×
~ψ
r3
. (435)
Consequently, a solution C(~x, ~ψ) = 0 of (435) is only obtained for a fermion with ordinary
gyromagnetic ratio
g = 2 . (436)
Thus we obtain, for V (r) = 0 , the Grassmann-odd supercharge generating the N = 1
supersymmetry of the spin-monopole field system,
Q = ~ψ · ~Π , {Q, Q} = −2iH2 . (437)
For nonvanishing potential, V (r) 6= 0 , the zeroth-order consistency condition of (433) is
expressed as 13
V ′(r)
~ψ · ~x
r
= 0 . (438)
Consequently, adding any spherically symmetric potential V (r) breaks the supersymmetry
generated by the Killing tensor Cj = δja ψ
a : N = 1 SUSY requires an ordinary gyromagnetic
factor, and no additional radial potential is allowed [Spector].
Another Killing tensor deduced from (427) is obtained by considering the particular case
with the non-null tensor N ja1a2 = 
j
a1a2
. This leads to the rank-1 Killing tensor,
Cj(~x, ~ψ) = jabψ
aψb . (439)
In this case, the first-order constraint of (433) is solved byC(~x, ~ψ) = 0 , provided the gy-
romagnetic ratio takes the value g = 2 . For vanishing potential, it is straightforward to
verify the zeroth-order consistency constraint and therefore to obtain the Grassmann-even
supercharge,
Q1 = ~S · ~Π , (440)
defining the “helicity” of the spinning particle. As expected, the consistency condition of
superinvariance under (440) is again violated for V (r) 6= 0 , breaking the supersymmetry of
the Hamiltonian H2 , in (437).
13 We use the identity SkGj∂jB
k = ψlψmGj∂jFlm = 0 .
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Let us now consider the rank-1 Killing vector,
Cj(~x, ~ψ) =
(
~S × ~x)j , (441)
obtained by putting M ija1a2 = (i/2)
kij ka1a2 into the generic rank-1 Killing tensor (427).
The first-order constraint is satisfied with C(~x, ~ψ) = 0 , provided the particle carries gyro-
magnetic ratio g = 2. Thus, we obtain the supercharge,
Q2 = (~x× ~Π) · ~S , (442)
which, just like those in (437) and (440) only appears when the potential is absent, V = 0.
We consider the SUSY given when M ija = 
ij
a so that the Killing tensor (427) reduces to
Cj(~x, ~ψ) = −jkaxkψa . (443)
The first-order constraint of (433) is solved with C(~x, ~ψ) =
q
2
(g − 2)
~ψ · ~x
r
. The zeroth-order
consistency condition is, in this case, identically satisfied for an arbitrary radial potential.
We have thus constructed the Grassmann-odd supercharge,
Q3 = (~x× ~Π) · ~ψ + q
2
(g − 2)
~ψ · ~x
r
, (444)
which is still conserved for a particle carrying an arbitrary gyromagnetic ratio g . Note,
that this supercharge generalizes the one obtained in the restricted case with g = 2
[DeJonghe 1995]. See also [Horva´thy 2000].
Now we turn to invariants which are quadratic in the covariant momentum. For this, we
solve the reduced series of constraints,
Ci∂iV +
ieg
4
ψlψmCj∂jFlm − eg
2
ψm
∂C
∂ψa
Fam = 0, o(0)
∂jC = C
jk∂kV + eFjkC
k +
ieg
4
ψlψmCjk∂kFlm − eg
2
ψm
∂Cj
∂ψa
Fam, o(1)
∂jC
k + ∂kC
j = e
(
FjmC
mk + FkmC
mj
)− eg
2
ψm
∂Cjk
∂ψa
Fam , o(2)
∂jC
km + ∂mC
jk + ∂kC
mj = 0 . o(3)
(445)
We first observe that Cij(~x, ~ψ) = δij is a constant Killing tensor. Solving the second- and
the first-order constraints of (445), we obtain
Cj(~x, ~ψ) = 0 and C(~x, ~ψ) = V (r)− eg
2
~S · ~B , (446)
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respectively. The zeroth-order consistency condition is identically satisfied so we obtain the
conserved energy of the spinning particle,
E = 1
2
~Π2 − eg
2
~S · ~B + V (r) . (447)
Next, we introduce the nonvanishing constants tensors, M ijk = ijk , N˜ ija = −ija , into
(430) in order to derive the rank-2 Killing tensor with the property,
Cjk(~x, ~ψ) = 2 δjk(~x · ~ψ)− xjψk − xkψj . (448)
Injecting the Killing tensor (448) into (445), we satisfy the second-order constraints with
~C(~x, ~ψ) =
q
2
(2− g)
~ψ × ~x
r
. (449)
To deduce the integrability condition of (445), we require, in the first-order constraint, the
vanishing of the commutator,
[∂i, ∂j]C(~x) = 0 =⇒ ∆
(
V (r)− (2− g)2 q
2
8r2
)
= 0 . (450)
Then the Laplace equation (450) provides us with the most general form of the potential
admitting a Grassmann-odd charge quadratic in the velocity, namely with
V (r) = (2− g)2 q
2
8r2
+
α
r
+ β . (451)
Consequently, we solve the first-order constraint with
C(~x, ~ψ) =
(α
r
− eg~S · ~B
)
~x · ~ψ , (452)
so that the zeroth-order consistency constraint is identically satisfied. Collecting our results
leads to the Grassmann-odd conserved charge quadratic in the velocity [Ngome 03/2010],
Q4 =
(
~Π× (~x× ~Π)
)
· ~ψ + q
2
(2− g) ~x×
~Π
r
· ~ψ +
(α
r
− eg~S · ~B
)
~x · ~ψ . (453)
Let us underline that the conserved charge Q4 which is not a square root of the Hamiltonian
Hg remains conserved without restriction on the gyromagnetic factor, g . We can also remark
that for g = 0 , this charge coincides with the scalar product of the separately conserved
Runge-Lenz vector 14 [Mcintosh 1970, Zwanziger 1968] by the Grassmann-odd vector :
Q4|g=0 = ~Ks=0 · ~ψ . (454)
14 The case of spinning particle with null gyromagnetic ratio, g = 0 , coincides with a spinless particle.
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The supercharges Q and Qj with j = 0, · · · , 3 , previously determined, form together,
for ordinary gyromagnetic ratio, the classical superalgebra,{Q0, Q0} = {Q0, Q1} = {Q, Q1} = {Q1, Q1} = {Q2, Q2} = 0 ,{Q0, Q} = iQ1 , {Q0, Q2} = {Q2, Q3} = 0 ,{Q0, Q3} = iQ2 , {Q, Q} = −2iH2 ,{Q, Q2} = {Q1, Q3} = Q4 ,{Q, Q3} = 2iQ1 , {Q1, Q2} = iQ3Q , {Q3, Q3} = i (2Q2 −Q5) ,
(455)
where Q5 is a bosonic supercharge that we will construct below [465]. From (455) it follows
that the linear combination QY = Q3 − 2Q0 has the special property that its bracket with
the standard supercharge Q vanishes:
{QY ,Q} = 0. (456)
Indeed, QY is precisely the Killing-Yano supercharge constructed by De Jonghe, Macfarlane,
Peeters and van Holten [DeJonghe 1995].
Let us now investigate the bosonic symmetries of the Pauli-like Hamiltonian (412). We
use the generic Killing tensors previously constructed [ cf. (427) and (430)] to derive the
associated bosonic constants of the motion.
Firstly, we describe the rotationally invariance of the system by solving the reduced series
of constraints (433). For this, we consider the Killing vector provided by the replacement,
M ij = −ijknk into (427). Thus for any unit vector ~n , we obtain the generator of space
rotations around ~n ,
~C(~x, ~ψ) = ~n× ~x . (457)
Inserting the previous Killing vector in the first-order equation of (433) yields
C(~x, ~ψ) = c(~ψ)− q~n · ~x
r
. (458)
Moreover the zeroth-order consistency condition of (433) requires for arbitrary radial poten-
tial,
c(~ψ) = ~S · ~n . (459)
100
Collecting our results provides us with the total angular momentum, which is plainly con-
served for arbitrary gyromagnetic ratio,
~J = ~L+ ~S = ~x× ~Π− q ~x
r
+ ~S . (460)
In addition to the typical monopole term, the conserved angular momentum also involves
the spin vector, ~S . It generates an o(3)rotations bosonic symmetry algebra,{
J i, J j
}
= ijkJk . (461)
In the particular case of vanishing gyromagnetic factor g = 0, the usual monopole angular
momentum ~L and the internal spin angular momentum ~S are separately conserved involving
an
o(3)rotations ⊕ o(3)spin (462)
symmetry algebra .
We turn into invariants which are quadratic in the covariant momenta. Then, we have
to solve the series of constraints (445). We first observe that for M jmk =M˜ jmk = jmk , the
Killing tensor (430) reduces to the rank-2 Killing-Sta¨ckel tensor,
Cij(~x, ~ψ) = 2δij ~x 2 − 2xixj . (463)
Inserting (463) into the second- and in the first-order constraints of (445), we get for any
gyromagnetic factor and for any arbitrary radial potential,
~C(~x, ~ψ) = 0 and C(~x, ~ψ) = −gq ~x ·
~S
r
. (464)
Hence, we obtain the Casimir
Q5 = ~J2 − q2 + (g − 2) ~J · ~S − gQ2 . (465)
The bosonic supercharge Q5 is, as expected, the square of the total angular momentum,
augmented with another, separately conserved charge [Ngome 03/2010],
(g − 2) ~J · ~S − gQ2 . (466)
• Indeed, for g = 0 , (466) directly implies that the product, ~J · ~S , and hence the spin
vector, ~S , are separately conserved.
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• For g = 2 , we recover the conservation of the supercharge Q2 [ cf. (442)].
• For the anomalous gyromagnetic ratio g = 4 , we obtain that ~J · ~S − 2Q2 is a constant of
the motion.
Now we are interested in the hidden symmetry generated by a conserved Laplace-Runge-
Lenz-type vector. Then, we introduce into the algorithm (445) the generator,
Cij(~x, ~ψ) = 2 δij ~n · ~x− nixj − njxi , (467)
easily obtained by choosing the non-vanishing, N˜ ij = imjnm and M ijm = ijm , into the
generic rank-2 Killing tensor (430). Inserting (467) into the second-order constraint of
(445), we get
~C(~x, ~ψ) = q
~n× ~x
r
+ ~C(~ψ ) . (468)
We solve the first-order constraint of (445) by expanding C(~x, ~ψ) in terms of Grassmann
variables [Berezin],
C(~x, ~ψ) = C(~x) +
∑
k≥1
Ca1···ak(~x)ψ
a1 · · ·ψak . (469)
Consequently, the first- and the zeroth-order equations of (445) can be classified order-by-
order in Grassmann-odd variables. Thus, inserting (468) in the first-order equation, and
requiring again the vanishing of the commutator,
[∂i, ∂j]C(~x) = 0 =⇒ ∆
(
V (r)− q
2
2r2
)
= 0 , (470)
we deduce the most general radial potential admitting a conserved Laplace-Runge-Lenz
vector in the fermion-monopole interaction, namely
V (r) =
q2
2r2
+
µ
r
+ γ , µ , γ ∈ R . (471)
Investigating the first term on the right-hand side of (469), we obtain
C(~x) = µ
(~n · ~x)
r
. (472)
Introducing (468) and (471) into the first-order constraint of (445), on one hand, provides
us with
~C(~ψ ) = −g
2
~n× ~S , (473)
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and on the other hand with∑
k≥1
Ca1···ak(~x)ψ
a1 · · ·ψak = −eg
2
(
~S · ~B
)
(~n · ~x)− gq
2
(
1− g
2
) ~n · ~S
r
+ C(~ψ) ,
with g
(
g − 4) = 0 .
(474)
Let us precise that the zeroth-order consistency condition of (445) is only satisfied for
C(~ψ) =
µ
q
~S · ~n . (475)
Collecting our results, (467), (468), (471) and (474), we obtain a conserved Runge-Lenz
vector if and only if
g = 0 or g = 4 ; (476)
we get namely
~Kg = ~Π× ~J + µ ~x
r
+
(
1− g
2
)
~S × ~Π− eg
2
(
~S · ~B
)
~x− gq
2
(
1− g
2
) ~S
r
+
µ
q
~S . (477)
Note that the spin angular momentum which generates the extra “spin” symmetry for
vanishing gyromagnetic ratio is no more separately conserved for g = 4. Then, an interesting
question is to know if the extra “spin” symmetry of g = 0 is still present for the anomalous
superpartner g = 4 in some “hidden” way.
Let us consider the “spin” transformation generated by the rank-2 Killing tensor with
the property,
Cmk(~x, ~ψ) = 2δmk
(
~S · ~n)− g
2
(
Smnk + Sknm
)
. (478)
The rank-2 Killing tensor (478) which can be separated as Cmk = Cmk+ + C
mk
− is obtained
by putting
N jk+ =
g
2
 jkl n
l , N˜ jk+ a = −
i
2
jkm 
m
a1a2
,
N jkl− =
(
1− g
2
)
jkl , N˜ jkl− a = −
i
4
jkl nm 
m
a1a2
,
(479)
into the general rank-2 Killing tensor (430). Inserting (478) into the second-order constraint
of (445) leads to
~C(~x, ~ψ) = −qg
2
(
~S × ~n)
r
+ ~C(ψ) and g(g − 4) = 0 . (480)
We use the potential (471) to solve the first-order equation of (445),
C(~x, ~ψ) =
(
2V (r)− q
2g2
8r2
− µg
2
4r
)
~S · ~n+ c(ψ) ,
~C(ψ) =
µg
2q
~n× ~S and g(g − 4) = 0 . (481)
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The zeroth-order consistency condition is satisfied with
c(ψ) = −g
2
8
µ2
q2
~S · ~n , (482)
so that collecting our results provides us with the conserved “spin” vector,
~Ωg =
(
~Π2 +
(
2− g
2
4
)
V (r)
)
~S − g
2
(
~Π · ~S)~Π + g
2
(q
r
+
µ
q
)
~S × ~Π
−g
2
4
( µ2
2q2
− γ)~S with g(g − 4) = 0 . (483)
In conclusion, the additional o(3)spin “spin” symmetry is recovered in the same particular
cases of anomalous gyromagnetic ratios 0 and 4 [cf. (476)].
• For g = 0, in particular,
~Ω0 = 2E ~S . (484)
• For g = 4, we find an expression equivalent to that of D’Hoker and Vinet
[D’Hoker 09/1985], namely
~Ω4 =
(
~Π2 − 2V (r)
)
~S − 2(~Π · ~S) ~Π + 2(q
r
+
µ
q
)
~S × ~Π− 4
(
µ2
2q2
− γ
)
~S . (485)
Note that this extra symmetry is generated by a Killing tensor, rather than a Killing vector,
as for “ordinary” angular momentum. Thus, for sufficiently low energy, the motions are
bounded and the conserved vectors ~J , ~Kg and ~Ωg generate an
o(4)⊕ o(3)spin (486)
bosonic symmetry algebra.
So far we have seen that, for a spinning particle with a single Grassmann variable, SUSY
and dynamical symmetry are inconsistent, since they require different values for the g-
factor. Now, adapting the idea of D’Hoker and Vinet to our framework, we show that the
two contradictory conditions can be conciliated by doubling the odd degrees of freedom.
The systems with g = 0 and g = 4 will then become superpartners inside a unified N = 2
SUSY system [Fehe´r 1988].
We consider, hence, a charged spin-1
2
particle moving in a flat manifold MD+2d , inter-
acting with a static magnetic field ~B . The fermionic degrees of freedom are now carried
by a 2d-dimensional internal space [Bellucci, Kochan, Gonzales, Avery 2008]. This is to be
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compared with the d-dimensional internal space sufficient to describe the N = 1 SUSY
of the monopole. In terms of Grassmann-odd variables ψ1,2 , the local coordinates of the
fermionic extension M2d read (ψa1 , ψb2) with a, b = 1, · · · , d . The system is still described
by the Pauli-like Hamiltonian (412). Choosing d = 3 , we consider the fermion ξα which is
a two-component spinor, ξα =
 ψ1
ψ2
 , and whose conjugate is ξ¯α [Salomonson]. Thus, we
have a representation of the spin angular momentum,
Sk =
1
2
ξ¯α σk βα ξβ with α, β = 1, 2 , (487)
where the σk βα with k = 1, 2, 3 define the standard Pauli matrices. Defining the covariant
Poisson-Dirac brackets as{
f, h
}
= ∂jf
∂h
∂Πj
− ∂f
∂Πj
∂jh+ eijkB
k ∂f
∂Πi
∂h
∂Πj
+ i(−1)af
(
∂f
∂ξα
∂h
∂ξ¯α
+
∂f
∂ξ¯α
∂h
∂ξα
)
,
(488)
we deduce the non-vanishing fundamental brackets,{
xi,Πj
}
= δij,
{
Πi,Πj
}
= e ijkB
k,
{
ξα, ξ¯
β
}
= −iδ βα ,{
Sk, Sl
}
= klmS
m,
{
Sk, ξ¯β
}
= − i
2
ξ¯µσk βµ ,
{
Sk, ξβ
}
=
i
2
σk νβ ξν .
(489)
We also introduce an auxiliary scalar field, Φ(r) , satisfying the “self-duality” or “ Bogo-
molny” relation15, {
Πk,Φ(r)
}
= ±eBk . (490)
This auxiliary scalar field also defines a square root of the external potential of the system
so that
1
2
Φ2(r) = V (r) . (491)
As an illustration we obtain the potential 16 defined in (471) by considering the auxiliary
field
Φ(r) = ±
(
q
r
+
µ
q
)
. (492)
15 See [Fehe´r 1988] to justify terminology.
16 The constant is γ =
µ2
2q2
.
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In order to investigate the N = 2 supersymmetry of the Pauli-like Hamiltonian (412),
we outline the algorithm developed we use to construct supercharges linear in the gauge
covariant momentum,
∓eΦ(r)BjCj + ieg
4
Bk
(
ξ¯µσk νµ
∂C
∂ξ¯ν
− ∂C
∂ξµ
σk νµ ξν
)
− eg
4
ξ¯µσk νµ ξν C
j∂jB
k = 0 , o(0)
∂mC = e mjkB
kCj + i
eg
4
Bk
(
ξ¯µσk νµ
∂Cm
∂ξ¯ν
− ∂C
m
∂ξµ
σk νµ ξν
)
, o(1)
∂jC
k(x, ξ, ξ¯) + ∂kC
j(x, ξ, ξ¯) = 0 . o(2)
(493)
Let us first consider the Killing spinor,
Cjβ =
1
2
σj αβ ξα . (494)
Inserting this Killing spinor into the first-order equation of (493) provides us with
∂mCβ = − i
2
eBm ξβ and g = 4 , (495)
which can be solved using the self-duality relation (490). Thus, we get
Cβ(~x, ~ξ) = ± i
2
Φ(r) ξβ , (496)
provided the anomalous gyromagnetic factor is g = 4 . The zeroth-order constraint of (493)
is identically satisfied, so that collecting our results provides us with the supercharge,
Qβ = 1
2
Πj σ
j α
β ξα ±
i
2
Φ(r)ξβ . (497)
To obtain the supercharge conjugate to (497), we consider the conjugate Killing spinor,
C¯k β =
1
2
ξ¯α σk βα . (498)
In the case of anomalous value of the gyromagnetic ratio g = 4 , the first-order equation of
(493) is solved by using the Bogomolny equation (490). This leads to the conjugate
C¯β(~x, ~ξ) = ∓ i
2
Φ(r)ξ¯β . (499)
The zeroth-order consistency constraint is still satisfied, so we obtain the odd-supercharge,
Q¯β = 1
2
ξ¯α σk βα Πk ∓
i
2
Φ(r) ξ¯β . (500)
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The supercharges Qβ and Q¯β are, both, square roots of the Pauli-like Hamiltonian H4 ,{Q¯β,Qβ} = −iH4 1 , (501)
and therefore generate the N = 2 supersymmetry of the spin-monopole field system. It is
worth noting that defining the rescaled,
U¯β = Q¯β 1√H4
and Uβ = 1√H4
Qβ , (502)
it is straightforward to get,
H0 = U¯βH4 Uβ , (503)
which make manifest the fact that the two anomalous cases g = 0 and g = 4 can be viewed
as superpartners 17, see [Fehe´r 1988]. Moreover, in our enlarged system, the following bosonic
charges
~J = ~x× ~Π− q ~x
r
+ ~S ,
~K = ~Π× ~J + µ ~x
r
− ~S × ~Π− 2e
(
~S · ~B
)
~x+ 2q
~S
r
+
µ
q
~S ,
~Ω = Q¯β ~σ αβ Qα =
1
2
(
Φ2(r)− ~Π2
)
~S +
(
~Π · ~S)~Π∓ Φ(r) ~S × ~Π,
(504)
remain conserved such that they form, together with the supercharges Qβ and Q¯β , the
classical symmetry superalgebra [D’Hoker 09/1985, Fehe´r 1988],{Q¯β,Qβ} = −iH4 1 , {Q¯β, Q¯β} = {Qβ,Qβ} = 0 , {Q¯β, Jk} = i
4
Q¯ασk βα ,{Qβ, Jk} = − i
4
σk αβ Qα ,
{Q¯β, Kj} = − i
4
µ
q
Q¯ασj βα ,
{Qβ, Kj} = i
4
µ
q
σj αβ Qα ,{Q¯β,Ωk} = −iH4 Q¯ασk βα , {Qβ,Ωk} = iH4 σk αβ Qα , {Ωi, Kj} = µq ijk Ωk ,{
Ki, Kj
}
= ijk
[(
µ2
q2
− 2H4
)
Jk + 2Ωk
]
,
{
Ωi,Ωj
}
= ijkH4 Ωk ,{
J i,Λj
}
= ijkΛk with Λl = J l, K l,Ωl .
We have shown, in this section, that the Runge-Lenz-type dynamical symmetry and the
additional extra “spin” symmetry both require instead an anomalous gyromagnetic ratio,
g = 0 or g = 4 . (505)
17 With The scalar ξ¯βξβ = 2 .
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These particular values of the g-factor come from the effective coupling of the form Fij ∓
ijkDkΦ, which add or cancel for self-dual fields [Fehe´r 1988],
Fij = ijkDkΦ . (506)
Moreover, the super- and the bosonic symmetry can be combined in this enlarged fermionic
space and provides us with an N = 2 SUSY, as proposed by D’Hoker and Vinet
[D’Hoker 09/1985]. See also [Fehe´r 1988, Fehe´r 1989, Fehe´r 02/1989, Bloore].
At last, let us remark that confining the spinning particle onto a sphere of fixed radius
ρ implies the set of constraints [DeJonghe 1995],
~x2 = ρ2 , ~x · ~ψ = 0 and ~x · ~Π = 0 . (507)
This freezes the radial potential to a constant, and we recover the N = 1 SUSY described
by the supercharges Q , Q1 and Q2 for ordinary gyromagnetic factor g = 2 .
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B. N = 2 SUSY in the plane
The planar system consisting of a spinning particle interacting with a static magnetic
field in the plane exhibits more symmetries as its higher-dimensional counterpart. Indeed,
the N = 2 supersymmetry, here, is realized without doubling the Grassmann-variable of the
internal space as it was the case in three-dimensional space system, see section V A. Such
an “exotic” supersymmetry, which is realized in two different ways, is only possible in two
spatial dimensions [Duval 1993, Duval 1995, Duval 2008]. This is one more indication of the
particular status of two-dimensional physics.
To see this, we investigate the two dimensional model given by the Pauli-like Hamiltonian,
H = 1
2
Π2 − eg
2
SB + V (r) , (508)
where the magnetic field simplifies into 18
Fij = εijB = ∂iAj − ∂jAi , (509)
and the spin tensor is actually a scalar
S = − i
2
εijψ
iψj. (510)
The fundamental brackets remain the same as in (417), and the spatial and the internal
motions of the particle are governed by the following equations,
x¨k =
eg
2
S∂kB + eBεkjx˙
j + ∂kV ,
ψ˙i =
eg
2
Bεijψ
j , S˙ = 0 .
(511)
Observe the conservation of the spin S along the particle motion and let us recall that all
quantities quadratic in the Grassmann variables are proportional to S.
We search for dynamical quantities which are constants of the motion, for the planar
18 We dropped the irrelevant third z -direction.
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system, by solving the series of constraints:
Ci∂iH + i ∂H
∂ψi
∂C
∂ψi
= 0 , o(0)
∂iC = eFijCj + i
∂H
∂ψj
∂Ci
∂ψj
+ Cij∂jH , o(1)
∂iCj + ∂jCi = e (FikCkj − CikFkj) + i ∂H
∂ψk
∂Cij
∂ψk
+ Cijk∂kH , o(2)
∂iCjk + ∂jCki + ∂kCij = Cijkl∂lH + (terms linear in Clmn) . o(3)
...
...
...
(512)
Using the equality
i
∂H
∂ψi
= −eg
2
Fijψ
j = −eg
2
Bεijψ
j , (513)
the zeroth-order constraint in (512) becomes
eg
2
Bεijψj
∂C
∂ψi
= Ci
(
∂iV − eg
2
S ∂iB
)
, (514)
complemented by the first-order equation of (512)
∂iC = eB
(
εijCj +
g
2
εjkψj
∂Ci
∂ψk
)
+ Cij
(
∂jV − eg
2
S∂jB
)
. (515)
Similarly the second and higher-order equations take the form
∂(iC j) = eB
(
εikCkj + εjkCki +
g
2
εjkψj
∂Ci
∂ψk
)
+ Cijk
(
∂kV − eg
2
S∂kB
)
. (516)
For radial functions V (r) and B(r) ,
∂iV =
xi
r
V ′ , ∂iB =
xi
r
B′ , (517)
hence (
∂jV − eg
2
S∂jB
)
Ci...j =
xj
r
(
V ′ − eg
2
SB′
)
Ci...j. (518)
Let us now consider some specific cases. To this, we introduce the universal generalized
Killing vectors,
Ci =
{
γi, εijx
j, ψi, εijψ
j
}
, (519)
where γi denotes a constant vector.
• A constant Killing vector γi gives a constant of the motion only if we can find solutions
for the equations
∂iC = eBεijγj, Bεjiψi
∂C
∂ψj
= γi
(
2
eg
∂iV − S∂iB
)
. (520)
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Now for a Grassmann-even function
C = c0 + c2S , (521)
the left-hand side of the second equation in (520) vanishes, therefore we must require B and
V to be constant. This leads to the solution
C = −eBεijγixj, V = const, B = const . (522)
The corresponding constant of the motion, ζ , is identified with the “magnetic translations”
[Hughes 1986],
ζ = γiPi with Pi = Πi − eBεijxj . (523)
• Next we consider the linear Killing vector Ci = εijxj, with all higher-order coefficients
Cij... = 0. Again for Grassmann-even C the left-hand side of equation (514) vanishes, and
we get the condition
εijxi∂jB = εijxi∂jV = 0, (524)
which is automatically satisfied for radial functions B(r) and V (r). Therefore we only have
to solve the equation (515):
∂iC = −eBxi = −exi
r
(
rB
)
. (525)
We infer that C(r) is a radial function, with
C ′ = −erB . (526)
Therefore C is given by the magnetic flux through the disk Dr centered at the origin with
radius r:
C = − e
2pi
∫
Dr
B(r)d2x ≡ − e
2pi
ΦB(r). (527)
We then find the constant of the motion representing the angular momentum
[Ngome 03/2010],
L = εijxiΠj +
e
2pi
ΦB(r), (528)
associated with the o(2)rotations symmetry group.
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• There are two Grassmann-odd Killing vectors, the first one being Ci = ψi. With this
Ansatz, we get for the scalar contribution to the constant of the motion the constraints
eg
2
B εijψj
∂C
∂ψi
= ψi∂iV and ∂iC =
eB
2
(2− g) εijψj . (529)
It follows that either g = 2 and
(
C, V
)
are constant, in which case one may take C = V = 0,
or g 6= 2 and C is of the form
C = εijKi(r)ψj with ∂iV = −eg
2
BKi , ∂iKj =
(2− g)eB
2
δij. (530)
This is possible only if B is constant and
Ki =
eB(2− g)
2
xi ≡ κxi , V (r) = g(g − 2)
8
e2B2r2 = −egκ
4pi
ΦB(r). (531)
It follows that we have a conserved supercharge of the form,
Q = ψi
(
Πi − κεijxj
)
. (532)
The bracket algebra of this supercharge takes the form
i {Q,Q} = 2H + (2− g)eBJ, J = L+ S. (533)
Of course, as S and L are separately conserved, J is a constant of the motion as well. It is
now easy to see that for ordinary g -factor the supercharge Q in (532) is a square root of
the Hamiltonian.
• Let us remark that for the anomalous gyromagnetic ratio g = 1 , we construct the
conserved conformal supercharge,
S = ~x · ~ψ − tQ , (534)
obtained by using the internal equation of the motion in (511).
• Finally we consider the dual Grassmann-odd Killing vector Ci = εijψj. Then the
constraints (514) and (515) become
eg
2
B
∂C
∂ψi
= ∂iV, ∂iC =
(g − 2)eB
2
ψi, (535)
implying that
C = Ni(x)ψi and
eg
2
BNi = ∂iV, ∂iNj =
(g − 2)eB
2
δij. (536)
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As before, the magnetic field B must be constant and the potential is identical to (531),
Ni = −κxi, V = −egκ
4pi
ΦB(r) =
g(g − 2)
8
e2B2r2. (537)
Thus, we find the dual conserved supercharge 19 [Horva´thy 2005],
Q? = εijψi (Πj − κεjkxk) = ψi (εijΠj + κxi) , (538)
corresponding, in the case of ordinary gyromagnetic ratio, to the “twisted” supercharge
used by Jackiw [Jackiw 1984] to describe the Landau states in a constant magnetic field.
Moreover Q? satisfies the bracket relations
i {Q?,Q?} = 2H + (2− g)eBJ, i {Q,Q?} = 0. (539)
Thus the harmonic potential (531) with constant magnetic field B allows a classical N = 2
supersymmetry with supercharges
(
Q,Q?), whilst the special conditions g = 2 and V = 0
allows for N = 2 supersymmetry for any B(r).
• As a consequence of the conservation of the “twisted” supercharge, we construct for
g = 1 , the associate conserved conformal supercharge
S? = ~x× ~ψ + tQ? . (540)
Thus, for the non-ordinary gyromagnetic ratio g = 1 , the supercharges Q , Q? , S and
S? extend the o(2, 1) algebra into an osp(1, 1) superalgebra and satisfy the commutation
relations,{Q,Q} = {Q?,Q?} = −i(2H + eBJ) , {S?,S?} = −it2(2H + eBJ) ,{Q?,S?} = −{Q,S} = −it(2H + eBJ)+ i~x · ~Π , {Q,Q?} = 0 ,{Q?,S} = {Q,S?} = −i(L+ 2S) , {S,S?} = 2it(L+ 2S) ,{S,S} = −it2(2H + eBJ)+ 2it ~x · ~Π− ir2 .
(541)
The van Holten recipe is therefore relevant to study planar fermions in an arbitrary planar
magnetic field, i.e. one perpendicular to the plane. As an illustration, we have shown, for
ordinary gyromagnetic factor, that in addition to the usual supercharge (532) generating
the supersymmetry, the system also admits another square root of the Pauli Hamiltonian
H [Horva´thy 2005]. This happens due to the existence of a dual Killing tensor generating
the “twisted” supercharge.
19 The cross product of two planar vectors, ~a×~b = εijaibj , again defines a scalar.
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VI. NON-COMMUTATIVE MODELS
A non-commutative oscillator with no kinetic term but with a certain momentum-
dependent potential is constructed. The classical trajectories followed by a non-commutative
particle in this oscillator field lie on (arcs of) ellipses.
A. Non-commutative oscillator with Kepler-type dynamical symmetry
In recent years, a remarkable non-commutative model was derived in the context of solid
state physics by Chang and Niu [Chang 1995]. They stated that the semiclassical analysis
of a Bloch electron in a three-dimensional crystal lattice reveals an extra “Berry phase”
term, ~Θ , which can take a monopole-like form in the band structure. The study of the
wave-packet dynamics of this Bloch electron, under perturbations slowly varying in space
and in time, leads to the equations of the motion in the mth band [in units ~ = 1],
~˙k = −e ~E − e~˙x× ~B(~x) , ~˙x = ∂Em(~k)
∂~k
− ~˙k × ~Θ(~k) . (542)
Here Em
(
~k
)
, ~x and ~k denote the Bloch electron’s band energy, the intracell position and
the quasi-momentum, respectively. Note that in the right hand side equation of (542), the
electron velocity gains an anomalous velocity term, ~˙k × ~Θ(~k) , which is the mechanical
counterpart of the anomalous current.
In a magnetic field-free theory [with ~B = ~0 ], the equations (542) can also be deduced
using the symplectic closed two-form,
Ω = dpi ∧ dxi + 1
2
ijkΘ
idpj ∧ dpk , (543)
where the “extra” term induced by the Berry phase yields the position coordinates non-
commutative [Chang 1995, Niu],
{xi, xj} = ijkΘk = Θij, {xi, pj} = δij, {pi, pj} = 0 . (544)
Applying the Jacobi identities to the coordinates, we get
0 = {pi, {xj, xk}}cyclic = −jkm∂Θ
m
∂xi
,
0 = {xi, {xj, xk}}cyclic = ∂Θ
ij
∂pk
+
∂Θjk
∂pi
+
∂Θki
∂pj
.
(545)
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Then, the vector field ~Θ has the property 20 to be only momentum-dependent [Be´rard 2004],
Θi = Θi
(
~p
)
, (546)
and also requires the consistency condition
~∇~p · ~Θ
(
~p
)
= 0 , (547)
which can be interpreted as a field Maxwell equation in the dual momentum space. Choosing,
for example, the non-commutative vector aligned in the third direction,
Θi = θδi3 , θ = const , (548)
the 3-dimensional theory reduces to the planar mechanics based on “exotic” Galilean sym-
metry [Lukierski 1997, Duval 2000, Duval 2001, Chaichian 2001, Nair 2001, Scholtz 2005,
Scholtz 2009, Horva´thy 2010]. As an application of (548), some interesting results, includ-
ing perihelion point precession of the planetary orbit, can be derived [Romero 2003] when
taking into account the Kepler potential,
V
(
r
) ∝ r−1 . (549)
Other applications of (548) concern, for example, the Quantum Hall Effect [Dunne 1990,
Duval 2000, Horva´thy 2002].
Such a choice only allows for axial symmetry, though. In our theory, however, we re-
store the full rotational symmetry by choosing instead ~Θ to be a “monopole in ~p-space”
[Be´rard 2004],
Θi = θ
pi
p3
, θ = const , (550)
where p = |~p| . Indeed, away from the origin, the dual monopole (550) is the only spherically
symmetric possibility consistent with the Jacobi identities 21. Let us mention that the ~p -
monopole form in (550) has already been observed experimentally by Fang et al. in the
context of anomalous Hall effect in the metallic ferromagnet SrRuO3 [Fang 2003].
As expected, (550) corresponds to extra, “monopole” term in the symplectic structure
(543) which is in fact that of a mass-zero spin-θ coadjoint orbit of the Poincare´ group. The or-
bit is indeed that of the o(4, 2) conformal group [Penrose 1972, Penrose 1977, Cordani 1990].
20 For a more general theory which also includes magnetic fields, see, e.g., [Chang 1995, Niu, Duval 2000].
For simplicity, the mass has been chosen unity.
21 See the equivalent demonstration in real ~x-space in section III A.
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We can now study the 3D mechanics with non-commutativity (550), augmented with the
Hamiltonian,
H = p
2
2
+ V (~x, ~p) , (551)
where we allowed that the potential may also depend on the momentum variable, ~p 22.
The equations of motion of the system read
x˙i = pi +
∂V
∂pi
+ θijk
pk
p3
∂V
∂xj
, p˙i = −∂V
∂xi
, (552)
where, in the first relation, the “anomalous velocity terms” is due to our assumptions (550).
We are particularly interested in finding conserved quantities. This task is conveniently
achieved by using van Holten’s covariant framework [van Holten 2007], which amounts to
searching for an expansion into integer powers of the momentum,
Q = C0(~x) + Ci(~x)pi +
1
2!
Cij(~x)pipj +
1
3!
Cijk(~x)pipjpk + . . . . (553)
Requiring Q to Poisson-commute with the Hamiltonian yields an infinite series of con-
straints. However, the expansion can be truncated at a finite order n , provided to satisfy
the Killing equation, D(i1Ci2...in) = 0 , when we can set Ci1...in+1... = 0 .
Let us assume that the potential has the form V
(|~x|, |~p|) , and try to find the conserved
angular momentum, associated with the Killing vector ~C = ~n× ~x , which represents space
rotations around ~n. An easy calculation shows that the procedure fails to work, however, ow-
ing to the ~p -monopole term. We propose, therefore, to work instead in a “dual” framework
[Ngome 06/2010], i.e. in momentum space, and search for conserved quantities expanded
rather into powers of the position,
Q = C0(~p) + Ci(~p)xi +
1
2!
Cij(~p)xixj +
1
3!
Cijk(~p)xixjxk . . . . (554)
22 Note that momentum-dependent potentials are frequently used in nuclear physics and correspond to
non-local interactions.
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Then, the covariant van Holten algorithm, presented in section II B, is replaced by
Ci
(
pi +
∂V
∂pi
)
= 0 o(0)
1
r
∂V
∂r
(
θijk
pk
p3
Ci − ∂C
∂pj
)
+ Cij
(
pi +
∂V
∂pi
)
= 0 o(1)
1
r
∂V
∂r
(
θ
pm
p3
(
ijmCik + ikmCij
)− (∂Ck
∂pj
+
∂Cj
∂pk
))
+ Cijk
(
pi +
∂V
∂pi
)
= 0 o(2)
1
r
∂V
∂r
(
θ
pm
p3
(
limCljk + ljmClki + lkmClij
)− (∂Cij
∂pk
+
∂Cjk
∂pi
+
∂Cki
∂pj
))
+
Clijk
(
pl +
∂V
∂pl
)
= 0 o(3)
...
...
...
where r = |~x|. The expansion (554) can again be truncated at a finite order n , provided the
higher order constraint of the previous series of constraints transforms into a dual Killing
equation,
∂(pi1Cpi2 ...pin ) = 0 . (555)
Then, for linear conserved quantities, Q = C0(~p) + Ci(~p)xi , we can set Cij = Cijk = . . . 0.
The dual algorithm therefore reduces to
Ci
(
pi +
∂V
∂pi
)
= 0 , o(0)
θijk
pk
p3
Ci − ∂C
∂pj
= 0 , o(1)
∂Ck
∂pj
+
∂Cj
∂pk
= 0 . o(2)
(556)
Introducing the dual Killing vector
~C = ~n× ~p
into the previous algorithm provides us with
C = θ ~n · pˆ , pˆ = ~p
p
. (557)
Thus, we obtain the conserved angular momentum,
~J = ~L− θ pˆ = ~x× ~p− θ pˆ , (558)
which is what one would expect, due to the “monopole in ~p -space”, whereas the non-
commutative parameter, θ, behaves as the “monopole charge” [Cortes 1996].
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The next step is to inquire about second order conserved quantities. Then, the series of
constraints which has to be solve read
Ci
(
pi +
∂V
∂pi
)
= 0 , o(0)
1
r
∂V
∂r
(
θijk
pk
p3
Ci − ∂C
∂pj
)
+ Cij
(
pi +
∂V
∂pi
)
= 0 , o(1)
θ
pm
p3
(
ijmCik + ikmCij
)− (∂Ck
∂pj
+
∂Cj
∂pk
)
= 0 , o(2)
∂Cij
∂pk
+
∂Cjk
∂pi
+
∂Cki
∂pj
= 0 . o(3)
(559)
Remark that usually the Runge-Lenz vector is generated by the rank- 2 Killing tensor Cij =
2δij~n ·~x−nixj−njxi where ~n is some fixed unit vector [van Holten 2007]. Not surprisingly,
the original procedure fails once again. The dual procedure works, though. The dual two-
tensor
Cij = 2δij~n · ~p− nipj − njpi , (560)
verifies the dual Killing equation of order 3 in (559). Then the order-2 equation yields
~C = θ
~n× ~p
p
. (561)
Inserting into the first-order constraint of (559) and assuming ∂rV 6= 0 , the constraint is
satisfied with
C = α~n · pˆ (562)
α being an arbitrary constant, provided the momentum-dependent potential and the Hamil-
tonian take the form
V =
~x2
2
− p
2
2
+
θ2
2p2
+
α
p
and H = ~x
2
2
+
θ2
2p2
+
α
p
, (563)
respectively. Then the dual algorithm provides us with the Runge-Lenz-type vector
~K = ~x× ~J − αpˆ . (564)
Its conservation can also be checked by a direct calculation, using the equations of the
motion,
~˙x = θ
~x× ~p
p3
−
(
θ2
p4
+
α
p3
)
~p , ~˙p = −~x , (565)
where the anomalous velocity term in the first relation is transversal.
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Note that the (−p2/2) term in the potential cancels the usual kinetic term, and our sys-
tem describes a non-relativistic, non-commutative particle with no mass term in an oscillator
field, plus some momentum-dependent interaction.
Writing the Hamiltonian as
H = ~x
2
2
+
θ2
2
(
1
p
+
α
θ2
)2
− α
2
2θ2
(566)
shows, moreover, that H ≥ − α
2
2θ2
with equality only attained when p = −θ
2
α
, which plainly
requires α < 0.
It is easy to understand the reason why our modified algorithm did work : calling
~p −→ ~R “position”
−~x −→ ~P “momentum” ,
(567)
the system can also be interpreted as an “ordinary” (i.e. massive and commutative) non-
relativistic charged particle in the field of a Dirac monopole of strength θ, augmented with
an inverse-square plus a Newtonian potential. This is the well-known “McIntosh-Cisneros
– Zwanziger” (MICZ) system [Mcintosh 1970, Zwanziger 1968], for which the fine-tuned
inverse-square potential is known to cancel the effect of the monopole, allowing for a
Kepler-type dynamical symmetry [Mcintosh 1970, Zwanziger 1968]. The angular momen-
tum, (558), and the Runge-Lenz vector, (564), are, in particular, that of the MICZ problem
[Mcintosh 1970, Zwanziger 1968] in “dual” momentum-space.
The conserved quantities provide us with valuable information on the motion. Mimicking
what is done for the MICZ case, we note that
~J · pˆ = −θ (568)
implies that the vector ~p moves on a cone of opening angle arccos
( − θ/J) . On the other
hand, defining the conserved vector
~N = α~J − θ ~K , (569)
we construct the constant,
~N · ~p = θ(J2 − θ2) = θL2 , (570)
so that the ~p-motion lies on the plane perpendicular to ~N . The trajectory in p-space belongs
therefore to a conic section.
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For the MICZ problem, this is the main result, but for us here our main interest lies in
finding the real space trajectories, ~x(t). By (565), this amounts to find the [momentum-]
“hodograph” of the MICZ problem. Curiously, while the hodograph of the Kepler problem
is well-known, it is actually a circle or a circular arc, we could not find the corresponding
result in the vast literature of MICZ system.
Returning to our notations, we note that due to
~N · ~x = 0 , (571)
the ~x(t)-trajectories also belongs to an oblique plane, whose normal is ~N = α~J − θ ~K .
We can thus conveniently study the problem in an adapted coordinate system. One proves
indeed that {
ıˆ, ˆ, kˆ
}
=
{ 1
|L|
~K × ~J, 1|λ|(2θH
~J + α ~K),
1
|λL|(α
~J − θ ~K)
}
with λ2 = α2 + 2Hθ2 , 2 = α2 + 2HJ2 and L2 = J2 − θ2 ,
(572)
is a convenient orthonormal basis to study the ~x -trajectories. Here we recognize, in kˆ ,
~N/N in particular.
• Firstly, projecting onto these axis,
pz = ~p · kˆ = θL/|λ| = const ,
px = ~p · ıˆ ,
py = ~p · ˆ ,
(573)
we find the equation (
py +
||α
2|λ|H
)2
λ2/4H2 −
p2x
L2/2H = 1, (574)
which is the equation of a hyperbola or of an ellipse in momentum space, depending on the
sign of H, positive or negative. For vanishing H one gets a parabola. This confirms what is
known for the MICZ problem [Mcintosh 1970, Zwanziger 1968], and is consistent with what
we deduced geometrically.
• Next, projecting the ~x -motion onto the orthonormal basis (572) yields
X = ~x · ıˆ = −2|L||| (H−
α
2p
) , Y = ~x · ˆ = −|λ|||
~x · ~p
p
, Z = ~x · kˆ = 0 . (575)
120
An easy calculation leads to the equation(
X +
||L
J2
)2
+
α2L2
λ2J2
Y 2 =
L2α2
J4
(576)
which always describes an ellipse or an arc of ellipse, since
λ2 = α2 + 2Hθ2 ≥ 0 . (577)
The center has been shifted along the axis ıˆ by the quantity
(−||L/J2) and the major axis
is directed along ˆ. Note that, unlike as in ~p -space, the ~x-trajectories are always bounded.
When the energy is negative, H < 0, which is only possible when the Newtonian potential
is attractive, α < 0 , the ~x-trajectories are full ellipses. The origin is inside the ellipse :
!0,0"
!1.0 !0.5 0.0 0.5 1.0
!1.0
!0.5
0.0
0.5
1.0
L " 1, H " !1#6, Α " !1, Θ " 1
FIG. 8: H < 0 and the Newtonian potential is attractive α < 0 , so the trajectories describe a
whole ellipse.
When H > 0, which is the only possibility in the repulsive case α > 0 , the origin is
outside the ellipse so that only the right arc [denoted with the heavy line in the left side
figure of (9)] between the tangents drawn from the origin is obtained. However, positive
hamiltonian H > 0 , is also allowed for attractive Newtonian potential α < 0 but in that
event the origin is again outside the ellipse so that the ~x -trajectories are confined on the
left arc of the ellipse [denoted with the heavy line in the right side figure of (9)] :
For H = 0, the origin lies on the ellipse, and “motion” reduces to this single point :
When the non-commutativity is turned off, θ → 0, the known circular hodographs of
the dual Kepler problem are recovered. As α→ 0, the trajectory becomes unbounded, and
follows the y-axis.
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!0,0"
!2.5 !2.0 !1.5 !1.0 !0.5 0.0 0.5
!1.5
!1.0
!0.5
0.0
0.5
1.0
1.5
L " 1, H " 1, Α " 1, Θ " 1
!0,0"
!2.5 !2.0 !1.5 !1.0 !0.5 0.0 0.5
!1.5
!1.0
!0.5
0.0
0.5
1.0
1.5
L " 1, H " 1, Α " !1, Θ " 1
FIG. 9: The left side figure represents a right arc of an ellipse spanned by the ~x -trajectories for
H > 0 and α > 0. While the right side figure represents a left arc of an ellipse spanned by the
~x -trajectories for H > 0 and α < 0.
!0,0"
!1.5 !1.0 !0.5 0.0 0.5
!1.0
!0.5
0.0
0.5
1.0
L " 1, H " 0, Α " !1, Θ " 1
FIG. 10: ~x -trajectories degenerate to one single point for H = 0.
So far, we only discussed classical mechanics. Quantization is now straightforward using
the known group theoretical properties of the MICZ problem in dual space. The non-
commutativity, alias monopole charge, θ has to be an integer or half integer. This is indeed
the first indication about the quantization of the non-commutative parameter. The wave
functions should be chosen in the momentum representation, ψ(~p). The angular momentum,
~J , and the rescaled Runge-Lenz vector, ~K/
√
2|H|, close into o(3, 1)/o(4) depending on the
sign of the energy. In the last case, the representation theory provides us with the discrete
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energy spectrum, see (123), [in units ~ = 1]
En = − α
2
2n2
, n = nr +
1
2
+ (l +
1
2
)
√
1 +
4θ2
(2l + 1)2
, (578)
where n = 0, 1, . . . , l = 0, 1, . . . , with degeneracy
n2 − θ2 = (n− θ)(n+ θ) .
Note that the degeneracy always takes integer or half-integer value, as it should, since n
and θ are simultaneously integer or half-integer. The same result can plainly be derived
directly by solving the Schro¨dinger equation in ~p-space [Mcintosh 1970, Zwanziger 1968].
Also related to the MICZ system, calculation of energy levels of hydrogen atom using NC
QED theory is discussed in [Chaichian 2001].
Moreover, the symmetry extends to the conformal o(4, 2) symmetry, due to the fact that
the massless Poincare´ orbits with helicity θ are in fact orbits of the conformal group, cf.
[Cordani 1990].
Let us observe that in most approaches one studies the properties (like trajectories, sym-
metries, etc.) of some given physical system. Here we followed the reverse direction: after
positing the fundamental commutation relations, we were looking for potentials with re-
markable properties. This leads us to the momentum-dependent potentials (563), realizing
a McIntosh-Cisneros-Zwanziger system [Mcintosh 1970, Zwanziger 1968] in dual space. Un-
like as in a constant electric field [Horva´thy 2006], the motions lie in an (oblique) plane.
The particle is confined to bounded trajectories, namely to (arcs of) ellipses.
The best way to figure our motions is to think of them as analogs of the circular
hodographs of the Kepler problem to which they indeed reduce when the non-commutativity
is turned off. For H < 0, for example, the dual motions are bound, and the velocity turns
around the whole ellipse; for H > 0 instead, the motion along a finite arc, starting from
one extreme point and tending to the other one at the end of the arc, corresponds to the
variation of the velocity in the course of a hyperbolic motion of a comet, or in Rutherford
scattering, but in dual space.
Our system, with monopole-type non-commutativity (550), has some remarkable proper-
ties :
Momentum-dependent potentials are widely used in nuclear physics, namely in the study
of heavy ion collisions, where they correspond to non-local interactions [Gale 1987, Das 2003,
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Das 2004]. Remarkably, in non-commutative field theory, a 1/p2 contribution to the propa-
gator emerges from UV-IR mixing.
The absence of a mass term should not be thought of as the system being massless; it is
rather reminiscent of “Chern-Simons dynamics” [Dunne 1990].
One can be puzzled how the system would look like in configuration space. Trying to
eliminate the momentum from the phase-space equations (565) in the usual way, which
amounts to deriving ~˙x with respect to time and using the equations for ~˙p, fails, however,
owing to the presence of underived ~p in the resulting equation. This reflects the non-local
character of the system.
One can, instead, eliminate ~x using the same procedure, but in dual space. This yields
in fact the equations of the motion of MICZ in dual momentum space,
p¨ =
J2
p3
+
α
p2
, ~¨p =
α
p3
~p− θ
p3
~J . (579)
Are these equations related to a theory with higher-order derivatives of the type
[Lukierski 1997, Lukierski 2003] ? The answer is yes and no. The clue is that time is
not a “good” parameter for Kepler-type problems, owing to the impossibility of expressing
it from the Kepler equation [Cordani 2003]. This is also the reason for which we describe the
shape of the trajectories, but we do not integrate the equations of the motion. A “better”
parameter can be found along the lines indicated by Souriau [Souriau 1982, Bates 1989] and
then, deriving with respect to the new parameter, transforms (579) into a fourth-order linear
matrix differential equation, which can be solved.
It is, however, not clear at all if these equations derive from some higher-order Lagrangian,
and if they happen to do, what would be the physical meaning of the latter.
The fourth-order equations do certainly not come from one of the type stated in Ref.
[Lukierski 1997, Lukierski 2003] : the latter lives in fact in two space dimensions and has con-
stant scalar non-commutativity θ, while our system is 3-dimensional and has a momentum-
dependent vector ~Θ(~p), given in (550).
It is tempting to ask if the relation to the “closest physical theory” with a momentum-
dependent potential, namely nuclear physics, can be further developed and if similar (su-
per)symmetries can be found also in nuclear physics. Once again, the answer seems to be neg-
ative, though : while dynamical symmetries do play a role in nuclear physics [Iachello 1993],
those used so far do not seem to be of a momentum-dependent Keplerian type.
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VII. CONCLUDING REMARKS
In this thesis, we developed a systematic method to search for hidden and (su-
per)symmetries of several physics system. In some cases, like in the SUSY of the monopole,
our recipe needs to be extended to fermionic degrees of freedom. In the case of the
momentum-space monopole, we needed to adapt our recipe to the non-commutative struc-
ture by interchanging the role of positions and momenta. In these models, as expected, the
hidden symmetry of the Kepler-type is always related to the addition into the system of
a fine-tuned inverse-square potential. This requirement appears clearly, in the van Holten
algorithm, to be a consistency condition on the existence of a conserved Runge-Lenz-type
vector.
Having introduced the Abelian Dirac magnetic monopole-field; we studied, in particular,
the classical geodesic motion of a particle in Kaluza-Klein-type monopole spaces and its
generalization: the Gibbons-Hawking space. We derived the conditions under which the
Killing tensors imply the existence of conserved quantities on the dimensionally reduced
curved manifold. We observed that the Killing tensor generating the Runge-Lenz-type vec-
tor, preserved by the geodesic motion, can be lifted to an extended manifold, namely, (210)
and (216) [Duval 1991]. As an illustration, we have treated, in detail, the generalized Taub-
NUT metric, for which we derived the most general additional scalar potential so that the
combined system admits a Runge-Lenz vector [Gibbons 09/2006]. Another example con-
sidered is the multi-center metric where we have found a conserved Runge-Lenz-type scalar
(207), in the special case of motions confined onto a particular 2-sphere. Moreover, from
the Theorem III.4 we deduced, for N > 2, that no Runge-Lenz vector does exist in the
case of N -center metrics. It is worth mentioning that apart from the generic importance of
constructing constants of motion, namely in the confinement of particle to conic sections;
the existence, in particular, of quadratic conserved quantity like Runge-Lenz vector yields
the separability of the Hamilton-Jacobi equation for the generalized Taub-NUT metric and
for the two-center metric.
In the case of isospin-carrying particle in a non-Abelian Wu-Yang monopole field, we
found the most general scalar potential such that the combined system admits a conserved
Runge-Lenz vector. Indeed, it generalizes the fine-tuned inverse-square plus Coulomb poten-
tial [Mcintosh 1970, Zwanziger 1968], for a charged particle in the field of a Dirac monopole.
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Following Fehe´r, the result is interpreted as describing motion in the asymptotic field of a
self-dual Prasad-Sommerfield monopole [Fehe´r 1984, Fehe´r 1985, Fehe´r 1986].
We also treated the case of the effective “truly” non-Abelian monopole-like field generates
by nuclear motion in a diatomic molecule. This system is due to Moody, Shapere and Wilczek
where despite the non-conservation of the electric charge (386), we surprisingly constructed,
in addition to the “unusual” angular momentum (??), a new conserved charge (405).
We remarked that Runge-Lenz-type vector plays a role also in SUSY. Indeed, we investi-
gated the bosonic symmetries as well as the supersymmetries of a spinning particle coupled to
a magnetic monopole field. The gyromagnetic ratio determines the type of (super)symmetry
the system can admit : for the Pauli-like hamiltonian (412) N = 1 SUSY only arises for
gyromagnetic ratio g = 2 and with no external potential, V = 0, confirming Spector’s ob-
servation [Spector]. We also derived additional supercharges, which are not square roots of
the Hamiltonian of the system, though. A Runge-Lenz-type dynamical symmetry requires
instead an anomalous gyromagnetic ratio,
g = 0 or g = 4 ,
with the additional bonus of an extra “spin” symmetry. These particular values of gyro-ratio
come from the effective coupling of the form Fij∓ ijkDkΦ, which add or cancel for self-dual
fields, Fij = ijkDkΦ [Fehe´r 1988]. We found that the super- and the bosonic symmetry can
be combined, but the price to pay is, however, to enlarge the fermionic space. This provides
us with an N = 2 SUSY.
We also applied the van Holten algorithm to a planar fermion in any planar magnetic
field, i.e. one perpendicular to the plane. We shown, for ordinary gyromagnetic, that in
addition to the usual supercharge (532) generating the supersymmetry, the system also
admits another square root of the Pauli Hamiltonian [Horva´thy 2005] happening due to the
existence of a dual Killing tensor.
A three-dimensional non-commutative oscillator with no mass term but with a cer-
tain momentum-dependent potential is obtained when studying the hidden symmetry of
a monopole-type non-commutativity [Ngome 06/2010]. This oscillator system exhibits a
conserved Runge-Lenz-type vector derived from the dual description in momentum space.
The latter corresponds, but in dual space, to a Dirac monopole with a fine-tuned inverse-
square plus Newtonian potential, introduced by McIntosh, Cisneros, and by Zwanziger some
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time ago. The resulting additional Kepler-type symmetry leads to the confinement of the
particle’s trajectories to bounded trajectories, namely to (arcs of) ellipses. When the non-
commutativity is turned off, i.e. in the commutative limit, the motions reduce to the circular
hodographs of the Kepler problem. It is worth mentioning that the momentum-dependent
potentials which are rather unusual in high-energy physics, however, are widely used in
nuclear physics, namely in the study of heavy ion collisions; they correspond to non-local
interactions [Gale 1987, Das 2003, Das 2004]. Moreover, in non-commutative field theory, it
is remarkable that a 1/p2 contribution to the propagator emerges from the UV-IR mixing.
See in [Gubser 2001]. The absence of a mass term in the Hamiltonian describing this non-
commutative oscillator should not be thought of as the system being massless; it is rather
reminiscent of “Chern-Simons dynamics” [Dunne 1990].
[Aitchison] I. J. R. Aitchison, “Berry Phases, Magnetic Monopoles And Wess-zumino Terms Or
How The Skyrmion Got Its Spin”, Acta Phys. Polon. B 18, 207 (1987).
[Avery 2008] S.G. Avery, J. Michelson, “Mechanics and quantum supermechanics of a monopole
probe including a Coulomb potential”, Phys. Rev. D 77, 085001 (2008).
[Balachandran 1977] A. P. Balachandran, S. Borchardt and A. Stern, “Lagrangian And Hamilto-
nian Descriptions Of Yang-Mills Particles”, Phys. Rev. D 17, 3247 (1978).
[Balachandran 1986] A. P. Balachandran, H. Gomm and R. D. Sorkin, “Quantum symmetries
from quantum phases: fermions from bosons, a Z(2) anomaly and Galilean invariance”,
Nucl. Phys. B 281, 573 (1987).
[Ballesteros 03/2008] A. Ballesteros, A. Enciso, F. J. Herranz and O. Ragnisco, “Bertrand space-
times as Kepler/oscillator potentials”, Class. Quant. Grav. 25, 165005 (2008).
[Ballesteros 10/2008] A. Ballesteros, A. Enciso, F. J. Herranz and O. Ragnisco, “Hamiltonian
systems admitting a Runge-Lenz vector and an optimal extension of Bertrand’s theorem to
curved manifolds”, Commun. Math. Phys. 290, 1033 (2009).
[Bargmann] V. Bargmann, Z. Phys. 99, 576 (1936).
[Bates 1989] L. M. Bates, “Geometric quantization of a perturbed Kepler problem”, Rept. Math.
Phys. 28, 289 (1989).
[Bekaert 2009] X. Bekaert, J. -H. Park, “Symmetries and dynamics in constrained systems”, Eur.
127
Phys. J. C61, 141-183 (2009).
[Bekaert 2010] X. Bekaert, E. Meunier, “Higher spin interactions with scalar matter on constant
curvature spacetimes: conserved current and cubic coupling generating functions”, JHEP
1011, 116 (2010).
[Bellucci] S. Bellucci, A. Nersessian and A. Yeranyan, “Hamiltonian reduction and supersymmetric
mechanics with Dirac monopole”, Phys. Rev. D 74, 065022 (2006).
[Be´rard 2004] A. Be´rard and H. Mohrbach, “Monopole in momentum space in noncommutative
quantum mechanics”, Phys. Rev. D 69, 127701 (2004).
[Berezin] F.A. Berezin and M.S. Marinov, “Particle spin dynamics as the Grassmann variant of
classical mechanics”, Annals of Phys. 104, 336 (1977).
[Berry 1984] M. Berry, Proc. Roy. Soc. London, Ser. A 392, 45 (1984).
[Bloore] F. Bloore and P. A. Horva´thy, “Helicity supersymmetry of dyons”, J. Math. Phys. 33,
1869 (1992).
[Boulware 1976] D. G. Boulware, L. S. Brown, R. N. Cahn, S. D. Ellis and C. k. Lee, “Scattering
On Magnetic Charge”, Phys. Rev. D 14, 2708 (1976).
[Breitenlohner] P. Breitenlohner, P. Forgacs and D. Maison, “On Static spherically symmetric
solutions of the Einstein Yang-Mills equations”, Commun. Math. Phys. 163, 141 (1994).
[Cariglia] M. Cariglia, “New quantum numbers for the Dirac equation in curved spacetime”, Class.
Quant. Grav. 21, 1051 (2004).
[Carter 1968] B. Carter, “Global structure of the Kerr family of gravitational fields”, Phys. Rev.
174, 1559 (1968).
[Carter 1977] B. Carter, “Killing Tensor Quantum Numbers and Conserved Currents in Curved
Space”, Phys. Rev. D16, 3395-3414 (1977).
[Chaichian 2001] M. Chaichian, M. M. Sheikh-Jabbari and A. Tureanu, “Hydrogen atom spectrum
and the Lamb shift in noncommutative QED”, Phys. Rev. Lett. 86, 2716 (2001).
[Chaichian 2009] M. Chaichian, S. Ghosh, M. Langvik and A. Tureanu, “Dirac Quantization
Condition for Monopole in Noncommutative Space-Time”, Phys. Rev. D 79, 125029 (2009).
[Chang 1995] M. C. Chang and Q. Niu, “Berry Phase, Hyperorbits, and the Hofstadter Spectrum”,
Phys. Rev. Lett. 75, 1348 (1995).
[Comtet] A. Comtet and P. A. Horva´thy, “The Dirac equation in Taub - NUT space”, Phys. Lett.
B 349, 49 (1995).
128
[Cordani 1988] B. Cordani, L. G. Fehe´r and P. A. Horva´thy, “O(4,2) Dynamical symmetry of the
Kaluza-Klein monopole”, Phys. Lett. B 201, 481 (1988).
[Cordani 1990] B. Cordani, L. Fehe´r, and P. A. Horva´thy, “Kepler-type dynamical symmetries of
long-range monopole interactions”, J. Math. Phys. 31, 202 (1990).
[Cordani 2003] B. Cordani, “The Kepler Problem. Group Aspects, Regularization and Quantiza-
tion. With an Application to the Study of Perturbations”, Birkhauser: Basel (2003).
[Correa 2006] F. Correa, L. -M. Nieto, M. S. Plyushchay, “Hidden nonlinear supersymmetry of
finite-gap Lame equation”, Phys. Lett. B644, 94-98 (2007).
[Correa 2007] F. Correa, M. S. Plyushchay, “Peculiarities of the hidden nonlinear supersymmetry
of Poschl-Teller system in the light of Lame equation”, J. Phys. A A40, 14403-14412 (2007).
[Correa 2008] F. Correa, V. Jakubsky, L. -M. Nieto, M. S. Plyushchay, “Self-isospectrality, special
supersymmetry, and their effect on the band structure”, Phys. Rev. Lett. 101, 030403 (2008).
[Correa 2008*] F. Correa, V. Jakubsky, M. S. Plyushchay, “Finite-gap systems, tri-supersymmetry
and self-isospectrality”, J. Phys. A A41, 485303 (2008).
[Correa 2008**] F. Correa, L. -M. Nieto, M. S. Plyushchay, “Hidden nonlinear su(2—2) superuni-
tary symmetry of N=2 superextended 1D Dirac delta potential problem”, Phys. Lett. B659,
746-753 (2008).
[Correa 2008***] F. Correa, H. Falomir, V. Jakubsky, M. S. Plyushchay, “Supersymmetries of the
spin-1/2 particle in the field of magnetic vortex, and anyons”, Annals Phys. 325, 2653-2667
(2010).
[Cortes 1996] Jose L. Cortes, Mikhail S. Plyushchay, “Anyons as spinning particles”, Int. J. Mod.
Phys. A 11, 3331 (1996).
[Cotaescu 1999] I. I. Cotaescu and M. Visinescu, “Schro¨dinger quantum modes on the Taub-NUT
background”, Mod. Phys. Lett. A 15, 145 (2000).
[Vaman 1996] I. I. Cotaescu and M. Visinescu, “Runge-Lenz operator for Dirac field in Taub-NUT
background”, Phys. Lett. B 502, 229 (2001).
[Cotaescu 2004] I. I. Cotaescu and M. Visinescu, “Symmetries and supersymmetries of the Dirac
operators in curved spacetimes”, arXiv:hep-th/0411016.
[P. Curie 1894] P. Curie, “On the possible existence of magnetic conductivity and free magnetism”,
Se´ances Soc. Phys. (Paris), 76-77 (1894).
[Dalibard et al.] J. Dalibard, F. Gerbier, G. Juzeliunas, P. O¨hberg, “Colloquium: Artificial gauge
129
potentials for neutral atoms”, [arXiv:1008.5378 [cond-mat.quant-gas]], (2010).
[D’Hoker 1984] E. D’Hoker and L. Vinet, “Supersymmetry of the Pauli Equation in the Presence
of a Magnetic Monopole”, Phys. Lett. B 137, 72 (1984).
[D’Hoker 01/1985] E. D’Hoker and L. Vinet, “Spectrum (Super-) Symmetries of particles in a
Coulomb Potential”, Nucl. Phys. B 260, 79 (1985).
[D’Hoker 09/1985] E. D’Hoker and L. Vinet, “Constants of Motion for a Spin-1/2 Particle in the
Field of a Dyon”, Phys. Rev. Lett. 55, 1043 (1985).
[D’Hoker 04/1986] E. D’Hoker and L. Vinet, “Hidden symmetries and Accidental degeneracy for
a Spin-1/2 Particle in the Field of a Dyon”, Lett. Math. Phys. 12, 71 (1986).
[Das 2003] C.B. Das, S. Das Gupta, Charles Gale, and Bao-An Li, “Momentum dependence of
symmetry potential in asymmetric nuclear matter for transport model calculations”, Phys.
Rev. C 67, 034611 (2003).
[Das 2004] Bao-An Li, Ch. B. Das, S. D. Gupta, Ch. Gale, “Effects of momentum-dependent
symmetry potential on heavy-ion collisions induced by neutron-rich nuclei”, Nucl. Phys. A
735, 563 (2004).
[DeJonghe 1995] F. De Jonghe, A. J. Macfarlane, K. Peeters and J. W. van Holten, “New Super-
symmetry Of The Monopole”, Phys. Lett. B 359, 114 (1995).
[Dirac 1931] P. A. M. Dirac, “Quantized Singularities in the Electromagnetic Field”, Proc. Roy.
Soc. A 133, 60 (1931).
[Dunne 1990] G. V. Dunne, R. Jackiw and C. A. Trugenberger, “Topological (Chern-Simons)
Quantum Mechanics”, Phys. Rev. D 41, 661 (1990).
[Duval 1978] C. Duval, “On classical movements in a Yang-Mills field”, Preprint CPT-78-P-1056
(1978).
[Duval 1980] C. Duval, “On the prequantum description of spinning particles in an external gauge
field”, Proc. Aix Conference on Diff. Geom. Meths. in Math. Phys. Ed. Souriau Springer
LNM 836, 49 (1980).
[Duval 1982] C. Duval and P. Horva´thy, “Particles with internal structure : the geometry of
classical motions and conservation laws”, Ann. Phys. (N.Y.) 142, 10 (1982).
[Duval 05/1984] C. Duval, G. Burdet, H. P. Kunzle and M. Perrin, “Bargmann Structures And
Newton-Cartan Theory”, Phys. Rev. D 31, 1841 (1985).
[Duval 1991] C. Duval, G. W. Gibbons, and P. A. Horva´thy, “Celestial Mechanics, Conformal
130
Structures and Gravitational Waves”, Phys. Rev. D 43, 3907 (1991).
[Duval 1993] C. Duval and P. A. Horva´thy, “On Schrodinger superalgebras”, J. Math. Phys. 35,
2516 (1994).
[Duval 1995] C. Duval and P. A. Horva´thy, “Non-relativistic supersymmetry”, arXiv:hep-
th/0511258.
[Duval 2000] C. Duval and P. A. Horva´thy, “The “Peierls substitution” and the exotic Galilei
group”, Phys. Lett. B 479, 284 (2000).
[Duval 2001] C. Duval and P. A. Horva´thy, “Exotic galilean symmetry in the non-commutative
plane, and the Hall effect”, J. Phys. A 34, 10097 (2001).
[Duval 05/2005] C. Duval and G. Valent, “Quantum integrability of quadratic Killing tensors”, J.
Math. Phys. 46, 053516 (2005).
[Duval 2006] C. Duval, Z. Horvath, P. A. Horvathy, L. Martina and P. C. Stichel, “Comment on
’Berry phase correction to electron density in solids’ by Xiao et al”, Phys. Rev. Lett. 96,
099701 (2006).
[Duval 2008] C. Duval and P. A. Horva´thy, “Supersymmetry of the magnetic vortex”,
arXiv:0807.0569.
[Fang 2003] Z. Fang et al., “Anomalous Hall effect and magnetic monopoles in momentum-space”,
Science 302N5642, 92 (2003).
[Einstein 1938] A. Einstein, P. Bergmann, “On A Generalization Of Kaluza’s Theory Of Electric-
ity”, Annals Math. 39, 683-701 (1938).
[Fehe´r 1984] L. G. Fehe´r “Bounded orbits for classical motion of colored test particles in the
Prasad-Sommerfield monopole field”, Acta Phys. Polon. B 15, 919 (1984).
[Fehe´r 1985] L. G. Fehe´r, “Quantum mechanical treatment of an isospinor scalar in Yang-Mills
Higgs monopole background”, Acta Phys. Polon. B 16, 217 (1985).
[Fehe´r 1986] L. G. Fehe´r, “Dynamical O(4) symmetry in the asymptotic field of the Prasad-
Sommerfield monopole”, J. Phys. A 19, 1259 (1986).
[Fehe´r 1986*] L. G. Fehe´r, “Classical motion of coloured test particles along geodesics of a Kaluza-
Klein spacetime”, Acta Phys. Hung. 59, 437 (1986).
[Fehe´r 10/1986] L. G. Fehe´r and P. A. Horva´thy, “Dynamical symmetry of monopole scattering”,
Phys. Lett. B 183, 182 (1987) [Erratum-ibid. B 188, 512 (1987)].
[Fehe´r 1987] L. G. Fehe´r, “The O(3,1) symmetry problem of the charge-monopole interaction”, J.
131
Math. Phys. 28, 234 (1987).
[Fehe´r 1988] L. G. Fehe´r and P. A. Horva´thy, “Non-relativistic scattering of a spin-1/2 particle
off a self-dual monopole”, Mod. Phys. Lett. A 3, 1451 (1988).
[Fehe´r 1989] L. Fehe´r, P. A. Horva´thy, and L. O’Raifeartaigh, “Application of chiral supersymmetry
for spin fields in selfdual backgrounds”, Int. J. Mod. Phys. A 4, 5277 (1989).
[Fehe´r 02/1989] L. Fehe´r, P. A. Horva´thy and L. O’Raifeartaigh, “Separating the dyon system”,
Phys. Rev. D 40, 666 (1989).
[Fehe´r 02/2009] L. Fehe´r and P. A. Horva´thy, “Dynamical symmetry of the Kaluza-Klein
monopole”, arXiv:0902.4600 [hep-th].
[Forga´cs-Manton 1980] P. Forga´cs and N. S. Manton, “Space-Time Symmetries In Gauge Theo-
ries”, Commun. Math. Phys. 72, 15 (1980).
[Galajinsky] A. Galajinsky, “Particle dynamics near extreme Kerr throat and supersymmetry”,
JHEP 1011, 126 (2010).
[Gale 1987] C. Gale, G. Bertsch, and S. Das Gupta, “Heavy-ion collision theory with momentum-
dependent interactions”, Phys. Rev. C 35, 1666 (1987).
[Gibbons 01/1979] G. W. Gibbons and S. W. Hawking, “Gravitational Multi-Instantons”, Phys.
Lett. B 78, 430 (1978).
[Gibbons 04/1986] G. W. Gibbons and N. S. Manton, “Classical and Quantum dynamics of BPS
monopoles”, Nucl. Phys. B 274, 183 (1986).
[Gibbons 12/1986] G. W. Gibbons and P. Ruback, “The hidden symmetries of Taub-NUT and
monopole scattering”, Phys. Lett. B 188, 226 (1987).
[Gibbons 1987] G. W. Gibbons and P. J. Ruback, “The Hidden Symmetries of Multicenter Met-
rics”, Commun. Math. Phys. 115, 267 (1988).
[Gibbons 1988] G. W. Gibbons and P. J. Ruback, “Winding strings, Kaluza-Klein monopoles and
Runge-Lenz vectors”, Phys. Lett. B 215, 653 (1988).
[Gibbons 1993] G. W. Gibbons, R. H. Rietdijk and J. W. van Holten, “SUSY in the sky”, Nucl.
Phys. B 404, 42 (1993).
[Gibbons 09/2006] G. W. Gibbons and C. M. Warnick, “Hidden symmetry of hyperbolic monopole
motion”, J. Geom. Phys. 57, 2286 (2007).
[Gonzales] M. Gonzales, Z. Kuznetsova, A. Nersessian, F. Toppan and V. Yeghikyan, “Second
Hopf map and supersymmetric mechanics with Yang monopole”, Phys. Rev. D 80, 025022
132
(2009).
[Gross 1983] D. J. Gross and M. J. Perry, “Magnetic Monopoles in Kaluza-Klein theories”, Nucl.
Phys. B 226, 29 (1983).
[Gubser 2001] S. S. Gubser and S. L. Sondhi, “Phase structure of non-commutative scalar field
theories”, Nucl. Phys. B 605, 395 (2001).
[Horva´thy 12/1984] P. A. Horva´thy and J. H. Rawnsley “Internal symmetries of non - Abelian
gauge field configurations”, Phys. Rev. D 32, 968 (1985).
[Horva´thy 04/1985] P. A. Horva´thy, “The Nonabelian Aharonov-Bohm Effect”, Phys. Rev. D 33,
407 (1986).
[Horva´thy 06/1985] P. A. Horva´thy and J. H. Rawnsley, “The problem of ’global color’ in gauge
theories”, J. Math. Phys. 27, 982 (1986).
[Horva´thy 1987] P. A. Horva´thy and J. H. Rawnsley, “Monopole invariants”, J. Phys. A 20, 747
(1987).
[Horva´thy 1989] P. A. Horva´thy, L. Fehe´r and L. O’Raifeartaigh “Applications of chiral supersym-
metry for spin fields in selfdual backgrounds”, Int. J. Mod. Phys. A 4, 5277 (1989).
[Horva´thy 1990] P. A. Horva´thy, “Dynamical symmetry of monopole scattering”, Lect. Notes
Math. 1416, 146 (1990).
[Horva´thy 1990*] P. A. Horvathy, “Particle in a selfdual monopole field: Example of supersym-
metric quantum mechanics”, Lect. Notes Phys. 382, 404 (1991).
[Horva´thy 1991] P. A. Horva´thy, “Isospin-dependent o(4,2) symmetry of self-dual Wu-Yang
monopoles”, Mod. Phys. Lett. A 6, 3613 (1991).
[Horva´thy 2000] P.A. Horva´thy, A.J. Macfarlane and J.W. van Holten, “Monopole supersymme-
tries and the Biedenharn operator”, Phys. Lett. B 486, 346 (2000).
[Horva´thy 2002] P. A. Horva´thy, “The non-commutative Landau problem”, Ann. Phys. 299, 128
(2002).
[Horva´thy 2002] P. A. Horva´thy, L. Martina and P. C. Stichel, “Galilean symmetry in noncom-
mutative field theory”, Phys. Lett. B 564, 149 (2003).
[Horva´thy 2005] P. A. Horva´thy, “Dynamical (super)symmetries of monopoles and vortices”, Rev.
Math. Phys. 18, 329 (2006).
[Horva´thy 2006] P. A. Horva´thy, “Anomalous Hall effect in non-commutative mechanics”, Phys.
Lett. A 359, 705 (2006).
133
[Horva´thy 2006*] P. A. Horva´thy, “The Biedenharn approach to relativistic Coulomb-type prob-
lems”, Rev. Math. Phys. 18, 311 (2006).
[Horva´thy 2006**] P. A. Horva´thy, “Exotic Galilean symmetry and non-commutative mechanics
in mathematical and in condensed matter physics”, arXiv:hep-th/0602133.
[Horva´thy 2006***] P. A. Horva´thy, “Non-commutative mechanics, in mathematical and in con-
densed matter physics”, SIGMA 2, 090 (2006).
[Horva´thy 2010] P. A. Horva´thy, L. Martina and P. C. Stichel, “Exotic galilean symmetry and
non-commutative mechanics”, SIGMA 6, 060 (2010).
[Hughes 1986] R. J. Hughes, V. A. Kostelecky´ and M. M. Nieto, “Supersymmetric quantum me-
chanics in the first-order Dirac equation”, Phys. Rev. D 34, 110 (1986).
[Iachello 1993] F. Iachello, “Dynamic symmetries and supersymmetries in nuclear physics”, Rev.
Mod. Phys. 65, 569 (1993).
[Visinescu 2009] S. Ianus, M. Visinescu and G. E. Vilcu, “Hidden symmetries and Killing tensors
on curved spaces”, Phys. Atom. Nucl. 73, 1925 (2010).
[Igata 2010] T. Igata, T. Koike and H. Ishihara, “Constants of Motion for Constrained Hamilto-
nian Systems: A Particle around a Charged Rotating Black Hole”, arXiv:1005.1815 [gr-qc].
[Iwai 05/1994] T. Iwai and N. Katayama, “Two kinds of generalized Taub-NUT metrics and the
symmetry of associated dynamical systems”, J. Phys. A 27, 3179 (1994).
[Iwai 06/1994] T. Iwai and N. Katayama, “Two classes of dynamical systems all of whose bounded
trajectories are closed”, J. Math. Phys. 35, 2914 (1994).
[Jackiw 1976] R. Jackiw and C. Rebbi, “Spin from isospin in a gauge theory”, Phys. Rev. Lett.
36, 1116 (1976).
[Jackiw-Manton 1980] R. Jackiw and N. S. Manton, “Symmetries And Conservation Laws In
Gauge Theories”, Ann. Phys. 127, 257 (1980).
[Jackiw 1980] R. Jackiw, “Invariance, symmetry and periodicity in gauge theories”, Acta Phys.
Austriaca Suppl. 22, 383 (1980).
[Jackiw 1984] R. Jackiw, “Fractional charge and zero modes for planar systems in a magnetic
field”, Phys. Rev. D 29, 2375 (1984) [Erratum-ibid. D 33, 2500 (1986)].
[Jackiw 1985] R. Jackiw, “3 - Cocycle in Mathematics and Physics”, Phys. Rev. Lett. 54, 159
(1985).
[Jackiw 1986] R. Jackiw, “Angular momentum for diatoms described by gauge fields”, Phys. Rev.
134
Lett. 56, 2779 (1986).
[Jackiw 12/2002] R. Jackiw, “Dirac’s magnetic monopoles (again)”, Int. J. Mod. Phys. A 19S1,
137 (2004).
[Kaluza 1919] T. Kaluza, Sitzungsber. Preus. Akad. Wiss. Phys. Math. K1, 996 (1919).
[Kerner 1968] R. Kerner, “Generalization of Kaluza-Klein theory for an arbitrary non-abelian
gauge group”, Ann. Inst. H. Poincare´ 9, 143 (1968).
[Kerner 1981] R. Kerner, “Geometrical Background For The Unified Field Theories: The Einstein-
cartan Theory Over A Principal Fiber Bundle”, Annales Poincare Phys. Theor. 34, 437-463
(1981).
[Kerner 2000] R. Kerner, J. Martin, S. Mignemi and J. W. van Holten, “Geodesic deviation in
Kaluza-Klein theories”, Phys. Rev. D 63, 027502 (2001).
[Kibble 1961] T. W. B. Kibble, “Lorentz invariance and the gravitational field”, J. Math. Phys.
2, 212-221 (1961).
[Klein 1926] O. Klein, Z. Phys. 37, 895 (1926).
[Kochan] D. Kochan, “Pseudodifferential forms and supermechanics”, Czechoslovak Journal of
Physics, 54, 177 (2004).
[Kostant] B. Kostant, “Quantization and unitary representations”, Lectures in Modern Analysis
and Applications III., Ed. Taam, Springer Lect. Notes in Math. 170, (1970).
[Krivonos 2006] S. Krivonos, A. Nersessian and V. Ohanyan, “Multi-center MICZ-Kepler system,
supersymmetry and integrability”, Phys. Rev. D 75, 085002 (2007).
[Krivonos 2009] S. Krivonos and O. Lechtenfeld, “SU(2) reduction in N=4 supersymmetric me-
chanics”, Phys. Rev. D 80, 045019 (2009).
[Krivonos 2010] S. Krivonos, O. Lechtenfeld and A. Sutulin, “N=4 Supersymmetry and the BPST
Instanton”, Phys. Rev. D 81, 085021 (2010).
[Lee 2000] C. K. Lee and K. M. Lee, “Generalized dynamics of two distinct BPS monopoles”,
Phys. Rev. D 63, 025001 (2001).
[Leiva 2003] C. Leiva and M. S. Plyushchay, “Nonlinear superconformal symmetry of a fermion
in the field of a Dirac monopole”, Phys. Lett. B 582, 135 (2004).
[Lukierski 1997] Lukierski J., Stichel P. C. and Zakrzewski W. J., “Galilean-invariant (2 + 1)-
dimensional models with a Chern-Simons-like term and d = 2 noncommutative geometry”,
Annals of Phys. 260, 224 (1997).
135
[Lukierski 2003] Lukierski J., Stichel P.C. and Zakrzewski W.J., “Noncommutative planar particle
dynamics with gauge interactions”, Ann. Phys. (N.Y.) 306, 78 (2003).
[Marquette 2010] I. Marquette, “Generalized MICZ-Kepler system, duality, polynomial and de-
formed oscillator algebras”, J. Math. Phys. 51, 102105 (2010).
[Marquette 2011] I. Marquette, “Generalized Kaluza-Klein monopole, quadratic algebras and lad-
der operators”, [arXiv:1103.0374 [math-ph]].
[Mcintosh 1970] H. V. Mcintosh, A. Cisneros, “Degeneracy in the presence of a magnetic
monopole”, J. Math. Phys. 11, 896 (1970).
[Montgomery] R. Montgomery, “Scattering off of an instanton”, Commun. Math. Phys. 107, 515
(1986).
[Nair 2001] V. P. Nair and A. P. Polychronakos, “Quantum mechanics on the noncommutative
plane and sphere”, Phys. Lett. B 505, 267 (2001).
[Nersessian] A. Nersessian, “Generalizations of MICZ-Kepler system”, Phys. Atom. Nucl. 73, 489
(2010).
[Ngome 02/2009] P. A. Horva´thy and J.-P. Ngome, “Conserved quantities in non-abelian monopole
fields”, Phys. Rev. D 79, 127701 (2009).
[Ngome 08/2009] J. P. Ngome, “Curved manifolds with conserved Runge-Lenz vectors”, J. Math.
Phys. 50, 122901 (2009).
[Ngome 03/2010] J. P. Ngome, P. A. Horva´thy and J. W. van Holten, “Dynamical supersymmetry
of spin particle-magnetic field interaction”, J. Phys. A 43, 285401 (2010).
[Ngome 06/2010] P. M. Zhang, P. A. Horva´thy and J. P. Ngome, “Non-commutative oscillator
with Kepler-type dynamical symmetry”, Phys. Lett. A 374, 4275 (2010).
[Niu] D. Xiao, M. C. Chang and Q. Niu, “Berry Phase Effects on Electronic Properties”, Rev.
Mod. Phys. 82, 1959 (2010).
[Noether 1918] E. Noether, “Invariante Variationsprobleme”, Nachr. d. Ko¨nig. Gesellsch. d. Wiss.
zu Go¨ttingen, Math-phys. Klasse, 235-257 (1918).
[ O¨hberg 2005] J. Ruseckas, G. Juzeliunas P. O¨hberg, and M. Fleischhauer, “Non-abelian gauge
potentials for ultracold atoms with degenerate dark states”, Phys. Rev. Lett 95, 010404
(2005).
[O¨hberg 2007] A. Jacob, P. O¨hberg, G. Juzeliunas and L. Santos, “Cold atom dynamics in non-
Abelian gauge fields”, Appl. Phys. B 89, 439 (2007).
136
[Penrose 1972] R. Penrose, Malcolm A.H. MacCallum, “Twistor theory: An Approach to the
quantization of fields and space-time”, Phys. Rept. 6, 241-316 (1972).
[Penrose 1977] R. Penrose, “The Twistor Program”, Rept. Math. Phys. 12, 65-76 (1977).
[Plyushchay 04/2000] M. S. Plyushchay, “Monopole Chern-Simons term: Charge monopole system
as a particle with spin”, Nucl. Phys. B 589, 413 (2000).
[Plyushchay 2000] M. S. Plyushchay, “On the nature of fermion-monopole supersymmetry”, Phys.
Lett. B 485, 187 (2000).
[Poincare´ 1896] H. Poincare´, C. R. Acad. Sci. (Paris) 123, 530 (1896).
[Polyakov 1974] A. M. Polyakov, “Particle spectrum in quantum field theory”, JETP Lett. 20,
194 (1974).
[Protogenov] A.P. Protogenov, Phys. Lett. B 87, 80 (1979).
[Rietdijk] R. H. Rietdijk and J. W. van Holten, “Killing tensors and a new geometric duality”,
Nucl. Phys. B 472, 427 (1996).
[Rho 1992] H. K. Lee and M. Rho, “Rotation symmetry and nonAbelian Berry potential”, arXiv:
hep-th/9210048.
[Romero 2003] J. M. Romero and J. D. Vergara, “The Kepler problem and non commutativity”,
Mod. Phys. Lett. A 18, 1673 (2003).
[Salomonson] P. Salomonson and J. W. van Holten, “Fermionic Coordinates And Supersymmetry
In Quantum Mechanics”, Nucl. Phys. B 196, 509 (1982).
[Schechter] J. Schechter, “Yang-Mills particle in ’t Hooft’s gauge field”, Phys. Rev. D 14, 524
(1976).
[Scholtz 2005] F. G. Scholtz, B. Chakraborty, S. Gangopadhyay and A. G. Hazra, “Dual families
of non-commutative quantum systems”, Phys. Rev. D71, 085005 (2005).
[Scholtz 2009] F. G. Scholtz, L. Gouba, A. Hafver and C. M. Rohwer, “Formulation, Interpretation
and Application of non-Commutative Quantum Mechanics”, J. Phys. A A42, 175303 (2009).
[Schonfeld] J. F. Schonfeld, “Dynamical symmetry and magnetic charge”, J. Math. Phys. 21, 2528
(1980).
[Simon] B. Simon, “Holonomy, the quantum adiabatic theorem, and Berry’s phase”, Phys. Rev.
Lett. 51, 2167 (1983).
[Sorkin 1983] R. Sorkin, “Kaluza-Klein Monopole”, Phys. Rev. Lett. 51, 87 (1983).
[Souriau 1970] Jean-Marie Souriau, “Structure des Syste`mes Dynamiques”, Dunod, Paris (1970).
137
[Souriau 1982] Jean-Marie Souriau, “Global geometry of the two-body problem”, (In French), CPT-
82/P-1434, Jun 1982. 51pp. Presented at Symp. IUTAM-ISSM ’Modern Developments in
Analytical Mechanics’, Turin, Italy, Jun 1982.
[Spector] D. Spector, “N = 0 supersymmetry and the non-relativistic monopole”, Phys. Lett. B
474, 331 (2000).
[Stern 1977] A. Stern, “Resonances in SU(2) gauge theory”, Phys. Rev. D 15, 3672 (1977).
[’t Hooft 1974] G. ’t Hooft, “Magnetic monopoles in unified gauge theories”, Nucl. Phys. B 79,
276 (1974).
[Trautman 1967] A. Trautman, “Noether equations and conservation laws”, Comm. Math. Phys.
6 , 248-261 (1967).
[Trautman 1970] A. Trautman, “Fiber bundles associated with space-time”, Rept. Math. Phys. 1,
29-62 (1970).
[Tureanu 2011] M. Langvik, T. Salminen, A. Tureanu, “Magnetic Monopole in Noncommutative
Space-Time and Wu-Yang Singularity-Free Gauge Transformations”, [arXiv:1101.4540 [hep-
th]].
[Valent 09/2003] G. Valent, “Integrability versus separability for the multi-centre metrics”, Com-
mun. Math. Phys. 244, 571 (2004).
[Valent 07/2004] G. Valent, “Hidden symmetries of some Bianchi A metrics”, Int. J. Mod. Phys.
A 20, 2500 (2005).
[Vaman 1996] D. Vaman and M. Visinescu, “Generalized Killing equations and Taub - NUT spin-
ning space”, Phys. Rev. D 54, 1398 (1996).
[van Holten 1994] J.-W van Holten, “Supersymmetry and the Geometry of Taub - NUT”, Phys.
Lett. B 342, 47 (1995).
[van Holten 2007] J. W. van Holten, “Covariant hamiltonian dynamics”, Phys. Rev. D 75, 025027
(2007).
[Visinescu 01/1994] M. Visinescu, “The Geodesic motion in Taub - NUT spinning space”, Class.
Quant. Grav. 11, 1867 (1994).
[Visinescu 07/1994] M. Visinescu, “Generalized Runge-Lenz vector in Taub - NUT spinning space”,
Phys. Lett. B 339, 28 (1994).
[Visinescu 2009] M. Visinescu, “Higher order first integrals of motion in a gauge covariant Hamil-
tonian framework”, Mod. Phys. Lett. A 25, 341 (2010).
138
[Visinescu 2011] M. Visinescu, “Covariant approach of the dynamics of particles in external gauge
fields, Killing tensors and quantum gravitational anomalies”, arXiv:1102.0095 [hep-th].
[Wilczek 1984] F. Wilczek and A Zee, “Appearance of Gauge Structure in Simple Dynamical
Systems”, Phys. Rev. Lett. 52, 2111 (1984).
[Wilczek 1986] J. Moody, A. Shapere, and F. Wilczek, “Realization of magnetic monopole gauge
fields : diatoms and spin precession”, Phys. Rev. Lett. 56, 893 (1986).
[Wipf 1986] A. Wipf, “Nonrelativistic Yang-Mills particle in a spherically symmetric monopole
field”, J. Phys. A 18, 2379 (1986).
[Wong 1970] S. K. Wong, “Field and particle equations for the classical Yang-Mills field and
particles with isotopic spin”, Nuovo Cim. A 65, 689 (1970).
[Wu Yang 1968] T. T. Wu and C. N. Yang, “Some solutions of the classical isotopic gauge field
equations” in Properties of Matter under Unusual Conditions, Festschrift for the 60th birth-
day of E. Teller. p. 349. Ed. H. Mark and S. Fernbach. Interscience: (1969).
[Wu Yang 1975] T. T. Wu and C. N. Yang, “Concept of nonintegrable phase factors and global
formulation of gauge fields”, Phys. Rev. D 12, 3845 (1975).
[Zwanziger 1968] D. Zwanziger, “Quantum field theory of particles with both electric and magnetic
charges”, Phys. Rev. 176, 1489 (1968).
[Zygelman 1990] B. Zygelman, “Non-Abelian geometric phase and long-range atomic forces”, Phys.
Rev. Lett. 64, 256 (1990).
139
