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Vorbemerkung
Das vorliegende Skript ist aus einer Lehrveranstaltung hervorgegangen, die von mir mehrere
Jahre an der Fakultät Wirtschaftswissenschaften der TU Dresden gehalten wurde. Diese Lehr-
veranstaltung hatte erst die Bezeichnung
”
Monetäre Risikomaße“ und später
”
Risikomaße“.
Mehrere frühere Fassungen dieses Skripts, das häufig überarbeitet und erweitert wurde, trugen
den Namen Monetäre Risikomaße (Auflagen 1 bis 7).







Ergänzung und Vertiefung“ mit Material zum jeweiligen Kapitel, das
nicht in der Vorlesung vorgetragen wurde.
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1.4 Übungsaufgaben . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.5 Ergänzung und Vertiefung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2 Inverse Verteilungsfunktion und Erwartungswert 13
2.1 Inverse Verteilungsfunktion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 Erwartungswert . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
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Bemerkung 1.1 (Quantitative Risikotheorie)
1. Gegenstand dieser Lehrveranstaltung sind Methoden zur Quantifizierung des Risikos.
Dabei wird unter Risiko im Wesentlichen die Möglichkeit oder die Wahrscheinlich-
keit eines Schadens oder monetären Verlustes verstanden. Die hier behandelten
quantifizierbaren Risiken gehen von Situationen aus, in denen Risiko kalkulierbar ist und
Risiken bewusst eingegangen werden.
2. Zwei Komponenten der Risikoquantifizierung sind
• die Quantifizierung der Möglichkeit oder Wahrscheinlichkeit des Eintretens eines
Schadensfalles und
• die Quantifizierung der möglichen Schadenshöhen bzw. Verluste.
3. Bei einer monetären Quantifizierung fließen die Komponenten der Risikoquantifizierung in
einer monetären Zufallsvariablen mit einer Wahrscheinlichkeitsverteilung zusammen.
Im Folgenden wird die Wahrscheinlichkeitsverteilung einer Zufallsvariablen X häufig kurz
als Verteilung von X bezeichnet.
Beispiel 1.2 (Elbehochwasser)
1. Die Zufallsvariable X bezeichne den maximalen Elbepegel in Dresden innerhalb der
nächsten 12 Monate. Zur Vereinfachung sei X als exponentialverteilt mit dem Pa-
rameter λ > 0, vgl. Definition B.7, und der Verteilungsfunktion
FX(x)
def
= P (X ≤ x) =

0 x < 0
falls
1− e−λx x ≥ 0
unterstellt. Es gilt dann E[X] = 1/λ und V[X] = 1/λ2.
1
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2. Der monetäre Schaden (Verlust) v in Abhängigkeit vom Elbepegel x sei durch die
Exponentialfunktion
v = aebx
mit geeigneten Parametern a > 0 und b > 0 beschrieben.
3. Die Verteilung des zufälligen monetären Schadens
V = aebX
ergibt sich aus der Verteilung von X. Es gilt P (V ≥ a) = 1 und damit FV (v) = 0 für
v < a. Für v ≥ a gilt





























, v ≥ a
0, sonst.
4. Die Verteilung von V ist die spezielle Pareto-Verteilung Par(0, a, λ/b), vgl. Definition
B.9. Der Erwartungswert von V ist1
E[V ] =
∞, 0 < λ/b ≤ 1,a λ
λ− b
, λ/b > 1.
Die Varianz von V ist nicht definiert, falls E[V ] =∞, in den übrigen Fällen gilt
V[V ] =
∞, 1 < λ/b ≤ 2,a2 λb2
(λ− b)2(λ− 2b)
, λ/b > 2.
Bemerkung 1.3 (Verlustverteilung)
1. Im Fall einer eindimensionalen monetären Quantifizierung des Schadens durch eine Ver-
lustvariable fließen die Informationen aus den beiden Komponenten der Risikoquantifi-
zierung in einer Wahrscheinlichkeitsverteilung zusammen, die für alternative Verluste de-
finiert ist. Verluste sind dabei durch positive Zahlen wiedergegeben und negative Verluste
sind Gewinne. Diese Art der Modellierung ist häufig anzutreffen, da bei Risikobetrach-
tungen die möglichen Verluste im Vordergrund stehen.
1Häufig werden in der angewandten Statistik nur die Fälle betrachtet, in denen E[X] als endliche Zahl
festgelegt werden kann, und in anderen Fällen gilt der Erwartungswert als
”
nicht definiert“, z. B. [Rinne 2008, S.
361]. In bestimmten Fällen kann der Erwartungswert aber auch sinnvoll als −∞ oder ∞ definiert werden. Für
Näheres siehe Bemerkung 2.19.
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2. Die Verteilung einer zufälligen Verlustvariablen V wird im Folgenden kurz als Ver-
lustverteilung (loss distribution) bezeichnet. Diese ist eindeutig durch die Verteilungs-
funktion
FV : R→ [0, 1], FV (v) = P (V ≤ v)
charakterisiert, da die Verteilungsfunktion einer Zufallsvariablen eine eindeutige Charak-
terisierung der Wahrscheinlichkeitsverteilung ist.
1.2 Risikomaßzahlen und Risikomaße
Bemerkung 1.4 (Risikomaßzahlen)
1. Die in der Verlustverteilung enthaltene Information über alternative Verluste wird häufig
auf eine Maßzahl oder auf wenige Maßzahlen verdichtet. Z. B. kann die in der Wahr-
scheinlichkeitsverteilung der Verlustvariablen V enthaltene Information auf die beiden
Maßzahlen Erwartungswert E[V ] und Standardabweichung σ[V ] =
√
V[V ] redu-
ziert werden. Dabei ist E[V ] eine Maßzahl für den erwarteten Verlust und σ[V ] ist
eine Streuungsmaßzahl.
2. Die Streuungsmaßzahl σ[V ] kann als eine einfache Risikomaßzahl interpretiert werden,
falls man unter Risiko die beidseitige Abweichung vom erwarteten Verlust versteht.
3. Für eine normalverteilte Zufallsvariable V ∼ N(µ, σ2) mit den Parametern µ ∈ R und
σ > 0 ist die Beschränkung auf die beiden Maßzahlen E[V ] = µ und σ[V ] = σ eine
Informationsverdichtung ohne Informationsverlust, während im Allgemeinen mit
der Bildung von Maßzahlen immer eine Informationsverkürzung verbunden ist.
Beispiel 1.5 (Risiko als Abweichung von einem Zielwert) X sei eine Zufallsvariable und
τ ∈ R ein Zielwert (target, benchmark).
1. Die mittlere absolute Abweichung (mean absolute deviation)
E[|X − τ |] , (1.1)
der mittlere quadratische Fehler (mean square error)
E[(X − τ)2] (1.2)
und der Quadratwurzelfehler (root mean square error)√
E[(X − τ)2] (1.3)
sind Beispiele für reellwertige Maßzahlen, welche die beidseitige Abweichung der Variablen
X vom Zielwert τ messen. Im Spezialfall τ = E[X] gilt E[(X − τ)2] = V[X].
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2. Die mittlere linksseitige Abweichung
E[(τ −X)+] (1.4)
und die mittlere rechtsseitige Abweichung
E[(X − τ)+] (1.5)




den positiven Teil von g(X). Es gilt
E[|X − τ |] = E[(τ −X)+] + E[(X − τ)+] .
Beispiel 1.6 (Risikomaßzahl als erforderlicher Kapitalbetrag) V ∼ N(µ, σ2) sei eine
normalverteilte Verlustvariable. 0 < p < 1 sei eine vorgegebene Wahrscheinlichkeit.
1. Es existiert genau eine Zahl vp ∈ R mit
P (V ≤ vp) = p . (1.6)
Diese implizit definierte Zahl vp ist der Value-at-Risk zum Sicherheitsniveau p.
(a) Typischerweise ist p eine große Wahrscheinlichkeit, z. B. p = 99%, da man sich für
extreme Verluste interessiert.
(b) Ein Kapitalbetrag in Höhe von vp deckt alle Verluste bis zur Höhe vp ab. Das Auf-
treten größerer Verluste hat die Wahrscheinlichkeit P (V > vp) = 1− p.
(c) vp ist das p-Quantil der Verteilung von V . In diesem Fall gilt
vp = µ+ zpσ, (1.7)
wobei zp = Φ
−1(p) das p-Quantil einer standardnormalverteilten Zufallsvariablen
ist und Φ die Verteilungsfunktion einer standardnormalverteilten Zufallsvariablen
bezeichnet. Z. B. gilt z99% = 2.33.




= E[(V − vp)+] =
∫ ∞
vp
(x− vp)fV (x) dx,
wobei fV die Dichtefunktion von V ist.
(a) Der Wert ep ist die mittlere rechtsseitige Abweichung aus (1.5) für den Fall τ = vp.
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(b) Der Wert ep ist die Nettoprämie, die für eine Versicherung bezahlt werden muss,
wenn diese alle Verluste übernimmt, die den Wert vp überschreiten, d. h. bei einem
Selbstbehalt (oder Eigenbehalt) von vp.
(c) In der versicherungsmathematischen Literatur heißt E[(V − d)+] Verlustbegrenzung
mit Selbstbehalt d (stop-loss with retention d) und ep heißt expected shortfall zum
Niveau p. Die Funktion πV (d) = E[(V −d)+] heißt Verlustbegrenzungstransformation
(stop-loss transform).
(d) Für die Normalverteilung ergibt sich die Formel
ep = σ(ϕ(zp)− zp(1− p)), (1.8)
wobei ϕ die Dichtefunktion einer standardnormalverteilten Zufallsvariablen bezeich-
net.
3. Der erwartete Verlust, bedingt darauf, dass es zur Überschreitung von vp kommt, ist
cp
def
= E[V |V > vp] . (1.9)
Dieser bedingte Erwartungswert heißt Conditional Value-at-Risk zum Sicherheitsni-
veau p.
(a) Zu anderen, ebenfalls üblichen Bezeichnungen vgl. Bemerkung 11.1.





wobei ϕ die Dichtefunktion einer standardnormalverteilten Zufallsvariablen bezeich-
net. Für p = 99% ist beispielsweise
ϕ(z99%)
1− 99%
= 2.67 > z99% = 2.33.
4. Im Fall der Normalverteilung sind die beiden Risikomaßzahlen vp und cp von der Form
µ+ kσ
mit unterschiedlichen von p abhängenden Zahlen k, wobei im ersten Fall k ≥ 0 nur für
p ≥ 1/2 gilt, während im zweiten Fall k > 0 für alle 0 < p < 1 gilt.
Bemerkung 1.7 (Risikomaße)
2vgl. z. B. [McNeil/Frey/Embrechts 2005, S. 45].
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1. Ein Risikomaß oder Risikofunktional %[·] ist eine Funktion, die jeder Verlustvariablen
X aus einer Menge zugelassener Zufallsvariablen X eine Risikomaßzahl aus R ∪ {∞}
zuordnet,
%[·] : X → R ∪ {∞}, X 7→ %[X].
Besteht die Menge X beispielsweise aus allen Zufallsvariablen mit endlichem Erwartungs-
wert, dann ist das Funktional ρ2[·] : X → R,
ρ2[X]
def
= E[X] + 2σ[X], X ∈ X
mit σ[X] =
√
V[X] ∈ R∪{∞} ein Risikomaß. Für eine einzelne Zufallsvariable X ergibt
sich die Risikomaßzahl ρ2[X].
2. Durch alle Risikomaße ρk[·] : X → R ∪ {∞} der Form
ρk[X]
def
= E[X] + kσ[X], X ∈ X
mit k > 0 ist eine Klasse (oder Familie) von Risikomaßen auf der Menge der Zufalls-
variablen mit endlichem Erwartungswert definiert.
3. Diese vorläufige Begriffsbildung wird im Kapitel 5 präzisiert.
1.3 Gewinn- und Verlustvariablen
Bemerkung 1.8 (Risikomessung)
1. Im Gebiet der Markt- und Kreditrisikomessung ist ein Konzept von Risikomaßen
üblich, das auf Wahrscheinlichkeitsverteilungen reellwertiger Zufallsvariablen beruht. Ei-
ne Zufallsvariable X modelliert dabei unterschiedliche monetäre Konsequenzen. Bei der
Marktrisikomessung geht es um die Auswirkungen von Marktpreisänderungen (Ände-
rungen von Aktienkursen, Wechselkursen, Rohstoffpreisen usw.) auf eine Vermögensposi-
tion. Bei der Kreditrisikomessung geht es um das Ausfallrisiko (ein Kreditnehmer zahlt
einen Kredit nicht zurück) und das Bonitätsänderungsrisiko (die Bonität eines Kreditneh-
mers verändert sich) und um die Auswirkungen auf die entsprechende Vermögensposition,
z. B. eine Forderung an den Kreditnehmer.
2.
”
A measure of risk is any correspondence, ρ, between a space, X, of random variables (for
instance the returns of a given set of investments) and a nonnegative real number, i. e.
ρ : X → R. These correspondences cannot be without restrictions ...“3
3.
”
A risk measure ρ(X) assigns a numerical value to a random wealth X.“4
4. Was ist die inhaltliche Bedeutung der Zufallsvariablen X?
3 [Szegö 2004a, S. 5]
4 [Giacometti/Ortobelli Lozza 2004, S. 70].
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(a) X kann für ein zufälliges, in der Zukunft liegendes Vermögen stehen. Risiko kann
dann durch Bezug auf einen Referenzwert ausgedrückt werden, z. B. durch die Wahr-
scheinlichkeit P (X ≤ 0) des Vermögensverlustes.
(b) Bei anderen Anwendungen, insbesondere bei der Marktrisikomessung, steht die Va-
riable X für Vermögensänderungen, entweder in der Form absoluter Vermö-
gensänderungen oder in der Form relativer Vermögensänderungen, d. h. in
der Form von Renditen (returns).
(c) Bei der Kreditrisikomessung werden durch die Variable X häufig Vermögensände-
rungen in der Form möglicher Verluste dargestellt, wobei Verluste durch positive
Zahlen abgebildet werden.
5. Bei den im Kapitel 4 als monetäre Risikomaße bezeichneten Maßen handelt es sich
um Risikomaße, bei denen die zugrundeliegenden Zufallsvariablen X monetär sind, und
bei denen sich in der Regel der Wert des Risikomaßes monetär, d. h. als Geldbetrag,
interpretieren lässt.
Bemerkung 1.9 (Gewinn- und Verlustvariablen)
1. Als Gewinnvariablen werden monetäre Variablen bezeichnet, bei denen jeweils ein
größerer Wert dem kleineren Wert vorgezogen wird. Ein typisches Beispiel für eine Ge-
winnvariable ist die Rendite (return) oder der Gewinn aus einer Anlage oder aus einem
Portfolio mehrerer Anlagen. Die Verteilung einer Gewinnvariablen wird als Gewinnver-
teilung bezeichnet. Bei Anwendungen im Bereich der Marktrisikomessung bezeichnet
man diese auch als Gewinn- und Verlustverteilung (profit and loss distribution, P&L
distribution).
2. Häufig steht bei der Risikoquantifizierung die Schadensmessung im Vordergrund, wobei
monetäre Verluste durch positive Zahlen abgebildet werden, es liegt dann eine Verlust-
variable vor. Als Verlustvariablen werden monetäre Variablen bezeichnet, bei denen
jeweils ein kleinerer Wert dem größeren Wert vorgezogen wird.
3. Wenn G eine Gewinnvariable ist, dann ist V = −G eine Verlustvariable. Wenn V eine
Verlustvariable ist, dann ist G = −V eine Gewinnvariable.
4. Gewinn- und Verlustvariablen haben immer auch eine zeitliche Dimension. Diese ist
bei der Marktrisikomessung typischerweise 1 Tag oder 10 Tage und bei der Kreditrisiko-
messung typischerweise 1 Jahr. Wenn es auf unterschiedliche Zeitpunkte oder Zeitspannen
ankommt, muss eine Gewinnvariable, z. B. in der Form G[0,T ], G0,T oder Gt1,t2 , indiziert
werden. Hier werden Zeitindizes in der Regel unterdrückt, um die Notation übersichtlich
zu halten.
Beispiel 1.10 (Gewinn- und Verlustvariablen) Mit y0 > 0 sei ein nichtstochastisches Start-
vermögen zum Zeitpunkt t = 0 bezeichnet. Das zufällige Vermögen zum Zeitpunkt T > 0
aus der Sicht des Zeitpunktes t = 0 ist durch die positive Zufallsvariable YT beschrieben.
Vier Beispiele von Gewinnvariablen:
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• Der zufällige Gewinn im Zeitraum [0, T ] wird durch die absolute Vermögensänderung
G = YT − y0
beschrieben. Negative Werte von G sind inhaltlich Verluste.





• Die gewöhnliche oder diskrete Rendite ist
R = B − 1 = YT − y0
y0
.







Zwei Beispiele von Verlustvariablen:
• Die Zufallsvariable
V = y0 − YT = −G
bezeichnet den zufälligen Verlust im Zeitraum [0, T ]. Negative Werte von V sind Ge-
winne.








1. Zum Zeitpunkt t = 0 bezeichne y0 > 0 den Kurs einer Aktie und zugleich den bei Kauf
einer Aktie zum Zeitpunkt t = 0 investierten Geldbetrag.
2. Die zeitliche Entwicklung des Aktienkurses wird in der Finanzmarkttheorie häufig durch
einen stochastischen Prozess (Yt)t≥0 mit den Eigenschaften







∼ N(µt, σ2t) für alle t > 0 (1.12)
beschrieben. Dabei ist y0 ein nichtstochastischer Startwert für den stochastischen Prozess
(Yt)t≥0, d. h. es gilt P (Y0 = y0) = 1.
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3. Die beiden Eigenschaften (1.11) und (1.12) resultieren aus dem Standardmodell der geo-
metrischen Brownschen Bewegung mit den beiden Parametern µ ∈ R und σ > 0.
Es handelt sich dabei um das Standardmodell der Finanzmarkttheorie und insbesonde-
re der Optionspreistheorie. Der Parameter µ heißt Driftparameter oder kurz Drift. Der
Parameter σ heißt Volatilitätsparameter oder kurz Volatilität.





im Zeitraum [0, t] liegt












, y0 − YT usw.
fest.






= ln(YT )− ln(y0) ∼ N(µT, σ2T )
bzw.
ln(YT ) ∼ N(ln(y0) + µT, σ2T ) . (1.13)
Der logarithmierte Aktienkurs ln(YT ) ist also normalverteilt mit dem Erwartungswert
E[ln(YT )] = ln(y0) + µT
und der Varianz
V[ln(YT )] = σ2T .
6. Die Zufallsvariable YT ist der zufällige Aktienkurs zum Zeitpunkt T aus der Sicht
des Zeitpunkts t = 0. Die stetige Zufallsvariable YT hat eine sogenannte Log-Normal-
verteilung, vgl. Definition B.15.
1.4 Übungsaufgaben
Übungsaufgabe 1.12 Es sei X ∼ uni(0, 4), vgl. Abschnitt B.2. Bestimmen Sie mit dem
Zielwert τ = 3 die fünf Risikomaßzahlen aus (1.1), (1.2), (1.3), (1.4) und (1.5).
Übungsaufgabe 1.13 Gegeben sei eine Verlustvariable V ∼ uni(0, 4).
1. Bestimmen Sie den erwarteten Verlust E[V ].
2. Geben Sie die Verteilungsfunktion von V an.
3. Bestimmen Sie für p = 0.99 die Risikomaßzahlen aus (1.6) und (1.9).
Übungsaufgabe 1.14 Bestimmen Sie für p = 0.99 und V ∼ N(2, 2) die Risikomaßzahlen aus
(1.6) und (1.9) unter Verwendung der in (1.7) und (1.10) angegebenen Formeln.
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Übungsaufgabe 1.15 Bestimmen Sie für das Beispiel 1.11 die Verteilungsfunktionen
1. der Log-Rendite ln(YT/y0),
2. von ln(YT ),
3. des zufälligen Aktienkurses YT zum Zeitpunkt T ,
4. der Gewinnvariablen G
def
= YT − y0 und
5. der Verlustvariablen V
def
= y0 − YT .
Übungsaufgabe 1.16 Skizzieren Sie die Verteilungs- und Dichtefunktionen der Zufallsvaria-
blen YT , G und V aus Beispiel 1.11.
Übungsaufgabe 1.17 Der Aktienindex DAX ist ein Performance-Index, er misst also nicht
nur die reine Kursentwicklung, sondern kumuliert zusätzlich die Dividendenzahlungen. Der
DAX folgt einer geometrischen Brownschen Bewegung mit der Tagesdrift µ = 0.05% und der
Tagesvolatilität σ = 1%.
Die Bank B bietet ein sogenanntes Indexzertifikat an, dessen Verkaufspreis und Rücknahmepreis
mit dem jeweiligen Kurswert des Aktienindex DAX identisch ist.
Der Anleger A investiert x0 = 100000 Euro zum Zeitpunkt t = 0 in dieses Indexzertifikat. XT
bezeichnet für T ∈ N den Wert der Anlage nach T Handelstagen. Bestimmen Sie jeweils für
T = 1, 100 und 10000 Handelstage
1. die Wahrscheinlichkeitsverteilung von XT ,
2. die Verlustverteilung des Anlegers A, d. h. die Verteilung der Zufallsvariablen V = x0 −
XT ,
3. den erwarteten Verlust E[V ] .
Übungsaufgabe 1.18 Der Anleger A aus der Übungsaufgabe 1.17 erfährt aus einer Ratingein-
stufung für die Bank B, dass diese eine jährliche Überlebenswahrscheinlichkeit (survival pro-
bability) von 99.95% und damit eine jährliche Ausfallwahrscheinlichkeit (probability of default)
von 0.05% hat.
1. Mit welcher Wahrscheinlichkeit existiert die Bank noch nach 10 Jahren bzw. nach 40
Jahren, unter der Annahme, dass die jährliche Ausfallwahrscheinlichkeit konstant bleibt?
2. Der Anleger A plant die Anlage in die von der Bank B ausgegebenen Indexzertifikate
als langfristige Altersabsicherung. Nachdem ihm klargeworden ist, dass der Rückzah-
lungsanspruch aus Indexzertifikaten im Fall eines Bankrotts der Bank B, anders als bei
Spareinlagen, nicht durch Einlagensicherungsfonds abgesichert ist, bestimmt er die Ver-
lustverteilung für T = 10000 (entspricht rund 40 Jahren) neu, indem er annimmt, dass er
eine positive Rückzahlung nur mit der Wahrscheinlichkeit 98,02% erhält.
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(a) Bestimmen Sie die Verlustverteilung für T = 10000 Handelstage.
(b) Bestimmen Sie für die Verlustverteilung den erwarteten Verlust E[V ].
Übungsaufgabe 1.19 Der Anleger A aus der Übungsaufgabe 1.18 unterstellt alternativ, dass
die Ausfallwahrscheinlichkeit von 0.05% nur in den ersten 10 Jahren gültig ist und sich danach
für die folgenden 30 Jahre auf 0.01% reduziert.
1. Mit welcher Wahrscheinlichkeit existiert dann die Bank noch nach 40 Jahren?
2. Unterstellen Sie, dass es mit der Wahrscheinlichkeit 99.2% zu einer Rückzahlung kommt.
(a) Bestimmen Sie die Verlustverteilung für T = 10000 Handelstage.
(b) Bestimmen Sie für die Verlustverteilung den erwarteten Verlust E[V ].
Übungsaufgabe 1.20 Gegeben ist die Zufallsvariable G mit der Verteilungsfunktion FG.
1. Bestimmen Sie die Verteilungsfunktion der Zufallsvariablen V = −G.
2. Geben Sie FG und FV für den Fall V = −G und G ∼ N(µG, σ2G) an.
Übungsaufgabe 1.21 Beweisen Sie (1.8) mit Hilfe von Bemerkung B.12, Nr. 4.
1.5 Ergänzung und Vertiefung
Bemerkung 1.22 (Teilmomente) Die Maßzahlen aus (1.4) und (1.5) sind Spezialfälle der
unteren Teilmomente (lower partial moments)
E[((τ −X)+)n], n ∈ N,
und der oberen Teilmomente (upper partial moments)
E[((X − τ)+)n] n ∈ N.
Im Spezialfall τ = E[X] und n = 2 ergeben sich die untere und obere Semivarianz.
Bemerkung 1.23 (Eine Typisierung von Albrecht/Maurer)
”
Grundsätzlich kann man
... zwei idealtypische Konzeptualisierungen von Risiko unterscheiden:
• Risiko als Ausmaß der Abweichungen von einer Zielgröße
(Risikokonzeptualisierung des Typus I)
• Risiko als notwendiges Kapital (bzw. notwendige Prämie bzw. notwendige Rendite)
(Risikokonzeptualisierung des Typus II).“5
5 [Albrecht/Maurer 2008, S. 120]
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Dieselben Autoren teilen dann die Risikomaße des Typus I weiter in
”
zweiseitige (Volatilitäts-
maße) sowie einseitige (Shortfallrisikomaße)“ ein6;
”
... Value at Risk und Conditional Value at
Risk sind im Allgemeinen Risikomaße des Typus II.“7
Bemerkung 1.24 (Verlustverteilung im engeren Sinn) Bei der Kreditrisikomessung und
bei Risikobetrachtungen im Versicherungswesen werden Variablen betrachtet, die nur den nicht-
negativen Teil einer Verlustverteilung messen, aber nicht die Höhe möglicher Gewinne.
1. Wenn V eine Verlustvariable ist, so wird die zugehörige Variable V +
def
= max{V, 0} im
folgenden als Verlustvariable im engeren Sinn bezeichnet. Manchmal wird E[V +] als
erwarteter Verlust (expected loss) bezeichnet. Diese Terminologie wird zum Beispiel in
der Kreditrisikomessung verwendet.
2. Zwischen den Verteilungsfunktionen von V und V + besteht folgender Zusammenhang:
Für x < 0 gilt FV +(x) = 0, für x ≥ 0 gilt FV +(x) = FV (x). Zwischen E[V +] und E[V ]










xdFV (x) + E[V +] ≤ E[V +] .
Bemerkung 1.25 (Risikoprofil) Die in einer Verlustverteilung enthaltene Information wird
manchmal auch durch ein so genanntes Risikoprofil
F̄X : R→ [0, 1], F̄X(x) = P (X > x)
dargestellt, das jedem Wert x die Wahrscheinlichkeit eines Verlustes zuordnet, der größer als x
ist. Wegen
F̄X(x) = 1− FX(x) für alle x ∈ R
enthalten die Verteilungsfunktion FX und das Risikoprofil F̄X dieselbe Information über die
Verteilung der Zufallsvariablen X. In einigen Anwendungsbereichen heißt die Funktion F̄X
Überlebensfunktion (survival function).
Bemerkung 1.26 (Abweichungsmaße als erwartete Verluste) Einigen Risikomaßzahlen,
die Abweichungen von einem Zielwert τ messen, kann eine entscheidungstheoretische In-
terpretation als erwartete Verluste gegeben werden. Für einen gegebenen Zielwert τ ∈ R
werden durch eine Verlustfunktion vτ : R→ [0,∞[ die Abweichungen x ∈ R von τ bewertet.
Beispiele für Verlustfunktionen sind
vτ (x) = |x− τ |, vτ (x) = (x− τ)2, vτ (x) = max{τ − x, 0} und vτ (x) = max{x− τ, 0}.
Wenn die alternativ betrachteten Werte von x die Realisationen einer Zufallsvariablen X sind,
erhält man aus einer Verlustfunktion vτ die zufällige Verlustvariable V = vτ (X). Die Risiko-
maßzahlen
E[|X − τ |], E[(X − τ)2], E[(τ −X)+] und E[(X − τ)+]
aus dem Beispiel 1.5 können damit als erwartete Verluste E[V ] bezüglich einer speziellen Ver-
lustfunktion interpretiert werden.
6 [Albrecht/Maurer 2008, S. 120]





Definition 2.1 (Verteilungsfunktion) Eine nichtfallende und rechtsseitig stetige Funktion
F : R→ [0, 1] mit lim
x→−∞
F (x) = 0 und lim
x→∞
F (x) = 1 heißt Verteilungsfunktion;
F
def
= {F | F ist Verteilungsfunktion}
bezeichnet die Menge aller Verteilungsfunktionen.
Definition 2.2 (Verteilungsfunktion einer Zufallsvariablen) Für eine Zufallsvariable X
ist durch
FX : R→ [0, 1], FX(x)
def
= P (X ≤ x)
die Verteilungsfunktion der Zufallsvariablen X definiert.
Bemerkung 2.3
1. Für jede Zufallsvariable X gilt FX ∈ F.
2. Für jede Verteilungsfunktion F ∈ F existiert (auf einem geeignet gewählten Wahrschein-
lichkeitsraum) eine Zufallsvariable X mit FX = F .
Definition 2.4 (Inverse Verteilungsfunktion) Zu jeder Verteilungsfunktion F ∈ F wird
durch
F−1(p) = min{x ∈ R | F (x) ≥ p}, 0 < p < 1 (2.1)
die inverse Verteilungsfunktion definiert.
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Bemerkung 2.5
1. Für alle 0 < p < 1 und jede Verteilungsfunktion ist {x ∈ R | F (x) ≥ p} eine nichtlee-
re Menge. Da jede Verteilungsfunktion F rechtsseitig stetig ist, existiert das Minimum
min{x ∈ R | F (x) ≥ p} für alle 0 < p < 1.
2. Die inverse Verteilungsfunktion F−1 ist keine inverse Funktion (Umkehrfunktion) im
strengen Sinn und heißt deswegen auch Pseudoinverse oder verallgemeinerte Inverse. Falls
F invertierbar ist, wie z. B. die Verteilungsfunktion Φ der Standardnormalverteilung, dann
ist die inverse Verteilungsfunktion mit der gewöhnlichen Umkehrfunktion identisch.
3. Die inverse Verteilungsfunktion ist eine spezielle Quantilfunktion, vgl. Definition 7.14.
4. Die inverse Verteilungsfunktion ist ein wichtiges Hilfsmittel bei der Konstruktion von
Zufallsvariablen und bei der Berechnung von Erwartungswerten, sie ist nichtfallend und
linksseitig stetig.
5. Alternative Schreibweisen für die inverse Verteilungsfunktion sind F−, F (−1) und F←.
Hilfssatz 2.6 F sei eine Verteilungsfunktion und F−1 die inverse Verteilungsfunktion. Dann
gilt für alle 0 < p < 1 und alle x ∈ R
p ≤ F (x) ⇐⇒ F−1(p) ≤ x.
Bemerkung 2.7 (Quantiltransformation) Zu jeder vorgegebenen Verteilungsfunktion F
lässt sich mit Hilfe einer gleichverteilten Zufallsvariablen und der inversen Verteilungsfunk-
tion F−1 eine Zufallsvariable X konstruieren, so dass F die Verteilungsfunktion von X ist.
Die im folgenden Satz angegebene Transformation heißt Quantiltransformation (quantile
transformation) oder inverse Transformation (inverse transformation).





die Verteilungsfunktion F .
Satz 2.9 Für eine Zufallsvariable X mit stetiger Verteilungsfunktion FX gilt
FX(X) ∼ uni(0, 1).
Bemerkung 2.10 Die Transformation in Satz 2.9 heißt auch Wahrscheinlichkeitsintegral-
transformation (probability integral transformation).
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2.2 Erwartungswert





einer Zufallsvariablen X mit der Verteilungsfunktion FX kann im Fall einer stetigen Zufallsva-





berechnet werden. Der Erwartungwert kann aber auch zwei Arten durch gewöhnliche Integra-
le aus der Verteilungsfunktion bzw. der inversen Verteilungsfunktion berechnet werden, was
Herleitungen und Beweise häufig vereinfacht.








(1− FX(x))dx . (2.3)





F−1X (t)dt . (2.4)
Definition 2.14 (Ω,A, P ) sei ein gegebener Wahrscheinlichkeitsraum.
1. L0 = L0(Ω,A, P ) bezeichnet die Menge aller Zufallsvariablen auf diesem Wahrschein-
lichkeitsraum.
2. L1 = L1(Ω,A, P ) bezeichnet die Menge der Zufallsvariablen auf diesem Wahrschein-
lichkeitsraum, die einen endlichen Erwartungswert besitzen, d. h. für X ∈ L1 gilt∫∞
−∞ |x|dF (x) <∞ und damit E[X] =
∫∞
−∞ xdF (x) ∈ R.
3. L2 = L2(Ω,A, P ) bezeichnet die Menge der Zufallsvariablen auf diesem Wahrschein-
lichkeitsraum, die eine endliche Varianz besitzen, d. h. für X ∈ L2 gilt E[X2] =∫∞
−∞ x
2dF (x) <∞ und damit V[X] ∈ R.
Bemerkung 2.15 Es gilt ∅ 6= L2 ⊆ L1 ⊆ L0.
1. Es gilt L2 ⊆ L1, da V[X] < ∞ voraussetzt, dass E[X2] < ∞ gilt und daraus auch
E[X] <∞ folgt.
2. L2 ist nicht leer, da auf jedem Wahrscheinlichkeitsraum degenerierte Zufallsvariablen Xc
mit P (Xc = c) = 1 und V[Xc] = 0 existieren.
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2.3 Übungsaufgaben
Übungsaufgabe 2.16 Bestimmen Sie für X ∼ uni(−1, 3) die Dichtefunktion und berechnen
sie E[X] nach (2.2).
Übungsaufgabe 2.17 Bestimmen Sie für X ∼ uni(−1, 3) die Verteilungsfunktion und be-
rechnen Sie E[X] nach (2.3).
Übungsaufgabe 2.18 Bestimmen Sie für X ∼ uni(−1, 3) die inverse Verteilungsfunktion und
berechnen Sie E[X] nach (2.4).
2.4 Beweise
Beweis von Hilfssatz 2.6
1. Aus p ≤ F (x) folgt x ∈ {t ∈ R | F (t) ≥ p} und F−1(p) = min{t ∈ R | F (t) ≥ p} ≤ x.
2. Aus F−1(p) ≤ x folgt F (F−1(p)) ≤ F (x). Aus F−1(p) = min{t ∈ R | F (t) ≥ p} folgt
F (F−1(p)) ≥ p. Somit folgt p ≤ F (x) aus F−1(p) ≤ x. 3
Beweis von Satz 2.8 Es gilt
FX(x) = P (X ≤ x)
= P (F−1(U) ≤ x)
= P ({ω | F−1(U(ω)) ≤ x})
= P ({ω | U(ω) ≤ F (x)})
= P (U ≤ F (x))
= FU(F (x))
= F (x).
Dabei folgt das vierte Gleichheitszeichen aus dem Hilfssatz 2.6. 3
Beweis von Satz 2.9 [Shorack 2000, S. 113]
Beweis von Hilfssatz 2.12 [Shorack 2000, S. 117]
Beweis von Hilfssatz 2.13 [Shorack 2000, S. 117]
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2.5 Ergänzung und Vertiefung
Bemerkung 2.19 (Existenz und Endlichkeit des Erwartungswertes) Für eine Zufalls-
variable X wird X+
def
= max{X, 0} und X− def= max{−X, 0} festgelegt. Dann gilt X+ ≥ 0,










(−x)dFX(x) ∈ [0,∞] .
Die Integranden der Integrale sind damit nichtnegativ. Falls E[X+] <∞ und E[X−] <∞,
wird der Erwartungswert von X als die Zahl
E[X] def= E[X+]− E[X−] ∈ R
definiert. Falls E[X+] <∞ und E[X−] =∞ oder falls E[X+] =∞ und E[X−] <∞, wird
der Erwartungswert von X als
E[X] def= E[X+]− E[X−] ∈ {−∞,∞}
definiert. Im Fall E[X+] = E[X−] =∞ ist der Erwartungswert von X nicht definiert.
2. E[X] ist genau dann endlich, wenn E[X+] und E[X−] endlich sind. Häufig wird die End-
lichkeit des Erwartungswertes einer Zufallsvariablen X mit der Verteilungsfunktion FX
durch die Bedingung ∫ ∞
−∞
|x|dF (x) <∞








xdF (x) = E[X+] + E[X−].
3. In (2.3) sind die Integranden beschränkt und nichtnegativ, aber die Integrationsgrenzen
sind nicht endlich. In (2.4) sind die Integrationsgrenzen endlich, aber der Integrand kann








Beispiel 2.20 (t-verteilte Zufallsvariablen) Für X ∼ t(1) gilt E[|X|] = ∞. Für X ∼ t(2)
gilt E[X2] =∞.
Bemerkung 2.21
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1. L2N = L2N (Ω,A, P ) bezeichne die Menge der normalverteilten Zufallsvariablen auf
dem Wahrscheinlichkeitsraum (Ω,A, P ). Dann gilt L2N ⊆ L2, da normalverteilte Zufalls-
variablen eine endliche Varianz besitzen.
2. Damit L2N nichtleer ist, darf der zugrundeliegende Wahrscheinlichkeitsraum nicht ”zu
einfach strukturiert“ sein, siehe dazu Satz 5.38 und Beispiel 5.40.
3. Eine Zufallsvariable X heißt fast sicher beschränkt, falls es ein c ∈ R gibt mit |X| ≤f.s. c.
4. Die Menge der fast sicher beschränkten Zufallsvariablen auf einem Wahrscheinlichkeits-
raum (Ω,A, P ) wird auch mit L∞ bezeichnet.
Bemerkung 2.22 (Teilmengen von Verteilungsfunktionen)





























)∣∣∣∣µ ∈ R, σ > 0}
gilt
FN2 $ F2 $ F1 $ F .
2. Für eine Zufallsvariable X mit der Verteilungsfunktion FX gilt
FX ∈ F1 ⇐⇒ E[X] ∈ R.
F1 ist eine echte Teilmenge von F, da es Zufallsvariablen mit
∫
R
|x|dF (x) = ∞ gibt, für
die entweder E[X] ∈ {−∞,∞} gilt oder der Erwartungswert nicht definiert ist.
3. Für eine Zufallsvariable X mit der Verteilungsfunktion FX gilt
FX ∈ F2 ⇐⇒ E[X2] ∈ R ⇐⇒ V[X] ∈ R.
F2 ist eine echte Teilmenge von F1, da es Verteilungsfunktionen mit
∫
R




x2dF (x) =∞ gibt.






, x ∈ R
und damit gilt
X ist normalverteilt ⇐⇒ FX ∈ FN2 .
FN2 ist eine echte Teilmenge von F2.
Kapitel 3
Gleichheit und Ordnung von
Zufallsvariablen
Bemerkung 3.1 Im Folgenden wird vorausgesetzt, dass die betrachteten Zufallsvariablen auf
demselben Wahrscheinlichkeitsraum (Ω,A, P ) definiert sind. Dann existiert zu zwei Zufallsva-
riablen X : Ω → R und Y : Ω → R eine gemeinsame Wahrscheinlichkeitsverteilung und es
können z. B. die Wahrscheinlichkeiten
P (X ≤ Y ) = P ({ω|X(ω) ≤ Y (ω)}),
P (X = Y ) = P ({ω|X(ω) = Y (ω)})
und
P (X ≤ x, Y ≤ y) = P ({ω|X(ω) ≤ x, Y (ω) ≤ y})
bestimmt werden. Die gemeinsame Wahrscheinlichkeitsverteilung kann durch die gemeinsame
Verteilungsfunktion
FX,Y (x, y) = P (X ≤ x, Y ≤ y), x, y ∈ R
charakterisiert werden.
3.1 Gleichheit von Zufallsvariablen
Definition 3.2 (Gleichheit) Zwei Zufallsvariablen X und Y heißen gleich, notiert X = Y ,
falls X(ω) = Y (ω) für alle ω ∈ Ω gilt.
Bemerkung 3.3 (Konstante Zufallsvariablen) Die Konstanten c ∈ R werden mit den
konstanten Zufallsvariablen Xc : Ω→ R,
Xc(ω) = c für alle ω ∈ Ω
gleichgesetzt. Für alle c ∈ R gilt somit
X = c ⇐⇒ X(ω) = c für alle ω ∈ Ω.
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Definition 3.4 (Fast sichere Gleichheit) Zwei Zufallsvariablen X und Y heißen fast si-
cher gleich (equal almost sure), notiert X =f.s. Y , falls
P (X = Y ) = 1.
Bemerkung 3.5 P (X = Y ) = 1 bedeutet P ({ω | X(ω) = Y (ω)}) = 1, d. h. die Zufallsvaria-
blen sind gleich auf einer Teilmenge von Ω, welche die Wahrscheinlichkeit 1 hat, und können
sich auf einer Teilmenge von Ω unterscheiden, welche die Wahrscheinlichkeit 0 hat.
Definition 3.6 (Gleichheit in Verteilung) Zwei ZufallsvariablenX und Y heißen gleich in
Verteilung (equal in distribution) oder identisch verteilt (identically distributed), notiert
X =d Y , wenn die Verteilungsfunktionen gleich sind, d. h.
X =d Y
def⇐⇒ FX(t) = FY (t) für alle t ∈ R .
Beispiel 3.7
1. Für X ∼ N(0, σ2) gilt −X ∼ N(0, σ2) und daher X =d −X. X =d −X bedeutet also
nicht X = −X. In diesem Fall gilt sogar P (X = −X) = 0.
2. Für X ∼ uni(0, 1) gilt 1−X ∼ uni(0, 1) und daher X =d 1−X.
Bemerkung 3.8 Für zwei Zufallsvariablen X und Y gilt
X = Y =⇒ X =f.s. Y =⇒ X =d Y.
Die Umkehrung der Implikation gilt jeweils nicht.
3.2 Ordnung von Zufallsvariablen
Definition 3.9 (Gewöhnliche Ordnung) Für zwei Zufallvariablen X und Y heißt X klei-
ner oder gleich Y , notiert X ≤ Y , falls X(ω) ≤ Y (ω) für alle ω ∈ Ω gilt.
Bemerkung 3.10
1. X ≥ Y wird durch Y ≤ X festgelegt.
2. Für alle c ∈ R gilt somit
X ≤ [≥]c ⇐⇒ X(ω) ≤ [≥]c für alle ω ∈ Ω.
3. Für zwei Zufallsvariablen X und Y gilt
X = Y ⇐⇒ X ≤ Y und Y ≤ X .
4. Die Relation ≤ ist reflexiv, d. h. X ≤ X, und transitiv, d. h. aus X ≤ Y und Y ≤ Z folgt
X ≤ Z. Somit ist die Relation ≤ eine Ordnungsrelation.
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5. Es gibt Zufallsvariablen X und Y für die weder X ≤ Y noch Y ≤ X gilt, daher ist
die Relation ≤ nicht vollständig. Dagegen ist die Relation ≤ für gewöhnliche Zahlen
vollständig, es gilt also für zwei reelle Zahlen a und b immer a ≤ b oder b ≤ a.
Bemerkung 3.11 (Gemeinsame Wahrscheinlichkeitsverteilung) Wenn zwei zu verglei-
chende Zufallsvariablen X und Y auf demselben Wahrscheinlichkeitsraum (Ω,A, P ) definiert
sind, dann existiert eine gemeinsame Wahrscheinlichkeitsverteilung, welche durch die gemein-
same Verteilungsfunktion
FX,Y (x, y) = P (X ≤ x, Y ≤ y), x, y ∈ R
festgelegt ist. Aus der gemeinsamen Wahrscheinlichkeitsverteilung können die Wahrscheinlich-
keiten P (X = Y ) und P (X ≤ Y ) berechnet werden.
Definition 3.12 (Fast sichere Ordnung) Für zwei Zufallsvariablen X und Y , die auf dem-
selben Wahrscheinlichkeitsraum (Ω,A, P ) definiert sind, wird die Relation ≤f.s. durch
X ≤f.s. Y ⇐⇒ P (X ≤ Y ) = 1
festgelegt. Man sagt dann, dass die Beziehung X ≤ Y fast sicher (mit Wahrscheinlichkeit 1)
gilt.
Bemerkung 3.13
1. Für zwei Zufallsvariablen X und Y gilt
X =f.s. Y ⇐⇒ X ≤f.s. Y und Y ≤f.s. X .
2. Die Ordnungsrelation ≤f.s. ist reflexiv, d. h. X ≤f.s. X, und transitiv, d. h. aus X ≤f.s. Y
und Y ≤f.s. Z folgt X ≤f.s. Z.
3. Die Ordnungsrelation ≤f.s. ist nicht vollständig, d. h. es gibt Zufallsvariablen X und Y
für die weder X ≤f.s. Y noch Y ≤f.s. X gilt.
Definition 3.14 (Stochastische Ordnung) Für zwei Zufallsvariablen X und Y mit den Ver-
teilungsfunktionen FX und FY wird die Relation ≤st durch
X ≤st Y
def⇐⇒ FX(t) ≥ FY (t) für alle t ∈ R (3.1)
definiert.
Bemerkung 3.15
1. X ≤st Y bedeutet, dass die Zufallsvariable Y rechts von jeder Stelle t ∈ R mindestens
so viel Wahrscheinlichkeitsmasse hat wie die Zufallsvariable X. Dies verdeutlicht die Un-
gleichung
FX(t) ≥ FY (t) ⇐⇒ P (X > t) ≤ P (Y > t)
und die somit zu (3.1) äquivalente Formulierung
X ≤st Y ⇐⇒ P (X > t) ≤ P (Y > t) für alle t ∈ R .
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2. Zur Unterscheidung von anderen Konzepten stochastischer Ordnungen, wird die stochasti-
sche Ordnung auch als gewöhnliche stochastische Ordnung (usual stochastic order)
bezeichent.
3. Die stochastische Ordnung ist auch als gewöhnliche stochastische Dominanz oder stocha-
stische Dominanz erster Ordnung (first order stochastic dominance) genannt. Eine in
der wirtschaftstheoretischen Literatur übliche Bezeichnung ist beispielsweise X ≤FSD Y
für X ≤st Y .
4. Für zwei Zufallsvariablen X und Y gilt
X =d Y ⇐⇒ X ≤st Y und Y ≤st X .
5. Die Ordnungsrelation ≤st ist reflexiv, d. h. X ≤st X, und transitiv, d. h. aus X ≤st Y und
Y ≤st Z folgt X ≤st Z.
6. Die Ordnungsrelation ≤st ist nicht vollständig, d. h. es gibt Zufallsvariablen X und Y für
die weder X ≤st Y noch Y ≤st X gilt.
Satz 3.16 Für zwei Zufallsvariablen X und Y mit den inversen Verteilungsfunktionen F−1X
und F−1Y gilt
X ≤st Y ⇐⇒ F−1X (p) ≤ F
−1
Y (p) für alle 0 < p < 1 .
3.3 Implikationen zwischen den Ordnungen
Satz 3.17 Für zwei Zufallsvariablen X und Y gilt
X ≤ Y =⇒ X ≤f.s. Y =⇒ X ≤st Y.
Beispiel 3.18 (X ≤st Y , aber nicht X ≤f.s. Y ) Es sei X ∼ N(0, 1) und Y
def
= −X. Dann
gilt X =d Y ∼ N(0, 1). Damit gilt X ≤st Y . Wegen
P (X ≤ Y ) = P (X ≤ −X) = P (2X ≤ 0) = P (X ≤ 0) = 1/2 < 1
gilt aber nicht X ≤f.s. Y .
3.4 Verteilungsgleiche Ersetzung
Bemerkung 3.19 Das Beispiel 3.18 zeigt, dass es von Satz 3.17 keine direkte Umkehrung gibt.
Siehe auch das Beispiel aus Übungsaufgabe 3.27, das weniger speziell ist, da die Verteilung
von X + Y nicht degeneriert ist. Es gibt aber eine Umkehrung für Zufallsvariablen auf einem
geeigneten Wahrscheinlichkeitsraum.
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Bemerkung 3.20 (Ein Standard-Wahrscheinlichkeitsraum) Gegeben sei der Wahrschein-
lichkeitsraum (Ω,A, P ) = (I,B(I), λ) mit I = ]0, 1[ ⊂ R, wobei B(I) = {B ∩ I | B ∈ B} die
borelschen Teilmengen von I enthält und λ das Lebesgue-Maß (Längenmaß) mit λ(]a, b[) = b−a
für 0 ≤ a < b ≤ 1 bezeichnet.
1. Für die Zufallsvariable (identische Abbildung) U : I → I, U(ω) = ω für ω ∈ I gilt
U ∼ uni(0, 1), da
P (U ≤ u) = P ({ω | U(ω) ≤ u}) = λ( ]0, u]) = λ( ]0, u[ ) = u
für alle 0 < u < 1 gilt. Wenn F irgendeine Verteilungsfunktion ist, dann hat die Zufalls-
variable X = F−1(U) diese Verteilungsfunktion, siehe Satz 2.8.
2. Auf dem Standard-Wahrscheinlichkeitsraum existiert also eine gleichverteilte Zufallsva-
riable und zu jeder Verteilungsfunktion lässt sich eine Zufallsvariable mit dieser Vertei-
lungsfunktion konstruieren.
Satz 3.21 (Verteilungsgleiche Ersetzung) Zu zwei beliebigen Zufallsvariablen X und Y
existieren auf einem geeignet gewählten Wahrscheinlichkeitsraum Zufallsvariablen X̂ und Ŷ
mit
X̂ =d X, Ŷ =d Y
und
X̂ ≤st Ŷ =⇒ X̂ ≤ Ŷ .
Bemerkung 3.22 Zusammen mit Satz 3.17 ergibt sich für die Zufallsvariablen X̂ und Ŷ aus
Satz 3.21
X̂ ≤st Ŷ ⇐⇒ X̂ ≤f.s. Ŷ ⇐⇒ X̂ ≤ Ŷ .
Die verteilungsgleiche Ersetzung aus Satz 3.21 heißt auch Skorokhod-Konstruktion oder
Standard-Konstruktion.
Beispiel 3.23 Gegeben sei der Wahrscheinlichkeitsraum (Ω,A, P ) mit Ω = {ω1, ω2, ω3}, A =
Pot(Ω) und P ({ω1}) = 1/3, P ({ω2}) = 2/3 und die drei Zufallsvariablen
X : Ω→ R, X(ω1) = 0, X(ω2) = 2, X(ω3) = 4,
Y : Ω→ R, Y (ω1) = 1, Y (ω2) = 2, Y (ω3) = 3,
Z : Ω→ R, Z(ω1) = 2, Z(ω2) = 1, Z(ω3) = 3.
1. Es gilt X ≤f.s. Y , aber nicht X ≤ Y .
Aus P (X ≤ Y ) = P ({ω | X(ω) ≤ Y (ω)} = P ({ω1, ω2}) = 1/3 + 2/3 = 1 folgt X ≤f.s. Y .
Wegen X(ω3) > Y (ω3) gilt nicht X ≤ Y .
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0, t < 1,
1/3, 1 ≤ t < 2,
1, 2 ≤ t,
, FZ(t) =

0, t < 1,
2/3, 1 ≤ t < 2,
1, 2 ≤ t,
gilt FY (t) ≤ FZ(t) für alle t ∈ R und daher Z ≤st Y . Aus P (Z ≤ Y ) = P ({ω | Z(ω) ≤
Y (ω)} = P ({ω2, ω3}) = 2/3 < 1 folgt, dass Z ≤f.s. Y nicht gilt.




0, t < 0,
1/3, 0 ≤ t < 2,
1, 2 ≤ t,
gilt FX(0) = 1/3 > FZ(0) = 0 und FX(1) = 1/3 < FZ(1) = 2/3, so dass weder X ≤st Z,
noch Z ≤st X gilt.
4. (Ω̂, Â, P̂ ) = (I,B(I), λ) sei der Standard-Wahrscheinlichkeitsraum aus Bemerkung 3.20.
Auf diesem Wahrscheinlichkeitsraum existiert eine Zufallsvariable U ∼ uni(0, 1) und für
die Zufallsvariablen Ŷ = F−1Y (U) und Ẑ = F
−1
Z (U) gilt Ŷ =d Y und Ẑ =d Z. Aus Z ≤st Y
folgt F−1Z (u) ≤ F
−1
Y (u) und damit Ẑ ≤ Ŷ .
3.5 Übungsaufgaben
Übungsaufgabe 3.24 Geben Sie zwei Zufallsvariablen X und Y an, für die weder X ≤st Y
noch Y ≤st X gilt.
Übungsaufgabe 3.25 Geben Sie zwei Zufallsvariablen X und Y mit gemeinsamer Verteilung
an, für die weder X ≤f.s. Y noch Y ≤f.s. X gilt.
Übungsaufgabe 3.26 Geben Sie zwei Zufallsvariablen X und Y mit gemeinsamer Verteilung
an, für die X ≤f.s. Y , aber nicht X ≤ Y gilt.
Übungsaufgabe 3.27 Es sei
P (X = 0, Y = 0) = P (X = 0, Y = 1) =
1
4








Zeigen Sie, dass X ≤st Y , aber nicht X ≤f.s. Y gilt.
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3.6 Beweise
Beweis von Satz 3.16
1. =⇒ : Aus X ≤st Y folgt FX(t) ≥ FY (t) für alle t ∈ R. Daher gilt
{t ∈ R | FY (t) ≥ p} ⊆ {t ∈ R | FX(t) ≥ p}
für jedes 0 < p < 1 und somit
F−1X (p) = min{t ∈ R | FX(t) ≥ p} ≤ min{t ∈ R | FY (t) ≥ p} = F
−1
Y (p) .
2. ⇐= : Aus F−1X (p) ≤ F
−1
Y (p) für alle 0 < p < 1 und U ∼ uni(0, 1) folgt
P (F−1X (U) ≤ t) ≥ P (F
−1
Y (U) ≤ t) für alle t ∈ R.
Wegen X =d F
−1
X (U) und Y =d F
−1
Y (U), vgl. Satz 2.8, folgt P (X ≤ t) ≥ P (Y ≤ t) für
alle t ∈ R. 3
Beweis von Satz 3.17 Die erste Implikation ist trivial. Zum Beweis der zweiten Implikation
sei X ≤f.s. Y . Dann gilt für alle t ∈ R:
FY (t) = P (Y ≤ t)
= P (Y ≤ t,X ≤ Y ) + P (Y ≤ t,X > Y )
= P (Y ≤ t,X ≤ Y )
= P (X ≤ Y ≤ t)
≤ P (X ≤ t) = FX(t) .
Das dritte Gleichheitszeichen folgt aus P (Y ≤ t,X > Y ) ≤ P (X > Y ) = 0. 3
Beweis von Satz 3.21 Auf dem Wahrscheinlichkeitsraum aus Bemerkung 3.20 existiert U ∼
uni(0, 1). FX und FY seien die Verteilungsfunktionen von X und Y . Für X̂
def
= F−1X (U) und
Ŷ
def
= F−1Y (U) gilt wegen Satz 2.8 FX̂ = FX und FŶ = FY und somit X̂ =d X und Ŷ =d Y .
Wegen X̂ =d X und Ŷ =d Y ist X̂ ≤st Ŷ äquivalent zu X ≤st Y . Aus X ≤st Y folgt
F−1X (u) ≤ F
−1
Y (u) für alle 0 < u < 1 wegen Satz 3.16. Daher gilt X̂ = F
−1
X (U) ≤ F
−1
Y (U) = Ŷ .
3




4.1 Ordnung durch Erwartungswerte
Satz 4.1 X und Y seien Zufallsvariablen mit endlichen Erwartungswerten. Dann gilt
X ≤st Y =⇒ E[X] ≤ E[Y ] .
Satz 4.2 X und Y seien Zufallsvariablen mit endlichen Erwartungswerten E[X] und E[Y ].
Dann gilt
X ≤st Y und E[X] = E[Y ] =⇒ X =d Y .
Bemerkung 4.3 Aus diesem Satz ergibt sich, dass zwei Zufallsvariablen X und Y mit identi-
schen Erwartungswerten durch ≤st nicht geordnet werden können. Entweder gilt X =d Y oder
es gilt weder X ≤st Y noch Y ≤st X.
Satz 4.4 X und Y seien Zufallsvariablen mit endlichen Erwartungswerten E[X] und E[Y ].
Dann gilt
X ≤f.s. Y und E[X] = E[Y ] =⇒ X =f.s. Y .
Bemerkung 4.5 Zwei Zufallsvariablen X und Y mit identischen Erwartungswerten können
durch ≤f.s. nicht geordnet werden. Entweder es gilt X =f.s Y oder es gilt weder X ≤f.s. Y noch
Y ≤f.s. X.
Satz 4.6 X und Y seien normalverteilte Zufallsvariablen, dann gilt
X ≤st Y =⇒ E[X] ≤ E[Y ] und V[X] = V[Y ].
Bemerkung 4.7 Zwei normalverteilte Zufallsvariablen X und Y mit unterschiedlichen Vari-
anzen können durch ≤st nicht verglichen werden, es gilt also weder X ≤st Y noch Y ≤st X.
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4.2 Übungsaufgaben
Übungsaufgabe 4.8 Geben Sie zwei Zufallsvariablen X und Y an, für die E[X] ≤ E[Y ], aber
nicht X ≤st Y gilt.
Übungsaufgabe 4.9 Geben Sie zwei Zufallsvariablen X und Y an, für die E[X] = E[Y ], aber
weder X ≤st Y noch Y ≤st X gilt.
Übungsaufgabe 4.10 Geben Sie zwei normalverteilte Zufallsvariablen X und Y mit E[X] =
E[Y ] an, für die weder X ≤st Y noch Y ≤st X gilt.
4.3 Beweise







F−1Y (p)dp = E[Y ]













FY (t)dt = E[Y ]
3
Beweis von Satz 4.2 Aus E[X] = E[Y ] folgt












Wegen X ≤st Y und Satz 3.16 ist der Integrand im letzen Integral nichtnegativ. Damit das
Integral 0 ist, müssen die Quantilfunktionen übereinstimmen und damit X und Y dieselbe
Verteilung haben. 3
Hilfssatz 4.11 Aus P (X ≥ 0) = 1 und E[X] = 0 folgt P (X = 0) = 1.
Beweis von Hilfssatz 4.11 Aus P (X ≥ 0) = 1 folgt E[X] =
∫∞
0
(1 − FX(t))dt. Damit das
Integral 0 wird, muss der Integrand verschwinden, d. h. es muss FX(t) = 1 für alle t ≥ 0 gelten.
Aus P (X ≥ 0) = 1 folgt FX(t) = 0 für alle t < 0. Damit folgt P (X = 0) = 1. 3
Beweis von Satz 4.4 Aus E[X] = E[Y ] folgt E[Y −X] = 0. Aus X ≤f.s. Y folgt P (Y −X ≥
0) = 1. Durch Anwendung des Hilfssatzes 4.11 auf die Zufallsvariable Y −X folgt P (Y −X =
0) = 1 und damit X =f.s. Y . 3
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für alle t ∈ R .












t(σY − σX)− µXσY + µY σX
σXσY
≥ 0 für alle t ∈ R .
Die Ungleichung ist genau dann für alle t ∈ R erfüllt, wenn σX = σY und µX ≤ µY . 3




Definition 5.1 (Wahrscheinlichkeitsfunktional) Eine Abbildung
%[·] : X → R̄,
die jeder Zufallsvariablen in einer Menge von Zufallsvariablen X eine Zahl in R̄ = R∪{−∞,∞}
zuordnet, heißt Wahrscheinlichkeitsfunktional (probability functional) auf X .
Bemerkung 5.2 Abbildungen, deren Definitionsbereich aus Funktionen besteht, nennt man
Funktionale.
Definition 5.3 (Endliche Wahrscheinlichkeitsfunktionale) Ein Wahrscheinlichkeitsfunk-
tional % auf X heißt endlich, falls
ρ[X] ∈ R für alle X ∈ X
gilt.
Beispiel 5.4 (Einige Wahrscheinlichkeitsfunktionale) X sei eine Menge von Zufallsva-
riablen mit endlichen Erwartungswerten.
1. Durch
E[·] : X → R
ist ein endliches Wahrscheinlichkeitsfunktional auf X gegeben.
2. Durch
V[·] : X → R ∪ {∞} und σ[·] : X → R ∪ {∞}
sind Wahrscheinlichkeitsfunktionale auf X gegeben.
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3. Es sei k ∈ R. Durch
ρk[·] : X → R̄, ρk[X]
def
= E[X] + kσ[X] (5.1)
ist ein Wahrscheinlichkeitsfunktional auf X gegeben.
Bemerkung 5.5
1. Risikomaße werden weiter unten als Wahrscheinlichkeitsfunktionale mit bestimmten Ei-
genschaften definiert. Diese können in der Regel nicht für alle Zufallsvariablen auf einem
gegebenen Wahrscheinlichkeitsraum, sondern nur auf bestimmten Teilmengen definiert
werden.
2. Das Funktional ρk[·] aus (5.1) ist für jede Menge normalverteilter Zufallsvariablen endlich,
kann aber nicht für beliebige Zufallsvariablen auch unendlich, da für diese σ[X] nicht
endlich sein muss.
3. Das Funktional ρ0[·] = E[·] ist nicht definiert für Zufallsvariablen, für die der Erwartungs-
wert nicht definiert ist.
5.2 Verteilungsinvarianz
Definition 5.6 (Verteilungsinvarianz) Ein Wahrscheinlichkeitsfunktional ρ[·] : X → R̄
heißt verteilungsinvariant (law invariant), falls ρ[X] nur durch die Verteilungsfunktion FX von
X abhängt, d. h.
X =d Y =⇒ ρ[X] = ρ[Y ] .
Bemerkung 5.7 Für ein verteilungsinvariantes Wahrscheinlichkeitsfunktional kann ρ[X] mit
einer geeigneten Funktion r, die auf Verteilungsfunktionen definiert ist, als ρ[X] = r(FX)




xdFX(x) = r(FX) .
Beispiel 5.8 Die Wahrscheinlichkeitsfunktionale in Beispiel 5.4 sind verteilungsinvariant.
Beispiel 5.9 Gegeben sei der Wahrscheinlichkeitsraum (Ω,A, P ) mit Ω = {ω1, ω2, ω3}, A =
Pot(Ω), P ({ω1}) = P ({ω2}) = 1/4, P ({ω3}) = 1/2. X sei die Menge aller Zufallsvariablen auf
diesem Wahrscheinlichkeitsraum. Das durch ρ[·] : X → R,
ρ[X]
def
= #{ω ∈ Ω | X(ω) > 0}, X ∈ X
definierte Wahrscheinlichkeitsfunktional ρ[·] ist nicht verteilungsinvariant. Denn für die Zufalls-
variablen
X1(ω1) = X1(ω2) = 0, X1(ω3) = 1
und
X2(ω3) = 0, X2(ω1) = X2(ω2) = 1
gilt X1 =d X2 ∼ Ber(1/2), aber ρ[X1] = #{ω3} = 1 6= ρ[X2] = #{ω1, ω2} = 2.
5.3. Monotonie 33
5.3 Monotonie
Bemerkung 5.10 Damit ein Wahrscheinlichkeitsfunktional als Risikomaß bezeichnet werden
kann, ist als Minimalanforderung die Monotonie bezüglich des Risikos zu erfüllen. In einem
zu spezifizierenden Sinn sollen Zufallsvariablen mit größeren Verlusten einen größeren Wert
des Risikofunktionals erhalten. Im Folgenden werden drei Arten der Monotonie eingeführt, die
auf der Ordnung ≤, der stochastischen Ordnung ≤st und der fast sicheren Ordnung ≤f.s. für
Zufallsvariablen beruhen.
Definition 5.11 (Monotonie) Mit  sei eine der drei Ordnungen ≤, ≤f.s. oder ≤st bezeich-
net. Ein Wahrscheinlichkeitsfunktional %[·] : X → R̄ heißt
1. monoton bezüglich der Ordnung (monotone with respect to the order)  oder kurz
-monoton, wenn für alle X, Y ∈ X gilt
X  Y =⇒ %[X] ≤ %[Y ] ,
2. antiton bezüglich der Ordnung (antitone with respect to the order)  oder kurz
-antiton, wenn für alle X, Y ∈ X gilt
X  Y =⇒ %[X] ≥ %[Y ] .
Satz 5.12 Wenn ein Wahrscheinlichkeitsfunktional ≤st-monoton oder ≤st-antiton ist, dann ist
es verteilungsinvariant.
Bemerkung 5.13
1. Die -Monotonie verlangt nicht, dass je zwei Zufallsvariablen X, Y ∈ X bzgl.  vergleich-
bar sind, sondern nur, dass im Fall der Vergleichbarkeit bzgl.  auch die zugehörigen
Werte des Wahrscheinlichkeitsfunktionals eine bestimmte Ordnung besitzen.
2. Die Monotonie bezüglich ≤f.s. wird auch als punktweise Monotonie bezeichnet.
3. Während der Vergleich von zwei Zufallsvariablen bezüglich ≤st lediglich von deren eindi-
mensionalen Wahrscheinlichkeitsverteilungen abhängt, hängt der Vergleich bezüglich ≤f.s.
von der Konstruktion der Zufallsvariablen und dem zugrundeliegenden Wahrscheinlich-
keitsraum bzw. von der zweidimensionalen Wahrscheinlichkeitsverteilung ab.
Beispiel 5.14 Es sei X = {X, Y } mit X ∼ Ber(1/4) und Y ∼ Ber(3/4). Dann gilt X ≤st Y .
1. Erste Konstruktion: Der Wahrscheinlichkeitsraum sei (Ω,A, P ) mit Ω = {ω1, ω2}, A =
Pot(Ω), P ({ω1}) = 1/4, P ({ω2}) = 3/4 und die Zufallsvariablen X und Y seien festgelegt
durch
X : Ω→ R, X(ω1) = 1, X(ω2) = 0
und
Y : Ω→ R, Y (ω1) = 0, Y (ω2) = 1 .
Dann gilt P (X > Y ) = P ({ω1}) = 1/4 und P (X < Y ) = P ({ω2}) = 3/4. Damit gilt
weder X ≤f.s. Y noch Y ≤f.s. X.
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2. Zweite Konstruktion: Der Wahrscheinlichkeitsraum sei (Ω,A, P ) mit Ω = {ω1, ω2, ω3},
A = Pot(Ω), P ({ω1}) = P ({ω3}) = 1/4, P ({ω2}) = 1/2, und die Zufallsvariablen X und
Y seien festgelegt durch
X : Ω→ R, X(ω1) = X(ω2) = 0, X(ω3) = 1
und
Y : Ω→ R, Y (ω1) = 0, Y (ω2) = Y (ω3) = 1 .
Dann gilt X(ω) ≤ Y (ω) für alle ω ∈ Ω und daher P (X ≤ Y ) = 1 und X ≤f.s. Y .
Satz 5.15 (Implikationen)
1. Wenn ein Wahrscheinlichkeitsfunktional ≤st-monoton (bzw. ≤st-antiton) ist, dann ist es
auch ≤f.s.-monoton (bzw. ≤f.s.antiton).
2. Wenn ein Wahrscheinlichkeitsfunktional ≤f.s.-monoton (bzw. ≤f.s.-antiton) ist, dann ist
es auch ≤-monoton (bzw. ≤-antiton).
Bemerkung 5.16 Die Umkehrungen der Aussagen von Satz 5.15 sind im Allgemeinen falsch.
Von Satz 5.15 gibt es allerdings dann eine Umkehrung, wenn das Wahrscheinlichkeitsfunktional
ρ[·] verteilungsinvariant ist und wenn die Menge X , auf der das Wahrscheinlichkeitsfunktional
ρ[·] definiert ist, hinreichend viele Zufallsvariablen enthält.
Definition 5.17 Eine Menge X von Zufallsvariablen heißt U-vollständig, wenn zu je zwei
Zufallsvariablen X, Y ∈ X auch zwei Zufallsvariablen X̂ = F−1X (U) und Ŷ = F
−1
Y (U) in X
enthalten sind, wobei U ∼ uni(0, 1).
Hilfssatz 5.18 Die Menge X von Zufallsvariablen sei U-vollständig. Für zwei Zufallsvariablen
X, Y ∈ X gelte X ≤st Y . Dann existieren Zufallsvariablen X̂, Ŷ ∈ X mit
X̂ =d X, Ŷ =d Y und X̂ ≤ Ŷ .
Beweis Da X U -vollständig ist, gilt X̂ def= F−1X (U) ∈ X und Ŷ
def
= F−1Y (U) ∈ X . Mit Satz
3.21 folgt X̂ ≤ Ŷ . 3
Satz 5.19 Die Menge X von Zufallsvariablen sei U-vollständig. Wenn ein Wahrscheinlich-
keitsfunktional %[·] auf X verteilungsinvariant und ≤-monoton (bzw. ≤-antiton) ist, dann ist
auch ≤st-monoton (bzw. ≤st-antiton).
Beweis Zu zeigen ist X ≤st Y =⇒ %[X] ≤ %[Y ] (bzw. %[Y ] ≤ %[X]) für alle X, Y ∈ X ,
wenn ρ[·] ein Wahrscheinlichkeitsfunktional auf X ist. Es sei X, Y ∈ X mit X ≤st Y . Da
X U -vollständig ist, existieren zwei Zufallsvariablen X̂, Ŷ ∈ X mit X̂ =d X, Ŷ =d Y und
X̂ ≤ Ŷ . Da %[·] ≤-monoton (bzw. ≤-antiton) ist, gilt %[X̂] ≤ %[Ŷ ] (bzw. %[Ŷ ] ≤ %[X̂]). Da %[·]
verteilungsinvariant ist, gilt %[X̂] = %[X] und %[Ŷ ] = %[Y ]. Damit folgt aus %[X̂] ≤ %[Ŷ ] auch
%[X] ≤ %[Y ] (bzw. aus %[Ŷ ] ≤ %[X̂] auch %[Y ] ≤ %[X]). 3
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5.4 Risikomaß
Definition 5.20 (Risikomaß für Verlustvariablen) V sei eine Menge von Verlustvariablen.
Ein Wahrscheinlichkeitsfunktional %[·] : V → R heißt Risikomaß auf V , falls es monoton
bezüglich der stochastischen Ordnung ist.
Bemerkung 5.21
1. Die Monotonie bezüglich der stochastischen Ordnung impliziert die Verteilungsinvari-
anz, vgl. Satz 5.12, sowie die Monotonie bezüglich der Ordnungen ≤ und ≤f.s., vgl.
Satz 5.15. Teilweise werden in der Literatur Risikomaße als verteilungsinvariante und
≤-monotone oder ≤f.s.-monotone Wahrscheinlichkeitsfunktionale definiert. Wenn die be-
trachtete Menge von Zufallsvariablen dann hinreichend umfangreich ist, ergibt sich die
Monotonie bezüglich der stochastischen Ordnung.
2. Wenn die Verlustvariablen auf demselben Wahrscheinlichkeitsraum (Ω,A, P ) definiert
sind, ergibt sich die Anforderung der ≤f.s.-Monotonie an ein Risikomaß daraus, dass
die Elemente von Ω als mögliche alternative Zustände interpretiert werden. X ≤f.s. Y
bedeutet dann
X(ω) ≤ Y (ω) für alle ω in einer Menge mit Wahrscheinlichkeit 1 .
Da der Verlust von Y für alle Zustände, die insgesamt mit Wahrscheinlichkeit 1 eintreten,
nicht kleiner als der Verlust von X ist, kann Y nicht ein kleineres Risiko als X haben.
Satz 5.22 (Erwarteter Verlust als Risikomaß) V sei eine Menge von Verlustvariablen mit
endlichen Erwartungswerten. Dann ist das Wahrscheinlichkeitsfunktional E[·] : V → R ein Ri-
sikomaß auf V.
Beispiel 5.23 (Verlustvarianz ist kein Risikomaß) V sei eine Menge von Verlustvariablen








Also ist das Funktional
σ2[·] : V → R, σ2[V ] = V[V ]
kein Risikomaß auf V , da σ2[·] nicht monoton bezüglich der stochastischen Ordnung ist.
Bemerkung 5.24 Die inhaltlich analoge Definition eines Risikomaßes für Gewinnvariablen ist
etwas weniger anschaulich, da jetzt größere Werte der Gewinnvariablen mit einem kleineren
Risiko korrespondieren.
Definition 5.25 (Risikomaß für Gewinnvariablen) G sei eine Menge von Gewinnvaria-
blen. Ein Wahrscheinlichkeitsfunktional %[·] : G → R̄ heißt Risikomaß auf G, falls es antiton
bezüglich der stochastischen Ordnung ist.
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Bemerkung 5.26
1. Für eine Menge von Gewinnvariablen G mit endlichem Erwartungswert ist ein Risikomaß
auf G durch
%[·] : G → R̄, %[G] = E[−G]
gegeben.
2. Für die Zufallsvariable V = −G gilt
E[V ] = E[−G] = (−1)E[G] = −E[G],
V[V ] = V[−G] = (−1)2V[G] = V[G] .
3. Falls G ∼ N(µG, σ2G) gilt
V ∼ N(−µG, σ2G) .
5.5 Übungsaufgaben
Übungsaufgabe 5.27 Berechnen Sie E[X], V[X], σ[X] und ρ3[X] falls die Verteilung von X
durch die Gleichverteilung uni(α, β) mit α = −2 und β = 1 gegeben ist.
Übungsaufgabe 5.28 Bestimmen Sie die Wahrscheinlichkeitsfunktionale aus Beispiel 5.4 für
die Klasse der Gleichverteilungen uni(α, β) mit −∞ < α < β <∞.
Übungsaufgabe 5.29 Wie hängt das Wahrscheinlichkeitsfunktional ρk[·] aus (5.1) für die
Klasse der Normalverteilungen mit den Quantilen einer Standardnormalverteilung zusammen?
Übungsaufgabe 5.30 Für welche t(ν)-Verteilungen ist das Wahrscheinlichkeitsfunktional ρk[·]
aus (5.1) definiert?
Übungsaufgabe 5.31 Bestimmen Sie das Wahrscheinlichkeitsfunktional ρk[·] aus (5.1) für die
Klasse der Chiquadrat-Verteilungen!
Übungsaufgabe 5.32 Untersuchen Sie die Monotonie der Wahrscheinlichkeitsfunktionale aus
Beispiel 5.4!
Übungsaufgabe 5.33 Welche der Wahrscheinlichkeitsfunktionale aus Beispiel 5.4 sind vertei-
lungsinvariant?
Übungsaufgabe 5.34 Die Menge V der Verlustvariablen, auf denen das Wahrscheinlichkeits-
funktional ρk[·] aus (5.1) mit k > 0 betrachtet wird, sei die Menge aller Zufallsvariablen, die
eine Rechteckverteilung uni(α, β) mit −∞ < α < β < ∞ besitzen. Ist ρk[·] ein Risikomaß auf
V?
Übungsaufgabe 5.35 Bestimmen Sie den Zusammenhang zwischen k und der Wahrschein-
lichkeit P (X ≥ ρk[X]) mit ρk[·] aus (5.1) für die Klasse
1. der Normalverteilungen N(µ, σ2),
2. der Gleichverteilungen uni(α, β) und
3. der t(ν)-Verteilungen mit ν ≥ 2.
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5.6 Beweise
Beweis von 5.12 Wenn das Wahrscheinlichkeitsfunktional %[·] : X → R̄ ≤st-monoton oder
≤st-antiton ist, gilt
X =d Y =⇒ (X ≤st Y, Y ≤st X) =⇒ (%[X] ≤ %[Y ], %[Y ] ≤ %[X]) =⇒ %[X] = %[Y ],
so dass %[·] verteilungsinvariant ist. 3
Beweis von 5.15 Wegen Satz 3.17 gelten die Implikationen X ≤ Y =⇒ X ≤f.s. Y =⇒
X ≤st Y . Daher folgt aus X ≤st Y =⇒ %[X] ≤ %[Y ] auch die Implikation X ≤f.s. Y =⇒
%[X] ≤ %[Y ] und aus X ≤f.s. Y =⇒ %[X] ≤ ρ[Y ] folgt X ≤ Y =⇒ %[X] ≤ %[Y ]. Das analoge
Argument gilt im Fall %[X] ≥ %[Y ]. 3
Beweis von Satz Die Monotonie bezüglich der stochastischen Ordnung folgt aus Satz 4.1.
3
5.7 Ergänzung und Vertiefung
Definition 5.36 (Atom) Eine Menge A ∈ A heißt Atom (atom) des Wahrscheinlichkeits-
raumes (Ω,A, P ), falls P (A) > 0 und falls für jedes B ∈ A mit B ⊂ A entweder P (B) = 0
oder P (A) = P (B) gilt.
Definition 5.37 (Atomlos) Ein Wahrscheinlichkeitsraum (Ω,A, P ) heißt atomlos (atom-
less), wenn kein Element von A ein Atom ist.
Satz 5.38 Für jeden Wahrscheinlichkeitsraum (Ω,A, P ) sind die folgenden vier Bedingungen
äquivalent.
1. (Ω,A, P ) ist atomlos.
2. Es existiert eine Folge X1, X2, . . . von unabhängigen und identisch verteilten Zufallsva-
riablen mit X1 ∼ Ber(1/2).
3. Zu jeder Verteilungsfunktion F existiert eine Folge Y1, Y2, . . . von unabhängigen und iden-
tisch verteilten Zufallsvariablen mit dieser Verteilungsfunktion.
4. Es existiert eine Zufallsvariable mit stetiger Verteilungsfunktion.
Beweis [Föllmer/Schied 2011, S. 492]
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Beispiel 5.39 X1, X2, . . . sei ein Folge von unabhängigen und identisch verteilten Zufallsva-
riablen mit der Bernoulli-Verteilung P (X1 = 1) = P (X1 = 0) =
1
2
, die auf demselben Wahr-































Beispiel 5.40 Der Wahrscheinlichkeitsraum (Ω,A, P ) mit Ω = {ω1, ω2},A = {∅, {ω1}, {ω2},Ω}
und P ({ω1}) = P ({ω2}) = 12 hat die beiden Atome A1 = {ω1} und A2 = {ω2}. Wenn X irgend-
eine Zufallsvariable ist, die auf dem Wahrscheinlichkeitsraum (Ω,A, P ) definiert ist, dann ist die
Wahrscheinlichkeitsverteilung von X entweder eine Einpunktverteilung, falls X(ω1) = X(ω2),
oder ein diskrete Wahrscheinlichkeitsverteilung mit zwei Trägerpunkten x1 = X(ω1) 6= x2 =
X(ω2) und der Wahrscheinlichkeitsverteilung P (X1 = x1) = P (X2 = x2) = 1/2.
Satz 5.41 X = L0(Ω,A, P ) sei die Menge aller Zufallsvariablen auf einem gegebenen Wahr-
scheinlichkeitsraum (Ω,A, P ). Wenn (Ω,A, P ) atomlos ist, dann ist X U -vollständig.
Beweis Wenn (Ω,A, P ) atomlos ist, dann existiert in X eine Zufallsvariable U ∼ uni(0, 1),
vgl. Satz 5.38. Zu vorgegebenen Verteilungsfunktionen FX und FY sind die F
−1
X (U) und F
−1
Y (U)
Zufallsvariablen auf (Ω,A, P ) und somit in X enthalten. Also ist X U -vollständig. 3
Bemerkung 5.42
1. Damit die Menge L0 so reichhaltig ist, dass zu jeder Verteilungsfunktion in F eine Zu-
fallsvariable mit dieser Verteilungsfunktion existiert, muss der Wahrscheinlichkeitsraum
(Ω,A, P ) atomlos sein.
2. Wenn der zugrundeliegende Wahrscheinlichkeitsraum atomlos ist, gilt
∅ 6= L2N $ L2 $ L1 $ L0.
L2N ist nichtleer, da zu allen stetigen Verteilungsfunktionen Zufallsvariablen existieren; es
gilt L2N $ L2, da es in L2 Zufallsvariablen mit endlicher Varianz gibt, die nicht normal-
verteilt sind; es gilt L2 $ L1, da es in L1 Zufallsvariablen mit endlichem Erwartungswert
gibt, die keine endliche Varianz besitzen; es gilt L1 $ L0, da es in L0 Zufallsvariablen
gibt, die keinen endlichen Erwartungswert besitzen.
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3. Die Voraussetzung eines atomlosen Wahrscheinlichkeitsraumes vereinfacht viele Betrach-
tungen.
”
We assume throughout the book that the probability space is non-atomic, even
if all considered random variables take only finitely many values. Equivalently, one could
say that we assume that the probability space is the standard space, i. e. the unit inter-
val [0, 1], endowed with Lebesgue measure.“ [Pflug/Römisch 2007, S. 4]. Zum im Zitat
angesprochenen Standard-Wahrscheinlichkeitsraum siehe Bemerkung 3.20.
Ähnlich auch
”
Any risk measure has a natural domain X ⊂ L0 of definition. Here L0 =
L0(Ω,A, P ) is the class of all measurable elements on som probabilty space (Ω,A, P )
which we assume generally to be non-atomic.“ [Rüschendorf 2013, S. 141].
Mit der Annahme eines atomlosen Wahrscheinlichkeitsraumes ist die verteilungsgleiche
Ersetzung aus Satz 3.21 immer möglich.
Satz 5.43 V sei eine Menge normalverteilter Verlustvariablen. Dann ist durch ρk[·] aus (5.1)
für jedes k ∈ R ein Risikomaß auf V definiert.
Beweis Zu zeigen ist die Monotonie bezüglich der stochastischen Ordnung. Wenn X und Y
normalverteilte Zufallsvariablen sind, dann folgt aus X ≤st Y wegen Satz 4.6, dass E[X] ≤ E[Y ]
und σ[X] = σ[Y ]. Somit gilt
ρk[X] = E[X] + kσ[X] ≤ E[Y ] + kσ[X] = E[Y ] + kσ[Y ] = ρk[Y ].
3
Bemerkung 5.44 Aus Satz 5.43 ergibt sich, dass ρk[·] ein Risikomaß auf der Menge aller
normalverteilten Verlustvariablen ist. Es stellt sich die Frage, ob ρk auch auf der größeren
Menge L2 der Zufallsvariablen mit endlicher Varianz ein Risikomaß ist.
Beispiel 5.45 (Nichtmonotonie von ρk[·] für k > 1) Gegeben sei die Menge von Verlust-
variablen V = {X, Y } mit




P (Y = 1) = 1 .







> ρk[Y ] = 1 + k0 = 1
für alle k > 1. Damit ist ρk[·] für k > 1 kein Risikomaß auf V und damit auch nicht auf der
größeren Menge aller Verlustvariablen mit endlicher Varianz.
Beispiel 5.46 (Nichtmonotonie von ρk[·] für k > 0) Es sei c > 0 und
P (Xc = −c) =
1
1 + c


























Für die Zufallsvariable Y mit
P (Y = 1) = 1
gilt
ρk[Y ] = 1 + k0 = 1 .






Dieses Beispiel zeigt, dass zu jedem vorgegebenen k > 0 zwei Zufallsvariablen Xc und Y mit
endlicher Varianz angegeben werden können, so dass gleichzeitig Xc ≤st Y und ρk[Xc] > ρk[Y ]
gilt, und somit die Monotonie bezüglich der stochastischen Ordnung nicht erfüllt ist. Damit ist
ρk[·] für k > 0 kein Risikomaß auf V = {Xc, Y } und damit nicht auf der größeren Menge aller
Verlustvariablen mit endlicher Varianz.
Beispiel 5.47 (Nichtmonotonie von ρk[·] für k < 0) Es sei c > 0 und
P (Xc = −1) =
c
1 + c

























Für die Zufallsvariable Y mit
P (Y = −1) = 1
gilt
ρk[Y ] = −1 + k0 = −1 .
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gilt.
Dieses Beispiel zeigt, dass zu jedem vorgegebenen k < 0 zwei Zufallsvariablen Xc und Y mit
endlicher Varianz angegeben werden können, so dass gleichzeitig Y ≤st Xc und ρk[Y ] > ρk[Xc] >
gilt, und somit die Monotonie bezüglich der stochastischen Ordnung nicht erfüllt ist. Damit ist
ρk[·] für k > 0 kein Risikomaß auf V = {Xc, Y } und damit auch nicht auf der größeren Menge
aller Verlustvariablen mit endlicher Varianz.
Satz 5.48 Die Menge der Verlustvariablen V enthalte alle Zwei-Punkt-Verteilungen. Dann ist
das Wahrscheinlichkeitsfunktional ρk[X] = E[X] + kσ[X] für k 6= 0 nicht monoton bezüglich
der stochastischen Ordnung auf V und damit kein Risikomaß auf V.
Beweis: Dass ρk[·] für k 6= 0 nicht monoton bezüglich der stochastischen Ordnung ist, ergibt
sich aus den Gegenbeispielen 5.46 und 5.47. 3




Definition 6.1 (Translationen) Ein Wahrscheinlichkeitsfunktional %[·] : X → R̄ heißt
1. translationsäquivariant (translation-equivariant) auf X , wenn aus X ∈ X , c ∈ R und
X + c ∈ X folgt, dass
%[X + c] = %[X] + c ;
2. translationsantivariant (translation-antivariant) auf X , wenn aus X ∈ X , c ∈ R und
X + c ∈ X folgt, dass
%[X + c] = %[X]− c ;
3. translationsinvariant (translation-invariant) auf X , wenn aus X ∈ X , c ∈ R und
X + c ∈ X folgt, dass
%[X + c] = %[X] .
Bemerkung 6.2
1. Die Translationsäquivarianz verlangt nicht, dass mit X auch X + c für alle c in X liegt.
2. Die Translationsäquivarianz wird manchmal in der Literatur, etwas missverständlich, als
Translationsinvarianz bezeichnet.1 Dann besteht die Verwechselungsgefahr mit der hier
als Translationsinvarianz bezeichneten Eigenschaft.
Beispiel 6.3
1. Das Wahrscheinlichkeitsfunktional E[·] ist translationsäquivariant, da
E[X + c] = E[X] + c. (6.1)
1Z. B. [Cottin/Döhler 2013, S. 111]
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2. Das Wahrscheinlichkeitsfunktional V[·] ist translationsinvariant, da
V[X + c] = V[X].
3. Das Wahrscheinlichkeitsfunktional σ[·] ist translationsinvariant, da
σ[X + c] =
√
V[X + c] =
√
V[X] = σ[X].
4. Das Wahrscheinlichkeitsfunktional ρk[·] aus (5.1) ist translationsäquivariant, da
ρk[X + c] = E[X + c] + kσ[X + c] = E[X] + kσ[X] + c = ρk[X] + c . (6.2)
Definition 6.4 (Monetäres Risikomaß)
1. Ein Risikomaß auf einer Menge von Verlustvariablen V heißt monetäres Risikomaß, falls
es translationsäquivariant ist.
2. Ein Risikomaß auf einer Menge von Gewinnvariablen G heißt monetäres Risikomaß, falls
es translationsantivariant ist.
Bemerkung 6.5 Der Wert eines monetären Risikomaßes lässt sich monetär, d. h. als Geld-
betrag, interpretieren. Wenn die Verlustverteilung um den Geldbetrag c geändert wird, dann
ändert sich das Risikomaß genau um diesen Betrag. Wenn c negativ ist, handelt es sich um eine
Verminderung der Verluste.
Satz 6.6 (Erwarteter Verlust als Risikomaß) V sei eine Menge von Verlustvariablen mit
endlichen Erwartungswerten. Dann ist das Wahrscheinlichkeitsfunktional E[·] : V → R ein
monetäres Risikomaß auf V.
Satz 6.7 Wenn ρ[·] ein translationsäquivariantes Wahrscheinlichkeitsfunktional auf X ist, dann
ist ρ∗[·] def= −ρ[·] ein translationsantivariantes Wahrscheinlichkeitsfunktional auf X .
6.2 Positive Homogenität
Bemerkung 6.8 Häufig wird für ein monetäres Risikomaß die positive Homogenität verlangt,
die auch Skaleninvarianz genannt wird.
Definition 6.9 (Positive Homogenität) Ein Wahrscheinlichkeitsfunktional %[·] : X → R
heißt positiv homogen (positively homogeneous) auf X , falls
X ∈ X , b > 0, bX ∈ X =⇒ %[bX] = b%[X] .
Beispiel 6.10
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1. Das Wahrscheinlichkeitsfunktional E[·] ist positiv homogen, da
E[bX] = bE[X].
2. Das Wahrscheinlichkeitsfunktional V[·] ist nicht positiv homogen, da
V[bX] = b2V[X]
und b2 6= b für b 6= 1.





b2V[X] = |b|σ[X] = bσ[X].
4. Das Wahrscheinlichkeitsfunktional ρk[·] in (5.1) ist positiv homogen, da
ρk[bX] = E[bX] + kσ[bX] = bE[X] + kbσ[X] = bρk[X] . (6.3)
Satz 6.11 V sei eine Menge normalverteilter Verlustvariablen. Dann ist durch ρk[·] aus (5.1)
für jedes k ∈ R ein positiv homogenes monetäres Risikomaß auf V definiert.
Bemerkung 6.12 (VaR und CVaR für normalverteilte Zufallsvariablen) Im Beispiel
1.6 wurde bereits gezeigt, dass für eine normalverteilte Verlustvariable der VaR und der CVaR
formal von der Form (5.1) sind. Damit sind wegen Satz 6.11 der VaR und der CVaR positiv
homogene monetäre Risikomaße für normalverteilte Zufallsvariablen.
6.3 Übungsaufgaben
Übungsaufgabe 6.13 Untersuchen Sie die Eigenschaften (Monotonie, Translationsinvarianz
bzw. -äquivarianz, positive Homogenität) des Wahrscheinlichkeitsfunktionals E[max{0, X}].
Übungsaufgabe 6.14 Untersuchen Sie die Eigenschaften (Monotonie, Translationsinvarianz
bzw. -äquivarianz, positive Homogenität) des Wahrscheinlichkeitsfunktionals E[max{0, X −
E[X]}].
Übungsaufgabe 6.15 Untersuchen Sie die Eigenschaften (Monotonie, Translationsinvarianz
bzw. -äquivarianz, positive Homogenität) der Wahrscheinlichkeitsfunktionale
σ2+[X]
def
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6.4 Beweise
Beweis von Satz 6.6 Aus Satz 5.6 folgt, dass E[·] ein Risikomaß ist. Wegen (6.1) ist E[·]
translationsäquivariant. Also ist E[·] ein monetäres Risikomaß auf V . 3
Beweis von Satz 6.7 Es gilt ρ∗[X + c] = −ρ[X + c] = −ρ[X]− c = ρ∗[X]− c. 3
Beweis von Satz 6.11 Satz 5.43 besagt, dass ρk[·] ein Risikomaß auf V ist. Wegen (6.2) ist
ρk[·] translationsäquivariant und somit ein monetäres Risikomaß. Wegen (6.3) ist ρk[·] positiv
homogen. 3
6.5 Ergänzung und Vertiefung
Bemerkung 6.16 Wenn ρ[·] ein positiv homogenes Risikomaß auf X ist und X0 mit X0 = 0
in X enthalten ist, dann gilt ρ[X0] = 0. Dies sieht man folgendermaßen: Es gilt 2X0 = X0 und
daher ρ[X0] = ρ[2X0] = 2ρ[X0]. Aus ρ[X0] = 2ρ[X0] folgt ρ[X0] = 0.




= ρ[−X], X ∈ X (−)
ein translationsantivariantes Wahrscheinlichkeitsfunktional auf X (−) def= {X | −X ∈ X} defi-
niert.
Beweis ρ(−)[X + c] = ρ[−(X + c)] = ρ[−X − c] = ρ[−X] + (−c) = ρ(−)[X]− c. 3
Kapitel 7
Quantile
7.1 Obere und untere Quantile
Definition 7.1 (Quantile) X sei eine reellwertige Zufallsvariable. Es sei 0 < p < 1.
1. Jede Zahl x ∈ R mit
P (X ≤ x) ≥ p und P (X ≥ x) ≥ 1− p (7.1)




= min{x | P (X ≤ x) ≥ p} (7.2)
ist das untere p-Quantil und durch
Qp[X]
def
= max{x | P (X ≥ x) ≥ 1− p} (7.3)
ist das obere p-Quantil von X (oder der Verteilung von X) definiert.




1. Die Quantile Qp[X] und Q
p[X] existieren für alle 0 < p < 1.
2. Qp[X] ist die erste Stelle, bei der die von links kumulierte Wahrscheinlichkeit P (X ≤ x)
den Wert p erreicht oder überschreitet.
3. Qp[X] ist die erste Stelle, bei der die von rechts kumulierte Wahrscheinlichkeit P (X ≥ x)
den Wert 1− p erreicht oder überschreitet.
4. Es gilt Qp[X] ≤ Qp[X] für alle 0 < p < 1.
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5. Die Menge aller p-Quantile ist durch das Intervall [Qp[X], Q
p[X]] gegeben.
Bemerkung 7.3 (Äquivalente Definitionen)
1. Da P (X ≥ x) ≥ 1 − p zu 1 − P (X < x) ≥ 1 − p und damit auch zu P (X < x) ≤ p
äquivalent ist, können p-Quantile auch durch die zu (7.1) äquivalente Eigenschaft
P (X ≤ x) ≥ p und P (X < x) ≤ p
charakterisiert werden.
2. Häufig werden die Quantile Qp[X] und Q
p[X] mit Hilfe der Verteilungsfunktion FX von
X durch
Qp[X] = inf{x | FX(x) ≥ p} (7.4)
und
Qp[X] = inf{x | FX(x) > p} (7.5)
definiert. Dabei kann inf in (7.4) auch durch min ersetzt werden, da FX rechtsseitig stetig
ist.
Beispiel 7.4 (Diskrete Zufallsvariable) Es sei
P (X = i) =
1
10
, i = 1, . . . , 10 .
1. Es sei p = 0.9. Dann gilt
{x | P (X ≤ x) ≥ 0.9} = {x | FX(x) ≥ 0.9} = [9,∞[
und damit
Q0.9[X] = min {x | FX(x) ≥ 0.9} = min[9,∞[ = 9 .
Es gilt
{x | P (X ≥ x) ≥ 0.1} = ]−∞, 10]
und damit
Q0.9[X] = max {x | P (X ≥ x) ≥ 0.1} = max ]−∞, 10] = 10 .
Mit
{x | FX(x) > 0.9} = [10,∞[
erhält man Q0.9[X] alternativ als
Q0.9[X] = inf {x | FX(x) > 0.9} = inf[10,∞[ = min[10,∞[ = 10 .
2. Für p = 0.95 gilt
Q0.95[X] = Q
0.95[X] = 10 .
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3. Für p = 0.5 gilt
Q0.5[X] = 5 < Q
0.5[X] = 6 .




für 0 ≤ x ≤ 10.
1. Dann gilt
{x | FX(x) ≥ 0.9} = [9,∞[
und daher Q0.9[X] = 9. Aus
max {x | P (X ≥ x) ≥ 0.1} = max ]−∞, 9] = 9
folgt Q0.9[X] = 9.
Aus
{x | FX(x) > 0.9} = ]9,∞[ (7.6)
folgt
Q0.9[X] = inf ]9,∞[ = 9 .
2. Allgemeiner gilt
Qp[X] = Q
p[X] = 10p für alle 0 < p < 1 .
Bemerkung 7.6 Die Gleichung (7.6) verdeutlicht, dass die Menge {x | FX(x) > p} nicht not-
wendig ein Minimum besitzt, so dass in (7.5) inf nicht durch min ersetzt werden kann.
Beispiel 7.7 X sei eine stetige Zufallsvariable mit der Dichtefunktion fX(x) = 0.05 für x ∈
[0, 10] ∪ [20, 30].
1. Es ist FX(x) = 0.5 für 10 ≤ x ≤ 20.
2. Dann gilt
{x | FX(x) ≥ 0.5} = [10,∞[ , {x | FX(x) > 0.5} = ]20,∞[ ,
Q0.5[X] = 10 < Q
0.5[X] = 20 .
Beispiel 7.8 Es sei X ∼ N(µ, σ2). Dann gilt
Qp[X] = Q
p[X] = µ+ zpσ, 0 < p < 1,
wobei zp = Φ
−1(p) das p-Quantil einer Standardnormalverteilung bezeichnet.
Beispiel 7.9 Es sei X ∼ t(ν). Dann gilt
Qp[X] = Q
p[X] = tν,p, 0 < p < 1,
wobei tν,p = F
−1
X (p) das p-Quantil einer t-Verteilung mit Parameter ν bezeichnet.
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wobei µ ∈ R und σ > 0. Dabei ist µ ein Lageparameter und σ ein Skalenparameter, der nicht
die Standardabweichung der Verteilung t(ν;µ, σ) ist.1 Dann gilt
Qp[X] = Q
p[X] = µ+ tν,pσ, 0 < p < 1 .
Bemerkung 7.11 (Quantile als Risikomaße) Obere und untere p-Quantile sind translati-
onsäquivariante und positiv homogene Risikomaße.
Bemerkung 7.12 (Eindeutige Festlegung)
1. Häufig findet man in der Literatur eine eindeutige Festlegung des p-Quantils durch die
Definition
inf{x | FX(x) ≥ p} .
Das auf diese Art eindeutig festgelegte p-Quantil ist dann das untere p-Quantil im Sinn
der Definition 7.1.
2. Die eindeutige Festlegung bedeutet beispielsweise, dass bei der Verteilung aus Beispiel
7.4 das 50%-Quantil willkürlich als 5 festgelegt wird, obwohl die Wahrscheinlichkeitsver-
teilung symmetrisch zu 5.5 ist.
3. Die eindeutige Festlegung des p-Quantils als unteres p-Quantil ist in diesem Zusammen-
hang nicht sinnvoll, da die Definition des Value-at-Risk im folgenden Kapitel für Verlust-
variablen das Konzept des unteren Quantils und für Gewinnvariablen das Konzept des
oberen Quantils erfordert.
Satz 7.13 Es sei 0 < p < 1 und X sei eine Zufallsvariable. Dann gilt
Qp[−X] = −Q1−p[X] und Qp[−X] = −Q1−p[X] . (7.7)
Beweis: Es gilt
Qp[−X] = min{x ∈ R | P (−X ≤ x) ≥ p}
= −max{−x ∈ R | P (−X ≤ x) ≥ p}
= −max{x ∈ R | P (−X ≤ −x) ≥ p}
= −max{x ∈ R | P (X ≥ x) ≥ p}
= −Q1−p[X] .
Multipliziert man Qp[−X] = −Q1−p[X] mit −1, so erhält man Q1−p[X] = −Qp[−X]. Substitu-
tion von p durch 1− p ergibt die zweite Aussage.
1Für X ∼ t(ν;µ, σ) gilt E[X] = µ, falls ν > 1, und V[X] = σ2 νν−2 , falls ν > 2.
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7.2 Ergänzung und Vertiefung
Definition 7.14 (Quantilfunktionen) X sei eine reellwertige Zufallsvariable mit der Vertei-
lungsfunktion FX : R→ [0, 1].
1. Die Funktion




= Qp[X], 0 < p < 1,
heißt untere Quantilfunktion (lower quantile function) von X (oder von FX).
2. Die Funktion




= Qp[X], 0 < p < 1,
heißt obere Quantilfunktion (upper quantile function) von X (oder von FX).
3. Jede Funktion
F#X : ]0, 1[ → R mit Qp[X] ≤ F
#
X (p) ≤ Q
p[X], 0 < p < 1,
heißt Quantilfunktion (quantile function) von X (oder von FX).
Bemerkung 7.15 (Eindeutige Festlegung)
1. Im allgemeinen können also mehrere Quantilfunktionen existieren. Wenn alle p-Quantile
eindeutig sind, gilt F−X = F
+
X .
2. Häufig erfolgt in der Literatur eine eindeutige Definition der Quantilfunktion als untere
Quantilfunktion F−X im Sinn der Definition 7.14.




X bezeichnet und verallgemeinerte Umkehr-
funktion (generalized inverse) oder Pseudoinverse genannt. Es gilt aber nicht notwendig
FX(F
−
X (p)) = p für alle 0 < p < 1 oder F
−
X (FX(x)) = x für alle x ∈ R.
4. Falls eine gewöhnliche Umkehrfunktion F−1X von FX existiert, dann gibt es genau eine





Bemerkung 7.16 Die Bezeichnung Qp[X] anstatt F
−
X (p) oder xp ist dann sinnvoll, wenn das
p-Quantil für fixiertes p und alternative Zufallsvariablen X verwendet wird. Damit wird Qp[·] als
ein Wahrscheinlichkeitsfunktional auf einer Menge von Zufallsvariablen bzw. deren Verteilungen
aufgefasst. Dagegen ist die Bezeichnung F−X (p) üblich, wenn für fixierte X die Quantilfunktion
betrachtet wird.
Bemerkung 7.17
1. Der Fall Qp[X] < Q
p[X] tritt genau dann auf, wenn die Verteilungsfunktion ein waage-
rechtes Teilstück mit FX(x) = p besitzt. Es gilt dann FX(Qp[X]) = p.
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2. Im allgemeinen gilt
FX(Qp[X]) ≥ p, 0 < p < 1 .
Der Fall FX(Qp[X]) > p tritt genau dann auf, wenn FX an der Stelle Qp[X] eine Sprung-
stelle besitzt und wenn keine Stelle xp mit der Eigenschaft FX(xp) = p existiert.
3. Im Fall einer stetigen und streng monotonen Verteilungsfunktion FX gilt Qp[X] = Q
p[X]
und FX(Qp[X]) = p für 0 < p < 1.
4. Beispielsweise ist Φ, die Verteilungsfunktion der Standardnormalverteilung, stetig und
streng monoton.
Bemerkung 7.18 (Alternative Quantildefinitionen)
1. Da die Verteilungsfunktion FX(x) = P (X ≤ x) rechtsseitig stetig ist, gilt
inf{x | FX(x) ≥ p} = min{x | FX(x) ≥ p} = min{x | P (X ≤ x) ≥ p} = Qp[X] .
Analog ergibt sich
sup{x | P (X ≥ x) ≥ 1− p} = max{x | P (X ≥ x) ≥ 1− p} = Qp[X],
da die Funktion P (X ≥ x) linksseitig stetig ist.
2. Das Intervall [Qp[X], Q
p[X]] ist genau dann einelementig und damit das p-Quantil ein-
deutig, wenn die Verteilungsfunktion FX an der Stelle Qp[X] streng wachsend ist, also
Qp[X] < x =⇒ FX(Qp[X]) < FX(x) .
3. Verschiedene äquivalente Definitionen von Quantilen basieren auf den Gleichungen
inf{x | FX(x) ≥ p} = sup{x | FX(x) < p} ,
inf{x | FX(x) > p} = sup{x | FX(x) ≤ p}
und
inf{x | P (X ≤ x) ≥ p} = inf{x | P (X < x) ≥ p} ,





1. Der Value-at-Risk (VaR) ist ein Risikomaß, das sich auf das rechte Verteilungsende einer
Verlustverteilung bzw. auf das linke Verteilungsende einer Gewinnverteilung bezieht.
2. Der VaR basiert auf einem Quantil der jeweiligen Verteilung zu einer vorgegebenen Wahr-
scheinlichkeit 0 < p < 1, die eine angestrebte Sicherheit festlegt.
Definition 8.2 (Value-at-Risk für eine Verlustvariable) Es sei 0 < p < 1 eine vorgege-




Value-at-Risk zum Sicherheitsniveau p.
Bemerkung 8.3
1. Bei dieser Definition ist für eine gegebene Verlustvariable der VaR das kleinste p-Quantil
der Verlustverteilung.
2. Es ist nicht möglich, den VaR für eine Zufallsvariable unabhängig von der inhaltlichen
Bedeutung (Gewinn- oder Verlustvariable) zu definieren.
Satz 8.4 Es sei 0 < p < 1. V sei eine Verlustvariable, dann gilt
min{x ∈ R | P (V − x > 0) ≤ 1− p} = VaRp[V ] .
Bemerkung 8.5 (Zur Interpretation)
53
54 Kapitel 8. Value-at-Risk (VaR)
1. Die Aussage aus Satz 8.4 kann auch zur Definition des VaR verwendet werden. Sie ermögli-
chen die anschauliche Interpretation des VaR als erforderlicher zusätzlicher Geldbetrag x,
der mit einer vorgegebenen Wahrscheinlichkeit eine durch V charakterisierte Vermögens-
position gegen Verluste schützt. Dabei ist der VaR der kleinste Geldbetrag x, der die
Verluste V so kompensiert, dass die kompensierte Verlustvariable V − x höchstens mit
der Wahrscheinlichkeit 1− p positiv ist.
2. Wenn der Value-at-Risk VaRp eine nichtnegative Zahl ist, so ist VaRp der kleinste Ver-
lustbetrag, der mit der Wahrscheinlichkeit p nicht überschritten wird und höchstens mit
der Wahrscheinlichkeit 1− p überschritten wird. Er kann als das notwendige Kapital in-
terpretiert werden, das mit der Wahrscheinlichkeit p die auftretenden Verluste auffängt.
Satz 8.6 (VaRp[·] als Risikomaß) Es sei V eine Menge von Verlustvariablen und 0 < p < 1.
Dann ist VaRp[·] ist ein positiv homogenes monetäres Risikomaß auf V.
Bemerkung 8.7 (Degenerierte Verteilung)
P (V = c) = 1 =⇒ VaRp[V ] = c für alle 0 < p < 1, c ∈ R
und speziell
P (V = 0) = 1 =⇒ VaRp[V ] = 0 für alle 0 < p < 1 .
Bemerkung 8.8 (Uneinheitliche Notation in der Literatur)
1. In der Regel ist p > 1/2, z. B. p = 99%. Inhaltlich ist p ein Sicherheitsniveau und 1 − p
eine kleine Wahrscheinlichkeit, mit der große Verluste auftreten.
2. Der Value-at-Risk zum Sicherheitsniveau p wird teils mit p, teils mit der kleinen Wahr-
scheinlichkeit 1− p indiziert.1
3. In diesem Zusammenhang wird häufig der Begriff Konfidenzniveau (confidence level)
für die vorgegebene (große) Wahrscheinlichkeit p verwendet2. Es wird aber auch – in
Verkehrung der üblichen statistischen Terminologie – die kleine Wahrscheinlichkeit 1− p
als Konfidenzniveau bezeichnet3.
4. Der Buchstabe α wird teils für die (in der Regel kleine) Wahrscheinlichkeit 1−p, teils für
die (in der Regel große) Wahrscheinlichkeit p verwendet4.
5. Üblicherweise wird der Value-at-Risk so definiert, dass er im Normalfall eine positive Zahl
ist. Manchmal wird in der Literatur im Fall einer Gewinnvariablen G auch eine negative
Zahl Q1−p[G] als Value-at-Risk bezeichnet.
5
1Z. B. [Föllmer/Schied 2011, S. 182], [Acerbi 2004].
2Z. B. [Dowd 2005, S. 58], [McNeil/Frey/Embrechts 2005, S. 38].
3Z. B. [Acerbi 2004].
4Z. B. [McNeil/Frey/Embrechts 2005, S. 38].
5Z. B. [Schmid/Trede 2005, S. 30].
8.1. VaR-Definition 55
Bemerkung 8.9 (Uneinheitliche Begriffsbildung)
1. In der finanzwirtschaftlichen Literatur werden die Begriffe Konfidenzniveau (confidence
level) und Konfidenzintervall (confidence interval) häufig nicht im Sinn der statisti-
schen Terminologie verwendet.
2. Dabei liegt im Wesentlichen folgender Sachverhalt vor. Gegeben ist die stetige Zufallsva-
riable X, die den zufälligen Verlust beschreibt. Zu einer vorgegebenen Wahrscheinlichkeit
0 < p < 1 können dann die beiden Intervalle
Ip
def




P (X ∈ Ip) = P (X ≤ xp) = p (8.1)
und
P (X ∈ Īp) = P (X > xp) = 1− p (8.2)
bestimmt werden. Mit der vorgegebenen Wahrscheinlichkeit p überschreitet also der zufälli-
ge Verlust den Wert xp nicht. Wenn die Wahrscheinlichkeit p groß gewählt wird, z. B.
p = 99%, so können die Werte in Īp als extreme Verluste interpretiert werden, die nur
mit der kleinen Wahrscheinlichkeit 1−p auftreten. Bei (8.1) und (8.2) handelt es sich um
gewöhnliche Wahrscheinlichkeitsaussagen, die sich aus der Wahrscheinlichkeitsverteilung
der Zufallsvariablen X ergeben, und nicht um Konfidenzintervalle im Sinn der Statistik.
Weder sind Ip und Īp einseitige Konfidenzintervalle, noch ist p oder 1− p ein Konfidenz-
niveau im Sinn der Statistik.
3. Die Übertragung der statistischen Terminologie ist zusätzlich dadurch irreführend, dass im
Zusammenhang mit einer Wahrscheinlichkeitsaussage der Form (8.2) für eine Verlustvaria-
ble teilweise die untere6 Wahrscheinlichkeit p und teilweise die obere7 Wahrscheinlichkeit
1− p als Konfidenzniveau bezeichnet wird.
4. Weitere Konfusionsmöglichkeiten entstehen dadurch, dass das p-Quantil einer Zufallsva-
riablen X manchmal mit x1−p anstatt xp bezeichnet wird.
8
5. In dieser Darstellung wird der Begriff Konfidenzniveau im Zusammenhang mit Risiko-
maßen vermieden und stattdessen die – in der Regel große – Wahrscheinlichkeit p als
Sicherheitsniveau bezeichnet. Inhaltlich ist dabei das Sicherheitsniveau eine vorgege-
bene Wahrscheinlichkeit, mit der es nicht zu einem negativen Ereignis kommt.
Definition 8.10 (Value-at-Risk für eine Gewinnvariable) Es sei 0 < p < 1 eine vorge-




Value-at-Risk zum Sicherheitsniveau p.
6Z. B. [Grootveld/Hallerbach 2004, S. 34].
7Z. B. [Albrecht/Maurer 2005, S. 122].
8Z. B. bezeichnet rp in [Grootveld/Hallerbach 2004, S. 34] das (1− p)-Quantil einer Zufallsvariablen r̃.
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Bemerkung 8.11
1. Der VaR zum Sicherheitsniveau p ist der kleinste Geldbetrag, der zur Gewinnvariablen G
addiert werden muss, damit die Wahrscheinlichkeit, mit der die Variable x + G negativ
wird, höchstens 1− p ist.
2. Mit Satz 7.13 folgt
−Q1−p[G] = Qp[−G],
so dass wiederum der VaR als kleinstes p-Quantil einer Verlustverteilung, nämlich der
Verteilung von −G, ergibt. Der folgende Satz zeigt, dass die beiden Definitionen inhaltlich
äquivalent sind.
Satz 8.12 Es sei 0 < p < 1. V sei eine Verlustvariable und G = −V die zugehörige Gewinn-
variable, dann gilt
VaRp[G] = VaRp[V ] .
Satz 8.13 Es sei 0 < p < 1. G sei eine Gewinnvariable, dann gilt
VaRp[G] = min{x ∈ R | P (x+G < 0) ≤ 1− p} = min{x ∈ R | P (x+G ≥ 0) ≥ p} .
8.2 Übungsaufgaben
Übungsaufgabe 8.14 V ∼ N(−0.1, 1) sei eine Verlustvariable. Bestimmen Sie VaRp[V ] für
0 < p < 1.
Übungsaufgabe 8.15 (Fortsetzung von 1.17) Bestimmen Sie VaR99%[V ].
Übungsaufgabe 8.16 (Fortsetzung von 1.18) Bestimmen Sie VaR99%[V ].
Übungsaufgabe 8.17 (Fortsetzung von 1.19) Bestimmen Sie VaR99%[V ].
Übungsaufgabe 8.18 G ∼ N(0.2, 2) sei eine Gewinnvariable. Bestimmen Sie Qp[G] und
VaRp[G] für 0 < p < 1.
Übungsaufgabe 8.19 Verifizieren Sie die Angaben in Beispiel 11.5.
8.3 Beweise
Beweis von Satz 8.4
min{x ∈ R | P (V − x > 0) ≤ 1− p} = min{x ∈ R | P (V > x) ≤ 1− p}
= min{x ∈ R | P (V ≤ x) ≥ p}
= VaRp[V ] .
3
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Beweis von Satz 8.6 Aus X ≤st Y folgt Qp[X] ≤ Qp[Y ], siehe Satz 3.16. Damit ist VaRp[·]
monoton bezüglich der stochastischen Ordnung und somit ein Risikomaß. Es gilt
Qp[V + c] = min{x ∈ R | P (V + c ≤ x) ≥ p}
= min{x ∈ R | P (V ≤ x− c) ≥ p}
= min{y + c ∈ R | P (V ≤ y) ≥ p}
= min{y ∈ R | P (V ≤ y) ≥ p}+ c
= Qp[V ] + c.
Also ist VaRp[·] translationsäquivariant und damit ein monetäres Risikomaß. Für d > 0 gilt
Qp[dV ] = min{x ∈ R | P (dV ≤ x) ≥ p}
= min{dy ∈ R | P (dV ≤ dy) ≥ p}
= dmin{y ∈ R | P (V ≤ y) ≥ p}
= dQp[V ] .
Damit ist VaRp[·] positiv homogen. 3
Beweis von Satz 8.12 VaRp[G] = −Q1−p[G] = Qp[−G] = Qp[V ] = VaRp[V ].
8.4 Ergänzung und Vertiefung
Bemerkung 8.20 (Statistisches Konfidenzintervall) Die Zufallsvariablen X1, . . . , Xn sei-















n(X̄n − µ) ∼ N(0, 1) .











wobei z1−α = Φ
−1(1−α) das (1−α)-Quantil der Standardnormalverteilung bezeichnet, ein ein-
seitiges Konfidenzintervall für den unbekannten Parameter µ mit dem Konfidenzniveau
1− α. Es gilt









n(X̄n − µ) ≤ z1−α
)
= 1− α .
Dabei ist α eine kleine Wahrscheinlichkeit (typischerweise 1% oder 5%) und das Konfidenzni-
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mit der Eigenschaft
P (L ≤ µ) = 1− α
heißt untere Konfidenzschranke (lower confidence limit, lower confidence bound) für µ. In der
Statistik ist ein Konfidenzintervall also ein zufälliges Intervall für einen festen Parameter.
Dagegen ist das Intervall Ip aus (8.1) ein festes Intervall für eine Zufallsvariable.
Bemerkung 8.21 (VaR-Definitionen in der Literatur) Die folgenden Definitionen sind
mehr oder weniger exakt. Sie zeigen vor allem die Spannweite der Terminologie auf.
1.
”
The definition of the VaR at the horizon T for a given confidence level α is defined by
the maximum tolerable loss associated with the current portfolio position:
V aRTα = inf{l ∈ R : P (−∆VT ≥ l) ≤ 1− α} = inf{l ∈ R : F−∆VT (l) ≥ α}
[...] the variable l defines the loss, while the change in portfolio between 0 and T is denoted
by ∆VT = VT − V0.“9 VT bezeichnet hier den zufälligen Wert des Portfolios.
2.
”
VAR [ value at risk] is the worst loss over a target horizon such that there is a, prespecified
probability that the actual loss will be larger.“10
3.
”
Value-at-risk (VaR) is defined as a one-sided confidence interval on potential portfolio
losses over a specific horizon.“11
4.
”
Formal ist der Value at Risk der Finanzposition zum Konfidenzniveau 0 < α < 1 definiert
durch
P (L > VaRα) = α
Der Value at Risk zum Konfidenzniveau α ist somit diejenige Ausprägung der Verlusthöhe,
die nur mit der vorgegebenen (kleinen) Wahrscheinlichkeit α überschritten wird.“12
5.
”
Formal ist der Value at Risk einer Finanzposition zum Konfidenzniveau 0 < α < 1 über
einen Zeitraum der Länge h definiert durch
P (Lh ≥ VaRh) = α.
Der Value at Risk zum Konfidenzniveau α ist somit diejenige Ausprägung der Verlusthöhe,
die mit einer vorgegebenen Wahrscheinlichkeit 1− α nicht überschritten wird.“13
6.
”
Ein weiteres wichtiges Risikomaß ist der Value at Risk zum Niveau p, in Zeichen V aR(p),
wobei p klein ist, also z. B. p = 0.01. Der Value at Risk ist das p-Quantil der Renditever-
teilung, d. h.
V aR(p) = xp,
9Vgl. [Consigli 2004, S. 367].
10Siehe [Jorion 2007, S. 106].
11Vgl. [Grootveld/Hallerbach 2004, S. 3].
12Vgl. [Albrecht/Maurer 2008, S. 130].
13Vgl. [Albrecht/Maurer 2005, S. 786].
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er gibt also die Rendite an, die in einem vorgegebenen Zeitraum mit einer Wahrschein-
lichkeit von p · 100% unterschritten wird.“14
7.
”
Given some confidence level α ∈ (0, 1). The VaR of our portfolio at the confidence level
α is given by the smallest number l such that the probability that the loss L exceeds l is
no larger than (1− α). Formally,
VaRα = inf{l ∈ R : P (L > l) ≤ 1− α} = inf{l ∈ R : FL(l) ≥ α}.
In probabilistic terms, VaR is thus simply a quantile of the loss distribution.“15
Bemerkung 8.22 (Nichtnegativer Value-at-Risk) Die Maßzahl VaRp[G] im Fall einer Ge-
winnvariablen G bzw. VaRp[V ] im Fall einer Verlustvariablen V kann bei extremen Verteilun-
gen oder bei einem hinreichend kleinen Sicherheitsniveau p auch negativ werden. In diesem
Fall kann der VaR nicht mehr als notwendiger Geldbetrag interpretiert werden, um sich gegen
Verluste auf einem vorgegebenen Sicherheitsniveau zu schützen. Ein negativer VaR ist dann
als ein Geldbetrag zu interpretieren, in dessen Höhe eine zusätzliche Verschuldung eingegangen
werden kann.
Die folgende modifizierte Definition legt den Value-at-Risk als nichtnegative Zahl fest. Diese
Definition war in der Literatur zur Marktrisikomessung zum Ende des zwanzigsten Jahrhunderts
durchaus üblich16, ist aber mit zunehmender Mathematisierung und axiomatischer Fundierung
des Gebietes durch die einfachere Quantilsdefinition aus Definition 8.2 verdrängt worden.
Definition 8.23 (Nichtnegativer Value-at-Risk) Es sei 0 < p < 1 eine vorgegebene Wahr-
scheinlichkeit. Für eine Verlustvariable V heißt
VaR+p [V ]
def
= max{0, Qp[V ]}




nichtnegativer Value-at-Risk zum Sicherheitsniveau p.
Bemerkung 8.24 (Nichtnegativer Value-at-Risk)
1. X sei eine Verlustvariable mit dem Value-at-Risk VaRp[X] im Sinn von Definition 8.2.
Dann gilt
VaR+p [X] = max{0,VaRp[X]} .
2. Der nichtnegative VaR ist nicht translationsäquivariant und damit kein monetäres Risi-
komaß.
14Vgl. [Schmid/Trede 2005, S. 30].
15Vgl. [McNeil/Frey/Embrechts 2005, S. 38].
16Siehe z. B. [Huschens 1999,Huschens 2000].
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Bemerkung 8.25 (Abweichungen vom Erwartungswert)
1. Manchmal wird der Value-at-Risk durch den Abstand des Quantils vom Erwartungswert
definiert, manchmal durch die Differenz definiert.
2.
”
Für ein gegebenes Konfidenzniveau α ∈ (0; 1) und eine gegebene Haltedauer T > 0 ist




= CV aR(α,LΠ, T )
def
= qα − ELΠ,T ,
wobei qα
def
= inf {x ≥ 0 : P(LΠ,T ≤ x) ≥ α} .“17
3. Die Quantilsdefinition mit der Einschränkung x ≥ 0 ist dadurch verständlich, dass eine
Verlustverteilung im engeren Sinn mit P (LΠ,T < 0) = 0 vorausgesetzt ist.
4. Für hinreichend kleine α kann der CVAR im Sinn dieser Definition negativ werden. Dies
ist aber kein für Anwendungen interessanter Fall.
Bemerkung 8.26 (Oberer Value-at-Risk) Im Allgemeinen gilt
Qp[X] ≤ Qp[X] für alle 0 < p < 1 .
Falls für ein vorgegebenes Sicherheitsniveau p die strikte Ungleichung
Qp[X] < Q
p[X]
erfüllt ist, gilt P (Qp[X] < X < Q
p[X]) = 0, d. h. die Verteilungsfunktion verläuft waagerecht
im Intervall [Qp[X], Q
p[X][ und es gilt FX(x) = p für alle x ∈ [Qp[X], Qp[X][ .
Definition 8.27 (Oberer Value-at-Risk) 0 < p < 1 sei eine vorgegebene Wahrscheinlich-
keit.




oberer Value-at-Risk zum Sicherheitsniveau p.




oberer Value-at-Risk zum Sicherheitsniveau p.
17Vgl. [Martin/Reitz/Wehn 2006, S. 120].
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Satz 8.28 Es gilt
VaRp[V ] ≤ VaRp[V ], 0 < p < 1,
für jede Verlustvariable V und
VaRp[G] ≤ VaRp[G], 0 < p < 1,
für jede Gewinnvariable G.
Beweis: Die erste Aussage folgt unmittelbar aus Qp[V ] ≤ Qp[V ]. Aus Q1−p[G] ≤ Q1−p[G] folgt
−Q1−p[G] ≥ −Q1−p[G] und daher VaRp[G] ≤ VaRp[G].
Bemerkung 8.29
1. Wenn der Value-at-Risk als das notwendige Kapital interpretiert wird, das mit der Wahr-




2. Es gelte VaRp[V ] < VaR
p[V ]. Dann gilt P (V ≤ Qp[V ]) = p.
Bei einem Kapitalbetrag von K1 = VaRp[V ] gilt
P (V ≤ K1) = p, P (V > K1) = 1− p.
Die Wahrscheinlichkeit, dass die Verluste den Kapitalbetrag K1 nicht übersteigen, ist p,
und die Wahrscheinlichkeit, dass die Verluste den Kapitalbetrag K1 übersteigen, ist 1−p.
Bei einem Kapitalbetrag K2 mit VaRp[V ] < K2 < VaR
p[V ] gilt
P (V ≤ K2) = p, P (V > K2) = 1− p.
Der zusätzliche Kapitalbetrag K2 −K1 erhöht die Absicherung nicht.
Beispiel 8.30 Es sei p = 0.95 und V eine Verlustvariable mit P (V = i) = 0.05 für i =
1, . . . , 20.
1. Dann ist
VaR0.90[V ] = 18 < VaR
0.90[V ] = 19.
2. Für einen Kapitalbetrag K1 = VaR0.90[V ] = 18, der zur Kompensation von Verlusten
gehalten wird, gilt
P (V ≤ K1) = 0.9, P (V > K1) = 0.1 .
3. Für einen Kapitalbetrag K2 mit 18 < K2 < VaR
0.90[V ] = 19, der zur Kompensation von
Verlusten gehalten wird, gilt
P (V ≤ K2) = 0.9, P (V > K2) = 0.1 .
62 Kapitel 8. Value-at-Risk (VaR)
4. Für einen Kapitalbetrag K3 = VaR
0.9[V ] = 19, der zur Kompensation von Verlusten
gehalten wird, gilt
P (V ≤ K3) = 0.95, P (V < K3) = 0.90, P (V > K3) = 0.05, P (V ≥ K3) = 0.1 .
5. Das Beispiel verdeutlicht, dass durch das zusätzliche Kapital K2 − K1 keine erhöhte
Absicherung der Verluste erreicht wird. Ein Kapital in Höhe des oberen Value-at-Risk
führt zu einer Absicherung auf dem erhöhten Sicherheitsniveau 0.95 und entspricht nicht




1. Eine parametrische Verteilungsfamilie liegt vor, wenn eine Menge von Wahrscheinlich-
keitsverteilungen FΘ = {Fθ | θ ∈ Θ} gegeben ist, so dass jeder Parameter θ ∈ Θ umkehr-
bar eindeutig eine Verteilung in FΘ festlegt. Es besteht also zwischen dem Parameterraum
Θ und der Menge FΘ von Verteilungen eine Bijektion. In diesem Fall heißt der Parameter
θ ein Parameter im engeren Sinn.
2. Eine Kennzahl einer Verteilung, wie z. B. der Erwartungswert, der Median oder die Stan-
dardabweichung ist dann kein Parameter im engeren Sinn, wenn mehrere Verteilungen in
einer gegebenen Verteilungsklasse dieselbe Kennzahl haben. Man spricht dennoch häufig
von einem Parameter der Verteilung. Ein solcher Parameter wird im folgenden Kennzahl
oder Parameter im weiteren Sinn genannt.
9.1 Parametrische Quantilschätzung für die Normalver-
teilung
Bemerkung 9.2
1. Für eine normalverteilte Zufallsvariable X ∼ N(µ, σ2) und 0 < p < 1 ist das p-Quantil
durch
xp = µ+ zpσ
mit zp
def
= Φ−1(p) gegeben. Dabei bezeichnet Φ die Verteilungsfunktion der Standardnor-
malverteilung. Dieser Zusammenhang ergibt sich aus






= Φ(zp) = Φ(Φ
−1(p)) = p.
2. Somit sind alle Quantile von der Form µ+ kσ mit gegebener Konstante k = zp ∈ R.
3. Für gegebenes k ∈ R ist die Kennzahl ϑ = µ+ kσ ein Parameter im weiteren Sinn.
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Bemerkung 9.3 (Parameterschätzung für eine Normalverteilung) Die Zufallsvariablen
X1, . . . , Xn seien stochastisch unabhängig und identisch verteilt mit X1 ∼ N(µ, σ2). Die folgen-
























n) ist Momentenschätzer und Maximum-Likelihood-Schätzer für (µ, σ
2).
2. (X̄n, Sn) ist Momentenschätzer und Maximum-Likelihood-Schätzer für (µ, σ).
3. E[X̄n] = µ, V[X̄n] = σ2/n, X̄n ∼ N(µ, σ2/n).




























ux−1e−u du, x > 0
die Gammafunktion. Aus den Eigenschaften der Gammafunktion folgt cn > 1 für alle
n ∈ N und limn→∞ cn = 1.
6. Die Zufallsvariablen X̄n und S
2
n sind stochastisch unabhängig.
7. Die Zufallsvariablen X̄n und Sn sind stochastisch unabhängig.
Satz 9.4 Die Zufallsvariablen X1, . . . , Xn seien stochastisch unabhängig und identisch verteilt
mit X1 ∼ N(µ, σ2). Es sei k ∈ R gegeben und
ϑ
def
= µ+ kσ (9.2)
die zu schätzende Kennzahl. Dann ist
Tn
def
= X̄n + kSn (9.3)
der Momentenschätzer und der Maximum-Likelihood-Schätzer für ϑ.
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Beweis
1. Schreibt man den zu schätzenden Parameter ϑ als Funktion der ersten beiden Momente
E[X] und E[X2] von X ∼ N(µ, σ2), so erhält man
ϑ = E[X] + k
√
E[X2]− (E[X])2.
Daraus ergibt sich der Momentenschätzer





X2i − X̄2 = X̄n + kSn





2. Die Normalverteilungen N(µ, σ2) mit µ ∈ R und σ ∈ R> seien parametrisiert durch
θ = (µ, σ) ∈ Θ def= R×R>. Dann ist bekanntlich (X̄n, Sn) der ML-Schätzer für θ = (µ, σ).
(a) Im Fall k = 0 ist Tn = X̄n der ML-Schätzer für ϑ = µ.
(b) Im Fall k 6= 0 ist θ′ = (µ, µ+ kσ) ∈ Θ′ def= R2 eine Umparametrisierung, da
g : Θ→ Θ′, g(x, y) = (x, x+ ky)
eine Bijektion mit Θ′ = g(Θ) und der Umkehrabbildung






ist. Da g ein Bijektion ist, gilt für die Maximierung der Likelihoodfunktion
max
θ∈Θ
L(θ;x1, . . . , xn) = max
g(θ)∈g(Θ)
L(θ;x1, . . . , xn) = max
θ′∈Θ′
L(g−1(θ′);x1, . . . , xn).
Somit ist (X̄n, X̄n+kSn) = g(X̄n, Sn) der ML-Schätzer des Parameters (µ, µ+kσ) =
g(µ, σ). 3
Bemerkung 9.5 (Eigenschaften des Schätzers Tn für ϑ)
1. Erwartungswert und Verzerrung
Es gilt
E[Tn] = E[X̄n + kSn] = E[X̄n] + kE[Sn] = µ+ kcnσ
mit cn aus (9.1). Für die Verzerrung
Bias(Tn, ϑ) = E[Tn]− ϑ = µ+ kcnσ − (µ+ kσ) = (cn − 1)kσ
gilt Bias(Tn, ϑ) > 0, da cn > 1 für alle n ∈ N gilt. Es gilt limn→∞ cn = 1 und daher
lim
n→∞
Bias(Tn, ϑ) = lim
n→∞
(cn − 1)kσ = 0. (9.4)
Der Schätzer Tn für θ ist also positiv verzerrt und asymptotisch unverzerrt.
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2. Varianz
Die Schätzer X̄n und Sn sind stochastisch unabhängig und damit auch unkorreliert, so
dass
V[Tn] = V[X̄n + kSn]
= V[X̄n] + 2Cov[X̄n, kSn] + V[kSn]
= V[X̄n] + 2kCov[X̄n, Sn] + k2V[Sn]






V[Sn] = E[S2n]− (E[Sn])2 =
n− 1
n




















Wegen limn→∞ cn = 1 gilt
lim
n→∞
V[Tn] = 0. (9.5)
Die Eigenschaften (9.4) und (9.5) implizieren gemeinsam, dass Tn ein im quadratischen
Mittel konsistenter Schätzer für ϑ ist, d. h.
lim
n→∞
E[(Tn − ϑ)2] = 0,
und damit auch ein im gewöhnlichen Sinn konsistenter Schätzer für θ ist.
9.2 VaR-Schätzung für normalverteilten Verlust
Bemerkung 9.6 (VaR für normalverteilten Verlust) Es sei V eine Verlustvariable mit
V ∼ N(µ, σ2).
1. Der Value-at-Risk zum Sicherheitsniveau 0 < p < 1 ist durch
VaRp[V ] = vp
def
= µ+ zpσ (9.6)
gegeben.
2. Aus einer i.i.d.-Stichprobe Vi ∼ N(µ, σ2) für i = 1, . . . , n soll die Kennzahl (der Parameter
im weiteren Sinn) vp geschätzt werden, wobei 0 < p < 1 und damit zp ∈ R gegeben sind
und die Parameter µ und σ unbekannt sind.
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Satz 9.7 Die Verlustvariablen V1, . . . , Vn seien stochastisch unabhängig und identisch verteilt
mit V1 ∼ N(µ, σ2). Es sei 0 < p < 1 und zp = Φ−1(p). Dann ist
















(Vi − V̄n)2 (9.8)
der Momentenschätzer und der Maximum-Likelihoodschätzer für vp = µ + zpσ, den Value-at-
Risk zum Sicherheitsniveau p.
Beweis Die Aussagen des Satzes ergeben sich unmittelbar aus Satz 9.4. 3
9.3 Log-Normalverteilung
Bemerkung 9.8 (VaR für Log-normalverteilten Verlust) Gegeben sei eine Verlustver-
teilung V ∼ LN(µ, σ2).
1. Der Value-at-Risk zum Sicherheitsniveau 0 < p < 1 ist durch






2. Aus einer i.i.d.-Stichprobe Vi ∼ LN(µ, σ2) für i = 1, . . . , n soll die Kennzahl (der Para-
meter im weiteren Sinn) vp geschätzt werden, wobei 0 < p < 1 und damit zp ∈ R gegeben
sind und der Parametervektor (µ, σ) unbekannt ist.
Satz 9.9 Die Zufallsvariablen V1, . . . , Vn seien stochastisch unabhängig und identisch verteilt































ln(Qn)− 2 ln(V̄n) (9.12)
der Momentenschätzer für den Value-at-Risk zum Sicherheitsniveau p, d. h. für die Kennzahl
vp = e
µ+zpσ.
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Beweis Für V ∼ LN(µ, σ2) gilt, vgl. (B.16),
E[V ] = eµ+
σ2









= ln(E[V 2]) = 2(µ+ σ2).
Auflösung der beiden Gleichungen nach den Parametern µ und σ2 ergibt





Die Ersetzung von E[V ] durch V̄n und von E[V 2] durch Qn führt dann unmittelbar zu den
angegebenen Momentenschätzern µ̂n für µ, σ̂n für σ und v̂
MM
pn für vp = e
µ+zpσ. 3





















(Xi − X̄)2, (9.14)
der Maximum-Likelihood-Schätzer für den Value-at-Risk zum Sicherheitsniveau p, d. h. für die
Kennzahl vp = e
µ+zpσ.
Beweis Die transformierten Zufallsvariablen X1, . . . , Xn sind stochastisch unabhängig und
identisch verteilt mit X1 ∼ N(µ, σ2). Der Zufallsvektor θ̂n = (X̄n, SXn) ist daher der ML-
Schätzer für den Parametervektor θ = (µ, σ). Mit analogen Überlegungen zum Beweis von Satz
9.4 lässt sich zeigen, dass (µ, µ+ zpσ) eine Umparametrisierung der Lognormalverteilungen ist,




ein ML-Schätzer für vp = e
µ+zpσ ist. 3
Bemerkung 9.11 Der Momentenschätzer v̂MMpn und der Maximum-Likelihood-Schätzer v̂
ML
pn
für vp unterscheiden sich erheblich. Während der Momentenschätzer eine Funktion der empiri-
schen Momente der Verluste V1, . . . , Vn ist, ist der Maximum-Likelihood-Schätzer eine Funktion
der empirischen Momente der logarithmierten Verluste X1, . . . , Xn.
Satz 9.12 Unter den Voraussetzungen von Satz 9.9 sind die Schätzer v̂MMpn aus (9.10) und v̂
ML
pn
aus (9.13) konsistente Schätzer für vp.
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Beweis
1. Der Momentenschätzer v̂MMpn ist ein konsistenter Schätzer für vp, da V̄n ein konsistenter
Schätzer für E[V ] ist,Qn ein konsistenter Schätzer für E[V 2] ist und da vp = g(E[V ],E[V 2])
und v̂MMpn = g(V̄n, Qn) fast sicher mit der stetigen Funktion








gilt. Es gilt P (V̄n > 0) = 1 und P (Qn > 0) = 1 und daher P (V̄n > 0, Qn > 0) = 1.
2. Der Maximum-Likelihood-Schätzer v̂MLpn ist ein konsistenter Schätzer für vp, da X̄n ein
konsistenter Schätzer für µ ist, SXn ein konsistenter Schätzer für σ ist und da vp = h(µ, σ)
und v̂MLpn = h(X̄n, SXn) mit der stetigen Funktion
h : R2> → R>, h(x, y) = exp(x+ zpy)
gilt. 3
9.4 Ergänzung und Vertiefung
Bemerkung 9.13
1. Durch Umformungen können die Schätzer µ̂n und σ̂n aus (9.11) und (9.12) auf die Stati-


































ln(W 2n + 1).




Bemerkung 10.1 (Empirische Verteilungsfunktion) DieX1, . . . , Xn seien stochastisch un-
abhängig und identisch verteilt mit der Verteilungsfunktion F .











1{Xi≤x}, x ∈ R






1]−∞,x](xi), x ∈ R.
Fn(x) ist die relative Häufigkeit der beobachteten Werte, die kleiner als oder gleich x sind.




stochastisch unabhängig und identisch Bernoulli-verteilt mit dem Bernoulli-Parameter
F (x), d.h. Y xi
i.i.d.∼ Ber(F (x)). Daher gilt
nF̃n(x) ∼ Bin(n, F (x)), E[F̃n(x)] = F (x), V[F̃n(x)] =
F (x)(1− F (x))
n
.
3. Für n→∞ und jede Stelle x ∈ R gilt – schwaches Gesetz der großen Zahlen –
F̃n(x)→P F (x)
und – starkes Gesetz der großen Zahlen –
F̃n(x)→f.s. F (x).
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4. Für n→∞ gilt – Satz von Glivenko-Cantelli –
sup
x∈R
|F̃n(x)− F (x)| →f.s. 0.





F (x)(1− F (x))
→V N(0, 1).
6. Für jedes x ∈ R mit F (x) ∈ {0, 1} gilt F̃n(x) =f.s. F (x).
Bemerkung 10.2 (Empirische Verteilungsfunktion und Ordnungsstatistik)
1. Mit x1:n ≤ x2:n ≤ . . . ≤ xn:n seien die aufsteigend geordneten Stichprobenwerte bezeich-
net. X1:n ≤ X2:n ≤ . . . ≤ Xn:n bezeichne die geordnete (zufällige) Stichprobe. Xk:n heißt





0, x < x1:n
k
n
, xk:n ≤ x < xk+1:n, k = 1, . . . , n− 1
1, x ≥ x1:n
10.2 Empirische Quantilfunktion
Bemerkung 10.3 (Empirische Quantilfunktion) Die ZufallsvariablenX1, . . . , Xn seien sto-
chastisch unabhängig und identisch verteilt mit der Verteilungsfunktion F und der Quantilfunk-
tion
F−1(p) = min{x ∈ R | F (x) ≥ p}, 0 < p < 1.
1. Die zufällige empirische Quantilfunktion ist
F̃−1n (p)
def




= min{x ∈ R | Fn(x) ≥ p}, 0 < p < 1
2. Die empirische Quantilfunktion F̃−1n ist ein natürlicher Schätzer für die Quantilfunktion
F−1. und F̃−1n (p), d. h. die empirische Quantilfunktion an der Stelle p, ist ein natürlicher
Schätzer für F−1(p), die Quantilfunktion an der Stelle p. Beide können als Substituti-
onsschätzer, siehe Abschnitt 10.3, aufgefasst werden.








< p ≤ k
n











< p ≤ k
n




< p < 1.
2. Für x ∈ R bezeichne bxc die größte ganze Zahl, die nicht größer als x ist, d. h.
bxc def= max{k ∈ Z | k ≤ x}.
Die Funktion b·c : R → Z heißt Abrundungsfunktion (floor function). Für x ∈ R
bezeichne dxe die kleinste ganze Zahl, die nicht kleiner als x ist, d. h.
dxe def= min{k ∈ Z | k ≥ x}.
Die Funktion d·e : R→ Z heißt Aufrundungsfunktion (ceiling function).
3. Für 0 < p < 1 gilt
F−1n (p) = xdnpe:n (10.1)
und
F̃−1n (p) = Xdnpe:n. (10.2)
4. Für 0 < p < 1 ist xdnpe:n das untere p-Quantil. und xbnpc+1:n das obere Quantil der
empirische Verteilungsfunktion Fn. Falls np ganzzahlig ist, gilt dnpe = np < np + 1 =
bnpc+ 1. Falls np nicht ganzzahlig ist, gilt dnpe = bnpc+ 1.
10.3 Substitutionsschätzung
Bemerkung 10.5 (Substitutionsprinzip)
1. Das Substitutionsprinzip (plug-in-principle) ist ein im nichtparametrischen Kontext
sehr weitgehend einsetzbares Prinzip zur Konstruktion von Schätzern. Es beruht darauf,
eine zu schätzende Kennzahl der Verteilung als Funktion der Verteilungsfunktion darzu-
stellen und dann die Verteilungsfunktion durch die empirische Verteilungsfunktion einer
Stichprobe zu ersetzen.
2. Der resultierende Schätzer heißt Substitutionsschätzer (plug-in-estimator) oder natürli-
cher Schätzer (natural estimator).
3. Häufig, allerdings nur bei bestimmmten Stetigkeitseigenschaften, sind die Substituti-
onsschätzer konsistente Schätzer für die entsprechenden Kennzahlen der Grundgesamt-
heit.
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Beispiel 10.6 (Substitutionsschätzer)
1. Es sei X eine Zufallsvariable mit der Verteilungsfunktion F und B eine meßbare Mengen.
Der Substitutionsschätzer für die Wahrscheinlichkeit












2. Es sei X eine Zufallsvariable mit der Verteilungsfunktion F . Der Substitutionsschätzer
für den Erwartungswert














3. Es sei X eine Zufallsvariable und k ∈ N. Der Substitutionsschätzer für das k-te
Moment














4. In den drei Fällen sind die resultierenden Schätzer stark konsistente Schätzer für die
jeweiligen Parameter, d. h. es gilt θ̂ →f.s. θ, µ̂n →f.s. µ und µ̂kn →f.s. µk
Beispiel 10.7 (Substitutionsschätzer für das Risikomaß ρk) Für das reellwertige Risi-
komaß
ρk[X] = E[X] + kσ[X]
auf einer geeignet eingeschränkten Menge von Zufallsvariable X mit E[X2] <∞ für alle X ∈ X
ergibt sich die Darstellung












die nur noch die Verteilungsfunktion enthält. Die Ersetzung von FX durch Fn und F̃n führt
zum Schätzwert
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und zum Schätzer



















Bemerkung 10.8 (Substitutionsschätzer für verteilungsinvariante Risikomaße)
1. Ein verteilungsinvariantes Risikomaß %[·] : X → R induziert durch die Festlegung
r(FX)
def
= %[X], X ∈ X
ein Funktional r : FX → R auf der Menge
FX
def
= {F ∈ F | F = FX , X ∈ X} ⊂ F
von Verteilungsfunktionen.
2. Wenn FX unbekannt ist und die Maßzahl %[X] = r(FX) aus einer Stichprobe X1, . . . , Xn
mit Xi =d X für i = 1, . . . , n geschätzt werden soll, dann ist
%̂(X1, . . . , Xn) = r(F̃n),
der Substitutionsschätzer für %[X].
10.4 Substitutionsschätzung für den VaR
Bemerkung 10.9
1. Die empirische Quantilfunktion F̃−1n ist eine Substitutionsschätzer für die Quantilfunktion
F−1, wenn in der Definition der Quantilfunktion die Verteilungsfunktion F durch die
empirische Quantilfunktion F̃n ersetzt wird.
2. Die empirische Quantilfunktion an der Stelle p, d. h. F̃−1n (p) = Xdnpe:n, siehe Gleichung
(10.2), ist ein Substitutionsschätzer für F−1(p), die Quantilfunktion an der Stelle p.
3. Die Verlustvariablen V1, . . . , Vn seien stochastisch unabhängig und identisch verteilt mit
der Verteilungsfunktion FV . Der Substitutionsschätzer für den Value-at-Risk zum Sicher-
heitsniveau p,




̂VaRp[V ] = F̃−1n (p).
Somit können die empirischen Quantile F̃−1n (p) = Vdnpe:n, siehe Gleichung (10.2), als
Substitutionsschätzer für die theoretischen Quantile F−1V (p) aufgefasst werden.
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Bemerkung 10.10 (Zur Konsistenz) X sei eine Zufallsvariable mit der Verteilungsfunkti-
on F . Es sei 0 < p < 1 und die Verteilungsfunktion F sei an der Stelle F−1(p) streng monoton.
Es sei Xi
i.i.d.∼ F für i = 1, . . . , n und F̃−1n (p) sei die empirische Quantilfunktion an der Stelle p.
Dann gilt
F̃−1n (p)→f.s. F−1(p),
d. h. F̃−1n (p) ist ein stark konsistenter Schätzer für F
−1(p).
Bemerkung 10.11 (Inkonsistenz des Quantilschätzers)
1. Aus der strengen Monotonie von F an der Stelle F−1(p) folgt Qp[X] = Q
p[X] = F−1(p).
2. Waagerechte Teilstücke der Verteilungsfunktion werfen spezielle Probleme bei der Quan-
tilschätzung auf, falls sich für vorgegebenes p das untere und das obere p-Quantil unter-
scheiden. Eine waagerechtes Teilstück der Verteilungsfunktion, das nicht im linken oder
rechten Verteilungssende auftritt, entspricht einer Sprungstelle der Quantilfunktion. Wenn
Qp[X] < Q
p[X] gilt, dann verläuft die Verteilungsfunktion im Intervall [Qp[X], Q
p[X][
waagerecht.
3. Die Problematik, dass F̃−1n (p) = Xdnpe:n kein konsistenter Schätzung für das Quantil
F−1n (p) ist, falls Qp[X] < Q
p[X], ist z. B. in [Acerbi 2004, S. 168] erläutert. Zu dieser
Problematik siehe auch [Sriboonchitta et al. 2010, S. 193, Example 6.3].
4. Bei Anwendungen im Bereich der Versicherungs- und Bankwirtschaft wird häufig eine
Portfolioverteilung durch Monte-Carlo-Simulation mit sehr großer Anzahl von Beobach-
tungen geschätzt. Dabei kann der Fall eintreten, dass sich ein empirisches Quantil auch
dann nicht stabilisiert, wenn die Anzahl der Beobachtungen sehr groß gewählt wird, weil
das entsprechende theoretische Quantil nicht eindeutig ist.
Beispiel 10.12 Es sei X ∼ Ber(p) mit 0 < p < 1, dann gilt Q1−p[X] = 0 und Q1−p[X] = 1.
Es sei Xi







Die zu (X1, . . . , Xn) gehörige empirische Verteilungsfunktion F̃n hat Sprungstellen der Höhe
1− X̄n und X̄n an den Stellen 0 und 1. Das empirische Quantil F̃−1n (1− p) ist 0, falls X̄n > p
oder 1, falls X̄n ≤ p. Es kann nicht erwartet werden, dass sich dieses empirische Quantil
stabilisiert, da X̄n für n→∞ um p schwankt.1
Bemerkung 10.13 (Zur Asymptotischen Verteilung) X sei eine Zufallsvariable mit der
Verteilungsfunktion F . Es sei 0 < p < 1.
1Zu Näherem siehe [Serfling 1980, S. 74-80].
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1. Die Verteilungsfunktion F sei an der Stelle F−1(p) stetig differenzierbar mit positiver
Ableitung. Es sei Xi
i.i.d.∼ F für i = 1, . . . , n und F̃−1n (p) sei die empirische Quantilfunktion









2. Wenn zur Verteilungsfunktion F eine Dichtefunktion f existiert, die an der Stelle F−1(p)
positiv und stetig ist, dann ist F an der Stelle F−1(p) stetig differenzierbar mit positiver
Ableitung und es gilt F ′(F−1(p)) = f(F−1(p)).
10.5 Ergänzung und Vertiefung
Beispiel 10.14 Es interessiert die Verteilung von V
def
= X + Y für X, Y ∼ uni(0, 1).




0, v ≤ 0
v, 0 < v ≤ 1
2− v, 1 < v ≤ 2
0, 2 < v
.






























0dx = 0, v ≤ 0∫ v
0
1dx = v, 0 < v ≤ 1∫ 1
v−1 1dx = 1− (v − 1) = 2− v, 1 < v ≤ 2∫ 1
0
0dx = 0, 2 < v
.
Es gilt Q1/2[V ] = Q
1/2[V ] = 1 und an der Stelle des eindeutigen Medians gilt fV (1) = 1.
2. Im Fall X = Y gilt Corr[X, Y ] = 1 und V ist eine stetige Zufallsvariable mit V ∼ uni(0, 2).
3. Im Fall X = −Y gilt Corr[X, Y ] = −1 und V ist eine diskrete Zufallsvariable mit der
degenerierten Verteilung P (V = 0) = 1.
Beispiel 10.15 Es interessiert die Verteilung von V
def
= X + Y für X ∼ uni(0, 1) und Y =
Ber(1/2).
1. Wenn X und Y stochastisch unabhängig sind, ist V eine stetige Zufallsvariable mit





FX(v − y)dFY (y)
= FX(v − 0)P (Y = 0) + FX(v − 1)P (Y = 1)
= (FX(v) + FX(v − 1))/2
=

0, v ≤ 0
v/2, 0 < v ≤ 1
(1 + (v − 1))/2 = v/2, 1 < v ≤ 2
(1 + 1)/2 = 1, 2 < v
.
Eine Dichtefunktion ist daher durch
fX+Y (v) =

0, v ≤ 0
1/2, 0 < v ≤ 2
0, 2 < v
gegeben.




0, x ≤ 0
2x, 0 < x ≤ 1/2
1, 1/2 < x
,




0, x ≤ 1/2
2x− 1, 1/2 < x ≤ 1
1, 1 < x
,
fX(x) = fX|Y=0(x)P (Y = 0) + fX|Y=1(x)(v)P (Y = 1) = 1[0,1](x).
Die Verteilung von V erhält man z. B. aus
FX+Y (v) = FX+Y |Y=0(v)P (Y = 0) + FX+Y |Y=1(v)P (Y = 1).
Weiterhin gilt
FX+Y |Y=0(v) = P (X + Y ≤ v|Y = 0) = P (X + 0 ≤ v|Y = 0) = P (X ≤ v|Y = 0)
= FX|Y=0(v),
fX+Y |Y=0(v) = fX|Y=0(v),
FX+Y |Y=1(v) = P (X + Y ≤ v|Y = 1) = P (X + 1 ≤ v|Y = 1) = P (X + 1 ≤ v|Y = 1)
= P (X ≤ v − 1|Y = 1) = FX|Y=1(v − 1),
fX+Y |Y=1(v) = fX|Y=1(v − 1) = 1[1/2,1](v − 1)2 = 1[3/2,2](v)2.
Die Dichtefunktion von V erhält man als
fX+Y (v) = fX+Y |Y=0(v)P (Y = 0) + fX+Y |Y=1(v)P (Y = 1)
= 1[1/2,1](v)2P (Y = 0) + 1[3/2,2](v)2P (Y = 1)
= 1[1/2,1](v) + 1[3/2,2](v)
=

0, v ≤ 0
1, 0 < v ≤ 1/2
0, 1/2 < v ≤ 3/2
1 3/2 < v ≤ 2
0, 2 < v
.
3. Im Fall [X|Y = 1] ∼ uni(0, 1/2) und [X|Y = 0] ∼ uni(1/2, 1) gilt [X + Y |Y = 1] ∼
uni(1, 3/2) und [X + Y |Y = 0] ∼ uni(1/2, 1). Daher ist V eine stetige Zufallsvariable mit
V ∼ uni(1/2, 3/2).
Beispiel 10.16 Es sei (x)+ = max{0, x} für x ∈ R.
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g(Xi)1]t,∞[(Xi), t ∈ R.
Bemerkung 10.17 (Empirische Wahrscheinlichkeitsfunktion) DieX1, . . . , Xn seien sto-
chastisch unabhängig und identisch verteilt. Es sei px
def
= P (X1 = x) für x ∈ R.








1{x}(Xi), x ∈ R








1{x}(xi), x ∈ R.
Dabei ist fn(x) ∈ {0, 1/n, 2/, . . . , 1} die relative Häufigkeit, mit der der Wert x in den
beobachteten Werten x1 bis xn auftritt. Die empirische Wahrscheinlichkeitsfunktion wird
manchmal auch als empirische Dichtefunktion bezeichnet.2
2Formal kann fn als eine Dichte auf T = {x1, . . . , xn} bezüglich des Zählmaßes auf (T,Pot(T )) gesehen
werden.
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2. Für jedes x ∈ R sind die Zufallsvariablen
Y xi
def
= 1{x}(Xi) = 1{Xi=x}
stochastisch unabhängig und identisch Bernoulli-verteilt mit dem Bernoulli-Parameter px,
es gilt also Y xi
i.i.d.∼ Ber(px) und nf̃n(x) ∼ Bin(n, px).
3. Für n→∞ gilt, schwaches Gesetz der großen Zahlen,
f̃n(x)→P px,
und, starkes Gesetz der großen Zahlen,
f̃n(x)→f.s. px.
4. Für jedes x ∈ R mit px = 0 gilt f̃n(x) =f.s. 0 und f̃n(x)→f.s. 0.
Für jedes x ∈ R mit px = 1 gilt f̃n(x) =f.s. 1 und f̃n(x)→f.s. 1.






5. Wenn die Zufallsvariable von X1 diskret kann f̃n(x) zur konsistenten und asymptotisch
normalverteilten Schätzung der Wahrscheinlichkeitsfunktion px verwendet werden.
6. Wenn die Verteilungsfunktion von X1 stetig ist, gilt px = 0 für alle x ∈ R und damit
f̃n(x)→f.s. 0 für alle x ∈ R. Die empirische Wahrscheinlichkeitsfunktion kann also nicht
zur konsistenten Schätzung einer Dichtefunktion verwendet werden.
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Kapitel 11
Maßzahlen für das Verteilungsende
Bemerkung 11.1
1. Es gibt verschiedene Maßzahlen, die für eine Verlustverteilung das rechte Verteilungsende
[Qp[V ],−∞[ berücksichtigen und im Zusammenhang mit der Risikomessung verwendet
werden.
2. Für eine Verlustvariable V mit der Verteilungsfunktion FV und den unteren p-Quantilen
Qp[V ] = min{x ∈ R | FV (x) ≥ p} für 0 < p < 1 können z. B. die Maßzahlen
M1[V ; p] = E[V | V ≥ Qp[V ]]
M2[V ; p] = E[V | V > Qp[V ]]






M4[V ; p] = E[V −Qp[V ] | V ≥ Qp[V ]]
M5[V ; p] = E[V −Qp[V ] | V > Qp[V ]]
M6[V ; p] = E[max{0, V −Qp[V ]}]
gebildet werden.
Bemerkung 11.2 (Uneinheitliche Terminologie)
1. Leider ist die Terminologie in der Literatur sehr uneinheitlich und kann fast als chaotisch
bezeichnet werden.
(a) Bezeichnungen für die Maßzahl M1 sind
• tail conditional VaR1,
• conditional tail expectation (TCE)2,
• tail loss3
1Z. B. [Gourieroux/Tiomo 2007, S. 48]
2Z. B. [Rüschendorf 2013, S. 6]
3Z. B. [Hull 2007, S. 198].
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• unterer conditional value-at-risk 4
(b) Bezeichnungen für die Maßzahl M2 sind
• conditional loss5,
• conditional tail expectation (CTE)6,
• conditional value-at-risk (CVaR)7,
• expected shortfall (ES)8,
• expected tail loss (ETL)9,
• tail conditional expectation (TCE)10,
• tail value-at-risk (TVaR, TailVaR)11,
• oberer conditional value-at-risk 12.
(c) Bezeichnungen für die Maßzahl M3 sind
• average value-at-risk (AVaR)13,
• conditional value-at-risk (CVaR, CVR)14,
• expected shortfall (ES)15,
• tail value-at-risk (TVaR)16,
• conditional tail expectation (CTE)17.
(d) Bezeichnungen für die Maßzahl M5 sind
• conditional value-at-risk (CVaR)18,
• expected excess loss19,
• expected shortfall (ES)20
(e) Die Maßzahl M6 wird als
4 [Hanisch 2006, S. 50]
5 [Jorion 2007, S. 91]
6 [Kaas/Goovaerts/Dhaene/Denuit 2008, S. 130], [Denuit et al. 2005, S. 72],
7 [Sriboonchitta et al. 2010, S. 116], [Albrecht/Maurer 2008, S. 133]
8 [Franke/Härdle/Hafner 2011, S. 448], [Jorion 2007, S. 91], [Rüschendorf 2013, S. 350]
9 [Jorion 2007, S. 91], [Rachev/Stoyanov/Fabozzi 2008, S. 236]
10 [Bluhm/Overbeck/Wagner 2010, S. 201]
11 [Aven 2010, S. 38], [Kriele/Wolf 2012, S. 24]
12 [Hanisch 2006, S. 50]
13 [Föllmer/Schied 2011], [Rachev/Stoyanov/Fabozzi 2011].
14 [Rockafellar/Uryasev 2002], [Hanisch 2006], [Trindade et al. 2007], [Rüschendorf 2013, S. 6]
15Z. B. [Acerbi/Tasche 2002], [McNeil/Frey/Embrechts 2005, S. 44], [Acerbi 2004, S. 159], [Dowd 2005, S.
35], [Kriele/Wolf 2012, S. 25].
16Z. B. [Sriboonchitta et al. 2010, S. 114], [Kaas/Goovaerts/Dhaene/Denuit 2008, S. 129], [Denuit et al.
2005, S. 72]
17 [Rüschendorf 2013, S. 163]
18 [Denuit et al. 2005, S. 72]
19 [Aven 2010, S. 39]
20 [Gourieroux/Tiomo 2007, S.48]
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• expected shortfall (ES)21
bezeichnet.
2. Übersetzungen dieser Begriffe ins Deutsche sind selten zu finden und eher ungebräuch-
lich.
3. Ein Teil des Durcheinanders in der Terminologie ist darin begründet, dass sich die ersten
drei Maßzahlen für solche Wahrscheinlichkeitsverteilungen nicht unterscheiden, die keine
Sprungstellen in der Verteilungsfunktion besitzen.
Bemerkung 11.3 (Gewählte Terminologie)
1. Das im Kapitel 13 behandelte Konzept des Conditional Value-at-Risk (CVaR) bezieht
sich auf die Maßzahlen M1 und M2, wobei M1 als unterer und M2 als oberer CVaR
bezeichnet werden.
2. In vielen Spezialfällen, z. B. für alle stetigen Verlustverteilungen, ist das Konzept des
Conditional Value-at-Risk mit dem in Kapitel 14 behandelten Konzept des Average
Value-at-Risk (AVaR) identisch, das auf der Maßzahl M3 beruht.
Bemerkung 11.4
1. Wenn die Verteilungsfunktion von V an der Stelle VaRp[V ] stetig ist, dann gilt
P (V ≥ VaRp[V ]) = P (V > VaRp[V ]) = 1− p,
M1[V ; p] = M2[V ; p] = M3[V ; p],
M4[V ; p] = M5[V ; p]
und
M6[V ; p] = (1− p)M4[V ; p] .
2. Die Maßzahlen M1, M2 und M3 können sich dann unterscheiden, wenn zu einem vorge-
gebenen Sicherheitsniveau p die Verteilungsfunktion der Verlustvariablen V an der Stelle
VaRp[V ] = Qp[V ] eine Sprungstelle hat, d.h. wenn P (V = VaRp[V ]) > 0 gilt. Dann ist
P (V > VaRp[V ]) < 1− p < P (V ≥ VaRp[V ])
möglich und die drei Maßzahlen M1, M2 und M3 können sich unterscheiden.
3. Es gilt
M4[V ; p] = M1[V ; p]− VaRp[V ]
und
M5[V ; p] = M2[V ; p]− VaRp[V ].
21Z. B. [Sriboonchitta et al. 2010, S. 114], [Kaas/Goovaerts/Dhaene/Denuit 2008, S. 129], [Denuit et al.
2005, S. 73]
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Die Wahrscheinlichkeitsfunktionale M4[·; p], M5[·; p] und M6[·; p] sind translationsinvari-
ant, da die Wahrscheinlichkeitsfunktionale M1[·; p], M2[·; p] und VaRp[·] translationsäqui-
variant sind, und können daher keine monetären Risikomaße sei. Sie erfüllen noch nicht
einmal die Anforderung der ≤st-Monotonie, wie das folgende Beispiel zeigt, so dass sie
keine Risikomaße im Sinn von Definition 5.20 sind. Daher liegt im Folgenden das Schwer-
gewicht auf den Wahrscheinlichkeitsfunktionalen M1[·; p], M2[·; p] und M3[·; p].
Beispiel 11.5 Für die Zufallsvariablen X ∼ uni(0, 1) und Y ∼ uni(1, 1.5), vgl. Beispiel 5.23,
und p = 0.8 gilt
X ≤st Y,
VaR0.8[X] = 0.8 < VaR0.8[Y ] = 1.4,
M1[X; 0.8] = M2[X; 0.8] = M3[X; 0.8] = 0.9 < M1[Y ; 0.8] = M2[Y ; 0.8] = M3[Y ; 0.8] = 1.45,
aber
M4[X; 0.8] = M5[X; 0.8] = 0.1 > M4[Y ; 0.8] = M5[Y ; 0.8] = 0.05
und
M6[X; 0.8] = 0.2M4[X; 0.8] > M6[Y ; 0.8] = 0.2M4[Y ; 0.8].
Kapitel 12
Risikoaggregation und -diversifikation
12.1 Aggregation und Subadditivität
Bemerkung 12.1 (Subadditivität) Der Value-at-Risk ist als monetäre Risikomaßzahl sehr
schnell populär geworden. Er wird allerdings in der Literatur häufig wegen seiner Eigenschaften
bei der Aggregation und Diversifikation kritisiert. Werden zwei Verlustvariablen V1 und V2 zu
einer neuen Verlustvariablen
V = V1 + V2
aggregiert, so fordern viele Autoren, dass ein sinnvolles Risikomaß %[·] die Bedingung
%[V1 + V2] ≤ %[V1] + %[V2]
erfüllt. Diese Bedingung ist als Subadditivität (subadditivity) eines Risikomaßes bekannt.
Definition 12.2 (Additivität, Sub- und Superadditivität) Ein Wahrscheinlichkeitsfunk-
tional %[·] : X → R̄ heißt
1. additiv (additive) auf X , falls
X, Y,X + Y ∈ X =⇒ %[X + Y ] = %[X] + %[Y ] ,
2. subadditiv (subadditive) auf X , falls
X, Y,X + Y ∈ X =⇒ %[X + Y ] ≤ %[X] + %[Y ] ,
3. superadditiv (superadditive) auf X , falls
X, Y,X + Y ∈ X =⇒ %[X + Y ] ≥ %[X] + %[Y ] .
Bemerkung 12.3 Ein Wahrscheinlichkeitsfunktional ist genau dann additiv, wenn es zugleich
sub- und superadditiv ist.
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Beispiel 12.4
1. Das Wahrscheinlichkeitsfunktional E[·] ist additiv, da
E[X + Y ] = E[X] + E[Y ].
2. Das Wahrscheinlichkeitsfunktional V[·] ist weder sub- noch superadditiv. Es gilt
V[X + Y ] = V[X] + 2Cov[X, Y ] + V[Y ] .
Da Cov[X, Y ] positiv sein kann, ist V[X + Y ] < V[X] + V[Y ] möglich, da Cov[X, Y ]
negativ sein kann, ist V[X + Y ] > V[X] + V[Y ] möglich.
3. Das Wahrscheinlichkeitsfunktional σ[·] ist subadditiv auf der Menge aller Zufallsvariablen
mit endlicher Varianz. Zu beweisen ist die Ungleichung
σ[X + Y ] ≤ σ[X] + σ[Y ]. (12.1)
Es gilt Cov[X, Y ] ≤
√
V[X]V[Y ] und daher
σ[X + Y ] =
√





V[X]V[Y ] + V[Y ]
=
√
(σ[X] + σ[Y ])2
= σ[X] + σ[Y ].
Dabei wird das Gleichheitszeichen erreicht, falls Cov[X, Y ] =
√
V[X]V[Y ] gilt. Dies ist
der Fall, wenn Corr[X, Y ] = 1 gilt oder wenn eine der beiden Zufallsvariablen degeneriert
ist (V[X] = 0 oder V[Y ] = 0 und somit Cov[X, Y ] = 0).
Satz 12.5 X sei die Menge aller Zufallsvariablen mit endlicher Varianz. Dann ist das Wahr-
scheinlichkeitsfunktional
ρk[·] : X → R, ρk[X]
def
= E[X] + kσ[X]
additiv für k = 0, subadditiv für k > 0 und superadditiv für k < 0.
Beweis Aus (12.1) folgt
kσ[X + Y ] ≤ kσ[X] + kσ[Y ]
für k > 0 und
kσ[X + Y ] ≥ kσ[X] + kσ[Y ]
für k < 0. Also gilt
ρk[X + Y ] = E[X + Y ] + kσ[X + Y ] ≤ E[X] + E[Y ] + kσ[X] + kσ[Y ] = ρk[X] + ρk[Y ]
für k > 0. Analog folgt ρk[X + Y ] ≥ ρk[X] + ρk[Y ] für k < 0. Für k = 0 gilt ρ0[X] = E[X]. 3
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Beispiel 12.6 (VaR ist im Allgemeinen nicht subadditiv) Gegeben seien zwei stochastisch
unabhängige Verlustvariablen V1 und V2 mit V1 =d V2 und
P (V1 = 0) =
9
10





P (V1 + V2 = 0) =
81
100
, P (V1 + V2 = 1) =
18
100




VaR85%[V1] = VaR85%[V2] = 0, VaR85%[V1 + V2] = 1
und somit
1 = VaR85%[V1 + V2] > VaR85%[V1] + VaR85%[V2] = 0 .
Beispiel 12.7 (VaR ist subadditiv für normalverteilte Verlustvariablen und p ≥ 1/2)
V1 und V2 seien Verlustvariablen. Es sei V1 ∼ N(µ1, σ21), V2 ∼ N(µ2, σ22), V1 + V2 ∼ N(µ, σ2)
und 1/2 ≤ p < 1. Es gilt µ = µ1 + µ2 und σ ≤ σ1 + σ2, vgl. (12.1). Dann gilt
VaRp[V1] = µ1 + Φ
−1(p)σ1, VaRp[V2] = µ2 + Φ
−1(p)σ2
und
VaRp[V1 + V2] = µ+ Φ
−1(p)σ
= µ1 + µ2 + Φ
−1(p)σ
≤ µ1 + µ2 + Φ−1(p)(σ1 + σ2)
= µ1 + Φ
−1(p)σ1 + µ2 + Φ
−1(p)σ2
= VaRp[V1] + VaRp[V2] .
Bemerkung 12.8 (Subadditivität)
1. Die Subadditivität spielt eine wichtige Rolle bei der Diskussion monetärer Risikomaße in
der Literatur. Die Subadditivität wird von vielen Autoren in den Rang eines Axioms, d. h.
einer unabdingbaren Festsetzung erhoben, da sie die Subadditivität für eine dem Risiko-
begriff inhärente Selbstverständlichkeit halten. Die zugrundeliegende Vorstellung ist, dass
es bei der Zusammenführung von zwei Anlageportfolios nur zu Diversifikationseffekten,
die risikomindernd wirken, nicht aber zu gegenläufigen Effekten kommen kann.
2. Kann sich monetär gemessenes Risiko bei der Aggregation von zwei Verlustvariablen nicht
über die Summe der einzelnen Komponenten hinaus erhöhen? In der Literatur findet sich
der Hinweis auf das Liquiditätsrisiko, das nicht subadditiv sein muss. Ähnlich fraglich ist
die Subadditivität bei operationellen Risiken.
3. Spricht die Verletzung der Subadditivität durch den VaR gegen den VaR als Risikomaß
oder spricht die Verletzung der Subadditivität durch den VaR gegen die Forderung, dass
Risikomaße subadditiv sein sollen?
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12.2 Kohärenz
Bemerkung 12.9 Häufig wird für ein monetäres Risikomaß zusätzlich zur Subadditivität die
positive Homogenität verlangt.
Definition 12.10 (Kohärenz) Ein monetäres Risikomaß, das subadditiv und positiv homo-
gen ist, heißt kohärentes Risikomaß (coherent measure of risk).
Bemerkung 12.11 (Zur (In-)Kohärenz des VaR)
1. Der Value-at-Risk ist ein positiv homogenes monetäres Risikomaß auf jeder Menge V von
Verlustvariablen. Da der Value-at-Risk aber im Allgemeinen nicht subadditiv ist, siehe
Beispiel 12.6, kann er auf allgemeinen Mengen von Verlustvariablen nicht kohärent sein.
Wenn der Value-at-Risk auf einer Menge von Verlustvariablen nicht kohärent ist, so ist
dies auf die Verletzung der Subadditivität zurückzuführen.
2. Während zunächst der Value-at-Risk in der Literatur mit dem Vorwurf kritisiert wurde,
dass er im Allgemeinen nicht kohärent sei, so wird inzwischen klarer formuliert, dass
der Value-at-Risk im Allgemeinen nicht subadditiv ist. Auf bestimmten Teilmengen von
Zufallsvariablen kann der Value-at-Risk ein kohärentes Risikomaß sein, z. B. auf einer
Menge normalverteilter Verlustvariablen.
12.3 Diversifikation und Konvexität
Definition 12.12 (Konvexität) Ein Wahrscheinlichkeitsfunktional %[·] : X → R̄ heißt kon-
vex auf X , falls
c ∈ [0, 1], X, Y, cX + (1− c)Y ∈ X =⇒ %[cX + (1− c)Y ] ≤ c%[X] + (1− c)%[Y ] .
Bemerkung 12.13 (Zur Diversifikation)
1. Die Konvexkombination cX + (1 − c)Y kann als Diversifikation mit den Anteilen c und
1− c interpretiert werden.
2.
”
If one diversifies, spending only the fraction λ of the resources on the first possibility and
using the remaining part for the second alternative, one obtains λX + (1 − λ)Y . Thus,
the axiom of convexity gives a precise meaning to the idea that diversification should not
increase the risk.“1
Definition 12.14 (Schwach kohärente Risikomaße) Ein monetäres Risikomaß, das kon-
vex ist, heißt schwach kohärentes Risikomaß (weakly coherent risk measure).
1 [Föllmer/Schied 2011, S. 177].
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Bemerkung 12.15 (Konvexität und Subadditivität)
1. Jedes kohärente Risikomaß ist auch schwach kohärent und damit konvex, aber die Um-
kehrung gilt nicht. Somit ist die Klasse der kohärenten Risikomaße eine Teilmenge der
Klasse der schwach kohärenten Risikomaße.
2. Die schwach kohärenten Risikomaße werden auch als konvexe Risikomaße (convex
risk measures) bezeichnet2. Diese Bezeichnung kann insofern missverständlich sein, da
zusätzlich zur Konvexität die Monotonie und Translationsäquivarianz verlangt werden.
Unmissverständlich ist dagegen die Bezeichnung als konvexes monetäres Risikomaß.
3. Wenn ein monetäres Risikomaß positiv homogen ist, dann ist die Konvexität äquivalent
zur Subadditivität.
12.4 Übungsaufgaben
Übungsaufgabe 12.16 Durch Med[X]
def
= (Q0.5[X] + Q
0.5[X]) ist ein endliches Wahrschein-
lichkeitsfunktional auf der Menge aller Zufallsvariablen definiert.
1. Wenn (X, Y ) bivariat normalverteilt ist, dann sind X, Y und X+Y normalverteilt. Zeigen
Sie, dass Med[X + Y ] = Med[X] + Med[Y ] gilt, falls (X, Y ) bivariat normalverteilt ist.
2. Finden Sie je zwei Zufallsvariablen X und Y , so dass
Med[X + Y ] = Med[X] + Med[Y ],
Med[X + Y ] < Med[X] + Med[Y ]
und
Med[X + Y ] > Med[X] + Med[Y ]
gilt.
12.5 Ergänzung und Vertiefung
Satz 12.17 (Zur Äquivalenz von Konvexität und Subadditivität) Die Menge X von Zu-
fallsvariablen enthalte mit jeder Zufallsvariablen X ∈ X auch die Zufallsvariablen cX für
0 < c < 1. Das Wahrscheinlichkeitsfunktional %[·] : X → R̄ sei positiv homogen auf X . Dann
ist die Konvexität äquivalent zur Subadditivität von %[·].
2Z. B. [Föllmer/Schied 2011, S. 177].
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Beweis Zu zeigen sind die beiden Aussagen (a)
’
Subadditivität impliziert Konvexität‘und (b)
’
Konvexität impliziert Subadditivität‘.
(a) Falls X + Y ∈ X , folgt aus der positiven Homogenität
%[X + Y ] = %[2 · 0.5 · (X + Y )] = 2%[0.5(X + Y )] .
Aus der Subadditivität folgt
%[0.5(X + Y )] = %[0.5X + 0.5Y ] ≤ 0.5%[X] + 0.5%[Y ] .
und somit
%[X + Y ] = 2%[0.5X + 0.5Y ] ≤ 2(0.5%[X] + 0.5%[Y ]) = %[X] + %[Y ].
(b) Es sei 0 < c < 1. Aus
%[cX + (1− c)Y ] ≤ %[cX] + %[(1− c)Y ]
folgt mit der positiven Homogenität
%[cX] + %[(1− c)Y ] = c%[X] + (1− c)%[Y ]
und damit
%[cX + (1− c)Y ] ≤ c%[X] + (1− c)%[Y ] .
Bemerkung 12.18 In Satz 12.17 sind weder Monotonie noch Translationsäquivarianz voraus-
gesetzt.
Satz 12.19 (Linearität von ρ0) Für X, Y ∈ L1 und c, d ∈ R gilt cX + dY ∈ L1 und
ρ0[cX + dY ] = cρ0[X] + dρ0[Y ] . (12.2)
Bemerkung 12.20 Speziell ergibt sich aus (12.2) die Additivität, d. h. ρ0[X + Y ] = ρ0[X] +
ρ0[Y ], die Translationsäquivarianz, d. h. ρ0[c + X] = c + ρ0[X], und die positive Homogenität,
d. h. ρ0[dX] = dρ0[X] für d > 0.
Satz 12.21 (Eigenschaften von ρk für k > 0) Es sei k > 0 und ρk[X] = E[X] + kσ[X] für
X ∈ L2.
1. Für X ∈ L2, c ∈ R und d > 0 gilt c+ dX ∈ L2 und
ρk[c+ dX] = c+ dρk[X] . (12.3)
2. Für X, Y ∈ L2 gilt X + Y ∈ L2 und
ρk[X + Y ] ≤ ρk[X] + ρk[Y ] . (12.4)
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Beweis: Aus der Endlichkeit der Varianz folgt auch, dass der Erwartungswert endlich ist. Die
Eigenschaft (12.3) erhält man mit E[c+dX] = c+dE[X], σ[c+dX] = |d|σ[X]. Die Subadditivität
(12.4) ergibt sich aus der Additivität von E[·] und der Subadditivität von σ[·].
Definition 12.22 (Konvexe und lineare Mengen von Zufallsvariablen) Eine Menge von
Zufallsvariablen X auf demselben Wahrscheinlichkeitsraum heißt
1. konvex (convex ), falls
X, Y ∈ X , 0 < c < 1 =⇒ cX + (1− c)Y ∈ X ,
2. konvexer Kegel (convex cone), falls
X, Y ∈ X , =⇒ X + Y ∈ X
und
X ∈ X , c > 0 =⇒ cX ∈ X .
3. linear (linear), falls
X, Y ∈ X , c, d ∈ R =⇒ cX + dY ∈ X .
Beispiel 12.23 Die Mengen L0, L1 und L2 sind linear.
Beispiel 12.24 Die Menge aller normalverteilten Zufallsvariablen ist nicht linear, da die Sum-
me von normalverteilten Zufallsvariablen im Allgemeinen nicht normalverteilt ist.3
Bemerkung 12.25 (Konvexe und lineare Teilmengen von L0)
1. Ein konvexer Kegel X ist konvex, da aus X ∈ X und 0 < c < 1 folgt, dass cX ∈ X .
Aus Y ∈ X und 1 − c > 0 folgt (1 − c)Y ∈ X . Aus cX ∈ X und (1 − c)Y ∈ X folgt
cX + (1− c)Y ∈ X , so dass X konvex ist.
2. Eine lineare Menge ist ein konvexer Kegel und damit konvex.
3Wenn X und Y normalverteilt sind, dann ist X +Y z. B. dann normalverteilt, wenn X und Y stochastisch
unabhängig sind oder wenn (X,Y ) bivariat normalverteilt ist.
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Kapitel 13
Conditional Value-at-Risk
13.1 Oberer und unterer Conditional Value-at-Risk
Bemerkung 13.1
1. Für das in diesem Kapitel behandelte Konzept des Conditional Value-at-Risk (CVaR)
gibt es zwei Varianten. Der obere CVaR ist der erwartete Verlust bei Überschreitung
eines VaR vp = VaRp[V ] zu vorgegebenem Sicherheitsniveau p und führt formal zum
Konzept des bedingten Erwartungswertes E[V | V > vp] für eine Verlustvariable V . Der
untere CVaR für eine Verlustverteilung V ist der erwartete Verlust bei Erreichen
oder Überschreitung von vp = VaRp[V ] zu vorgegebenem Sicherheitsniveau p und
führt für eine Verlustvariable V formal zum Konzept des bedingten Erwartungswertes
E[V | V ≥ vp].
2. Im Folgenden wird die Bezeichnung Conditional Value-at-Risk verwendet, die in der Li-
teratur am häufigsten zu finden ist, auch wenn andere Bezeichnungen vielleicht besser
verbal andeuten, dass es sich im Fall einer Verlustverteilung um einen speziellen beding-
ten Erwartungswert handelt.
3. In vielen Spezialfällen, z. B. für alle stetigen Verlustverteilungen, ist dieses Konzept iden-
tisch mit dem in Kapitel 14 behandelten Konzept des Average Value-at-Risk (AVaR).
4. Ausgangspunkt für die Definition des oberen CVaR ist die Überlegung, bei einer Verlust-
verteilung den Mittelwert derjenigen Verluste zu bestimmen, die den Wert vp = VaRp[V ]
überschreiten, d. h. den Erwartungswert der Verluste in der Menge
{v ∈ R | v > vp} = ]vp,∞[ .
Die Wahrscheinlichkeiten für die Verluste in dieser Menge beschreiben das rechte Ver-
teilungsende (right tail) der Verlustverteilung ab der Stelle vp. Der bedingte Erwar-
tungswert
E[V |V > vp]
ist der mittlere Wert von V , bedingt darauf, dass das Ereignis V > vp eintritt.
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Definition 13.2 (CVaR) Es sei 0 < p < 1.
1. Für eine Verlustvariable V heißt die Risikomaßzahl
CVaR>p [V ]
def
= E[V | V > VaRp[V ]] (13.1)
oberer Conditional Value-at-Risk (CVaR) zum Sicherheitsniveau p, falls der Er-
wartungswert auf der rechten Seite definiert ist.
2. Für eine Verlustvariable V heißt die Risikomaßzahl
CVaR≥p [V ]
def
= E[V | V ≥ VaRp[V ]] (13.2)
unterer Conditional Value-at-Risk (CVaR) zum Sicherheitsniveau p.
Beispiel 13.3 Gegeben ist die Verlustvariable V mit der Verteilung
P (V = i) =
1
10
, i = 1, . . . , 10 .
1. Für p = 90% gilt
VaR90%[V ] = Q90%[V ] = 9,
CVaR≥90%[V ] = E[V |V ≥ VaR90%[V ]] = E[V |V ≥ 9] =
1
2
· 9 + 1
2
· 10 = 9.5
und
CVaR>90%[V ] = E[V |V > VaR90%[V ]] = E[V |V > 9] = 10 .
2. Für p = 95% gilt
VaR95%[V ] = Q95%[V ] = 10
und
CVaR≥95%[V ] = E[V |V ≥ 10] = 10 .
Der bedingte Erwartungswert E[V |V > 10] und damit die Maßzahl CVaR>95%[V ] sind
nicht definiert, da P (V > 10) = 0.
Bemerkung 13.4 Wenn die Verteilungsfunktion FV für ein vorgegebenes p an der Stelle vp =
VaRp[V ] stetig ist, dann gilt CVaR
≥
p [V ] = CVaR
>
p [V ]. Wenn an der Stelle vp eine Sprungstelle
vorliegt, d. h. P (V = vp) > 0, dann gilt CVaR
≥
p [V ] < CVaR
>
p [V ], falls beide Maßzahlen definiert
sind. Unter Umständen ist CVaR>p [V ] nicht definiert. Dieser Fall tritt genau dann ein, wenn
FV (vp) = 1. Dann liegt an der Stelle vp eine Sprungstelle vor, an der die Verteilungsfunktion
bis auf 1 zunimmt. Es ist also möglich, dass CVaR≥p [V ] existiert, aber CVaR
>
p [V ] nicht definiert
ist.
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Satz 13.5 Es sei V eine Verlustvariable, 0 < p < 1 eine vorgegebene Wahrscheinlichkeit und
vp = VaRp[V ].
1. Im Fall P (V = vp) = 0, wenn die Verteilungsfunktion FV also an der Stelle vp stetig ist,
gilt
VaRp[V ] < CVaR
≥
p [V ] = CVaR
>
p [V ] .
2. Es sei P (V = vp) > 0, vp sei also eine Sprungstelle der Verteilungsfunktion FV .
(a) Im Fall P (V > vp) = 0 ist CVaR
>
p [V ] nicht definiert und es gilt
VaRp[V ] = CVaR
≥
p [V ] .
(b) Im Fall P (V > vp) > 0 gilt
VaRp[V ] < CVaR
≥
p [V ] < CVaR
>
p [V ] .
Beweis
1. Aus P (V = vp) = 0 folgt E[V |V ≥ vp] = E[V |V > vp] und damit CVaR≥p [V ] = CVaR>p [V ].
Aus P (V = vp) = 0 folgt P (V < vp) = p und P (V > vp) = 1 − p > 0. Damit folgt
E[V |V > vp] > vp.
2. FV habe an der Stelle vp eine Sprungstelle mit ε
def
= P (V = vp) > 0.
(a) Es sei P (V > vp) = 0, dann ist der Erwartungswert E[V |V > vp] und damit
CVaR>p [V ] nicht definiert. Außerdem gilt E[V |V ≥ vp] = E[V |V = vp] = vp =
VaRp[V ].
(b) Es sei η
def
= P (V > vp) > 0. Dann gilt
P (V ≥ vp) = P (V > vp) + P (V = vp) = η + ε
und


























CVaR>p [V ] .
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Somit kann CVaR≥p [V ] als Konvexkombination von vp und CVaR
>
p [V ] dargestellt
werden. Zusammen mit der Monotonie der Quantilfunktion ergibt sich
VaRp[V ] < CVaR
≥
p [V ] < CVaR
>
p [V ] ,
aus ε > 0 und η > 0. 3
Bemerkung 13.6 (Zur Bezeichnung)
1. Die Bezeichnung Conditional Value-at-Risk ist insofern missverständlich, da es sich nicht
um den Value-at-Risk handelt, der aus einer bedingten Verteilung berechnet wird, sondern
um einen Erwartungswert.
2. Die Abkürzung CVaR ist insofern missverständlich, da diese bei der Kreditrisikomes-
sung häufig für Credit Value at Risk steht. Dabei ist CVaR teilweise eine Bezeichnung
für einen gewöhnlichen Value-at-Risk VaRp[V ] = Qp[V ], der aus der Verlustverteilung V
eines Kreditportfolios berechnet ist, teilweise wird CVaR auch als Bezeichnung für die
Differenz
Qp[V ]− E[V ]
verwendet,1 die bei der Kreditrisikomessung eine zentrale Rolle spielt und auch als ökono-
misches Kapital oder unerwarteter Verlust bezeichnet wird. Üblich ist auch die Bezeich-
nung CreditVaR für den VaR im Zusammenhang mit der Kreditrisikomessung.2
3. Die Abkürzung CVaR wird auch als Abkürzung für den sogenannten component VaR
verwendet.3
13.2 Eigenschaften
Bemerkung 13.7 (Unterer CVaR als monetäres Risikomaß)
1. Der untere CVaR ist ein positiv homogenes monetäres Risikomaß auf der Menge der
Verlustvariablen V = L1 mit endlichem Erwartungswert.
2. Falls E[V ] endlich ist, ist E[V |V ≥ Qp[V ]] endlich für alle 0 < p < 1.
3. Falls E[V ] =∞ oder falls E[V ] nicht definiert ist, gilt E[V |V ≥ Qp[V ]] =∞.
Beispiel 13.8 (Unterer CVaR ist nicht subadditiv auf L2) Gegeben seien zwei stocha-
stisch unabhängige Verlustvariablen V1 und V2 mit
P (Vi = 0) =
9
10
, P (Vi = 1) =
1
10
für i = 1, 2 .
Damit ergibt sich die Wahrscheinlichkeitsverteilung von V1 + V2 als
P (V1 + V2 = 0) =
81
100
, P (V1 + V2 = 1) =
18
100




1Siehe z. B. [Martin/Reitz/Wehn 2006, S. 120].
2Siehe z. B. [Jouanin/Riboulet/Roncalli 2004, S. 289].
3Vgl. [Dowd 2005, S. 271].
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1. Für ein vorgegebenes Sicherheitsniveau p = 85% gilt
VaR85%[V1] = VaR85%[V2] = 0, VaR85%[V1 + V2] = 1 .
2. Wegen P (V1 ≥ VaR85%[V1]) = P (V1 ≥ 0) = 1 gilt
V1|V1 ≥ 0 ∼ V1
und damit
E[V1|V1 ≥ 0] = E[V1] =
9
10
· 0 + 1
10














CVaR≥85%[V1 + V2] = E[V1 + V2|V1 + V2 ≥ 1]
=
P (V1 + V2 = 1) · 1 + P (V1 + V2 = 2) · 2

























Bemerkung 13.9 (Zur (In-)Kohärenz des unteren CVaR)
1. Da der untere CVaR auf L2 nicht subadditiv ist, siehe Beispiel 13.8, kann er auf allge-
meineren Mengen von Verlustvariablen nicht kohärent sein.
2. Auf bestimmten Teilmengen von Zufallsvariablen, kann der untere CVaR dennoch ein
kohärentes Risikomaß sein.
3. Wenn die Verlustvariablen V1, V2 und V1 + V2 stetige Verteilungsfunktionen und endliche
Erwartungswerte haben, gilt
CVaR≥p [V1 + V2] ≤ CVaR≥p [V1] + CVaR≥p [V2]
für alle 0 < p < 1. Vgl. dazu Satz 13.26.
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4. Wenn z. B. die Menge der Verlustvariablen auf die Menge aller stetigen Zufallsvariablen
mit endlichem Erwartungswert beschränkt wird, dann ist der untere CVaR ein kohärentes
Risikomaß auf dieser Menge.
Beispiel 13.10 Gegeben ist die Verlustvariable V mit der Verteilungsfunktion
FV (x) =

0, x < 0
x
10
, 0 ≤ x < 5
falls
0.5, 5 ≤ x < 10
1, x ≥ 10
.
Die Zufallsvariable besitzt einen stetigen Anteil, bei dem die Wahrscheinlichkeitsmasse gleichmäßig
auf dem Intervall [0, 5] verteilt ist, und einen diskreten Anteil P (V = 10) = 0.5.
1. Für 0 < p < 0.5 gilt VaRp[V ] = 10p.
2. Es gilt VaR0.5[V ] = 5 und CVaR
≥
0.5[V ] = 10.
3. Für 0.5 < p < 1 gilt VaRp[V ] = CVaR
≥
p [V ] = 10.
Beispiel 13.11 Gegeben ist die Verlustvariable V mit der Verteilungsfunktion
FV (x) =

0, x < 0
x
10
, falls 0 ≤ x < 5
1, x ≥ 5
.
Die Zufallsvariable besitzt einen stetigen Anteil, bei dem die Wahrscheinlichkeitsmasse gleichmäßig
auf dem Intervall [0, 5] verteilt ist, und einen diskreten Anteil P (V = 5) = 0.5.
1. Für 0 < p < 0.5 gilt VaRp[V ] = 10p.
2. Für 0.5 ≤ p < 1 gilt VaRp[V ] = CVaR≥p [V ] = 5.
Bemerkung 13.12 (Normalverteilte und log-normalverteilte Zufallsvariablen)
1. Wenn X normalverteilt oder log-normalverteilt ist, dann ist die Verteilungsfunktion von
X stetig und es gilt für alle 0 < p < 1:
Qp[X] = Q
p[X],
E[X|X ≤ Qp[X]] = E[X|X < Qp[X]]
und
E[X|X ≥ Qp[X]] = E[X|X > Qp[X]].
13.3. Übungsaufgaben 101
2. Für eine normalverteilte Zufallsvariable X ∼ N(µ, σ2) und 0 < p < 1 gilt, vgl. (B.11),









3. Für eine log-normalverteilte Zufallsvariable Y ∼ LN(µ, σ2) und 0 < p < 1 gilt, vgl.
(B.14), (B.22) und (B.23),





E[Y |Y ≥ Qp[Y ]] = E[Y ]









1. Es sei τ ∈ R. Bestimmen Sie E[X|X ≥ τ ], wenn X standardnormalverteilt ist.
2. Bestimmen Sie E[X|X ≥ τ ] für X ∼ N(µ, σ2).
Übungsaufgabe 13.14 Bestimmen Sie für die Verlustvariable V aus dem Beispiel 13.10 die
Maßzahlen VaRp[V ] und CVaR
≥
p [V ] für alle Sicherheitsniveaus 0 < p < 1.
Übungsaufgabe 13.15 Bestimmen Sie für die Verlustvariable V aus dem Beispiel 13.11 die
Maßzahlen VaRp[V ] und CVaR
≥
p [V ] für alle Sicherheitsniveaus 0 < p < 1.
Übungsaufgabe 13.16 (Fortsetzung von 1.17) Bestimmen Sie für die Verlustverteilung
den unteren Conditional Value at Risk zum Sicherheitsniveau 99%.
Übungsaufgabe 13.17 (Fortsetzung von 1.18) Bestimmen Sie für die Verlustverteilung
den unteren Conditional Value-at-Risk zum Sicherheitsniveau 99%.
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13.4 Ergänzung und Vertiefung
Übungsaufgabe 13.18
1. Es sei V eine Zufallsvariable mit P (V ≥ 0) > 0. Die Verteilung von V , bedingt auf V ≥ 0,
ist durch die bedingte Verteilungsfunktion
FV |V≥0(x) = P (V ≤ x | V ≥ 0), x ∈ R
gegeben. Welche Beziehung besteht zwischen den Verteilungsfunktionen FV |V≥0 und FV ?
2. Bestimmen Sie die Verteilungsfunktion FV |V≥0 und die zugehörige Dichtefunktion für die
Zufallsvariable V ∼ N(−1, 1).
Zu 13.18 Für x < 0 gilt
FV |V≥0(x) = P (V ≤ x|V ≥ 0) =
P (V ≤ x, V ≥ 0)
P (V ≥ 0)
= 0 .
Für x ≥ 0 gilt
FV |V≥0(x) =
FV (x)− P (V < 0)
P (V ≥ 0)
=
FV (x)− P (V < 0)
1− P (V < 0)
.
Dabei ist
P (V < 0) = lim
x↑0
P (V ≤ x) = lim
x↑0
FV (x) .
Übungsaufgabe 13.19 (Fortsetzung von 1.19) Bestimmen Sie für die Verlustverteilung
den Conditional Value-at-Risk zum Sicherheitsniveau 99%.
Definition 13.20 (CVaR für Gewinnvariablen) Es sei 0 < p < 1. Für eine Gewinnvaria-
ble G heißt die Risikomaßzahl
CVaR≥p [G]
def
= E[−G | −G ≥ VaRp[G]] (13.7)
unterer Conditional Value-at-Risk (CVaR) zum Sicherheitsniveau p, falls der Erwar-
tungswert auf der rechten Seite endlich ist.
Satz 13.21 Es sei 0 < p < 1.
1. Für eine Gewinnvariable G gilt
CVaR≥p [G] = −E[G | G ≤ Q1−p[G]]. (13.8)
2. V sei eine Verlustvariable und G = −V die zugehörige Gewinnvariable, dann gilt
CVaR≥p [G] = CVaR
≥
p [V ] .
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Beweis
1. Mit VaRp[G] = −Q1−p[G] folgt
CVaR≥p [G]
(13.7)
= E[−G | −G ≥ VaRp[G]]
= −E[G | −G ≥ VaRp[G]]
= −E[G | G ≤ −VaRp[G]]
= −E[G | G ≤ Q1−p[G]] .
2. Mit Q1−p[−V ]] = −Qp[V ] folgt
CVaR≥p [G]
(13.8)
= −E[G | G ≤ Q1−p[G]]
= −E[−V | −V ≤ Q1−p[−V ]]
= E[V | −V ≤ Q1−p[−V ]]
= E[V | −V ≤ −Qp[V ]]
= E[V | V ≥ Qp[V ]]
= E[V | V ≥ VaRp[V ]]
(13.2)
= CVaR≥p [V ] .
Bemerkung 13.22 (Zur Notation) L0 bezeichnet die Menge aller Zufallsvariablen auf ei-
nem gegebenen Wahrscheinlichkeitsraum (Ω,B, P ). L+1 ⊂ L0 bezeichnet die Menge aller Zu-
fallsvariablen mit E[X+] <∞. L1 ⊂ L+1 bezeichnet die Menge der Zufallsvariablen mit endli-
chem Erwartungswert. Zur im folgenden verwendeten Notation 1{X≥c} siehe Bemerkung B.2.
Hilfssatz 13.23 Aus E[X+] <∞ folgt E[X1{X≥c}] ∈ R für alle c ∈ R.













xdFX(x) + E[X+] .
Da beide Summanden endlich sind, gilt E[X1{X≥c}] ∈ R für alle c ∈ R. 3
Hilfssatz 13.24 Es sei X ∈ L+1 und c ∈ R. Es sei P (X ≥ c) > 0 und A sei irgendein Ereignis
mit P (A) = P (X ≥ c), dann gilt
E[X|A] ≤ E[X|X ≥ c] <∞ . (13.9)
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Beweis Im Fall E[X|A] = −∞ ist nichts zu beweisen.
Also wird jetzt E[X|A] > −∞ vorausgesetzt. Mit π def= P (X ≥ c) gilt
π(E[X | X ≥ c]− E[X | A]) = E[X1{X≥c}]− E[X1A]
= E[X(1{X≥c} − 1A)]
≥ cE[1{X≥c} − 1A]
= c(E[1{X≥c}]− E[1A])
= c(π − π)
= 0 .
Zur Ungleichung: Es sei D
def
= 1{X≥c} − 1A.
(a) Für X ≥ c gilt 1{X≥c} = 1 und damit D ≥ 0. Aus X ≥ c und D ≥ 0 folgt XD ≥ cD.
(b) Für X < c gilt 1{X≥c} = 0 und damit D ≤ 0. Aus X < c und D ≤ 0 folgt XD ≥ cD.
Also gilt XD ≥ cD und damit E[XD] ≥ E[cD] = cE[D]. 3
Hilfssatz 13.25 Es sei 0 < p < 1. Für zwei Zufallsvariablen X, Y ∈ L+1 und die Zufallsva-
riable S
def
= X + Y gelte
P (X ≥ Qp[X]) = P (Y ≥ Qp[Y ]) = P (S ≥ Qp[S]) > 0.
Dann gilt
E[S | S ≥ Qp[S]] ≤ E[X | X ≥ Qp[X]] + E[Y | Y ≥ Qp[Y ]] . (13.10)
Beweis Wegen Hilfssatz 13.24 gelten die beiden Ungleichungen
E[X|S ≥ Qp[S]] ≤ E[X|X ≥ Qp[X]]
und
E[Y |S ≥ Qp[S]] ≤ E[Y |Y ≥ Qp[Y ]] .
Durch Summation erhält man
E[X|S ≥ Qp[S]] + E[Y |S ≥ Qp[S]] ≤ E[X|X ≥ Qp[X]] + E[Y |Y ≥ Qp[Y ]] .
Für die linke Seite der Ungleichung gilt
E[X|S ≥ Qp[S]] + E[Y |S ≥ Qp[S]] = E[X + Y |S ≥ Qp[S]] = E[S|S ≥ Qp[S]],
so dass die Ungleichung (13.10) bewiesen ist. 3
Satz 13.26 (Zur Subadditivität des unteren CVaR) Es sei 0 < p < 1 und für die Ver-
lustvariablen V1, V2 ∈ L+1 gelte
P (V1 = Qp[V1]) = P (V2 = Qp[V2]) = P (V1 + V2 = Qp[V1 + V2]) = 0 . (13.11)
Dann gilt
CVaR≥p [V1 + V2] ≤ CVaR≥p [V1] + CVaR≥p [V2] .
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Beweis Wegen (13.11) gilt
P (V1 ≥ Qp[V1]) = P (V2 ≥ Qp[V2]) = P (V1 + V2 ≥ Qp[V1 + V2]) = 1− p > 0.
Die Behauptung folgt dann unmittelbar aus dem Satz 13.25. 3
Bemerkung 13.27
1. Die Bedingung (13.11) bedeutet, dass die Verteilungsfunktionen von V1, V2 und V1 + V2
jeweils an der Stelle des p-Quantils keine Sprungstellen besitzen. Dies ist z. B. dann der
Fall, wenn die drei Verteilungsfunktionen stetig sind.
2. Aus P (V1 = Qp[V1]) = P (V2 = Qp[V2]) = 0 folgt nicht P (V1 + V2 = Qp[V1 + V2]) = 0, wie
ein Beispiel zeigt.
Es sei V1 ∼ uni(0, 1) und V2 = 1− V1. Dann gilt V2 ∼ uni(0, 1) und
Qp[V1] = Qp[V2] = p, P (V1 = p) = P (V2 = p) = 0,
aber Qp[V1 + V2] = 1 und P (V1 + V2 = 1) = 1 6= 0.
3. Allgemeiner gilt, dass die Summe von zwei Zufallsvariablen mit stetiger Verteilungsfunk-
tion keine stetige Verteilungsfunktion haben muss. Insbesondere muss die Summe von
stetigen Zufallsvariablen keine stetige Zufallsvariable sein.
Hilfssatz 13.28 X ∈ L+1 sei eine Zufallsvariable und c ∈ R. Es sei P (X > c) > 0 und A sei
irgendein Ereignis mit P (A) = P (X > c), dann gilt
E[X|A] ≤ E[X|X > c] . (13.12)
Beweis Es gilt
P (X > c)(E[X|X > c]− E[X|A]) = E[X1{X>c}]− E[X1A]
= E[X(1{X>c} − 1A)]
≥ cE[1{X>c} − 1A]
= c(E[1{X>c}]− E[1A])
= c(P (X > c)− P (X > c))
= 0 .
Zur Ungleichung: Es sei D
def
= 1{X>c} − 1A.
(a) Für X > c gilt 1{X>c} = 1 und damit D ≥ 0. Aus X > c und D ≥ 0 folgt XD ≥ cD.
(b) Für X ≤ c gilt 1{X>c} = 0 und damit D ≤ 0. Aus X ≤ c und D ≤ 0 folgt XD ≥ cD.
Also gilt XD ≥ cD und damit E[XD] ≥ E[cD] = cE[D]. 3
Hilfssatz 13.29 Es sei 0 < p < 1. Für zwei Zufallsvariablen X, Y ∈ L+1 und die Zufallsva-
riable S
def
= X + Y gelte
P (X > Qp[X]) = P (Y > Qp[Y ]) = P (S > Qp[S]) > 0.
Dann gilt
E[S|S > Qp[S]] ≤ E[X|X > Qp[X]] + E[Y |Y > Qp[Y ]] . (13.13)
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Beweis Wegen Satz 13.28 gelten die beiden Ungleichungen
E[X|S > Qp[S]] ≤ E[X|X > Qp[X]]
und
E[Y |S > Qp[S]] ≤ E[Y |Y > Qp[Y ]] .
Durch Summation erhält man
E[X|S > Qp[S]] + E[Y |S > Qp[S]] ≤ E[X|X > Qp[X]] + E[Y |Y > Qp[Y ]] .
Für die linke Seite der Ungleichung gilt
E[X|S > Qp[S]] + E[Y |S > Qp[S]] = E[X + Y |S > Qp[S]] = E[S|S > Qp[S]],
so dass die Ungleichung (13.13) bewiesen ist. 3
Satz 13.30 (Zur Subadditivität des oberen CVaR) Es sei 0 < p < 1 und für die Ver-
lustvariablen V1, V2 ∈ L+1 gelte
P (V1 = Qp[V1]) = P (V2 = Qp[V2]) = P (V1 + V2 = Qp[V1 + V2]) = 0 . (13.14)
Dann gilt
CVaR>p [V1 + V2] ≤ CVaR>p [V1] + CVaR>p [V2] .
Beweis Wegen (13.14) gilt
P (V1 > Qp[V1]) = P (V2 > Qp[V2]) = P (V1 + V2 > Qp[V1 + V2]) = 1− p > 0.




Bemerkung 14.1 (Grundidee) Der Average Value-at-Risk (AVaR) basiert auf der Idee,
zu einem vorgegebenen Sicherheitsniveau p den erwarteten Verlust aus den (1−p)100% ungünstig-
sten Fällen der Verlustverteilung zu berechnen.
Dies leistet die Risikomaßzahl CVaR>p zwar im Fall stetiger Verlustvariablen, aber nicht dann,
wenn die Verteilungsfunktion einer Verlustvariablen Sprungstellen aufweist. Für eine Verlust-
variable V mit stetiger Verteilungsfunktion FV fallen die drei Konzepte CVaR
>, CVaR≥ und
AVaR zusammen und es gilt
AVaRp[V ] = CVaR
≥
p [V ] = CVaR
>
p [V ] = E[V |V > VaRp[V ]], 0 < p < 1.
Beispiel 14.2 (Beispiel mit VaRp < CVaR
≥
p < AVaRp < CVaR
>
p ) V sei eine diskrete Ver-
lustvariable mit der Verteilung P (V = 1) = P (V = 2) = 40%, P (V = 3) = 18% und















VaR90%[V ] = Q90%[V ] = 3,
CVaR≥90%[V ] = E[V |V ≥ 3] =
18
20
· 3 + 2
20
· 13 = 4
und
CVaR>90%[V ] = E[V |V > 3] = 13 .
2. Die 10% ungünstigsten Realisationen bestehen aus 8% Realisationen mit V = 3 und 2%
Realisationen mit V = 13. Daraus erhält man eine modifizierte Zufallsvariable Ṽ mit
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In der Statistik spricht man von einer linksseitig 90%-getrimmten Verteilung, bei der
links 90% Wahrscheinlichkeitsmasse entfernt und die verbleibende Wahrscheinlichkeits-
masse wieder auf 100% normiert wird, vgl. dazu Definition 14.20. Für Ṽ wird auch die
Bezeichnung V(90%,1) verwendet. Der Erwartungswert von Ṽ ist der sogenannte Average
Value-at-Risk (AVaR) zum Sicherheitsniveau 90%,
AVaR90% = E[Ṽ ] =
4
5
· 3 + 1
5
· 13 = 5 .
3. Damit gilt in diesem Beispiel
VaR90%[V ] = 3, CVaR
≥
90%[V ] = 4, AVaR90%[V ] = 5, CVaR
>
90%[V ] = 13 .























· 3 + 1
5
· 13 .
Diese Darstellung motiviert den Namen und die folgende Definition.
Definition 14.3 (Average Value-at-Risk für Verlustvariablen) Es sei 0 < p < 1 eine









Average Value-at-Risk zum Sicherheitsniveau p.
Bemerkung 14.4 Der Fall
∫ 1
p
Qu[V ]du =∞ ist möglich, falls E[V ] =∞ gilt oder E[V ] nicht
definiert ist.
14.2 Interpretation
Bemerkung 14.5 (Average Value-at-Risk als mittleres Quantil) Wegen∫ 1
p
1du = 1− p
kann AVaRp[V ] als arithmetischer Mittelwert aller Quantile Qu[V ] mit p ≤ u < 1 interpretiert
werden. Dies motiviert die Bezeichnung als Average Value at Risk at level 1− p.
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Satz 14.6 V sei eine Verlustvariable. Es sei 0 < p < 1. Dann gilt
AVaRp[V ] = E[Ṽ ],
wobei die Zufallsvariable Ṽ die Verteilungsfunktion
FṼ (x) =
{
0, falls x < Qp[V ]
FV (x)−p
1−p , falls x ≥ Qp[V ]
hat.
Bemerkung 14.7 (Average Value-at-Risk als Erwartungswert)
1. AVaRp[V ] = E[Ṽ ] ist der Erwartungswert der linksseitig p-getrimmten Verteilung von V .
Damit ist der Average Value-at-Risk zum Sicherheitsniveau p der erwartete Verlust
in den 100(1− p)% ungünstigsten Fällen.




Qu[V ]du = lim
p→0
AVaRp[V ].
Satz 14.8 Der Average Value-at-Risk ist monoton, translationsäquivariant und positiv homo-
gen.
14.3 Kohärenz des AVaR
Beispiel 14.9 (AVaR ist subadditiv in den Beispielen 12.6 und 13.8) Mit den Beispie-
len 12.6 und 13.8 wurde bereits gezeigt, dass der VaR und der CVaR im Allgemeinen nicht
subadditiv sind.
1. Für die zwei stochastisch unabhängigen Verlustvariablen V1 und V2 aus Beispiel 13.8 gilt
AVaR85%[V1] = AVaR85%[V2] =
5
15
· 0 + 10
15
· 1 = 2
3
und
AVaR85%[V1 + V2] =
14
15






2. Somit gilt in diesem Beispiel
VaR85%[V1 + V2] > VaR85%[V1] + VaR85%[V2],
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Satz 14.10 (AVaR als kohärentes Risikomaß) Der Average Value-at-Risk ist subadditiv,
d. h. für alle 0 < p < 1 und zwei Verlustvariablen V1 und V2 gilt
AVaRp[V1 + V2] ≤ AVaRp[V1] + AVaRp[V2] .
Zusammen mit Satz 14.8 ergibt sich, dass der Average Value-at-Risk ein kohärentes Risikomaß
ist.
14.4 Endlichkeit des AVaR
Bemerkung 14.11 (Unendlicher AVaR) Das Integral
∫ 1
p
Qq[V ]dq auf der rechten Seite von
Gleichung (14.1) existiert für alle 0 < p < 1, muss aber nicht endlich sein. Es ist daher
AVaRp[V ] =∞ möglich. Einige Autoren ziehen es aber vor, nur Risikomaßzahlen zu verwenden,
die endlich sind.
Beispiel 14.12 V sei eine Verlustvariable mit der diskreten Verteilung
P (V = 2i) =
1
2i
, i = 1, 2, . . . .
Dann gilt
E[V ] =∞,










Qq[V ]dq =∞ für alle 0 < p < 1.
Bemerkung 14.13
1. Eine notwendige und hinreichende Bedingung für die Endlichkeit des Erwartungswertes
E[V |V > VaRp[V ]] ist E[V +] = E[max{0, V }] <∞.
2. Wenn man für die Verteilung der Log-Renditen eine Verteilung mit schweren Verteilungs-
enden (heavy tails) unterstellt, dann resultiert für die Verlustverteilung V einer Short-
positionen E[V +] = ∞ und damit AVaRp[V ] = ∞.1 Es ist allerdings fraglich, dass dies
eine realistische Annahme für die bedingte Renditeverteilung ist, da das Risiko einer
Marktposition aus der bedingten Verteilung zu bestimmen ist. Verteilungen mit schweren
Verteilungsenden werden üblicherweise für die unbedingten Verteilungen unterstellt.
3. Wenn für einen Prozess (Rt)t=1,2,... von Log-Renditen Rt = ln(Xt/Xt−1) stochastische
Unabhängigkeit unterstellt wird, dann ist die bedingte Verteilung identisch mit der unbe-
dingten Verteilung. Üblicherweise wird aber zur Erfassung von Volatitilitätsschwankungen
ein Prozess mit Abhängigkeit unterstellt. Dies führt dazu, dass dann, wenn die bedingten
Verteilungen keine schweren Verteilungsenden haben, die unbedingte Verteilung sich als








1−p , falls p < u < 1
0, sonst
.
F−V bezeichne die untere Quantilfunktion von V mit F
−

















du = E[F−V (Ũ)] .




dargestellt. Es bleibt die Bestimmung der Verteilungsfunktion von Ṽ .
(a) Es gilt





V (Ũ)) ≤ FV (x)
)
≤ P (Ũ ≤ FV (x)) .
Die erste Ungleichung folgt aus der Monotonie von FV . Die zweite Ungleichung folgt aus
FV (F
−
V (u)) ≥ u für alle 0 < u < 1 und damit FV (F
−
V (Ũ)) ≥ Ũ .
(b) Es gilt
P (Ũ ≤ FV (x)) ≤ P
(




≤ P (F−V (Ũ) ≤ x)
= P (Ṽ ≤ x) .
Die erste Ungleichung folgt aus der Monotonie von F−V . Die zweite Ungleichung folgt aus
F−V (FV (x)) ≤ x.
(a) und (b) implizieren gemeinsam
P (Ṽ ≤ x) = P (Ũ ≤ FV (x)), x ∈ R
bzw.
FṼ (x) = FŨ(FV (x)), x ∈ R .
Die Zufallsvariable Ũ hat die Verteilungsfunktion
FŨ(u) =

0, u < p
u−p
1−p , falls p ≤ u ≤ 1
1, u > 1
.
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Somit ergibt sich
FṼ (x) = FŨ(FV (x)) =

0, FV (x) < p
falls
FV (x)−p
1−p , FV (x) ≥ p
.
Wegen




0, x < Qp[V ]
falls
FV (x)−p
1−p , x ≥ Qp[V ]
.
3

























Der Beweis dieser Ungleichung ist nicht elementar, da die Ungleichung
Qp[X + Y ] ≤ Qp[X] +Qp[Y ]
nicht allgemein gilt, vgl. dazu Beispiel 12.6, das zeigt, dass der VaR nicht subadditiv ist.2
Zunächst werden die vorbereitenden Hilfssätze 14.14 und 14.15 formuliert und bewiesen.
Hilfssatz 14.14 Es sei V eine Verlustvariable, 0 < p < 1 und vp
def
= Qp[V ]. Für den Average










1{V≥vp} P (V = vp) = 0,
falls
1{V≥vp} +
1− p− P (V ≥ vp)
P (V = vp)
1{V=vp}, P (V = vp) > 0 .
Für die Zufallsvariable Bp(V ) gilt
1. Bp(V ) = 1, falls V > vp,
2. 0 ≤ Bp(V ) ≤ 1, falls V = vp
3. Bp(V ) = 0, falls V < vp,
4. E[Bp(V )] = 1− p .
2Ein Beweis findet sich in [Acerbi/Tasche 2002], die Beweisidee ist in [Acerbi 2004, S. 161] angegeben.
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Beweis Zunächst werden die vier Aussagen aus dem zweiten Teil des Satzes bewiesen.
1. Aus V > vp folgt 1{V≥vp} = 1, 1{V=vp} = 0 und damit Bp(V ) = 1.
2. Aus V = vp folgt 1{V≥vp} = 1{V=vp} = 1. Damit folgt Bp(V ) = 1, falls P (V = vp) = 0,
und
Bp(V ) = 1 +
1− p− P (V ≥ vp)
P (V = vp)
def
= c,
falls P (V = vp) > 0. Aus
P (V > vp) ≤ 1− p ≤ P (V ≥ vp) = P (V = vp) + P (V > vp)
zeigt man durch Umformungen 0 ≤ c ≤ 1, falls P (V = vp) > 0.
3. Aus V < vp folgt 1{V≥vp} = 1{V=vp} = 0 und damit Bp(V ) = 0.
4. Falls P (V = vp) = 0, gilt
E[Bp(V )] = E[1{V≥vp}] = P (V ≥ vp) = P (V > vp) = 1− p .
Falls P (V = vp) > 0, gilt
E[Bp(V )] = E
[
1{V≥vp} +
1− p− P (V ≥ vp)




1− p− P (V ≥ vp)
P (V = vp)
E[1{V=vp}]
= P (V ≥ vp) +
1− p− P (V ≥ vp)
P (V = vp)
P (V = vp)
= 1− p .
Die Aussage (14.2) ergibt sich mit
E[V Bp(V )] = E[V 1{V >vp}Bp(V )] + E[V 1{V=vp}Bp(V )] + E[V 1{V <vp}Bp(V )]
= E[V 1{V >vp}1] + E[V 1{V=vp}c] + E[V 1{V <vp}0]
= E[V 1{V >vp}] + E[V 1{V=vp}c] + 0





1− p− P (V ≥ vp)
P (V = vp)
)]
= E[V 1{V≥vp}] + E
[
V 1{V=vp}
] 1− p− P (V ≥ vp)
P (V = vp)
= E[V 1{V≥vp}] + vpP (V = vp)
1− p− P (V ≥ vp)
P (V = vp)
= E[V 1{V≥vp}] + vp(1− p− P (V ≥ vp))
= P (V ≥ vp)CVaR≥p [V ] + (1− p− P (V ≥ vp))VaRp[V ]
= (1− p)CVaR≥p [V ]− (1− p− P (V ≥ VaRp[V ]))(CVaR≥p [V ]− VaRp[V ])
(14.4)
= (1− p)AVaRp[V ] .
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3
Hilfssatz 14.15 Es sei V eine Verlustvariable und 0 < p < 1. B sei eine Zufallsvariable mit
P (0 ≤ B ≤ 1) = 1 und E[B] = 1− p. Dann gilt
E[V B] ≤ E[V Bp(V )] . (14.3)
Beweis
E[V Bp(V )]− E[V B] = E[V (Bp(V )−B)]
≥ E [Qp[V ](Bp(V )−B)]
= Qp[V ]E[Bp(V )−B]
= Qp[V ](E[Bp(V )]− E[B])
= Qp[V ](1− p− (1− p))
= 0
Zur Ungleichung: Es sei D
def
= Bp(V )−B.
1. Für V > Qp[V ] gilt Bp(V ) = 1 und damit D ≥ 0. Aus V > Qp[V ] und D ≥ 0 folgt
V D ≥ Qp[V ]D.
2. Für V = Qp[V ] gilt V D = Qp[V ]D.
3. Für V < Qp[V ] gilt Bp(V ) = 0 und damit D ≤ 0. Aus V < Qp[V ] und D ≤ 0 folgt
V D ≥ Qp[V ]D.
Also gilt V D ≥ Qp[V ]D und damit E[V D] ≥ E[Qp[V ]D]. 3
Beweis von Satz 14.10 V1 und V2 seien Verlustvariablen. Dann gelten wegen Hilfssatz 14.15
die Ungleichungen
E[V1Bp(V1 + V2)] ≤ E[V1Bp(V1)]
und
E[V2Bp(V1 + V2)] ≤ E[V2Bp(V2)] .
Durch Summation der beiden Ungleichungen erhält man
E[V1Bp(V1 + V2)] + E[V2Bp(V1 + V2)] ≤ E[V1Bp(V1)] + E[V2Bp(V2)] .
Für die linke Seite der Ungleichung gilt
E[V1Bp(V1 + V2)] + E[V2Bp(V1 + V2)] = E[(V1 + V2)Bp(V1 + V2)],
so dass die Ungleichung
E[(V1 + V2)Bp(V1 + V2)] ≤ E[V1Bp(V1)] + E[V2Bp(V2)]
bewiesen ist. Mit (14.2) folgt dann
AVaRp[V1 + V2] ≤ AVaRp[V1] + AVaRp[V2] .
3
14.6. Ergänzung und Vertiefung 115
Beweis von 14.8 Die Monotonie, Translationsäquivarianz und positive Homogenität ergibt
sich unmittelbar daraus, dass jedes Quantil diese Eigenschaften besitzt.
14.6 Ergänzung und Vertiefung
Satz 14.16 V sei eine Verlustvariable und 0 < p < 1 ein vorgegebenes Sicherheitsniveau. Dann
gilt
AVaRp[V ] = CVaR
≥
p [V ] +
(




(CVaR≥p [V ]− VaRp[V ]) . (14.4)
Beweis von Satz 14.16 Es sei vp
def
= VaRp[V ]. Mit Satz 14.6 ergibt sich











































p− P (V < vp)
1− p
=





P (V ≥ vp)
− vp
p− P (V < vp)
1− p
=
P (V ≥ vp)
1− p
CVaR≥p [V ]− vp
p− 1 + P (V ≥ vp)
1− p
=
P (V ≥ vp)
1− p
CVaR≥p [V ] +
(




= CVaR≥p [V ] +
(




(CVaR≥p [V ]− VaRp[V ]) .
3
Bemerkung 14.17 (Zur Beziehung zwischen AVaR, unterem CVaR und VaR)
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1. Erst durch einige Arbeiten aus dem Jahr 2000 bis 2002 wurde das Bewußtsein für die
notwendige Unterscheidung zwischen dem unteren CVaR einerseits und dem als AVaR,
teilweise aber auch als Expected Shortfall, bezeichneten Konzept andererseits geschärft.
2. Wenn die Verteilungsfunktion von V an der Stelle VaRp[V ] stetig ist, gilt
P (V ≥ VaRp[V ]) = 1− p,
und es ergibt sich
CVaR≥p [V ] = AVaRp[V ]
aus (14.4).
3. Aus den beiden Ungleichungen CVaR≥p [V ] ≥ VaRp[V ] und P (V ≥ Qp[V ]) ≥ 1−p ergeben
sich die allgemeinen Ungleichungen
VaRp[V ] ≤ CVaR≥p [V ] ≤ AVaRp[V ] .
4. Wenn die Verteilungsfunktion von V an der Stelle Qp[V ] eine Sprungstelle hat, gibt es
die beiden Fälle p ≤ FV (Qp[V ]) < 1 und FV (Qp[V ]) = 1. Im ersten Fall gelten die Unglei-
chungen P (V ≥ Qp[V ]) > 1 − p und VaRp[V ] < CVaR≥p [V ] und damit ist CVaR≥p [V ] <
AVaRp[V ]. Im zweiten Fall ist VaRp[V ] = CVaR
≥
p [V ] und damit CVaR
≥
p [V ] = AVaRp[V ].
5. Im Fall VaRp[V ] = CVaR
≥
p [V ] gilt auch AVaRp[V ] = VaRp[V ].
6. Im Fall VaRp[V ] < CVaR
≥
p [V ] gilt
CVaR≥p [V ] = AVaRp[V ], falls P (V = Qp[V ]) = 0,
und
CVaR≥p [V ] < AVaRp[V ], falls P (V = Qp[V ]) > 0 .
P (V = Qp[V ]) = 0 bedeutet, dass die Verteilungsfunktion von V an der Stelle Qp[V ]
stetig ist.









= VaRp[V ], vgl. [McNeil/Frey/Embrechts 2005, Remark 2.17], die anscheinend wenig





CVaR≥p [V ]P (V ≥ vp) + vp(1− p− P (V ≥ vp))
]
= CVaR≥p [V ]




1− P (V ≥ vp)
1− p
)
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= CVaR≥p [V ] + CVaR
≥
p [V ]
P (V ≥ vp)
1− p
− CVaR≥p [V ] + vp
(
1− P (V ≥ vp)
1− p
)










1− P (V ≥ vp)
1− p
)
= CVaR≥p [V ] +
(




(CVaR≥p [V ]− vp).
Bemerkung 14.19 (Getrimmte Verteilungen) Im Beispiel 14.2 erhält man ohne die ungünstig-
sten 10% der Realisationen eine modifizierte Zufallsvariable V(0,90%) mit der Verteilung
P (V(0,90%) = 1) = P (V(0,90%) = 2) =
40%
90%







· 1 + 4
9
· 2 + 1
9
· 3 = 5
3
.
In der Statistik spricht man von einer rechtsseitig 10%-getrimmten Verteilung. Der Er-







Definition 14.20 (Getrimmte Verteilungen) Gegeben sei eine Zufallsvariable X mit der
Verteilungsfunktion FX .





0, x < Qα[X]
falls
FX(x)−α
1−α , x ≥ Qα[X]
,
die Verteilungsfunktion der linksseitig α-getrimmten Verteilung von X.






1−α , x < Q1−α[X]
falls
1, x ≥ Q1−α[X]
,
die Verteilungsfunktion der rechtsseitig α-getrimmten Verteilung von X.





0, x < Qα[X]
FX(x)−α
1−α−β , falls Qα[X] ≤ x < Q1−β[X]
1, x ≥ Q1−β[X]
,
die Verteilungsfunktion der linksseitig α- und rechtsseitig β-getrimmten Vertei-
lung von X.
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Bemerkung 14.21 (Getrimmt und gestutzt)
1. Wenn FX an der Stelle Qα[X] stetig ist, dann ist die linksseitig α-getrimmte Verteilung
identisch mit der auf das Intervall [Qα[X],∞[ gestutzten Verteilung.
2. Wenn FX an der Stelle Q1−α[X] stetig ist, dann ist die rechtsseitig α-getrimmte Verteilung
identisch mit der auf das Intervall ]−∞, Q1−α[X]] gestutzten Verteilung.
3. Wenn FX an den Stellen Qα[X] und Q1−β[X] stetig ist, dann ist die linksseitig α- und
rechtsseitig β-getrimmte Verteilung identisch mit der auf das Intervall [Qα[X], Q1−β[X]]
gestutzten Verteilung.
Definition 14.22 (Average Value-at-Risk für Gewinnvariablen) Es sei 0 < p < 1 ein








Average Value-at-Risk zum Sicherheitsniveau p, falls das Integral auf der rechten Seite
endlich ist.
Satz 14.23 G sei eine Gewinnvariable und V = −G die aus G gebildete Verlustvariable. Dann
gilt
































d. h. bei der Berechnung des Average Value-at-Risk kann eine beliebige, z. B. auch die obe-






Bemerkung 15.1 (CVaR und AVAR im Fall der Normalverteilung) Es sei V eine Ver-
lustvariable mit V ∼ N(µ, σ2) und 0 < p < 1. Dann gilt
CVaR>p [V ] = CVaR
≥






Dabei bezeichnen ϕ die Dichtefunktion und Φ die Verteilungsfunktion der Standardnormalver-
teilung.
Bemerkung 15.2 (Schätzung)
1. Der Fall der AVaR-Schätzung führt bei der Normalverteilung zu einem zur VaR-Schätzung
formal identischen Problem der Schätzung von µ+kpσ, lediglich die Konstante kp ist nicht





2. Es können daher die Aussagen des Satzes 9.7 über die Schätzung von vp = µ + zpσ
unmittelbar übertragen werden.
Satz 15.3 Die Verlustvariablen V1, . . . , Vn seien stochastisch unabhängig und identisch verteilt
mit V1 ∼ N(µ, σ2). Es sei 0 < p < 1 und kp definiert wie in (15.1). Dann ist

















der Momentenschätzer und der Maximum-Likelihoodschätzer für ap = µ+ kpσ.
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15.1.2 Log-Normalverteilung
Bemerkung 15.4 (AVAR im Fall der Log-Normalverteilung)
1. Gegeben sei eine Verlustvariable V ∼ LN(µ, σ2). Dann ist








der Average Value-at-Risk zum Sicherheitsniveau 0 < p < 1.
2. Da die die Verteilungsfunktion von V stetig ist, gilt
CVaR>p [V ] = CVaR
≥
p [V ] = AVaRp[V ].
Bemerkung 15.5 (Schätzung des AVaR)
1. Zu schätzen ist ap, wobei p mit 0 < p < 1 gegeben ist und die Parameter µ und σ
unbekannt sind.
2. Unter Verwendung der Momentenschätzer µ̂n für µ aus (9.11) und σ̂n für σ aus (9.12)















mit X̄n und SXn aus (9.14) als Maximum-Likelihood-Schätzer für ap.
15.2 Nichtparametrische AVaR-Schätzung
15.2.1 Substitutionsschätzer für AVaR
Beispiel 15.6 (Substitutionsschätzer für AVaR) Es sei X eine Verlustvariable mit der
Verteilungsfunktion FX und 0 < p < 1.

























Der Schätzer ̂AVaRp[X] ist somit ein so genannter L-Schätzer, da er eine Linearkombina-
tion von Ordnungsstatistiken ist3. Genauer handelt es sich um gewogenes arithmetisches
Mittel der Ordnungsstatistiken.
3. Der Schätzer ̂AVaRp[X] ist ein konsistenter Schätzer für AVaRp[X], falls AVaRp[X] ∈ R.4
4. Der Schätzer ̂AVaRp[X] ist ein verzerrter Schätzer, dessen Verzerrung mit wachsendem
Stichprobenumfang gegen Null konvergiert.5
5. In Abhängigkeit davon, ob für die Zufallsvariable V + = max{0, V } der Fall E[(V +)2] <∞
oder E[(V +)2] =∞ vorliegt, gilt ein zentraler Grenzwertsatz mit einer Normalverteilung
als Grenzverteilung oder ein verallgemeinerter zentraler Grenzwertsatz mit einer stabilen
Verteilung als Grenzverteilung.6
1Siehe [Rockafellar/Uryasev 2002, Proposition 8].
2Siehe [Rockafellar/Uryasev 2002, Proposition 8].
3 [Serfling 1980, Kap. 8]
4Vgl. [Acerbi 2004, Proposition 3.20], [Acerbi/Tasche 2002, Proposition 4.1] und [Van Zwet 1980].
5 [Rachev/Stoyanov/Fabozzi 2011, S. 260]
6Zu Näherem siehe [Rachev/Stoyanov/Fabozzi 2011, Kap. 7].
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Kapitel 16
Konvexe Mischung von Risikomaßen
16.1 Konvexkombination und konvexe Mischung
Definition 16.1 (Einfache Konvexkombination) Mit
%0[·] : X → R̄ und %1[·] : X → R̄
seien zwei Wahrscheinlichkeitsfunktionale auf X gegeben. Für jede Zahl 0 ≤ c ≤ 1 ist durch
%c[X]
def
= (1− c)%0[X] + c%1[X], X ∈ X
ein Wahrscheinlichkeitsfunktional %c[·] auf X festgelegt, das als einfache Konvexkombinati-
on der Wahrscheinlichkeitsfunktionale %0[·] und %1[·] bezeichnet wird.
Bemerkung 16.2 (Bildung von neuen Risikomaßen)
1. Somit können aus zwei Wahrscheinlichkeitsfunktionalen %0[·] und %1[·] unendlich viele
neue Wahrscheinlichkeitsfunktionale %c[·] für 0 < c < 1 gebildet werden.
2. Dabei übertragen sich viele Eigenschaften der Wahrscheinlichkeitsfunktionale %0[·] und
%1[·] auf die neu gebildeten Wahrscheinlichkeitsfunktionale %c[·] mit 0 < c < 1.
Beispiel 16.3
1. VaR95%[·] und VaR99%[·] sind positiv homogene monetäre Risikomaße auf der Menge von
Verlustvariablen V = L0. Durch
%95%,99%,c[V ]
def
= cVaR95%[V ] + (1− c)VaR99%[V ]
sind für 0 ≤ c ≤ 1 positiv homogene monetäre Risikomaße auf V definiert.
2. Aus den kohärenten Risikomaßen AVaRp0 [V ] und AVaRp1 [V ] für zwei verschiedene Si-
cherheitsniveaus p0 und p1 können durch
%p0,p1,c[V ]
def
= (1− c)AVaRp0 [V ] + cAVaRp1 [V ]
neue kohärente Risikomaße gebildet werden.
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Definition 16.4 (Stabilität bei Bildung einfacher Konvexkombinationen) Wenn eine
Eigenschaft, welche die beiden Wahrscheinlichkeitsfunktionale
%0[·] : X → R̄ und %1[·] : X → R̄
besitzen, auch für jede einfache Konvexkombination
%c[·] : X → R̄ mit 0 < c < 1
gilt, so heißt diese Eigenschaft im Folgenden stabil bei der Bildung einfacher Konvex-
kombinationen.
Satz 16.5 Die folgenden Eigenschaften von Wahrscheinlichkeitsfunktionalen sind stabil bei
der Bildung einfacher Konvexkombinationen: Monotonie bezüglich der stochastischen Ordnung,
Translationsäquivarianz, positive Homogenität, Subadditivität und Konvexität.
Bemerkung 16.6 Damit sind auch die Eigenschaft, ein monetäres Risikomaß zu sein, und
die beiden Eigenschaften der schwachen Kohärenz und der Kohärenz stabil bei der Bildung
einfacher Konvexkombinationen, da in deren Definition Eigenschaften aus Satz 16.5 kombiniert
werden.
Bemerkung 16.7 (Konvexkombinationen und konvexe Mischung)





%i[·] : X → R̄, i = 1, . . . , n,
erhält man die Konvexkombination
n∑
i=1
ci%i[X], X ∈ X ,
die ein Wahrscheinlichkeitsfunktional auf X definiert.
2. Diese allgemeineren Konvexkombinationen erhält man auch durch n-fache Bildung ein-
facher Konvexkombinationen. Bildet man zunächst aus %1[·] und %2[·] die Konvexkom-
bination
a%1[X] + (1− a)%2[X]
mit 0 ≤ a ≤ 1 und kombiniert diese dann mit %3[·] in der Form
b (a%1[X] + (1− a)%2[X]) + (1− b)%3[X] = ba%1[X] + b(1− a)%2[X] + (1− b)%3[X]
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mit 0 ≤ b ≤ 1, so führt dies zu




= ba ∈ [0, 1], c2
def
= b(1− a) ∈ [0, 1], c3
def
= (1− b) ∈ [0, 1]
und
c1 + c2 + c3 = 1.




und einer Folge von Wahrscheinlichkeitsfunktionalen
%i[·] : X → R̄, für i = 1, 2, . . . ,
erhält man die unendliche Konvexkombination
∞∑
i=1
ci%i[X], X ∈ X ,
die ein Wahrscheinlichkeitsfunktional auf X definiert, falls diese Summe für alle X ∈ X
endlich ist.
4. Das Konzept der Konvexkombinationen kann weiter verallgemeinert werden, indem über-
abzählbar viele Wahrscheinlichkeitsfunktionale gemischt werden. Es seien unendliche
viele Wahrscheinlichkeitsfunktionale
%i[·] : X → R für i ∈ I
gegeben, wobei I ⊂ R ein Intervall ist, z. B. I = [0, 1]. Wenn eine Dichtefunktion













%i[X]f(i)di, X ∈ X ,
eine konvexe Mischung der Wahrscheinlichkeitsfunktionale %i[·] definiert. Dabei ist %f [·]
wieder ein Wahrscheinlichkeitsfunktional auf X , falls das definierende Integral für alle
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X ∈ X endlich ist. Wenn allgemeiner eine Verteilungsfunktion F : R→ [0, 1] mit der
Eigenschaft ∫
I
1dF (x) = 1 (16.1)







eine konvexe Mischung der Wahrscheinlichkeitsfunktionale %i[·] definiert. Dabei ist %F [·]
wieder ein Wahrscheinlichkeitsfunktional auf X , falls das definierende Integral für alle
X ∈ X endlich ist.
5. Das letzte Konzept ist das allgemeinste Konzept, da es alle anderen als Spezialfälle enthält.
Man nennt in diesem Zusammenhang F auch die mischende Verteilungsfunktion.2
6. Aus statistischer Sicht kann man die konvexen Mischungen auch als gewichtete arithme-
tische Mittel interpretieren.
Definition 16.8 (Stabilität bei konvexer Mischung) Wenn eine Eigenschaft, welche alle
Wahrscheinlichkeitsfunktionale %i[·] : X → R für i ∈ I besitzen, wobei I ein Intervall ist, auch
für jede konvexe Mischung






gilt, wobei F eine Verteilungsfunktion mit
∫
I
1dF (i) = 1 ist, so heißt diese Eigenschaft im
Folgenden stabil bei konvexer Mischung.
Satz 16.9 Die folgenden Eigenschaften von Wahrscheinlichkeitsfunktionalen sind stabil bei
konvexer Mischung: Monotonie bezüglich der stochastischen Ordnung, Translationsäquivarianz,
positive Homogenität, Subadditivität und Konvexität.
1Im Fall I = [0, 1] muss lim
x↑0
F (x) = 0 und F (1) = 1 gelten, damit (16.1) erfüllt ist.
2Fasst man F als die Verteilungsfunktion einer Zufallsvariablen ĩ im Rahmen eines zweistufigen Zufallsexpe-
rimentes auf, dann gilt




Dabei bezieht sich die Erwartungswertbildung auf die Zufallsvariable ĩ.
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16.2 Konvexe Mischung und AVaR
Beispiel 16.10 (Konvexe Mischung kohärenter Risikomaße)
1. Für jedes 0 ≤ p < 1 ist AVaRp[·] ein kohärentes Risikomaß auf einer geeignet gewählten
Teilmenge von L0, z. B. auf der Menge V = L1.
2. Mit einer Dichtefunktion f mit der Eigenschaft∫ 1
0
f(x)dx = 1







ein kohärentes Risikomaß auf V , falls das definierende Integral für alle V ∈ V endlich ist.
3. Mit einer Verteilungsfunktion F mit der Eigenschaft∫
[0,1[
1dF (x) = 1







ein kohärentes Risikomaß auf V , falls das definierende Integral für alle V ∈ V endlich ist.3
Bemerkung 16.11 (AVaR als konvexe Mischung von Quantilen)







2. Mit den Dichtefunktionen


















3Eine hinreichende Bedingung für die Endlichkeit aller Integrale ist, dass für alle Zufallsvariablen der Erwar-
tungswert endlich ist und die Zufallsvariablen nach oben beschränkt sind.
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3. Die Dichtefunktionen fp sind auf dem Intervall ]0, 1[ nichtfallend, d. h.
0 < x < y < 1 =⇒ fp(x) ≤ fp(y) .
4. Die nichtfallende Gewichtung von Quantilen ist typisch für kohärente Risikomaße.
Bemerkung 16.12 (Konvexe Mischung von AVaR)
1. V ∈ L1 sei eine Verlustvariable. Es sei F eine Verteilungsfunktion mit∫
[0,1]
1dF (p) = 1 .
Dann gilt ∫
[0,1]























fp(u)dF (p), 0 < u < 1 .




0 < x < y < 1 =⇒ g(x) ≤ g(y) .
3. Der AVaR gewichtet die Quantile mit einer nichtfallenden Funktion. Diese Eigenschaft
überträgt sich bei der Bildung konvexer Mischungen.
16.3 Beweise
Beweis von Satz 16.5 Im Folgenden gilt %c[X]
def
= (1− c)%0[X] + c%1[X] für 0 ≤ c ≤ 1.
Zur Monotonie bezüglich der stochastischen Ordnung: Aus %i[X] ≤ %i[Y ] für i = 0, 1 folgt
%c[X] = (1− c)%0[X] + c%1[X] ≤ (1− c)%0[Y ] + c%1[Y ] = %c[Y ] .
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Aus X ≤st Y =⇒ %i[X] ≤ %i[Y ] für i = 0, 1 folgt %c[X] ≤ %c[Y ].
Zur Translationsäquivarianz: Aus %i[X + C] = %i[X] + C für i = 0, 1 folgt
%c[X + C] = (1− c)%0[X + C] + c%1[X + C] = (1− c)%0[X] + c%1[X] + C = %c[X] + C .
Zur positiven Homogenität: Aus %i[λX] = λ%i[X] für i = 0, 1 und λ > 0 folgt
%c[λX] = (1− c)%0[λX] + c%1[λX] = (1− c)λ%0[X] + cλ%1[X] = λ%c[X] .
Zur Subadditivität: Aus %i[X + Y ] ≤ %i[X] + %i[Y ] für i = 0, 1 und 0 ≤ c ≤ 1 folgt
%c[X + Y ] = (1− c)%0[X + Y ] + c%1[X + Y ]
≤ (1− c)%0[X] + c%1[X] + (1− c)%0[Y ] + c%1[Y ]
= %c[X] + %c[Y ] .
Zur Konvexität: Aus %i[λX + (1−λ)Y ] ≤ λ%i[X] + (1−λ)%i[Y ] für i = 0, 1 und 0 ≤ c ≤ 1 folgt
%c[λX + (1− λ)Y ] = (1− c)%0[λX + (1− λ)Y ] + c%1[λX + (1− λ)Y ]
≤ λ((1− c)%0[X] + c%1[X]) + (1− λ)((1− c)%0[Y ] + c%1[Y ])
= λ%c[X] + (1− λ)%c[Y ] .






Zur Monotonie bezüglich der stochastischen Ordnung: Es gelte X ≤st Y =⇒ %i[X] ≤ %i[Y ]
für alle i ∈ I: Dann gilt auch






%i[Y ]dF (i) = %F [Y ] .
Zur Translationsäquivarianz: Aus %i[X + C] = %i[X] + C für i ∈ I folgt
%F [X + C] =
∫
I






CdF (i) = %F [X] + C .







λ%i[X]dF (i) = λ
∫
I
%i[X]dF (i) = λ%F [X] .
Zur Subadditivität: Aus %i[X + Y ] ≤ %i[X] + %i[Y ] für i ∈ I und 0 ≤ c ≤ 1 folgt
%F [X + Y ] =
∫
I




(%i[X] + %i[Y ])dF (i)
= %F [X] + %F [Y ] .
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Zur Konvexität: Aus %i[λX + (1− λ)Y ] ≤ λ%i[X] + (1− λ)%i[Y ] für i ∈ I und 0 ≤ c ≤ 1 folgt
%F [λX + (1− λ)Y ] =
∫
I




(λ%i[X] + (1− λ)%i[Y ]) dF (i)
= λ%F [X] + (1− λ)%F [Y ] .
3
Bemerkung 16.13
1. Damit sind auch die Eigenschaft, ein monetäres Risikomaß zu sein, und die Eigenschaften
der schwachen Kohärenz und der Kohärenz stabil bei konvexer Mischung.
2. Der Beweis von Satz 16.5 ist redundant, da sich 16.5 als Spezialfall von Satz 16.9 ergibt;
er ist aber aus didaktischen Gründen angegeben.
16.4 Ergänzung und Vertiefung
Beispiel 16.14
1. Eine Zufallsvariable X heißt nach oben beschränkt, wenn es eine Konstante c ∈ R gibt,
so dass
P (X ≤ c) = 1
gilt. Für eine nach oben beschränkte Verlustvariable kann der AVaR zum Sicherheitsni-
veau p = 1 durch den maximalen Verlust, d. h. durch
AVaR1[V ]
def
= min{x | FV (x) = 1}
definiert werden. Es gilt dann
lim
p↑1






Qu[V ]du = lim
p↑1
Qp[V ] .
2. V ⊂ L0 sei eine Menge von Verlustvariablen, für die E[V ] existiert und E[V ] < ∞ gilt,
dann ist AVaRp[V ] für alle V ∈ V und für alle 0 < p < 1 definiert.
3. V ⊂ L0 sei eine Menge von Verlustvariablen, die nach oben beschränkt sind. Dann ist
AVaRp[V ] für alle V ∈ V und für alle 0 < p ≤ 1 definiert.
4. V ⊂ L1 sei eine Menge von Verlustvariablen, für die der Erwartungswert endlich ist und







1. Die im Folgenden erläuterten spektralen Risikomaße beruhen auf der Grundidee, einen
gewichteten Mittelwert aller Quantile Qp[X] für 0 < p < 1 einer Zufallsvariablen X zu
berechnen.





der Erwartungswert ist also ein ungewichtetes Mittel aller Quantile.
Definition 17.2 (Gewichtetes Quantilsmaß) Für eine Gewichtungsfunktion













gewichtetes Quantilsmaß auf einer Menge V von Verlustvariablen, falls das definierende
Integral für alle V ∈ V definiert ist.
131
132 Kapitel 17. Spektrale Risikomaße und Distorsionsrisikomaße
Definition 17.3 (Spektrales Risikomaß) Falls die Gewichtungsfunktion g eines gewichte-
tes Quantilsmaß nichtfallend ist, d. h.
0 ≤ x < y ≤ 1 =⇒ g(x) ≤ g(y),
heißt Mg[·] spektrales Risikomaß. Die Gewichtungsfunktion g heißt in diesem Zusammenhang
Risikospektrum (risk spectrum) oder Risikoaversionsfunktion (risk aversion function).
Bemerkung 17.4 (Eigenschaften)






aufgefasst werden, wenn man die Ergänzung g(x) = 0 für x < 0 und für x > 1 vornimmt.
2. V ∈ L sei eine Verlustvariable und AVaRp[V ] existiere für 0 ≤ p < 1. Für die speziellen
Risikospektren
fp : [0, 1]→ R≥0













Mfp [V ] = AVaRp[V ] .
Für p = 0 liegt der Spezialfall
Mf0 [V ] = E[V ]
vor.
3. Die Funktionen fp sind nichtfallend, so dass Mfp [·] für 0 ≤ p < 1 ein spektrales Risikomaß
ist.
Satz 17.5 Die gewichteten Quantilsmaße sind positiv homogene, monetäre Risikomaße auf
V = L1.
Satz 17.6 Das durch (17.1) definierte gewichtete Quantilsmaß Mg[·] ist genau dann kohärent
auf V = L1, falls Mg[·] ein spektrales Risikomaß ist.
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17.2 Distorsionsrisikomaße
Bemerkung 17.7 Aus der Versicherungsmathematik kommen die sogenannten Distorsions-
maße, die auf einer anderen Idee als die spektralen Risikomaße beruhen, aber im Wesentlichen
zu diesen äquivalent sind.
Definition 17.8 (Distorsionsfunktion) Eine nichtfallende, rechtsseitig stetige Funktion G :
[0, 1] → [0, 1] mit G(0) = 0 und G(1) = 1, die an der Stelle 1 linksseitig stetig ist, heißt
Verzerrungsfunktion oder Distorsionsfunktion (distortion function).
Satz 17.9 (Transformierte Verteilungsfunktion) F sei eine Verteilungsfunktion und G
sei eine Distorsionsfunktion, dann ist die Funktion
FG : R→ [0, 1], FG(x) def= G(F (x)),
eine Verteilungsfunktion.
Definition 17.10 (Distorsionsrisikomaß) V ⊂ L0 sei eine Menge von Verlustvariablen und




= G(FV (x)), x ∈ R,
die G-verzerrte Verteilungsfunktion gegeben. Dann heißt das Wahrscheinlichkeitsfunktio-







Distorsionsrisikomaß (distortion risk measure) auf V , falls das Integral auf der rechten Seite
von Gleichung (17.2) für alle V ∈ V existiert und endlich ist.
Bemerkung 17.11 (Eigenschaften)
1. Formal kann eine Distorsionsfunktion G als eine spezielle Verteilungsfunktion aufgefasst
werden, wenn man die Distorsionsfunktion durch G(x)
def
= 0 für x < 0 und G(x)
def
= 1 für
x > 1 zu einer Funktion G : R→ [0, 1] fortsetzt.
2. Im Spezialfall G(x) = x für x ∈ [0, 1] gilt FGV = FV und damit
DG[V ] = E[V ] ,
falls V ∈ L1.
3. Falls Ṽ die Verteilungsfunktion FGV hat und D
G[V ] existiert, gilt
DG[V ] = E[Ṽ ] .
Damit kann ein Distorsionsrisikomaß als Erwartungswert einer geeignet verzerrten Zu-
fallsvariablen interpretiert werden.
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4. Der folgende Satz zeigt, dass eine große Klasse von Distorsionsrisikomaßen mit den ge-
wichteten Quantilsmaßen identisch ist.
Satz 17.12 Die Distorsionsfunktion G sei absolut stetig, d. h. es existiert eine Dichtefunktion




g(u)du, 0 ≤ x ≤ 1 .











d. h. DG[·] ist ein gewichtetes Quantilsmaß mit dem Risikospektrum g.
2. Genau dann, wenn g nichtfallend ist, ist DG[·] ein spektrales Risikomaß und damit kohärent.
Bemerkung 17.13
1. Distorsionsfunktionen werden in der Literatur, dem Beitrag [Wang 1996] folgend, auch
als Transformationen G∗ des Komplementes F̄ (x) = 1 − F (x) der Verteilungsfunktion
F (x) eingeführt, z. B. [Denuit et al. 2005, S. 85]. Das alternative Konzept bietet sich an,
wenn, wie in [Wang 1996], nur nichtnegative Verlustvariablen V betrachten werden, für





hat, vgl. (2.3), so dass sich mit
∫∞
0
G∗(1− FV (x))dx der Erwartungswert einer transfor-
mierten Zufallsvariablen Ṽ mit der Verteilungsfunktion
FṼ (x) = 1−G
∗(1− FV (x))
ergibt. Setzt man
G(FV (x)) = 1−G∗(1− FV (x)),
so sieht man, dass zwischen Konzepten G und G∗ die Beziehung
G(y) = 1−G∗(1− y), 0 ≤ y ≤ 1.
Die linksseitige Stetigkeit von G an der Stelle 1 korrespondiert mit der rechtsseitigen
Stetigkeit von G∗ an der Stelle 0. G ist genau dann nichtfallend, wenn G∗ nichtfallend
ist. Wünschenswerte Eigenschaften, wie die Konvexität von G, führen dann sinngemäß
zur Konkavität der Distorsionsfunktion G∗ im alternativen Konzept. In [Wang 1996] ist
angenommen, dass G∗ konkav ist. Genau dann, wenn G∗ konkav ist (bzw. G konvex ist),
ist das zugehörige Distorsionsrisikomaß kohärent (vgl. [Denuit et al. 2005, Properties 2.6.4
und 2.6.6]).
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2. Häufig werden an Distorsionsfunktionen die zusätzlichen Eigenschaften der Differenzier-
barkeit, Konvexität und strengen Monotonie gestellt.
3. Die Wang-Transformationen sind die bekanntesten Distorsionsfunktionen im Zusammen-
hang mit der Definition von Distorsionsrisikomaßen.
Definition 17.14 (Wang-Transformation) Die Funktionen










und mit λ ∈ R heißen Wang-Transformationen.
Bemerkung 17.15 Man erhält die Wang-Transformationen, indem man die Funktion











zu einer Funktion Gλ : [0, 1]→ [0, 1] stetig fortsetzt.
Bemerkung 17.16 (Eigenschaften der Wang-Transformationen)
1. Für λ = 0 ist G0 die identische Abbildung auf dem Intervall [0, 1], d. h. G0(x) = x für
x ∈ [0, 1].















0, λ > 0
1, λ = 0





∞, λ > 0
1, λ = 0
0, λ < 0
.





> 0, λ > 0
= 0, λ = 0






0, λ ≥ 0





∞, λ > 0
0, λ ≤ 0
.
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4. Somit ist Gλ konvex, falls λ ≥ 0 und konkav, falls λ ≤ 0.
Bemerkung 17.17 Die Klassen der Distorsionsririkomaße und der spektralen Risikomaße sind
äquivalent. Jedes spektrale Risikomaß kann als Distorsionsrisikomaß dargestellt werden und
umgekehrt.1
17.3 Übungsaufgaben
Übungsaufgabe 17.18 Bestimmen Sie die Distorsionsmaße und die zugehörigen Distorsions-
funktionen, die zu den spektralen Risikomaßen mit den Risikospektren fp aus Bemerkung 17.4
äquivalent sind.
Übungsaufgabe 17.19 Zeigen Sie, dass jede Wang-Transformation für λ ∈ R eine Distorsi-
onsfunktion ist.
Übungsaufgabe 17.20 Wählen Sie für G eine Wang-Transformation und bestimmen Sie die
Verteilungsfunktion FG für F = Φ.
Übungsaufgabe 17.21 Beweisen Sie die Aussagen aus der Bemerkung 17.16.
Übungsaufgabe 17.22 Untersuchen Sie, ob die Transformationen
Ha,b(x)
def





für a ∈ R und b > 0 konkav oder konvex sind.
17.4 Beweise
Beweis von Satz 17.5 Die gewichteten Quantilsmaße sind konvexe Mischungen von Quan-
tilen. Quantile sind positiv homogene, monetäre Risikomaße. Diese Eigenschaften sind stabil
bei konvexer Mischung.
Beweis von Satz 17.6
1. Wenn g eine nichtfallende Funktion ist, lässt sich diese mit einer in Abhängigkeit von g









1[p,1](u), 0 ≤ u ≤ 1
1Siehe dazu [Rüschendorf 2013, S. 151].
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kohärenter Risikomaße dargestellt werden.
2. Wenn g keine nichtfallende Funktion ist, lassen sich Beispiele konstruieren, die zeigen,
dass Mg[·] nicht subadditiv bzw. nicht konvex ist. Diese Beispiele können analog zu den
Beispielen konstruiert werden, welche die Nichtkohärenz des VaR zeigen.
Beweis von Satz 17.9
1. Aus x < y folgt F (x) ≤ F (y) und daraus G(F (x)) ≤ G(F (y)), da G nichtfallend ist. Also
ist FG eine nichtfallende Funktion.
2. Aus limy↓xG(F (y)) = G(limy↓x F (y)) = G(F (x)) folgt, dass F
G rechtsseitig stetig ist.
3. limx→−∞G(F (x)) = limy↓0G(y) = 0.
4. limx→∞G(F (x)) = limy↑1G(y) = 1.
Beweis von Satz 17.12
1. Die erste Aussage ergibt sich als Spezialfall aus dem weiter unten bewiesenen Satz 17.28.
2. Die zweite Aussage folgt aus Satz 17.6.
17.5 Ergänzung und Vertiefung
Bemerkung 17.23 Analog zur Schätzung des AVaR sind spektrale Risikomaße durch einen
auf der empirischen Verteilung basierenden Substitutionsschätzer konsistent schätzbar [Acerbi
2004, Proposition 3.14].
Bemerkung 17.24 (Substitutionsschätzer für gewichtete Quantilsmaße) Der Substi-
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g(p) dp, i = 1, . . . , n.
Wegen wi ≥ 0 und
∑n
i=1 wi = 1 ist M̂g[X] =
∑n
i=1 wiXi:n ein gewogener Mittelwert der
Ordnungsstatistiken X1:n, . . . , Xn:n und somit eine spezielle L-Statistik. Wenn die Funktion
g nichtfallend ist, das gewichtete Quantilsmaß also ein spektrales Risikomaß ist, dann gilt
w1 ≤ · · · ≤ wn.
Bemerkung 17.25 Mit einer Verteilungsfunktion G mit G(0) = 0 und G(1) = 1, die an der










für γ > 0 sind die exponentiellen Risikoaversionsfunktionen beschrieben. Dabei bildet ein klei-
nerer Parameter γ einen höheren Grad der Risikoaversion im Sinn der Erwartungsnutzentheorie
ab2.
Bemerkung 17.27 Distorsionsrisikomaße haben im Bereich der Wirtschaftswissenschaften
bisher nur wenig Beachtung gefunden3 oder sie sind fehlerhaft aufgenommen und wiederge-
geben worden.
1. In [Dowd 2005, S. 43] findet sich z. B. die Aussage, dass die Stetigkeit der Distorsi-
onsfunktion notwendig und hinreichend für die Kohärenz eines Distorsionsrisikomaßes
sei. Dieses Aussage ist falsch, denn für eine stetige und im Inneren des Intervalls [0, 1]
differenzierbare Distorsionsfunktion G mit der Ableitung g = G′ muss die Ableitung g
nicht notwendig eine nichtfallende Funktion sein. In [Dowd 2005, S. 43] wird außerdem
die Konkavität der Distorsionsfunktion als hinreichende Eigenschaft angegeben. Dass die
Funktion g nichtfallend ist, kann aber nicht aus der Konkavität, sondern nur aus der
Konvexität der Distorsionsfunktion gefolgert werden. Hier wurde der Autor wohl Opfer
der Verwechselung der Eigenschaften von G und G∗, vgl. Bemerkung 17.13 Nr. 1.
2Vgl. [Dowd 2005, S. 40].
3Nicht erwähnt sind Distorsionsrisikomaße z. B. in [McNeil/Frey/Embrechts 2005], [Szegö 2004].
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definiert, wobei g : [0, 1] → [0, 1] nichtfallend mit g(0) = 0 und g(1) = 1 ist. Diese





für jede Verteilungsfunktion FX .
Satz 17.28 V sei eine Verlustvariable mit der Verteilungsfunktion FV und G sei eine Distor-
sionsfunktion. Das Integral
∫∞







































































































Die letzte Gleichung folgt daraus, dass G eine Verteilungsfunktion mit G(0) = 0 und G(1) = 1
ist und an der Stelle 0 stetig ist.
































Die letzte Gleichung folgt aus einer Betrachtung des Ausdrucks in eckigen Klammern.
1. Falls Qp[V ] < 0, gilt {x | FV (x) < p} ⊂ R<0 und damit
∞∫
0




1{x|p≤FV (x)}(x)dx = −
0∫
−∞
1{x|x≥Qp[V ]}(x)dx = −
0∫
Qp[V ]
dx = Qp[V ] .
2. Falls Qp[V ] ≥ 0, gilt {x | FV (x) ≥ p} ⊂ R≥0 und damit −
0∫
−∞









dx = Qp[V ] .
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3
Bemerkung 17.29 Damit sind die Distorsionsmaße DG[·] verallgemeinerte gewichtete Quan-
tilsmaße MG[·] im Sinn von Bemerkung 17.25, wobei G die Verteilungsfunktion der mischenden
Verteilung ist.
Bemerkung 17.30 Man kann die Wang-Transformationen auch durch
Gλ : [0, 1]→ [0, 1], Gλ(x)
def
= Φ̄(Φ̄−1(x)− λ),
festlegen, wenn man geeignete Fortsetzungen Φ̄ und Φ̄−1 von Φ und Φ−1 wie folgt definiert.
1. Die Fortsetzung von Φ auf R̄ = R ∪ {−∞,∞}:
Die Verteilungsfunktion der Standardnormalverteilung







Φ(R) = {Φ(x) | x ∈ R} = ]0, 1[ .
Die Funktion Φ kann durch
Φ̄(x)
def
= Φ(x) für x ∈ R, Φ̄(−∞) def= 0 und Φ̄(∞) def= 1
zu einer Funktion
Φ̄ : R̄→ [0, 1]
fortgesetzt werden, die auf den erweiterten reellen Zahlen R̄ definiert ist und den Werte-
bereich Φ̄(R̄) = [0, 1] hat.
2. Die Fortsetzung von Φ−1 auf [0, 1]:
Analog kann die Umkehrfunktion Φ−1 : ]0, 1[ → R mit
Φ̄−1(p)
def
= Φ−1(p) für p ∈ ]0, 1[ , Φ̄−1(0) def= −∞ und Φ̄−1(1) def= ∞
zu einer Funktion Φ̄−1 : [0, 1] → R̄ mit dem Wertebereich Φ̄−1([0, 1]) = R̄ fortgesetzt
werden.
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Kapitel 18
Ergänzende Bemerkungen
18.1 Zur Theorie der Risikomaße
Bemerkung 18.1 (Übersicht) Ein Wahrscheinlichkeitsfunktional %[·] : X → R ∪ {∞} auf
einer Menge von Verlustvariablen X heißt
• endlich, falls %[X] ∈ R für alle x ∈ X ,
• ≤st-monoton, falls X ≤st Y =⇒ %[X] ≤ %[Y ],
• translationsäquivariant, falls %[a+X] = a+ %[X],
• positiv homogen, falls %[bX] = b%[X] für alle b > 0,
• konvex, falls %[cX + (1− c)Y ] ≤ c%[X] + (1− c)%[Y ] für 0 < c < 1,
• subadditiv, falls %[X + Y ] ≤ %[X] + %[Y ].
Das Wahrscheinlichkeitsfunktional ρ heißt
• Risikomaß, falls es ≤st-monoton ist,
• monetäres Risikomaß, falls es ≤st-monoton und translationsäquivariant ist,
• schwach kohärentes Risikomaß oder konvexes Risikomaß, falls es ≤st-monoton,
translationsäquivariant und konvex ist,
• kohärentes Risikomaß, falls es ≤st-monoton, translationsäquivariant, positiv homogen
und subadditiv ist.
Bemerkung 18.2 (Entscheidungstheoretische Implikationen) Wenn ein Risikomaß als
Basis von Entscheidungen zwischen Alternativen verwendet wird, dann stellen sich folgende
Fragen: Welche Implikationen ergeben sich für die Präferenzstruktur des Entscheiders? Mit
welchen Nutzenfunktionen und Entscheidungskriterien ist die Verwendung eines Risikomaßes
verträglich? Siehe dazu [Sriboonchitta et al. 2010,Hanisch 2006,Trost 1991].
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Definition 18.3 (Komonotonie) F sei die Verteilungsfunktion eines n-dimensionalen Zu-
fallsvektors (X1, . . . , Xn) mit den Randverteilungsfunktionen F1, . . . , Fn. Dann heißt der Zu-
fallsvektor (X1, . . . , Xn) komonoton (comonotonic oder comonotone), falls
F (x1, . . . , xn) = min{F1(x1), . . . , Fn(xn)} für alle (x1, . . . , xn) ∈ Rn,
siehe [Müller/Stoyan 2002, S. 87] und [Denuit et al. 2005, Proposition 1.9.4].
Bemerkung 18.4 Eine alternative Definition der Komonotonie, vgl. [Föllmer/Schied 2011, S.
228]. Zwei Zufallsvariablen X und Y auf demselben Wahrscheinlichkeitsraum (Ω,A, P ) heißen
komonoton, falls
(X(ω)−X(ω′))(Y (ω)− Y (ω′)) ≥ 0 für alle (ω, ω′) ∈ Ω× Ω.
Satz 18.5 X und Y seien komonotone Zufallsvariablen auf (Ω,A, P ).
1. Es existieren zwei nichtfallende Funktionen f und g auf R und eine dritte Zufallsvariable
Z auf (Ω,A, P ), so dass X = f(Z) und Y = g(Z).
2. Für die Quantilfunktion von aX + bY mit a ≥ 0, b ≥ 0 gilt
F−1aX+bY (p) = aF
−1
X (p) + bF
−1
Y (p), 0 < p < 1.
3. Wenn X und Y endliche zweite Momente besitzen und nicht degeneriert sind, dann gilt
Corr[X, Y ] > 0.
Beweis Zur ersten Aussage siehe [Föllmer/Schied 2011, Lemma 4.89]. Zur zweiten und dritten
Aussage siehe [Pflug/Römisch 2007, Proposition 1.7].
Satz 18.6 Die Variablen X̂ und Ŷ aus Satz 3.21 sind komonoton.
Beweis
FX̂,Ŷ (x, y) = P (F
−1
X (U) ≤ x, F
−1
Y (U) ≤ y)
= P ({ω | F−1X (U(ω) ≤ x} ∩ {ω|F
−1
Y (U(ω) ≤ y})
= P ({ω | U(ω) ≤ FX(x)} ∩ {ω|U(ω) ≤ FY (y)})
= P (U ≤ FX(x), U ≤ FY (y))
= P (U ≤ min{FX(x), FY (y)})
= min{FX(x), FY (y)}
= min{FX̂(x), FŶ (y)}
Definition 18.7 Ein Risikomaß %[·] : X → R heißt komonoton additiv, falls
%[X + Y ] = %[X] + %[Y ]
gilt, wenn X und Y komonotone Zufallsvariablen in X sind.
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Bemerkung 18.8 (Kapitalallokation)
1. Die Verwendung von Risikomaßen zur Kapitalallokation ist in [McNeil/Frey/Embrechts
2005, S. 256-263] und [Tasche 2008] diskutiert.
2. Spektrale Risikomaße können zur sogenannten spektralen Kapitalallokation (spectral ca-
pital allocation) genutzt werden, siehe dazu [Overbeck/Sokolova 2009].
Bemerkung 18.9 (Choquet-Integral) Mit Hilfe des Konzepts des Choquet-Integrals wird
eine allgemeine Darstellung kohärenter Risikomaße erreicht, siehe dazu [Sriboonchitta et al.
2010, Kap. 5], [Föllmer/Schied 2011, S. 184].
18.2 Zur Schätzung von Risikomaßzahlen
Bemerkung 18.10 Zur statistischen Inferenz für Risikomaße siehe auch [Sriboonchitta et al.
2010, Kap. 6].
Bemerkung 18.11 (Extremwerttheorie) Weitere Methoden zur Schätzung von Risikomaß-
zahlen beruhen auf der Extremwerttheorie (extrem value theory, EVT).1 Dabei können zwei
Ansätze unterschieden werden:
1. Der erste Ansatz2 verwendet die asymptotische Verteilung des Maximums (oder Mini-
mums) von n stochastisch unabhängigen und identisch verteilten Beobachtungen. Falls
eine nichtdegenierte Grenzverteilung für das Maximum existiert, können genau drei mögli-
che Verteilungstypen auftreten, die Fréchet-Verteilung, die Gumbel-Verteilung und die
Weibull-Verteilung. Dies besagt das Fisher-Tippett-Theorem.3 Diese drei Verteilungen
können in der verallgemeinerten Extremwertverteilung (generalized extreme-value distri-
bution, GEV distribution) zusammengefasst werden.4
2. Der zweite Ansatz5 verwendet die Überschreitungen einer Schranke (threshold exceedan-
ces). Er heißt auch verallgemeinerter Pareto-Ansatz, da er mit einer verallgemeinerten
Pareto-Verteilung (generalised Pareto distribution, GPD) arbeitet, mit der für eine hin-
reichend große Schranke u ∈ R die Verteilung
Fu(x) = P (X − u ≤ x|X > u), x ∈ R
parametisch modelliert wird. Dieser Ansatz wird auch als peaks-over-threshold -Methode
(POT-Methode) bezeichnet.6
1Siehe [Franke/Härdle/Hafner 2011, S. 447-477], [McNeil/Frey/Embrechts 2005, S. 264-293].
2Zu diesem Ansatz siehe [McNeil/Frey/Embrechts 2005, S. 264-275], [Dowd 2005, S. 190-201].
3Siehe [McNeil/Frey/Embrechts 2005, S. 266], [Franke/Härdle/Hafner 2011, S. 457].
4Siehe [Franke/Härdle/Hafner 2011, S. 455].
5Zu diesem Ansatz siehe [McNeil/Frey/Embrechts 2005, S. 275-293] und [Dowd 2005, S. 201-204].
6Vgl. [Dowd 2005], [Franke/Härdle/Hafner 2011, S. 463], während dieser Begriff in [McNeil/Frey/Embrechts
2005, S. 301-311] für einen allgemeineres Modell reserviert ist.
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, x > 0
hat eine Fréchet-Extremwertverteilung mit dem Parameter θ. Notation: X ∼ FR(θ).
Bemerkung 18.13 Die Fréchet-Extremwertverteilung heißt auch Extremwertverteilung vom
Typ II.






, x ∈ R
hat eine Gumbel-Extremwertverteilung. Notation: X ∼ GU.
Bemerkung 18.15 Die Gumbel-Extremwertverteilung heißt auch Extremwertverteilung vom
Typ I oder doppelte Exponentialverteilung (double-exponential distribution).








, x < 0
1 x ≥ 0
hat eine Weibull-Extremwertverteilung mit dem Parameter θ. Notation: X ∼WE(θ).
Bemerkung 18.17 Die Weibull-Extremwertverteilung heißt auch Extremwertverteilung vom
Typ III. Wenn X eine Weibull-Extremwertverteilung besitzt, dann ist −X Weibull-verteilt.
Beispiel 18.18 (Approximationen von Extremwertverteilungen) Die ZufallsvariablenX1,
. . . , Xn seien stochastisch unabhängig und identisch verteilt mit der Verteilungsfunktion
FX(t) =

0, t < 0,
t, 0 ≤ t ≤ 1,
1, t > 1,
d. h. Xi
i.i.d.∼ uni(0, 1).
1. Die Verteilungsfunktionen von X1:n
def
= min{X1, . . . , Xn} und Xn:n
def
= max{X1, . . . , Xn}
sind
FX1:n(t) = 1− (1− FX(t))n =

0, t < 0,
1− (1− t)n, 0 ≤ t ≤ 1,
1, t > 1





0, t < 0,
tn, 0 ≤ t ≤ 1,
1, t > 1.
2. Für 0 ≤ t ≤ n gilt




















































0, t < 0,
1− e−t, t ≥ 0
für Y ∼ exp(1) ergibt sich
nX1:n →d Y und n(1−Xn:n)→d Y.










Die Verteilungsfunktion von −Y ist
F−Y (t) =
{
et, t ≤ 0,
1, t > 0.
4. Basierend auf den asymptotischen Verteilungen erhält man für festes n ∈ N Approxima-
tionen F̃X1:n und F̃X1:n der Verteilungsfunktionen FX1:n und FX1:n als
FX1:n(t) = P (nX1:n ≤ nt)
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≈ F̃X1:n(t)
def
= FY (nt) =
{
0, t < 0,
1− e−nt, t ≥ 0
und
FXn:n(t) = P (n(Xn:n − 1) ≤ n(t− 1))
≈ F̃Xn:n(t) = F−Y (n(t− 1)) =
{
en(t−1), t ≤ 1
1, t > 1.
5. Für 0 < p < 1 ist Qp[X1] = p das p-Quantil von X1 und Qp[Xn:n] = p
1
n das p-Quantil von
Xn:n. Es gilt also
Qp[X1] = (Qp[Xn:n])
n.
Aus F̃Xn:n ergibt sich das approximative p-Quantil
Q̃p[Xn:n] = 1 +
ln(p)
n
für Xn:n aus dem Ansatz
p = en(Q̃p[Xn:n]−1).









im Vergleich zum exakten p-Quantil
Qp[X1] = p.
































als Approximation für AVaRp[X1]. Dieses Integral läßt sich weiter berechnen unter Ver-
wendung der Substitution x = 1 + ln(u)
n
und mit der Rekursionsregel, vgl. [Bronstein et
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Definition 18.19 (Verallgemeinerte Extremwertverteilung) Es sei γ ∈ R. Eine Zufalls-
variable X mit der Verteilungsfunktion




, 1 + γx > 0
für γ 6= 0 und der Verteilungsfunktion




, x ∈ R
für γ = 0 hat eine verallgemeinerte Extremwertverteilung mit dem Gestaltparameter γ. Nota-
tion: X ∼ GED(γ).
Bemerkung 18.20
1. Die Bedingung 1 + γx > 0 bedeutet x > − 1
γ
, falls γ > 0, und x < − 1
γ
, falls γ < 0.
2. GED(0) = GU.
3. Für γ > 0 gilt
X − 1
γ






4. Für γ < 0 gilt
−X + 1
γ






Definition 18.21 (Verallgemeinerte Pareto-Verteilung) Es sei β > 0 und ξ ∈ R. Eine
Zufallsvariable X mit der Verteilungsfunktion
FX(x; ξ, β) =
0, x < 01− (1 + ξx
β
)−1/ξ
, 0 ≤ x ≤ − ξ
β
für ξ < 0, der Verteilungsfunktion
FX(x; 0, β) =
{






, x ≥ 0
für ξ = 0 und mit der Verteilungsfunktion
FX(x; ξ, β) =
0, x < 01− (1 + ξx
β
)−1/ξ
, x ≥ 0
für ξ > 0 hat eine verallgemeinerte Pareto-Verteilung mit dem Gestaltparameter ξ und dem
Skalenparameter β. Notation: X ∼ GPD(ξ, β).
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Anhang A






x ist definitionsgemäß gleich y“.1
2. =⇒ bedeutet die logische Implikation, ⇐⇒ die logische Äquivalenz und def⇐⇒ die defini-
torische Äquivalenz. ¬ bezeichnet die logische Negation (Verneinung).
3. A heißt Teilmenge von B, notiert A ⊂ B, def⇐⇒ (x ∈ A =⇒ x ∈ B).
4. A und B heißen gleich, notiert A = B,
def⇐⇒ (A ⊂ B und B ⊂ A).
5. Ungleichheit von zwei Mengen,
A 6= B def⇐⇒ ¬(A = B).
6. A heißt echte Teilmenge von B,
A $ B def⇐⇒ (A ⊂ B und B 6= A) .
7. Mengentheoretische Differenz (
”
A ohne B“),
A \B def= {x | x ∈ A, x /∈ B} .
8. N = {1, 2, . . .} bezeichnet die Menge der natürlichen Zahlen. Z = {. . . ,−2,−1, 0, 1, 2, . . .}
bezeichnet die Menge der ganzen Zahlen.
9. R bezeichnet die Menge der reellen Zahlen.
R>0
def
= {x ∈ R | x > 0}, R≥0
def
= {x ∈ R | x ≥ 0}, ]a, b] def= {x ∈ R | a < x ≤ b}.
1Für
def
= wird häufig auch := geschrieben. Zu beachten ist allerdings, dass in der Informatik := eine Wert-
zuweisung von rechts nach links bezeichnet.
Manchmal wird für die definitorische Gleichheit auch das Zeichen ≡ verwendet.
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10. limy↑x f(x) (limy↓x f(x)) bezeichnet den linkseitigen (rechtsseitigen) Grenzwert einer Funk-
tion f an der Stelle x.
Definition A.2 Die Indikatorfunktion von A ⊂ R ist die Funktion
1A : R→ {0, 1}, 1A(x) =
{
1, x ∈ A,
0, sonst.
Definition A.3 Es sei A ⊂ R.
1. x ∈ R heißt untere (bzw. obere) Schranke von A, falls x ≤ a (bzw. a ≤ x) für alle
a ∈ A gilt.
2. A heißt nach oben (bzw. nach unten) beschränkt, falls es eine obere (bzw. untere)
Schranke gibt.
3. A heißt beschränkt, falls A nach oben und unten beschränkt ist.
4. x ∈ R heißt Minimum (Maximum) von A, notiert x = minA (x = maxA) , falls x
eine untere (obere) Schranke von A ist und x ∈ A gilt.
5. Falls A nach unten beschränkt ist, heißt die größte untere Schranke Infimum von A,
notiert inf A. Falls A nach oben beschränkt ist, heißt die kleinste obere Schranke Supre-
mum von A, notiert supA.2
Bemerkung A.4
1. Falls A ⊂ R nach unten (bzw. oben) beschränkt ist, existiert ein Infimum (bzw. Supre-
mum).
2. Infimum, Supremum, Minimum und Maximum sind eindeutig, falls sie existieren.
3. Beispiel: 0 = min[0, 1] = inf[0, 1], 1 = max[0, 1] = sup[0, 1], 0 = inf ]0, 1[ , 1 = sup ]0, 1[ .
Für ]0, 1[ existieren weder Minimum noch Maximum.
Bemerkung A.5 (Umkehrfunktion) Eine Funktion f : D → R mit dem Definitionsbereich
D ⊂ R ordnet jedem x ∈ D eindeutig ein y = f(x) im Wertebereich W def= {f(x) | x ∈ D} zu.
Wenn auch jedem Wert y ∈ W eindeutig ein x ∈ D mit f(x) = y zugeordnet werden kann,
so wird durch diese Zuordnung die Umkehrfunktion oder Inverse (inverse) f−1 : W → D
festgelegt. Das Zeichen f−1 ist ein Funktionssymbol und bezeichnet keine Potenz. Es gilt dann
f−1(f(x)) = x, f(f−1(y)) = y, für alle x ∈ D, y ∈ W .
2Die Existenz der kleinsten oberen Schranke für eine nach oben beschränkte Menge, d. h. die Eigenschaft,
dass die Menge aller oberen Schranken eine Minimum besitzt und dass dieses Minimum eindeutig ist, ergibt
sich aus der axiomatischen Konstruktion der reellen Zahlen. Die direkte axiomatische Postulierung der Existenz
eines Supremums für jede nach oben beschränkte Menge ist das Supremumsaxiom. Logisch dazu äquivalent ist




Bemerkung B.1 (Wahrscheinlichkeitsraum und Zufallsvariable) Das Tripel (Ω,A, P )
heißt Wahrscheinlichkeitsraum, wenn Ω eine nichtleere Menge ist, A eine σ-Algebra auf Ω ist
und P : A → [0, 1] ein Wahrscheinlichkeitsmaß ist. Eine Zufallsvariable X ist eine Abbildung
X : Ω → R mit der Messbarkeitseigenschaft {ω | X(ω) ∈ B} ∈ A für alle B in B; dabei
bezeichnet B die Borelsche σ-Algebra in R. Für P ({ω | X(ω) ∈ B}) schreibt man kurz P (X ∈
B) und für P (X ∈ ]−∞, x]) schreibt man auch P (X ≤ x). Durch {(B,P (X ∈ B)) | B ∈
B} ist die Wahrscheinlichkeitsverteilung von X gegeben. Diese ist bereits durch die Angabe
der Wahrscheinlichkeiten {(x, P (X ≤ x)) | x ∈ R} und damit durch die Verteilungsfunktion
FX(x) = P (X ≤ x) für x ∈ R vollständig spezifiziert.
Bemerkung B.2 (Indikatorvariablen)
1. Die einfachsten Zufallsvariablen auf einem Wahrscheinlichkeitsraum (Ω,A, P ) sind die
Indikatorvariablen
1A : Ω→ {0, 1}, 1A(ω) =
{
1, ω ∈ A,
0, sonst,
für Ereignisse A ∈ A. Die Indikatorvariablen werden auch Indikatorfunktionen genannt.
2. Für eine Zufallsvariable X und eine Menge B ∈ Bmit der gewöhnlichen Indikatorfunktion
1B : R→ {0, 1}, vgl. Definition A.2, gilt
1B(X) = 1{ω|X(ω)∈B} =
{
1, X ∈ B,
0, sonst.
Für diese Zufallsvariable wird kurz 1{X∈B} geschrieben.
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B.2 Wahrscheinlichkeitsverteilungen
Definition B.3 (Bernoulli-Verteilung) Eine Zufallsvariable X mit P (X = 1) = π und
P (X = 0) = 1 − π heißt bernoulli-verteilt mit dem Parameter 0 < π < 1; Notation X ∼
Ber(π).
Bemerkung B.4 Es sei P (X ∈ B) = π mit 0 < π < 1. Dann gilt 1{X∈B} ∼ Ber(π).
Definition B.5 (Gleichverteilung) Eine Zufallsvariable X mit der Verteilungsfunktion
FX(x) =

0, x < α,
x−α
β−α , α ≤ x ≤ β,
1, x > β,
heißt gleichverteilt auf dem Intervall [α, β] mit α < β; Notation: X ∼ uni(α, β).
Bemerkung B.6 Für X ∼ uni(α, β) gilt E[X] = (α + β)/2 und V[X] = (β − α)2/12.




0, x < 0
1− e−λx, x ≥ 0
heißt exponentialverteilt mit dem Parameter λ > 0; Notation: X ∼ Exp(λ).
Bemerkung B.8 Es sei X ∼ Exp(λ). X hat die Dichtefunktion
fX(x) =
{
0, x < 0
λe−λx, x ≥ 0
.
Es gilt E[X] = 1
λ
, V[X] = 1
λ2
und P (X > x) = e−λx für x ≥ 0.







, x ≥ α + β
0, sonst,
heißt pareto-verteilt mit den Parametern α ∈ R, β > 0 und γ > 0; Notation: X ∼
Par(α, β, γ).1
Bemerkung B.10 Es sei X ∼ Par(α, β, γ).
1Vgl. [Rinne 2008, S. 361].
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∞ 0 < γ ≤ 1
falls
α + β γ
γ−1 γ > 1
.
3. Die Varianz von X ist nicht definiert, falls 0 < γ ≤ 1. Für γ > 1 gilt
V[X] =

∞ 1 < γ ≤ 2
falls
γβ2
(γ−1)2(γ−2) γ > 2
.









2 , x ∈ R, (B.1)
heißt standardnormalverteilt; Notation: Z ∼ N(0, 1).
Bemerkung B.12 (Eigenschaften der Standardnormalverteilung) Es sei Z ∼ N(0, 1).






ϕ(u)du, x ∈ R , (B.2)
2. Es gilt E[Z] = 0 und V[Z] = 1.
3. Aus der Symmetrieeigenschaft ϕ(−x) = ϕ(x) der Dichtefunktion folgt
Φ(−x) = 1− Φ(x), x ∈ R. (B.3)
4. Für a < b gilt2
b∫
a
xϕ(x)dx = ϕ(a)− ϕ(b).









ϕ′(x)dx = −(ϕ(b)− ϕ(a)) = ϕ(a)− ϕ(b).
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xϕ(x)dx = ϕ(a) .
5. Die eindeutige Quantilfunktion ist Φ−1 : ]0, 1[ → R mit Φ−1(Φ(x)) = x für alle x ∈ R
und Φ(Φ−1(p)) = p für alle 0 < p < 1. Die eindeutigen Quantile sind
Qp[Z] = Φ
−1(p) für 0 < p < 1.
6. Für c ∈ R gilt
E[Z|Z ≤ c] =
∫ c
−∞ xϕ(x)dx














Für 0 < p < 1 gilt
E[Z|Z ≤ Φ−1(p)] = −ϕ(Φ
−1(p))
p




















































2 ϕ(x− a)dx = e a
2
2 Φ(c− a) .
Die zweite Aussage folgt mit limc→∞ Φ(c− a) = 1.
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Definition B.13 (Normalverteilung) Eine Zufallsvariable X mit den Parametern µ ∈ R
und σ > 0 heißt normalverteilt, falls (X − µ)/σ standardnormalverteilt ist; Notation: X ∼
N(µ, σ2).
Bemerkung B.14 (Eigenschaften der Normalverteilung) Es sei X ∼ N(µ, σ2).
















, x ∈ R, (B.9)
den Erwartungswert E(X) = µ und die Varianz V(X) = σ2.
2. Aus Z ∼ N(0, 1) folgt
µ+ σZ ∼ N(µ, σ2) . (B.10)
Daraus folgt, dass X ∼ N(µ, σ2) genauso verteilt ist wie µ+ σZ mit Z ∼ N(0, 1).
3. Die eindeutigen p-Quantile von X sind
Qp[X] = µ+ Φ
−1(p)σ, 0 < p < 1 .
4. Für c ∈ R gilt5
E[X|X ≤ c] = µ− σϕ(c
∗)
Φ(c∗)









Für 0 < p < 1 gilt
E[X|X ≤ Qp[X]] = µ− σ
ϕ (Φ−1(p))
p
















5X ist verteilt wie µ+ σZ mit Z ∼ N(0, 1). Daher gilt
E[X|X ≤ c] = E[µ+ σZ|µ+ σZ ≤ c] = µ+ σE[Z|µ+ σZ ≤ c] = µ+ σE[Z|Z ≤ c∗] .
Mit (B.4) erhält man die behauptete Aussage.


























Definition B.15 (Log-Normalverteilung) Eine Zufallsvariable Y mit den Parametern µ ∈
R und σ > 0 heißt log-normalverteilt, falls ln(Y ) ∼ N(µ, σ2); Notation: Y ∼ LN(µ, σ2).
Bemerkung B.16 (Eigenschaften der Log-Normalverteilung) Es sei Y ∼ LN(µ, σ2).
1. Y hat die Dichtefunktion
fY (y) =
{



















, y > 0
,
den Erwartungswert




V[Y ] = e2µ+σ2(eσ2 − 1) , (B.15)
die Standardabweichung




eσ2 − 1 ,
der Variationskoeffizient
σ[Y ]/E[Y ] =
√
eσ2 − 1,
den Median eµ, den Modus eµ−σ
2
und das k-te gewöhnliche Moment
E[Y k] = ekµ+k2
σ2
2 , k ∈ N . (B.16)
2. Es gilt P (Y > 0) = 1.
3. Aus X ∼ N(µ, σ2) folgt
eX ∼ LN(µ, σ2) . (B.17)
Daraus folgt, dass Y ∼ LN(µ, σ2) dieselbe Verteilung hat wie eX mit X ∼ N(µ, σ2).
4. Die eindeutigen p-Quantile von Y sind
Qp[Y ] = e
µ+Φ−1(p)σ, 0 < p < 1 .
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E[Y 1]−∞,c](Y )] =
∫ c
−∞
yfY (y)dy = E[Y ]Φ (c̃− σ) , (B.18)
E[Y 1[c,∞](Y )] =
∫ ∞
c
yfY (y)dy = E[Y ]Φ (σ − c̃) , (B.19)




E[Y |Y ≥ c] = E[Y ]Φ (σ − c̃)
1− Φ(c̃)
. (B.21)
6. Für 0 < p < 1 gilt





E[Y |Y ≥ Qp[Y ]] = E[Y ]
Φ (σ − Φ−1(p))
1− p
. (B.23)
7. Bei der Optionspreisberechnung wird die Berechnung des folgenden Integrals für 0 < a < b
für eine log-normalverteilte Zufallsvariable Y erforderlich:∫ b
a
yfY (y) dy =
∫ b
a

















Das dritte Gleichheitszeichen ergibt sich aus der Substitution x = ln(y). Das letzte Inte-
gral kann mit Hilfe von Satz B.17 (siehe unten) durch die Verteilungsfunktion der Stan-
dardnormalverteilung ausgedrückt werden.







































7Y ∼ LN(µ, σ2) hat dieselbe Verteilung wie eX mit X ∼ N(µ, σ2). Daher gilt für a < b




Mit (B.12), (B.13) und (B.14) erhält man die angegebenen Ausdrücke.
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Bemerkung B.18 (Eigenschaften von t-Verteilungen) Im Folgenden bezeichnet t(ν) ei-
ne t-Verteilung mit dem Parameter ν ∈ N.
1. Für X ∼ t(ν) mit ν ∈ N gilt
(a) E[|X|] =∞, falls ν = 1,
(b) E[X] = 0, falls ν > 1,
(c) E[X2] =∞, falls ν ∈ {1, 2},
(d) V[X] = ν
ν−2 , falls ν > 2.
2. Für X ∼ t(ν;µ, δ) mit ν ∈ N, µ ∈ R und δ > 0 gilt
(a) t(ν; 0, 1) = t(ν)
(b) (X − µ)/δ ∼ t(ν)
(c) E[X] = µ, falls ν > 1,
(d) V[X] = δ2 ν
ν−2 , falls ν > 2.
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B.3 Bedingte Wahrscheinlichkeiten
Bemerkung B.19 (Bedingte Verteilungen einer diskreten Zufallsvariablen)
1. Für eine diskrete Zufallsvariable X mit der Wahrscheinlichkeitsfunktion
fX : R→ [0, 1], fX(x) = P (X = x)
und für eine Menge B mit




lassen sich die bedingten Wahrscheinlichkeiten
P (X ∈ A | X ∈ B) = P (X ∈ A,X ∈ B)







für beliebige (messbare) Mengen A ⊂ R bestimmen.
2. Bedingt auf das Ereignis X ∈ B hat die Zufallsvariable X eine Wahrscheinlichkeitsver-
teilung, die durch die bedingte Wahrscheinlichkeitsfunktion
fX|X∈B : R→ [0, 1], fX|X∈B(x) = P (X = x|X ∈ B) =

fX(x)
P (X ∈ B)
, x ∈ B,
0, sonst,
festliegt.
3. Die zugehörige bedingte Verteilungsfunktion ist




Bemerkung B.20 (Bedingte Verteilungen einer stetigen Zufallsvariablen)
1. Für eine stetige Zufallsvariable X mit der Dichtefunktion




und für eine Menge B mit




lassen sich die bedingten Wahrscheinlichkeiten
P (X ∈ A | X ∈ B) = P (X ∈ A,X ∈ B)







für beliebige (messbare) Mengen A ⊂ R bestimmen.
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2. Bedingt auf das Ereignis X ∈ B hat die Zufallsvariable X eine Wahrscheinlichkeitsver-
teilung, die durch die bedingte Dichtefunktion
fX|X∈B : R→ [0,∞], fX|X∈B(x) =

fX(x)
P (X ∈ B)
, x ∈ B,
0, sonst,
festliegt.
3. Die zugehörige bedingte Verteilungsfunktion ist




Bemerkung B.21 (Bedingte Verteilungen einer beliebigen Zufallsvariablen)
1. Für eine Zufallsvariable X mit der Verteilungsfunktion
FX : R→ [0, 1], FX(x) = P (X ≤ x)
und für eine Menge B mit




lassen sich die bedingten Wahrscheinlichkeiten
P (X ∈ A | X ∈ B) = P (X ∈ A,X ∈ B)







für beliebige (messbare) Mengen A ⊂ R bestimmen.
2. Bedingt auf das Ereignis X ∈ B hat die Zufallsvariable X eine Wahrscheinlichkeitsver-
teilung, die durch die bedingte Verteilungsfunktion
FX|X∈B : R→ [0, 1], FX|X∈B(x) =
P (X ≤ x,X ∈ B)








X|X ∈ B ∼ FX|X∈B .
Bemerkung B.22 (Eigenschaften bedingter Verteilungen)
Es sei P (X ∈ B) > 0 und X|X ∈ B ∼ FX|X∈B.
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1. Die Wahrscheinlichkeit der auf X ∈ B bedingten Verteilung ist auf B konzentriert,
P (X ∈ B | X ∈ B) =
∫
B
dFX|X∈B = 1 .
2. Für Teilmengen von B ergeben sich dieselben Quotienten von Wahrscheinlichkeiten aus
der bedingten und der unbedingten Verteilung. Für A1 ⊂ B und A2 ⊂ B mit P (X ∈
A2) > 0 gilt
P (X ∈ A1 | X ∈ B)
P (X ∈ A2 | X ∈ B)
=
P (X ∈ A1)
P (X ∈ A2)
.
Definition B.23 (Bedingter Erwartungswert) Für eine Zufallsvariable X mit der Vertei-









der auf X ∈ B bedingte Erwartungswert von X, falls das Integral existiert.
Satz B.24 Für eine Zufallsvariable X mit der Verteilungsfunktion FX und für eine messbare
Menge B ⊂ R mit P (X ∈ B) =
∫
B
dFX(x) > 0 gilt




P (X ∈ B)
.








P (X > t,X ∈ B)

































P (X ≤ t,X ∈ B)























Falls C und D endlich sind, ergibt sich
E[X|X ∈ B] = C −D = 1









x1B(x)dFX(x) = E[X1B(X)] .
Bemerkung B.26
1. Für eine Zufallsvariable X und eine vorgegebene Schranke τ ∈ R gilt










P (X ≥ τ)
,
falls P (X ≥ τ) > 0.
2. Im Fall P (X ≥ τ) = 0 ist der bedingte Erwartungswert E[X|X ≥ τ ] nicht definiert.




]τ,∞[ ersetzt werden. Falls die
Verteilungsfunktion FX an der Stelle τ eine Sprungstelle mit P (X = τ) > 0 besitzt, gilt∫
[τ,∞[




Aus diesem Grund ist auch die Schreibweise
∫∞
τ
g(x)dFX(x) nicht eindeutig und wird im
folgenden nur verwendet, wenn die Verteilungsfunktion FX stetig ist.
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4. Es gilt







P (X > τ)
,
falls P (X > τ) > 0.
5. Der bedingte Erwartungswert E[X|X ≥ τ ] ist zugleich auch der Erwartungswert der
gestutzten (truncated) Wahrscheinlichkeitsverteilung
FX|X≥τ (x) = P (X ≤ x | X ≥ τ) =
P (τ ≤ X ≤ x)
P (X ≥ τ)
, x ∈ R .





0 x < τ
für
FX(x)−P (X<τ)
P (X≥τ) x ≥ τ
.
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Anhang C
Risikobegriff
C.1 Zum umgangssprachlichen Risikobegriff
Bemerkung C.1 (Zum Risikobegriff im Deutschen)
1. Der Duden 1 –
”




riskieren“: wagen, aufs Spiel setzen;
”
Risikolehre“: Lehre von den Ursachen und der
Eindämmung der möglichen Folgen eines Risikos.
2. Während der Risikobegriff überwiegend negativ besetzt ist, ist der Begriff Chance posi-
tiv besetzt. Meistens werden Risiko und Chance als komplementäres Begriffspaar für
ungünstige bzw. günstige Entwicklungen aufgefasst.
Bemerkung C.2 (Zur Herkunft des Begriffs Risiko)
1. Im Duden wird
’




riskieren‘ wird auf das Französische zurückgeführt. In der Wikipedia findet sich unter
dem Eintrag
’
Risiko‘ die Rückführung auf das arabische Wort rizq.
2. Eintrag in einem ethymologischen Wörterbuch, [Paul 2002, S. 804]:
Risiko:
”
zunächst kaufmannsspr. <ein möglicher negativer Ausgang einer Unternehmung,
Verlustgefahr, Wagnis bei einem Handel>, im 20.Jh. auch allgemeiner: jede Chance ist ein
Risiko, muß man das einem Geschäftsmann erklären“ .
3. Eintrag in einem weiteren ethymologischen Wörterbuch, [Kluge 1995, S. 688]:
”
Risiko n. (< 16. Jh.). Entlehnt aus it. rischio m., dessen weitere Herkunft nicht sicher
geklärt ist. Span. risco bedeutet
’
Klippe‘, weshalb man an
’
Klippe‘ als Gefahr für Schiffe
gedacht hat. Wahrscheinlicher ist aber eine Ableitung vor-rom. *rixicare ... Aber auch eine
Entlehnung aus dem Arabischen ist zu erwägen. Adjektiv: riskant, Verb: riskieren.“
Bemerkung C.3 (Der Risikobegriff im Englischen)
•
”
The Concise Oxford English Dictionary defines risk as
’
hazard, a chance of bad conse-
quenses, loss or exposure to mischance‘.“ [McNeil/Frey/Embrechts 2005, S. 1]
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• Beispiele für die Verwendung und Übersetzung:
risk Risiko; at all risks ohne Rücksicht auf Verluste; at one’s own risk auf eigene Gefahr;
at the risk of one’s life unter Lebensgefahr; at the risks of (ger) auf die Gefahr hin zu
(inf); to be at risk a) in Gefahr sein, b) auf dem Spiel; to put at risk gefährden; to take
a risk, to run a risk ein Risiko eingehen oder auf sich nehmen; to be on risk das Risiko
tragen, haften; risk capital Risikokapital; riskless gefahrlos, risikolos; risky (adj.), riskily
(adv.) riskant, gewagt, gefährlich.
Bemerkung C.4 (Zum Risikobegriff im Französischen) risque Risiko, Gefahr, Wagnis;
risqué heikel, risikoreich, riskant; prendre un risque, prendre des risques, prendre ses risques ein
Risiko, Risiken eingehen, auf sich nehmen; courir un risque ein Risiko eingehen; risquer riskie-
ren, aufs Spiel setzen, einsetzen, wagen; présenter un risque ein Risiko bergen; ce cheval risque
a gagner dieses Pferd könnte gewinnen, gewinnt vielleicht; risquer la mort sich in Lebensgefahr
begeben; il risque de pleuvoir es droht Regen; risqué gewagt, riskant, risikoreich; risque-tout
Draufgänger; être risque-tout draufgängerisch
C.2 Zum wissenschaftlichen Risikobegriff
Bemerkung C.5 (Zum Risikobegriff in den Wirtschaftswissenschaften)
1. In den Wirtschaftswissenschaften findet sich einerseits der übliche Risikobegriff, der die
Möglichkeit eines ungünstigen Ergebnisses einer Entscheidung oder einer ungünstigen
zukünftigen Entwicklung bezeichnet. Dabei wird Risiko als Gegensatz zur Chance
aufgefasst, welche die Möglichkeit eines günstigen Ergebnisses einer Entscheidung oder
einer günstigen zukünftigen Entwicklung bezeichnet.
2. Andererseits bezeichnet Risiko auch die Möglichkeit oder Wahrscheinlichkeit der
Abweichung einer Zielgröße von einem Referenz- oder Zielwert in beide Rich-
tungen.
3. In der Entscheidungstheorie unterscheidet man Entscheidungssituationen bei Ungewis-
sheit und Entscheidungssituationen bei Risiko. Im zweiten Fall sind alternative Umwelt-
zustände zusätzlich mit Wahrscheinlichkeiten belegt.
4. In der Portfoliotheorie werden unsichere Ergebnisse (Renditen) durch Zufallsvariablen
beschrieben. Als Maß für das Risiko eines unsicheren Ergebnisses wird häufig die Stan-
dardabweichung oder Varianz der Zufallsvariablen verwendet, die Abweichungen vom er-
warteten Ergebnis in beide Richtungen berücksichtigt.
Bemerkung C.6 (Qualitative Risikotheorie)
1. Eine im wesentlichen mit qualitativen Kategorien arbeitende Risikotheorie findet man
insbesondere in der soziologischen Theorie des Risikos1, die auch als >Risikosoziologie< be-
zeichnet wird2.
1 [Beck 1986,Luhmann 1991,Japp 2000]
2 [Japp 2000, S. 5]
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2. Der im Bereich ökonomischer Anwendungen übliche Risikobegriff gearbeitet, versteht un-
ter Risiko im wesentlichen die Möglichkeit oder die Wahrscheinlichkeit eines Schadens
oder monetären Verlustes.3
3. Die von Luhmann [Luhmann 1991, S. 30] vorgenommene Unterscheidung zwischen >Ri-
siko< und >Gefahr< spielt eine untergeordnete Rolle, wenn von Situationen ausgeht, in
denen Risiko kalkulierbar ist und Risiken bewußt eingegangen werden.
Luhmann spricht von Risiko, wenn ein etwaiger Schaden als Folge einer Entscheidung
gesehen wird.
”
Oder der etwaige Schaden wird als extern veranlaßt gesehen, also auf die
Umwelt zugerechnet. Dann sprechen wir von Gefahr“ [Luhmann 1991, S. 31].
”
Im Prin-
zip könnte man jeden Schaden durch Entscheidung vermeiden und ihn damit als Risiko
zurechnen – zum Beispiel aus einem erdbebengefährdeten Gebiet wegziehen, nicht Auto
fahren, nicht heiraten usw.“ [Luhmann 1991, S. 36]. Zunächst scheint dieser Risikobegriff
dem der ökonomischen Entscheidungstheorie ähnlich. Dann aber:
”
Im Falle von Risiko
werden etwaige Schäden, die in der Zukunft eintreten können, auf die Entscheidung zu-
gerechnet. Sie werden als Folgen der Entscheidung gesehen, und zwar als Folgen, die sich
nicht [!] im Hinblick auf die Vorteile als Kosten rechtfertigen lassen.“, [Luhmann 1991, S.
111]. In der ökonomischen Entscheidungstheorie überwiegt dagegen ein Risikobegriff, bei
dem Risiko bewußt und gezielt eingegangen wird, wobei die negativen Folgen im Hinblick
auf Vorteile als Kosten gerechtfertigt werden. Luhmann scheint eher von einem Restri-
siko auszugehen, dass bei einer Entscheidung bewußt in Kauf genommen wird, aber im
wesentlichen nicht kalkulierbar ist.
Bemerkung C.7 (Zum Risikobegriff in der Statistik)
1. Bei der entscheidungstheoretischen Interpretation statistischer Verfahren werden die Ent-
scheidungen des Statistikers (z. B. die Bestimmung eines Schätzwertes, die Ablehnung
oder Nichtablehnung einer Hypothese, die Bestimmung eines Prognosewertes) als spezi-
elle Entscheidungsprobleme modelliert.
2. Je größer z. B. die Abweichung des Schätzwertes für einen Parameter vom wahren Para-
meter ist, um so größer ist der Verlust, der durch eine Schadensfunktion (Verlustfunktion)
gemessen wird. Der erwartete Verlust wird als Risiko bezeichnet.
Beispiel C.8 (Risikofunktion in der Schätztheorie)
1. θ̂ = θ̂(X1, . . . , Xn) sei eine reellwertige Schätzfunktion für den Parameter θ ∈ Θ ⊂ R.
Dann ist
s : R×R→ [0,∞[ , s(x1, x2) = (x1 − x2)2
die quadratische Schadensfunktion (quadratische Verlustfunktion) und
rθ̂ : Θ→ [0,∞[ , rθ̂(θ) = E[s(θ, θ̂)] = E[(θ − θ̂)
2]
ist die Risikofunktion der Schätzfunktion θ̂.
3Zur Kritik an einer solchen verkürzten Risikodefinition siehe [Japp 2000, S. 50].
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aus n unkorrelierten Zufallsvariablen mit demselben Erwartungswert µ = E[Xi] und der-
selben endlichen Varianz σ2 = V[Xi] gebildet wird und als Schätzfunktion (Schätzer) für
den unbekannten Parameter µ ∈ R verwendet wird, so ist
rX̄n : R→ [0,∞[ , rX̄n(µ) = E[(X̄n − µ)




die Risikofunktion der Schätzfunktion X̄n.
Bemerkung C.9 (Zum Risikobegriff in der Versicherungsmathematik)
1. Hier spricht man – aus der Sicht des Versicherers – von den versicherten Risiken, wobei
ein Risiko eine mögliche Schadensquelle ist.
2.
”
A risk is thus described by a functional pair (Pt, St), where Pt = premium earned in the
time interval (0, t], St = sum of claim amounts incurred in (0, t]. Both of these can be
random functions (stochastic processes) or functions not dependent upon chance.“4
Bemerkung C.10 (Risikofaktoren)
1. Die Quelle oder Ursache für die Entstehung eines Risikos wird häufig als Risikofaktor
(risk factor) bezeichnet.
2. Bei der Messung von Gesundheits- und Umweltrisiken wird die Ursache für die Ent-
stehung des Risikos und die Quelle des Risikos auch als hazard bezeichnet.
”
Identify
potential sources of harm or loss. These sources are called hazards“, [Cox 2002, S. 7].
”
A
health risk describes the potential for a hazard – the source of the risk – to adversely
affect the health of those exposed to it“ [Cox 2002, S. 1]. Eine analoge Übertragung ins
Deutsche ist schlecht möglich.




Übungsaufgabe 1.12 5/4, 7/3,
√
7/3, 9/8, 1/8
Übungsaufgabe 1.13 E[V ] = 2, FV (v) = v/4 für 0 ≤ v ≤ 1, v0.99 = 4 · 0.99 = 3.96,
E[V |V > v0.99] = 3.98
Übungsaufgabe 1.14 v0.99 = 5.29, E[V |V > v0.99] = 5.78
Übungsaufgabe 1.15
1. Die Log-Rendite ln(YT/y0) hat wegen (1.12) und (B.9) die Verteilungsfunktion







, x ∈ R.
2. ln(YT ) hat wegen (1.13) die Verteilungsfunktion
Fln(YT )(x) = Φ
(





, x ∈ R.
3. Aus P (YT > 0) = 1 folgt P (YT ≤ x) = 0 für x ≤ 0. Für x > 0 gilt FYT (x) = P (YT ≤ x) =
P (ln(YT ) ≤ ln(x)) = Fln(YT )(ln(x)). Die Verteilungsfunktion von YT ist daher
FYT (x) = P (YT ≤ x) =

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4. Für x ≤ −y0 gilt
FG(x) = P (G ≤ x) = P (YT − y0 ≤ x) = P (YT ≤ x+ y0) = 0
und für x > −y0 gilt
FG(x) = P (YT − y0 ≤ x) = P (YT ≤ x+ y0) = Φ
(






Also hat G die Verteilungsfunktion
FG(x) = P (G ≤ x) =












5. Für x < y0 gilt
FV (x) = P (−G ≤ x) = P (G ≥ −x) = 1− P (G < −x)
= 1− FG(−x) = 1− Φ
(





und für x ≥ y0 gilt FV (x) = 1. Also hat V die Verteilungsfunktion











1 x ≥ y0
.
Übungsaufgabe 1.17
1. Aus ln(XT/x0) ∼ N(µT, σ2T ), vgl. (1.12), folgt ln(XT ) ∼ N(ln(x0) + µT, σ2T ). Daher
gilt XT ∼ LN(µT , σ2T ) mit den Parametern
µT
def





Mit den angegebenen Zahlenwerten gilt µ1 = ln(100000) + 0.0005 = 11.51 + 0.0005,
µ100 = 11.51 + 0.05 und µ10000 = 11.51 + 5 und σ
2
1 = 0.0001, σ
2
100 = 0.01 und σ
2
10000 = 1.
2. Die Wahrscheinlichkeitsverteilung von V = x0−XT liegt über die Verteilung von XT fest.
Es gilt
P (V ≤ x) = P (x0 −XT ≤ x) = P (XT ≥ x0 − x) = 1− P (XT < x0 − x), x ∈ R.
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3. XT ist log-normalverteilt mit den Parametern µT und σ
2
T . Daher gilt









E[V ] = E[x0 −XT ] = x0 − E[XT ] = x0 − x0eµT+
σ2T
2 = x0(1− eµT+
σ2T
2 ) .
Mit den angegebenen Zahlenwerten ergibt sich
E[V ] = 100000(1− e0.0005+
0.0001
2 ) = −55.02 für T = 1 ,
E[V ] = 100000(1− e0.05+
0.01
2 ) = −5654.06 für T = 100
und
E[V ] = 100000(1− e5+
1
2 ) = −24369193.23 für T = 10000 .
Übungsaufgabe 1.18
1. 0.999510 = 0.9950, 0.999540 = 0.9802 .
2. V sei die Verlustvariable für T = 10000 aus der Übung 1.17.
(a) Für die modifizierte Verlustvariable Ṽ gilt




0.9802FV (x) x < x0
für















(−24369193.23) = −23884703.20 .
Übungsaufgabe 1.19
1. 0.999510 · 0.999930 = 0.9920
2. V sei die Verlustvariable für T = 10000 aus der Übung 1.17.
(a) Für die modifizierte Verlustvariable Ṽ gilt




0.992FV (x) x < x0
für















(−24369193.23) = −24173439.68 .
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Übungsaufgabe 1.20
1. Für alle x ∈ R gilt
FV (x) = P (V ≤ x)
= P (−G ≤ x) = P (G ≥ −x) = 1− P (G < −x) = 1− lim
y↑−x









FV (x) = 1− FG(−x) .






, x ∈ R .
Aus V = −G folgt
V ∼ N(−µG, σ2G),
und daher





, x ∈ R .




> FY (0) =
3
8
, FX(1) = FY (1) = 1,
gilt FX(t) ≥ FY (t) für alle t ∈ R und damit X ≤st Y . Wegen
P (X > Y ) = P (X = 1, Y = 0) =
1
8
gilt P (X ≤ Y ) = 7/8 < 1. Somit gilt nicht X ≤f.s. Y .
Übungsaufgabe 8.15 Gesucht ist v99% mit P (V ≤ v99%) = 0.99. Die Verteilungsfunktion
von XT ist





, x > 0.
Mit dem Ansatz (vgl. Nr. 2)
0.99 = P (V ≤ v99%) = 1− P (XT < x0 − v99%) = 1− Φ
(














































Mit den angegebenen Zahlenwerten ergibt sich
v99% = 100000(1− e0.0005−2.33·0.01) = 2254.20
für T = 1,
v99% = 100000(1− e0.05−2.33·0.1) = 16723.18
für T = 100 und
v99% = 100000(1− e5−2.33) = −1343996.92
für T = 10000.
Übungsaufgabe 8.16 P (Ṽ ≤ x0) ≥ 99% und P (Ṽ ≥ x0) ≥ 1%, d. h. VaR99%[Ṽ ] = x0 =
100000.
Übungsaufgabe 8.17 Das 99%-Quantil von Ṽ , c
def
= Q99%[Ṽ ], muss
0.99 = FṼ (c) = 0.992FV (c)
erfüllen. Also erhält man c als (0.99/0.992)-Quantil von V . In Übung 8.15 wurde hergeleitet







Die Herleitung ist für beliebige 0 < p < 1 gültig, d. h.












und mit Φ−1(0.998) = 2.878, µT = 5 und σ
√
T = 1 erhält man
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Übungsaufgabe 12.16
1. Verwenden Sie dass Med[X] für X ∼ N(µ, σ2) gilt.
2. Es genügt (X, Y ) mit bernoulliverteilten Zufallsvariaben X und Y zu untersuchen.
Übungsaufgabe 13.13
1. Verwenden Sie bei der Integration die Eigenschaft ϕ′(x) = −xϕ(x) der Dichtefunktion ϕ.
2. Verwenden Sie die Eigenschaft






Übungsaufgabe 13.16 Gesucht ist
E[V | V ≥ v99%] = E[x0 −XT | x0 −XT ≥ v99%]
= x0 − E[XT | x0 −XT ≥ v99%]
= x0 − E[XT | −XT ≥ v99% − x0]
= x0 − E[XT | XT ≤ x0 − v99%]
= x0 − E[XT | XT ≤ Q1%[XT ]]
= x0 − E[XT ]
Φ (Φ−1(0.01)− σT )
0.01
= x0 − E[XT ]
1− Φ (Φ−1(0.99) + σT )
0.01
.
Zum vorletzten Gleichheitszeichen siehe (B.22). Mit
E[XT ] = x0 − E[V ],
Φ(2.34) = 0.9904, Φ(2.43) = 0.9925, Φ(3.33) = 0.9996
und den angegebenen Zahlenwerten ergibt sich
E[V | V ≥ v99%] = 100000− (100000 + 55.02)
1− Φ (2.33 + 0.01)
0.01
= 3947.18 für T = 1,
E[V | V ≥ v99%] = 100000− (100000 + 5654.06)
1− Φ (2.33 + 0.1)
0.01
= 20759.46 für T = 10
und
E[V | V ≥ v99%] = 100000− (100000 + 24369193.23)
1− Φ (2.33 + 1)
0.01
= −878767.73
für T = 10000.
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Übungsaufgabe 13.17 E[Ṽ | Ṽ ≥ VaR99%[Ṽ ]] = x0 = 100000.
Übungsaufgabe 13.19 Die Verteilungsfunktion von Ṽ ist stetig für x < x0 und hat eine
Sprungstelle an der Stelle x0 in der Höhe dFṼ (x0) = P (Ṽ = x0) = 0.8%.
























= (0.992 · 0.002 · E[V | V ≥ Q99.8%] + 800) · 100 .
Analog zur Übungsaufgabe 13.16 gilt
E[V | V ≥ Q99.8%] = x0 − (x0 − E[V ])
1− Φ (Φ−1(0.998) + σT )
0.002




E[Ṽ | Ṽ ≥ c] = (0.992 · 0.002 · (−544266.01) + 800) · 100 = −27982.38 .
Übungsaufgabe 17.22 Für 0 < x < 1 gilt
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