Some new rank methods to select the best prototypes from a training set are proposed in this paper in order to establish its size according to an external parameter, while maintaining the classification accuracy. The traditional methods that filter the training set in a classification task like editing or condensing have some rules that apply to the set in order to remove outliers or keep some prototypes that help in the classification. In our approach, new voting methods are proposed to compute the prototype probability and help to classify correctly a new sample. This probability is the key to sorting the training set out, so a relevance factor from 0 to 1 is used to select the best candidates for each class whose accumulated probabilities are less than that parameter. This approach makes it possible to select the number of prototypes necessary to maintain or even increase the classification accuracy. The results obtained in different high dimensional databases show that these methods maintain the final error rate while reducing the size of the training set.
Introduction
In classification problems, a statistical knowledge of the conditional density functions of each class is rarely available, so application of the optimal Bayes classification methods is not possible. The nearest neighbor (NN) rule and its extension (k-nearest neighbors) have been the most widely used non-parametric classifiers in practice.
The advantage of the NN rule lies in the fact that it combines its conceptual simplicity with an asymptotic error rate that is conveniently bounded in terms of the optimal Bayes error (Cover and Hart, 1967) . However, the NN rule also presents some problems when the number of prototypes is large, since it needs to store all the examples in a memory and is sensitive to noisy instances. Many researchers have studied how to reduce the training set and obtain the same classification ability as when the whole training set is used (Wilson and Martinez, 2000; Wilson, 1972; Hart, 1968) .
There are two different ways to deal with the instance reduction problem (Li et al., 2005) :
• New prototype generation that creates a new prototype set (Chang, 1974) .
• Prototype selection, consisting in selecting a particular subset of prototypes from the original training set:
-The condensing or reducing algorithms give the minimal subset of prototypes that lead to the same performance as when the whole training set is used.
-The editing algorithm eliminates atypical prototypes from the original set and removes overlapping among classes.
For condensing algorithms, the key problem is to decide which examples should be retained. The difference between the different condensing algorithms is how the typicality of training examples is evaluated. Condensing algorithms give more emphasis to minimizing the size of the training set and its consistence, but noisy examples may often be selected for the prototype set and harm the classification accuracy. For editing algorithms, identifying these 'bad' training examples that harm the accuracy is the most important challenge.
In this paper, some new rank methods are proposed in order to reduce the size of the training set. This rank is based on estimating the probability that an instance participates in a correct classification using the nearest neighbor rule. So, using this methodology the user could control the size of the resulting training set.
In the second section, some classical methodologies to reduce the training set are explained. In the third section, our new methodologies are introduced with their detailed algorithms. In the fourth section, the results obtained when applying different algorithms to reduce the size of the training set and their associated error rates on some widely used collection data are shown. Finally, some conclusions and future lines of work are presented.
Classical Methodologies

Condensed Nearest Neighbor Rule
The Condensed Nearest Neighbor Rule (CNN) (Hart, 1968 ) was one of the first techniques to reduce the size of the training set. This algorithm gives a subset S of the training set T such that every member of T is closer to a member of S of the same class than to a member of a different class.
The algorithm selects a sample randomly from T . If this sample is incorrectly classified using S then it is added to S . The process is repeated until all samples belonging to T are selected and correctly classified using S .
This algorithm is especially sensitive to noise, because noisy instances are retained and the generalization accuracy is damaged because they are usually exceptions and thus do not represent the underlying function well.
There are some other extensions of the CNN technique such as Selective Nearest Neighbor Rule (SNN) (Ritter et al., 1975) , which changes slightly the basic CNN rules; Reduced Nearest Neighbor Rule (Gates, 1972) , which finds the reduction subset by decreasing the training set, while CNN uses an incremental approach. All these methods are more complex than CNN; hence, they are beyond our goals and will not be studied. However, Multiedit Condensing can be considered to be a technique derived from CNN due to its good performance.
Multiedit Condensing
Multiedit Condensing (MCNN) (Dasarathy et al., 2000) solves the problem CNN has with noisy examples. The goal of MCNN is to remove the outliers using an editing algorithm (Wilson, 1972) and then apply CNN. The editing algorithm starts with a subset S equal to T , and then each instance in S is removed if it does not agree with the majority of its k-NN. This edits out noisy instances as well as close border cases. The multiedit algorithm applies the algorithm repeatedly until all remaining instances have a majority of their neighbors in the same class.
Our Methodology
In order to illustrate the main idea of our proposed methodology, a binary classification problem is considered and a distribution of training samples, T . In the figures shown in this section, the points of class 1 are indicated by circles and the points of class 2 by rectangles. The main idea is that the prototypes in the training set vote for the rest of the prototypes that help them to classify correctly and the method estimates a probability for each prototype that shows its importance in a classification task. The next step is to sort the training set according to that probability and select the best candidates before the accumulated probability exceeds the external parameter (from 0 to 1). This parameter allows the performance of this method to be controlled. Low values will reduce the size of the training set, and the performance will be similar to that of condensing algorithms. On the other hand, high values of this parameter will reduce the noise or outlier prototypes as editing algorithms do.
In order to compute the votes for the training set, different approaches are presented and detailed in the following subsections.
One vote per prototype farther
In the one vote per prototype farther (1-FN), only one vote per prototype in the training set is considered. So the algorithm is focused on finding the best candidate to vote for. A graphical representation of this situation is shown in figure 1(a). The process is repeated for each element of the training set. Then, a is a selected prototype (in this case it belongs to class 1) and the nearest enemy (NE), labeled as b, is found among the rest of the classes (in this case, class 2). The farthest prototype whose class is the same as that of a and whose distance is less than that to the nearest enemy, in this case c, is found. So, if the prototype c belongs to the training set, the prototype a is classified correctly using the NN rule, given the fact that d(a, c) < d(a, b). In other words, there is a nearest neighbor of a whose distance is less than the distance to the nearest enemy. In consequence, the vote from a is given to c. When the method is applied to all the training set prototypes, a score of votes for each prototype is obtained. An estimated probability is obtained normalizing this score using the vote summatory for a given class. This probability is an estimate of how many times a sample could be used as the NN to classify another sample correctly.
The algorithm to compute this method is detailed below:
for a ∈ T do {Initializing votes} 
In this algorithm T is the training set, a. NearestEnemy(T ) is a method by which the prototype computes the nearest enemy using the T set, a. FarthestNeighbour(T ,b) is a method by which the prototype computes the farthest neighbor from a with the same class and whose distance is less than that to b, a. and a.sumClassVotes(T ) is a method by which the prototype sums all the votes from the prototypes that belong to the class of a. The votes are initialized to 1 (uniform distribution) in order to obtain probabilities greater than zero.
k votes per prototype
In this approach, k votes per prototype (k-NN) in the training set are allowed. This method is focused on finding the best candidates to vote for. In figure 1(b) a graphical representation of this situation is shown. The process described next is repeated for each element of the training set. First, a is a selected prototype (in this case it belongs to class 1) and the nearest enemy, labeled as b, is found among the rest of the classes (in this case, class 2). The nearest neighbor prototypes whose class is the same as a and whose distance is less than that to the nearest enemy, in this case c i , are found. So, if the prototypes c i belong to the training set, the prototype a is classified correctly using the NN rule. Given that d(a, c i ) < d(a, b), in other words, there is a NN to a whose distance is less than that to the nearest enemy. In consequence, the vote from a is given to every c i . When the method is applied to all training set prototypes, a score for each prototype is obtained with the votes. As in the previous subsection, the individual probability is computed by dividing the individual votes between the class accumulated votes.
if |C| = 0 then {if C is empty the prototype a is needed} a.vote++ else for c ∈ C do c.vote++ end for end if end for for a ∈ T do {Compute the probability} a.probability ← a.vote / a.sumClassVotes(T ) end for end function
Where a. NearestNeighbours(T ,b) is a method by which the prototype computes the nearest neighbors to a with the same class and whose distance is less than that to b. It returns a set of these prototypes. The votes are initialized to 1 (uniform distribution) as in the previous method.
One vote per prototype near the enemy
In this case (1-NE), one vote per prototype is considered and the process is repeated for all training set examples. A graphical example of this approximation is shown in figure 1(c) . In the example, a is a selected prototype and the nearest enemy is labeled as b. The nearest prototype to the nearest enemy whose class is the same as that for a and whose distance is less than d(a, b), in this case c, is selected to receive the vote from a. So, if c belongs to the new training set, the example a is classified correctly because d(a, c) < d(a, b). In other words, the NN from a is near the NE.
The algorithm to compute this method is detailed below: Where b. NearestNeighbour(T ,a) is a method by which the prototype computes the NN to b with the same class as a and whose distance to a is less than to d(a, b).
In the following section, a number of variations on the previous algorithms are presented with a brief description of the difference.
Variations of the previous algorithms
One vote per prototype farther discarding outliers (1-FN-D3) is similar to the previous one vote per prototype farther (1-FN) . The difference is that the algorithm is applied several times to compute the individual votes of the prototypes and it avoids computing the NE for the examples whose votes in the previous iteration are less than 3. Thus, the outliers are initialized to 1 and they only receive their own vote. At the end of the iteration, they will obtain 2 votes. These prototypes are discarded in the next iteration. The final rank is computed with the votes of the final iteration.
The One vote per second prototype farther (2-FN) is similar to the previous one vote per prototype farther. In order to discard the outliers (isolated examples that are surrounded by different class examples) the method to compute the b:=a.NearestEnemy(T ) is replaced by b:=a.SecondNearestEnemy(T ). This way, the isolated examples are not considered.
Next, a combination of classical methods and our method is proposed. The idea is to combine CNN and MCNN with some of the algorithms presented above.
The CNN rule selects the prototypes in an unsorted way, so the resulting training sets may be different for each run. If the best prototypes of each class are selected to start the CNN algorithm and the order of the selection is fixed (more important prototypes are examined first), this may help CNN to find a good candidate for the condensed training set. So, if the 1-FN method is selected to sort the training set, the new algorithm is called 1-FN-CNN and if the k-NN method is selected, the new algorithm is called as k-NN-CNN.
In the same way as in the previous paragraph, the multiedit condensing algorithm (MCNN) selects the prototypes in an unsorted way, so the resulting training set may also be different each time. In the first step, the 1-FN algorithm is applied and in the second step a MCNN is used to obtain the reduced training set. This new algorithm is called 1-FN-MCNN. If the k-NN is used in the first step, the new algorithm is called k-NN-MCNN.
Results
The experiments were performed using two well known isolated handwritten character databases and the UCI Machine Learning Repository (Asuncion and Newman, 2007) . The first is a database of uppercase characters (the NIST Special Database 3 of the National Institute of Standards and Technology) and the second contains digits (the US Post Service digit recognition corpus, USPS). In both cases, the classification task was performed using contour descriptions with Freeman codes (Freeman, 1961) and the string edit distance Wagner and Fischer (1974) as the similarity measure. In the case of the UCI database, some of the main collection sets are used. The prototypes are vectors of numbers and some of their components may have missing values. In order to cope with this problem, a normalised heterogeneous distance such as HVDM (Wilson and Martinez, 1997) is used. The new algorithms proposed were tested using low, medium, and high parameter values (0.10, 0.25, 0.50, 0.75, 0.90) in order to control their performance with different training sets.
Experiments with the NIST database
The subset of the 26 uppercase handwritten characters was used. The experiments were constructed by taking 500 writers and selecting the samples randomly. 4 sets were extracted with 1300 examples each (26 classes and 50 examples per class) and the 4-fold cross-validation technique was used. So, 4 experiments were evaluated with 1300 prototypes as the size of the test set and 3900 (the rest) prototypes for the training set. As shown in table 1 and graphically in Fig. 3 , the best classification results were obtained for the original set, 1-FN, 2-FN, and 1-NE with 0.90 and 0.75 as the external parameter. Also, Fig. 2 shows the results grouped by method and parameter. The 1-FN method obtains the best classification rates for all parameters in our proposed methods, especially for the parameter value 0.1 that reduces dramatically the training set size to 3.69% with respect to the original set and achieves 79.15% accuracy. With regard to CNN and MCNN methods, better classification accuracies were obtained by our methods for similar training sizes. The 1-FN(0.90) and 2-FN(0.90) methods give a training set size of 80.67% and 65.37% , respectively. This performance is similar to that of the standard editing method. If about 25% of the training set is kept, 1-NE(0.50) and 2-FN(0.50) have the best average classification rates but they do not achieve any significant improvement with respect to the CNN and the MCNN methods.
Note that any reduction in the original training set size decreases the average accuracy. This may be due to the high intrinsic dimensionality of the feature vectors which causes all examples to be near the other class examples. This is supported by studies like Ferri et al. (1999) where the authors examined the sensitivity of the relation between edit methods based on the nearest neighbor rules and the accuracy. Nevertheless, Fig. 3 shows that the 1-NE(0.75) method has a classification rate similar to the original rate with only 41.1% of the training set prototypes, and significantly better than that of CNN and MCNN. 3.6 ± 0.1 1-FN-D3(0.10) 71.9 ± 0.1 160 ± 10 4.1 ± 0.3 1-NE(0.10) 69.3 ± 1.6 75 ± 3 1.9 ± 0.1 K-NN-(0.25) 68 ± 2 194 ± 1 4.9 ± 0.1 K-NN-(0.10) 59 ± 3 75 ± 1 1.9 ± 0.1 
UCI Machine Learning Repository
Some of the main data collections used in this study have already been used in other articles like Wilson and Martinez (2000) . The 10-fold-cross-validation method was used. The size of the training and test set is different according to the total size of the collection.
The table 3 shows that in most cases our methods with 0.1 as external parameter obtained similar classification rates as those obtained using the whole set, but with a dramatic decrease in the size of the training set, as in the bcw case, with an average of 0.5% of the original size. These reductions are significantly better than those obtained with the CNN and MCNN methods. In the worst cases, such as glass and io, the results are comparable to those of MCNN.
Conclusions and future work
In this paper, new algorithms to reduce the size of the training set for use in a classification task have been presented. These algorithms give a different estimate of the probability that a new example may be classified correctly by a training set example. The results obtained for accuracy are in most cases better than those obtained using the classical algorithms compared. Note the good performance shown by 1-FN, 2-FN and 1-NE algorithms with respect to the classification accuracy and the reduction in the number of prototypes in the training set. Moreover, these algorithms have a low time complexity, only O |T | 2 which is run offline, before the classification operation.
As future work, the new algorithms proposed could be compared with evolved instance-based learning algorithms such as DROP (Wilson and Martinez, 2000) , although their method has higher complexity than the one presented here. In addition, how to estimate the control parameter of these algorithms to obtain optimal results in classification tasks remains to be studied. Finally, boosting techniques adapted to the proposed algorithms could explore to observe the behavior. bcw
