ABSTRACT Studies on the traditional support vector machine (SVM) implicitly assume that the costs of different types of mistakes are the same and minimize the error rate. On the one hand, it is not enough for many practical applications to rely solely on the error rate, which reflects only the average classification ability of a classifier. It is also of great significance to consider the performance of classifiers from the perspective of each sample. On the other hand, many real-world problems, such as credit card fraud detection, intrusion detection, oil-spill detection and cancer diagnosis, usually involve substantially unequal misclassification costs. To solve this problem, many works on the cost-sensitive SVM (CS-SVM) have emerged. The misclassification costs for this model are generally provided by domain experts. Inspired by the concept of the CS-SVM, we propose a new SVM with sample-based misclassification cost invariance with the aim of constructing a relatively reliable classifier. The relatively reliable classifier is defined as the one with low probabilities of finding a classifier that correctly classifies each misclassified sample. Note that the cost is determined by the inherent characteristics of each sample rather than being subjectively assigned, so we denote the proposed classifier as the objective-cost-sensitive SVM (OCS-SVM). The experimental results demonstrate the superiority of the proposed method compared with nine other commonly used classifiers.
I. INTRODUCTION
In the field of data classification, the objective of conventional machine learning techniques is to minimize a loss function on a training set to obtain lower misclassification rates [1] . Among these techniques, the support vector machines (SVMs), which was developed from Vapnik's influential work on statistical learning theory [2] , is an emerging powerful algorithm for classification [3] . Different from other algorithms such as neural networks and decision trees, which are based on the principle of empirical risk minimization (ERM), an SVM builds a maximum margin hyperplane with the solid theoretical foundation of the structural risk
The associate editor coordinating the review of this manuscript and approving it for publication was Alba Amato. minimization induction principle [3] , [4] . It minimizes both the empirical risk (error rate on the training set) and model complexity (an L2-norm regulation term), with a regularization constant, C, which is utilized to fulfill a trade-off between these two objectives [5] , so that a good generalization performance can be provided [6] . Since the ''0/1 loss function'' is nonconvex and discontinuous, researchers replaced it with other surrogate loss functions with better mathematical properties, such as the hinge loss function, exponential loss function and logistic loss function. Until now, the SVM has been widely used in a variety of practical classification tasks, such as disease diagnosis [7] , bioinformatics [8] , intrusion detection [9] , and so forth. Most of these studies implicitly assume that the costs of different types of mistakes are the same and minimize the error rate.
On the one hand, the error rate is a statistically significant metric that indicates the average classification ability of a classifier. If the error rates of two classifiers are the same, their performance is generally considered the same. However, for practical applications such as tsunami forecasts, it is not enough to rely solely on the error rate, which reflects only the average prediction level of tsunami predictions that have occurred. In fact, what people are mostly concerned about is whether the current tsunami can be predicted correctly. If it is easy to find a classifier that can correctly predict a tsunami, it is obviously unacceptable to choose a classifier that has a low error rate but makes an incorrect prediction on the tsunami. Therefore, it is of great significance to discuss the performance of classifiers from the perspective of samples.
On the other hand, many real-world problems, such as credit card fraud detection, intrusion detection, oil-spill detection and cancer diagnosis, usually involve substantially unequal misclassification costs [10] , [11] . In addition, costsensitive classification problems are generally characterized by different costs for different classification errors [12] . In fact, there are many different types of costs involved in actual learning processes due to the specific problems, such as misclassification costs, test costs and computation costs [13] . In this paper, we pay attention to the most commonly used cost (the misclassification cost.) 1 Cost-sensitive learning exactly involves unequal misclassification costs to achieve the expected classification results [14] , [15] . In particular, the expected sum of the misclassification cost, rather than the expected error rate, is used to measure the performance of the classifier, so that we can obtain more reasonable predictions than traditional classification algorithms [16] , [17] . It should be noted that the misclassification costs are generally provided by domain experts, so we summarize them as subjective costs and the cost-sensitive SVM based on this cost is called the subjective-cost-sensitive SVM (SCS-SVM). The SCS-SVM takes the unequal misclassification costs into consideration, which makes it successfully resolve the problems of the traditional SVM mentioned above [18] , [19] .
Inspired by the concept of SCS-SVMs, we propose a new SVM with sample-based misclassification cost invariance with the aim of constructing a relatively reliable classifier. We define the relatively reliable classifier as the one with low probabilities of finding a classifier that correctly classifies the misclassified samples. For a sample in the training set, if the probability of finding a classifier that can correctly classify this sample (PFAC for short) is higher, a higher cost is given to avoid misclassification. By contrast, if the probability is lower, it should be given a smaller cost, since it may be a noise. Obviously, the cost of each sample is proportional to its PFAC, so we set the cost to the PFAC. As the cost is determined by an inherent characteristic of each sample rather than being subjectively assigned, we denote the proposed classifier as the objective-cost-sensitive SVM (OCS-SVM).
The main contributions of this paper can be summarized as follows:
(1) A new notion of sample-based misclassification cost (objective cost) is proposed, which is quite different from the traditional subjective cost assigned by the specific domain knowledge.
(2) A method is presented to quantify the objective cost using the probability of finding a classifier that can correctly classify the current sample. The objective cost is determined by the inherent characteristic of each sample.
(3) A novel classifier with reliability (OCS-SVM) is proposed, which is defined as the one with low probabilities of finding a classifier that correctly classifies the misclassified samples. The OCS-SVM can greatly reduce not only the number of high-cost errors, but also the total objective costs.
The remainder of the paper is organized as follows: The related work is provided in Section II. Section III proposes a novel and natural notion of objective cost. A new classifier with reliability, named the OCS-SVM, is proposed in Section IV. A series of experimental results are presented in Section V. Conclusions and further work are discussed in Section VI.
II. RELATED WORKS
Classification is one of the most important tasks in the field of machine learning, and many classification models have been presented. The naïve Bayes classifier is a commonly used Bayesian probabilistic model with strong independence assumptions [20] , [21] . The k-nearest neighbor algorithm is a similarity-based approach that returns the empirical fraction as the final estimate [22] , [23] . As a valuable tool for data classification, the decision tree approach selects the features which can best divide the instances into their respective classes, and then classifies the data based on the feature values [24] , [25] . The neural network has achieved excellent performance in machine perception applications with uninterpretable features [26] , [27] . In addition, the AdaBoost method is a highly effective and popular method for obtaining high precision classifiers by adopting a combination of base predictors [28] , [29] .
Recently, some improved SVM algorithms have also been proposed with excellent performance. Least squares version for SVM classifiers (LSSVM) was emerged due to equality type constraints in the formulation. Its solution followed from solving a set of linear equations instead of quadratic programming for classical SVM's [30] , which has been used to solve different problems such as intelligent diagnosis [31] , feature selection [32] , multi-view classification [33] . Shao et al. [34] proposed a new algorithm of twin bounded support vector machines (TBSVM) based on the twin support vector machine (TWSVM). They implemented the structural risk minimization principle by introducing the regularization term to improve the performance of the classification. Some scholars indeed improved the performance of the classification by making use of this method [35] , [36] . Li et al. [37] proposed a robust L1-norm nonparallel proximal support vector machine (L1-NPSVM) to improve the robust performance for binary classification. Note that some feature selection methods of SVM were also proposed recently to substantially decrease the number of features. Faris et al. [38] proposed a robust approach based on a recent nature-inspired metaheuristic called multi-verse optimizer (MVO) for selecting optimal features and optimizing the parameters of SVM simultaneously. And Ben1tez-Peña et al. [39] also proposed a mathematical-optimization-based feature selection procedure embedded in Support Vector Machines. Furthermore, many works on CS-SVM learning have emerged to solve problems involving substantially unequal misclassification costs. Xu et al. [40] proposed a cost-sensitive domain adaptation method (COSS-SSVM) for a structured SVM to avoid the problem of accuracy drop when the training data (source domain) and the testing data (target domain) are drawn from different distributions. They demonstrated the effectiveness of the COSS-SSVM on multicategory object recognition. Abidine et al. [41] proposed a robust strategy combining the synthetic minority oversampling technique (SMOTE) with cost-sensitive support vector machines (CS-SVMs) with an adaptive tuning of the cost parameter to handle the task of identifying activity classes. Iranmehr et al. [42] extended the probability elicitation view of loss function design to the cost-sensitive SVM classification problem, and the resulting classifier guaranteed Bayes consistency. Note that the CS-SVM algorithms mentioned above were also deemed as good solutions to class-imbalanced problems. In addition, Jiang et al. [43] just proposed a novel minority cloning technique (MCT) for class-imbalanced cost-sensitive learning. They also conducted many research studies on the cost-sensitive classifiers [44] - [46] .
III. OBJECTIVE COST OF EACH SAMPLE
In this section, we propose an objective cost determined according to the inherent characteristics of each sample. If the PFAC value is high, it is obviously unacceptable for this sample to be misclassified, so a corresponding large cost needs to be assigned in this case. While if the PFAC value is low, it is acceptable for this sample to be misclassified, so a corresponding small cost can be assigned in this case. We then directly regard the PFAC as the objective cost of the sample and introduce a unified calculation rule for the objective cost (PFAC) of each sample based on statistics. 
where I( ) is an indicator function defined as follows:
Here C i ∈ [0, 1]. If a sample can be correctly classified by most of the existing classifiers, the objective cost (PFAC) of this sample will be correspondingly large; conversely, if a sample is misclassified by most of the existing classifiers, the objective cost (PFAC) of this sample will be correspondingly small. Two facts should be noted: (i) the more types and numbers of classifiers there are, the more statistically significant the objective cost of the samples is; (ii) the objective cost in Eq. (1) is an inherent characteristic of the sample itself under the existing classification technique conditions, and it does not rely on a specific classifier. Generally, most of the samples in a dataset can be correctly classified since the accuracy of a classifier is more than 0.5 or even higher. In addition, for a dataset, both the generative and discriminative models can correctly classify many identical samples, which can not only reflect that the objective cost in Eq. (1) is an inherent characteristic derived from the data distribution but also illustrate the similarity between the overall mechanism of classifiers and the results of classifiers. Hence, there are more samples with a large objective cost and fewer samples with a small objective cost in a dataset. To verify this common characteristic intuitively, we illustrate the objective cost distribution of multiple realworld datasets in Fig. 1 . The detailed description of these datasets can be seen in Section V. To make sure that the objective cost of each sample is obtained with statistical significance, we applied a total of 100 different classifiers in 7 categories in the Weka environment to make this calculation. The 7 categories of classifiers include Bayes, functions, lazy, meta, miscellaneous, rules and trees [47] . It can be seen from Fig. 1 that the sample distribution of all the datasets basically increases monotonically with an increasing objective cost.
IV. CLASSIFIER WITH RELIABILITY
In this paper, we deem that a reliable classifier should be one which either correctly classifies the current sample, or even if the classifier misclassifies the sample, it should also be a small probability event to find a classifier that can correctly classify the sample. In this section, we aim to construct a relatively reliable classifier with low probabilities of finding a classifier that correctly classifies each misclassified sample. According to Definition1 we can see that the objective cost of each sample (C i ) simply represents the probability of finding a classifier that correctly classifies each sample. Assume that there is a classifier, C, and the total objective cost of the samples misclassified by C is denoted as TC = 1, 2, . . . , N ) . Obviously, the smaller the TC value is, the higher the reliability of the classifier, C, is. Additionally, it should be noted that it is unacceptable for a sample with large objective cost to be misclassified. Therefore, to obtain a reliable classifier, the number of highcost errors should be as small as possible while minimizing the TC value.
In this section, a classification algorithm named the OCS-SVM is proposed, which introduces the objective cost of each sample proposed above into the construction of the classification rules. The OCS-SVM algorithm aims to minimize the number of high-cost errors and the total objective costs. In this paper, only the binary classification case is considered. This is a special but very common classification problem for which the SVM algorithm was originally developed [16] . First, the formulation of the SVM is introduced, and then the OCS-SVM algorithm is proposed.
A. THE SVM ALGORITHM
SVMs have received considerable attention and have been successfully applied to many classification tasks due to their good generalization ability. These algorithms first map the samples that are not linearly separated into a higher (may be infinite) dimensional space and then find a separating hyperplane with the maximum margin method. In this higher dimensional space, the SVM maximizes the minimum distance from the hyperplane to the closest training samples [3] , [48] . Assume that the dataset D = {(x 1 , y 1 ), (x 2 , y 2 ), . . . , (x N , y N )} where x i ∈ R k and y i ∈ {−1, +1} can be classified by the separating hyperplane, w T x + b = 0, where w is the normal vector that determines the direction of the hyperplane, and b is the displacement term that determines the distance between the hyperplane and the origin. The basic formulation of the SVMs is
This constraint aims to keep all the samples on the correct side of the separating hyperplane with a margin of at least 1. While if the samples are not linearly separable (even after using the kernel technique), there is no viable solution in which y i f i ≥ 1 for all i (f i = w T x i + b). In this case, we need to introduce slack variables ξ i ≥ 0(i = 1, 2, . . . , N ) for each sample such that ξ i = 0 if the sample is on or inside the correct margin boundary, and ξ i = |y i − f i | otherwise [49] . For the sample whose ξ i ∈ (0, 1], it locates the sample inside the margin, and on the correct side of the separating hyperplane. Conversely, for the sample whose ξ i > 1, it locates the sample on the wrong side of the separating hyperplane. A visual example is shown in Fig. 2 . By introducing the slack variables, ξ i , the constraint in Eq. 
where each slack variable, ξ i , is used to represent the degree to which the sample does not satisfy the constraint y i (w T x i + b) ≥ 1, and the parameter C > 0 is a regularization constant, which determines the number of errors that can be tolerated in the training set. If the C value is large, the penalty for misclassification increases, while if the C value is small, the penalty for misclassification decreases. The constraint in Eq. (4) requires that all samples in the training set should be correctly classified by introducing slack variables, ξ i .
B. THE OCS-SVM ALGORITHM
According to the standard SVM principle described in subsection IV-A, it can be found that ξ i > 1 if the sample x i is misclassified. Thus, we have
where Errors denotes the number of errors. We can regard 
where C i represents the sample x i s objective cost. The constant C is a trade-off between the total cost of misclassified samples in the training set and the model complexity. The objective that we want to optimize becomes
By solving the objective function in Eq. (7), the large margin separating hyperplane model can be obtained with the form
where w and b are the parameters of the model. This is a quadratic program problem so that we can eliminate the primal variables w, b and ξ i , and just solve the N dual variables which correspond to the Lagrange multipliers VOLUME 7, 2019 for the constraints. More specifically, we add a Lagrange multiplier to each of the above constraints in Eq. (7) and then the Lagrangian function of the problem becomes
where
Substitute Eq. (9) into Eq. (8) to obtain the corresponding dual problem
Introducing the kernel function k(x i , x j ) into the dual problem in Eq. (10) yields
It is worth noting that the ''kernel selection'' is the most important aspect of SVMs. Improper kernel selection means that samples are mapped into an inappropriate feature spaces, which may lead to poor performance. Since there are inequality constraints in Eq. (11), the solution process needs to satisfy the KKT (Karush-Kuhn-Tucker) conditions, which requires that
One can show that the solutions have the form
Generally, there is α i = 0 or y i (w T x i + b) = 1 − ξ i for all the samples, x i . If α i = 0, the corresponding sample, x i , will have no effect on f (x). If α i > 0, there must be y i (w T x i + b) = 1 − ξ i and the corresponding samples (x i ) will be called support vectors: (1) if α i < C × C i , the corresponding samples are just on the margin; (2) if α i = C × C i and ξ i ≤ 1, the corresponding samples are classified correctly but are inside the margin; if α i = C × C i and ξ i > 1, the corresponding samples are misclassified. In summary, the support vectors of the current model are either on the margin, or correctly classified but inside the margin or on the other side of the separating hyperplane [49] . See Fig. 2 for an intuitive illustration. Formally, for any sample x i , it should satisfy the following conditions:
In this paper, we intend to refer to the framework of sequential minimal optimization (SMO) algorithm to solve the above optimization problem and obtain the optimal solution α * = (α 1 * , α 2 * , . . . , α N * ). Substitute
Eq. (13) to obtain the optimal weight vector w * . The optimal bias b can be obtained by the following method: select any sample (x i , y i , C i ) from the training set that satisfies 0 < α i < C * C i , and then use the above KKT conditions (3) and (4) in Eq. (12) to obtain
The OCS-SVM classification hyperplane obtained at this point is the one with the lowest objective cost. According to the obtained optimal parameters, we can obtain the decision function as follows:
At this point, the detailed description for the OCS-SVM algorithm have been provided, which is summarized in Algorithm 1.
It should be noted that the Literature [50] indicates that the SVM classifiers require a larger training dataset for better performance. In some applications, there might be human knowledge available that could compensate for the lack of data. Thus, the authors propose a simple generalization of the SVM: the weighted margin SVMs (WMSVMs) that permits the incorporation of prior human knowledge to reduce the number of labeled training examples needed. In this paper, we proposed a new SVM with sample-based misclassification cost invariance with the aim of constructing a relatively reliable classifier. The relatively reliable classifier is defined as the one with low probabilities of finding a classifier that correctly classifies each misclassified sample. In addition, the cost is determined by the inherent characteristics of each sample rather than being subjectively assigned. The OCS-SVM algorithm takes the unequal objective cost of each sample proposed in Section III into account. It aims to minimize the sum of the empirical risk (the total cost of the training set) and structural risk (model complexity), so that both the number of high-cost errors and the total objective costs of misclassified samples can be greatly reduced.
V. EXPERIMENTS A. EXPERIMENTAL PROTOCOLS
In this subsection, we introduce three aspects of the detailed experimental protocols: the implementation details, comparative algorithms and test datasets.
In our experiments, the proposed OCS-SVM algorithm and the comparative classifiers are all implemented on a MATLAB 2015b platform using Windows 10 with a 3.2 GHz Intel Core i5 CPU and 8 GB RAM. To verify the generalization ability, we repeat the experiments 10 times with random sample partitions and record the average metrics as the results. At each repetition, we randomly divide the samples in the dataset into three subsets, among which two subsets are used as the training set and the other subset is used as the test set. Finally, we calculate the average classification results of the 10 experiments. We adopt the linear
2 /2σ 2 ) as the kernel function alternative library. To obtain a better performance of the OCS-SVM, a ''gird-search'' method is recommended to determine the optimal values of C and σ (only for the RBF kernel) with a 5-fold cross-validation procedure. Since performing a complete grid-search is inefficient and timeconsuming, we utilize a coarse grid first. We choose σ and C values from a coarse grid of {e −9 , e −7 , . . . , e 9 } and {e −11 , e −7 , . . . , e 11 } respectively to find the approximately optimal parameters σ and C that can provide the lowest cross-validation misclassification cost. Next, we perform a finer grid search in the neighborhood of the σ and C . After getting the best two parameters at the second round, the full training set is retrained to produce the final classifier.
The traditional ''grid-search'' for an SVM is to find the optimal pair of parameters (C, sigma) that minimize the classification error. However, this method cannot guarantee that the misclassification cost of the classifier is the minimum. In this paper, we aim to find the optimal parameter pair (C, sigma) that minimizes the misclassification cost, thereby achieving the objective of the OCS-SVM to reduce the misclassification costs, and thus making the OCS-SVM algorithm cost-sensitive to these two parameters. Moreover, it should be noted that the misclassification cost of each sample in this paper is a constant. Therefore, the OCS-SVM algorithm and the traditional SVM algorithm based on a ''grid-search'' are of the same order of magnitude in time complexity, so the time consumption is acceptable.
To investigate the effectiveness of the OCS-SVM, the total costs and mean cost of the misclassified samples will be used as the metrics to compare our proposed OCS-SVM with the standard SVM which fuses sequential minimal optimization (SMO) [51] , LS SVM, recent state-of-the-art TBSVM, L1NPSVM, and other commonly used classifiers including the naïve Bayes (NB), k-nearest neighbor (kNN), back propagation neural network (BP), decision tree (DT) and AdaBoost (AdaB). The corresponding TBSVM MATLAB codes are directly downloaded from http://math.cau.edu.cn/ dengnaiyang.html and L1-NPSVM MATLAB codes are directly downloaded from http://www.optimal-group.org/ Resource/L1NPSVM.html. In addition, to verify that the OCS-SVM algorithm has better generalization ability, we also compare the mean error rate and corresponding variance of the OCS-SVM, standard SVM, LS SVM, TBSVM, L1NPSVM, and other commonly used classifiers on the ten randomly selected test datasets.
The OCS-SVM algorithm is tested on 12 binary class datasets obtained from the UCI Machine Learning Repository Database Generator (Version 2) data set), Spambase (Spambase data set), EEG (EEG Eye State data set) and MAGIC (MAGIC Gamma Telescope data set). The details about these 12 datasets are summarized in Table 1 . Moreover, each attribute in any dataset is linearly scaled to the range of [−1, +1], and we utilize the same scaling factors for the training and test sets.
B. EXPERIMENTAL RESULTS AND DISCUSSION
In this section, we present the experimental results of the eight classifiers on the twelve test datasets, and an analysis of the results is also presented.
To verify the effectiveness of the OCS-SVM algorithm in decreasing the total objective costs, we list the average total objective cost and corresponding standard deviation of each classifier (mean±std.) in Table 2 . The best results on each dataset are in bold. It can be found that the OCS-SVM algorithm obtains the lowest total objective costs on all the datasets except the MAGIC dataset. Although the OCS-SVM algorithm is not applicable on the MAGIC dataset, its total objective cost is still minimal among the five SVMs: OCS-SVM (539.7) < SVM (595.1) < LSSVM (597.5) < L1NPSVM (834.2) < TBSVM (997.1). This indicates that for the four SVM based classifiers, the OCS-SVM algorithm has a great performance improvement in decreasing the total objective costs. Moreover, it can be observed that the OCS-SVM algorithm also performs well on the standard deviation metric for most datasets. That is, the OCS-SVM algorithm can significantly reduce the total objective costs and achieve better generalization performance.
In the paper, the smaller the objective cost of a misclassified sample in a dataset is, specifically, the smaller the probability of finding a classifier that can correctly classify this sample is, the better the reliability of the selected classifier is. To illustrate the average superiority of the OCS-SVM algorithm on a dataset, Table 3 displays the average cost (Acost) value of all the misclassified samples in each dataset. The best results on each dataset are in bold. It can be found that for each dataset except the MAGIC dataset, the OCS-SVM algorithm provides the minimal Acost value compared with the other seven classifiers. That is, the samples misclassified by the OCS-SVM algorithm have relatively low objective costs (the probability of finding a classifier that can correctly classify these samples is relatively low). According to the results, we can state that the proposed OCS-SVM algorithm performs better on most of the datasets. Note that the ACost value (0.4144) of the OCS-SVM algorithm is larger than the ACost value (0.2963) of the BP algorithm on the MAGIC dataset. While the OCS-SVM algorithm still has the minimal ACost value among the five SVM based classifiers: OCS-SVM (0.4144044) < SVM (0.4346209) < LSSVM (0.4401452) < L1NPSVM (0.5300) < TBSVM (0.7280), which indicates that the OCS-SVM algorithm still has a certain performance improvement in reliability compared with the other five SVM family classifiers. Moreover, we also produce two critical difference diagrams [53] in Fig. 3 and Fig. 4 to display the statistical significance of the results in Table 2 and Table 3 respectively. Here, the Nemenyi test [54] is used to compare all ten algorithms amongst each other. More specifically, the performance of two classifiers is significantly different if the corresponding average ranks differ by at least the critical difference. In Fig. 3 and Fig. 4 , we show the critical difference above the graph and connect the groups of algorithms that are not significantly different. It can be observed that the average rank of the OCS-SVM algorithm is the topmost among the other nine classifiers in either Fig. 3 or Fig. 4 . Moreover, the OCS-SVM is significantly different from other classifiers including the TBSVM, L1NPSVM, NB, DT, kNN and BP classifiers in either Fig. 3 or Fig. 4 .
One of the objectives of the OCS-SVM algorithm is to reduce the number of high-cost errors. To confirm the effectiveness of the proposed algorithm in this objective, we display the average error rate of each classifier over the 12 datasets at ten cost intervals in Fig. 5 . Here, the cost values of the samples are divided into ten intervals from 0 to 1. It can be observed from Fig. 5 that the OCS-SVM algorithm has the minimal error rates in the high cost intervals of (0.5, 0.6] ∪ (0.6, 0.7] ∪ (0.7, 0.8] ∪ (0.8, 0.9] ∪ (0.9, 1.0]. According to the cost distribution of different datasets in Fig. 1 , it can be found that most samples in a dataset are distributed in the high cost intervals. Thus, we can draw the conclusion that the OCS-SVM algorithm does have a significant effect on greatly reducing the number of high-cost errors compared with the other 9 classifiers. Table 4 shows the mean error rate (MER) and the corresponding variance comparison of the OCS-SVM and its comparison classifiers on the test datasets. The values in parentheses represent the rankings of the OCS-SVM in the corresponding evaluation metrics. According to the results in the table, it can be observed that the proposed OCS-SVM algorithm can still achieve relatively high classification accuracy (MER) and stability (variance) on all the datasets except the MAGIC and BloodTra. datasets even though the main purpose of the OCS-SVM is to reduce the number of highcost errors and total objective costs rather than the number of errors. It should be noted that the OCS-SVM algorithm does not perform very well on the MAGIC dataset since it ranks only 5th among the 10 classifiers for the MER and variance metrics. The MER value (0.12259) of the BP algorithm and the variance value (0.00001) of the AdaB algorithm are much lower than the MER value (0.20543) and variance value (0.00003) of OCS-SVM algorithm, respectively. Hence, on the MAGIC dataset, the BP and AdaB classifiers are more suitable than the OCS-SVM classifier. In the same way, the BP classifier is more suitable than the OCS-SVM classifier on the BloodTra. dataset. To further verify that the OCS-SVM algorithm effectively reduces the misclassification on all datasets except the MAGIC and BloodTra. datasets, we adopt three other commonly used statistical measures including the area under curve (AUC) [55] , F-score [56] and kappa statistic [57] , [58] to calculate the mean and standard deviation of each classifier over the ten datasets (except the MAGIC and BloodTra. datasets). Table 5 shows the detailed comparison results. It can be observed that the proposed OCS-SVM algorithm achieves the best performance on the AUC, F-score and Kappa statistic measures. That is, the OCS-SVM algorithm can indeed effectively reduce the misclassification.
Confirmed by the above experiments, the OCS-SVM algorithm shows a certain reliability since it can reduce the number of high-cost errors and the total objective costs greatly. In addition, the OCS-SVM algorithm can also achieve better generalization performance than the other classifiers in most classification problems.
VI. CONCLUSION AND FUTURE WORK
In this paper, we first propose the notion of an objective cost, namely, the probability of finding a classifier that can correctly classify the current sample. This objective cost is determined by the inherent characteristics of each sample rather than being subjectively assigned. Then, we introduce the objective cost of each sample into the construction of the classification rules of the CS-SVM to obtain a reliable classifier called the OCS-SVM. The optimization goal of the OCS-SVM is to minimize the number of high-cost errors and the total objective costs of misclassified samples.
To verify the effectiveness of the OCS-SVM algorithm, we do extensive experiments on 12 binary class UCI datasets and ten classifiers (including 5 SVM family classifiers and 5 commonly used classifiers). A series of classification results indicate that (1) the comparison with the other 9 classifiers demonstrates that the OCS-SVM algorithm can significantly reduce the total objective costs and achieve a better generalization performance; (2) the proposed OCS-SVM algorithm has a significant effect on greatly reducing the number of high-cost errors; (3) the OCS-SVM algorithm does have a certain improvement in reliability; (4) the proposed OCS-SVM algorithm can still achieve a relatively good classification accuracy (MER) and stability (variance) on most datasets although the main purpose of the algorithm is to reduce the number of high-cost errors and the total objective costs rather than the number of errors.
In the future work, we intend to integrate the objective cost proposed in this paper and the traditional misclassification costs (class-based cost and sample-based cost) into the design of the SVM classification rules, so that the SVM can simultaneously consider the objective cost that is based on the inherent characteristics of the sample itself and the misclassification cost that is based on specific domain knowledge. Moreover, we will also introduce the objective cost of each sample into other widely used classifiers to improve their reliability. 
