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Abstract
Nowadays, most vital signs monitoring techniques used in a medical context and/or daily
life routines require direct contact with skin, which can become uncomfortable or even
impractical to be used regularly. Radar technology has been appointed as one of the most
promising contactless tools to overcome these hurdles. However, there is a lack of studies
that cover a comprehensive assessment of this technology when applied in real-world
environments. This dissertation aims to study radar technology for remote vital signs
monitoring, more specifically, in respiratory and heartbeat sensing.
Two off-the-shelf radars, based on impulse radio ultra-wideband and frequency modu-
lated continuous wave technology, were customized to be used in a small proof of concept
experiment with 10 healthy participants. Each subject was monitored with both radars
at three different distances for two distinct conditions: breathing and voluntary apnea.
Signals processing algorithms were developed to detect and estimate respiratory and
heartbeat parameters, assessed using qualitative and quantitative methods.
Concerning respiration, a minimum error of 1.6% was found when radar respiratory
peaks signals were directly compared with their reference, whereas a minimum mean
absolute error of 0.3 RPM was obtained for the respiration rate. Concerning heartbeats,
their expression in radar signals was not as clear as the respiration ones, however a
minimum mean absolute error of 1.8 BPM for heartbeat was achieved after applying a
novel selective algorithm developed to validate if heart rate value was estimated with
reliability.
The results proved the potential for radars to be used in respiratory and heartbeat
contactless sensing, showing that the employed methods can be already used in some mo-
tionless situations. Notwithstanding, further work is required to improve the developed
algorithms in order to obtain more robust and accurate systems.




Atualmente, a maioria das técnicas usadas para a monitorização de sinais vitais em
contexto médicos e/ou diário requer contacto direto com a pele, o que poderá tornar-se
incómodo ou até mesmo inviável em certas situações. A tecnologia radar tem vindo a ser
apontada como uma das mais promissoras ferramentas para medição de sinais vitais à
distância e sem contacto. Todavia, são necessários mais estudos que permitam avaliar esta
tecnologia quando aplicada a situações mais reais. Esta dissertação tem como objetivo o
estudo da tecnologia radar aplicada no contexto de medição remota de sinais vitais, mais
concretamente, na medição de atividade respiratória e cardíaca.
Dois aparelhos radar, baseados em tecnologia banda ultra larga por rádio de impulso
e em tecnologia de onda continua modulada por frequência, foram configurados e usados
numa prova de conceito com 10 participantes. Cada sujeito foi monitorizado com cada
um dos radar em duas situações distintas: respirando e em apneia voluntária. Algorit-
mos de processamento de sinal foram desenvolvidos para detetar e estimar parâmetros
respiratórios e cardíacos, avaliados através de métodos qualitativos e quantitativos.
Em relação à respiração, o menor erro obtido foi de 1,6% quando os sinais de radar
respiratórios foram comparados diretamente com os sinais de referência, enquanto que,
um erro médio absoluto mínimo de 0,3 RPM foi obtido para a estimação da frequência
respiratória via radar. A expressão cardíaca nos sinais radar não se revelou tão evidente
como a respiratória, no entanto, um erro médio absoluto mínimo de 1,8 BPM foi obtido
para a estimação da frequência cardíaca após a aplicação de um novo algoritmo seletivo,
desenvolvido para validar a confiança dos valores obtidos.
Os resultados obtidos provaram o potencial do uso de radares na medição de atividade
respiratória e cardíaca sem contacto, sendo esta tecnologia viável de ser implementada em
situações onde não existe muito movimento. Não obstante, os algoritmos desenvolvidos
devem ser aperfeiçoados no futuro de forma a obter sistemas mais robustos e precisos.
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Vital signs can be considered a universal language used to tell a history of the patient’s
health status, crucial in the evaluation of several conditions in the medical context [1].
These measurements aid physicians in diagnostic decisions, surgical interventions assess-
ment, and proffering options concerning the response of patients to therapies. Moreover,
consistent vital signs monitoring is crucial for the early detection of patient’s clinical
deterioration in hospital settings [2].
Out of all, Respiratory Rate (RR) and Heart Rate (HR) are classified as the most im-
portant vital signs indicators [3, 4]. Subtle changes in those physiological signals are
related to responses in physical or physiological stress that can be associated with critical
conditions. Therefore, the continuous monitorization of respiratory and heart related
parameters is of paramount importance in the prediction of acute illnesses, helping the
medical teams to act in the reversion of potential adverse events [5]. In fact, cardiovascu-
lar diseases are the number one cause of death in the world [6]. Most of these deaths could
be avoided through the continuous monitorization of vital signs since manifestation in
heart and respiratory signals start to be detected up to 8 hours before an acute health
episode [7].
Over the years, several techniques for cardiorespiratory signals monitoring have been
emerging, being increasingly adapted to small and wearable solutions to provide better
comfort-quality signals ratio during patient’s recordings [8]. However, most of the current
and high-accurate systems in medical backgrounds are large, non-portable and require
the use of many wires and skin-contact elements. In spite of being essential in routine
medical exams, contact vital signs measurement techniques can bring a lot of discom-
fort in life quality of long-term admitted patients and may even make some necessary
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Figure 1.1: Motivations for the use of contactless vital signs monitoring techniques.
procedures impossible for patient’s recovery in clinical practice. One of the most clear ex-
ample is related to patients with extensive burn injuries, in which the lack of natural skin
and application of protective ointments inhibit the adherence of the electrocardiogram
disks [9]. Other common related problems are skin irritations and redness due to the
electrode material in contact with the body surface, so usually used in ambulatory exams
and wearables devices for long-term monitorization [10]. Lastly, some medical exams as
polysomnographys [11] may have their results compromised because of the numerous
cables that can affect the sleep quality of the monitored subject.
The reasons mentioned above are just a few examples that call for new non-contact
vital signs monitoring solutions. Radio Detection and Ranging (RADAR) technology, used
for tracking objects, is pointed out as one of the most promising technologies solutions
which have been suggested in most recent years. Moreover, radar technology applied as
remote vital signs monitoring technique can bring not only benefits for the medical field
but also in daily life applications such as automotive driving safety [12], newborn babies
activity monitoring [13] and in-home monitoring [14].
Nevertheless, despite the clear advantages that radar technology could give in the
continuous vital signs monitoring field, efforts need to be made in human radar applica-
tion for better quality signals, mainly when applied to real world environments. External
noise and motion artefacts continue to be reported as one of the major obstacles in the use
of radar sensors as a continuous vital signs monitoring tool. Notwithstanding, promising
algorithms together with more robust radar architectures can be the solution for higher
precision radar vital signs extraction. Therefore, this technology continues to call for
more studies that could bring new answers and solutions for precise applications.
More recently, the COVID-19 pandemic has increasingly intensified the need for non-
contact vital signs monitoring techniques to reduce contagion hypothesis. In a health
crisis as the current one that the world is facing, the subject’s data is a strong indicator
of health that can also be used to prevent some potential focus of infections. Moreover,
while tests and clinical accesses are limited to avoid potential contact forms, remote vital





The development of a complete wireless physiological monitoring system using radar
technology was proposed by PLUX - Wireless Biosignals S.A [15]. PLUX is an innovative
company recognized for the creation of advanced biosignal monitoring platforms that
integrates wearable body sensors such as Electrocardiography (ECG), Electromyography
(EMG), respiratory bands, and accelerometers combined with wireless connectivity and
software applications.
The addition of a new radar sensor module from which biosignals could be measured
at a distance, and without the need of a contact with the human body is well-aligned with
PLUX mission. Moreover, this new product will contribute to advances in contactless
biosignals monitoring studies since it would be integrated into PLUX software environ-
ment: a user-friendly and auxiliary tool for physiological signals extraction developed for
researchers and physiotherapists.
Thus, this dissertation aims to study, develop and evaluate radars and signal process-
ing techniques, to test the following hypothesis:
Radar technology is sufficiently accurate to be used in a future Wireless Bio-Radar
product for non-contact respiratory rate and heart rate monitoring.
The development of this novel product can open doors for more research in this area
and bring new opportunities to non-contact remote vital signs sensing applications. All
the methods in this dissertation were developed considering all the rules of security and
costs that a commercial product must guarantee. Hence, in order to achieve the main
goal outlined above, the following objectives were distinguished:
1. Investigation of the use of radar technology in physiological signals acquisition.
2. Selection and configuration of an off-the-shelf radar sensor suitable to be used in
this context.
3. Development of algorithms for radar signals processing and vital signs extraction.
4. Development and implementation of a protocol for radar data acquisition.
5. Assessment of the developed methods and collected bio-radar signals.





This thesis is structured in seven chapters summarized below:
Chapter 1: Motivation, context and main objectives of this dissertation are described.
Chapter 2: State-of-the-art, where the current techniques used in vital signs monitor-
ing, including radar techniques, are described.
Chapter 3: Theoretical concepts of radar technology based on cardiorespiratory sens-
ing. The fundamentals of the radar type used in this study are presented as well as the
vital signs mathematical models associated with each one of them. The cardiorespiratory
system is also reviewed.
Chapter 4: The multi-purpose radar sensors used are presented as well as all the con-
figuration performed in these sensors to optimize them for vital signs sensing acquisition
and the data acquisition.
Chapter 5: A small proof of concept with previously configured sensors is performed.
Signals processing algorithms and statistical tools used to evaluate radar data are here
described.
Chapter 6: Results and discussion, concerns about the differences between the acquired
sensors are given. Then, respiratory and heartbeat signals, as well as RR and HR parame-
ters extracted from the developed signals processing methods are assessed.
Chapter 7: It is the concluding chapter where all the proposed goals are reviewed and
answered. A general conclusion about the commercial viability of the future Bio-Radar
product is also given.
In addition, four Appendices are presented at the end of this document with some rele-
vant information and applications resulted from the developed work:
Appendix A: Detailed tables with metrics obtained from results.
Appendix B: General flow-chart designed to guide and help readers throughout the read-
ing of implemented methodology.
Appendix C: Short report with some considerations about which studied radar should be
used in a future wireless product, considering diverse commercial factors.
Appendix D: Presentation of a small prototype developed to show the concept of Wireless










State of the Art
Nowadays solutions for cardiorespiratory vital signs detection have been applied in sev-
eral contexts, from clinical and diagnosis to healthcare and self-tracking activity applica-
tions. A brief summary of the current techniques for acquiring vital signs with a particular
focus on novel radar techniques will be given in this chapter. The most common devices,
signal processing methods and applications using radar sensors for physiological sensing
are here explored.
2.1 Vital Signs Monitoring Systems
Among the five common vital signs - body temperature, blood pressure, pulse oximetry,
respiratory rate (RR) and heart rate (HR) - RR and HR are the two most important vital
signs used in the prediction of severe illnesses. Hence, several techniques for monitoriza-
tion of these parameters have been studied, applied and improved over the last decades.
These techniques can be divided into two principal groups: contact-based methods and
contactless methods. Throughout this dissertation, vital signs terminology will be exclu-
sively used to refer only RR and HR physiological parameters.
2.1.1 Contact-based Methods
The electrocardiography (ECG) is a simple and standard clinical test that records the
electrical activity of the heart, attaching a varied quantity of electrodes on a subject’s
skin [16]. It is one of the most common and useful tools available to monitor the heart’s
health in a clinical context to diagnose Cardiovascular Diseases (CVD) [17]. In clinical
and practical terms, the traditional 12-lead clinical ECG and the portable ambulatory
ECG systems are the most common ECG acquisition techniques - Figure 2.1. An ECG lead
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is obtained according to the localization of electrodes, representing the differences in elec-
trical potentials measured in two points in space. In the 12-lead ECG, ten electrodes are
affixed to the limbs and chest producing up to 12 groups of ECG signals derivation [18].
These robust measurements are usually practised in a medical environment, where data
is collected through cables and posterior connected to a direct signal processing unit.
In contrast, ambulatory ECG monitoring systems are developed to be smaller and
portable to render a view of ECG data over an extended interval of time [19]. These
systems are more sensitive to detect CVD condition as they offer the possibility to review
the recorded ECG data during the routine activity of the subjects and outside the clini-
cal setting [20]. On the other hand, ambulatory ECG devices provide less information
since they normally have only three leads, and signals are significantly contaminated by
motion artefacts. Notwithstanding, new approaches to design devices for ambulatory,
system-on-chip and commercial ECG systems have been proposed with the technology
improvement, allowing better quality signals. More flexible and dry capacitive elec-
trodes for long term monitorings, wireless raw data transmission between electrodes and
main computer based on Bluetooth (BLE) or ZigBee technology, and real time-monitoring






Figure 2.1: Representation of two popular Electrocardiography (ECG) systems based on
a (a) 12-lead clinical ECG setting and (b) 3-lead ECG ambulatory device.
The Photoplethysmography (PPG) is an optical technique used to detect blood vol-
ume variations in human tissues [22]. It is a straightforward, non-invasive and low-cost
method employed to measure cardiovascular signals at the skin surface. This technol-
ogy is present in a widespread health monitoring applications such as pulse oximeters,
vascular examination, digital blood pressures and others [23]. A basic PPG system re-
quires two principal optic components: a light source (one or multiple) to irradiate the
tissues and a photodetector to detect the small variations in light intensity resulted from
blood volume changes [24]. The light sources often works at red and/or at near-infrared
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wavelength for blood oxygen monitoring. However, the green light is the best option
for HR measures [25]. The most distinguished waveform characteristic is the peripheral
pulse synchronised with heartbeats (see Figure 2.2 (b)). On the other hand, heart infor-
mation is not the only information comprised in these signals. Respiration, sympathetic
nervous system activity and thermoregulation are some of the lower frequency signals








Figure 2.2: Illustration of a Photoplethysmography (PPG) finger technique and resulted
waveform signal. In (a) the typical Light-emitting diode (LED) and Photodetector (PD)
used for transmission and reflectance of light; In (b) a comparison between a electrical
ECG signal and a pulse PPG signal. Adapted from [23] and [24]
Beyond the previous methods that can measure respiration modulated on cardiac
signals, RR can also be measured with alternative and more accurate techniques. These
devices can be classified in different types, depending on their operation mode and how
they are used [27]. Additional sensors can be used for volume and/or velocity of inhaled
and exhaled air during breathing through respiratory airflow measurements. The tempo-
ral trend of volume or velocity allows estimate RR and could be collected from flowme-
ters, anemometers, and fibre optic sensors [28]. The human breath can also be measured
through the characteristics of the inhaled and exhaled air such as carbon dioxide (CO2),
humidity and temperature. These parameters are often collected with sensors attached
to airways in direct contact with one of the nasals via external sensor devices (Figure 2.3).
Acoustic sensors as microphones can also be used to detect respiration activity [29].
In contrast to traditional airflow devices that usually have inconvenient facemasks,
which adds extra and unnecessary airway resistance, small microphones on patients are
capable of recording air pressure changes caused by the sound waves coming from the
nose or trachea. Breath leads to successive contractions and relaxation of the diaphragm
resulting in the displacement of the chest that expands circumferentially. Hence, in-
struments for the physical movement detection of the chest wall have also been used
to acquire respiration signals based on strain, impedance, and thorax movements mea-
surements, extracted from chest bands and accelerometers sensors [30]. Lastly, despite
the techniques above mentioned, the most used method in clinical practice is still the
subjective manual counting of patient respiratory using auscultation or observation skills.
The fast paced technological revolution has led to a worldwide changing in health
7




Figure 2.3: Methods used for respiration monitoring based on: (a) piezoresistive sensor;
(b) accelerometer measures; (c) humidity sensor facemask; (d) impedance facemask based
on forced oscillation technique. Adapted from [30].
monitoring access. The miniaturization of the electronic devices has enabled new stable,
comfortable and flexible wearables designs encouraging people to monitor and manage
their health status in daily life routines [31]. Some of the previous techniques here pre-
sented, have been recently adopted into smaller wearables such as smartwatches and
smartphone health applications [32]. These standard devices contain a wide variety of
sensors that can be used for smart health applications. For example, pulse rate applica-
tions via camera and LED have already demonstrated their accuracy in the measurement
of this parameter [33]. Pressure applications attached to mobile phones were already
used to perform spirometry tests, which have an essential role in respiratory diseases
detection [34]. These new technologies and their inclusion in wearable devices pave the
way for the future of remote medical monitoring solutions.
2.1.2 Contactless Methods
Contactless vital signs monitoring methods can be divided into three categories depend-
ing on the technique used: ballistocardiography, optical or radar.
Ballistocardiography (BCG) is a non-intrusive technique used in the assessment of the
body’s vibrations due to its cardiac and respiratory physiological signatures [35]. This
method measures mass movements, where, in case of the circulatory system, is related to
the repetitive movements of the human body, occurring due to the acceleration of blood
as it is ejected and moved into large vessels (Figure 2.4). Contrarily to other generalized
and well-established cardiological examination employed routinely in medical practice,
BCG failed in proving its usefulness in the past. Economic reasons and its difficult
implementation in clinical applications are some of the causes cited for the break of
initial enthusiasm on BCG [36, 37]. However, after being disregarded in the last years,
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BCG technique is being studied again. According to [38], a novel bed-embedded heart and
respiration contactless device was studied with particular focus on the beat-to-beat heart
rate monitoring task with a maximum overall detection of 83.9%, with the employment
of machine learning algorithms to the signals. With application in other fields, BCG was






Figure 2.4: Ballistocardiography system installed under the bed for physhiological con-
tactless signals monitoring [40].
Another field in contactless vital signs monitoring methods is imaging techniques,
more concretely, video-based techniques and Infrared (IR) thermal approaches. Eule-
rian Video Magnification is one of emerging practices that use video frames sequences
to magnify motions caused by respiration and variations in skin colour due to blood
perfusion [41]. Small changes that are too difficult to see to the naked eye can be quan-
titatively analyzed by this technique to visualize small colour and motion changes in
ordinary videos. Moreover, this technique could be applied, having only a good quality
smartphone camera for vitals signs recording [42]. Besides Eulerian Video Magnification,
other standard video techniques have already demonstrated their potential in cardiores-
piratory signal monitoring using simple laptop RGB cameras [43]. Notwithstanding,
cameras-based methods are dependent on good illumination environment conditions to
work. Thereby, they cannot cover all the situations, especially at night during sleep where
normally, there is no light available. Thus, IR techniques could be an excellent alterna-
tive to video-based camera approaches. In [44], respiratory rate of newborn babies was
measured through this thermal imaging techniques. This method relies on the detection
of temperature variations that occur in areas nearest to nose and mouth during inspira-
tion and expiration moments. These methods usually need high computational image
signal processing techniques for respiratory extraction; however, novel algorithms could
be employed to simplify this process. For example, an only pixel-based approach in [45]
was used to record breath from the human nose without recurring to image segmentation
or nostril tracking. Exhalation and inhalation times result in lighter pixels and darker
pixels at the intranasal surface, respectively (Figure 2.5).
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Figure 2.5: Thermography setup developed for contactless respiratory monitoring ap-
plications. Inspiration and expiration are marked by red and green squares, respec-
tively [45].
Lastly, radar techniques have been considered as one promising technique in vital
signs measurements. Vital signs detection with radar sensors relies on the modulation
effect of the transmitted radar signal when it crosses the human body. This modulation is
derived from chest displacement of the human target due to both mechanical respiratory
and heart activity signal, along with common external noises from electronic sources
and background medium conditions. As this dissertation focus is based on the radar
technology usage as a mean to detect vital signs, a more in-depth description of hardware
and signals processing issues will be explored in the next state of the art subsection.
2.2 Radar Systems for Vital Signs Sensing
Since the beginning of the XX century, and motivated by war, several efforts were allocated
in the development of radar technology. The first radar systems were secretly used by
military forces for target tracking at long distances. Afterwards, the radar technology
started to gain other areas of interest in order to be applied, and in 1970, the first radar
usage in healthcare was presented [46]. Although the idea of measuring physiological
signal without direct contact was very attractive back then, the old radar devices were
larger, more expensive and the amount of radiation released was far beyond the safety
margin for human usage. For these reasons, the research on bio-radar technology was
almost abandoned. Later on, with the technological improvements and the development
of smaller and more compact devices, new techniques for remote vital signs sensing had
been developed with the expectation of implementing non-invasive measurements tool
in medicine.
Currently, the Continuous Wave (CW) [47], the Frequency Modulated Continuous
Wave (FMCW) [48] and Impulse-Radio Ultra Wideband (IR-UWB) [49] are the most fre-
quent radar types to apply in remote measurement of vital signs. These devices are dis-
tinguished by the type of transmitted signal which could differ in waveform, frequency,
and power of the modulated Radio Frequency (RF) wave (Figure 2.6).
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Figure 2.6: Usual radar operation modes used in vital signs sensing applications: CW,
FMCW and IR-UWB.
The CW radars are the most common and simpler radar type. Several studies have al-
ready demonstrated the capacity of these radar systems in the measurement of respiratory
and heartbeat signals in the microwave frequency band [50, 51]. The CW working prin-
ciple is based on the doppler effect [52], where the target’s velocity is obtained through
the difference of frequency between emitted and reflected RF signals. For this reason,
they are also known as Doppler Radar. Since the velocity of the chest during the suc-
cessive expansion and contraction is insignificant towards the variation of RF frequency
signals, the tracking of fine chest wall motion is acquired by phase shift measuring of
the reflected waves over time. Thereby, the frequency of the signal is an important pa-
rameter to consider when using CW radar for vital signs sensing applications since the
millimetric target chest displacement is measured over the total wavelength. In addition,
higher frequencies of the carrier wave signal lead not only to higher sensitivity signals
but also significant energy losses during their travel in the medium, which may guide
into a detailed loss of cardiovascular signals. These concepts are explored in more detail
in Chapter 3.
On the other hand, the simplicity of CW also brings some problems that must be
considered in the implementation of a CW device for vital signs applications. First, these
devices suffer from null-point problems, when targets cannot be detected in a specific
range points [53]. Secondly, In-phase and Quadrature (I/Q) imbalance and phase noises
should be considered in order to avoid misleading data [54]. These last two points could
be solved by adding extra hardware mixer components or just adjusting the distance of
the target from the radar. However, the major CW resides in the inability of detecting the
target’s position. Since this architecture radar is only able to track relative motions, the
CW cannot detect the target position and can only access one single human, simultane-
ously. In order to provide CW radar with range information, the modulated continuous
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radar wave has risen as an upgraded version of CW [55].
The FMCW is a popular radar that has been used for vital signs sensing applications,
in which waves frequency are linearly modulated with time [56–58]. This property gives
to these devices both Doppler and range information that allows a considerable number of
radar applications as the multi-target vital signs detection [59]. Although it is not usually
compared to CW and FMCW, the Step Frequency Continuous Wave (SFCW) radar can also
be used for vital signs sensing [60, 61]. Notwithstanding, the same frequency concerns
about produced waves should be accomplished in these modulated systems for correct
phase variations measurements. Moreover, continuous-wave modulated devices have
significantly more complex hardware architecture than the simple CW radars, consuming
more energy from the power supply and requiring more complex signal radar processing
methods.
Lastly, the IR-UWB radar has been recently introduced as a high-resolution radar
system capable of vital signs measurements through pulse-timing techniques [62, 63].
Like the FMCW devices, the IR-UWB is a short-range radar capable of providing range
information along with high-speed measurements. In 2002, the Federal Communications
Commission (FCC) issued the first Ultra Wideband (UWB) radiation restriction, allocating
an unlicensed band for commercial purposes [64]. The new regulation together with the
clear advantages in the use of IR-UWB applied to medicine, has promoted a bump on
research in remote monitoring systems based on this type of radar. Even within the
restricted power FCC mask, these systems have been demonstrating their potential in
medical areas from their imaging to their obstacles penetrating capabilities [65].
Table 2.1: General radar summarized features based on [66] study. Power consumption
may vary from device to device according to the radar architecture arrangement used.
Sensor Millimetric Detection Range Estimation Power Comsuption
CW Yes No Low
FMCW Yes Yes High
IR-UWB Yes Yes Medium
Although the previously described radar have both capacities in the measurement of
respiration and heartbeat signal derived from the monitored human targets, the radar
characteristics should be balanced according to the desired application, considering the
consumption, autonomy, and price of the devices. Table 2.1 summarizes the key charac-
teristics of the three presented radar. Comparative power consumption between radar
architectures was based on [66] study. Notwithstanding, regarding the type of radar used,
additional signal processing techniques must be applied to extract and remove unde-
sirable components from output radar signals. General techniques of signal processing
employed into radar signals for cardiorespiratory extraction information will be following
reviewed.
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2.3 Radar Signal Processing Techniques
Several signal processing techniques for vital signs extraction from radar signals have
been proposed in the last years. Radar signals extracted from human targets are a sum
of respiratory and cardiac mechanical displacement along with environmental noise.
Thereby, most of the studies are focused on the separation of respiratory, heartbeat and
noise components, for further respiratory rate (RR) and heart rate (HR) extraction. This
section reviews the principal and successful algorithms used in the extraction of vital
signs from radar signals. All the radar hardware used in the subsequent studies are in








Figure 2.7: Simulated respiratory and heart waveform movement obtained from a radar
device. In real applications an extra noise component is presented. Cardiorespiratory
signals radar algorithms are typically applied with the aim of separate the different source
components. Adapted from [55]
2.3.1 Frequency Techniques
Frequency techniques are the most basic methods that can be used in radar signal pro-
cessing for the extraction of RR and HR values through direct examination of frequency
components in the spectrum.
In [62] vital signs of a static human target located at one meter away from an IR-UWB
radar were obtained through direct spectrum inspection, computed by a Fast Fourier
Transform (FFT). However, the authors reported that heart peaks were much less evident
than respiratory peaks in the spectrum. This is the major problem in detecting HR in
radar signals. In fact, as breath displacement is much larger than heartbeat displacement,
the main problem of the following studies is focused on the detection and separation
of multiple signals, since heart expression is often masked by the stronger respiratory
signals. Also, as breathing and heart movements consist of more than one frequency, it
will result in the appearance of harmonics on the spectrum that can easily mask heart
expression.
The vital signs of a subject after moderate physical exercise were measured in [63]. In
the frequency domain, obtained via Chirp Z-Transform (CZT), it was not identified any
peak related to heartbeat activity. Using a mathematical model and experimental obser-
vations, the authors reported that the main causes for the heartbeat signal attenuation in
13
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the spectrum were the presence of respiratory harmonics and the intermodulation prod-
ucts between breath and heart signal sources, when those are close to heart frequency.
The research group also reported that magnitude intensity of the signals differs with the
physiological differences of each person and external environmental noise. For the reason
described above, many studies have been concentrated on the development of methods
for respiratory harmonics removal. In order to suppress the harmonics and recover the
heart information, a Motion Target Indicator (MTI) was successfully used in the previous
study. In [67], a novel technique called Multiple High Order Cumulant (MHOC) was
developed to enhance Signal-to-Noise Ratio (SNR) and to reduce the higher harmonics of
the signals.
2.3.2 Time-Domain Techniques
Time-frequency analysis shows the evolution of the vital signs along time. In [68] the
Hilbert-Huang Transform (HHT) based on the combination of empirical Empirical Mode
Decomposition (EMD) and Hilbert Spectral Analysis (HSA) was proposed to deal with
low SNR conditions and non-stationary IR-UWB data.
In [69], the authors applied the HHT method to acquire the vital signs of two subjects
at the same time in a simulation of an earthquake disaster. Short-Time Fourier Transform
(STFT) could also be used for non-stationary signals analysis, but sometimes do not
have a sufficient resolution. It was proposed the application of the Continuous Wavelet
Transformation (CWT) in [70]. The CWT was also applied for heartbeat and respiration
signal separation in [71]. In this study, the signal was previously denoised through the
application of an Ensemble Empirical Mode Decomposition (EEMD). The results showed
an increase in the SNR compared with traditional Finite Impulse Response (FIR) filtering
method.
The signal processing motion signals originated by breath were extracted by the au-
tocorrelation method in [72]. The autocorrelation coefficients were calculated recurring
to the product of the fast-time row signals, resulting in the waveform formed by the peri-
odical vital signs. In [73], the heartbeat signals over time domain were extracted using a
Principal Component Analysis (PCA). Variational Mode Decomposition (VMD) methods
are also commonly used to separate the different components of the signals. In [74], the
VMD method was applied after clutter removing by a background noise removal MTI
Filter. In [75] and [76] similar approaches were taken to measure vital signs of animals.
Phase-based methods are usually applied to continuous wave radar sensors [57]. How-
ever, these methods were also shown to have an application on IR-UWB systems with
improved SNR signals results. In [77], two algorithms based on Complex Signal De-
modulation (CSD) and Arctangent Demodulation (AD) were extended to IR-UWB radar
processing. Instead of the typical FFT application along the slow-time direction, in these
methods, the signals were processed along the fast-time direction to get phase variation
of each reflected pulse (slow-time and fast-time terminology are common radar concepts
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and are reviewed further in Subsection 3.2.4). To enhance the accuracy of heart rate
estimation, a State-Space Method (SSM) resulted from the combination of CSD and AD
methods were implemented in [78]. Finally, a logarithm method was proposed in [79] for
direct phase variations monitoring of multiple targets.
2.3.3 Complex Environments
Until now, only studies into restrictive conditions were presented, where the target is
static and situated in a few centimetres from radar devices. However, in real-life applica-
tions, the subjects are always moving along with the natural environment around them,
and consequently, these external motions are reflected in radar signals as external noise.
Using a simpler hardware architecture as CW radar, the external noise can easily mask
the small displacement of chest since there are no other reference signals to compare. On
the opposite side, short-range radar as FMCW and IR-UWB provides spatial information
about all the environment that can be very useful in the detection and removal of external
noise.
In complex environments, most of the algorithms need to be focused on the clutter
removal for previous target detection. A detection algorithm for the periodic respiratory
motion of trapped victims in a simulated rescue mission with low Signal-to-Noise Clutter
Ratio (SNCR) conditions was proposed in [80]. The scattering of rabbles is reflected as
Direct Current (DC) component in the slow time dimension. A Linear Trend Subtraction
(LTS) method was employed to reduce the amplitude instability of the signals. To improve
SNCR, a FIR filter and a frequency-domain windowing were applied in fast and slow time,
respectively.
Lastly, Singular Value Decomposition (SVD) was applied to separate respiration signal
from nonstationary clutter and reduce the effect of clutter in [81]. After the signal pre-
processing, the authors used a STFT to estimate the subject location in a range up to
12 meters. As expected, more accurate results for range information were obtained in
short distances and indoor environments. The proposed method was compared with
typical algorithms employed on radar applications, such as Constant False Alarm Rate
(CFAR), amplitude modulation Amplitude Modulation (AM) and MHOC. A significant
SNR improvement over the other methods in tested conditions was observed.
Multitargets vital signs detection is another of the possibilities with short-range radar
using FMCW and IR-UWB. An experiment with two subjects was conducted in [79],
demonstrating the capability of the IR-UWB radar systems to distinguish the vital signs of
multiple subjects in an indoor environment. In [56] simulations also showed that FMCW
radars could handle multiple patients situated at different ranges by typical doppler shift
measurements.
Finally, the biggest challenge is to acquire cardiorespiratory signals in a moving target
during a daily life situation. Some approaches have already started to be studied in order
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to try to overcome these obstacles. External human motion was cancelled by the manip-
ulation of complex signal and arctangent demodulation in [82]. These techniques can
be used to eliminate the false alarm caused by random body movement in, for example,
sleep apnea monitors, lie detectors, and baby monitoring sensors. However, large body
movements as gait, continue to have a high predominance in the noise of the signal, lead-
ing to the need of bolder approaches, as it was done in [83], where a heartbeat estimation
and recovery approach to extract instantaneous heartbeat signals using an IR-UWB radar
was developed.
2.3.4 General Flow Chart Diagram
Despite a large number of algorithms developed, there is a commonality on their signal
processing structure. After the reception of the backscattered signals, all the undesirable
noise elements should be removed. Next, the target distance in the radar range is obtained,
and the physiological signals are extracted, see Figure 2.8. A detailed summary of the










Figure 2.8: General flow-chart of usual signal processing steps applied to extract vital
signs from radar-range signals.
The output of echo signals depends on the hardware radar device used. The backscat-
tered signals can be represented in the form of RF signals sampled by fast Analog-to-
Digital Converter (ADC) modules, or in complex baseband signals resulting from I/Q
channels transformers. Complex I/Q representation is commonly used due to its signals
processing advantages.
The clutter removal stage includes all the techniques applied to remove the unde-
sirable noise from the IR-UWB signals, that is all the non-human activity presented in
these signals. This undesirable noise comprehends common noise sources from static and
non-static reflections of the objects in the background, crosstalk of antennas, and thermal
noise as well as other types of external noise.
The target detection comprise all the methods that correctly distinguish human echo
signals from other high energetic sources. In case the distance of the human target is
known, this step can be manually programmed. Otherwise, methods for localizaton of
the target could be employed to automatic target range bin detection. In general, a human
target can be identified due to the presence of the cardiorespiratory cycles.
The vital signs extraction step is dependent on the aim of the study. The collected
signals from the target location over time contains the periodical breath and heart motion.
Therefore, the separation of the signals should be performed in order to obtain individual
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information. As it has been seen, this separation can be done in the frequency or time-
domain. Due to the magnitude difference of both signals, the breath signal can be easily
obtained when compared to heart signals. Thus, more complex techniques may be needed
for the recovery of weak heart information.
2.4 Applications
Since the appearance of typical frequency and time-domain methods to more complex
and sophisticated mixed algorithms, a great number of signal processing techniques have
been developed for the extraction of the physiological signals. However, most of the
studies with promising results have been performed in selective situations, where the
subjects are monitored in noiseless surrounding environments. Thus, further research in
radar signal processing is required to obtain more general and more robust algorithms
for real life applications. Notwithstanding, these systems also have some applications in
real life.
One of the more simple applications concerning radar sensors could be the moni-
torization at elderly people’s homes. However, noise and undesirable activities must
be removed from the signals obtained. For example, Wang et al. investigated [76] ways
to differentiate domestic pets from human beings in order to precent false alarms in
domestic radar sensors. This research group concluded that despite pets have similar
respiratory frequencies to humans, their physiological movements amplitude was lower
due to anatomical differences. Therefore, it was possible to distinguish these two living
beings thanks to a parameter that is based in cardiac and respiratory signals ratio.
In the hospital environment, Kim et al. studied RR of 42 babies [84]. This studied had
as its primary goal to understand if it would be possible to obtain precise RR measure-
ments recurring to radar sensors. However, they reported that the artefacts arrived from
babies movements can limitate the use of the device.
On the other hand, Lee et al. compared cardiac signals derived from healthy volunteers
and volunteers with atrial fibrillation, obtained by radar sensors. These signals were
compared with ECG ground truth, and both techniques enable the clear identification of
the chronically ill patients [85].
As already stated, radar sensors can be used to monitor sleeping disorders due to the
low subject’s mobility. More recently, Lee et al. implemented a neural network with the
purpose to classify patterns in respiratory signals, acquired with an IR-UWB radar sensor,
during sleeping. The algorithm classified, with a 93,9% of accuracy, euphnea, braquipnea,
tachypnea, apnea and motion patterns [86].
One of the most interesting characteristics of IR-UWB sensors are the high material
penetrability and consequently, their ability to measure through the wall. This feature
was several times used in rescue missions simulations, where the urgency requires quick
methods for life detection [69].
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The radar technology can also be used as an additional tool for the improvement of
existing systems. In [87], a IR-UWB radar was combined with a mobile ECG as additional
information to support the arrhythmia classification of ECG recordings, especially in
situations of patient slight motion. The proposed system has improved the heart analysis
combining features from ECG signals and radar into a Convolutional Neural Network
(CNN) used for classification of heart events.
Finally, another recent applicability is the use of radar sensors in automotive applica-
tions. The passenger detection in cars is essential to ensure maximum safety, especially
in autonomous driving. Driver vital signs detection, such as RR and HR, can emit alert
messages when the drowsiness of the driver increases, compromising the safety of people











Theoretical concepts in radar technology for cardiorespiratory sensing are presented in
this chapter. These are divided into two main topics based on cardiorespiratory physiol-
ogy and radar technology. The cardiorespiratory system is firstly reviewed with a focus
on working principles of the respiratory and cardiac systems. Then, a general overview
of radar technology principles is given, followed by a more in-depth review in the funda-
mentals of both radar systems architectures used in this work: the IR-UWB and FMCW.
At last, merging radar and biological topics, a vision about the interaction of RF radar
waves with the human body, as well as the vitals signs models of radar-human body
interaction for each one of the radars described, are explored.
3.1 Physiology of Cardiorespiratory System
The cardiorespiratory system comprises the respiratory system (lungs and airways) and
the cardiovascular system (heart, blood, and vessels). The respiratory system allows
the oxygen through-flow from the air into the venous blood and the removal of carbon
dioxide. These exchanges of gases between air and blood occur by simple diffusion across
the alveolar-capillary membrane [89]. The following subsections give the basic concepts
of respiratory and cardiovascular systems physiology.
3.1.1 Cardiovascular System
In the cardiovascular system, the heart is a muscle that acts as a pump. Venous blood
is pumped to the lungs, whereas arterial blood is pumped to the body parts, having the
blood vessels as a mean of transportation. The heart is composed of four muscular cham-
bers: two atriums and two ventricles. Whereas the atriums help the blood to move into
the ventricles, the ventricles then supply the blood either through the lungs or through
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the peripheral organs [90, p. 103]. Two atrioventricular valves (tricuspid and mitral) and
two semilunar valves (aortic and pulmonary) are also present in the heart, preventing
backflow of the blood from the ventricles to the atria during systole and, from the aorta
and pulmonary arteries into the ventricles during diastole, respectively. The opening and
closing of these valves occur due to pressure gradients, where they open when a pressure
gradient forces the blood move in the forward direction, and they close when the same
gradient pushes blood backward [90, p. 108-109].
On the other hand, the comprehension of the relationship between the heart’s electri-
cal activity and its mechanical muscle behaviour is of extreme importance. The electrical
activity measured by the electrocardiogram, and recorded from the surface of the body, is
generated by the muscles of the heart and surrounding during a beat. So, in order to gen-
erate electrical impulses, which in turn causes the contraction of the cardiac muscle, the
heart is endowed with specialized excitatory muscles and conductive fibres. Figure 3.1













Figure 3.1: Conductive system of the heart that controls cardiac contractions [90].
The rhythmical impulse is initialized in the sinoatrial (sinus) node that is directly
connected with the atrial muscle fibres. This impulse travel throughout the heart, and
the internodal pathways ensure that the impulse reaches the atrioventricular (A-V) node.
Once it reaches the atrioventricular node (where the impulse is delayed), the A-V bundle
conducts the impulse to the right and left bundle branches of Purkinje fibres, is then
spread to all parts of the ventricles [90, p. 108-109].
A normal electrocardiogram is comprised of three major deflections: a P wave, a QRS
complex, and a T wave. Figure 3.2 depicts the electrical activity and its relation to the
behaviour of the cardiac muscle. The P wave is representative of the depolarization of the
atria. The time interval between this wave and QRS complex (P-Q interval), corresponds
to the time that comprehends the beginning of electrical excitation of the atria until the
beginning of excitation of the ventricles. Then, ventricular depolarization causes the
emergence of QRS complex. Finally, T waves surge as a result of ventricles repolarization,
recovering from the depolarized state [90, p. 123-125].
With the function of pumping blood by the ventricles, occurs the propagation of
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Figure 3.2: ECG wave representation and corresponding atrial and ventricular mechanical
activity stages.
pressure waves throughout arteries walls that increase during systole and decrease during
diastole. The stiffness of these walls has an impact on the pressure waves pace, where
a greater hardness of arteries walls leads to a quicker transmission of the wave. When
it is transmitted to peripheral blood vessels, it is noted that the volume of the pulses
changes, according to each cardiac cycle. The propagating pressure pulse inside the
arteries generates a combination of wave modes inside the tissue and on the skin surface,
that results in small skin displacements over time [91].
3.1.2 Respiratory System
The respiratory system includes the lungs and the airways. The mechanics behind pul-
monary ventilation has two origins. The first is done by downward and upward move-
ments of the diaphragm that causes the lengthening or shortening of the chest cavity. The
second method concerns the elevation and depression of the ribs to increase or decrease
the anteroposterior diameter of the chest cavity [90, p. 471]. These two methods are


















Figure 3.3: Contraction and expansion of the rib cage during expiration and inspira-
tion [90].
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Respiration is divided into pulmonary ventilation, which is the inflow and outflow
of air, diffusion of O2 and CO2 between blood and alveoli, transportation of the gases
and regulation of ventilation [90, p. 471]. Each respiration cycle consists of an inhalation
phase followed by an exhalation phase as can be seen in Figure 3.4. During inspiration,
the diaphragm contracts and pulls the lower surfaces of the lungs downward [90, p. 472].
This contraction of the diaphragm creates an increase in intrathoracic volume, which in
turn, lowers intrathoracic pressure, initiating the air flow into the lungs [92, p. 192].
Concerning the expiration, the diaphragm relaxes, and the elastic recoil of the chest-
wall, lungs, and abdominal structures compresses the lungs where the air is expelled [90,
p. 472]. The expiration is a passive process where the outflow of the air occurs by the
reverse pressure gradient between the lungs and the atmosphere [92, p. 192]. As the











Figure 3.4: Typical respiratory waveform and respective inhalation and exhalation
phases [93].
3.1.3 Vital Signs Reference Values
The measurement of vital signs helps to assess the general health status of a person. As
mentioned before, only the respiratory rate (RR) and the heart rate (HR) are analysed in
this work. Normal RR and HR ranges differ with age, gender, weight, exercise, emotions
and other factors in populations. Table 3.1 shows the reference values of frequency and
tissue’s displacement for a healthy adult at rest [94, 95]. These values take into account
the vital signs parameters reference used in practical clinical contained in the range of
12 to 20 Respiration per Minute (RPM) for RR and 60 to 100 Beat per Minute (BPM) for
HR [94].
Table 3.1: Vital signs reference parameters for an healthy adult in a rest condition.
Vital Signs Rate per Minute Frequency (Hz) Displacement (mm)
Respiratory Rate 12 to 20 (RPM) 0.2 to 0.4 4.0 to 12




RADAR, an original acronym for Radio Detection and Ranging, is an electromagnetic
sensor that uses radio frequency (RF) waves for the detection and location of reflecting
objects. Nowadays, radar devices are everywhere and play a crucial role in several ar-
eas such as navigation, military fields, air traffic control, biological research, weather
observations and most recently, in human tracking. Thereby, depending on the desired
radar application, these systems can operate in a frequency range between the 3 MHz
and the 300 GHz. All the information presented in this section were based mainly in two
references [96] and [97].
3.2.1 General Characteristics
The general principle of a radar system is very simple and is based on the emission of
RF signals, that are later reflected in the medium and detected again by the radar for
posterior analysis. Nonetheless, the implementation of these systems is complex and
requires a wide range of expertise from different engineering fields, from mechanical
and electrical engineering to data signal processing and microwave experiments. Over
the years, several types of radar have been developed to satisfy the different needs of
customers. However, despite the different existing radar architectures, all the devices can
be divided into five principal elements: a Transmitter (TX), a Receiver (RX), the antennas,













Figure 3.5: Principal components of a general radar system. Schema based on [97] illus-
trations.
The transmitter TX is the module responsible for the emission and generation of
RF signals with suitable waveform and power values for radar application. However,
the transmitter and waveform generator are not only the elements accountable for signal
modulation but also share this job with the antenna’s devices. The antenna is the structure
that allows the transmission of energy into the space and posterior collection of echo
signals on the receiver. In most devices, each transmitter and receiver contain at least one
TX antenna and one RX antenna incorporated. The design of antennas is a crucial step
in radar manufacture since it has a significant impact on the gain, filter, and direction
of emitted signals. After the reflection of signals, the echo signals are detected at the
receiver RX and processed in the signal processing module. In this module, the received
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RF signals are transformed into readable data from where range1, direction, velocity, and
other information of the targets can be extracted. Usually, this is a customizable module
in which elements arrangement is dependent on diverse factors as waveform, the type of
signal and the own radar application. Lastly, the central controller corresponds, as the
name indicates, to elements used for radar hardware manipulation and data displaying
for users.
3.2.2 Radar Equation
The reflected signals quality is dependent on parameters such as the transmitted signals,
the gain of antennas, the radar cross-section related to the target area, the environment
and the distance between the target and the detector. All these parameters are presented
in the Radar Equation 3.1, used to evaluate radar performance and from it, the the maxi-






Pr = Receiver Signal Power,
Pt = Transmitter Signal Power,
Gt = Transmitting Gain of Antenna,
σ = Target Radar Cross Section,
R = Distance between the transmitter and the target,






where Gr is the gain of receiving antenna and λ is the transmitted RF wavelenght.
Equation 3.2 has the a biggest importance in the final size and design of radar final
production size, since these depend mainly on the size of antennas related to Ae. The
smaller the aperture, the smaller the size of the antenna which in turn is related with the
wavelenght of RF transmitted wave. That is, higher radar frequencies allow smaller and
ergonomic devices.
The Radar Equation is a quite useful reference when studying radar systems since it
can describe all the essential characteristics that should be considered when designing a
radar model for a specific application. However, this equation does not specify the nature
of emitted and received signals and, for a better representation of real systems, other
parameters factors should be added to Radar Equation in order to obtain more reliable
radar systems representations.




Radar sensors can be distinguished by different features, from the radar waveform to its
system components layout, and consequently, characterizing a radar depends on many
factors. Thereby, for a simple understanding and overview of the principal radar groups,
in Figure 3.6 these were divided using their time-domain waveform characteristics into












Figure 3.6: Radar Classification by time-domain waveform of transmitted RF wave. IR-
UWB and FMCW used in this work are a type of modulated continuous wave radar and
coherent pulse radar, respectively.
The continuous wave radar systems are known for employing continuous sine waves.
These systems use the doppler effect for the detection and tracking of targets and can
detect their target range through frequency wave modulations. On the other hand, the
pulse radar uses a repetitive strain of short-duration pulses for target range detection on
time-domain data. The pulse radar can also be divided into coherent and non-coherent
pulses describing the relationship of between phase variations on emitted and reflected
pulses. Pulses emitted with random phases are classified as non-coherent systems while
radar sensors that emit their signals always with the same phase shift are classified as
coherent pulse radar. The two radars used in this work fall in the following categories:
IR-UWB and FMCW. A more detailed explanation about these radar systems is given in
Sections 3.3 and 3.4, respectively.
3.2.4 Short-Range Radar Concepts
Short Radar Range (SRR) are, as the name indicates, radar sensors with the ability to
detect objects very close up to a few meters. Modulated continuous wave and pulse radar
sensors are the two most common architectures used in the design of SRR devices. SRRs
are often characterized by their small size and low power radiation emission systems,
offering the ideal features to be introduced in human tracking radar systems applications.
Radar sensors explored in this dissertation can be considered as SRR due to their short-
range capacity. Therefore, some radar and SRR terminology that will be used throughout
this dissertation will be here clarified, namely, the data structure of output data com-
monly used in any SRR, regardless the type of radar used.
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A convenient and straightforward way of present SRR digital data is a range-time
matrix form expressing space and time information. Figure 3.7 illustrates a typically




















Figure 3.7: Range-time radar matrix representation.
Range-Time Matrix R[m,n] arranges all the radar collected sample points in stacks of
range frames in a two-dimensional array of size M-by-N. M defines the length of the first
dimension, usually called slow-time, and N defines the length of the second dimension
called fast-time. Slow-Time and Fast-Time samples result from the sampling rate of data
in specific periods, and therefore, both have time units.
Fast-Time Axis: corresponds to the frame formed by the highest sampling rate of the
system Fs and to the sampling interval Ts given by
1
Fs
. Fast-Time axis is also referred to as
the range axis since its values are equivalent to a given distance within the radar range
interval. This conversion differs from device to device and should be analysed case by
case. Each sample in a range frame is called a range bin. In this work, fast time is assigned
to the rows of matrix R with dimension N.
Slow-Time Axis: corresponds to the frame formed by the sampling rate fs in which
each range frame is streamed. Naturally, fs should always be less than Fs with a given pe-
riod of Ts. In radar real applications context, this axis represents the evolution of targets
identified and located at a certain range bin. Each sample in a slow time axis is directly




Similarly and practically, fast-time contains the amount of signal reflected at each dis-
tance, where each square (range-bin) along the fast-time axis on Figure 3.7 corresponds
to a certain distance, whereas slow-time corresponds to the temporal evolution of these
events at each distance (or range-bin). In addition, Nyquist frequency should be consid-
ered on both Fs and fs, depending on the desired radar application.
3.3 IR-UWB Radar
IR-UWB is a type of pulse radar that uses Ultra-WideBand technology to achieve greater
range spatial resolutions. These sensors are also capable of tracking small chest move-
ments for physiological signals caption when configured with appropriately features.
General concepts about these sensors characteristics and working principles are presented
next. The vital signs mathematical model used in this type of radar is also presented at
the end of this subsection.
3.3.1 UWB Technology
Ultra-Wideband UWB technology is based on the transmission of very short pulses that
result in large spectrum signals. These systems have traditional applications in radar
imaging, wireless communications and are very popular for low power consumptions
applications. According to the FCC, a signal is classified as Ultra-WideBand if it has a
fractional bandwidth Bf greater than 0.25, or an absolute minimum bandwidth of 500





where fH and fL are the higher and lower points in the spectrum, respectively, and fc
is the center frequency, or carrier signal frequency.
Due to the use of a very wide spectrum range, UWB systems may lead to interferences
with other important and well-established operating radio services, and therefore, UWB
systems are only permitted to operate in restricted frequency bands defined by regulatory
bodies in different regions of the world. In 2002, the FCC issued the first UWB radiation
restriction, allocating an unlicensed band frequency between 3.1 and 10.6 GHz for com-
mercial purposes [64]. Currently, this is the largest unlicensed UWB band authorized in
the world. However, because of possible interference problems with other big and well-
established technologies operating in narrowband frequencies, only a maximum radiated
power of 41.3 dBm/MHz is currently approved for indoor applications. This power makes
UWB devices within the unlicensed band, to only operate over short distances because
of the imposed power restrictions. In fact, the low spectral power density characteristics
over a wide frequency band of the UWB signals, are only interpreted as noise by the other
narrowband technologies as can be perceived in Figure 3.8.
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Figure 3.8: Regulated UWB spectrum: conventional narrowband systems versus ultra-
wideband systems operating within the unlicensed band. Adapted from [99].
3.3.2 IR-UWB Fundamentals
IR-UWB radar systems, are based on the pulse radar architecture in which target distance
is achieved with pulse-timing technique [100]. The typical IR-UWB signal is a gaussian
waveform of pulse-width τp modulated by a carrier wave of frequency fc. These pulses
are periodically emitted at a pulse Pulse Repetition Frequency (PRF). The Inter-Pulse
Interval (IPI) is inversional proportional to PRF and defines the time occurred between















Figure 3.9: Typical IR-UWB signal representation: a short pulse train of RF signal modu-
lated by a gaussian function.
Contrarily to CW systems, the transmitter and receiver in pulse radar devices are
never working on simultaneous. IR-UWB systems are always swapping between two
states: the transmission time Tt when the receiver is OFF, and pulses are emitted by
transmitter (ON), and the listening time Tl when the transmitter is OFF, and receiver (ON)
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Figure 3.10: Working principle of IR-UWB transmitter and receiver. A pulse emmited
during the transmission time Tt is detected after a time ToF during the listening time Tl .
The time τ occurred between the transmission, reflection and detection of a pulse






where c is the speed of light at which radio waves travel in the medium. Then, by applying
Equation 3.4 to listening time Tl frame, the set of pulses sampled in a different time τ ,
are related to different distances and Tl can be translated to the respective range frame.
During the transmission time Tt, reflected pulses cannot be sensed by receivers, and
for this reason, pulse radar suffers from a blind range where targets cannot be detected.
That is, for a target situated at a distance equivalent to τ within an interval Tt, its reflection
will fall into the blind range (when the receiver is OFF) and the target will not be detected.
Thus, in IR-UWB systems, there is a minimum distance Rmin from which the target should





On the other hand, as the pulses are expected to be received in a specific time windowing
Tl before the next pulse be emitted, the targets should be located within a maximum
range in order to avoid data ambiguities. When targets are situated beyond the maximum
range limit, their echo signals can be detected in the next frames after another pulse be
emitted. This can result in phantom targets effects over range matrix. Hence, targets
should be situated in a maximum range Rmax given by Equation 3.6:
29





The range resolution of the radar is its capacity to discriminate between targets that are
relatively close in either range or frame. In the case of pulse radar, range resolution
depends on the width τp of the transmitted pulse. Hence, pulse radar range resolution





Finally, IR-UWB devices are often provided by coherent pulse radar architectures. In this
type of systems, pulses are always transmitted with the same phase what allow the inte-
gration of pulses for an increase of the SNR of the received signals. The sum a sequence
of received pulses tends to cancel random noise and reduces the noise power variance
while the power of the signal of interest is improved. This is a very important feature due
to the low power restrictions of these sensors in the unlicensed band. Figure 3.11 shows




Figure 3.11: Exemplification of the pulse integration technique used in coherent IR-UWB
radars. The greater the number of pulses used in the integration process, the larger the
SNR of the sampled echo signal. Adapted from [101].
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3.3.3 Vital Signs Sensing: Mathematical Model
The principle of vital signs remote sensing using a IR-UWB radar is based on the mea-
surement of the human body distance to the radar. A schematic model that was described
for the first time in [63] is illustrated on Figure 3.12. In this model, a subject is located at









Figure 3.12: IR-UWB vital signs model radar schema. Representation of the mathematical
vital signs model presented in [63]
The chest displacement caused by respiratory and cardiac events, cause a d1 variation
on target distance over time, and therefore, the cardiorespiratory cycle can be extracted
from the time-of-flight and amplitude of the reflected pulses. Vital signs activity can be
described as a sinusoid function of distance d over time t represented in expression 3.8:
d(t) = d0 + d1(t) = d0 +mb sin(2πfbt) +mh sin(2πfht) (3.8)
where fb and fh are the respiratory and heartbeat frequencies, and mb and mh are the am-
plitudes displacements caused by respiratory and heartbeat motion, respectively. There-
fore, for a typical multi-channel radar system, the echo signals can be described as the
sum of the cardiorespiratory and noise components as following:
r(t,τ) =
∑
Aip(τ − τi) +Ap(τ − τd(t)) (3.9)
where p(t) is a normalized received pulse, Ai is the amplitude of multipath compo-
nents, τi is the pulse delay, and A is the amplitude of the pulse reflected on the body.
As seen in the previous section, the Time-of-Flight, τ , of a pulse is related to distance
d (or range R) as described in Formula 3.4. Thus, applying Equation 3.4 to 3.8, chest
movement caused by respiration and heartbeat can also be obtained as a sum of τ0 from
nominal distance d0 and τb, τh from respiratory and heartbeat displacements, where:
τd(t) = τ0 + τb sin(2πfbt) + τh sin(2πfht) (3.10)
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with τd(t) as the time delay variable related to vital signs chest modelling. Lastly, echo
signals r(t,τ) described by the equations above, are stored in a matrix R[m,n] after the
sampling of detected signals. Range frames of size n are sampled at a sampling period Tf
in fast-time, and stored in m discrete-time sequences in a slow-time period Ts. Therefore,
r(t,τ) is presented in sampled instant forms by R in Equation 3.11:
R[m,n] = r(t =mTs, τ = nTf ) (3.11)
Figure 3.13 illustrates a visual example of the equation above. Pulses being reflected by a
displacement d1 around d0 over time t, result in a sinusoid that contain cardiorespiratory
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Figure 3.13: IR-UWB vital signs mathematical model representation in a matrix R.
3.4 FMCW Radar
The FMCW radar is a type of continuous-wave radar characterized by the emission of
frequency-modulated signals called chirps [102]. Contrarily to the traditional CW radar,
the FMCW is capable of providing speed measurements along with distance and angle
measurements. Next, fundamentals about FMCW technology and how this technology





FMCW operates by emitting, receiving and processing chirps. A chirp, represented in
time and frequency domain in Figure 3.14, is a sinusoid signal which frequency increases
linearly with time. It is defined by a start frequency fC , a duration Tc, a Bandwidth B and
a Slope S which translate the frequency rate of the chirp. Chirp parameters should be
configured according to the radar application requirements.
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Figure 3.14: Chirp Representation in (a) time domain and (b) frequency-time do-
main [102].
The operating principle of FMCW radar is based on the comparison of both received
and transmitted signals from where a new Intermediated Frequency (IF) signal is gener-
ated from which it is possible to extract range information. For a better comprehension,
this process is simplified for a single target in figure 3.15 and described below.
For a static object at a certain range R, the reflected RX chirp in only a delayed version
of the reflected TX chirp by a time delta τ . Thus, the distance at which the chirp was
reflected, that is the object range, can be obtained through the measurement of time dis-
placement between the emitted and reflected chirp. As the RX and TX are just the same
signal shifted by a time delay τ with the same frequency characteristics, their subtraction
results in a sinusoidal signal, the IF signal, with a constant frequency f . Thus, depending
on the chirp displacement, their subtraction will result in signals with different frequen-
cies. Each frequency will be then related with a unique time τ associated with a unique
distance, or range R. Since time τ is a typical small fraction of time in the total time of Tc
chirp, this value is usually negligible.
Hence, for a single object at a range R from the radar, an IF signal with a constant























Figure 3.15: Working principle of an FMCW using chirp mixing: (a) Representation of a
TX and RX chirp in frequency-time domain, (b) IF signal in frequency-time domain after
TX and RX chirp mixing process, and (c) IF signal in frequency domain.
On the other hand, in real environments TX chirps are reflected at diverse range
points with different magnitudes. Thus, IF signals are actually comprised of all the
frequencies resulted from the mixing of different chirps that were reflected at different
ranges, where each frequency will be associated to a different delay, τ . Therefore, and
similarly to the reasoning applied to one single target, with the spectrum computation of
multi-frequency IF signal is possible to recover the range frame from the environment,
associating each frequency to the respective distance given by equation 3.12. Moreover,
considering all the previously described process, some concerns about chirp parameters
values should be taken. In the case of FMCW, the range resolution will be dependent on






Another parameter to take into account is the maximum range Rmax achieved by the
configured radar. This parameter will be dependent on frequency sampling Fs of ADC





3.4.2 Vital Signs Sensing: Mathematical Model
Following the FMCW model described in [103], the transmitted chirp of a FMCW radar
can be expressed by as:






where AT is the transmitted power transmitter and the other variables are related to
chirp parameters already described in the previous page. Due to the range-correlation
effect, residual phase noise can be neglected in short-range radar and will not be taken
into account for this rationale. Considering equivalent conditions given in the UWB
schema, it is assumed that for one target located at a nominal distance d0 from the radar,
the motion displacement of the chest resulted from cardiorespiratory activity is given by
d1 (see Figure 3.12). Assuming that the distance from the chest to the radar is equal to
d(t) = d0 + d1(t), and the delay td of the reflected chirp is given by
2d
c , where c is the light
speed. The received RX chirp, reflected from a distance d, can be described as:
xR(t) = AR(cos(2πfc(t − td)) +π
B
Tc
(t − td)2)) (3.16)
Furthermore, after the mix of the received signal with a replica of the transmitted
signal, and taking into account approximations that will not be here detailed, IF signal
can be described by Equation 3.17 from where frequency f and phase θ terms, resulting
from the difference between transmitted and received chirps, can be found:







From equation 3.12, 2Bd0cTc term can be reduced to f , whereas
4π(d0+d1(t)
λ term is nothing
more than the phase shift θ(t) associated to each beat frequency f . Thus, IF signal can be
simplified as:
xIF(t) = ATAR exp(j(2πf t +θ(t))) (3.18)
where equation 3.18 is a simplified expression of IF signal which translate the fre-
quency f and phase θ of a chirp reflected at a certain distance d. As chest displacement
d1 is given in a millimetric range, this small scale vibration can only be sensing along
phase changings over time t at a target in d0 related to a fixed frequency f . Hence, in or-
der to obtain the change in chest displacement, multiple chirps should be transmitted in
sequence to notice the chest displacement. The variation of phase over slow-time, used to
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Furthermore, assuming R[m,n] notation and after the sampling of IF signal, Equa-
tion 3.18 can be expressed in slow-time and fast-time notation for the n-th ADC sample
and the m-th chirp as:




where Ts is the period at each IF signal is output or chirp is emitted in slow-time,
and Tf is the sampling frequency of radar ADC represented in fast-time range. As re-
ferred before, the small vibration of chest displacement have not enough expression to be
sensed at fast-time frame, and therefore the next approximation is made for a fixed target:
d(nTf +mTs) ≈ d + d(mTs) (3.21)
Finally, the variation of phase over slow-time, in matrix R, can be extracted fixing a
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Figure 3.16: FMCW vital signs mathematical model representation in a matrix R.
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3.5 Interaction of RF Waves with Human Body
Electromagnetic waves suffer from multiple phenomenon effects of reflection, trans-
mission, and absorption when crossing mediums with distinct physical characteristics.
Hence, analysis of physical effects beyond the interaction of radio waves with human
targets is very important for a better comprehension of cardiovascular radar data infor-
mation.
In a first approximation, the human body can be compared to a multi-layer model,
in which each layer corresponds to a particular tissue with specific thickness, density,
permittivity and conductivity [104]. The permittivity ε of each layer can be derived from
Cole-Cole Model [105] showing that for higher RF incident frequencies, the permittivity
of the human tissues is severely diminished [106, 107]. Figure 3.17 shows a multilayered
model with permittivity ε calculated for different tissue’s layers.
Figure 3.17: Multilayered model structure and different permittivity ε of each layer tis-
sue [107].
Despite RF waves in low frequency conditions being able to penetrate the human
tissue, the major quantity of detected energy on the radar is coming from the reflection
of radiation in air/ skin boundary surface [108]. When an electromagnetic wave hits in a
boundary surface between two different dielectric mediums, part of the wave is reflected
while the other is transmitted for the second medium. The reflection coefficient, R1/2,
between two different dielectric mediums is defined as the ratio of the intensities of the
reflected and incident waves, and could be given by respective dielectric constants, ε1





where n is dependent on dielectric proprieties of tissues. According to the last equation,
it is estimated that approximately 70% of the radar wave energy is reflected in the surface
air/skin [108]. The remaining energy is then propagated into the human body being
continuously absorbed and echoed into the deeper tissue’s layers. These numbers suggest
that the majority of respiratory and heartbeat signals detected by radar devices are coming
from direct measurements of body surface displacement over time, whereas a minor
part is directly reflected from heart surface – Figure 3.18. Nevertheless, the origin of
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cardiovascular signals as well as their appearance on radar signals is not always the same
and differ from several factors such as the frequency, the angle of beam incidence on body
surface, the corporal position and tissues composition.
Figure 3.18: Staderini model showing how RF signals are reflected between tissues bound-
aries and move on through layers inside the human body. [109]. This model assumes the










Radar Configuration and Data Process
Pipeline
This section focus on the IR-UWB and FMCW radar sensors selected to be used in this
study. The main objective of this chapter is to briefly present sensors capabilities as well
as the configuration performed in each sensor, here adapted to be exclusively used as
vital signs sensing sensors. The working principle of sensors is described together with
the rationale behind the configuration performed. In the end, a final section summarizes
all the embedded configuration performed in both radar sensors to clarify its importance
in offline signals processing algorithms developed in the next chapter.
4.1 Context
Subsequently to the previous research performed and presented in Chapter 2, a new
search was initiated to find a commercial radar that could be integrated into a future
remote vital sign monitoring product. Four criteria were established for the radar sensor
selection:
1. The radar must be able to detect small displacements in the millimetric scale for
chest movements monitoring;
2. The radar should distinguish different targets located in the same area to enable, in
a foreseeable future, multi person monitoring;
3. The individual radar chip price should be considered in a final product for sale;
4. The radar sensor must comply with the worldwide regulation of radiation emission,
easing up making the certification process.
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According to the prior requirements, the XeThru X4 [110] by Novelda AS and the
mmWave IWR1843 [111] by Texas Instruments were chosen as the best sensors options in
the prevailing market. The X4 is an ultra-wideband impulse radar combining a 7.29 and
8.75 GHz transmitter, whereas the TI IWR1843 is a single-chip radar based on FMCW
technology operating in the band range of 76 GHz to 81 GHz. The fundamentals of
IR-UWB and FMCW radar technology were described in Section 3.3 and Section 3.4,
respectively.
As multi-purpose industrial radars, the X4 and the IWR1843 have to be configurated
depending on the desired application. The hardware architecture, capabilities and lim-
itations of both sensors need to be first understood in order to find their ideal settings
for vital signs detection. As mentioned before, while IR-UWB uses very short and pe-
riodical pulses for target detection, the FMCW uses a modulated frequency continuous
wave. Naturally, this is translated into different radar data types, and different methods
are required for vital signs acquisition by each one of the sensors. In this study, the
configuration performed in these radars was also designed to provide an equivalent
output radar raw data. Thus, regardless of the radar technology used by the devices,
both were programmed to produce the same kind of structured data with analogous infor-
mation. Data coming from both sensors can be further treated and processed by a unique
general algorithm for vital sign monitoring in offline mode, without distinctions between
radar sensors. The main purpose of doing these equivalence between the raw data was to
allow an easier performance comparison evaluation of signals extracted from the different
sensors in Chapter 5, making both radars agnostic. The results of this comparison will be
considered to conclude about which radar should be used in a future PLUX remote vital
signs module. Finally, Figure 4.1 summarizes all the steps required and used to configure
both IR-UWB and FMCW sensors. In the next sections, each topic is described for each
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Figure 4.1: Methods employed to configure IR-UWB and FMCW sensors in order to




The XeThru X4 is an impulse Radar Transceiver System on Chip (SoC) featured by a
7.29/8.75GHz transmitter, a direct RF-sampling receiver and other related controller
circuits. It is a fully programable sensor where configuration and communication can
be done through a Serial Peripheral Interface (SPI) connected to an external Micro Con-
troller Unit (MCU) host. The X4M03, used in this study, was developed as an easily X4
integration tool for investigational and commercial purposes. X4M03 and the general X4




























Figure 4.2: IR-UWB radar system used in this study: (a) X4M03 IR-UWB radar develop-
ment kit and (b) X4 sensor general block diagram.
As an IR-UWB system, X4 consists of a transmitter, receiver and a back-end receiver
controller where received echo signals data are processed. Beyond X4, the X4M03 in-
cludes an XTMCU module which contains an Atmel MCU linked to X4 that enable the
development of Digital Signal Processing (DSP) algorithms for custom user applications.
This MCU role is to extract and configure the X4 module.
Different antennas designs lead to different output signals, and therefore, the antenna
used should be considered. The X4A02 is a differential directional patch antenna ex-
clusively designed and certificated for the X4M03 product. This antenna contains an
integrated filter optimized for frequencies between the 6.0 and 8.5 GHz, which is very
useful for Wireless Fidelity (Wi-Fi) noise signals prevention.
At last, a Power Management Unit is also available and can be arranged for low power
consumption applications. This is a very useful feature since it can be used to increase
radar autonomy. In the presented work, energy consumption was not considered, and
therefore this module was not configured.
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4.2.1 Radar Signal Processing











Figure 4.3: Embedded radar signal chain processing from the reception of RF echo pulses
to the emmission of the digital complex range frame (or raw data).
4.2.1.1 Coherent Integration
As a coherent pulse-radar, the X4 uses an integration technique to improve the SNR
of the reflected pulses. This integration is performed along with the sampling of the
reflected signals in a process called Swept Threshold (ST) [112, 113]. In ST method, the
backscattered RF signals P (t) are compared with a sweep threshold V (t), which increases
over time during a configurable time-windowing T . Then, for each comparison that
occurs between two pulses emissions, all the P values above V in an instant t are added
to a range frame counter that is filled during that interval. After this time T , all the radar
echo frames summed in that time-windowing will generate a unique RF echo frame data
in which SNR gain will be dependent on the sweep time integration. Overall, ST method
sums the pulses echo signals for signal-quality enhancement (see Figure 4.4).
Since X4 is only allowed to operate in very restricted power conditions of the un-
licensed band, this ability to increase SNR is especially important to track the chest
movements of a human target. However, signal integration is limited by the speed re-
quirements of the application. That is, greater signals integration requires more time to
compute RF digital frames.
Figure 4.4: Integration signal processing step configured in X4 to improve SNR of the
received pulses. High pulse integration allows the detection of millimetric expression
over time that allows vital signs sensing.
According to the previous statements, and considering that vital signs are extracted
over slow-time direction (concept covered in Subsection 3.3.3) the X4 was configured
to perform a maximum signal integration required to make the correct sampling of the
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cardiorespiratory signals. According to Nyquist Theorem [114], the minimum number of
Frames per Second (FPS) should be at least twice the highest frequency of expected signals.
For an adult in a rest situation, the maximum physiological frequency signal expected
is 1.7 Hz due to heartbeat (based on reference values of Table 3.1). Hence, a short and
empirical test was performed in order to find the best trade-off between integration values
and FPS value. A value of 20 FPS was decided to be used. Integration values are obtained
from ST parameters and could be found in more detail in a general equation, further
presented on Section 4.2.2, used to configure all the X4 parameters.
4.2.1.2 RF Downconversion
The I/Q demodulator is an optional digital processor module on the X4 which allows,
the conversion of sampled and integrated RF echo signals into an equivalent complex
number structure represented by means of Quadrature (Q) and In-phase (I) signals.
I/Q data [115] grant a much more precise mean of representing the amplitude and
phase of a time-domain signal. Instead of looking at the signal as a flat curve in a time-
amplitude representation, the I/Q data allows a "3-D"representation signal, avoiding all
the related problems of 2-D signals analysis such as negative frequency concepts, or null
point problems in case of radar applications. In mathematical terms, the In-Phase (I)
signal corresponds to the original 2-D signal, whereas Q component is a result of the
original signal shifted by 90 degrees. As a result, every single point of the 3-D signal
can be represented as a phasor in the complex plane - Figure 4.5. Hence, these two
components can be easily used to recover amplitude (A) and Phase (P) values of the
original time-domain signal, taking into account their representation as shifted sinusoids







RF Signals Samples I/Q View
(a) (b)
Figure 4.5: I/Q representation of a time-domain signal: (a) 3D representation, each
sample have a phasor representation over time and (b) 2D representation where each
signal are the projections of 3D signal in I and Q axes.
In coherent pulse radar sensors, the signals are always transmitted with the same
phase. This allows the X4 system the capabilities to sense phase variations in the carrier
wave of received echo pulses over time and consequently, detect very tiny movements
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with high resolution. Although it is possible the use of the high spatial resolution of
an IR-UWB radar for chest movement tracking over time, a phased-based method was
used due to radars equivalence purpose. This phase tracking signal is very similar to the
concept used in CW radars and consequently, phase variations that occurred in X4 RF
signals could also be described by Equation 3.19. The I/Q data structure representation
is then a much more practical in the extraction of RF phase over time, and therefore,
the integrated module in the X4 was activated to directly transform the RF range echo
data into I/Q complex range data, outputting a complex number comprised by real and
imaginary part, corresponding to I and Q signal, respectively.
For an easier visualization of this process, Figure 4.6 represents at the top a typical RF
range echo signal sampled by the X4 after coherent integration and at the bottom their
own representation as I/Q and Amplitude/Phase data (A/P). Note that, in our study,
only I and Q channels are sent by the X4, and therefore the RF signal is a reconstruc-
tion of original signal by inverse I/Q data manipulation. Similarly, A/P data is also a
representation of amplitude and phase of original RF signal, originated from I/Q data.
The amplitude component is often called as baseband signal since it is only an envelope




I/Q data A/P data
Figure 4.6: X4 output radar data examples: (a) RF echo signal after integration process,
(b) I/Q data representing the real and imaginary part of the raw data signal sent by X4
and (c) A/P data representing the baseband and phase signal of RF echo signal obtained
through I/Q manipulation. All signals are normalized excepting phase frame that is




Configuration in the X4 is about finding the best trade-offs between the frame size, speed,
and SNR of the collected RF range frames through the adjustment of 7 transceiver pa-
rameters presented and described below. These parameters should be set according to
Condition 4.1:
FP S ≥ P RF
Iterations × P ulsesP erStep × (DACmax −DACmin + 1)
×D (4.1)
where FPS is the maximum number of frames per second that is possible to emit without
data ambiguities, PRF (Pulse Repetition Frequency) is the frame size related to maximum
radar range and D is a duty variable. The denominator values are parameters of Swept
Threshold (ST) sampling technique related to integration level. Indeed, Equation 4.1
mathematical describes the concept of integration versus speed already mentioned before.
The parameters chosen to achieve 20 FPS and key characteristics used in this work are
presented on Table 4.1.
Beyond integration and speed, other related IR-UWB radar conditions mentioned in
IR-UWB theoretical concepts (Subsection 3.3) have to be considered. First, the frame
length was defined to be shorter than 1/P RF condition. Second, and related to power
emission regulation, TX center frequency was defined according to European Telecom-
munications Standards Institute (ETSI) rules. Global RF power and FPS value were also
evaluated together, confirming that both did not break the regulatory agreement.
For this configuration, the standard XeThru Embedded Platform (XEP) firmware was
uploaded into the XTMCU module. XEP is an open source project developed for an easy
configuration between the X4 hardware with the host system.
Table 4.1: Parameters used in X4 IR-UWB radar configuration.
Parameter Value Unit
TX Center Frequency 7.29 GHz
Pulse Width 0.6 ns
Pulse Repetition Frequency (PRF) 15.18 MHz
Sampling Rate 23.33 GS/s
Frame Length 1536/9.9 bins/m
Frame Per Second (FPS) 20 Hz
Frame Resolution 0.64 cm
Iterations 64 -
Pulses Per Step 56 -
DAC max 950 -
DAC min 1150 -
Duty Cycle 95 %
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4.2.3 Data Collection
For configuration and communication with X4 module, three python functions were
created using XEP Application Programming Interface (API). XEP allows two types
of communications interfaces for data transferring: Universal Asynchronous Receiver-
Transmitter (UART) and Universal Serial Bus (USB). USB was the interface used in this
first experimental test. XEP firmware asks for the confguration parameters before starting
an acquisition, thus three principal functions were created to log data:
• Start Acquisition: The X4 chip is activated and configuration parameters (pre-
sented on Table 4.1) are uploaded to chip, and radar frames start to be sent via
USB from the device.
Function call: start_uwb()
• Acquisition: During an acquisition (at every 50 milliseconds or 20 FPS) a new
complex radar range frame is received and stored into a row of a predefined data
matrix.
Function call: log_uwb()
• Stop Acquisition: When data acquisition is interrupted the matrix with collected
radar data and acquisition parameters are saved into a .txt file.
Function call: stop_uwb()
Developed code and practical examples could be found in X4 folder at:
https://github.com/alexandrasdl/RADAR-WORLD.
4.2.4 Safety Concerns
The X4 SoC complies with the international transmission power standards for UWB sys-
tems concerning the maximum total transmitted power, regulated by FCC and ETSI. In-
ternational Commission on Non-Ionizing Radiation Protection (ICNIRP) guidelines were
used by NOVELDA AS, to evaluate the electromagnetic safety of the XeThru technol-
ogy [116]. The X4 transmitter power is below ICNIRP reference levels and other familiar
technologies such as 5 GHz Wi-Fi, 3G mobile phone and Bluetooth, not representing
any hazard to human’s health when operating within the announced power limits. The




The IWR1843 is an integrated single-chip radar based on FMCW technology which offers
a frequency range of 76 GHz to 81 GHz, with up to 4 GHz continuous chirp. It is a
high performance sensor from the mmWave series developed by Texas Instrumentals.
The mmWave series is a class of intelligent radar sensors that use very short-wavelength
in the electromagnetic spectrum for high accuracy measurements in millimetric ranges.
These sensors were designed to be used in the next generation of Internet of Things (IoT)
devices, and for this reason, they can perform robust digital processing signal on-chip. In
this work, the IWR1843 Radar BOOST development board was used - Figure 4.7 (a). The


































Figure 4.7: FMCW radar system used in this study: (a) IWR1843 BOOST development
board and (b) IWR1843 sensor general block diagram.
The IWR1843 features 3 principal blocks which have including two processors: the
C674x DSP used to run high-level signal algorithms processing and an hardware accel-
erator (HWA) unity to perform more common digital signal processing methods as FFT
computations. In fact, this FMCW radar is able to make all the vital signs processing on
chip however, the algorithms developed in this work for cardiorespiratory information
extraction were applied (off-chip) after raw data acquisition.
With respect to the antennas, IWR1843 is provided with a set of Multiple-In Multiple-
Out (MIMO) antennas with 3 transmitters (TX) and 4 receivers (RX). MIMO antennas
provide extra sensing capabilities sensor that a mono antenna, giving it for example a
better angle resolution, a feature that mono antennas cannot perceive. Despite the ma-
nipulation of the signals received from different antennas could give better vital sensing
capabilities to FMCW, only a pair of TX/RX antennas was activated in this study.
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4.3.1 Radar Signal Processing
For equivalence purpose between radars, the output of this FMCW radar should be in
complex range frame format as it was previously set in the X4 IR-UWB radar. Therefore
the in-chip processing capabilities of the IWR were used to convert the reflected chirps












Figure 4.8: Embedded radar signal chain processing from the reception and mixing of
chirps signals to the return of the digital complex range frame (or raw data).
4.3.1.1 Chirp Mixing
As seen in the previous chapter, the FMCW radar working principle is based on the
comparison of transmitted and received chirps. In the IWR1843, this process takes place
at the a RF/Analog subsystem with a mixer structure (see Figure 4.7 (a)). Here, the
TX and RX chirps are multiplied together in an analog process resulting in a new IF
analogous signal. This IF signal contains all the information needed about frequency
and phase differences between transmitted and received chirps. Thereafter, the IF signal
is sampled by a high-speed ADC, with a sample rate in accordance with the maximum
range defined by Equation 3.14. The FMCW concepts mentioned above can be reviewed
in Subsection 3.4 of the theoretical concepts chapter.
4.3.1.2 Complex FFT Computation
Following the model described in Subsection 3.4.2, in FMCW radar, millimetric chest
movements can be extracted from phase analysis over slow-time direction. Using IF
signals sequences, phase variations can be obtained in a specified frequency (related with
target position) using Equation 3.12. Hence, to easily recover the phase frames, FFT
was applied to each IF signal. The FFT transformation converts the IF signals from its
original time-domain to a complex representation in the frequency-domain. Two-side
spectrum in complex form of real and imaginary parts are returned by FFT, and therefore,
complex radar range frames can be recovered, in the fast time direction, from the direct
FFT application to IF signals. These complex values can be then offline converted to a
polar referential in order to obtain magnitude and phase values of the IF spectrums.
For FFT computation, the embedded signal processing capabilities of the IWR1843
were used, and FFT computed inside the chip after IF signal sampling. The choice of
a FFT computation inside the chip was made for two main reasons: First, there was a
hardware resource limitation in IF signal transferring. Since IF signal was expected to
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be sampling at 2 MHz, UART communication, which is a serial protocol widely used in
embedded application, does not have enough throughput to transfer all the data. Second,
and as mentioned several times before, to achieve complex output, equivalent with X4
sensors.
Figure 4.9 (a) reports an example of the complex radar raw data emitted by the
IWR1843 radar. The real and imaginary range frames directly obtained from the sen-
sor are represented in (a), whereas the recovered amplitude and phase of complex IF
spectrum are illustrated in (b).
(a) (b)
Real and Imaginary part Magnitude and Phase
Complex FFT Range Frames
Figure 4.9: FMCW output radar data examples. (a) Real and imaginary part compo-
nents of complex FFT computed on IWR1843 chip (raw data) and (b) the amplitude and
phase representation of FFT computed from extracted data. All signals are normalized
excepting phase frame that is contained in a −π to +π interval.
4.3.2 Hardware Setup
For the IWR1843 configuration, the mmWave SDK Out-of-Box Demo for XWR18xx
firmware code was adapted only to emit FFT complex data and was flashed into the
IWR1843 board. The mmWave Demo visualizer tool was also used for a first parameters
adjustment. This is a Texas Instruments (TI) tool, where chirp parameters and other
sensor specification can be tested before being implemented in a final product.
As a FMCW system, the radar capabilities are dependent on chirp parameters, which
were defined according to range problem conditions. As we are interested in acquiring
at a sampling rate equal to X4, for equivalence purposes, a unique chirp was configured
to be emitted at 20 Hz. ADC sampling rate was set to 2 MHz, allowing the detection
of targets up to 3.75 meters (see Equation 3.22). Table 4.9 summarizes the chirp and
IRW1843 parameters used in this study.
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Table 4.2: Key parameters used in mmWave IWR1843 FMCW radar configuration.
Parameter Value Unit
Bandwidth (B) 4 GHz
Starting Frequency (Fc) 77 GHz
Chirp Duration (Tc) 50 µs
Slope (S) 0.8 GHz/µs
ADC Sampling Rate (Fs) 2 MHz
Frame Length 100/3.75 bins/m
Frame Per Second (FPS) 20 Hz
FFT Frame Resolution 3.75 cm
4.3.3 Data Collection
Configuration and communication of IWR1843 with a master computer were performed
via UART. The uploaded firmware requires that, before starting a new acquisition, a
chirp profile file is sent with the configuration. Only after that, the IWR1843 is able to
streaming data where complex range profiles are computed and send out to a host at 20
FPS. Similar to the X4, three python script functions were created for the initialization,
reception and storage of the data. P ySerial was used for the access of the two serial ports
used by this sensor. One port is used for chirp configuration while the other is used for
faster data transferring from radar. The python functions are briefly described below:
• Start Acquisition: Serial ports are open, IWR1843 is activated, and configuration
parameters (presented on Table 4.2) are uploaded to chip.
Function call: start_fmcw()
• Acquisition: During an acquisition, at every 50 milliseconds, a radar output packet
frame is received via a serial port. This packet needs to be converted from their byte
structure to integer complex data range frames. Only after, complex data is stored
as a row in a predefined matrix.
Function call: log_fmcw()
• Stop Acquisition: When data acquisition is interrupted, the matrix data and acqui-
sition parameters are saved into a .txt file. The serial ports are closed.
Function call: stop_fmcw()
Developed code and practical examples could be found in IWR1843 folder at:
https://github.com/alexandrasdl/RADAR-WORLD.
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4.3.4 Safety Concerns
The IWR1843 BOOST Board is declared to be in conformity with the European radio
equipment legislation [117], not representing any danger to human or animal health.
4.4 Raw Data Equivalence
In the last sections, it was shown how both radar sensors were configured to 1) be op-
timized to detect small motions with maximum SNR possible while respecting Nyquist
Frequency, and 2) to perfom an initial internal radar signal processing in order to output
data that is equivalent between both IR-UWB and FMCW radar sensors.
Regarding the X4, the previously integrated and sampled RF echo signals frames are
internally converted into complex I/Q frames data. Hence, the X4 output is characterized
by the return of complex frames, where real and imaginary parts of each point are the I
and Q signals, respectively.
Regarding the IWR1843, the TX and RX chirps are mixed, creating the IF signal
which is transformed internally into a frequency spectrum using a FFT, originating, in an
analogous form to the X4, complex ranges frame data. The output of the IWR1843 radar
is then also characterized by the emission of complex frames, where real and imaginary







AMPLITUDE =     a + b  
PHASE = arctan(     )
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Figure 4.10: Phasor Representation. Regarding the use of a IR-UWB or FMCW radar in
our collected radar data, output samples were programmed to be represented as phasors,
where amplitude and phase with the same physical meaning can be obtained.
Despite the different nature of the output complex data in both radar, this equivalence
process permits a similar data processing chain for both. That is, assuming that each point
could be represented by a phasor (see Figure 4.10), the amplitude and phase of signals
could be recovered by applying the same functions to signals. These amplitude and phase
have the same physical meaning regarding the complex data nature, and therefore, data
collected from FMCW and IR-UWB radars can be further processed, taking into account
only their physical meaning. The resulting amplitude frames correspond to range profiles,
where the relative signal amplitudes are dependent on the distance from the radar of the
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object that reflect it, and phase frames, corresponding to the phase shift of the reflected
wave when impacted the object.
In summary, the collected amplitude matrix should be used to detect the range bin
where the target is situated, whereas phase matrix should be used to collect the millimet-
ric chest displacement over slow time direction in the selected range bin target position.
Hence, due to the equivalent radar process, the same signal processing algorithms could
be posteriorly applied in offline mode for the extraction of heart and respiratory com-
ponents. This fact will allow a better comparison performance between the quality of
signals emitted by both sensors.
Finally, Figure 4.11 summarizes the modifications performed in each radar, and re-
spective chain processings, to create the output radar raw data equivalent. Note that,
only complex range matrix maps R[m,n], or raw data, is effectively collected from each
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Figure 4.11: General diagram of raw data equivalence process resulted from the configu-










Data Acquisition and Signal Processing
This chapter intends to evaluate the practical viability in the use of radars for cardiores-
piratory sensing. Experimental data collection, employed signal processing techniques
and cardiorespiratory data assessment methods are presented.
5.1 Context
To validate the reliability in the use of the previously configured radar sensors in vital
signs sensing, an experience with 10 healthy subjects was performed. As we are interested
in making a first assessment of the ability of radar sensors in measuring millimetric chest
movements in real environments, all the employed methods, described in this chapter,
were developed to be simple and to give us preliminary results about their potential.
Due to the radar raw data equivalence process performed in the previous chapter,
the same signals processing algorithms are applied with no distinctions between the
type of radar used. It is very useful since it allows us to compare the results obtained
between signals collected from different radar and conclude which one presents better
performance.
Finally, different methods were chosen to separate and assess respiratory and cardiac
components. As our primary interest is the development of algorithms that can be further
employed in a Bio-Radar system, the presented algorithms for vital signs extraction were
designed to be further implemented in real-time or batch processing applications.
All the methods were developed using the coding platform Python [118]. A general
flow chart of the signal processing methods used and analysed in this work is given in
Figure B.1 of Appendix B. It is recommended the visualization of this diagram to get a
general overview of the developed work, from the detection of an echo RF signal to the
extraction of respiratory and heart rate parameters.
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5.2 Data Acquisition
This section describes the materials and methods used for radar data acquisition.
5.2.1 Population
The study protocol was applied to a population of 6 females and 4 males with ages com-
prised in the interval of 18 and 24 years old. As the cardiac and respiratory frequencies
are age-dependent, a restriction interval of ages was imposed as a criterion of subjects
to eliminate a variability factor of RR and HR in the studied population [119, 120]. All
the participants were informed about the safety conditions of the materials used in the
study. Any special outfits or some extra accessory were not requested to the participants.
It was asked if the individuals suffered from any cardiorespiratory disease that could be
reflected in the collected signals. Table 5.1 details the studied population characteristics.
Table 5.1: Characteristics of the studied population.
Subject Gender Age Reported Diseases
Subject 1 (S1) F 18
Subject 2 (S2) M 23 Occasional Dyspnea
Subject 3 (S3) F 23
Subject 4 (S4) F 21
Subject 5 (S5) F 24
Subject 6 (S6) M 23
Subject 7 (S7) M 24
Subject 8 (S8) M 23
Subject 9 (S9) F 21
Subject 10 (S10) F 19 Asthma
5.2.2 Experimental Setup
To simulate a complex daily life environment, the experiments were performed in a small
living room. During the experiments, both radar systems were placed side by side on a
table, while the subject was seated in a chair at a distance d from the radars. The sensors
were positioned at a distance of 1 meter from the floor to be aligned with the subject
chest.
The experimental local represented in Figure 5.1, two different zones could be distin-
guishable: a control unit zone and a radar range zone. The radar range zone is all the
area covered by the radar system, that is all the area where the radar systems can detect
objects and the zone where the subject is positioned. The control unit zone is all the area
where radar systems cannot detect any target and where the computers for receiving data
are located.
In this experience, the X4M03 and the IWR1843 radar sensors were used with the















Figure 5.1: Experimental setup schema.
computer for configuration and data transference. For each radar, a python script was
developed for data storage using the respective radar’s functions described in Subsec-
tion 4.2.3 and 4.3.3. These scripts were programmed to record 60 seconds of radar data
automatically, together with a “beep” sound of 250 Hz (from now on called BIP) set up
to be played for 5 seconds, before and after, signalling the interval of data recording.
These sounds were used with two main goals: first, to understand when a recording was
initiated and finished within the acquisition protocol, and second to synchronize radar
data with reference data, which will be described further in this chapter.
Concerning radar data acquisition parameters, the sampling rate for data frames was
set to 20 FPS. Furthermore, only frame bins corresponding to a distance between the
interval of 0.3 and the 3 meters were stored. This distance range interval meets test
specs and still prevents antenna crosstalk effects of IR-UWB signal [121]. Henceforward,
X4M03 and IWR1843 will be referred to as Radar 1 (R1) and Radar 2 (R2), respectively.
To check is the values recorded with the radars are good, breath sound and the ECG
of the participants were also collected simultaneously during the radar time monitoring,
to serve as ground truths. The ECG was recorded with a BITalino. The BITalino is
a wearable device capable of recording biosignals which contains diverse modules for
custom physiological signal measurement. In this study, an ECG BITalino module was
used to record the electrical heart activity at a sampling rate of 1000 Hz. Similarly to
the script developed for radar, another python script was created to receive and store the
ECG data using the BITalino API. As a wearable, BITalino is capable to send data via
Bluetooth (BLE), and therefore a second computer was used to run the python script to
receive data via BLE. This script was programmed to play a sound of 2500 Hz (from now
on called BOP) for 5 seconds before and after ECG data recording. ECG electrodes were
attached to the participant’s right arm (RA), left arm (LA) and right leg (RL) as it can be
seen in Figure 5.2.
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Figure 5.2: Experimental setup and materials used: (a) Frontal view of a participant
placed with reference devices at 2.5 m from radar sensors; (b) Lateral view of a participant
at 0.5 m from radar sensors; (c) Reference devices; (d) Radars used.
Lastly, for respiratory events reference, a small lavalier microphone placed under the
participant’s nose was used to detect their inspiratory and expiratory moments of breath.
The microphone was connected through a cable to a mobile phone positioned in the
backside of monitoring subject, and audio data captured by the microphone at 48 kHz
was stored into .wav files using an app instaled on the mobile phone. Table 5.2 resumes
the four devices and associated configurations used in this experience.
Table 5.2: Summary of materials used in the experimental test.
Sensor Hardware Software FS Timer
X4M03 - IR-UWB Radar PC 2 Script 2 20 FPS Automatic (60 s)
IWR1843 - FMCW Radar PC 2 Script 3 20 FPS Automatic (60 s)
ECG Bitalino PC 1 Script 1 1000 Hz Manual
Microphone Mobile Phone Audio Record App 48000 Hz Manual
FS: Frequency Sampling FPS: Frames Per Second PC: Personal Computer
5.2.3 Protocol Acquisition
The acquisition protocol has a duration of approximately 20 minutes, including the time
spent in the microphone and electrodes placement as well as the time spent instructing
the participants about the protocol acquisition. The acquisition protocol was repeated
with the participant placed at 0.5, 1.5 and 2.5 meters from radar sensors. Scripts for the
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ECG and radar acquisition were initiated and controlled on computers by a specialised
person located at the radar range zone. Some notes were taken during the measurements
related to the participant’s stress status, subtle movements and some possible noises
during radar acquisitions when these events were considered relevant for data analysis
considerations. The acquisition protocol performed for one single distance is described
below, and a timeline chart of it is shown in Figure 5.3.
Acquisition Protocol: Firstly, audio recording is manually started on the mobile
phone. From that moment on, participants must remain in silence until the microphone is
turned off again to avoid external audio sources overlapping the participant breath sound.
In the PC 2 at the control unit zone, the scripts for ECG data collection are initiated, and
the first BOP sound is played from the master computer. The sound emitted from the
computer should be loud enough in order to be detected by the microphone placed on
the participant. After a BOP sound of 5 seconds, BITalino starts, and ECG participant
data is collected remotely. With the respiratory and cardiac activity instruments on radar
monitorization starts. R1 should be first turned on and followed afterwards by R2 next.
Both monitorizations were performed at different time intervals to avoid potential radio
interferences. Thus, R1 is started by running Script 1 in the PC 1. Similarly to the ECG
data collection, before R1 data began to be collected, a BIP sound is heard during 5 sec-
onds. Afterwards, the R1 will be acquiring data for precisely 60 seconds. During the
first 45 seconds of radar recording, the subject should breathe regularly without abrupt
movements while sitting relaxed on a chair. Then, in the last 15 seconds, the subject
is asked to hold his breath continuously until the second BIP sound is heard. This BIP
sound is automatically played at the end of 60 seconds of radar recording when it stops
to acquire data. Next, the same procedure is adopted to R2 radar. After the final R2 BIP
sound, ECG is manually turned off, and a new 5-second BOP sound is heard signalling
the end of heart activity recording. Lastly, audio capture is manually interrupted.
A B
BOP






























  script 3
BIP
Figure 5.3: Timeline chart of the protocol acquisition applied to a single distance d.
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5.3 Data Synchronization
After data collection, it was necessary to proceed with the synchronization of radar data
with respective respiratory audio and ECG signals reference. As mentioned before, be-
sides the microphone being used as a respiratory reference tool, it was also used for
synchronization of data coming from the four sensors used, where BIP and BOP sounds
were used to time alignment of the signals. Thus, knowing the frequency samples of the
signals and the times where BIP and BOP sound occur, the reference and radar data could
be time-aligned.
Therefore, BIP and BOP sound timings of ECG and radar records needed to be first
annotated. For this, Audacity (an audio recording and analyzing application) was utilized
for audio signal visualization and time annotation of BIP and BOP sounds. Since ECG and
radar sounds were programmed to be played with different frequencies, the spectrogram
mode option was used for easy identification of these mono frequency sounds (Figure 5.4).
The annotation of the first sound is sufficiently for data synchronization, however, the
second BIP and BOP sounds were also annotated to verify the integrity of the recorded
data. That is, in the scope of the acquisition protocol, for the correct data integrity, the
time between annotated radar audio BIP sounds should be nearest 60 seconds, due to the
automatic timer of radar data in the script. On the other hand, BITalino recorded data
should also fit the time range between BOP sounds, to check is any ECG data was lost or
if the segment is unsuccessfully aligned. As far as data integrity concerns, all the data
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Figure 5.4: Audacity spectrogram used to annotate BIP and BOP sounds times for data
synchronization.
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5.4 Signal Processing: Reference Data
Respiratory Audio and ECG signals were collected to be used as reference data for car-
diorespiratory radar signals evaluation. The respiratory rate (RR) and heart rate (HR)
values of each subject were determined through the mean of distances of inter-peaks
events. In this section, preprocessing signal methods employed to filter ground truth
signals before RR and HR reference values computation are presented.
5.4.1 Audio
The respiratory audio signal is characterized by a sequence of inspiratory and expiratory
moments produced by the airflow coming from the subject nose. In the audio signal,
expiratory vibrations usually have a more prominent magnitude when compared with
inspiration (see Figure 5.5, top subplot).
Before applying any filter to the signal, these were subsampled in order to reduce the
computational complexity of the subsequently applied methods. Thus, the total number
of samples in the audio frames were firstly reduced by a factor of 100. Next, and to
better visualize the inspiratory and expiratory cycles, the reference audio envelope was
extracted (see Figure 5.5, bottom subplot) by applying a moving average filter to the
absolute of the original audio raw signal. The moving average filter was implemented
with a time-window length of 1 second (or 480 data samples). At last, the processed audio
signals were normalized.
Audio Raw Data





















Figure 5.5: Respiratory reference signal before (top) and after (bottom) preprocessing
methods applied for audio envelope extraction. Respiratory patterns are visible on sig-
nals.
Temporal peaks, used to compute reference RR value in each subject recording, were
estimated based on a delayed temporal position of expiration peaks. In the first instance,
expiratory peaks were detected by a peak finding method, applied along with a threshold
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defined to automatically remove all the inspiratory peaks below 0.5 (one half of nor-
malized signal). To confirm that the expiratory events were correctly detected, all the
processed signals were checked, and peaks that were not detected by the imposed condi-
tions were manually added. In case of doubts, audio frames were reproduced in Audacity
to confirm their existence. In order to obtain reference values of maximum inspiration
(or chest displacement) instants, detected expiratory peaks were delayed in 0.5 seconds
or 240 data samples. These reference values correspond to dashed lines on Figure 5.5.
Finally, with N the number of segments created between two adjacent respiratory
events, and ppn the temporal distance of each segment, Equation 5.11 can then be used to











The mechanical heart activity is only possible due to the presence of a robust biological
electrical system that works as a trigger for cardiac muscle contractions. ECG reflects this
heart electrical activity and therefore, QRS events could be used as a data reference for a
heartbeat event.
In this experiment, the R-peaks of QRS complexes were used as heart event references.
In order to remove external noise manifestation on ECG signals, a digital Butterworth
bandpass filter in a frequency range of 0.5 Hz to 20 Hz was applied. Subsequently, the
R-peaks were easily identified through a find peaks method. An ECG acquired from
Bitalino, and its post-processing signal is represented on Figure 5.6.
ECG Raw Data
























Figure 5.6: Heartbeat Reference Signal extracted from a BITalino before (top) and after
(bottom) applied preprocessing methods. Dashed lines marks R peaks temporal positions,
defined as reference heart events.
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Hence, HR could be extracted from the mean of R-peaks segments intervals. With
N being the number of R-R segments in a temporal frame, and rrn the duration of each










5.5 Signal Processing: Radar Data
Millimetric movements of the chest due to cardiovascular activity can be detected through
phase variations of the backscattered radar signals over time. In the case of X4, the phase
variations are detected in very short pulses, whereas in IWR1843, the phase changes are
detected in frequency-modulated continuous waves. However, due to raw data equiva-
lence process performed in Chapter 4, the raw radar data obtained from both radars are
qualitatively similar, and therefore, the same signal processing algorithms can be applied
to different radar data, regardless the radar sensor used. Figure 5.3 illustrate the steps






















Figure 5.7: Flowchart Diagram of preprocessing methods used for cardiorespiratory phase
extraction from radar raw data.
5.5.1 Amplitude-Range and Phase-Range Maps Computation
Radar raw matrix data R[m,n] is presented in the complex from where each data sample
is represented by a phasor. Considering the rationale of Subsection 4.4, amplitude and
phase maps needed to be demodulated from R[m,n] data. In this experiment, amplitude-
range maps were used to automatically select the range bin from where cardiorespiratory
phase signals should be extracted, over slow-time direction (axis m in Figure 3.7) in
phase maps. Hence, amplitude-range matrix RABS [m,n] were obtained computing the
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where,<(R[m,n]) and=(R[m,n]) terms are the real and imaginary parts of the matrix
R[m,n]. Similary, the phase-range matrixRPHASE[m,n] was obtained computing the phase







Once this study only aims to assess the possibility of detecting targets and not to evaluate
the signal’s quality between radars, all amplitude-range maps were normalized.
5.5.2 Clutter Removal
In a complex indoor environment, RF signals are not only reflected by the desired targets
but also reflected by all the objects present within the radar range. In a room as the one
used in this experience, background clutter signals usually originate from the floor, walls,
furniture, and other objects. Indeed, as these objects have a larger cross-area than a hu-
man target, they conquer a more significant power expression on radar data. On the other
hand, all the clutter present in the room are static, and consequently, signals reflected
from these objects could be considered as stationary. As a result, clutter signals from the
background can be seen as DC components and subsequently removed. Therefore, to
enhance the subject expression on radar amplitude map, clutter signals were removed by
subtracting averaged amplitudes values over slow-time range bins to RABS [m,n] matrix.
This technique could be simplified by denoting R̂ABS [m,n] as the R matrix after clutter
removal, and xm,n the m-th slow time sample of the n-th range bin, in Equation 5.5:







After clutter removal, only the manifestation of the non-static targets is expected to have
a more significant variable amplitude expression on the radar maps R̂ABS [m,n]. Thus,
for target distance location, the energy values of R̂ABS [m,n] were computed and summed
along the slow-time axis resulting in a new array of size N. The maximum value found in
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where n matches a range location rtarget, given by Equation 5.7, that is dependent on
range frame resolution fres:
rtarget = nfres (5.7)
fres is dependent on radar used and can be found in Tables 4.1 and 4.2 of the previous
chapter. Moreover, to Equation 5.7 should be added the range offset set in radar acquisi-
tion protocol. In this experience, this value is 0.3 meters since range maps were defined
within the interval of 0.3 to 3.0 meters.
Despite the development of a robust target location algorithm is not the principal
focus of this work, a correct selection of range bin n is essential to extract a high-quality
cardiorespiratory phase signal. Therefore, rtarget values obtained by the method described
above were compared with the real target distances values (0.5, 1.5 and 2.5 meters).
Figure 5.8 summarize the process of human target localization until now described,
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Figure 5.8: Evolution of a range-amplitude map during the three signal processing meth-
ods applied for automatic human target location estimation (red dashed line).
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5.5.4 Frame Extraction and Phase Unwrapping
Slow-time phase signals from the range-bins n detected with the previous method (see
red dashed line in Figure 5.8), were extracted from phase-range maps RPHASE[m,n]. A
typical phase signal is shown in Figure 5.9:
(a) (b)
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Figure 5.9: Example of a wrapped phase signal extracted over the slow-time direction
from a phase-range map. This signal is obtained in the n-th bin where human position
was estimated.
The extracted phase signal contains the millimetric motion variations that occured,
at the target location range bin n, during the 60 seconds of data recording. As the phase
maps RPHASE[m,n] were computed using an arctangent transformation (Equation 5.4),
the output of these maps is contained in the restricted −π to +π interval. Since the amount
of physical millimetric chest displacements is related to phase variation in radar signals,
in some cases, this phase variations might exceed the π range limits - Figure 5.10 (a).
Therefore, an unwrapping function was applied to the phase signals in order to recover
their original cardiorespiratory shape - Figure 5.10 (b). In this study, the standard NumPy
unwrapping phase function was used. There, phase unwrapping is performed by adding
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Figure 5.10: Unwrapping process. In (a) the signal exceeds the phase range [−π, +π]
limits. In (b), the recovered shape signal after an unwrapping function transformation.
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5.6 Methods for Cardiorespiratory Frames Evaluation
For the evaluation of cardiorespiratory signals from radar frames, the unwrapped data
was divided into two different moments: the first 40 seconds - Frame A - where subjects
were relaxed and natural breathing and in the last 10 seconds - Frame B - where subjects
were asked to hold their breath (see Figure 5.11). Frame A and B contents represent
the different physiological situation with different radar signals expression and different
analytic value. Data between 40 to 50 seconds was discarded since it corresponds to the
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Apnea
Frame A Frame B
Figure 5.11: Representation of an 60-second unwrapped cardiorespiratory radar signal
collected from experimental setup. In first 40-seconds (Frame A), subjects were naturally
breathing and in the last 10-seconds (Frame B), subjects were in apnea.
In Frame A, respiration and heart activity were measured simultaneously. This frame
represents the day-to-day conditions, with breath and heart movements being measured
at the same time. In contrast, in frame B, only heart expression was measured in par-
ticipants undergoing voluntary apnea. Thus, qualitative and quantitative methods were
chosen to assess respiratory and heart signals based on each frame content. In a first
qualitative analysis, unwrapped cardiorespiratory signals were reviewed by visual in-
spection in order to gain intuition about the real prominence of vital signs in the radar
signals. Then, a quantitative analysis was performed to isolated components of respi-
ratory and heart signals. Only frame A was used in qualitative analysis since apnea
status does not represent a natural human condition. For a better understanding by
the reader, Figure 5.12 summarises all the key points verified in both qualitative and
quantitative analysis, further presented on Chapter 6. All the quantitative methods and
algorithms used to extract vital signs from respiratory and isolated heartbeat components
are described in the next two sections.
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- Respiratory Event-Based Classification 
by radar, distance and subject.
- RR  Estimation by IPD and FFT methods
- HR  Estimation by IPD and SSAC methods
IPD: Inter-Peak Distance // FFT: Fast Fourier Transform // SSAC: Selective Short-Term Autocorrelation 
RR: Respiratory Rate // HR: Heart Rate // n/a: non-applicable
- Cardiorespiratory Waveform Patterns Analysis.
- RR and HR presence in Frequency Domain.
- Overview about collected radar signals quality.
Figure 5.12: Qualitative and quantitative analysis perfomed to assess respiration and
heartbeat expression on cardiorespiratory radar signals.
5.7 Respiratory Signals Evaluation
This section describes the methods used to extract and quantitatively assess respiratory
parameters from Frame A signals. Firstly, the respiratory components were extracted
from radar signals. Then, the radar peaks from each recorded Frames A were detected
and compared against their ground truth signals. Finally, two methods were applied
for respiratory rate (RR) estimation. These methods as well as extracted metrics and
statistical tools used to assess respiratory presence in radar signals are described below.
It is important to notice that all respiratory parameters were extracted from respiratory
component signals and not from the original unwrapped Frame A signals (from where
the respiratory component is extracted as shall be seen below).
5.7.1 Respiratory Component Extraction
In order to separate the respiratory radar component from the residual noise of Frame A,
a 2nd order Butterworth bandpass filter with between 0.1 to 0.4 Hz was applied. These
values were chosen considering the reference respiratory values of Table 3.1.
BandPass






Figure 5.13: Schema of signals processing method used for respiratory component extrac-
tion from Frame A data.
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5.7.2 Event-Based Classification
To assess the quality of radars in detecting respiratory events, the peaks of respira-
tory component frames were flagged as estimated breath events. Since radar data were
recorded in static conditions, it is expected that the only activity present in respiratory
component signals be respiration and/or common Gaussian noise. Consequently, a peak-
to-peak comparison between the estimated breath events and reference audio events
should show coherence in the time-domain axis. Otherwise, if the detected radar peaks do
not be marked near a breath event in the reference signals, it could mean a low respiratory-
to-noise ratio quality of radar signals or other problems that should be identified.
Hence, following the rationale above, a direct comparison between radar respira-
tory signals and ground truth events was performed based on a event-based classifica-
tion [122, 123]. Event-based evaluation classifies the radar events as True Positive (TP),
False Positive (FP), and False Negative (FN) concerning ground truth event instances
where:
• True Positive: a radar event output that has a temporal position overlapping with
the temporal position of a reference event in the ground truth signal.
• False Positive: an event in the radar output that has no correspondence in temporal
position to a reference event in ground truth signal.
• False Negative: a reference event in ground truth signal that has no correspondence
to an event with the same label in the radar output within a defined tolerance.
For the extraction of TP, FP, and FN metrics, two generated arrays extracted from
reference audio signal and respiratory radar component are compared: the reference
array and the estimation array. The next methodology was then applied in an algorithm
build to extract the above metrics:
1. Generation of Reference and Estimated Respiratory Event Arrays: At each new
frame, a new reference and estimated respiratory event arrays were created, based
on reference and estimated temporal index positions of audio and radar signal,
respectively. In reference array a tolerance window of 2 seconds, centered in each
peak reference, was added.
2. Calculation of distances between reference event and estimated event: To re-
move duplicate events contained in the same tolerance window (false positives)
and detect empty tolerance windows with no associated radar peaks (false nega-
tives), a distance method was used. Therefore a new array was generated with all
the distances values obtained between estimated and reference events.
3. Removing of non-suitable distances: For the selection of valid events, the pre-
created distance array is processed in order to find TP, FP, and FN based on event
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distances. Thus, the array is iterated over where for each ground truth respiratory
event, an estimated event reference is associated. In the case of two or more refer-
ence events are located within the same time-window reference, only the radar event
with the minimal distance to reference peak (centre of time-window) is associated
with a reference event.
4. Metric classification: After the previous selection, all the events can be classified
as the metrics purposed. All the events associated with a reference event are clas-
sified as true positives. All the estimated events that were not associated with any
true event are considered as false positives. And at last, all the reference events
which were not associated with any estimated event, that is, that does not have any














Figure 5.14: Estimated respiratory radar events were classified against a tolerance ref-
erence window according to TP, FP and FN metrics. TP: radar event inside a tolerance
reference window; FP: radar event outside a tolerance reference window or double radar
event inside a tolerance reference window; FN: no respiratory estimated event in an
empty tolerance reference window.
The computed metrics were used to verify if the quality of respiration detection in
radar signals varied with each one of the three monitoring conditions used: radar, distance
or subject. Hence, the metrics were sorted and summed for each one of the three assessed






where REAL corresponds to the total number of estimated respiratory events in an evalu-
ated frame, given by the total of TP + FP events. Due to their minor impact in the results
of this test, all the errors associated with the uncertainty of the synchronization process,
time-window tolerance and others were neglected in this study.
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5.7.3 Respiratory Rate Estimation
In order to estimate RR parameter from respiratory component signals, two standard
peak techniques were applied in time and frequency domain. All the estimated RRRADAR
values were round to Respiration Per Minute (RPM) unit.
5.7.3.1 Method 1: Inter-Peak Distance
In the first method, estimated RR values were obtained by averaging the temporal dis-
tances between consequent peaks detected from the radar respiratory component. Hence,
being N the number of segments created between two adjacent radar respiratory peaks










5.7.3.2 Method 2: FFT
Another option to obtain the reference RRRADAR parameter is the examination of the
respiratory component radar in frequency-domain. Therefore, in this second method, the
FFT function of SciP y module was used to compute the spectrum of these signals. Then,
RRRADAR was estimated by the automatic detection of the most prominent spectral peak
and associated index, or respiratory frequency value. Once again, a common peak finding
function was used. The estimated frequency value (in Hz) was then converted to RPM
unit.
5.7.3.3 Statistical Assessment
In order to compare the similarity between reference RRREF and estimated RRRADAR
values, diverse metrics and assessment tools were used. Since one of the final objectives
of this study is to conclude about the reliability of the signals processing algorithms and
radars used for remote vital signs monitoring, the performance of each pair radar-method
was assessed and compared: R1-M1, R1-M2, R2-M1 and R2-M2, where M1 and M2 are
the methods 1 and 2, respectively, presented above.
The Mean Absolute Error (MAE) and Standard Deviation (SD) of the individual Abso-
lute Error (AE) metrics were computed for a first analysis of the applied methods. Then,
dispersion plots were used to visually assess the performance of each radar-method pair
in RR estimations. Lastly, using the RR estimated values obtained from the method
that presented a lower error, a Bland-Altman analysis was made to finalize a conclusion
about the applicability of radars as respiratory monitoring tools, and to compare the
performance between radars used (R1 and R2).
69
CHAPTER 5. DATA ACQUISITION AND SIGNAL PROCESSING
5.8 Heartbeat Signals Evaluation
Frame A and Frame B were used to analyse the heartbeat component presented in radar
signals. All the methods here presented were developed based on a first qualitative signals
assessment of these signals. Contrarily to respiratory analysis, the heart activity was not
directly compared with ground truth due to their unstable and unpredictable presence
on radar signals. Only the heartbeat components extracted from Frame A signals were
used for Heart Rate (HR) estimations.
5.8.1 Heartbeat Component Extraction
Heartbeat was expected to be seen as small peaks appearing over the noisy respiratory
signals in Frame A. Hence, to enhance and recover the small beat peaks, Frame A was
processed using three steps summarized in Figure 5.15.
BandPass











Figure 5.15: Schema of signals processing method used for heartbeat component extrac-
tion from Frame A data.
Random Noise Removal: Heartbeat peaks should have an approximate predominance
between 0.1 and 0.6 mm on radar signals (consult Table 3.1). Hence, to eliminate random
noise over the heartbeat peaks, a smoothing filter based on a Hanning window of 10
samples (or 0.5 seconds) was first applied. A short size window was used since this step
aimed to increase SNR without distorting the heartbeat peaks.
Impulse Noise Removal: Respiration and random body movements are the first con-
tamination sources of the heartbeat signals. Thus, in order to attenuate this amplitude
contrast, a trending curve with impulsive respiratory expression was subtracted to signal.
This curve was obtained by applying a new smooth filter to radar signals using a Hanning
window of 50 samples (or 2.5 seconds).
Bandpass Filter: Finally, a 5th order Butterworth bandpass filter was applied to reject
the remaining out-of-band noise on heartbeat radar expression, in the range of 0.8 to 2.0
Hz. These values were chosen considering the reference interval of 60 to 100 BPM for an
adult at rest, according to the conditions of the experience (adult population monitored
in relaxed situations).
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5.8.2 Heart Rate Estimation
Two methods were used to estimate HR parameters from radar signals: a inter-peaks
distance method and a novel Selective Short-Term AutoCorrelation algorithm. All the
estimated values were rounded to Beat per Minute (BPM) unit.
5.8.2.1 Method 1: Inter-Peak Distance
Similarly to method 1 previously used for RR estimation (subsection 5.7.3.1), an inter-
peak distance method was also used to estimate the HR values from the heartbeat compo-
nent signals. Hence, with N the number of segments created between two adjacent radar










5.8.2.2 Method 2: SSAC
A method called Selective Short-Term Autocorrelation (SSAC) was proposed, considering
the qualitative analysis performed to Frame A signals. Assuming that heart expression
could be null in some radar time series, this algorithm aimed to identify in which radar
frames, the estimated HR could be a valid value or not. To this effect, SSAC first computes
a set of sequential HR values extracted from the autocorrelation of short-time over pro-
cessed frame A. Then, SSAC assigns an estimated HR value to the analysed radar frame,
or, define the frame as a null cardiac sensing frame. For this classification, SSAC checks
if in the collected set there are repeated estimated HR values in a distance inferior to a
given time interval t. As within a 40-seconds interval is not expected that HR presents
huge variations at rest, the existence of repeated frequencies around a certain interval
threshold could reveal sporadic heart manifestation. SSAC is divided in three stages:
A. Short-Term Autocorrelation Instead of applying autocorrelation to the full data
frame like in the traditional autocorrelation, the short-term autocorrelation is merely
applied for a specific small data window of size N. Expressing x[n] as the n-th sample






In the 40 seconds from Frame A, a sliding window of 200 samples (10 seconds) sliding
at 5 seconds was used. In total, 7 Rxx short signals were computed. k was set as 1.
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B. Short-Term Heart Rate Estimation A set S of 7 time sequential HR values were esti-
mated from each Rxx signals. HR values were obtained, applying the inter-peak distance
method to each one of the Rxx segments in the set. Values were rounded to BPM unit.
C. Heart Rate Estimation In this step, previous estimated HR values were removed
from S, considering the next two order conditions:
1. Remove all the values that are not contained in the reference interval of 60 to 100
BPM, that is, outside the reference heart rate values for an adult at rest.
2. Remove all the non-double HR values in the sequence, that is, HR values that are
not repeated more than once on time sequence S.
Therefore, in the case of the values in S that do not meet the aforementioned condi-
tions, the analyzed frame is classified as "NULL", and none reliable HR value is obtained
from a NULL frame. Otherwise, if in S are repetead HR values contained in the reference
HR interval, a final estimated HR value is returned given by the mean of remaining HR
values in S.
5.8.2.3 Statistical Assessment
The same statistical assessment methods described in Subsection 5.7.3.3 were also applied











In the previous chapter, the process for acquisition and processing of radar signals, col-
lected using an IR-UWB and a FMCW radar from 10 subjects, was described. Subse-
quently, in this chapter, results and discussion of this small proof of concept are presented
to understand the viability for the use of these sensors and methods in acquiring vital
signs accurately. Hence, a small discussion about the collected radar data and their dif-
ference is firstly performed, followed by the results for the target localization. Then, the
results for the respiratory and heartbeat signals monitorization, which is the main topic
of this discussion, are presented. The quality of the signals, offline processing algorithms
and radar performance is also evaluated using quantitative and qualitative methods. The
values presented in this section, which resulted from statistical computations, were round
to 2 significant figures (excepting subsection 6.3.2.1 metrics).
6.1 Dataset Characterization
In this study, 6 radar maps per participant were obtained, adding to a total of 60 complex
data radar maps. In order to verify radar data integrity and gain some intuition about
radar maps trends, all datasets were manually reviewed, unfolded into their respective
amplitude and phase range maps.
Figure 6.1 illustrates an example of amplitude and phase maps from a recorded com-
plex data map for each sensor. These maps were acquired with a target (Subject 1) posi-
tioned at one meter from the radars. The different radar technology is clearly observed
between these maps, even when acquiring data in the same room space. Using the Radar
Equation presented in Section 3.2.2, these data differences can be explained by three
radar parameters: the frequencies used by each radar, the power of each transmitted RF
wave and the resolution of radar frames.
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R1 R2
(a)                                                                        (b)
UWB Radar (R1): Amplitude-Range Maps FMCW Radar (R2): Amplitude-Range Maps





















































































Figure 6.1: Differences between radar range maps acquired with (a) R1 and (b) R2 when
a human target (Subject 1) is located at one meter of distance from radars.
Starting by analysing the differences between amplitude-range maps, similar pat-
terns are easier to observe - Figure 6.1 (top). These amplitude maps are characterized
by the magnitude of reflected signals, where the transmitted power factor has a crucial
point in the detection of objects. Higher amplitudes values, corresponding to the RF
signals reflected by the Human target, are perceived in both radar maps at 1.0 meters.
Even with different transmitted RF powers in R1 and R2, these maps present similar
amplitude patterns, except in the first few centimetres, where R1 presents an evident
manifestation that does not appear in R2. This is an effect of antenna crosstalk, typical
of pulse radar architecture due to the coupling between transmitter and receiver anten-
nas [121]. Nonetheless, this effect is static and consequently can be easily removed as a
DC component.
On the other hand, the phase-range maps signals of both radar sensors are quali-
tative more different when compared to range maps - Figure 6.1 (bottom). This visual
divergence can be mainly explained by the different wavelength used in each radar. Since
FMCW wavelength is 10 times inferior to IR-UWB, for the same distance unit, FMCW
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phase maps will present 10 times more phase cycle rotation. Therefore, this effect can be
easily understood in the above wrapped phase maps, where phase variation is faster on
FMCW than IR-UWB data, represented by narrower columns that give the impression of
a faster colour variation.
In addition, the propagation of RF waves in the medium as well as their interaction
with materials depends on their frequency. Since R1 has a smaller frequency than R2, its
waves have a more significant dispersion in the medium. Moreover, and how it was seen
in Subsection 3.5, it is more likely that R1 waves are reflected inside the human body
tissues. On the other hand, millimetric frequencies of R2 enable narrower beam, which
results in better-quality measurements in R2.
6.2 Target Localization
Although in this experience, the position of the participants was previously known, in
real life applications, automatic detection of target’s distance is often required for the
extraction of vital signs. This can be described as one of the major challenges in human
monitoring applications, especially in complex environments. Therefore, an algorithm
was developed to detect the target position automatically. Table 6.1 compares the esti-
mated range values obtained by the applied method with the real distance at which the
subjects were positioned. A graphical representation of these results is also presented on
Figure 6.3.
The maximum error found between the real location and the estimated using radar
was 0.2 meters. However, this is not a significant error since this value corresponds to
the normal thickness of the human body. Moreover, a small misalignment of the subject
when positioned for the experiment can also contribute to this error.
Table 6.1: Estimated range position of human targets in collected radar signals.
Estimated Range (m)
Radar Range (m) S1 S2 S3 S4 S5 S6 S7 S8 S9 S10
2.5 2.3 2.4 2.4 2.5 2.6 2.4 2.4 2.4 2.6 2.5
R1 1.0 0.9 1.0 1.0 0.9 0.8 0.9 1.0 1.0 1.0 0.9
0.5 0.4 0.6 0.5 0.3 0.4 0.5 0.4 0.5 0.5 0.5
2.5 2.4 2.6 2.5 2.5 2.7 2.5 2.6 2.5 2.6 2.6
R2 1.0 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 1.0
0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5
Figure 6.2 shows a set of range maps obtained after clutter removal at the three differ-
ent distances, where human presence can be identified and detected.
In real life applications, the applied method might be too simple to remove clutter
and detect the target position efficiently. To further improve the algorithm used, there
are some details that should be taken into account.
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Radar Range Maps after Clutter Removal
R1 R2
S1 Example
Figure 6.2: Representation of amplitude and phase maps after clutter removal (exempli-



















Real Range vs Estimated Range 
R1:  2.5 m R1:  1.0 m R1:  0.5 m R2:  2.5 m R2:  1.0 m R2:  0.5 m
Figure 6.3: Graphic representation of Table 6.1. Each point represents an estimated range
by subject and radar used. Each segment follows the reference range lines.
First, and how it was expected, the intensity of the target in maps is inversely propor-
tional with the increase of distance. Bigger distances covered by the RF waves naturally
result in higher energy losses. However, and according to the results presented above,
this effect is not significant enough to lose target range information up to a distance of
2.5 meters, confirming that both radars, with the configuration proposed in Chapter 4,
can be used to track targets up to the referred distance. Notwithstanding, it is important
to notice that the maximum established range of 2.5 meters is not a radar limitation, but
only a suitable value found to be used in this first experimental approach. The three
range intervals (0.5, 1.0 and 2.5 meters) were chosen according to the conditions of the
usual distance used in literature (below 1.0 meters) and considering typical daily life
situations where a future radar could be used. For example, 2.5 meters is a reasonable
value to consider when monitoring a person in front of a TV or lying in bed while sleeping.
Notwithstanding, with the current configuration, R1 and R2 can measure ranges up to
a distance of 9.90 (Table 4.1) and 3.75 (Table 4.2) meters, respectively. Hence, further
studies are recommended with targets positioned at larger distances with the aim of test
the viability in vital signs acquisition at longer distances than those used in this study.
Multipath effects were also observed in collected radar data, especially in 2.5 meters
maps. In this experience, multipath effects were originated from reflections in the wall,
floor and roof, causing a delay in signals detection. These effects must be considered in
future applications in order to avoid ambiguities when detecting target location.
Finally, respiratory patterns were also observed in the amplitude maps. This observa-
tion goes along with some studies that have shown already the possibility to collect those
signals only from the power amplitude of reflected signals [58, 84]. Nevertheless, phased
based methods were chosen to be applied in this study to achieve the similarity between
the raw radar returned by radars with the aim of using the same offline signal processing
techniques in both radars signals.
77
CHAPTER 6. RESULTS AND DISCUSSION
6.3 Respiratory Signals Evaluation
In the first 40 seconds, respiratory and heartbeat signals were monitored simultaneously.
In order to assess the capacity of radars for respiratory sensing, a first qualitative analysis
of the unwrapped signals was performed. Thereafter, and for more precise analysis, the
respiratory components of the radars signals were assessed through quantitative methods.
The estimated breaths events were compared with the reference values extracted from the
audio reference in an event-based classification approach. This classification was used
to understand if the detection of the physiological radar signals was also dependent on
the distance, sensor, or physiology of the monitored participants. Finally, the estimated
respiratory rate (RR) values were assessed.
Thus, in the scope of this dissertation hypothesis, the results and discussion present in
this section intend to answer the following points:
1. Understand how breathing waveform patterns appear on radar signals;
2. Assess the time-domain accuracy in the detection of the respiratory events;
3. Perceive the viability in the use of radars and proposed methods for RR estimation;
4. Compare R1 and R2 sensors performances in respiratory sensing.
6.3.1 Waveform Pattern Signals Analysis
In general, a quite good correlation between radar and respiratory audio signals was
observed in both radar signals. A typical unwrapped and non-processed radar wave
recorded in the validation experience, together with its respective respiratory audio











































Figure 6.4: Unwrapped radar signal example compared with respective audio ground-
truth signal. Respiratory waves are clearly perceived as well inspiration and expiration
instants.
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Analysing Figure 6.4, it is possible to note that peaks on radar respiratory signals
match the respiratory peaks from the reference. As a reminder, the peaks of the audio
signal reference corresponds to the maximum expiratory flow and only dashed lines are
considered as a reference point for the maximum displacement of the chest. On the other
hand, the inspiratory and expiratory moments, corresponding to the mechanical expan-
sion and contraction of the chest, are also present as the positive and negative slopes on
radar signals, respectively. Indeed, the radar sensors used seem to be sensible enough to
detect physiological differences in the inspiratory/expiratory (I/E) timing ratios, which
allows them to be used not only as a tool for RR measurements but also for time-domain
volume chest tracking, from where much more information can be extracted [124]. Un-
fortunately, the microphone used as a reference was not sensible enough, and some of
the inspiration events were not correctly captured. Thereby, a more detailed respiratory
waveform analysis could not be made due to the lack of a proper inspiratory reference.
Comparing the performance of R1 and R2, in every R1 unwrapped signals, the breath
movements were clearly evident without disruption and without any doubt about their
physical phenomena origin. In contrast, R2 shown more noisy and shapeless unwrapped
signals, where respiration was less evident compared to R1 signals. A more in-depth
analysis of this difference will be given in the next section, where respiratory events from
each radar were quantitatively classified against their reference signals. Notwithstanding,
in a total of 30 recordings per radar, high-quality waveform breath signals were found
up to the maximum measurement range of 2.5 meters. Comparative examples of the
unwrapped radar and respective processed radar components, recorded with a subject
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Figure 6.5: Comparison between radar signals extracted from R1 and R2 and the respec-
tive processed respiratory component. Despite the different phase scales, both signals
have the same millimetric displacement scale.
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Despite the differences between radar sensors, similar respiratory parameters could
be found in both signals. Note that, even with different phase scales (left axis), R1 and
R2 registered concordance values of peak-to-peak displacement variation of the chest
(right axis). From both radar, an averaged chest displacement of 3 mm to 4 mm during
successive breaths is observed. These values are slightly below the reference interval men-
tioned on Subsection 3.1.3, but this difference is not significant since chest displacement
measures from radars can vary with target posture, the beam incident angle and others.
Note that, R1 and R2 signals were recorded in different instants (see acquisition pro-
tocol) and naturally, the above signals are not a representation of the same respiratory
moments. However, they were recorded one after the other in a time interval inferior
to 1 minute, thus it can be assumed that the subjects maintained similar respiratory
parameters such as RR and chest volume variations.
6.3.2 Event-Based Classification
For a quantitative assessment of breath radar expression in time-domain, a direct compar-
ison between the peaks from the radars and the reference signal was performed. Radar
breath events were classified according to TP, FN and FP metrics. Results per recording
are shown in Table A.1 on Appendix A.
6.3.2.1 Radar Centered Analysis
Table 6.2 summarises the metrics obtained per radar and associated error rate. A more
in-depth explanation about error rates origin can be given taking into account Table A.1
and considering the notes taken during the subject’s monitorization.
Table 6.2: Classified metrics events sorted per radar and associated error rates (rounded
to 3 significant digits).
Radar REAL EST FP FN TP Error (%)
R1 313 312 2.00 3.00 310 1.60
R2 309 309 26.0 26.0 283 16.8
Examining R1 results, only 5 in 313 events were not correctly identified as breath
events resulting in a hit rate of 98% (approximately) for the 20 minutes of radar moni-
toring. Misclassified events were found in S2, S4 and S6 records. By looking in detail to
their signals, it is possible to see that these did not maintain a regular respiratory pattern
as it was asked or presented increased body movements that disrupted the signals. These
observations could also be confirmed by the notes taken during the monitorization: S2
reported some dyspnea problems, S4 yawned during one of the records and, was not
capable of being relaxed and static during recording as it was previously requested, and
finally, S6 exhibited an anxiety status during the monitorization, perceived as sporadic
random body movements on the signals. As mentioned before, these last referred events
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were punctual events that were not anticipated in the algorithm design since it was con-
structed to find events in a regular respiratory signal. Nevertheless, even with these
minimal human errors, R1 showed a good performance in respiratory signals sensing.
In contrast, 52 in 309 events were incorrectly classified in R2 signals. Beyond the
human error already identified above, two other causes were identified. First, in two
R2 frame recordings, only pure noise was identified without any sign of respiratory
patterns. Secondly, some of the non-identified events are due to errors in the unwrapping
phase step of R2 signals. Indeed, and as indicated previously, R2 is characterized by
a RF wavelength 10 times smaller than R1, which means that for the same millimetric
movement captured with both sensors, R2 phase varies 10 times more. Consequently,
phase displacements caused by thorax breath movements have a higher probability of
overcoming ±π interval, leading to phase ambiguities that could be not distinguished by
the applied unwrapping function.
Notwithstanding, even with a higher error rate when compared with R1, R2 still have
a considerable hit rate of 83% (approximately) in respiratory detection that could be
increased in the future with some improvements in the unwrapping function. Moreover,
DC compensation and I/Q imbalance are commonly signal pre-processing steps usually
applied to signals from CW radar [125] but that were not used in this work due to signal
processing equivalence reasons. Therefore, the application of these techniques in future
works may improve the quality and detection of respiratory events.
6.3.2.2 Subject and Distance Centered Analysis
The relationship between the error rate versus the subjects or versus the distance from
the radars for both is shown in Figure 6.6. This analysis is very important to understand































R1            R2 
(a) (b)
Error Rate vs Subject Error Rate vs Distance
Figure 6.6: Classified metrics events and associated errors rates sorted per (a) subject and
(b) distance.
As it was discussed in Subsection 3.5, the interaction of emitted RF waves with the
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human body depends on the composition of the tissues. Thereby, individual parameters
of the monitoring subjects such as the different levels of fat, muscle density and body
position should have an influence on the quality of the radar signals. In order to test if
this previous statement has a significant effect in practical terms, the classification events
errors, displayed in Table A.1, were sorted by subject and presented in Figure 6.6 (a).
Observing the plot, subject S5 and S7 stand out since they reported an error superior to
30%, which no other subject had. However, these high errors are only observed for R2
signals, whereas in R1, the signals were correctly classified. This means that the origin of
the error is not directly related to the specific physiological characteristics of subjects S5
and S7, but most probably with a R2 parameter. Otherwise, a similar error should have
been observed in the signals of R1, what did not happen.
As previously mentioned, SNR decreases when the target is situated at longer dis-
tances from radars. Consequently, it is important to assess the impact that the target
distance have in the detection of respiratory events. Thus, error rates sorted by distance
and radars were computed. Results are shown in Figure 6.6 (b). It was detected a signifi-
cant number of errors in respiratory events classification with the increase of the distance
from the R2 radar, while the R1 radar had values below 5%. This agrees with what has
been found in some previous works such as in [126]. However, the number of record-
ings and population analyzed in the present study, is not significantly high to affirm that
signals recorded further from the radar will have a lower quality and be more prone to
errors in detecting respiration events.
6.3.3 Respiratory Rate Estimation
For estimation of RR from the radar signals, two typical peaks techniques in time and
frequency domain were used, based on a inter-distance peak method (M1) and FFT (M2).
The RR estimated values fall within a 9 and 27 RPM range in the studied population.
All the estimated values and respective absolute errors AE are reported in Table A.2 on
Appendix A. Table 6.3 below summarizes the performance of both methods per radar
used.
Table 6.3: Estimated RR Mean Absolute Error (MAE) and Standard Deviation (SD) of the
Absolute Errors (AE) values obtained for each radar-method combination.
Radar M1 (RPM) M2 (RPM)
R1 0.33 ± 0.47 1.3 ± 1.1
R2 1.0 ± 2.0 2.1 ± 1.2
Comparing the mean absolute errors (MAE) obtained using either method for both
radars and their reference value, a minimum MAE of 0.33 ± 0.47 RPM was obtained
applying M1 to R1 signals, whereas a maximum MAE of 2.1 ± 1.2 RPM was achieved
applying M2 to R2 signals.
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Notwithstanding, larger MAE values were obtained for R2 when comparing between
radar performance, whereas larger MAE values were obtained with M2 method when
comparing methods performance values. Despite the apparently small difference between
estimated radar-method pair errors, it should be taken into account that R2-M2 error is
much more significant than R1-M1 when those are compared with the reference RR range
values presented in Table 3.1. That is, in a interval range of 8 RPM (considering the 12 to
20 RPM reference range), R2-M2 can present a roughly and significantly absolute error
of 3 RPM in 8 RPM (reference values), whereas R1-M1 can present less than 1 RPM
error in a range of 8 possible values. Moreover, an additional round-off error of 2 RPM
resulted from the rounding of estimated RR values should be also taken into account in
this analysis.
Figure 6.7 presents four dispersion plots that compare both methods, applied to the 30
signals obtained with each radar, R1 and R2. To each graph, the regression line associated
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Figure 6.7: Dispersion plot comparing RR references values and estimated RR values
obtained with M1 and M2 methods applied to R1 and R2 radar signals.
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Observing the four dispersion maps, it is evident that R1-M1 points, Figure 6.7 (a),
fit better the reference curve when compared with the other radar-method pairs. The re-
gression line of R1-M1 has a slope almost equal to one, indicating an excellent agreement
between radar and reference measurement, with low scatter. On the other hand, despite
the R2-M1 present the lowest slope value in the set of the four plots, this result could be
neglected since the majority of R2-M1 points still overlapping the reference (black) line.
As can be observed in Figure 6.7 (b), the low slope value was obtained due to the presence
of an evident outlier in R2-M1 data and some scattering points above the reference line.
For reasons of timing and work priorities, the outlier value was not removed from data
in this results, and therefore it is recommended, in the future, the recalculation of all the
presented metrics excluding this outlier from R2-M1 data.
Concerning M2 method, R1-M2 (c) and R2-M2 (d) plots illustrate an underreporting
pattern with a negative bias. A more prominent dispersion is observed when compared
with the M1 method plots. Notwithstanding, despite the lower performance comparison
of M2 when compared to M1, M2 still presents a considerable correlation between esti-
mated and reference RR values. In the future, M2 performance should be again tested
with larger time frames since the scattering observed in M2 plots may be associated with
the low-frequency resolution of the computed Frame A spectrums (40 seconds). Fre-
quency resolution is defined as the ratio between sampling frequency and the number of
data points in frames, and therefore the number of data points used may not have been
enough to estimate RR accurately.
Using the latter conclusion, a Bland-Altman analysis was performed using the M1
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Figure 6.8: Bland-Altman comparison between respiratory rate measured reference and
radar value obtained with method M1 applied to signals recorded with (a) R1 and (b) R2.
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R1 Bland-Altman plot - Figure 6.8 (a), shows a quite good agreement between the
RR values estimated in R1 signal (RRRADAR) and RR values reference (RRREF) with a
systematic error (Bias) equal to zero. All samples are contained inside the 95% limits
of confidence ranging from -1.2 to +1.2 RPM. On the other hand, a lower concordance
in R2 Bland-Altman plot - Figure 6.8 (b) - is clearly observed with a confidence interval
now ranging from -4.5 and 4.6 RPM and two samples located outside the limits of this
interval. Despite the larger spread for the points compared with R1, bias is still close to
zero what proves the consistency of the analyzed system. Moreover, most of the samples
are distributed centrally around zero, which provides reasonable confidence in this radar-
method technique.
For both radars, the same general pattern is maintained along with the horizontal axis
values. This indicates that there is no variability dependence on the RR radar estimated
values in the measured RR reference ranges. Finally, from this Bland-Altman analysis, it
can be concluded that both R1 and R2 sensors can provide accurate measurements of RR,
however, R1 was shown to have a more outstanding performance compared with R2.
6.4 Heartbeat Signals Evaluation
Heartbeat activity in radar signals can be measured using radar sensors due to the small
displacement of cardiac muscles and also the wave pulse created by the ejection of blood
from the heart. However, their expression is not as evident as the respiratory cycle, since
the tissue’s displacement due to cardiac activity is 10 times smaller to that created by the
respiration. Thus, each subject was asked to sustain their respiration for a certain period
to more easily detect the cardiac cycles using a radar. These apnea signals (Frame B) were
only used for a qualitative assessment. Nevertheless, the detection of cardiac activity in
the "normal"signals (Frame A), that is during respiration, was also performed from where
HR values were estimated.
Hence, the results and discussion presented in this section, intend to answer the following
questions about heartbeat detection using radars:
1. Understand how heartbeat waveform patterns appear on radar signals;
2. Perceive the viability for the use of radar in HR detection;
3. Compare the performance of R1 and R2 radar sensors in the cardiac activity sensing.
6.4.1 Heartbeat in a Normal Condition
Figure 6.9 reports the same cropped signals shown in the respiratory section (Figure 6.4),
compared against its ECG ground truth signal. As it can be observed, small peaks arising
between respiratory peaks (which at first glance can be perceived as noise) have a relation
with R peaks of the ECG reference.
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Figure 6.9: Unwrapped radar signal examples compared with respective ECG ground-
truth signal. Small heart peaks are perceived between respiratory events.
As seen in the vital signs model presented in Subsection 3.3.3 and Subsection 3.4.2,
in perfect conditions, radar signals should be composed of a sum of respiratory and heart-
beat signals when monitoring a unique and static target. However, in real-life situations
and commonly reported in the literature [62, 63], the weak cardiac signals can be easily
masked by the strong respiratory wave. In fact, we can relate this statement with the
collected radar data of this study, where most of the heartbeat activity was found between
the respiratory moments, where the chest is static. In general, heartbeat expression was
not evident in more than 50% of the unwrapped Frame A signals.
Comparing radar sensors performance, a larger manifestation of the heart activity
(represented by small peaks in Figure 6.9) was found in R2 signals, rather than R1. This
result is opposite to the one done in respiratory analysis, where R2 presented larger errors
in respiratory activity detection. Once more, the possible reason can be encountered in
the RF wavelength used in each radar. Since R2 uses a wavelength ten times smaller than
R1, this makes R2 more sensible to capture small millimetric movements. In addition,
the unwrapping of the R2 signals have less ambiguities when detecting heartbeat, since
phase variation rarely exceed the ±π interval.
Figure 6.12 reports an example of signals extracted from subject S4 at 2.5 metres. In
this example, the subject did not followed the protocol as it was expected, sustaining the
respiration during the first acquisition phase (Frame A) as can be seen in unwrapped
signal (top subplot) between the 9 and 20 seconds. This recording allowed us to realize
that the highest amount of heartbeat was actually found between breathing cycles when
chest did not move, that is in motionless conditions. This fact was observed in most of
the collected data.
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Figure 6.10: Comparison between radar signals extracted from R1 and R2 and respective
heartbeat processed component.
In the frequency domain, spectrums of the collected signals on Frame A were com-
puted. Figure 6.11 shows a typical spectrum representation of an unwrapped radar signal
recorded from S1. Grey points represent the respiratory frequency and its respective har-
monics, whereas the red point represents the reference heart frequency. As it can be
noticed, respiratory harmonics fall within the heartbeat expression on the frequency-
domain, making difficult the extraction of heartbeats through a simple spectrum inspec-
tion, a widely reported issue in the literature [63].
Fundamental Frequency





















Figure 6.11: Spectrum of an unwrapped Frame A signal computed using FFT. Frequen-
cies below 0.1 Hz were removed. Grey dots represent respiratory frequency peaks and
respective harmonics. The red dot is related to heart frequency reference value.
87
CHAPTER 6. RESULTS AND DISCUSSION
6.4.2 Heartbeat in Apnea
In order to understand the real sensibility of the radars in the measurement of cardiac
activity, it was asked to participants to hold their breath in the last 45 seconds of the
protocol (Frame B). Being the respiratory signals the principal cause of noise, the volun-
tary apnea allowed a better measurement of the beats while also help to understand how
much other noises sources could affect the heartbeat measurement. Notwithstanding, as
this non-breathing state does not provide a realistic representation of human cardiores-
piratory cycle in a daily life situation, this data frame was only bound to qualitative
assessment. Therefore, by visual inspection, three types of heartbeat radar signals were
identified from R1 and R2 recorded apnea frames:
1. High-quality heartbeat: clear heartbeat peaks on radar signals are in concordance
with all ECG peaks reference - Figure 6.12 (a);
2. Median-quality heartbeat: some heart peaks are evident with ECG peaks whereas
others are nonexistent due to noise - Figure 6.12 (b);































































Figure 6.12: Examples of the three types of radar quality signals observed when subjects
were in a voluntary apnea condition (Frame B). All examples are from R2 recordings.
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These results seemed to be dependent on the measurement conditions as well as the
monitored subject. For both sensors, high-quality signals were found more often for
closer distances while low-quality signals were found frequently for farther distances.
Notwithstanding, at least one record in the set of the collected data was classified as a
high-quality heartbeat for each one of the radar sensors, proving the capacity of both
sensors to measure cardiac signals up to 2.5 meters. Despite Figure 6.12 only presents
R2 records, similar waveform patterns were found in R1, and therefore it is important to
note that all the analysis performed in this subsection are related with events observed
in both sensors.
Observing the high-quality signal in Figure 6.12 (a), it is possible to see that a sig-
nificant amount of noise overlaps the cardiac curve. However, this was not a standard
pattern observed in all high-quality signals, since some of them showed up signals with
higher SNR and different morphologies. These differences could be related to two main
factors: phase jitter and the different body points from where waves are reflected [127,
128].
Phase jitter [129] is a term used to describe phase fluctuations, commonly observed
in RF systems, in time-domain. These phase deviations could be either deterministic, for
example when it is originated by interference from other operating systems, or random,
for example when it results from instabilities of oscillators or the temperature of compo-
nents (Gaussian noise). Although this effect is not so noticeable in Frame A signals (e.g
Figure 6.9) due to the presence of respiration patterns, the phase jitter should be consid-
ered since it can affect the quality of the small heartbeat peaks. Hence, it is recommended
in future applications, the use of calibration routines [130] and/or the development of
phase noise correction algorithms [128] in order to increase the heartbeat-to-noise quality
in the radar signals.
As mentioned before, different heartbeat morphologies were observed in high-quality
signals. Beyond phase noise, the morphologies of the signals can be affected by targets
factors, such as their posture, clothes, fat and muscular compositions. Contrarily to
breath, which causes a large displacement of the chest, the amount of skin (or cross-
section area) available is essential in the measurement of sub-millimetric displacements
caused by the cardiac muscle contractions and/or skin pulse propagation. For example,
if the aim of this work was only to detect the heart rate of a subject, a better target would
be the neck, since the carotid pulse appears very close to the surface and is easily viewed
by the naked eye [131].
Finally, the failure to capture all the cardiac events in some medium and low-quality
signals can be related to the previous statements but also with occasional and random
body movements [132]. For the reasons mentioned above, the Human target’s characteris-
tics may have a more significant influence on the signal quality. However, more in-depth
analysis of these apnea signals is needed to understand if some relation between subjects
and low-quality signals exists.
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6.4.3 Heart Rate Estimation
As mentioned before, the simplest method to obtain a heart rate estimative is to calculate
the distance between adjacent peaks (M1). However, and in order to obtain estimated re-
liable HR values from radar, the selective short-term autocorrelation (SSAC) method was
proposed (M2). With SSAC, the HR value is only returned when the selective algorithm
considers that it could be a reliable value, otherwise a NULL (N) output is returned. All
the estimated HR values and respective absolute errors (AE) can be found in Table A.3
on Appendix A. Table 6.4 below summarizes the performance of both methods per radar
used.
Table 6.4: Estimated HR Mean Absolute Error (MAE) and Standard Deviation (SD) of the
Absolute Errors (AE) values obtained for each radar-method combination.
Radar M1 (BPM) M2 (BPM)
R1 6.7 ± 5.7 2.0 ± 2.4
R2 5.2 ± 4.3 1.8 ± 2.2
The HR reference values of the analyzed population were within a range between
61 and 94 BPM. Comparing MAE values using the M1 or the M2 method, there is an
approximately 3 BPM error decrease when using the M2 method for both radars. Notwith-
standing, the better results of SSAC were only obtained because this method rejected a
large number of segments, where heartbeats were determined to be nonexistent. In a total
of 60 recorded signals (Frame A), SSAC did not identify a reliable HR estimated value in
14 signals using R1 and 9 using R2.
Figure 6.13 depicts the dispersion plot of both methods comparing the estimated and
reference BPM values. The N parameter, presented in each plot is the total number of
samples assessed using each radar-method combination. Observing the four plots, it is
clear the better performance of M2 method (bottom subplots) when compared with M1
(top subplots).
The big dispersion observed in R1-M1 and R2-M1 plots confirm that M1 is not a
suitable methods to be used in the estimation of HR parameters extracted from radar
signals. The weak correlation of R1-M1 method is reflected in its flat fitted line and slope
coefficient nearest to zero. Although R2-M1 plot also presents a high scatter pattern, it
seems to follow an overreporting pattern with a positive trend. Concerning the nature of
M1 method, these results suggest that R2 signals may have a greater heartbeat-to-noise
ratio quality compared with R1. That is, since M1 compute the rates using only the mean
value between the peaks of heartbeat component signal, this method will work better on
signals where the small peaks are more evident.
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Figure 6.13: Dispersion plot comparing HR references values and estimated HR values
obtained with M1 and M2 methods applied to R1 and R2 radar signals.
Overall, the first M1 results are in line with the general concern assumed in literature
and highlighted in the state-of-the-art chapter: simple peaks technique with FIR filter
applications are not good enough to extract the cardiac information from radar signals.
Most of the proposed solutions in literature are based on signal decompositional methods
for HR estimation [59, 73, 75]. However, these approaches are computationally heavy
what makes them unsuitable for real-time application and streaming processing. For this
reason, we decided to follow a different direction and design this new and less complex
SSAC algorithm (M2).
Observing R1-M2 and R2-M2 plots, a better correlation between the estimated and
reference HR values is evident. It is important to notice that only the estimated HR values
accepted by M2 method are shown. Considering the weak and unpredictable expression
of the heartbeats in the signals, M2 shows to be a reasonable solution to measure the HR
parameter in cardiovascular applications periodically. Hence, it is recommended the use
of this algorithm in applications where HR readings are not needed continuously over
91
CHAPTER 6. RESULTS AND DISCUSSION
time. For example, SSAC could be applied in sleeping monitoring applications where RR
and motion are usually low, and therefore HR expression could be extracted from more
prolonged time intervals between respiratory cycles, where their expression is more clear
(see Figure 6.9). Nevertheless, in the future, SSAC should be again tested with a higher
population.
To conclude this discussion about the detection of HR using radar, Bland-Altman
analysis was performed for the M2 method.
Bland-Altman Plot - Heart Rate (HR) Analysis
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Figure 6.14: Bland-Altman comparison between heart rate measured reference and radar
values obtained with method M2 applied to signals recorded with (a) R1 and (b) R2.
Observing both R1 and R2 Bland-Altman plots, it is possible to find similar ranges
for the confidence interval: -3.5 to +6.9 BPM to R1 and -4.3 to 6.2 BPM to R2. Also, in
each radar plot, all the sample are contained within the referred 95% confidence interval
with the exception of one unique outlier. Although the wide range for the agreement
limits, and taking into account the nonexistence presence of heartbeat expression on
these signals, the tolerance limits are assumed as acceptable BPM errors, especially due
to the difficulty in detecting this small expression on signals.
A bias of 0.9 and 1.7 BPM was found for R1 and R2, respectively. This indicates
that estimated RR values may lie above these bias, which can point to the existence of a
systematic error near to one. However, in the context of this analysis, this bias between
estimated (HRRADAR) and reference (HRREF) values does not have great signification.
Since the estimated frequency values are directly rounded to BPM integer values, the
error could increase during this process up to 1 BPM. Second, the reduced number of
samples used might influence the increase of bias. Also, this first approach only wanted
to demonstrate that radar could be used to detect vital signs with a good enough accuracy,
and a difference of 1 BPM to the reference (Table 3.1) is not a significant amount.
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Finally, no trend is observed for any of the sensors plots. However, estimated HR
values for the R2 radar are closer to zero (in the y axis) when compared to R1, indicating
that the HR were found with smaller error using R2. Hence, we can consider that R2 had
a slightly better performance in the measurement of RR than R1 radar, in agreement with
the first qualitative analysis where more visible heartbeat activity seemed to be present












This concluding chapter summarizes the developed work and presents an overview of its
achievements. Based on this thesis accomplishments, we first conclude about the viability
of using radar for remote respiratory and heartbeat monitoring. Then, we extend our
findings into a commercial report where the strengths and weaknesses of sensors used
are identified in order to make a decision about which one is the most suitable to be
integrated into a PLUX product. Some application scenarios are also proposed, followed
by some guidelines and future developments. Finally, a reflection about remote vital
signs application in the world and how this work can contribute to it is given.
7.1 Thesis Summary and Overall Results
This study aimed to assess the feasibility of using radar sensors for remote vital signs
monitoring. To this purpose, two multi-purpose commercial radar, based on IR-UWB, a
pulse emitting radar, and FMCW technology, which send a chirp to detect objects, were
acquired and adapted to be used as bio-radar sensors. Then, an acquisition protocol was
developed, and radar data were collected from 10 subjects in a relaxed position located up
to a distance of 2.5 meters away from the sensors. Finally, signal processing methods were
developed to extract and assess the cardiorespiratory signals, concluding about which are
the best method-sensors combination to extract respiratory rate and heart rate accurately.
Overall, the set of algorithms developed together with the radar configuration
used, proved to be sufficiently accurate for non-contact respiratory and heart rate
monitoring applications.
Considering the initial proposed goals, a more detail overview of results achievement
is given in detail below.
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7.1.1 Respiratory Remote Sensing
In a first qualitative analysis, the respiratory activity was observed in the majority of
the collected radar data. Inspiratory and expiratory timings were clearly extracted, since
respiratory cycles on radar signals are successive contractions and relaxations of the
thorax.
Using a peak finding algorithm, the respiratory events were estimated in signals and
were directly compared against their reference, recorded using a microphone. In total,
625 respiratory events were classified. The metrics extracted were analyzed by radar type,
subject and distance. A minimum error of 1.6% was obtained for signals extracted using
the IR-UWB radar. Different distances or subjects do not appear to play a significant role
in the error rate for respiration cycles detection.
To extract the respiration rate from the signals, two methods in time and frequency
domain were used and applied to signals acquired with IR-UWB and FMCW. In the four
radar-method configurations evaluated, a maximum mean absolute error of 2.1 RPM was
obtained. Minor estimated respiratory rate errors were found when the first time-domain
method was applied to radar signals extracted from IR-UWB radar.
In summary, methods for respiratory detection and respiratory rate estimation were
successfully developed in this work. The achieved results are in agreement with previous
studies, confirming that radars can be used for tracking respiration over time.
7.1.2 Heartbeat Remote Sensing
Contrarily to current studies, that usually assess radar heartbeats in short and real-life
situations, in this study, we analyzed approximately one hour of heartbeat signals in both
contexts: a relaxed situation and a voluntary apnea state.
By a first visual inspection of the signals, it was clear that the small peaks of the
heartbeat were not present, masked by the respiration component, in more than 50% of
the signals. Therefore, visually the only detected peaks where in the regions between
respiratory cycles, where the influence by the chest displacement during those cycles
was less prone to cover the millimetric movements of the heart muscles and pulse skin
displacement. Further, apnea frames were used to confirm the viability of using radars
for heartbeat sensing. In apnea, only random noise was present, and therefore it was
confirmed that both radars used are sensible to measure the sub-millimetric tissues dis-
placements caused by cardiovascular activity. Notwidhtstaing, the heartbeat was not also
observed in all apnea frames.
Concerning the previous observations, a novel heart rate estimation approach was de-
veloped to extract this parameter from the weak heartbeat signal: the Selective Short-Term
Autorcorrelation (SSAC). Contrarily to the high computational complexity techniques
based on decomposition algorithms, commonly used on literature, SSAC was proposed
with the aim of being implemented in further real-time algorithms. Although heartbeats
can be extracted from these weak signals, SSAC was designed to only return a rate when
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relevant heartbeat expression is on the signals, that is when the subject is in a favourable
position to this measurement. To check the accuracy of the proposed method, a reference
ECG was recorded at the same time and, SSAC was compared with a traditional mean
peak method, where the proposed method was more accurate that this metric when a
valid heart rate was returned. Besides the improvement, a minimum mean absolute error
of 1.8 BPM was still found when using the FMCW radar.
Comparing to the state of art, the developed SSAC approach has a higher error rate,
although a direct comparison should not be made. Most of the studies in the literature
are made in very restricted conditions such as apnea or directing the radar cross-section
directly to favourable zones such as the carotid, where only the heart rate can be extracted,
ignoring the respiration component.
In summary, this work was demonstrated a general complexity in acquiring high-
quality heartbeat signals with radars in real environments. Concerning the results achieved
in this work, it is not recommended the use of radars for heart signal activity tracking in
complex environments of daily life. However, the developed algorithm presented in this
thesis was shown as an alternative for periodically heart rate measurements with radars.
7.1.3 Radars Perfomance
In the conditions of the experimental setup, IR-UWB demonstrated a greater capability in
respiratory sensing, whereas heartbeat activity was found more often in signals recorded
using FMCW. Although R2 had presented a slightly better heart rate acquisition per-
formance, this needs to be further confirmed in a future study with a higher number of
subjects, since not every signal provided a valid heart rate. Hence, in overall IR-UWB
presented better quality cardiorespiratory measurements.
7.1.4 Commercial Considerations
In addition to the main goal of this dissertation, this research was also done to find a
commercial off-the-shelf radar that, together with the developed algorithms, could be
used in a novel Bio-Radar to be introduced in PLUX’s commercial catalogue. Therefore,
the methods and algorithms applied in this research were chosen considering this possible
future commercialization. For example, radar sensors were chosen taking into account
some commercial requirements (enumerated in Chapter 4) whereas the developed signal
processing algorithms were built to be integrated into future real-time or post-processing
plugins applications.
Thus, concerning the results achieved in this study, a commercially oriented analysis
was performed on which could be the most suitable sensor to be integrated into a future
PLUX Bio-Radar. In order to make this analysis, seven radar sensors features were consid-
ered. This small commercial analyse is reported in Appendix C. Although IR-UWB from
a pure vital signal sensing standpoint has better performance, FMCW can be considered




The principal contributions of this work for the development of contactless vital signs
techniques using radar technology are listed below:
• A comparison between the performance of current off-the-shelf radars in the
market for vital sings applications: For a non-specialist in radar field, the large
number of studies incorporating different radar types and concepts can be confused.
Most of the vital signs studies are focused on the use of one only radar type, and
review papers did not exhibit the practical differences and concerns to take into
account when choosing a model, or a certain technology. In this study, two of the
most popular radar technologies (IR-UWB and FMCW) used in vital signs radar
studies were used, configurated and compared in similar real-life situations. The
developed python scripts used for the configuration and adjustment of both sensors
are made available online in the following link:
https://github.com/alexandrasdl/RADAR-WORLD.
• A new vital signs radar dataset: More than 1 hour of collected radar signal are
made available on shorturl.at/drHSZ. Beyond the methods applied in this disser-
tation, this dataset could also be used to test new approaches and algorithms in this
field.
• A detailed respiratory study: Contrary to conventional studies, which are focused
on in the extraction of RR parameters from radar signals, in this study, the quality
of respiratory detection was also assessed following an event-based classification
approach.
• A new approach for Heart Rate monitoring: The most popular methods used to
extract the heart activity from the weak radar signals are based on decomposition
algorithms. However in this study, a novel algorihtm called SSAC was proposed to
estimate HR in signals with considerable heartbeat presence.
• A concept for a Wireless Bio-Radar Sensor: Finally, based on the results achieved
of this dissertation, a small and illustrative concept application of the future bio-
Radar PLUX was developed. A demonstration of this is in Appendix D.
7.2 Future Work
Despite the promising results presented in this work for non-contact measurement of
respiratory and heart parameters, further work is required to improve the developed




Additional Validation: Although this study was carried out in a more realistic environ-
ment than most of the previous studies, it is important to validate the algorithms used
in a larger population and different environments conditions. For example, it is recom-
mended the application of the developed algorithms in motionless scenarios such as a
person working on a computer or sleeping.
Beyond new environments studies, further studies to assess the quality of radar signals
when applied to subjects with different physiological characteristics are recommended,
since it is an important parameter that lacks in literature. In this study, some considera-
tions about this topic were made, however, due to the reduced number of the population
tested, no relevant patterns between subject characteristics and the quality of the signal
were observed.
It is also recommended to use a more precise breath reference tool than audio for
further assessment of inspiratory and expiratory moments. As mentioned before, the
inspiration-to-expiration ratio is a significant parameter since variations in this ratio may
be related to the presence of respiratory diseases [124]. Moreover, although its potential to
perceive acute changes in a patient’s condition, respiratory rate is still the most neglected
vital sign in practice clinic mainly due to time constraints that this activity requires for
medical staff [3, 133]. As seen in this study, radar technology can provide high quality
breath measures, and therefore radar may be the new solution to solve this problem in
medical context. For these reasons, the need for more profound studies in the analysis of
this parameter by radar applications is reinforced.
Algorithms Improvements: Since one of the objectives of this study was to understand
the differences between the two implemented radars, the same signal processing chain
was used to make the process more effective in the available time (see a general overview
in Appendix C). However, some additional signal processing steps are recommended to
be added according to the operation mode of the radar used.
To improve the quality of FMCW signals, unwrapping function should be improved to
avoid ambiguities in respiratory signals. I/Q imbalance and DC offset [54] were also not
considered, and therefore these steps should be added to improve algorithms accuracy.
In this work, a method for automatic target detection was developed. However, the
methods implemented could be not enough when there is motion in the background.
Hence, it is recommended additional processing to algorithms to detect targets even
when external or random body movements occurs [132]. The radars sensors selected
were also choosen according to their capacity to measure activity in different ranges and
therefore, signal processing techniques for multi-target tange detection and vital signs
sensing can be further developed using the configurated radars.
Hardware Improvements: The quality of signals is also dependent on the configuration
performed on radars. In this work, IR-UWB demonstrated a better performance than
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FMCW radar in vital signs sensing. However, the FMCW sensor has potential features
that can be used to improve the quality of the signals.
As seen in Chapter 4, FMCW chip has an excellent processing capacity for embedded
applications, which can be leveraged to perform some of the computation needs for
respiration and heart rate estimation. Similar to the coherent processing used in IR-UWB,
an equivalent technique is suggested to be implemented in the signal processing chain of
FMCW.
In this work, only one pair in a total of four TX/RX antennas pairs were used. However,
the activation of more than one pair of antennas allows performing angular measurements
that could be introduced as parameters in novel algorithms to increase the precision of
the physiological measurements. Nevertheless, the solutions proposed above should be
implemented concerning the mandatory local rules of radiation emission.
7.3 Application: Wireless Bio-Radar
The developed work in this dissertation served as a proof of concept of a possible new
sensor for PLUX catalogue. Following the wireless approach employed by PLUX when
designing new products, this should also be a completely wireless bio-radar being able
to be positioned in any part of a room without any wire. To demonstrate this concept,
and using the signals processing techniques developed in this work, a small mockup of
this future product was developed and presented in Appendix D. Figure 7.1 illustrate a
potential scenario application where a PLUX module is used in conjuction with a wireless
Bio-Radar.
B
ACC - z axis
Radar








Figure 7.1: Example of an application scenario using a wireless bio-radar module inte-
grated into a PLUX product. In the schema, a subject is simultaneously monitored by the
radar module (on table) and an accelerometer PLUX wearable module.
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The algorithms developed in this work can be used along with the bio-radar system,
in offline and/or real-time processing. The implemented algorithms are crucial for the de-
coding of the radar signals. These algorithms will be implemented on PLUX’s opensignal
software as an plugin, either in real time and offline mode, thus enabling the user to get
the RR and HR from the signals, while also recording the raw data.
According to the commercial report presented in Appendix C, R2 can be considered
the best option to be used in this future product. Notwithstanding, other hardware
requirements have to be considered such as the integration of R2 in a new board where a
battery, antennas designs and the wireless communication module.
7.4 Future of Remote Vital Signs Sensing
Although favourable results were achieved in remote measurement of vital signs by the
present study, and similarly to a vast majority of the reviewed literature, was performed
with static target conditions. Large motion is appointed at one of the biggest limitations
in the bio-radar system since its activity can mask the vital signs expressions.
The motion noise problem in radar signals is not trivial. Nevertheless, today’s radar
technology can be applied in a considerable number of situations without major hin-
drance such as sleep monitoring applications, driver’s monitoring in automotive con-
texts, research applications and others, where respiratory and heart rate parameters are
recorded in an immobile or quasi immobile environments.
Whereas most of the studies are focused on the removing of external noise, in our
study, we have assumed this current limitation and adapted our methods to be applied
scenarios where the subject would be in a real and motionless situation. Similarly to smart-
watches that make measurements of vital signs over the day periodically, we assumed
that a future iteration of this work could also be used to collect RR and HR parameters
periodically and remotely. Since in everyday life, there are always periods where the
human being is static or has small movements, that can be used to extract vital signs
values.
In conclusion, although there is not yet possible the use of radar for an accurately
24/7 monitoring applications with current algorithms, this study as shown that radar
technology is sufficiently reliable to pass from board into more practical and real remote
vital signs sensing applications in this new and extincting field. In the future, it is ex-
pected improvements of these non-contact applications with the developments of new
and more robust algorithms, enabling remote monitoring in environments where today
contact based approach are still tried to be used for continuous monitoring, such as nurs-
ing homes, or independent senior living. By providing a completely hands free, where
the user does not have to interact with the device for it to be sensing vital signs could be
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Appendix A presents the tables with the metrics extracted from cardiorespiratory radar
signals and described in Chapter 6: Event-Based Respiratory Classification, Respiratory
Rate Estimation and Heartbeat Rate Estimation.
Table A.1 presents all the metrics extracted from the event-based classification de-
scribed in Subsection 5.7.2: the total number of real (REAL) events from audio reference,
estimated (EST) events detected by the peak finding algorithm and the total number
of True Positive (TP), False Positive (FP) and False Negative (FN) metrics obtained per
recording (Subject + Range + Radar).
Table A.2 shows the reference (REF) and estimated (EST) respiratory rate (RR) values
obtained applying M1 and M2 methods to R1 and R2 radar signals. M1 and M2 meth-
ods were described in Subsections 5.7.3.1 and 5.7.3.2, respectively. Absolute Error (AE)
between reference and estimated values per recording is also shown.
Table A.3 shows the reference (REF) and estimated (EST) heart rate (HR) values ob-
tained applying M1 and M2 methods to R1 and R2 radar signals. M1 and M2 methods
were described in Subsections 5.8.2.1 and 5.8.2.2, respectively. Absolute Error (AE) be-
tween reference and estimated values per recording is also shown.
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Table A.1: Event-based respiratory classification results.
R1 R2
Subject Range (m) REAL EST FP FN TP REAL EST. FP FN TP
2.5 12 12 0 0 12 13 13 0 0 13
S1 1.0 12 12 0 0 12 12 12 0 0 12
0.5 12 12 0 0 12 12 12 0 0 12
2.5 11 9 0 2 9 9 9 1 1 8
S2 1.0 10 10 0 0 10 12 12 0 0 12
0.5 8 9 1 0 8 10 10 0 0 10
2.5 9 9 0 0 9 10 10 0 0 10
S3 1.0 11 11 0 0 11 11 11 0 0 11
0.5 11 11 0 0 11 11 11 1 1 10
2.5 12 12 0 0 12 9 8 1 2 7
S4 1.0 6 5 0 1 5 6 7 2 1 5
0.5 8 8 0 0 8 11 11 0 0 11
2.5 9 9 0 0 9 9 9 0 0 9
S5 1.0 10 10 0 0 10 10 9 6 7 3
0.5 11 11 0 0 11 8 10 2 0 8
2.5 9 10 1 0 9 11 10 1 2 9
S6 1.0 12 12 0 0 12 9 10 1 0 9
0.5 12 12 0 0 12 9 9 0 0 9
2.5 9 9 0 0 9 9 13 6 2 7
S7 1.0 7 7 0 0 7 8 8 0 0 8
0.5 12 12 0 0 12 10 10 1 1 9
2.5 15 15 0 0 15 15 8 1 8 7
S8 1.0 14 14 0 0 14 14 14 0 0 14
0.5 16 16 0 0 16 14 14 0 0 14
2.5 9 9 0 0 9 7 8 1 0 7
S9 1.0 8 8 0 0 8 9 10 1 0 9
0.5 9 9 0 0 9 9 9 0 0 9
2.5 9 9 0 0 9 11 11 0 0 11
S10 1.0 11 11 0 0 11 10 10 0 0 10
0.5 9 9 0 0 9 11 11 1 1 10
Total 313 312 2 3 310 309 309 26 26 283
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Table A.2: Estimated Respiratory Rate (RR) results.
R1 (RPM) R2 (RPM)
M1 M2 M1 M2
Subj. Range(m) REF EST AE EST AE REF EST AE EST AE
2.5 17 17 0 17 0 20 20 0 18 2
S1 1.0 19 19 0 19 0 19 19 0 18 1
0.5 20 20 0 18 2 18 18 0 17 1
2.5 16 15 1 15 1 14 14 0 12 2
S2 1.0 16 16 0 14 2 18 18 0 17 1
0.5 12 13 1 14 2 15 15 0 15 0
2.5 14 13 1 12 2 15 15 0 14 1
S3 1.0 17 16 1 17 0 17 17 0 15 2
0.5 17 18 1 17 0 17 17 0 15 2
2.5 18 18 0 18 0 14 13 1 11 3
S4 1.0 9 10 1 12 3 8 10 2 14 6
0.5 11 11 0 15 4 17 17 0 14 3
2.5 14 14 0 12 2 14 13 1 12 2
S5 1.0 15 15 0 14 1 15 13 2 12 3
0.5 16 16 0 14 2 13 17 4 12 1
2.5 15 16 1 12 3 16 15 1 15 1
S6 1.0 18 18 0 17 1 14 15 1 17 3
0.5 18 18 0 17 1 14 14 0 11 3
2.5 14 14 0 14 0 14 19 5 18 4
S7 1.0 12 11 1 11 1 12 12 0 11 1
0.5 18 18 0 17 1 15 15 0 18 3
2.5 22 22 0 21 1 23 13 10 20 3
S8 1.0 20 21 1 20 0 21 21 0 18 3
0.5 26 25 1 23 3 22 22 0 20 2
2.5 14 14 0 14 0 11 12 1 9 2
S9 1.0 13 13 0 12 1 14 15 1 14 0
0.5 14 14 0 12 2 14 13 1 12 2
2.5 14 14 0 12 2 16 16 0 15 1
S10 1.0 16 16 0 15 1 16 16 0 14 2
0.5 13 13 0 11 2 17 18 1 14 3
AE: Absolute Error (RPM)
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Table A.3: Estimated Heart Rate (HR) results.
R1 (BPM) R2 (BPM)
M1 M2 M1 M2
Subj. Range(m) REF EST AE EST AE REF EST AE EST AE
2.5 89 85 4 88 1 89 87 2 N -
S1 1.0 92 83 9 84 8 94 88 6 86 8
0.5 91 85 6 88 3 90 92 2 90 0
2.5 76 80 4 73 3 79 88 9 N -
S2 1.0 76 76 0 N - 71 83 12 71 0
0.5 73 77 4 73 0 70 72 2 68 2
2.5 74 78 4 N - 75 81 6 N -
S3 1.0 70 80 10 70 0 73 75 2 67 6
0.5 71 84 13 71 0 72 81 9 N -
2.5 84 85 1 83 1 83 85 2 83 0
S4 1.0 84 83 1 85 1 84 83 1 84 0
0.5 83 83 0 85 2 83 83 0 84 1
2.5 71 81 10 65 6 72 82 10 N -
S5 1.0 70 75 5 N - 73 78 5 72 1
0.5 73 76 3 73 0 72 77 5 70 2
2.5 77 82 5 N - 84 88 4 84 0
S6 1.0 78 83 5 N - 79 83 4 80 1
0.5 78 87 9 N - 81 82 1 83 2
2.5 80 82 2 76 4 83 87 4 81 2
S7 1.0 82 79 3 N - 83 81 2 85 2
0.5 83 68 15 N - 83 91 8 79 4
2.5 61 88 27 N - 66 84 18 N -
S8 1.0 66 79 13 N - 68 77 9 68 0
0.5 66 80 14 N - 67 78 11 67 0
2.5 73 82 9 70 3 73 83 10 77 4
S9 1.0 75 78 3 75 0 71 76 5 69 2
0.5 71 76 5 71 0 72 74 2 71 1
2.5 86 85 1 N - 86 86 0 N -
S10 1.0 85 78 7 N - 87 84 3 N -
0.5 85 77 8 N - 89 88 1 N -












In this dissertation, signal processing methods for the acquisition, analysis and extraction
of cardiorespiratory parameters, acquired with two different radars, were described in
Chapter 4 and Chapter 5. Regardless of the programming systems used for radar signals
processing (inline embedded on radars chips or offline using python environment), all
the employed methods can be grouped in a general signal processing chain reported in
Figure B.1. Although the first signal processing methods were applied in an embedded
environment, those can be replicated in offline processing. The same is valid for the
methods applied in offline mode, which can also be implemented in embedded platforms.
Hence, this flow-chart diagram aims to give an overview of the developed work, helping
readers and facilitating the replication of this work in future studies.
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Figure B.1: General flow-chart diagram of the signal processing techniques developed
and employed in methodology. Dark boxes are signal processing methods, white boxes
represent data structures resulted from applied methods, and dashed grey boxes informs












The choice of what radar could be used in a commercial product should not be based only
on their performance, but also on other key factors. Figure C.1 resumes the weighting
factors that were taken into account in this commercial analysis. Individual sensor pa-
rameters can be reviewed on Chapter 4. The checkmark ( ) means an advantage that
one sensor has about each other and the line (-) means a parameter that should be taken
into account during the product life cycle but from which no relevant conclusion was
achieved.





Figure C.1: Commercial comparison between the key factor of each radar.
Perfomance: This study proved that both sensors are capable of monitoring cardiores-
piratory activity up to a distance of 2.5 meters. However, FMCW presented a lower
performance compared to IR-UWB. Notwithstanding, FMCW accuracy may be improved
in the future with the development of more specialized algorithms for FMCW operation
mode and type of data returned.
Range: Is is a metric correlated to the resolution that each sensor can support. Un-
doubtedly, IR-UWB wins in this criteria. A good radar resolution allows for better target
tracking. Otherwise, this feature can add more value to the product, since the radar can
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be exclusively used for human target detection, and also used for multi-target vital signs
sensing.
Antennas: An important component that can have a more significant influence in the
quality of the TX and RX radar signal, and the size of the final product. The FMCW
chip used in this application is advantageous in this aspect since it integrates multiple
TX/RX antennas pairs against a unique pair in the IR-UWB chip used. MIMO antennas,
allow signals to be emitted and recognised from multiple directions providing extra
functionalities to the radar, for example as accurate angle measurements for localization.
Additionally, the FMCW sensor antennas are relatively smaller than IR-UWB sensors due
to the shorter wavelength, allowing for a more ergonomic and discrete product.
Intelligence (or Processing Power): The double MCU incorporated in the FMCW sen-
sor allows the possibility of making all the signal processing inside the chip which can be
very useful in real-time monitoring application or logging applications, since data can be
processed in real-time before being sent to the main MCU. In fact, a part of these capabil-
ities was already used in this study, where FFT-range computation was done inside the
chip. In the contrast, IR-UWB have a unique and less potent MCU that is mainly used for
the transmission of data.
Autonomy: This parameter is related to the power of devices. In the future, the radar
should be fully wireless, and an external battery should be added to power the radar.
Therefore, this value should be taken into account when choosing between the two radars.
The size and autonomy of the module will depend on the battery size, with longer auton-
omy devices will needing larger batteries with bigger sizes, leading to larger modules.
Price: This parameter is perhaps the second most important, after radar performance,
when choosing any component for a product. The IR-UWB (X4) costs 4 times more
than FMCW (IWR1843). Notwithstanding, this price is summed to the costs of all extra
modules that will be needed to be incorporated, such as antennas, PCB, enclosure and
others.
Certification: As configurable RF devices both radars must comply with the regulation
needs, regardless of the sensor used. These rules are defined by regulatory bodies (e.g.
ETSI, FCC) in specified zones of the world and therefore, some frequencies allowed in
some regions are prohibited in others. This is a fact that may have an influence in the
choice of commercial radars since the choice of a not universal radar frequency band,
limits the market size.
Support: is the last but not the least. The primary seller of the chip should be taken
into consideration since it is an essential factor when using a module for the first time
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during the development of new product. Household brands often have a bigger support
network, which can be very useful. In this field, Texas Instruments is a more prominent
company, with larger experience and support than the most recent Xenthru.
It is important to notice that this analysis is not about the operation modes used
by radar since the features added depends on the manufacturing branding and models
design. Thus, the points discussed above are comparing the features of the off-the-shelf
radar used (X4 and IWR) and not their technology. In fact, a direct comparison between
the commercial use of general IR-UWB or FMCW radars is not possible due to the wide
range of variables that these can feature such as different frequencies, different antennas,
different hardware architectures etc.
Hence, considering all the above parameters, for a single application, Texas Instru-
ments could be considered as the best option for the new PLUX Bio-Radar, mainly because












Wireless Bio-Radar: A First Concept
One of the biggest motivations for the development of this work was the idea of imple-
menting a future and completely innovator Wireless Bio-Radar system, based on the
algorithms developed and results achieved in this dissertation. One of the initial ap-
pointed problems was the uncertainties about the viability of transmitting large amounts
of radar data through a wireless protocol. Thus, to show the viability of this concept,
a small prototype was developed using low-cost materials and signal processing tech-
niques developed in this work. A brief overview of the implemented methods used in the
development of this fully wireless bio-radar sensor is given below.
D.1 Materials and Hardware Components Integration
For the development of this system the following material were used:
• X4M03 IR-UWB Radar;
• HC-05 Bluetooth Module;
• LiPo Battery;
• Genuino Board;
• Breadboard and Jump Wires.
The HC-05 module is a very low-cost component commonly used for Arduino applica-
tions and learning. For fast prototyping, this module was adapted to communicate with
X4M03 board via UART. A brief description of this process is given below:
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X4M03 Setup: As mentioned before in Chapter 4, the XEP firmware allows commu-
nications via USB (default mode and previously used in this study) and UART. Since
HC-05 uses this last protocol to transmit data, the XEP firmware was used in UART mode
where IR-UWB radar was interfaced with the BLE module, using the standard serial pins
connectors: TX, RX, GND and VCC. Moreover, additional pins were needed to be set
as HIGH (logical level) for UART mode activation by XEP. All the pins connections for
UART mode can be easily found in X4M03 and XEP documentation. Another important
value to take into account is the velocity of data transmission. XEP is set with a default
baud rate value of 115200 that was maintained for this application.
HC-05 Setup: HC-05 embedded Bluetooth module was configured by default, with a
baud rate of 9600. For the correction transmission and reception of serial data between
radar and host system, the HC-05 and the X4M03 must be set with the same baud rate
values. Hence, it was decided to adapt the HC-05 baud rate to XEP default baud rate
value of 115200. The choice of configuring HC-05 and not X4M03 was made for two main
reasons: first, a baud rate of 9600 is not fast enough to transmit all the raw data sent from
radar at the desired transmission speed, second, since HC-05 is a very popular and user-
friendly module, the reprogramming of this parameters is easier than in X4M03, which
requires complex modifications of XEP code. Moreover, as 115200 is sufficient to transmit
all the necessary radar data, there is no problem in maintaining this value. Finally, for
the configuration of HC-05 baud rate, a Genuino Board and default open-source libraries
developed for HC-05 module by Arduino community were used - see Figure D.1 (a). At
last, all the schema of wireless radar sensor was mounted in a breadboard for preliminary













Figure D.1: Experimental setup used to configure and integrate bluetooth and radar
modules: (a) Setting baud rate of HC-05 with a genuino board and (b) Experimental
setup of the full wireless Bio-Radar developed system.
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D.2. REAL-TIME ALGORITHM
Data transmission and communication with the host system: After the integration
of modules, the BLE module should be paired with the host system (a computer). For
communication and configuration of X4, the same python function developed in Subsec-
tion 4.2.3 was used. This is only possible due to the XEP firmware used, which allows the
use of the same APIs commands using either USB or UART protocols. Notwithstanding,
this new setup imposes some restrictions in the amount of transferred data that should
be balanced between the number of data bits emitted the radar per second and the baud
rate used. In this application, the X4 was set to output frame data in a range frame of 0.5
to 3.0 meters at 10 FPS.
Black Box Finally, the components of the wireless set tested and presented in Figure D.1,
were placed inside a small box simulating a fully wireless bio-radar system.
6 cm 6 cm
3 cm
Figure D.2: Wireless bio-radar black box. Components inside the box are not wired for a
better visualization of elements arrangement inside the small box.
D.2 Real-Time Algorithm
Considering the analysis made in Subsection 6.2, the respiratory patterns can also be
easily observed in the amplitude of X4 data. Hence, to simplify the real-time signal
processing methods used in this wireless application, the amplitude of signals was used
to track the respiratory radar signals in time-domain. Additionally, target location and
respiratory rate (RR) estimation were also computed over time. Once again, the extraction
of the RR parameter was based in one of the development methods of this study: the
spectral analysis using the FFT method.
Hence, a recursive spectral method was used, where FFT computations are made
over the slow-time direction of dynamic matrices containing the last 60-seconds frames
emitted by the radar. This process is very common in radar applications being known as
pulse-doppler processing. From this radar-doppler matrices, the maximum peak could be
used to obtain information about the target location and the respiratory frequency of this
target.
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D.3 Results
Finally, joining the two above described methods, enabled the development of the wireless
bio-radar, which is demonstrated in Figure D.3. As illustrated in this figure, this wireless
bio-radar is acquiring physiological signals, when the person is reading a book. This
could be one of the possible applications of the developed bio radar, suited for occasions
that involve little body movements. Once again, this radar prototype was exclusively
projected with the topics studied in this dissertation, showing the utility of the developed




Figure D.3: Developed wireless bio-radar prototype in a home-monitoring scenario. The
transmission of data between radar and interface is fully wireless. Due to the reduced
dimensions of the sensors and their capacities to see through objects, radars could be used
in the future as contactless vital signs monitoring tools inserted in discrete environments.
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