In this paper, we propose three strategies for building a multicasting tree in a high-speed network. These strategies can be used in any network topology. The rst one is based on voting, the second based on constructing a minimum spanning tree, and the third based on repeatedly constructing multiple minimum spanning trees. To demonstrate the e ectiveness of these strategies, we show how to apply them to hypercubes, star graphs, and star graphs with some faults. Experimental results are reported to evaluate the performance of these solutions.
Introduction
In a network environment, it is essential for computers to be able to communicate with each other. Generally speaking, the communication patterns can be classi ed as unicast (one-to-one), broadcast (one-to-all), and multicast (one-to-many). The rst two communication patterns are regular and are comparatively easier. The multicast pattern is more di cult due to its irregular and combinatorial nature.
In this paper, we study the problem of multicasting of a message from a source node to an arbitrary number of destination nodes in a high-speed network environment, such as ATM networks or modern interconnection networks. The multicasting operation can be used in an ATM network to support video conferences or video-on-demand (VOD) services. It is also frequently seen in many parallel computational issues. Reference 9] considers this problem in bus-based networks. This problem has also been studied under point-to-point networks, such as hypercubes 4, 6, 8] and 2-D meshes 5]. Multicasting algorithms based wormhole-routed networks are also available 10, 13, 15] .
In this paper, we formulate a multicast problem as one of nding a multicasting tree in the network. Possible criteria to evaluate such a tree include: time and tra c. Time is usually measured by the height of the tree, while tra c is usually measured by the total number of edges (i.e., the number of communication links) used by this tree. One characteristic of high-speed networks (such as ATM networks and wormholerouted networks used in modern parallel computers) is that the communication time is insensitive to the routing distance under congestion-free situation). Hence, measuring the tra c is of more importance than measuring the time incurred. This is true in particular for VOD services, where a multicast operation may continue for a long period of time and multiple multicasts may congest and compete with each other for bandwidth. Furthermore, technically it is known that nding a multicasting tree in a given network with minimum tra c is already an NP-complete problem 3] and thus would be computationally very expensive. These altogether motivate the goal of this paper: nding a multicasting tree with as least tra c as possible.
To solve this problem, we propose three general strategies that can be used in any network topology, regular or irregular (ATM networks are typically irregular). These are summarized as follows.
Voting Strategy: For each destination, the source node votes for its preferred neighbor(s) to route the message. An edge is then included into the multicasting tree from the source to the neighbor receiving the most votes. Then, two recursive calls are made separately at the source and neighboring nodes.
Minimum Spanning Tree (MST) Strategy: Constructing the multicasting tree based on the concept of minimum spanning tree in a graph.
Repeated Minimum Spanning Tree (RMST) Strategy: Repeatedly applying the MST strategy multiple times.
To test the e ectiveness of these methods, we apply these strategies to two popular networks: hypercubes and star graphs. We remark that the star graph has been recognized as an attractive alternative to the hypercube and has received a lot of attention recently 1, 11, 12, 14] . For the case of star graphs, we even consider a network with a certain number of arbitrary faults.
Our simulation results show that the RMST is the best strategy, the MST strategy the second, and the voting strategy the worst. In hypercubes, the voting and MST strategies incur about 7% 20% more tra c and 1% 8% more tra c, respectively, than that of the RMST strategy. In star graphs, the voting and MST strategies incur about 7% 30% more tra c and 1% 6% more tra c, respectively, than that of the RMST strategy. In the case of faulty star graphs, the voting and MST strategies incur about 8% 33% more tra c and 1% 5% more tra c, respectively, than that of RMST strategy. More details can be found in Section 7.
The rest of this paper is organized as follows. Section 2 gives some preliminaries. Section 3 develops our strategies for multicasting in any given interconnection network. In Section 4, Section 5, and Section 6, we show how to apply our strategies to faultfree hypercubes, fault-free star graphs, and faulty star graphs, respectively. Simulation results are presented in Section 7. Conclusions are drawn in Section 8.
Problem De nition
A network is regarded as a graph G(V; E) with V corresponding to nodes (switches) and E to edges (communication links). We consider the multicast problem where a source node s wants to multicast a message to a set of destination nodes D V . Our goal is to nd a multicasting tree T = (V 0 ; E 0 ) rooted at s such that (i) T spans all nodes in D (i.e., V 0 D), and (ii) the cardinality jE 0 j (i.e., tra c) is as small as possible.
We comment that this problem is also known as the Steiner-Tree problem 3], which is NP-complete.
Three General Multicast Strategies
Ignoring the topology of the network G for the time being, below we develop three general multicast strategies called voting, minimal spanning tree (MST), and repeated minimal spanning tree (RMST).
The Voting Strategy
The basic idea of the voting strategy is as follows. 
The Minimum Spanning Tree (MST) Strategy
In the MST strategy, we rst convert the multicast request into a weighted graph G 0 = (fsg D; E 0 ). The graph is a complete graph and each edge (x; y) 2 E 0 has a weight of w(x; y), which is de ned to be the minimum distance between x and y in the original network G. From G 0 , we then construct a minimum spanning tree T (which is a standard problem in graph theory). Based on T, we perform our multicast. Speci cally, for each edge (x; y) in T, we will transmit the multicast message through any shortest path from x to y in network G. This will give a multicasting tree in G (strictly speaking, this tree may become a graph if some shortest paths overlap with each other on some edges; we however adopt the term \tree" for better intuitive understanding). The tra c incurred by this strategy is the total weight of T.
The Repeated Minimum Spanning Tree (RMST) Method
In the RMST strategy, we may run the MST scheme multiple times. In each run of the MST scheme, we try to add one more node into the destination set, D, to \disturb" the construction of minimum spanning tree. This can potentially produce a lower-cost tree. Consider the network in Fig. 2(a) . Suppose a is the source and b and c are the destinations. Fig. 2(b) shows the result after one run of the MST scheme, where the bold lines form the minimum spanning tree T. As can be seen, the cost is 12. Now, if we add node d into the destination set and run the MST scheme once more, then the result will be as shown in Fig. 2(c) . The total cost is reduced to 11. Similarly, if we further add node e into the destination set, the result will be as shown in Fig. 2(d) , which gives a further lower cost of 10.
The formal RMST method is shown in Fig. 3 . Following the terminology in 3], the nodes being added into the destination set are called the Steiner nodes. Inside the loop, we try to include each potential Steiner node into the destination set and nd out the cost induced by such inclusion. The node inducing the least cost will be selected and added into the destination set. It remains open how to nd the potential Steiner nodes in step a). This is a topology-dependent problem and we will show how to nd them when G is a hypercube or a star graph in later sections.
Multicasting in a Hypercube
An n-dimensional hypercube, also referred to as Q n or n-cube, is an undirected graph with 2 n nodes. Each node is labeled by an n-bit binary number from 0 to 2 n ? 1. Two nodes x n x i x 1 and x n x i x 1 that di er by only bit i are connected by an edge along dimension i. As an example, Fig. 4 shows a Q 5 .
Given any two nodes u and v, de ne u v to be the bitwise exclusive-OR of the binary representations of u and v. It is well-known that the distance between u and v, denoted as jju vjj, is the number of 1's in u v. In the literature, it is common to call u v the relative address of u and v. We shall call the bit positions where 1 appears in u v the preferred dimensions between u and v. It is well-known that any minimum path between u and v must traverse links along each of these preferred dimensions exactly once (but in any order). For more topological properties of hypercubes, the reader may refer to 7] . In the following, we will apply our multicasting strategies to a Q n . 
Applying the Voting Strategy to a Hypercube
Given a multicast request from a source s to a destination set D, according to our voting strategy, we must nd all neighbors of s that are on a shortest path from s to each destination d 2 D. This can be easily done by computing the preferred dimensions between s and d. This strategy has also been used in 6] for multicasting in hypercubes.
We now illustrate the idea through an example in Q 5 , where s = 00000 and D = fd 1 ; d 2 ; : : :; d 5 g = f11110; 11101; 11011; 10111; 01111g (see Fig. 4 ). For each d i , we use the relative address s d i to nd out all preferred dimensions, along each of which the neighboring node (of s) will receive a vote. This is illustrated in Table 1 , where the vote-sum gives the total votes received by each dimension. As all dimensions receive the same numbers of votes, we will make a random selection, say dimension 1, as our choice. Since nodes 11101, 11011, 10111, and 01111 all have placed a vote to dimension 1, they together constitute subset D 0 . The remaining destination set becomes D = D ?D 0 = f11110g. In Table 2 , we show the voting result in the recursive call Vote(00000; f11110g); let dimension 2 be our choice.
The above process is repeated at each intermediate node. The nal multicasting tree is shown in Fig. 4 in bold lines. As can be seen, the total tra c incurred is 14.
Applying the MST Strategy to a Hypercube
To apply the MST strategy, we need to nd out the minimum distance between each pair of nodes in the set fsg D. This can be easily done using the relative address discussed earlier. For instance, in the multicast example in Fig. 4 , the corresponding complete weighted graph G 0 is shown in Fig. 5(a) , from which we can compute a minimum spanning tree T as shown in Fig. 5(b) .
In Fig. 6 , we translated T in Fig. 5 (b) into a multicasting tree. As can be seen, the total tra c becomes 12, which is 2 less than that incurred by the voting strategy.
Applying the RMST Strategy to a Hypercube
To apply the RMST strategy, we need to add some potential Steiner nodes into the destination set. To do so, we rst de ne a join operation:
De nition 1 Given three nodes p; x, and y, the join of x and y with respect to p is
where & is the bit-wise AND operator.
Suppose using the MST strategy we obtain a minimum spanning tree T. Then the potential Steiner nodes are de ned as follows.
De nition 2 Let (p; x) and (p; y) are two edges of T. We de ne the potential Steiner node with respect to p; x; and y to be p (x 1 p y): For instance, if p = 10101, x = 10011 and y = 00111, then the join of x and y with respect to p is x 1 p y = 00010. The corresponding potential Steiner node is p (x 1 p y) = 10101 00010 = 10111.
Intuitively, the join operator is to nd out all dimensions that are in common among the preferred dimensions between p and x and between p and y. Using these common preferred dimensions (if any), one way to reduce the cost of T is to remove the links (p; x) and (p; y) from T and add a link from the potential Steiner node to each of p; x, and y.
Below we apply the idea to the example in Fig. 4 . As shown earlier, the rst MST would look like Fig. 7 . From this MST, we calculate all possible potential Steiner nodes as shown in Table 3 . The last column gives the cost of the new minimum spanning tree after adding the corresponding potential Steiner node. Table 3 has suggested two possible new trees, one by including node 11100 and the other by including node 11111, as shown in Fig. 8(a) and (b) , respectively. The costs are 11 and 9, respectively. So we choose to add node 11111. In this example, the algorithm will stop after this inclusion as there is no more potential Steiner node that can reduce the tra c. (In general it is possible to repeatedly nd more potential Steiner nodes to further reduce the multicast cost.) The nial multicasting tree is shown in Fig. 9 .
Multicasting in a Star Graph
An n-dimensional star graph, also referred to as S n or n-star, is an undirected graph with n! nodes. Each node is represented by a permutation of n symbols 1; 2; : : :; n. The edges of S n are de ned by n ? 1 functions g 2 ; g 3 ; ; g n . Speci cally, given any node x = x 1 x i x n in S n , function g i (x) is another node with label x i x 1 x n (i.e., swap the rst and the i-th symbols and keep the rest symbols unchanged). Two nodes x and y are connected by an edge along dimension i i x = g i (y) for any i = 2 : : :n. Fig. 10 shows an S 4 .
De nition 3 1] Consider two nodes x = x 1 x 2 : : :x n and y = y 1 y 2 : : :y n . The relative address of node y with respect to node x, denoted as x y, is de ned to be a set of cycles fC 0 ; C 1 ; : : :; C k g. Each cycle C m = ( 0 ; 1 ; : : :; j?1 ); m = 0::k; satis es x (i?1) mod j = y i for all i = 0::j ? 1 (i.e., the i?1 -th symbol of x appears in the i -th position of y). Note that given any x and y, the relative address x y must be unique.
A cycle of length more than one is called a pcycle; otherwise, it is called an icycle.
Although x y is an un-ordered set, for ease of presentation we always let cycle C 0 be a special cycle such that symbol 1 appears as the last symbol in C 0 .
For instance, let x = 123456 and node y = 231546 be two nodes in S 6 . The relative address of y with respect to x is x y = fC 0 = (321); C 1 = (54); C 2 = (6)g. C 0 and C 1 Figure 9 : The nal multicasting tree after applying the RMST strategy to the multicast example in Fig. 4 . are pcycles and C 2 is an icycle. In C 0 ; x 0 = y 1 = 3; x 1 = y 2 = 2; and x 2 = y 0 = 1. In C 2 ; x 0 = y 0 = 6. As an another example, if x = 253416 and y = 231546, then x y = fC 0 = (1); C 1 = (4532); C 2 = (6)g. Lemma 1 2] Let x and y be two nodes of S n and x y = fC 0 ; C 1 ; : : :; C k g. If jC 0 j 2, then the minimum distance between x and y is c+s?2; if jC 0 j = 1, then the minimum distance between x and y is c + s, where c is the number of pcycles and s is the sum of lengths of all pcycles in x y. 
Applying the Voting Strategy to a Star Graph
Consider the minimum routing problem from any node x to any node y in an S n . Suppose x 0 is a node neighboring to x and on a shortest path from x to y. Let x y = fC 0 ; C 1 ; : : :; C k g. It has been shown in 2] that a node x 0 which is neighboring to x and on a shortest path from x to y, can be found using the following rules: Using the above de nition, it is easy to apply the voting strategy to an S n . Below we illustrate this through an example in an S 4 with source s = 1234 and destination set D = f4321; 3412; 2143g. The voting result at the source node is listed in Table 4 .
Each of dimensions 2, 3, and 4 will receive three votes. Suppose we choose dimension 4. Then a link (1234; 4231) will be established. Now node 1234 has completed its job.
At node 4231, the voting result is shown in Table 5 . Both dimensions 2 and 3 receive two votes. Suppose we choose dimension 3. Multicasting to destinations 4321 and 2143 will go through link (4231; 3241). It remains only node 3412. The updated voting table is in Table 6 , which will include a link (4231; 2431) into the multicasting tree. In the Fig. 10 , we show the resulting multicasting tree, which gives a total tra c of 9.
Applying the MST Strategy to a Star Graph
To apply the MST strategy, we need to nd the distance between each pair of nodes in fsg D. This can be done using Lemma 1. For instance, for the example in Fig. 10 , the resulting weighted graph G 0 will look like Fig. 11(a) . Then, we can construct a minimum spanning tree T as shown in Fig. 11(b) . The resulting multicasting tree is shown in Fig. 12 , which gives a total tra c of 12.
Applying the RMST Strategy to a Star Graph
To apply the RMST strategy, we need a way to nd the potential Steiner node in the star graph. Suppose T is the minimum spanning tree obtained after one iteration of the RMST method. Let (p; x) and (p; y) be two edges in T. We propose to use the procedure Align() in Fig. 13 to nd a potential Steiner node z. In Align(), we rst nd the sets of preferred dimensions from p to x and y. Then we try to match these preferred dimensions. In the matching, we prefer those from the rst cycle (C 0 ). This is because (recall rule R2) we always have freedom to choose any element in a pcycle 6 = C 0 in later matching.
Below, we apply the RMST method to the example in Fig. 10 . Fig. 14(a) shows the initial minimum spanning tree. Table 7 shows a sample execution of procedure Align(). 2431 f(321); (4)g f(431); (2) g ; none After the rst iteration, we choose z = g 4 (1234); after the second iteration, we choose z = g 2 (4231); there is no common preferred dimension found in the third iteration, so the procedure stops. This suggests a potential Steiner node 2431, which will bring the tra c down to 10, as shown in the new minimum spanning tree in Fig. 14(b) . The process can be repeated and we can nd another potential Steiner node 3421, which can further bring the tra c down to 9, as shown in Fig. 14(c) . The corresponding multicasting tree is shown in Fig. 15 .
6 Fault-Tolerant Multicasting in a Faulty Star Graph
In this section, we apply our multicast strategies to an S n with at most n?2 faulty nodes (with more faults the network may be partitioned). The source node and destination nodes are assumed to be all fault-free. Our schemes can base on local or global fault information.
Applying the Voting Strategy Based on Local Fault Information
By \local information", we mean that a node only knows the status (healthy or faulty) of its neighbors. We will apply the scheme developed by 1], which is for faulttolerant node-to-node routing. Each node x should maintain a binary fault vector F = (f 2 ; f 3 ; : : :; f n?1 ), such that f i = 1 i node g i (x) is faulty. The algorithm in 1] for routing from a current node c to a destination node d is summarized as follows: 1. Calculate the preferred dimensions of d with respective to c. Select any preferred dimension not leading to a faulty node and send the message through it.
2. If all preferred dimensions lead to a fault node, then select any non-preferred dimension not leading to a faulty node and send the message through it.
3. In both the above two cases, never select a link that was just traversed in the previous step.
4. If unfortunately all the above steps fail, then select the link that was just traversed in the previous step.
It is proved in 1] that such a scheme guarantees to reach node d. Based on this scheme, we develop a fault-tolerant voting scheme in Fig. 16 . Following the same Figure 15 : The multicasting tree after applying the RMST strategy in an S 4 . philosophy, we also vote for the preferred dimensions rst, unless they are prohibited by dimensions just being traversed or leading to a fault. Otherwise, we will choose from non-preferred dimensions. If all these choices are prohibited, we will choose from the dimension just traversed.
Below we illustrate through an example how this scheme works in a faulty S 4 . Consider the example in Fig. 17 , where s = 1234, D = f4321; 3412; 2143g, and node 4231 is faulty. Table 8 shows the voting results at node s. We have a tie on dimensions 2 and 3 and suppose we choose dimension 3. Now the job at node 1234 is done.
At node 3241, the voting is performed as shown in Table 9 . Dimensions 2 and 4 both receive two votes and, say, we choose dimension 4. Then edge (3214; 4213) is established to reach nodes 3412 and 2143. It remains one destination node 4321, for which there exists only a unique shortest path. The nal multicasting tree is shown in Fig. 17 (with bold lines) 
Applying the MST and RMST Strategies Based on Local Fault Information
In both the MST and RMST strategies, we will rst construct the minimum spanning tree to be used for our multicasting. That is, we will construct a minimum spanning tree in exactly the same manner as before without considering the faults. Then for each edge (x; y) in the minimum spanning tree, we will try to construct a fault-free path in the star graph from x to y. This is done using the scheme of 1] introduced in Section 6.1. As a result, the tra c incurred may be slightly more than weight of the minimum spanning tree, due to the increase of path length to avoid passing faulty nodes. For instance, in the example in Fig. 12 , if node 3241 is faulty, then a new path between node 1234 and 4321 must be constructed. A possible adjustment is illustrated in Fig. 18 . 
Applying the RMST Strategy Based on Global Fault Information
By \global information", we mean the locations of all faulty nodes are known in advance. We will modify the RMST strategy as follows. First, we will run the normal RMST method as described in Section 5.3 by assuming the network to be free from faults. After the nal minimum spanning tree is calculated, we transform each edge of the tree into a fault-free path in the star graph. The transformation is based on the following fact: Suppose (x; y) is an edge of our nal minimum spanning tree. Based on Lemma 2, there are n?1 parallel paths between x and y. As there are only n?2 faults, one of the parallel paths must be fault-free. Assuming that global fault information is available, we can choose one best (shortest) fault-free path for routing between x and y. In this way, a multicasting tree can be constructed.
Simulation Results
We have conducted simulations to evaluate our three multicasting strategies. We applied our multicasting schemes to hypercubes and star graphs with or without faults. The simulation is from random generation of sources, destinations, and faults in the network. Each data point presented below is from 100 simulations and we observe the average tra c incurred.
Multicasting in Hypercubes
We tested the proposed multicasting schemes in the Section 4 in a 7-cube. Fig. 19 shows the average tra c incurred with various numbers of destination nodes. Generally speaking, the RMST strategy is better than the MST strategy, which is in turn better than the voting strategy when there are < 70 destinations. When there are 70 destinations (about 70 128 55% of network size), all strategies perform pretty close. This is because the multicasting tree will span almost over all nodes in the network.
To understand how much gain can be obtained using di erent strategies, we normalize the tra c incurred by the voting and MST strategies to that of the RMST strategy. The result is shown in Fig. 20 . As can be seen, the voting scheme incurs about 7% 20% more tra c than that of the RMST scheme, while the MST scheme incurs about 1% 8% more tra c than that of the RMST scheme.
Multicasting in Star Graphs
We tested the proposed multicasting schemes in Section 5 in an S 6 . The average tra c at various numbers of destinations is shown in Fig. 21 . The same trend as in hypercube cases still holds | that the RMST is better than MST, which is better than voting.
After normalizing the tra c to the RMST's, we see from Fig. 22 that the voting scheme incurs about 7% 30% more tra c than that of the RMST scheme, while the MST scheme incurs about 1% 6% more tra c than that of the RMST scheme. It is worth pointing out that, in terms of the amount of excess tra c, there is larger gain in applying RMST to star graphs than to hypercubes. As star graphs are considered to have lower node degrees than hypercubes, we conjecture that the RMST scheme will perform better in lower-degree networks than in higher-degree ones. 
Conclusions
We have presented three multicast strategies: voting, MST, and RMST. These strategies are all based on simple concepts and should be easy to implement in most network topologies. We have successfully shown how to apply these strategies to regular networks such as hypercubes and star graphs. Our simulation results consistently show that the RMST is better than the MST strategy, which is in turn better than the voting strategy. Future research might be on applying these strategies to other regular networks and even irregular networks.
