Abstract. Magnetic resonance electrical impedance tomography (MREIT) is a new medical imaging technique that aims to provide electrical conductivity images with sufficiently high spatial resolution and accuracy. A new MREIT image reconstruction method called the harmonic Bz algorithm was proposed in 2002, and it is based on the measurement of Bz that is a single component of an induced magnetic flux density B = (Bx, By, Bz) subject to an injection current. Since then, MREIT imaging techniques have made significant progress, and recent published numerical simulations and phantom experiments show that we can produce high-quality conductivity images when the conductivity contrast is not very high. Though numerical simulations can explain why we could successfully distinguish different tissues with small conductivity differences, a rigorous mathematical analysis is required to better understand the underlying physical and mathematical principle. The purpose of this paper is to provide such a mathematical analysis of those numerical simulations and experimental results. By using a uniform a priori estimate for the solution of the elliptic equation in the divergent form and an induction argument, we show that, for a relatively small contrast of the target conductivity, the iterative harmonic Bz algorithm with a good initial guess is stable and exponentially convergent in the continuous norm. Both two-and three-dimensional versions of the algorithm are considered, and the difference in the convergence property of these two cases is analyzed. Some numerical results are also given to show the expected exponential convergence behavior.
Introduction.
Magnetic resonance electrical impedance tomography (MREIT) is an electrical conductivity imaging technique using a magnetic resonance imaging (MRI) scanner with a current injection apparatus. Since the early 1980s, there have been significant efforts to produce cross-sectional images of a conductivity distribution σ inside a three-dimensional body Ω using boundary measurements of current-voltage data (Neumann-to-Dirichlet data) satisfying the elliptic equation ∇ · (σ∇u) = 0 in Ω, and this technique has been called electrical impedance tomography (EIT) [4, 14, 21] . Here u denotes the electric potential inside Ω. It is well known that EIT has suffered from the ill-posedness of the corresponding inverse problem related with the insensitivity of Cauchy data on the boundary ∂Ω to any internal local change of σ. Acquisition of accurate Cauchy data on ∂Ω requires a sophisticated EIT instrument and a large number of surface electrodes. In practice, however, the cum- bersome procedure to attach many electrodes is prone to increase measurement errors in addition to electronic noise and various artifacts. Furthermore, there exist uncertainties in terms of electrode positions and boundary shape of an imaging subject. Due to the ill-posedness and the errors originating from these practical difficulties, the spatial resolution and accuracy of EIT images are relatively poor, and therefore its applicability has been limited in the clinical environment.
On the other hand, MREIT takes advantage of the internal information of B z , the z-component of the magnetic flux density distribution B = (B x , B y , B z ) induced by the internal current density J = −σ∇u subject to an injection current through a pair of surface electrodes. The B z data can be measured by using an MRI scanner as illustrated in Figure 1 . Here the z-axis is the direction of the main magnetic field of the MRI scanner. MREIT utilizes the fact that the data B z convey the information about any local change of σ via the Biot-Savart law: This supplementary use of the internal B z data enables MREIT to bypass the illposedness problem in EIT. In early 2002, the first constructive B z -based MREIT algorithm called the harmonic B z algorithm was proposed in [18] . Since then, MREIT has advanced rapidly and now is at the stage of animal experiments [13] . The harmonic B z algorithm is based on the following curl of the Ampere law: where μ 0 is the magnetic permeability of the free space, ·, · is the inner product, and Δ denotes the Laplacian. Recent published numerical simulations and phantom experiments show that conductivity images with high spatial resolution are achievable [9, 10, 15, 16, 17, 19] . Figure 2 shows a schematic diagram of the harmonic B z algorithm and typical MREIT images of a conductivity phantom including three chunks of biological tissues having different conductivity values inside a cylindrical container Ω. Although the harmonic B z algorithm shows a remarkable performance in various numerical simulations and phantom experiments, rigorous mathematical theories regarding its convergence behavior have not been supported yet. The purpose of this paper is to deal with this convergence analysis rigorously. For a suitably constructed admissible iteration set in terms of a priori information about the target conductivity, we can prove that the sequence {σ n } is uniformly bounded by a uniform estimate on the solution to the elliptic equation in the divergent form. Using this a priori estimate and an induction argument, we show that, in both two-and three-dimensional cases, the harmonic B z algorithm is stable and exponentially convergent, provided that the contrast of the target conductivity distribution is not very high. It is impossible to get the C 1 convergence in the three-dimensional problem even when the harmonic B z algorithm is applied to a target conductivity distribution with a small contrast. This mathematical difficulty comes from the algorithm itself. With this theoretical result, we partially answer the question on the applicable scope of the harmonic B z algorithm and explain the fast convergent phenomena arising in numerical tests. We refer to our recent article [12] , which briefly discusses this convergence issue using special examples of two-dimensional conductivity distributions.
It seems that the small contrast in the target conductivity is necessary for the convergence of the harmonic B z iteration scheme, provided that the input current is not so large. This phenomenon can be explained physically. For a given input current from the boundary, if the conductivity has a large jump inside the medium, then the current going through will be small, and therefore the magnetic flux density will also be weak. For a relatively high contrast of the conductivity distribution, the algorithm needs to be adapted to control the representation of this contrast in the iteration process. This issue should be considered in the future.
Exact mathematical model of MREIT.
Since our goal is to use the MREIT technique in practical clinical applications, we must set up an exact mathematical model of MREIT that agrees with a planned medical imaging system. To simplify our study, let us make several assumptions which should not go astray from the practical model. Let the subject to be imaged occupy a three-dimensional bounded domain Ω ⊂ R 3 with a smooth connected boundary ∂Ω, and each Ω z0 := Ω ∩ {z = z 0 } ⊂ R 2 , the slice of Ω cut by the plane {z = z 0 }, has a smooth connected boundary. We assume that the conductivity distribution σ of the subject Ω is isotropic, C 1 (Ω), and 0 < σ − < σ < σ + with two known constants σ ± . Though σ is usually piecewisesmooth in practice, this can be approximated by the C 1 (Ω) function, and so it is a matter of how big σ C 1 (Ω) is. We attach a pair of copper electrodes E + and E − on ∂Ω in order to inject current, and let E + ∪ E − be the portion of the surface ∂Ω where electrodes are attached; see Figure 2 .
The injection current I produces an internal current density J = (J x , J y , J z ) inside the subject Ω satisfying the following problem:
where n is the outward unit normal vector on ∂Ω and ds the surface area element. The condition of J × n = 0 on E + ∪ E − comes from the fact that copper electrodes are considered as perfect conductors. Since J is expressed as J = −σ∇u, where u is the corresponding electrical potential, (2.1) can be converted to
where ∂u ∂n = ∇u·n. The above nonstandard boundary value problem (2.2) is well-posed and has a unique solution up to a constant. We omit the proof of the uniqueness (up to a constant) within the class W 1,2 (Ω) since it follows from the standard argument in the PDE.
Let us briefly discuss the boundary conditions that are essentially related with the size of electrodes. The condition ∇u × n| E ± = 0 ensures that each of u| E + and u| E − is a constant, since ∇u is normal to its level surface. The term ±I = E ± σ ∂u ∂n ds means that the total amount of injection current through the electrodes is I mA. Let us denote g := −σ ∂u ∂n | ∂Ω . In practice, it is difficult to specify the Neumann data g in a pointwise sense because only the total amount of injection current I is known. It should be noticed that the boundary condition in (2.2) leads to |g| = ∞ on ∂E ± , singularity along the boundary of electrodes, and g / ∈ L 2 (∂Ω). But fortunately g ∈ H −1/2 (∂Ω), which also can be proven by the standard regularity theory in the PDE.
The exact model (2.2) can be converted into the following standard problem of an elliptic equation with mixed boundary conditions. Lemma 2.1. Assume thatũ solves
If u is a solution of the mixed boundary value problem (2.2), then
Proof. The proof is elementary by looking at the energy of w = u − cũ for a constant c:
Hence, for c =
, the above relation generates |∇w| = 0 in Ω, which means w is a constant in Ω.
Now we explain the inverse problem for the MREIT model, in which we try to reconstruct σ. The presence of the internal current density J = −σ∇u generates a magnetic flux density B = (B x , B y , B z ) such that the Ampere law J = ∇ × B/μ 0 holds in Ω. With the z-axis pointing to the direction of the main magnetic field of the MRI scanner, the relation between the measurable quantity B z and the unknown σ is governed by the Biot-Savart law:
Here we must read u as a nonlinear function of σ. The following lemma is crucial to understand why we need at least two injection currents with the requirement (2. in Ω and n · (σL∇u) = n · (σL∇ũ) on ∂Ω.
Proof. From (2.5), we have 
we definẽ and n · (σL∇u) = n · (σL∇ũ) on ∂Ω. Sinceũ = u near the electrodes E + and E − ,ũ has the same boundary condition on the electrodes as u. Therefore,ũ is a solution of (2.2) with σ replaced byσ. This completes the proof since φ can be chosen arbitrarily under the constraint (2.7).
According to Lemma 2.2, the unique determination of σ requires us to inject at least two input currents I 1 and I 2 . Now we are ready to explain the exact MREIT model. We inject electrical currents I 1 and I 2 through two pairs of surface electrodes E ± 1 and E ± 2 , respectively. Let u j and B j z be the potential and magnetic flux density, respectively, corresponding to I j , with j = 1, 2.
For the measured data B 1 z , B 2 z corresponding to two input currents I 1 , I 2 and a given constant α > 0, we try to reconstruct σ satisfying the following conditions for j = 1, 2:
Remark 2.3. The last condition regarding α is necessary for fixing the scaling uncertainty of σ. Without this condition, whenever σ and u j satisfy the other four relations in (2.8), so do cσ and uj c for any positive constant c. Here we should avoid measuring the voltage difference between the pair of electrodes used for current injection since any electrode contact impedance may cause measurement errors. Therefore, in practice, we usually use the other pair of electrodes for the voltage measurement.
To explain the MREIT image reconstruction algorithm, we define
where ν is the unit outward normal vector to ∂Ω z0 and 
Since ∇σ = 0 near ∂Ω, so does ΔB z = 0. Hence, the right-hand side of (2.13) is well defined. Now the result follows from the formal identity
and integration by parts.
The invertibility of L can be proved by the standard layer potential theory [7, 20] .
for (x, y) ∈ Ω z . Due to the trace formula of the double layer potential, v = ψ on ∂Ω z . By replacing ψ in (2.15) with v, we have w = L z v, and this completes the proof. Remark 2.5. The condition (2.11) is necessary for the harmonic B z algorithm. However, we still do not have a rigorous theory for the issue related to (2.11) in a three-dimensional domain. In the two-dimensional case, the validity of condition (2.11), under suitably chosen boundary data, is proved in [2] when σ is smooth. When σ is just measurable, (2.11) holds in the a.e. sense [1] . In the three-dimensional case, there are examples [3, 11] which suggest that it may be difficult, if not impossible, to find boundary data such that (2.11) holds independently of σ, even assuming smoothness of σ.
In this paper, we will consider the convergence result for the harmonic B z method based on the governing problem (2.3), since the solution u to the standard governing problem (2.2) can be expressed as a constant multiple in terms of Lemma 2.1. Let σ * be the target conductivity to be determined. Based on Lemma 2.4, the harmonic B z algorithm approximating σ * at each slice Ω z0 , for given σ * on ∂Ω z0 , can be stated as follows. Notice here that we also use σ * to represent the known boundary value of unknown conductivity σ * defined in the whole domain, which can be distinguished from the context. Given an initial guess σ 0 (x, y, z) in Ω with exact boundary values, the harmonic B z iteration algorithm constructs an approximation sequence {σ n (x, y, z 0 )} by
is defined in (2.12) and
Notice that, to compute A[σ n ] −1 at each slice Ω z0 ⊂ R 2 , we need the value σ n in the whole domain Ω ⊂ R 3 . This fact will cause some difficulties when we do the iteration for the full three-dimensional model (see the convergence proof in subsection 3.2 of this paper). On the other hand, in the above scheme, the value of σ n on the boundary of the slice Ω z0 is specified as the exact value σ * (x, y, z 0 ) for all n. 
Convergence for the harmonic
The major difficulty dealing with the convergence comes from the uniform upper bound of the inverse matrix A[σ n ] −1 in the iteration procedure. Without some uniform bound on the iteration conductivity σ n , it is quite difficult to estimate A[σ n ] −1 . The key ideas taken in this paper to overcome this difficulty are some assumptions on the target conductivity and the initial guess. With these conditions, we can establish the convergence. Rather than the general way of the convergence proof, which sets the uniform bound for the sequence {σ n } and then obtains the convergence of the sequence, we should establish the uniform bound on σ n and estimate the error σ n − σ * at each step simultaneously by the induction argument. We first give the following estimates, which will be used in the convergence proof. whereΩ ⊂⊂Ω ⊂⊂ Ω are regular domains, and the functions C i (σ) have the following forms:
The functions F i (i = 1, 2, 3, 4) are known bounded functions with respect to the arguments. For the proof of these estimates, we refer to [6] and Theorems 8.8 and 8.32 and Corollary 8.36 in [8] . The form of the constant C i (σ) is of importance in our convergence proof.
3.1. Convergence in axially symmetric cylindrical sections. Let Ω := D × R 1 ⊂ R 3 be a cylinder along the z direction with infinite length and the fixed cross section D ⊂ R 2 . We assume that the conductivity σ * in Ω does not change along the z direction. That is, σ
Consider the electrodes E
± on ∂Ω where the input currents are specified. For an ideal electrode pair E ± parallel to the z direction with infinite length, we assume that the current density is independent of z; see Figure 3 . In this case, it follows from (2.2) that the potential u is also independent of z in Ω due to the causality, and u(x, y) meets
where
is the total input current in E ± , and n ∈ R 2 is the outward normal direction of ∂D. The equation (3.9 ) is the governing model for potential u(x, y), which is in fact defined in the two-dimensional domain D.
To unify the notations in our proof for convergence in both the axially cylindrical case and the three-dimensional case, we will use Ω, E ± to represent the geometry in (3.9) instead of D, E ± in this subsection. Now we can state our convergence result of the harmonic B z method based on the model (3.9) for the two-dimensional domain Ω ⊂ R 2 .
Theorem 3.2. Assume that the target conductivity σ * (x, y) ∈ C 1 (Ω) meets the following: 
We obtain a local convergence for the target conductivity σ * with a small contrast. At the present stage, we do not know how to remove the smallness requirement on .
Remark 3.4. The convergence property holds only in the interior domainΩ. The reason is as follows. First, the regularity property of an elliptic equation with the mixed boundary condition will fail at the boundary. Second, for some geometry configuration, the induced internal current densities near the boundary should be almost parallel, so it is very hard to get the uniform bound on A[σ n ] −1 near the boundary.
Proof. Let us take 0 < < 
with σ = σ n and σ * , respectively. This is a special case of (3.2) with E := E
in Lemma 3.1. For a given interior domainΩ, there exists a constant C * = C * (σ * ± ) such that
This fact can be deduced from Lemma 3.1 as follows. Indeed, from the first and second points of this Lemma, we have u * j H 2 (Ω)
for every α ∈ (0, 1). Finally, combining these last two estimates with the third point of Lemma 3.1, we have
which leads to (3.12) with (3.13)
, and each F i is uniformly bounded with respect to their arguments.
Step 1. Expand the initial guess σ 0 at σ
Hence, e
Since e 0 C 1 (Ω) ≤ K and e 0 = 0 in Ω \Ω, it follows from (3.12) that the right-hand side of the first equation in (3.15) satisfies
.
Therefore it follows from Lemma 3.1 and the Sobolev imbedding theorem that
We denote by
which is well defined. Noticing that σ − σ * C 1 (Ω) ≤ K , we have σ > 
for ∈ (0, 1 2K σ * − ) from the a priori information about σ * , where
Now it follows from (3.17)-(3.20) that
Step 2. Estimate σ
. From the definition, we know that ∇σ 1 satisfies
, which can be written as ⎛
due to the definition of the matrix A[σ 0 ] and (3.14). So we have On the other hand, it is obvious from (3.22) that
which we deduce (3.12 ). Now we take ∈ (0,
then it follows from (3.25) that
It follows from (3.22), (3.23), and (3.27) that
This last estimate generates
Introducing a new constant
the above estimate becomes
and then 
are true for k = n. We shall prove that it is also true for k = n + 1.
Step 3. Expand σ n at σ * . For the expansion σ n = σ * + e n , it follows that
from (3.34) with k = n. Correspondingly, we expand the solution u
Noticing σ n = σ * in Ω \Ω, it is easy to see that n+1 w n j satisfies (3.37)
Similarly as in (3.21), we have
That is,
Step 
With the condition (3.26) for , we have
due to (3.26), (3.31), and (3.38). So it follows from (3.38)-(3.40) that
from (3.25) and (3.29). Now under (3.31) for , the above estimate leads to
It is obvious that σ n+1 = σ * in Ω \Ω. So (3.34) is also true for k = n + 1. The proof is complete.
3.2.
Convergence for a three-dimensional medium. Now we consider the convergence in the three-dimensional case. The essence of the proof is almost the same as that in the two-dimensional case, but we need some modifications due to the fact that the harmonic B z algorithm computes a conductivity distribution in each two-dimensional slice of the three-dimensional medium. More explanations are given in Remark 3.6.
Theorem 3.5. Assume the target conductivity σ * ∈ C 1 (Ω), with Ω ⊂ R 3 , which satisfies the following conditions: More precisely, it holds that
Remark 3.6. In this three-dimensional setting, the estimate (3.45) is given by the C-norm, while the one in the two-dimensional case in Theorem 3.2 is given by the C 1 -norm. We cannot improve the derivative estimate
, although we have the full three gradient estimates (3.43) for σ * . The main difficulty in this case is due to the fact that, in the iteration process (2.16), we get ∇ x,y σ n+1 at each slice with no information about ∂ z σ n+1 . That is, the harmonic B z method approximates the three-dimensional conductivity function σ
Proof. We also take ∈ (0, 
with σ = σ n and σ * , respectively, and we write σ 0 as σ 0 = σ * + e 0 . In every slice Ω z0 , we have
In the two-dimensional case, we can estimate the L 2 -norm of (∇ · e n ∇u * j ) by (3.16 ). This is due to the fact that we can estimate ∇e n C(Ω) . But in the three-dimensional case, it is impossible to estimate ∂ z e n C(Ω) . To overcome this difficulty, instead of using the L 2 and the Holder estimates of elliptic problems, we use the L p estimate with p > 1.
First, by applying Lemma 3.1 to (3.46) with σ = σ * and the Sobolev imbedding theorem, we deduce that
, whereΩ ⊂Ω ⊂ Ω and C * in this three-dimensional case is constructed in the same way as constant C * in (3.13), which implies that the right-hand side of the equation in (3.48) satisfies
The L p interior estimates of the problem (3.48) give
Again by the Sobolev imbedding theorem
Hence combining this last estimate with (3.49) and (3.51) gives
C(Ω)
. Using Nirenberg's difference quotient method with respect to x in (3.48) inΩ yields
y, z), with h < dist(∂Ω,Ω).
The term in the right-hand side of (3.53) satisfies (3.54) 
].
The estimate
and (3.50) give
which is the first estimate in (3.54). The second term in (3.54) comes from (3.49).
Again from the interior L p estimates applied for (3.53), we deduce that
(3.55)
The estimate (3.56) is trivial for σ 0 since it is a constant. However, we need this kind of estimate for the iterated sequence {σ n } with ∇ x,y σ n continuous inΩ. Hence the estimate (3.55) generates from (3.52), (3.54), and (3.56) that
where 
Taking the limit with respect to h → 0, we deduce that
and
from which the Sobolev imbedding theorem
We set F (σ) := C s G(σ), with G(σ) defined in (3.57) and the constant C (σ * ) := sup S3 F (σ), with
Again, noticing that F (σ) contains only F 1 and F 4 , the constant C (σ * ) can be estimated by
for ∈ (0, 1 2K σ * − ), where
In particular, we have C s G(σ 0 ) ≤ G(σ * ± ). Then the above estimate reads as (3.59)
Obviously, (3.59) is also true inΩ z0 :=Ω {(x, y, z) : z = z 0 } ⊂ R 2 for any z 0 , that is,
], which corresponds to (3.21) in the two-dimensional case. As for (3.25) in the twodimensional case, we have
for any z 0 due to A2. We choose ∈ (0,
then we get from the same argument as that in subsection 3.1 that
and hence
For each σ 1 (x, y, z 0 ) generated by the harmonic B z method at each sliceΩ z0 , we generate σ
then it follows that
. As in the two-dimensional case, we have σ 1 = σ * in Ω \Ω. So the theorem is true for n = 1. It follows from (3.61) and (3.64)
. Now we can apply the induction argument to prove the theorem. That is, assume that σ k ≡ σ * in Ω \Ω and the following estimates:
are true for k = n. We shall prove that this is also true for k = n + 1. This can be done by the same way as in the two-dimensional case, with the same modifications for the three-dimensional case as given in the proof of this theorem for the step n = 1. Indeed, ∇ x,y σ n is continuous in every slice Ω z0 from its definition (2.16) for σ * ∈ C 1 . This fact implies that (3.56) is true with σ 0 replaced by σ n . Moreover, we have
) from the assumption of the induction argument. So we omit the details. for u[σ n ] at each iteration step. Then ∇u[σ n ] at the center of each element can be computed by the difference method. We also use this scheme to simulate ∇ 2 B z from (4.1)-(4.3) for our inversion input. To avoid the well-known inverse crime in the numerical tests [5] , we use different grids in simulating the input data from those used in the inversion algorithm.
First, we take N = 40, M = 80 (case 1) and the initial guess function σ 0 (x, y) ≡ 1. The recovering result after six iterations as well as the exact one are shown in Figure  5 . Now we choose a finer mesh with N = 80, M = 160 (case 2). Denote by E(n) the relative L 2 -error between the target conductivity and the reconstructed one after the nth iteration. The numerical values of E(n) in these two cases are given in Table 4 .1, while curves are plotted in Figure 6 for a bigger iteration number n = 10.
From the error distributions in Figure 6 and Table 4 .1, we can observe that the iteration algorithm converges very quickly. In fact, the error is almost unchanged after six iterations. This phenomenon matches very well with our theoretical result, which assumes a convergence rate of the order θ n , with θ ∈ (0, 1). The excellent convergence performance comes from our good initial guess σ 0 ≡ 1. This means that the error of for the initial guess is not so large, and θ will be also small for small . We can also observe that the finer mesh can improve the inversion result at the expense of an increased number of computations. Now let us consider an inferior initial guess function which is quite different from the exact σ * (x, y); see Figure 7 . The reconstruction results for n = 1, 2, 3, 6 are given in Figures 8 and 9 with its error distribution illustrated in Figure 10 . Even for this case with the undesirable initial guess, we can see that the algorithm still catches the target σ * in the whole domain. It should be noticed that we used the simulation data ∇ 2 B j z , j = 1, 2, directly for the harmonic B z algorithm rather than computing ∇ 2 B j z from B j z . Obviously, if we use noisy measured B z data as the inversion input, a suitable denoising technique must be used. Noticing the expression of the iteration (2.16), the harmonic B z algorithm uses in fact the first derivative of B z . A similar inversion scheme using the first derivative of B z named the gradient B z method can be found in [16, 17] .
