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RIGIDITY RESULTS
FOR ELLIPTIC BOUNDARY VALUE PROBLEMS:
STABLE SOLUTIONS FOR QUASILINEAR EQUATIONS
WITH NEUMANN OR ROBIN BOUNDARY CONDITIONS
SERENA DIPIERRO, ANDREA PINAMONTI, ENRICO VALDINOCI
Abstract. We provide a general approach to the classification results of stable solutions
of (possibly nonlinear) elliptic problems with Robin conditions.
The method is based on a geometric formula of Poincare´ type, which is inspired by a
classical work of Sternberg and Zumbrun and which gives an accurate description of the
curvatures of the level sets of the stable solutions. From this, we show that the stable
solutions of a quasilinear problem with Neumann data are necessarily constant.
As a byproduct of this, we obtain an alternative proof of a celebrated result of Casten
and Holland, and Matano.
In addition, we will obtain as a consequence a new proof of a result recently established
by Bandle, Mastrolia, Monticelli and Punzo.
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1. Introduction
The study of stable solutions of variational problems is a classical topic of investigation.
Roughly speaking, stable solutions are critical points of an energy functional with positive
second variation (in particular, local minimizers of the energy are stable solutions).
Given their special energetic properties, stable solutions often enjoy better qualitative
and quantitative properties than the other solutions and, in some cases, they can be
completely classified. We refer to the monograph [13] and the references therein for a
complete presentation of the main results available on stable solutions.
Part of this work was done while A. P. was visiting the Dipartimento di Matematica “Federigo Enriques”
of the Universita` di Milano. The authors are members of Gruppo Nazionale per l’Analisi Matematica, la
Probabilita` e le loro Applicazioni (GNAMPA) of the Istituto Nazionale di Alta Matematica (INdAM).
The first and third authors are supported by the Australian Research Council grant “N.E.W.” Nonlocal
Equation at Work.
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The goal of this paper is to provide an approach towards the classification of stable
solutions with Neumann and Robin boundary conditions which is based on a geometric
Poincare´ formula. This formula is inspired by the one originally introduced by Sternberg
and Zumbrun in [40, 41] and provides an accurate bound on the second fundamental
form and on the tangential derivatives of the level sets of any stable solution, in a form
which is remarkably independent from the nonlinearity. For this reason, we think that the
geometric formula obtained is interesting in itself and reveals important information on
the level sets of the solutions.
With this approach, we obtain a classification result for (possibly nonlinear) elliptic
problems with Neumann boundary conditions (these operators can be also singular or
degenerate, and we comprise the cases of the p-Laplacian and of the mean curvature
equation). This result contains, as a particular case, the classical one obtained by Casten
and Holland in [4] and by Matano in [35], for which we produce a different proof (in fact,
with weaker regularity assumptions).
In addition, the method also gives a classification result that has been recently obtained
by Bandle, Mastrolia, Monticelli and Punzo in [2], see also [11].
The mathematical framework in which we work is the following. Let Ω ⊂ Rn be a
bounded domain with smooth boundary. We study the solutions to the following boundary
value problem: {
div(a(|∇u|)∇u) + f(u) = 0 in Ω,
a(|∇u|)∂νu+ h(u) = 0 on ∂Ω,(1)
where f , h ∈ C1(R) and a ∈ C1,1loc ((0,+∞)). Here ν denotes the external unit normal
to ∂Ω. We also require that the function a satisfies the following structural conditions:
a(t) > 0 for any t ∈ (0,+∞),(2)
a(t) + a′(t)t > 0 for any t ∈ (0,+∞).(3)
We observe that the general form of (1) and the structural conditions (2) and (3) en-
compass, as very special cases, many elliptic singular and degenerate equations. Indeed,
if a(t) := tp−2, with 1 < p < +∞, or a(t) := 1/√1 + t2, then we obtain the p-Laplacian
and the mean curvature equations respectively.
Following [14, 17, 5], we define A : Rn →Mat(n× n) and λ1 ∈ C0((0,+∞)) as follows
Ahk(ξ) :=
a′(|ξ|)
|ξ| ξhξk + a(|ξ|)δhk for any 1 ≤ h, k ≤ n,(4)
λ1(t) := a(t) + a
′(t)t for any t > 0.(5)
Definition 1.1. We say that u is a weak solution to (1) if u ∈ C1(Ω),∫
Ω
a(|∇u|) 〈∇u,∇ϕ〉 dx+
∫
∂Ω
h(u)ϕdσ −
∫
Ω
f(u)ϕdx = 0,(6)
for any ϕ ∈ C1(Ω), and either (A1) or (A2) is satisfied, where
(A1) {∇u = 0} = ∅;
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(A2) a ∈ C0([0,+∞)) and
the map t→ ta(t) belongs to C1([0,+∞)).
Notice that the first integrand in (6) is well-defined, thanks to either (A1) or (A2) (recall
the boundary condition in (1)).
We observe that, in general, equation (1) may have no solution. For instance, in the
mean curvature equation case in which a(t) := 1√
1+t2
, a compatibility condition was dis-
covered in [26], see also Theorem 1.3 and Remark 1.4 in [34]: in particular, if f is a nonzero
constant and h := 0, there is no solution.
The regularity assumption u ∈ C1(Ω) is always fulfilled in many important cases, like
those involving the p-Laplacian operator or the mean curvature operator (see e.g. [33]).
In light of this, and in view of the great generality of the functions a and h, it is natural
to work in the above setting.
Definition 1.2. Let u be a weak solution to (1). We say that u is stable if∫
Ω
〈A(∇u)∇ϕ,∇ϕ〉 dx+
∫
∂Ω
h′(u)ϕ2 dσ −
∫
Ω
f ′(u)ϕ2 dx ≥ 0,(7)
for any ϕ ∈ C1(Ω).
We notice that, as customary, from the variational point of view, such definition of
stability is equivalent to the fact that the associated energy functional is nonnegative
defined (nevertheless, we do not need to explicitly introduce such energy setting, since the
framework provided by equation (1), combined with the condition in (7), is sufficient for
our purposes).
In the subsequent formula (9), we give an extension of the geometric formula obtained
in [40, 41]. Such formula relates the stability of the equation with the principal curvatures
of the corresponding level set and with the tangential gradient of the solution. Since
this formula bounds a weighted L2-norm of any ϕ ∈ C1(Ω) plus a boundary term by a
weighted L2-norm of its gradient, we may see it as a weighted Poincare´ type inequality.
The first result towards a geometric Poincare´ inequality is the following:
Theorem 1.3. Let u ∈ C2(Ω) be a stable weak solution to (1). Then, for every ϕ ∈ C1(Ω),
it holds ∫
{∇u 6=0}∩Ω
[ n∑
i=1
〈A(∇u)∇ui,∇ui〉 − 〈A(∇u)∇|∇u|,∇|∇u|〉
]
ϕ2 dx
+
∫
∂Ω
(
f(u) ∂νu− a(|∇u|) 〈∇u, ∂ν∇u〉 − h(u)∆u− h′(u)|∇u|2
)
ϕ2 dσ
≤
∫
Ω
|∇u|2 〈A(∇u)∇ϕ,∇ϕ〉 dx.
(8)
Concerning the regularity assumption on the solution taken in Theorem 1.3, we think
that it is an interesting problem to determine whether similar results can be obtained
under weaker regularity. This would be particularly interesting in the case of p-Laplace-
type equations, in which the gradient of the solution is usually not better than Ho¨lder
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continuous at critical points. On the one hand, in our arguments, assuming the continuity
of the second derivatives makes the computations available “up to the boundary” and gives
perfect sense of the terms a(|∇u|) 〈∇u, ∂ν∇u〉 and h(u)∆u along ∂Ω. On the other hand,
it is possible that a more careful analysis provides a suitable meaning for these terms also
in a less regular situation: for instance, at points where h(u) 6= 0, the Robin boundary
condition suggests that∇u 6= 0, which makes the elliptic regularity available (thus reducing
to the smooth case), while at points where h(u) = 0 the term h(u)∆u formally disappears.
Similarly, at critical points, the term a(|∇u|) 〈∇u, ∂ν∇u〉 may disappear under weaker
regularity assumptions than those requested in Theorem 1.3, or have a useful sign at least
in the case of convex domains (see Lemma 3.1). These observations indeed suggest that
the results presented in this paper may be valid in further generality.
We also observe that the integrand in the first line of (8) has indeed a geometric inter-
pretation in terms of the curvatures of the level sets of u and the tangential gradient.
For this, given a point x ∈ Rn, we let
Lu,x := {y ∈ Rn s.t. u(y) = u(x)}
be the level set of u passing through x. Furthermore, we denote by ∇Tu the tangential
gradient of u along Lu,x∩{∇u 6= 0}, and by k1, . . . , kn−1 the principal curvatures of Lu,x∩
{∇u 6= 0}.
With this notation, we have the following:
Corollary 1.4. Let u ∈ C2(Ω) be a stable weak solution to (1). Then, for every ϕ ∈
C1(Ω), it holds
∫
Ω
[
λ1|∇T |∇u||2 + a(|∇u|)|∇u|2
n−1∑
j=1
k2j
]
ϕ2 dx
+
∫
∂Ω
(
f(u) ∂νu− a(|∇u|) 〈∇u, ∂ν∇u〉 − h(u)∆u− h′(u)|∇u|2
)
ϕ2 dσ
≤
∫
Ω
|∇u|2 〈A(∇u)∇ϕ,∇ϕ〉 dx.
(9)
As already mentioned, this type of formulas has been originally introduced by Sternberg
and Zumbrun in [40, 41], and then used to prove symmetry and rigidity results in [14, 17,
18].
Since then, this type of inequalities has been applied in several contexts: to prove
rigidity results for boundary reaction-diffusion equations, see [38, 39] (where a celebrated
conjecture of De Giorgi for equations driven by the fractional Laplacian is also proved in
dimension 2), to handle semilinear equations in Riemannian and Sub-Riemannian spaces,
see [15, 19, 20, 24, 25, 37], to study problems involving the Ornstein-Uhlenbeck opera-
tor, see [6], as well as semilinear equations with unbounded drift [5, 16] and systems of
PDEs [22, 8, 9, 10].
Recently, in [12], the case of Neumann boundary condition for boundary reaction-
diffusion equations was dealt with the use of a Poincare´ inequality involving also a bound-
ary term.
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Now, we present some rigidity results, in the spirit of [4], by taking advantage of the
geometric information given by formula (9).
We first deal with the case of the Neumann boundary condition, that is we choose h := 0
in (1). In this setting we get the following result:
Theorem 1.5. Let Ω ⊂ Rn be a bounded domain with smooth boundary. Suppose that Ω
is convex, with strictly positive principal curvatures along ∂Ω.
Let u ∈ C2(Ω) be a stable weak solution to (1) with h := 0. Then u is constant in Ω.
Theorem 1.5 is new even in the case of the p-Laplacian, but our proof is robust enough
to deal with a very general class of operators.
Also, we point out that Theorem 1.5 provides, as a byproduct, a new proof of Theorem 1
in [4] (see also [35]) when the function a := 1 and so the general operator in (1) boils down
to the Laplacian.
As a corollary of Theorem 1.3, we also give an alternative proof of Theorem 2.1 in [2]
(see also [27]). More precisely, we deal with the case of the Laplacian in dimension 2 with
Robin boundary condition, and we obtain:
Theorem 1.6. Let Ω ⊂ R2 be a bounded domain with smooth boundary. Let u ∈ C2(Ω)
be a solution to (1) with a := 1 and h(u) := αu, for some α ∈ R.
Suppose that∫
∂Ω
α2u2
(f(u)
αu
− κ+ α
)
dσ < 0 and α+ κ ≥ 0 on ∂Ω,(10)
where κ is the curvature of ∂Ω.
Then u is unstable.
It would be desirable to grasp a full understanding of the stable solutions of general
quasilinear equations and of the role played by the geometry of the domain (with respect
to this, it is likely that the convexity assumption can be relaxed, see e.g. the comments in
the Remark before formula (13) in [4]). To keep in mind some examples, we observe that:
• The convexity assumption in Theorem 1.5 cannot be completely removed. Indeed,
suitable “dumbbell” domains which produce nonconstant stable solutions of (1)
have been constructed in Section 6 of [35] (see in particular the figure on page 452
of [35] and Remark 6.4 on page 453 of [35]). The original examples of [35] took
into account connected regions with quite complex shapes, and simpler examples
have been investigated also in [23, 42, 28, 29, 30, 36, 7, 1, 3].
• If R ∋ x 7→ u(x) is a smooth function such that u(x) = −1 if x ≤ −1, u(x) = 1
if x ≥ 1 and 0 ≤ u′ ≤ 4, and if a(t) = 0 if t ∈ [0, 4], then u is a solution of (1) in
Ω := (−2, 2) with h := 0 and f := 0, which is not constant. This says that the
nondegeneracy of the coefficient a cannot be completely removed in the statement
of Theorem 1.5.
• The thesis in Theorem 1.6 is quite strong, since it also excludes constant solutions.
This is due to condition (10). For instance, the function vanishing identically is a
stable solution of (1) with a := 1, f := 0 and h(u) := αu, for any α ≥ 0. But this
solution does not verify the first condition in (10).
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The paper is organized as follows. In Section 2 we prove Theorem 1.3 and Corollary 1.4.
Then, Sections 3 and 4 contain the proofs of Theorems 1.5 and 1.6.
2. A geometric Poincare´ inequality: proofs of Theorem 1.3 and
Corollary 1.4
In this section we deal with the Poincare´-type inequality and we give the proof of
Theorem 1.3 and Corollary 1.4.
We start recalling the following result, which has been proved in [17].
Lemma 2.1. For any ξ ∈ Rn \ {0}, the matrix A(ξ) is symmetric and positive definite,
and its eigenvalues are λ1(|ξ|), · · · , λn(|ξ|), where λ1 is as in (5) and λi(t) := a(t) for
every i = 2, . . . , n. Moreover,
〈A(ξ)ξ, ξ〉 = |ξ|2λ1(|ξ|),
and
〈A(ξ)(V −W ), (V −W )〉 = 〈A(ξ)V, V 〉+ 〈A(ξ)W,W 〉 − 2 〈A(ξ)V,W 〉 ,
for any V,W ∈ Rn and any ξ ∈ Rn \ {0}.
The forthcoming formula (11) is a fundamental step towards the proof of Theorem 1.3.
We let ν = (ν1, . . . , νn) be the unit normal to ∂Ω.
Lemma 2.2. Let u ∈ C2(Ω) be a weak solution to (1). Then, for any i = 1, . . . , n, and
any ϕ ∈ C1(Ω), we have
∫
Ω
〈A(∇u)∇ui,∇ϕ〉 dx−
∫
Ω
f ′(u)uiϕdx
=
∫
∂Ω
a(|∇u|) 〈∇u,∇ϕ〉 νi dσ −
∫
∂Ω
f(u)ϕνi dσ +
∫
∂Ω
h(u)ϕi dσ.
(11)
Proof. By Lemma 2.2 in [17] we have that
the map x→W (x) := a(|∇u(x)|)∇u(x) belongs to W 1,1loc (Ω,Rn),
By Stampacchia’s Theorem (see e.g. [32, Theorem 6:19]), we get that ∂iW = 0 for almost
any x ∈ {W = 0}. In the same way, by Stampacchia’s Theorem and (A2), it can be proven
that ∇ui(x) = 0, and hence A(∇u(x))∇ui(x) = 0, for almost any x ∈ {∇u = 0} ∩ Ω.
Moreover,
∂iW = A(∇u)∇ui a.e. in Ω.(12)
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Applying (6) with ϕ replaced by ϕi, making use of (12) and the integration by parts
formula, we get
0 =
∫
Ω
a(|∇u|) 〈∇u,∇ϕi〉 dx+
∫
∂Ω
h(u)ϕi dσ −
∫
Ω
f(u)ϕi dx
=
∫
Ω
[
∂i
(
a(|∇u|) 〈∇u,∇ϕ〉
)
− 〈A(∇u)∇ui,∇ϕ〉
]
dx
+
∫
∂Ω
h(u)ϕi dσ −
∫
Ω
[
∂i
(
f(u)ϕ
)− f ′(u)ui ϕ] dx
= −
∫
Ω
[
〈A(∇u)∇ui,∇ϕ〉 − f ′(u)ui ϕ
]
dx
+
∫
∂Ω
a(|∇u|) 〈∇u,∇ϕ〉 νi dσ −
∫
∂Ω
f(u)ϕνi dσ +
∫
∂Ω
h(u)ϕi dσ,
which proves (11). 
Concerning the proof of Lemma 2.2 and the fact that we separate the analysis of the
region in which the gradient vanishes with respect to the one in which the gradient differs
from zero, we remark that, in the generality considered here, it is possible that both of
these sets have positive Lebesgue measure simultaneously. See for instance the examples in
Propositions 7.2 and 7.3 in [17] dealing with one-dimensional p-Laplace equations with p >
2.
From now on, we use A and a, as a short-hand notation for A(∇u) and a(|∇u|), re-
spectively.
We now provide the proof of Theorem 1.3:
Proof of Theorem 1.3. We start by observing that by Stampacchia’s Theorem we get
∇|∇u|(x) = 0 a.e. x ∈ {|∇u| = 0},(13)
∇uj(x) = 0 a.e. x ∈ {|∇u| = 0} ⊆ {uj = 0} for any j = 1, . . . , n.(14)
Now, let ϕ ∈ C1(Ω) and i = 1, . . . , n. Using (11) with test function uiϕ2, we obtain that
∫
Ω
〈
A∇ui,∇(uiϕ2)
〉
dx−
∫
Ω
f ′(u)u2iϕ
2 dx
=
∫
∂Ω
a
〈∇u,∇(uiϕ2)〉 νi dσ −
∫
∂Ω
f(u)uiϕ
2νi dσ +
∫
∂Ω
h(u) ∂i(uiϕ
2) dσ
=
∫
∂Ω
a
〈∇u,∇(uiϕ2)〉 νi dσ −
∫
∂Ω
f(u)uiϕ
2νi dσ +
∫
∂Ω
h(u)
(
uii ϕ
2 + 2uiϕϕi
)
dσ.
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Hence, summing over i = 1, . . . , n and recalling (13) and (14), we get
∫
{∇u 6=0}∩Ω
(
n∑
i=1
〈A∇ui,∇ui〉ϕ2 + 2ϕ |∇u| 〈A∇ϕ,∇|∇u|〉
)
dx−
∫
Ω
f ′(u)|∇u|2ϕ2 dx
=
∫
Ω
(
n∑
i=1
〈
A∇ui,∇(uiϕ2)
〉− f ′(u)|∇u|2ϕ2
)
dx
=
∫
∂Ω
n∑
i=1
a
〈∇u,∇(uiϕ2)〉 νi dσ −
∫
∂Ω
f(u)ϕ2 〈∇u, ν〉 dσ +
∫
∂Ω
h(u)
(
∆uϕ2 +∇u · ∇(ϕ2)) dσ
=
∫
∂Ω
a 〈∇u, ∂ν∇u〉ϕ2 dσ +
∫
∂Ω
a
〈∇u,∇(ϕ2)〉 ∂νu dσ −
∫
∂Ω
f(u)ϕ2 〈∇u, ν〉 dσ
+
∫
∂Ω
h(u)
(
∆uϕ2 +
〈∇u,∇(ϕ2)〉 ) dσ.
Now we recall the Robin condition in (1) and we obtain that
∫
{∇u 6=0}∩Ω
(
n∑
i=1
〈A∇ui,∇ui〉ϕ2 + 2ϕ |∇u| 〈A∇ϕ,∇|∇u|〉
)
dx−
∫
Ω
f ′(u)|∇u|2ϕ2 dx
=
∫
∂Ω
a 〈∇u, ∂ν∇u〉ϕ2 dσ −
∫
∂Ω
h(u)
〈∇u,∇(ϕ2)〉 dσ − ∫
∂Ω
f(u) ∂νuϕ
2 dσ
+
∫
∂Ω
h(u)
(
∆uϕ2 +
〈∇u,∇(ϕ2)〉 ) dσ
=
∫
∂Ω
a 〈∇u, ∂ν∇u〉ϕ2 dσ −
∫
∂Ω
f(u) ∂νuϕ
2 dσ +
∫
∂Ω
h(u)∆uϕ2 dσ.
(15)
On the other hand, using (7) with test function |∇u|ϕ and recalling again (13), we then
get
0 ≤
∫
Ω
(〈A∇(|∇u|ϕ),∇(|∇u|ϕ)〉 − f ′(u)|∇u|2ϕ2) dx+ ∫
∂Ω
h′(u)|∇u|2ϕ2 dσ
=
∫
Ω
|∇u|2 〈A∇ϕ,∇ϕ〉 dx
+
∫
{∇u 6=0}∩Ω
(
〈A∇|∇u|,∇|∇u|〉ϕ2 + 〈A∇ϕ,∇|∇u|〉 2ϕ|∇u|
)
dx
−
∫
{∇u 6=0}∩Ω
f ′(u)|∇u|2ϕ2 dx+
∫
∂Ω
h′(u)|∇u|2ϕ2 dσ.
(16)
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Putting together (15) and (16), we conclude that
0 ≤
∫
Ω
|∇u|2 〈A∇ϕ,∇ϕ〉 dx
+
∫
{∇u 6=0}∩Ω
[
〈A∇|∇u|,∇|∇u|〉 −
n∑
i=1
〈A∇ui,∇ui〉
]
ϕ2 dx
+
∫
∂Ω
a 〈∇u, ∂ν∇u〉ϕ2 dσ −
∫
∂Ω
f(u) ∂νuϕ
2 dσ
+
∫
∂Ω
h(u)∆uϕ2 dσ +
∫
∂Ω
h′(u)|∇u|2ϕ2 dσ,
which is the thesis. 
We complete this section by proving Corollary 1.4.
Proof of Corollary 1.4. By Lemma 2.3 in [17] we see that
〈A∇|∇u|,∇|∇u|〉 −
n∑
i=1
〈A∇ui,∇ui〉
= a
[
|∇|∇u||2 −
n∑
i=1
|∇ui|2
]
− a′|∇u||∇T |∇u||2.
(17)
Therefore, using (5) we get
〈A∇|∇u|,∇|∇u|〉 −
n∑
i=1
〈A∇ui,∇ui〉(18)
= −λ1|∇T |∇u||2 − a(|∇u|)
( n∑
i=1
|∇ui|2 − |∇T |∇u||2 − |∇|∇u||2
)
.
Notice that the quantity
n∑
i=1
|∇ui|2 − |∇T |∇u||2 − |∇|∇u||2
has a geometric interpretation, in the sense that it can be expressed in terms of the
principal curvatures of level sets of u. Indeed, the following formula holds (see [17, 40, 41])
n∑
i=1
|∇ui|2 − |∇|∇u||2 − |∇T |∇u||2 = |∇u|2
n−1∑
j=1
k2j on Lu,x ∩ {∇u 6= 0}.(19)
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With this, formula (8) becomes∫
Ω
[
λ1|∇T |∇u||2 + a|∇u|2
n−1∑
j=1
k2j
]
ϕ2 dx
+
∫
∂Ω
(
f(u) ∂νu− a 〈∇u, ∂ν∇u〉 − h(u)∆u− h′(u)|∇u|2
)
ϕ2 dσ
≤
∫
Ω
|∇u|2 〈A∇ϕ,∇ϕ〉 dx,
which is the desired inequality. 
3. Proof of Theorem 1.5
In this section we will use formula (9) to prove Theorem 1.5, following the approach
introduced in [14] and then developed in [17, 12].
We start with the following result:
Lemma 3.1. Let Ω ⊂ Rn be an open convex set with boundary of class C2 and let a ∈
C1,1loc ((0,+∞)) satisfying (2). Let u ∈ C2(Ω), with ∂νu = 0 on ∂Ω.
Then, at each point x ∈ ∂Ω it holds
a(|∇u(x)|) 〈∇u(x), ∂ν∇u(x)〉 ≤ 0.(20)
Proof. If ∇u(x) 6= 0 then the thesis follows as in [4, Theorem 2] (see also [12, Lemma
2.1]). If ∇u(x) = 0 then 〈∇u(x), ∂ν∇u(x)〉 = 0 and the thesis follows as well. 
We also need the following result, whose proof is similar to that of Corollary 2.6 in [12]
and so is omitted.
Lemma 3.2. Let xo ∈ Ω, with ∇u(xo) 6= 0. Suppose that
(21) 〈A∇|∇u|,∇|∇u|〉 −
n∑
i=1
〈A∇ui,∇ui〉 = 0.
Then, each connected component of the level sets of u must be an (n − 2)-dimensional
hyperplane intersected Ω.
With these two results, we can now complete the proof of Theorem 1.5.
Proof of Theorem 1.5. The proof is based on the choice of the test function in (9). Indeed,
we let ϕ ≡ 1 in (9), we recall the Neumann boundary condition in (1) and we obtain that∫
Ω
[
λ1|∇T |∇u||2 + a|∇u|2
n−1∑
j=1
k2j
]
ϕ2 dx−
∫
∂Ω
a 〈∇u, ∂ν∇u〉ϕ2 dσ
≤
∫
Ω
|∇u|2 〈A∇ϕ,∇ϕ〉 dx = 0.
(22)
Then, recalling Lemma 3.1, we conclude that
kj(x) = 0, |∇T |∇u||(x) = 0(23)
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for every j = 1, . . . , n− 1 and every x ∈ {∇u 6= 0}, and
〈∇u, ∂ν∇u〉 = 0 on ∂Ω.(24)
Having proved (23) and (24), the thesis follows as in the proof of Theorem 1.2 in [12]. We
give the details here for the sake of completeness.
We first claim that
(25) u is constant along ∂Ω.
To check this, we argue towards a contradiction, supposing that there exist x, y ∈ ∂Ω such
that u(x) 6= u(y). From Lemma 2.2 in [12], we know that we can connect x and y with a
continuous path σ : [0, 1] → ∂Ω. So, we define ζ(t) := u(σ(t)), and we see that ζ(0) 6= ζ(1).
Hence, we can find t¯ ∈ (0, 1) such that ζ˙(t¯) 6= 0, namely
(26) 0 6= ζ˙(t¯) = ∇u(σ(t¯)) · σ˙(t¯).
We also let x¯ := σ(t¯). Up to a change of coordinates, we may suppose that the exterior
normal of ∂Ω at x¯ coincides with −en, and therefore Ω can be written in normal coordinates
as the epigraph of a function γ ∈ C2(Rn−1) near x¯.
Since, by assumptions, the principal curvatures of ∂Ω are positive, we have that
(27) the Hessian of γ is positive definite.
On the other hand, by (24) here and formula (2.1) in [12], we have that
(28) 0 = −〈∇u(x¯), ∂ν∇u(x¯)〉 =
n−1∑
i,j=1
γij(x¯
′)ui(x¯)uj(x¯).
This and (27) imply that ui(x¯) = 0 for any i = 1, . . . , n− 1.
Furthermore, we have that un(x¯) = −∂νu(x¯) = 0, thanks to the choice of the coordinate
system and the Neumann condition. This and (28) give that ∇u(x¯) = 0, in contradiction
with (26), which proves (25).
Now, we let c be the value attained by u along ∂Ω, as given by (25), and we complete
the proof of Theorem 1.5, by showing that
(29) u is constant in Ω.
Indeed, if this was not true, then we would have that
(30) {x ∈ Ω s.t. ∇u(x) 6= 0} 6= ∅.
As a consequence, we can take an arbitrary point x0 ∈ Ω such that ∇u(x0) 6= 0. We also
let L(x0) be the connected component of the level set of u in Ω passing through x0.
Furthermore, we notice that assumption (21) in Lemma 3.2 is satisfied, thanks to the
geometric observation in formulas (19) and (23). Therefore, we can use Lemma 3.2 to say
that
(31) L(x0) = {ω · (x− x0) = 0} ∩ Ω,
for a suitable ω ∈ Sn−1, possibly depending on x0.
Now we take a vector ̟ orthogonal to ω (of course, ̟ may also depend on x0), and we
consider the straight line
{x0 +̟t, t ∈ R}.
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Since the domain Ω is bounded, such a line must intersect ∂Ω, that is there exists t0 such
that x0 +̟t0 ∈ ∂Ω. Accordingly, by (25),
(32) u
(
x0 +̟t0) = c.
On the other hand, (31) implies that
u
(
x0 +̟t0
)
= u
(
x0
)
.
This and (32) give that u(x0) = c.
Notice that this holds for any point x0 ∈ Ω such that ∇u(x0) 6= 0. Therefore, we have
established that
u(x) = c for any x ∈ Ω ∩ {∇u 6= 0}.
Since the above identity also holds on ∂Ω and since u is constant in each component
of Ω ∩ {∇u = 0}, we obtain that u(x) = c for any x ∈ Ω, and so ∇u vanishes identically
in Ω.
This gives a contradiction with (30), thus proving (29). Hence, the proof of Theorem 1.5
is completed. 
4. Proof of Theorem 1.6
We argue towards a contradiction, by supposing that u is stable. So, we can use
Corollary 1.4: in particular, we choose ϕ ≡ 1 in (9), and we obtain that∫
Ω
[
|∇T |∇u||2 + |∇u|2k21
]
dx
+
∫
∂Ω
(
f(u) ∂νu− 〈∇u, ∂ν∇u〉 − αu∆u− α |∇u|2
)
dσ
≤
∫
Ω
|∇u|2 〈A∇ϕ,∇ϕ〉 dx = 0.
Thus, recalling the Robin boundary condition
(33) ∂νu+ αu = 0 on ∂Ω,
we get ∫
Ω
[
|∇T |∇u||2 + |∇u|2k21
]
dx
−
∫
∂Ω
(
α f(u)u+ 〈∇u, ∂ν∇u〉+ αu∆u+ α |∇u|2
)
dσ ≤ 0.
(34)
Moreover, since u ∈ C2(Ω), the equation
∆u+ f(u) = 0
holds up to the boundary of Ω, and so (34) becomes
(35)
∫
Ω
[
|∇T |∇u||2 + |∇u|2k21
]
dx−
∫
∂Ω
(
〈∇u, ∂ν∇u〉+ α |∇u|2
)
dσ ≤ 0.
Also, we observe that ∫
Ω
[
|∇T |∇u||2 + |∇u|2k21
]
dx ≥ 0.
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This and (35) give that
(36)
∫
∂Ω
(
〈∇u, ∂ν∇u〉+ α |∇u|2
)
dσ ≥ 0.
Now, we suppose that the boundary ∂Ω is represented by the curve s 7→ x(s) :=
(x1(s), x2(s)), with s ∈ [0, ℓ], being s the arc-length. Therefore, in a neighborhood of the
boundary, a point x ∈ Ω can be written as
x(s, t) = x(s)− tν(s),
where (s, t) are the so-called normal coordinates.
In this setting, we recall formulas (2.2) and (2.5) in [2]:
|∇u|2 = u2s + u2t
and 〈∇u, ∂ν∇u〉 = −(α+ κ)u2s − κα2u2 + αuuss + α f(u)u,
being κ the curvature of ∂Ω. Here, us, ut, uss and utt denote the first and the second
derivatives with respect to the normal coordinates.
Also, the boundary condition in (33) reads as
ut = αu.
Finally, the following formula holds:
utt − κut + uss + f(u) = 0 on ∂Ω,
see e.g. the formula above (2.5) in [2].
These observations imply that
〈∇u, ∂ν∇u〉+ α |∇u|2
= −(α+ κ)u2s − κα2u2 + αuuss + αf(u)u+ α
(
u2s + u
2
t
)
= −κu2s − κα2u2 + αuuss + αf(u)u+ αu2t
= −κu2s − κα2u2 + αuuss + αf(u)u+ α3 u2.
Hence, integrating over ∂Ω,∫
∂Ω
(
〈∇u, ∂ν∇u〉+ α |∇u|2
)
ds
=
∫
∂Ω
(
− κu2s − κα2u2 + αuuss + α f(u)u+ α3 u2
)
ds.
(37)
Now, we observe that ∫
∂Ω
uuss ds = −
∫
∂Ω
u2s ds,
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and so, using this into (37), we conclude that∫
∂Ω
(
〈∇u, ∂ν∇u〉+ α |∇u|2
)
ds
=
∫
∂Ω
(
− κu2s − κα2u2 − αu2s + α f(u)u+ α3 u2
)
ds
=
∫
∂Ω
[
α2u2
(f(u)
αu
− κ+ α
)
− (α+ κ)u2s
]
ds
< 0,
thanks to (10). This is in contradiction with (36), and so the proof of Theorem 1.6 is
complete.
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