Abstract. In this paper, we consider the regularity theory and the existence of smooth solution of a degenerate fully nonlinear equation describing the evolution of the rolling stones with nonconvex sides:
Introduction
In this work, we are going to consider the wearing process of a rolling stone on a plane. Since the collision of a rolling stone on the plane causes the erosion of the surface, the speed of the erosion is proportional to the number of outward normal directions on a given surface area element, namely the Gauss curvature of the convex surface. Let us denote Σ be the surface evolving by the Gauss curvature flow and Σ * be the convex envelope of Σ which is the smallest convex surface containing Σ. Then any point P on the rolling stone Σ will propagate with the speed of Σ, (GCF) ∂P ∂t = K * + N, in the inward normal direction N , where K * + is the Gauss curvature of Σ * for P ∈ Σ ∩ Σ * and otherwise zero. We denote by g ij the metric and a second fundamental form of Σ and by g ij and h ij . We also denote the inverse of g ij and h ij by g ij and (h −1 ) ij . The Weingarten map is given by
and the eigenvalues, λ 1 , . . . , λ n , of h j i are called principle curvatures. Then the Gauss curvature flow was introduced by Firey [14] and he showed that the smooth compact, strictly convex hypersurfaces with some symmetry shrinks to a round point. We will consider the case where the initial radial symmetric surface has a non-convex side and as a result the parabolic equation becomes degenerate along the interface of the non-convex surface and the convex surface. In this paper, we discuss the existence and regularity of the solution, and regularity of the free boundary.
Let us assume that initially we have surface
where Σ 0 is the non-convex side and Σ 1 is the strictly convex part of the surface, Σ. The junction between the two sides is the (n − 1)-dimensional surface
Now we assume Σ 0 is a concave graph z = φ(x) over a hyper plane.
Since the equation is invariant under the rotation, we may assume the hyper plane is z = 0 plane and that Σ 1 lies above this plane. The the lower part of Σ can be written as the graph of a function
over a compact domain Ω ⊂ R n on which the non-convex part can be written as a graph z = φ(x). Suppose z = f * (x) be the convex envelope of the non-convex surface z = f (x). We can choose the domain Ω to be the set Ω = {x ∈ R n : |∇f * |(x) < ∞} so that f * turns vertical at the boundary Γ . Let us denote by T c the time when the area of the non-convex side Σ o of the surface shrinks to zero. Since we only consider the surface symmetric with respect to z-axis, we may denote the lower part of Σ 1 by z = f (r, t) for |x| = r and the non-convex part Σ 0 by z = φ(r) for |x| = r. Note that f (r, 0) = φ(r) on Σ 0 . Suppose z = f * (r, t) be the convex envelope of the non-convex surface z = f (r, t). Then under the Gauss curvature flow, the envelope evolves as
Let Ω(f ) = {(x, t) : |x| = r, f (r, t) = f * (r, t)} and Ω t (f ) = {x : (x, t) ∈ Ω(f )}. The free boundary is denoted by Γ (f ) = ∂Ω(f ) and Γ t (f ) = {x : (x, t) ∈ Γ (f )}. In particular, we denote Ω t = Ω t (f ) and Γ t = Γ t (f ).
To understand the local behavior, we consider a simple model near the free boundary r = γ(t). (1.1) will be
,
2 . Now we want to investigate whether the speed of propagation of the free boundary is non-degenerate and finite as it does in the flat spot case, [11] . f r will be zero on the free boundary otherwise it will propagate with infinite speed. Notice that on the free boundary Γ (f ), we have f * (γ(t), t) = φ(γ(t), t).
and f * t = f t on Ω(t). These imply
. f r = 0 otherwise it will propagate with infinite speed. If lim r→γ(t) + f r (x, t) > 0, then we have f * rr (γ(t), t) = ∞ which implies the speed of the propagation of the free boundary is ∞. If we expect the speed of the free boundary to be finite, f * r (γ(t), t) = lim r→γ(t) + f r (x, t) = 0. To find the behavior of f r away from the free boundary, let us try f r ≈ (r − γ(t)) α0 for some α o . From the fact that γ ′ (t), φ r (γ(t)), and I are of order one, it is easy to see α o = 1 n and that we expect the optimal regularity of f to be C 1, 1 n . However, if we let the pressure g(r, t)
and we may expect better regularity for g as for the pressure of the porous medium equation [5] . Let us return back to the original equation with free boundary condition
With (1.2), we conclude
and regularity of the free boundary Γ t = ∂{x : g(r, t) = 0 } with finite speed of propagation where α = n−1 n and I = (1 + (ng)
Inspired by [5] , [10] , [11] , the proof of the existence of smooth solution of g is based on the idea of global change of coordinates by setting g(h(z, t), t) = z where {x : x = h(z, t)} is the level set of g. This transformation enables us to change the free boundary problem into an fixed boundary value problem 
Notations:
(1) The convex surface Σ = Σ 0 ∪ Σ 1 where Σ 0 is the non-convex side and Σ 1 is the strictly convex part of the surface, Σ. (2) f * is the convex envelope of f which the supremum of all linear functions below f . (3) The domains will be defined as the followings:
Let us start with showing the existence of the solution for short time by introducing a simple model equation in the following section.
Linear degenerate model equations
In this section we are going to prove the regularity of the solutions of (2.1)
Linearized equations
To find the model equation above, let us introduce a new variable z representing the level of g and then the value r will be a function h(z, t) of (z, t) satisfying g(h(z, t), t) = z. Then, by taking the derivatives with respect to z and t respectively, we have
The equation (1.4) will transfer into
where
Let us consider the following equation our model equation
with a boundary condition
Since the diffusion is governed by metric s, the parabolic distance between two points P = (x 1 , t 1 ) and Q = (x 2 , t 2 ) is 
Existence of smooth solution
Moreover, for any T > 0 there exists a constant C(T ) depending only on T so that
Proof. Let's first apply the Fourier-Laplace transform to convert the equation
to an ordinary differential equation with regular singular point at x = 0. Then
Next we convert the boundary condition B(·,
To show that the inverse Laplace transform is well defined, let us write f = p + iq, g = g 1 + ig 2 , h = h 1 + ih 2 and τ = ρ + iσ, the ordinary differential equation satisfied by f becomes equivalent to the system
with
at x = 0. By Young's inequality,
and
Moreover F is smooth and bounded on x > 0, for all real ξ and complex τ with Re(τ ) > 0. It follows from the maximum principle that F ≤ 0, for all x > 0 which gives us the bound
with C an absolute, positive constant. Since sup x>0 | g|(x, τ ) and | h|(τ ) decay rapidly as |τ | → ∞ with Re(τ ) > 0, it follows from this estimate that the function f given by
is well defined and therefore a smooth solution of the equation
As |ξ| → ∞, |τ | → ∞, f decays rapidly as h decays. It is also easy to see that
for all T > 0. In addition, for any positive integer n, we have
Therefore, denoting by L the Laplace transform, we have
for all τ > 0. This immediately implies that
for all positive integers n, making f a smooth function on S with f (·, 0) = 0. This answers the existence question. □
Local derivative estimates
In this section, we will prove certain local estimates on the derivatives of f .
Lemma 2.2. If f is a smooth solution of (2.1) and if |f |+R
Proof. Let us scale the functionf (x, t) = f (Rx, R 2−α t) and thenf satisfies
For the simplicity, we will replacef by f from now on. Let X = B(1+f 2 )+ηf x and let us assume that the maximum of X on [0, T ] has been achieved at (
is an interior point, we have
X will have the following contradiction.
Similarly we can find the lower bound of X. □
Lemma 2.3. If f is a smooth solution of (2.1) and if |f |
Proof. As the lemma above,f (x, t) = f (Rx, R 2−α t) satisfies (2.3). For the simplicity, we will replacef by f for now. Let us consider the quantity
and assume that the maximum of X on [0, T ] has been achieved at (
from X x = 0. From a simple computation, we will have
which will be negative for 0 < x < δ by selecting a large A and a small δ > 0 and which will be also negative for 0 < x < 2 for large X. Therefore we have a contradiction. □ Now let us introduce higher derivatives. 
Polynomial approximation
To obtain Schauder estimates for
we need to prove some polynomial approximation theories. 
2−α of degree 2 − α in space and one in time so that for every r ≤ s
Proof. Now we set h to be a replacement of f satisfying a homogenous equation:
To find the different between f and h, let k = f − h and then k satisfies the equation (3.1) with zero on {x
Let p be a 2nd order Taylor polynomial of k,
at the point ( 0 1 ). Then 
Proof. Since f is smooth and T 2−α,1 f = 0, we have lim r→0 ∥f ∥ r 2−α+β = 0 and lim r→0 ∥L 1 f ∥ r β = 0 at (0, 1). When we apply the approximation lemma on f , we have
and similarly
Keeping the estimate, we can select p(0, 1) = 0, p x (0, 1) = 0, which means p is invariant under the scaling 
There is a small uniform constant δ(C) depending only on C such that for any 0 < r < δ there are 0 <r < r < s < 1 satisfying
Since
which implies the conclusion. □ 
) .
Recall that now for cycloidal diffusion
for constants c > 0 and C. When one of the points is P = ( 0 1 ), we have the simpler comparison c 
for every β in 0 < β < 1.
Proof. From the equation (3.2), we can find, at P 0 = ( 0 1 ),
Now we have 
)
.
. Choose r so small that Cr 2−α+β < 1/2, and the bound on
Corollary 3.6. We also have
for all smooth f on B 1 with B 1 f = 0 on x = 0, with 0 < γ =
Schauder estimates in the interior
Given a point P = ( x0 t0 ) we define the parabolic cylinder C r (P ) of radius r around P to be the set
is a multi-index we let 
Theorem (Classical Schauder Estimate). For any r < 1 there exists a constant C < ∞ depending on r with the following property. If f is any smooth function on the cylinder
Note that a smooth function f (x, t) can be expressed as
One can obtain the interior Schauder estimates for the diffusion operator L 1 by following the details in Theorem I.8.2 in [5]
in a small cylinder around the interior point Q = {x = 1, t = 1}.
Theorem 3.7. There exist a number λ > 0 and a constant C with the following property. For every function f with support in the cylinder
Going through the details of Theorem I.8.5 in [5] , one can prove on the cylinder C λ (Q) the metric 
For dilation purposes we introduce the semi-norm
Each of these norms behaves well under dilation. If we dilate space and time by a constant factor r, then L 1 f dilates by r, the C 0 norm is unchanged, the H 
be the cylinder obtained by scaling the cylinder
Corollary 3.9. There exists a λ > 0 such that for every µ < λ and every γ in 0 < β < 1 we can find a constant C with the following property. For every r > 0 and every smooth function f on the cylinder
From this Schauder estimate we can work backwards to get a Taylor remainder estimate. Let T Qr 2,1 f denote the Taylor polynomial of f of degree 2 − α in space and 1 in time at the point Q r , and let R Qr 2,1 f = f − T Qr 2,1 f be the Taylor remainder at Q r . By the remainder formula we can express R Qr 2,1 f in terms of the differences of derivatives x α f xx , f t between Q r and the nearly points, so that, as we see by dilating from A µ (Q),
Combining this with the previous estimate gives this corollary.
Corollary 3.10. We also have
Schauder estimates near the boundary
We can obtain Schauder estimates near the boundary comparing x α f xx at a point P = ( 0 1 ) on the boundary with the second derivatives at a point Q r = ( r 1 ) near the boundary, by comparing the Taylor remainder estimates near P and near Q r . Let T P 2−α,1 f denote the Taylor polynomial of f at P of degree 2 − α in space and 1 in time, and let T Qr 2,1 f denote the Taylor polynomial of f at Q r of degree 2 in space and 1 in time, and consider the remainders
For λ small the cylinder A λr (Q r ) is entirely contained in the box B 2r (P ). Our remainder estimate at the boundary gives
< 1 and r ≤ 1/2.
Corollary 3.11. For every smooth function f on the box B s such that
(3.7)
Hence we have
(3.8)
By applying Lemma 2.3 on
(3.9)
The conclusion comes from the inequalities above. □ Similarly, we have the following corollary.
Corollary 3.12. For every smooth function f on the box B s such that
Now it can be summarized in the following Schauder estimates.
Theorem 3.13. For every smooth function f on the box
Main Schauder estimate
Combining the results in the previous sections we can prove now our main Schauder estimate. Theorem 3.14. For any β in 0 < β < 1 and any r < 1 there is a constant C so that
Proof. The result follows directly; since for any r < 1 we can cover a neighborhood of the part of the box B r along the boundary {x = 0} with little boxes that translate and dilate to B δ as before. □ Corollary 3.15. For any β in 0 < β < 1 and any 0 < r < ρ < 1 there is a constant C so that
h(s)ds and then apply Theorem 4.3 oñ f . □ Theorem 3.16. Let k be a nonnegative integer and let 0 < β < 1. Then, for any r < 1 there exists a constant C depending on k, β and r so that
Proof. Assume first that k = 1. Let f be a smooth function in the box B 1 and set Lf = g. The derivatives f t satisfy the equations 
which is the desired estimate for k = 1. The same proof, with a bit more involved notation, generalizes for all k ≥ 1. The constant C in this case depends on the integer k. □ Corollary 3.17 (Schauder Estimate). Let k be a nonnegative integer and let 0 < β < 1. Then, for any r < 1 there exists a constant C depending on k, β and r so that
) for all C ∞ smooth functions f in B 1 .
Smoothing operators and extension
Through a regularizing argument which will involve appropriate smoothing operators with respect to the metric s, we prove one of our main results. We begin by defining these operators as in [5] .
Let P be a point on the half space x ≥ 0 and Q any point in the unit box B 1 = { |u| < 1}. For ϵ > 0 we define the point M ϵ (P ; Q) as follows. Starting from the point x + 2ϵ we first move by a distance ϵ 1−α/2 |u| (in the s metric) in the direction parallel to x-axis and to the right or left of x + 2ϵ if u > 0 or u < 0 respectively.
Let φ be a standard smooth, nonnegative bump function, supported in the box B 1 , with ∫ φ(u) du = 1 and let h = h(x) be a function defined on the half space S 0 where x ≥ 0. We define the spatial regularization of h be h ϵ (P ) = ∫ φ(u)h (M ϵ (P ; u)) du for P = x ∈ S 0 . We can now give our regularization result in the metric s.
and for all points x in S 0
We continue with an extension lemma on the new Hölder spaces. Such a result is standard for regular the Hölder spaces. We denote by S the space
The following two theorems can be easily shown with obvious modification following the details in [5] .
for some constant C depending only on β.
We can extend the previous result to Hölder spaces of higher order derivatives.
Theorem 3.20. Assume that for some nonnegative integer k and some number
) and
for some constant C depending only on β and k.
Before we finish this section we will introduce smoothing operators in space and time. Let P = ( 
, and τ = t + 2ϵ + ϵs. Now let g be a continuous function on S and let φ be a standard smooth, nonnegative bump function, supported in B 1 , and such that ∫ ds
We define the regularization g ϵ of g as
where R = M ϵ ( P ; Q). As an immediate consequence of Theorem 3.20, we obtain the following space-time regularizing result: and
with C independent of ϵ. 
Existence and uniqueness
for some constant C(T ) depending on k, β, c and T .
Proof. We beginning with the existence question, we can assume without loss of generality that f 0 ≡ 0 and that g is a function in C
Let g ϵ be the space-time regularization of the function g, as defined at the end of the previous section. Each g ϵ is smooth, compactly supported in S = S 0 ×[0, ∞) and vanishes at t = 0. In addition, it follows from Theorem 3.21, that
and g ϵ → g as ϵ → 0 uniformly on S. Let f ϵ be the unique solution of the initial value problem
as constructed in theorem. The Schauder estimate and compactness implies that for f belongs to the space C k,2+β (S) and satisfies
as desired. The uniqueness of solutions follows from the classical maximum principle. The maximum of a solution f of the equation
cannot occur at the boundary x = 0 since 
and then C k is convex. The Schauder estimate, Corollary 3.17, says T f =f maps C k to a precompact subset of C k . Now the Schauder fixed point theorem says there is f ∈ C k such that T f = f , which is equivalent to the conclusion above. □
Degenerate equations with variable coefficients
In this section we extend the existence and uniqueness theorem to quasi linear degenerate equations and linear degenerate equations. First we consider the linear degenerate equations of the form (4.1)
where Ω is a compact domain in R with smooth boundary. We assume the coefficient a strictly positive and all coefficients a and b belong to appropriate Hölder spaces which will be defined later.
When the boundary is flat and the coefficients are constants, this equation takes the form of the model equation studied in Section 2 (4.2)
on the half-space x ≥ 0. Imitating the model case where the operators are defined on the half space {x ≥ 0}, we define the distance function s in Ω. In the interior of Ω the cycloidal distance will be equivalent to the standard Euclidean distance, while around any point P ∈ Γ , s is defined as the pull back of the cycloidal distance on the half space S = {x ≥ 0}, as defined in Section 1, via a map Φ : S → Ω that straightens the boundary of Ω near P .
The parabolic distance in the cycloidal metric is equivalent to the function
Now suppose that A is a subset of the cylinder Ω × [0, ∞) which is the closure of its interior. As in Section 1, we denote by C 
respectively, are Banach spaces. We will denote by C by Ω σ , for σ > 0, the set 
) . Note that the operator L restricted on the interior domain Ω 0 is L 1 and non-degenerate. Therefore, the Schauder theory for linear parabolic equations implies that L is invertible when restricted on functions which vanish outside Ω 0 . Here our Hölder spaces with respect to the cycloidal metric s on the interior domain Ω 0 is the standard Hölder spaces, where the Schauder theory holds.
The constant C(T ) depends only on the domain
Next, look into the domains Ω l , l ≥ 1, close to the boundary of Ω. Denoting by B the half unit ball defined on the half space x ≥ 0B l w = w t − cw x defined on x = 0. As at the beginning of Section 2, we define the box of side r around a point P = ( x0 t0 ) and let B r be the box around the point P = ( 0 1 ). We have the following theorem: Proof. As in [5] , we will assume that f is a C ∞ function on B 1 . The case f ∈ C 2+γ s (B 1 ) will then follow via a standard approximation argument, using the smoothing operators. □
The next result follows from the Schauder estimate. ) .
Now we consider the quasi-linear degenerate equations of the form 
