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SUMMARY 
General models for multiple-spell duration data are considered. A general theory which indicates how 
the successive spells of an individual are generated by an underlying stochastic process is presented. 
Various special cases of the general model are discussed. The implications of different timescales are 
investigated: different imescales lead to different underlying stochastic processes such as Markov 
processes or semi-Markov processes. Occasionally common computer programs for duration data 
such as SAS, BMDP, GLIM and RATE can be used without further programming. Finally, multiple- 
spell models are applied to the duration of unemployment, and analysing the data in a single-spell 
framework is shown to lead to false interpretations and conclusions. 
Keywords: Completely and partially parameterized models; Different timescales; Maximum likelihood 
estimation; Multistate-multiepisode duration model; Transition-specific hazard rate 
1. Introduction 
Event history or failure time data are collected in follow-up studies, retrospective 
studies and sometimes in longitudinal panels. The data record qualitative changes 
over time in some important variables, e.g. job changes, technical defects and deaths. 
The main purpose of the statistical analysis is to investigate the time before a certain 
event occurs. It is important o evaluate the association of exposure, treatment and 
prognostic factors with the distribution of time until the event occurs, and, by analogy 
with conventional regression analysis, much of the attention in duration analysis 
focuses on the effect of covariates on durations. For the statistical analysis of such 
dynamic processes hazard rate models can be used where the hazard rate depends 
on independent variables. The statistical theory of duration data is described by 
Kalbfleisch and Prentice (1980), Lawless (1982), Cox and Oakes (1984), Tuma and 
Hannan (1984), Blossfeld et al. (1986, 1988) and others. 
Most of the methods in the literature describe the statistical analysis of single-spell 
duration data, because most of the regression models for durations were developed 
in biostatistics by analysing survival times of patients in a clinical trial. In other areas 
such as economics, sociology, ecology, psychology or industrial engineering, study 
subjects can experience more than one event or failure as time elapses and, moreover, 
these events or failures may be of various kinds. Most of the available software 
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(e.g. BMDP, SAS, GLIM and RATE) was originally made for single-spell models. In 
reducing the analysis of multiple-spell data to the analysis of single-spell models, some 
restrictive assumptions are usually made such as that successive episodes of an indi- 
vidual are independent (e.g. Arminger (1984)), that the effects of the explanatory 
variables are the same in all episodes or that the duration distributions only depend 
on time since entry into the present state, but when invoking such assumptions much 
information about the underlying dynamic process is lost, and ignoring important 
aspects of this process may lead to false conclusions. 
Several researchers (Kalbfleisch and Prentice, 1980, ch. 7; Prentice t al., 1981; Wu, 
1982; Kay, 1983; Heckman and Singer, 1984) have studied models for multiple-spell 
duration data without these restrictive assumptions. Most of the papers consider 
special cases, in particular semi-Markov models. The purpose of this paper is three- 
fold: firstly we shall present a general theory which indicates how the successive spells 
of an individual are generated by an underlying stochastic process which describes the 
individual behaviour over time. There are two related processes, the transition process 
and the duration process. The link between the two processes can be expressed in 
terms of transition-specific hazard or exit rates depending on covariates. Various 
special cases of the general model are discussed. Secondly, we shall investigate the 
implications of different timescales. Different imescales lead to different underlying 
stochastic processes, for example to inhomogeneous Markov processes or semi- 
Markov processes. Thirdly, we shall deal with estimation procedures. Full and partial 
likelihood methods are investigated and the applicability of available computer 
programs discussed. An application of the models to the duration of unemployment 
is given in the last section. 
2. Statistical Model 
2.1. Underlying Stochastic Process 
In the statistical model for the underlying stochastic process points of time in which 
transitions occur are represented by a series of non-negative random variables 
0 = To < TI < ... and the state variable is characterized by a series of random 
variables { Yk: k = 0, 1, 2, . .. }, Yk E { 1, . .. , m}. The corresponding stochastic 
process which describes the state of an individual at time t is Z(t), t 0 , where 
Z(t) = Yk-1 for Tkl t<Tk, k = 1, 2. 
Z(t) is a continuous time, discrete state process which can be decomposed into two 
related processes, the transition process and the duration process. The transition 
process is the stochastic process which governs the transitions between states. The 
duration process governs the length of stay in a particular state. Let us suppose, then, 
that for every individual and episode k a vector Xk of relevant covariates is measured. 
The vector of covariates may contain metric or dummy variables or both. For the 
moment we assume that the covariates are time invariant, but most of the methods can 
be generalized to allow for time-dependent covariates. If an individual is in the kth 
episode, his previous history of the process until tk- I is collected in Hk_I, i.e. Hk-l = 
{ Yo0 t1, Y1 X XI 9 . . . , tk- 1 X Yk- I, Xk- I}. Both the duration and the transition process 
can be simultaneously characterized by a transition-specific or ause-specific hazard rate 
IA4(tIXk, Hk-I) = lim P (t < Tk < t + At, Yk = IITk g t, Xk, Hk_l)/At, 
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4 (tI Xk, Hk- l ) will be identically zero for t < tk- I . The possibility that some states are 
not attainable from certain states or that the set of attainable states varies with k in 
a more general manner can be accommodated in equation (2.1) by restricting equation 
(2.1) to be identically zero for the appropriate (k, j) values. 
The total hazard rate of the kth episode is 
ik(tjxk, Hk-l) = E (tlxk, Hk-1). (2.2) 
The survivor function of the kth episode is given by 
s k(tlxk, Hkl1) = exp[ 11 k (Ul|(Xk, Hk-l)du] (2.3) 
Because Ak (tlXk, Hk-l) is identically zero for t < tk-1, the survivor function 
Sk (tlXk, Hk l) = 1 for t < tk,-1 
Finally we can define a (sub)density function for transition to state j and episode 
k, given Xk and Hk l 
fk(tIXkg Hk-1) = )<(tlXk, Hk_)Sk (tlXk, Hk-l)- (2.4) 
Sometimes it is useful to express the survivor function in terms of the transition- 
specific hazard rates: from equation (2.2) 
m t 
Sk (tlxk, Hk-l) = ]7 exp _ > J j(UlXk, Hk-l)dul (2.5) 
j= tk- I 
We assume that the beginning of the process is identical with the beginning of the 
observation period so that there are no left-censored spells. This could be restrictive 
in economic and sociological panels because here data are random samples of inter- 
rupted spells or are spells that begin after the start date of the sample (see, for 
example, Ridder (1984), Heckman and Singer (1984) or Hamerle (1987)). 
2.2. Specification of Hazard or Exit Rate 
From equations (2.4) and (2.5) it becomes apparent that the probability law of the 
transition process and the duration process can be completely expressed in terms of 
transition-specific hazard or exit rates. Therefore, transition-specific hazard rates are 
the basic concept for the construction of regression models for duration data. If we 
specify the transition-specific hazard rates, all relevant duration distributions and 
transition probabilities can be calculated. 
For a complete specification of the hazard rate we must fix 
(a) the time dependence of the hazard rate, 
(b) how much of the previous history is included and 
(c) the dependence on the incorporated covariates. 
Let vector Zk, k = 1, 2, . . , be Xk, the covariates measured at the beginning of the 
kth episode, and the relevant elements of Hk-l. The dimension of Zk iS Pk, and the 
transition-specific hazard rate of the kth spell or episode is now denoted by 4(tlzk). 
We only distinguish two alternatives. Firstly t is the time since the beginning of the 
process, e.g. an individual's age, the time elapsed since the diagnosis of a certain 
disease or in general time since the occurrence of a specific event. Secondly, assuming 
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that the hazard rate depends on the time since the last transition, 
4k(tlzk) = 1j (t - tk-l IZk) (2.6) 
these models are suitable when the hazard rates for the duration process can be more 
parsimoniously expressed in terms of gaps between events rather than in terms of total 
observation time (Heckman and Singer, 1984). Semi-Markov processes or renewal 
processes are special cases of equation (2.6). 
If we define parametric models for the transition-specific hazard rate, it is assumed 
that the hazard rate is known except for a finite number of parameters. We assume 
that there is a parameter vector 0 which determines time dependence and, in addition, 
we assume that a suitable dimensioned parameter vector ,B describes the effects of the 
covariates. In general, the parameters 0 and ,B may depend on the origin state Yk-l , 
the destination state Yk and the number k of the current episode, i.e. ok and ky (given 
Yk- = 1 and Yk = j), but for the remainder of this section we drop the indices to 
simplify notation. 
The hazard rate can be written as 
A(tIz) = A(tIz; 0, /B). (2.7) 
The alternative specification A(t - tk - Iz; 0, ,B) differs from equation (2.7) in the time 
dependence. 
Examples of parametric models are the exponential and the Weibull models. These 
models are proportional hazards models, and parametric forms of the Cox model 
A(tlz) = A0(t)exp(z'f3). An example for a non-proportional hazards model is the 
log-logistic model which is used in Section 4. 
Many restrictions can be placed on the function AO(t) or on the parameters 0 and 
,B. In the general model A (t) as well as 0 and ,B may depend on the origin state, the 
destination state and the serial order of the episode. We shall focus on two classes of 
restrictions: restrictions on time dependence and on the covariate effects. We consider 
a specific (1, j) transition. Reintroducing the subscript k for the serial order of the 
episode, the base-line hazard rate is denoted by Aok(t) and the parameter vectors by 
ok and fk. Again we only give the formulae for models with time parameter t, but 
models depending on t - tk_ can be derived analogously. 
In the first model we assume that the parameters ok determining time dependence 
are the same over episodes, i.e. 01 = 02= * = 0; for the Cox model the base-line 
hazards are restricted to AO, (t) = A02(t) = A . O(t) 
In the second model we also restrict he corresponding regression coefficients obe 
equal over episodes, i.e. f3, = 132 = ... = 3 for those covariates which are measured 
in each episode. For simplicity we assume that the same covariates are measured in 
each episode. Otherwise, the model has to be slightly modified. Cox models with these 
restrictions were proposed by Kay (1983) in this context. 
2.3. Estimation 
A complete event history of individual i over some observation time span requires 
the following data information: the initial state yio, the number ni of spells in the 
observation period, the points in time til, . . . , tin in which state transitions occur, 
states yi, . . . , yin,, corresponding to the state transitions, an indicator bi, capable of 
distinguishing whether or not the nith spell is censored, and covariate vectors 
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The derivation of the likelihood function for the general multistate-multiepisode 
case is given in Appendix A. Here we restrict ourselves to a specific (1, j) transition 
and suppress the subscripts 1and j to simplify the notation. The following arguments 
hold for each admissible (1, j) transition. The likelihood expression which we are 
considering subsequently is 
p k 8ik 
L = fl f Ak (tikIZik)k iexp _ Jik u(uIzik)du , (2.8) 
k i=1 t,k-I 
where 
I if the kth episode of individual i is terminated at time tik 
bik = by a transition 
(9 otherwise 
and 
1 if individual i experiences at least k episodes 
?ik = i o otherwise. 
2.4. Estimation of Parametric Models 
The likelihood expression (2.8) can be used to estimate fully parameterized models 
of type (2.7). For this the assumed parametric form of the hazard rate is inserted in 
expression (2.8). If the parameter vectors (Ok, I3k), k = 1, 2, . . . , have no elements 
in common, expression (2.8) can be maximized separately for each k, but only for 
models 
Ak(tlzk) 
= Ak(t - tk- I|Zk; 0, f0), 
where the time parameter is time since entry into the current state, can we use common 
computer programs for parametric single-spell models, e.g. the procedure LIFEREG 
of SAS. If the time parameter is observation time, these programs are not applicable. 
The use of programs for single-spell models to estimate general multiple-spell 
models where time dependence as well as the regression coefficients depend on the 
number of the episode has a further limitation. If some of the elements of the vectors 
ok and fk are equal across episodes, the episode-specific factors in expression (2.8) 
cannot be maximized separately. The parameters have to be estimated simultaneously 
and this is in general not possible with the available programs. The simultaneous 
estimation of all parameters can be done with the available programs if we restrict 
ourselves to models where we assume that the parameters determining the time 
dependence are equal across episodes whereas the regression coefficients fk may vary 
from episode to episode. 
The hazard rate of the kth episode is then 
Ak (tlzk) 
= Ak (tIZk; flik 0). 
For estimation of hazard rate models of this type with programs for single-spell 
models a rearrangement of regression vectors and parameter vectors is necessary. Let 
K be the maximum number of episodes, and let 5i denote the covariates which are the 
same across episodes, e.g. sex, race and demographic variables which remain fixed 
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during the observation period. The covariates of individual iwhich vary over episodes 
are denoted by xi,, . . . , xin, 1 < ni < K. The dimension of xi is q; the dimension of 
xik is qk. Now for each individual we define new design vectors, again denoted by Zik, 
z/= (Xi ,OX.**0)5 ... ,z = (i 0* 0, X' 0 ..., 0), 
I < An i K. 
The dimension of the new design vector Zik iS 
K 
q + E qk- 
k=l 
Corresponding to the design vectors a suitable dimensioned parameter vector 
f3' = (/3', I, ... ., KZX) is defined. Then, we have z1J3 = Xf3 + X7j3k. With this 
rearrangement we can use the data of all episodes and maximum likelihood estimation 
based on the likelihood expression (2.8) can be done with a program for single-spell 
models. The successive spells of an individual are taken as though they were episodes 
from different individuals with the corresponding covariate values. Because of the con- 
struction of Zik we always obtain the correct part of the likelihood (2.8). In this restricted 
model tests for equality of some elements of f3k across episodes can easily be performed 
using the likelihood ratio statistic, the Wald statistic or the score statistic. 
Finally we discuss the model with the further restriction that corresponding 
regression coefficients are also equal across episodes. Since this model is a special case 
of the preceding model, it can be estimated in the same manner. However, because of 
the further estriction of equal regression coefficients over episodes the procedure of 
constructing new design vectors as described is not necessary. The ni spells of indi- 
vidual i can be treated as though they stem from ni different individuals with the 
corresponding covariate values, and all E' lni spells are analysed together with a 
program for single-spell models, yielding maximum likelihood estimates for 0 and ,B. 
2.5. Estimation of Regression Coefficients in Cox Models 
The proportional hazards model of Cox contains an unspecified and unknown 
base-line hazard rate. In the most general case the base-line hazard as well as the 
regression coefficients connected with the covariates may depend on the origin state, 
the destination state and the serial order of the spell. 
Consider now inference on the relationship between the transition- and episode- 
specific hazard functions and the covariates. Cox (1972, 1975) proposed a partial 
likelihood approach for the estimation of the regression coefficients. We shall not give 
a detailed derivation of the partial likelihood here. See instead, for example, Kalb- 
fleisch and Prentice (1980), ch. 4 and 5, or Wong (1986). For our general multiple- 
spell-multiple-state hazard rate model a partial likelihood may be derived as 
dt exp(Xk k, 
PL ii1, ki1 z e) (2.9) 
r E. Rlk (tik,) 
tk tk kji~~~~~~~~~~~~~~~~eRktk)j 
where tcj, t7j2, .. . are the djk uncensored durations in which the kth episode started 
in state / and is terminated by a transition to state j (1 : j), and where Xk is the 
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covariate vector belonging to the individual with duration tlji . The risk set Rik (t) is the 
set of individuals in state l that are at risk of their kth transition just before time t 
(k - 1 but not k transitions have occurred before t). The (1, j, k, i) contribution to 
equation (2.9) derives from the probability that a transition occurs on the study 
subject with covariate vector Xk i at time tkci, given the risk set Rlk (tk j) and given the 
occurrence of the kth transition on a study subject at time tlji, the transition being a 
transition to statej. 
Like the full likelihood (see Appendix A) the partial likelihood (2.9) again factors 
into a separate component for each l and j which can be maximized regarding a 
specific transition from state I to state j. Therefore, we again consider a specific (1, j) 
transition dropping the indices l and j to simplify the notation. First we consider the 
multiepisode model with episode-changing regression coefficients and episode-changing 
base-line hazards 
ik(tl| Zk ) = AOk (t) eXP(Zk' lk ) 
where Zk again contains Xk and relevant elements of the previous history of the 
process. 
An appropriate partial likelihood for this model is 
dk eXP(Zi'flk) 
PL1 k1 Z exp(zikfk) (2.10) 
re Rk(t,k) 
where tlk, t2k, . . . are the dk uncensored durations of the kth episode and Zik is the 
covariate vector of the individual with duration tik. The risk set Rk (t) is the set of 
individuals at risk of their kth event at time t. 
If the parameter vectors 1k have no elements in common, equation (2.10) can be 
maximized separately for each k. For this common computer programs for single- 
spell models can be used without difficulty, ifit is assumed that the base-line hazard 
rates only depend on time since the last transition, i.e. AOk(t) = )ok(t - tk -). Usually, 
in single-spell models the starting point of the spell is set to zero. Then the risk set 
decreases as time elapses. This also holds in multiepisode models, provided that time 
is measured as waiting time in the current state, i.e. the clock is reset to zero after each 
transition. 
If the timescale represents observation time or time since the occurrence of an 
individual specific event such as birth or entry into the labour market, the situation 
is more complicated. In this case, all subsequent starting and ending times of a 
person's episodes are calculated as the time since the occurrence of this event. Then, 
for the kth episode, k > 2, an individual only belongs to the risk set Rk (t) if he is at 
risk of his kth event at time t, i.e. k - 1 but not k events have occurred before time 
t. Here the risk set may also increase as time goes on. The reason is that in a certain 
time interval some individuals can have their (k - l)th event and are then at risk of 
their kth event, but no individual has his kth event in this time interval. The risk set 
is increasing in this time interval. A further limitation of the application of the general 
model arises if some of the components of the parameter vectors fk are equal across 
spells. Further programming is needed if we want to test the hypothesis Ho :I, = 
For the second model the episode k, k = 1, 2, . . . , has a common shape function 
and the hazard function can be written as )k(tIZk) = AO (t) eXP(Zkfk). An appropriate 
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partial likelihood for this model is (Kalbfleisch and Prentice (1980), p. 184) 
dk exp(z'k f3k) 
PL2 = I Zk exp(zik 3m) (2.11) 
m reRm(t,k) 
Since the denominator of equation (2.1 1) contains all Ik, k = 1, 2,... , this partial 
likelihood does not factor into a separate component for each k and the coefficients 
f3k need to be estimated simultaneously. This can be done just as in the preceding 
section by defining new design vectors Zik and a new parameter vector. Then, all spells 
are gathered and analysed with a program for single-spell models. Assuming that the 
timescale is the time since the last transition, for a given tik, the denominator of 
equation (2.11) contains all spells which last at least tik. There may be several spells 
for an individual. The corresponding exponential term is chosen according to the 
serial order of the spell. For this it is sufficient to form only one risk set. The correct 
exponential term is chosen through the special construction of the design vectors Zik. 
For the timescale representing observation time the procedure is similar. 
In the third proportional hazards model that we have investigated it is assumed that 
in addition to the shape functions the regression coefficients are also the same over 
spells. From equation (2.11) we have (for the model depending on t - tk- ) 
dk exp(z4 fl) PL3 HH ~Z Z x(f) (2.12) 
m r E Rm (vk) 
where Vik = tik - ti,k- I. However, PL3 is equivalent to the partial likelihood which 
arises if a person's episodes are treated as though they stem from different individuals 
and all episodes are analysed together with a single-spell model. There is no need for 
the construction of design vectors Zik as described earlier. 
Finally we note that the asymptotic properties of the resulting maximum likelihood 
estimators or maximum partial likelihood estimators have not yet been investigated 
for all situations. Andersen and Gill (1982) and others have proved consistency and 
asymptotic normality of the estimator fik in Cox models for single-spell data. Borgan 
(1984) investigated multiplicative parametric hazard rate models and proved con- 
sistency and asymptotic normality of the maximum likelihood estimator in the 
single-episode case. These results can readily be generalized to the multiple-episode 
case (see, for example, Hamerle (1985)). All these researchers assume that the time- 
scale is the observation time or the time since the well-defined beginning of the 
process. A certain class of semi-Markov models where the time is reset to zero after 
each transition has been investigated by Voelkel and Crowley (1984). We know of no 
rigorous proof of the asymptotic properties of the maximum likelihood estimators for 
non-proportional hazards models such as the log-logistic model and others. 
3. Empirical Analysis 
In this section multiple-spell hazard rate models are applied to the duration of 
unemployment in Bavaria. The analysis is based on data from Erhebung zur Struktur 
der Bewegungsvorgange b i Arbeitslosen in der Zeit vom 26.5. bis 8.6.1983 of the 
Federal Labour Office of West Germany. There were 7660 spells, of which 5848 are 
first spells and 1812 second spells of unemployment. There are no censored spells, and 
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the covariates are individual characteristics. First we carried out exploratory analysis 
and applied life-table methods to the data. Dividing the sample into different s rata 
according to some covariates, the hazard rate estimates showed a typical shape: for 
all groups it firstly increased and then decreased. Therefore we chose the log-logistic 
model. Its hazard rate is given by 
Ak ~~exp(Zk4f3k)Ok tk-I 
ik(t I Zk ) =(t ) tOk ,~k(tI) = 1+ exp(z4kf3k)  
We only investigate return to employment and in particular transitions to employ- 
ment where the jobs are found by the individuals themselves. Arrangements by the 
Federal Labour Office define another state and transitions to this state are not 
analysed here. 
For the present analysis the three model specifications described in the previous 
section have been used. The time parameter is always time since entry into the last 
period of unemployment. This leads to models of type (2.6). The first model corresponds 
to the general model (2.7) where the parameters which determine time dependence as 
well as the regression coefficients depend on the serial order of the spell of unemploy- 
ment. In the second model time dependence of the exit rate is assumed to be the same 
over consecutive pisodes. The third model imposes the additional restriction that the 
regression coefficients are constant across episodes. In most applications an approach 
based on the third model is used, but our analysis shows that the results based on such 
an approach which ignores the dynamic aspects of the process, in particular the serial 
order of the employment-unemployment history, may be misleading. 
The calculations were done with the P3RFUN program written by Petersen (1986a) 
which can be linked to the non-linear least squares routine in BMDP. The program 
utilizes the Gauss-Newton method for non-linear least squares estimation by modifying 
the scoring algorithm to accommodate maximum likelihood problems; see Jennrich 
and Moore (1975) or Petersen (1986b) for details. The parameter estimates and their 
estimated standard deviations are given in Table 1. 
The calculation of the 'residuals' ri = - log [S(ti; zi; 0, ,B)] (see, for example, Cox 
and Oakes (1984), p. 89, or Kalbfleisch and Prentice (1980), p. 96) of model 1 and 
plotting r against the logarithm of the proportion of residuals exceeding r shows a 
good fit to a straight line with slope - 1. Thus model 1 provides an adequate 
description of the data. Nearly all the asymptotic orrelations between the parameter 
estimates of the three models are low. Only the correlation between f3Age and fBo is 
moderate. It is always negative and its lowest value is - 0.65. 
From Table 1 we see that the likelihood ratio statistics for models 2 and 3 are highly 
significant compared with model 1. Therefore, inferences based on these models may 
be extremely misleading. For example, age has only a significant effect on the exit rate 
of the first episode, whereas in the second episode its effect is negligible. An inference 
based on model 3, however, would suggest that age always has a significant effect on 
the exit rate from unemployment to re-employment. Further examples of this kind 
can be found in Table 1. 
Finally unemployment benefits are not included as a covariate. In the West German 
unemployment insurance system benefits can be claimed by an employee who has 
contributed for a certain time: on becoming unemployed such people are entitled 
to unemployment benefit for 12 months. Using hazard rate models we consider 
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TABLE 1 
Parameter estimates and estimated standard errors for the three models of unemployment duration 
Model I Model 2 Model 3 
First spell Second spell First spell Second spell 
Constant fBo -2.655 -2.703 -2.677 -2.564 
(0.0901) (0.1705) (0.0796) (0.0777) 
0 1.504 1.737 ) 1.556 1.489 ) 
(0.0207) (0.0395) (0.0183) (0.0179) 
Covariates 
Nationality (0 = German; 1 foreigner) -0.139 -0.005 -0.154 -0.005 -0.151 
(0.1065) (0.1097) (0.1052) (0.2044) (0.0930) 
Sex (0 _ male; 1 _ female) -0.577 -0.505 -0.598 -0.437 -0.624 
(0.0610) (0.1239) (0.0600) (0.1242) (0.0542) 
Age (years) -0.017 -0.001 -0.019 0.003 -0.012 
(0.0023) (0.0041) (0.0021) (0.0031) (0.0019) 
Limitations arising from ill -0.697 -0.644 -0.713 -0.589 -0.660 
health (0 _ no; 1 _ yes) (0.0832) (0.1488) (0.0825) (0.1528) (0.0715) 
Occupational status 1 0.412 0.326 0.403 0.355 0.395 
(0 other; 1 _ trained worker) (0.0650) (0.1098) (0.0790) (0.1083) (0.0555) 
Occupational status 2 0.222 -0.047 0.215 -0.003 0.146 
(0 other; 1 _ white-collar worker) (0.0801) (0.1746) (0.0789) (0.1776) (0.0724) 
Duration of first period - 0.037 - 0.040 
of unemployment (0.0175) (0.0171) 
Log-likelihood -6066.1 -6078.0 -6225.4 
Likelihood ratio statistic 21.8 with 2 318.6 with 9 
(compared with model 1) degrees of freedom degrees of freedom 
conditional duration distributions, given the values of the covariates. Introducing 
unemployment ransfers as a time varying covariate, it follows that for a person 
receiving unemployment benefit he probability of an unemployment spell of more 
than 12 months is zero. Therefore, the value 1 of the dummy variable coding 'entitle- 
ment to unemployment benefit' is always connected with short durations (less than 12 
months) in the sample. This leads to a positive estimate of the corresponding par- 
ameter and so people with an existing claim have a significantly increased exit rate 
compared with other unemployed people (see, for example, Hujer and Schneider 
(1988)). However, such interpretations and conclusions may be misleading and should 
be drawn with caution. 
Appendix A 
Here we derive the likelihood for the general parametric multistate-multiepisode model. 
The likelihood contribution findividual i is (dropping the subscript i)
L = f(tn, Yn, Xn, . . . , t1, Yi xi yO), (A.1) 
given that individual i is in state yo at time to = 0. Using elementary properties of conditional 
probabilities, equation (A. 1) can be written as 
n 
L = Hf(tk,Yk1Hk-I,Xk)g(xk1HkI1) whereHo = {yo}. (A.2) 
In the following we only use the first factor on the right-hand side of equation (A.2). If the 
marginal distribution g(Xk I Hk-l) of the covariates depends on the relevant parameters, it
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becomes necessary to specify a parametric form for the marginal distribution of the covariates. 
If this is impossible, we can nevertheless use the first factor in equation (A.2) as a partial 
likelihood, but there is a loss of efficiency. 
The last spell of an individual may be censored, and we have 
n rtk- 
L = 1 [iyk(tkIHk-, Xk)] exp - J k(uH_1 xk)du (A.3) 
k=l tk-I 
where bk = 1 for k = 1, ...,n- 1 and bn = O if the last spell is censored and bn = 
otherwise. 
The complete likelihood for the sample is (reintroducing the subscript i) 
N n, m F k 
L = H H [A lk k )jk(U I Zik) du (A.4) 
i=1 k=1 j =I - ti,k- I 
where the vector Zik includes xik and all relevant elements of Hi k- . 
Introducing the indicator variables 
(1 if the kth episode of individual i starts in state 1 and at 
bk= time tik a transition to statej occurs 
tO otherwise 
and 
k {I if individual i experiences at least k episodes and Yi,k- =- 
o = otherwise, 
i = 1, .. .,N,,k = 1, . . ., niI, 1, j = 1, . . , m, I # j, and rearranging terms yields 
N 
L = H HH [4j(t1klz1k Yi,k-I 1 )] "Sl(tikIzik, Yi,k-I = 1)I (A.5) 
1,] k i=I 
where 
n tk 
log [Sk(tkzik(uIk, Yi,k- I = l)du. 
Restriction to aspecifticktransiiont ge e 
Restriction to a specific transition gives equation (2.8). 
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