Next Generation On Mobile Networks; 3g To 4g(lte) Exchange Requirements And Compatibility by Turker, Huseyin
İSTANBUL TECHNICAL UNIVERSITY  INSTITUTE OF SCIENCE AND TECHNOLOGY
M.Sc. Thesis by Hüseyin TÜRKER 
Department : Electronic And Commumication Engineering
Programme : Electronic And Commumication Engineering
June 2010
NEXT GENERATION ON MOBILE NETWORKS;
3G TO 4G(LTE) EXCHANGE REQUIREMENTS AND COMPATIBILITY
Thesis Supervisor: Prof. Dr.  Osman PALAMUTÇUOĞULLARI 

İSTANBUL TECHNICAL UNIVERSITY  INSTITUTE OF SCIENCE AND TECHNOLOGY
M.Sc. Thesis by Hüseyin TÜRKER 
(504001364)
Date of submission : 7 May 2010
Date of defence examination: 17 May 2010
Supervisor (Chairman) : Prof. Dr. Osman PALAMUTÇUOĞULLARI
Members of the Examining Committee : Prof. Dr.  Sıddık YARMAN 
 Doc. Dr.  Selçuk PAKER 
NEXT GENERATION ON MOBILE NETWORKS;
3G TO 4G(LTE) EXCHANGE REQUIREMENTS AND COMPATIBILITY

İSTANBUL TEKNİK ÜNİVERSİTESİ  FEN BİLİMLERİ ENSTİTÜSÜ
YÜKSEK LİSANS TEZİ 
Hüseyin TÜRKER 
(504001364)
Tezin Enstitüye Verildiği Tarih : 7 Mayis 2010
Tezin Savunulduğu Tarih : 17 Mayis 2010
Tez Danışmanı : Prof. Dr. Osman PALAMUTÇUOĞULLARI
Diğer Jüri Üyeleri : Prof. Dr.  Sıddık YARMAN 
Doc. Dr.  Selçuk PAKER 
YENİ NESİL MOBİL NETWORKLER;
3G DEN 4G (LTE)’ YE GEÇERKEN MİMARİ DEĞİŞİM GEREKSİNİMLERİ VE 
UYUMLULUK


ii
FOREWORD
I thank my precious supervisior, Prof. Dr. Osman PALAMUTÇUOĞULLARI, who 
helped me during the preparation of this thesis.
June 2010 Huseyin Turker
Electronic And Communication Engineer
iii
iv
CONTENTS
Pages
ABBREVIATIONS ……………………………………………………...………...…x
LIST OF TABLES ……………………………………………………...…………… xiv
LIST OF FIGURES……………………………………………………...………...… xvi
SUMMARY...……………………………………………………………...………… xx
OZET...……………………………………………………………………..………… xxii
1. INTRODUCTION..………………………………………………………………...1
1.1 Aim of Thesis..……………………………………….………………………….1
1.2 Mobile Communications Generations and Technologies.………………………2
1.3 Scope of Thesis..……………………………………………………………….. 5
2. TECHNOLOGY…………. ………………………...…………………………….. 7
2.1 Before 3G Technology..……………………………………………………….. 7
2.2 GSM...................................... ..........…………………………………………… 9
2.3 3G Technology…………………………………………………………..............10
2.3.1 UMTS …..…….…………………………………………………………… 11
2.3.2 W-CDMA …..…….………………………………………………….……. 12
2.3.3 HSPA …..…….……………………………………………………………. 12
2.3.4 HSPA+ …..…….…………………………………………………………... 13
2.3.5 LTE Technology …..…….………………………………………………… 14
2.3.6 LTE Advanced Technology …..…….……………………………………... 15
2.3.7 WIMAX Technology …..…….……………………………………………. 18
3. ORGANIZATIONS, STANDARDS, FREQUECY BANDS…………………….21
3.1 Organizations....………………………………………………………………... 21
3.1.1 ITU Organization..………………….……………………………………... 21
3.1.2 ETSI Organization………………….……………………………………... 22
3.1.3 ANSI Organization……………….……………………………………...... 23
3.1.4 Other Telecommunication Organization..………………….……………... 24
3.2 Standards..…………….….……………………………………………………..26
3.2.1 3GPP Standards...………………….…………………………………….... 26
3.2.2 3GPP2 Standards………………….……………………………………..... 27
3.2.3 Other Standards………………….……………………………………........ 30
3.2.4 LTE Standards………………….………………………………………..... 32
3.3 LSTI Forum..…………………………………………………………………... 37
3.4 Frequency Bands..…………………………………………………………… 38
3.5 Use of Spectrum..…………………………………………………………… 42
4. E UTRAN…………..……….………………………………………….…….……..45
4.1 Basic Concepts Evolved 3G Radio Interface………..…………………………..47
4.2 Orthogonal Frequency Division Multiplex (OFDM)………………………….. 49
4.2.1 OFDMA Multiple Access…………………………………………………. 55
4.2.2 Frequency Stability Considerations for OFDM Systems…………………... 58
4.2.3 System Load in OFDMA Systems.….……………………………………... 58
4.2.4 SC-FDMA: The PAPR (Peak-Average-Power-Ratio) Problem…………. 59
v4.2.5 MIMO (Multiple Input Multiple Output)……………….….……………… 63
4.2.5.1 Traditional Beamforming..…………………………………………… 63
4.2.5.2 MIMO Channel and Capacity………………………………………… 64
4.2.5.3 A Simplified View of MIMO 2.2.……………………………………. 69
4.2.5.4 The Harmonious Coupling between OFDM and MIMO.……………. 70
4.2.5.5 MIMO Schemes and Link Adaptation.……………………………… 71
4.2.5.6 MU-MIMO, Virtual MIMO and Transmit Diversity………………… 72
4.2.5.7 Towards a Generalized Downlink Scheme…………………………. 73
4.2.6 Architecture of the Base Station…………………………………………… 75
4.2.6.2 The Analogue-to-Digital Conversion………………………………… 78
4.2.6.3 Power Amplification (PA) Basics…………………………………….. 80
4.2.6.4 Cellular Antennas Basics..……………………………………………. 82
4.2.7 The E-UTRAN Physical Layer Standard………………………………….. 86
4.2.7.1 FDD and TDD Arrangement for E-UTRAN…………………………. 88
4.2.8 Downlink Scheme: OFDMA (FDD/TDD)………………………………… 88
4.2.8.1 Downlink Physical Channels and Signals.…………………………… 90
4.2.8.2 Physical Signal Transmitter Architecture..…………………………… 92
4.2.8.3 Downlink Data Multiplexing.………………………………………… 93
4.2.8.4 Scrambling……………………………………………………………. 94
4.2.8.5 Modulation Scheme.…………………………………………………. 95
4.2.8.6 Downlink Scheduling Information and Uplink Grant……………….. 95
4.2.8.7 Channel Coding.……………………………………………………… 95
4.2.8.8 OFDM Signal Generation……………………………………………. 96
4.2.8.9 Downlink MIMO…………………………………………………….. 97
4.2.8.10 E-MBMS Concepts…………………………………………………. 98
4.2.8.11 Downlink Link Adaptation.………………………………………… 99
4.2.8.12 HARQ………………………………………………………………. 100
4.2.8.13 Downlink Packet Scheduling……………………………………….. 102
4.2.8.14 Cell Search and Acquisition...………………………………………. 105
4.2.8.15 Methods of Limiting the Inter-Cell Interference……………………. 111
4.2.8.16 Downlink Physical Layer Measurements…………………………… 114
4.2.9 Uplink Scheme: SC-FDMA (FDD/TDD)…………………………………. 115
4.2.9.1 Uplink Physical Channel and Signals………………………………… 115
4.2.9.2 SC-FDMA……………………………………………………………. 115
4.2.9.3 Uplink Subframe Structure.………………………………………….. 117
4.2.9.4 Resource Grid.……………………………………………………….. 120
4.2.9.5 PUSCH Physical Characteristics.……………………………………. 122
4.2.9.6 PUCCH Physical Characteristics…………………………………….. 124
4.2.9.7 Uplink Multiplexing Including Reference Signals…………………… 125
4.2.9.8 Reference Signals…………………………………………………….. 126
4.2.9.9 Multiplexing of L1/L2 Control Signalling…………………………… 127
4.2.9.10 Channel Coding and Physical Channel Mapping…………………… 128
4.2.9.11 SC-FDMA Signal Generation………………………………………. 128
4.2.9.12 The Random Access Channel.……………………………………… 129
4.2.9.13 Scheduling…………………………………………………………… 128
4.2.9.14 Link Adaptation…………………………………………………….. 130
4.2.9.15 Uplink HARQ………………………………………………………. 131
5. 4G TECHNOLOGY VENDORS..……….……………………………….………133
5.1Core Network solution for LTE………………………………………………….133
vi
5.1.1 Huawei Solutions………………….………………………………………. 133
5.1.2 NSN Solution…………………………………….…………………..……. 133
5.1.3 E/// Solution…………………………………….…………………………. 133
5.2 Radio Network Solutions for LTE………………….…………………..……… 134
5.2.1 Huawei Solutions………………….……………………………………….. 134
5.2.2 NSN Solution…………………………………….………………………… 134
5.2.3 E/// Solution…………………………………….………………………….. 134
5.3 Transport Network Solutions for LTE…………….…………………………….135
5.3.1 Huawei Solutions………………….……………………………………….. 135
5.3.2 NSN Solution…………………………………….……………………...…….135
5.3.3 E/// Solution…………………………………….……………………………. 135
5.4 Management System Solutions for LTE………….…………………………..... 136
5.4.1 Huawei Solutions………………….…………………………………………..136
5.4.2 NSN Solution…………………………………….………………………… 136
5.4.3 E/// Solution…………………………………….………………………….. 137
5.5 Roadmap of Vendors for LTE…………….…………………………………..... 137
5.5.1 Huawei Solutions………………….……………………………………….. 137
5.5.2 NSN Solution…………………………………….………………………… 138
5.5.3 E/// Solution…………………………………….………………………….. 139
6. EARLY TEST RESULTS ………………………………………………...……… 141
6.1 LTE: Performance from End User Perspective ………………………………... 143
6.2 LTE: Performance from Operator Perspective ……………………………….... 145
6.3 LTE: Performance In Terms Of Peak Data Rates ……………………………... 145
6.4 Performance Evaluation of 3G Evolution ……………………………………....146
6.4.1 Models and Assumptions…………………….…………………………..… 146
6.4.2 Performance Numbers For LTE With 5 Mhz FDD Carriers ……………… 149
6.5 Evaluation of LTE in 3GPP…………………………………… …………...….. 151
6.5.1 LTE Performance Requirements…………………….…………………...… 151
6.5.2 LTE Performance Evaluation…………………….…………...…………… 153
6.5.3 Performance of LTE with 20 MHz FDD carrier……….………………...… 154
6.6 Performance Test Results of LTE Done By LTE/SAE Trial Initiative ……….. 156
6.6.1 Data Rates……………..…………………….………………………...…… 156
6.6.2 Latency……………..…………….………………………………………… 160
6.6.3 Inter Operability Testing……………..…………….…………….………… 164
6.7 Summary of LSTI Test Results………………..……………………………….. 164
7.DEPLOYMENT SCENARIOS, SOLUTIONS, OPERATOR CASES …………167
7.1 Moving Towards a Multi-system Integration ………………………………….. 168
7.1.1 A New Platform…………………….………………………………………… 168
7.1.2 Unified Platform…………………….………………………………….…….. 168
7.1.3 Multi-System Support……………… ………………….……………………..169
7.1.4 Multi Band Support……………… ………………….………………………..169
7.1.5 How to Carry Out……………… ………………….…………………….……170
7.1.5.1 Modular Design………………………..…………………………...……… 170
7.1.5.2 All IP Frame.…………..……………………………………………………170
7.1.5.3 Distributed Architecture ……………………………………………………170
7.1.5.4 Large Capacity and High Integration ....…………………………….. 171
7.2 Solutions…………………………………… ………………………………….. 171
7.2.1 Voice…………………….……………………………………………….… 171
7.2.1.1 Overview………………………..…………………………………….. 171
vii
7.2.1.2 LTE Voice Deployment Scenarios……..…………………………….. 172
7.2.2 SMS…………………….……………….………….………….…………… 177
7.2.3 MMS…………………….……………….………….………….………….. 178
7.2.4 Cell Broadcast Service (CBS)…………………….……………… .……… 179
7.2.5 IN/CAMEL Service …………………………………….………………… 180
7.3 Operator Cases……..……………………… ………………………………….. 180
7.3.1 LTE for 3G Operators……………..…………………….……………….……180
7.3.2 LTE for Greenfield Operators……………..…………….……………….……182
7.3.3 Summary……………… ………………….………………………………..…183
7.4 Case Study……..……………………… ………………………………………. 184
7.4.1Assumptions……………..…………………….…………………………….…184
7.4.2 Methodology……………..…………….…………………………………….. 186
7.4.3 Results……………… ………………….…………………………………..…187
7.4.3.1 To Build Nationwide 4G LTE Network On Top Of 2G Network ……….…187
7.4.3.2 To Build Nationwide 4G WIMAX Network On Top Of 2G Network…..… 188
7.4.3.3 To Build Nationwide 4G LTE Network In 2 Steps ……………………… 189
7.4.3.4 To Build Limited 4G LTE Network ……………………………………..… 189
7.4.3.5 To Build Limited 4G LTE WIMAX Network…………………………..… 190
8. SIMULATIONS………………………………….……………………………...… 191
8.1 Description ………………..……..…………..……..……..…..………………...191
8.1.1.1 2×2 MIMO Channel ………………..………………..…..……..……..…… 191 
8.1.1.2 Assumptions ………………..……………………..…..……..……..…….... 192
8.1.2 Zero Forcing Equalizer For 2×2 MIMO Channel…..…..……..……..…….... 193 
8.1.2.1 Zero Forcing Equalizer………………………..…..…..……..……..…….... 193
8.1.2.2 Simulation Model…………….………………..…..…..……..……..…….... 194
8.1.2.3 Summary………………...……………………..…..…..……..……..……....196
8.1.3 MIMO With MMSE Equalizer…..…..……..…….…….…….……..……....... 196
8.1.3.1Minimum Mean Square Error Equalizer For 2×2 MIMO Channel……….... 197 
8.1.3.2 Simulation Model…………….………………..…..…..……..……..…….... 198
8.1.3.3 Summary………………...……………………..…..…..……..……..……....199
8.1.4 MIMO With Zero Forcing Successive Interference Cancellation Equalizer …199
8.1.4.1 Zero Forcing Equalizer Interference Cancellation For 2×2 MIMO Channel. 199 
8.1.4.2 Simulation Model…………….………………..…..…..……..……..…….... 201
8.1.4.3 Summary………………...……………………..…..…..……..……..……....202
8.1.5 MIMO With ZF SIC And Optimal Ordering .………………………………...202
8.1.5.1 Successive Interference Cancellation With Optimal Ordering Equalizer…..203
8.1.5.2 Simulation Model…………….………………..…..…..……..……..…….... 205
8.1.5.3 Summary………………...……………………..…..…..……..……..……....207
8.1.6 MIMO with ML Equalization ……………..…..…..……..………………… 207
8.1.6.1 Maximum Likelihood Equalizer For 2×2 MIMO Channel. ……………….. 207 
8.1.6.2 Simulation Model…………….………………..…..…..……..……..…….... 209
8.1.6.3 Summary………………...……………………..…..…..……..……..……....210
8.1.7 MIMO with MMSE SIC and Optimal Ordering ……..…..……..……..…….. 210
8.1.7.1 MMSE Equalizer for 2×2 MIMO Channel……..…..……..……..…………. 211 
8.1.7.1.1Successive Interference Cancellation…..…..……..……..…………….…. 212
8.1.7.2 Simulation Model…………….………………..…..…..……..……..…….... 213
8.1.7.3 Summary………………...……………………..…..…..……..……..……....214
8.2 Future Work………………..……………………..…..…..……..……..…….... 215
9. CONCLUSION…………………………………….……………………………… 217
viii
9.1 LTE: A Late Starter, But Gaining Momentum ………………..……………….. 218
9.2 Challenge For Operators ………………………………………………………..220
REFERENCES……………………………………………………………………… 225
APPENDIXES………………………………………………………………………. 229
CIRRICULUM VITAE……………………………………………………………. 271
ix
xABBREVIATIONS
1xRTT : Single Carrier (1x) Radio Transmission Technology
1xEV-DO : CDMA2000/1xEV-DO veya 1 times Evolution-Data Optimized veya
Evolution-Data Only
3GPP : 3rd Generation Partnership Project
3GPP2 : 3rd Generation Partnership Project 2
AAA : Authentication, Authorization and Accounting
AF : Application Function
AKA : Authentication and Key Agreement
AMBR : Aggregate Maximum Bit Rate
AMC : Adaptive Modulation and Coding
AMPS : Advanced Mobile Phone System
AMS : Adaptive MIMO Switch
ANSI : The American National Standards Institute
APT : Asia-Pacific Telecommunity
ARIB/TTC : Association of Radio Industries and Businesses
ARP : Allocation Retention Priority
ATIS : The Alliance for Telecommunications Industry Solutions
ATU : African Telecommunications Union
AWS : Advanced Wireless Systems
BCCH : Broadcast Control Channel
BCH : Broadcast Channel
BER : Bit Error Rate
BLER : Block Error Rate
BPSK : Binary Phase Shift Keying
BW : Bandwidth
CANTO : Caribbean Association of National Telecommunication
Organizations
CAPEX : Capital Expenditure
CCPCH : Common Control Physical Channel
CCSA : China Communications Standards Association
CDMA : Code Division Multiple Access
CEPT : The European Conference of Postal and Telecommunications
Administrations
CE : Code Division Multiple Access
CITEL : Inter-American Telecommunication Commission
COMTELCA: Telecommunications Regional Technical Commission
COPTAC : Conference of Posts and Telecommunications of Central Africa
CTU : Caribbean Telecommunications Union
DCCH : Dedicated Control Channel
xi
DFT : Discrete Fourier Transform
DL : Downlink
DL-SCH : Downlink Shared Channel
DRX : Discontinuous Reception
DTCH : Dedicated Traffic Channel
DTX : Discontinuous Transmission
eHRPD : Evolved High Rate Packet Data
eNB : Evolved NodeB/E-UTRAN NodeB
ePDG : Evolved Packet Data Gateway
EPC : Evolved Packet Core
EPS : Evolved Packet System
ETSI : The European Telecommunications Standards Institute
E-UTRA : Evolved Universal/UMTS Terrestrial Radio Access
E-UTRAN : Evolved Universal/UMTS Terrestrial Radio Access Network
EV-DO : Evolution – Data Optimised
EV-DV : Evolution – Data/Voice
FDD : Frequency Division Duplex
FDMA : Frequency Division Multiple Access
FFT : Fast Fourier Transform
GERAN : GSM/EDGE Radio Access Network
GGSN : Gateway GPRS Support Node
GMM : Global Mobility Management
GPRS : General Packet Radio Service
GPS : Global Positioning System
GSM : Global System for Mobile communications
GTP : GPRS Tunneling Protocol
hPCRF : Home PCRF
HRPD : High Rate Packet Data (1xEV-DO)
HSCSD : High Speed Circuit Switched Data
HSDPA : High Speed Downlink Packet Access
HSPA : High Speed Packet Access (HSDPA + HSUPA)
HSPA+ : High Speed Packet Access Evolution
HSS : Home Subscriber Server
HSUPA : High Speed Uplink Packet Access
IEEE : Institute of Electrical and Electronics Engineers
IFFT : Inverse Fast Fourier Transformation
IP : Internet Protocol
IMS : IP Multimedia Subsystem
IMT-2000 : International Mobile Telecommunications 2000
ITU : International Telecommunication Union
LAS : League of Arab States
LSTI : LTE SAE Trial Initiative
LTE : Long Term Evolution
LTE Advanced: Long Term Evolution Advanced
MAC : Medium Access Control
MAP : Mobile Application Part
MBMS : Multimedia Broadcast Multicast Service
MCCH : Multicast Control Channel
MCH : Multicast Channel
xii
MCC : Mobile Country Code
MCS : Modulation and Coding Scheme
ML : Maximum Likelihood
MNC : Mobile Network Code
MIMO : Multiple Input, Multiple Output
MME : Mobility Management Entity
MMSE : Minimum Mean Square Error
MMSE-SIC : Minimum Mean Square Error With Successive Interference
Cancellation
MRC : Maximal Ratio Combining
MSS : Mobile Satellite Services
MTCH : MBMS Traffic Channel
MU-MIMO : Multi User MIMO
NBAP : Node B Application Part
NGMN : Next Generation Mobile Networks
NGN : Next Generation Network
NMT : Nordic Mobile Telephony
OFDM : Orthogonal Frequency-Division Multiplexing
OFDMA : Orthogonal Frequency-Division Multiple Access
OP : Organizational Partners
OPEX : Operational Expenditures
PBCH : Physical Broadcast Channel
PCCH : Paging Control Channel
PCEF : Policy and Charging Enforcement Function
PCFICH : Physical Control Format Indicator Channel
PCRF : Policy and Charging Rules Function
PDA : Personal Digital Assistant
PDC : Personal Digital Cellular
PDCCH : Physical Downlink Control Channel
PDSCH : Physical Downlink Shared Channel
PDCP : Packet Data Convergence Protocol
PDN : Packet Data Network
PDP : Packet Data Protocol
P-GW : Packet Data Network (PDN) Gateway
PMCH : Physical Multicast Channel
PRACH : Physical Random Access Channel
PS : Packet Switched
PUCCH : Physical Uplink Control Channel
PUSCH : Physical Uplink Shared Channel
QAM : Quadrature Amplitude Modulation
QoS : Quality of Service
QPSK : Quadrature Phase-Shift Keying
RAN : Radio Access Network
RANAP : Radio Access Network Application Protocol
RAT : Radio Access Technology
RF : Radio Frequency
RCC : Regional Commonwealth in the Field of Communications
RLC : Radio Link Control
RNC : Radio Network Controller
xiii
RNL : Radio Network Layer
RNSAP : Radio Network Service Application Part
RRC : Radio Resource Control
RRM : Radio Resource Management
RU : Resource Unit
SAE : Service Architecture Evolution
SAE-GW : Service Architecture Evolution Gateway
SC-FDMA : Single-Carrier Frequency-Division Multiple Access
S-GW : Serving Gateway
SGSN : Serving GPRS Support Node
SINR :
SIP : Session Initiation Protocol
TACS : Total Access Communication Systems
TCP/IP : Transmission Control Protocol/Internet Protocol
TDD : Time Division Duplex
TDMA : Time Division Multiple Access
TNL : Transport Network Layer
TTA : Telecommunications Technology Association
UE : User Equipment
UL : Uplink
UL-SCH : Uplink Shared Channel
UMTS : Universal Mobile Telephone System veya Universal Mobile
Telecommunications System
UPE : User Plane Entity
UTRA : UMTS Terrestrial Radio Access
UTRAN : Universal Terrestrial Radio Access Network
VoIP : Voice over IP
WCDMA : Wideband CDMA
WIMAX : Worldwide Interoperability for Microwave Access
WMAN : Wireless Metropolitan Area Network
ZF : Zero Forcing
ZF-SIC : Zero Forcing Equalization with Successive Interference Cancellation
xiv
LIST OF TABLES
Pages
Table 3.1. Spectrum Allocation 41
Table 4.1. Parameters For Downlink Transmission Scheme. 89
Table 4.2. OFDM Parameters 96
Table 4.3. Resource Block Parameters 119
Table 4.4. Slot Formats Supported By The PUCCH 123
Table 4.5. Number Of Resource Units, Dependent On Bandwidth 125
Table 4.6. SC-FDMA Parameters. 128
Table 6.1. Models And Assumptions For The Evaluations 148
Table 6.2. LTE Performance Targets 153
Table 6.3. Assumptions for the results in Figure 6.6 155
xv
xvi
LIST OF FIGURES
Pages
Figure 1.1
Figure 2.1
Figure 2.2
Figure 3.1
Figure 4.1
Figure 4.2
Figure 4.3
Figure 4.4
Figure 4.5
Figure 4.6
Figure 4.7
Figure 4.8
Figure 4.9
Figure 4.10
Figure 4.11
Figure 4.12
Figure 4.13
Figure 4.14
Figure 4.15
Figure 4.16
Figure 4.17
Figure 4.18
Figure 4.19
Figure 4.20
Figure 4.21
Figure 4.22
Figure 4.23
Figure 4.24
Figure 4.25
Figure 4.26
Figure 4.27
Figure 4.28
Figure 4.29
Figure 4.30
Figure 4.31
Figure 4.32
Figure 4.33
Figure 4.34
Figure 4.35
Generations of Mobile Communication Systems
Evolution of 2G-3G Communications Technology in The World
3G Wireless Network Architecture
Transmission Bandwidth Configurations
UTRAN and Evolved UTRAN Architectures
Possible eNodeB Models
Generation Principle Of OFDM Signals
The OFDM Symbol
Simplified Structure of a Transceiver OFDM
OFDMA Methods of Separating Multiple Users
The Time–Frequency Allocation Pattern
The PAPR Problem On The Fresnel Diagram.
A Simplified SC-FDMA Transceiver
SC-FDMA Transmit Symbol
The SC-FDMA Time Domain Interpretation
Subcarrier Mapping Modes
Rx Beamforming
General MIMO System
Performances Of MIMO Systems
Simplified Vision Of A MIMO System.
A MIMO–OFDM Transceiver
The Global Link Adaptation Process
Classical Vs Virtual MIMO
The Generalized MIMO Scheme
Architecture aspect for E-UTRAN Base Station
A distributed BTS Scheme
A Digital Receiver Scheme
Compression Of a Power Amplifier
The PA Regulation System Plus Antennas
Form Factor Of A Radiating Array
The Inverse Cosecant Diagram
Example Of Cellular Antennas With Patches As Radiating Elements
Principle Of A Radiating Rectangular Patch
Possible TDD/FDD Modes and Interactions
The Physical Downlink Channels.
The Downlink Time–Frequency Resource Grid
Link Adaptation Principle
A Packet-Scheduling Framework
The Multiple Bandwidth Problem
3
8
9
44
45
46
50
51
55
55
56
60
61
61
62
62
64
68
68
69
71
72
73
75
76
78
80
81
81
84
84
85
86
88
90
93
100
104
106
xvii
Figure 4.36
Figure 4.37
Figure 4.38
Figure 4.39
Figure 4.40
Figure 4.41
Figure 4.42
Figure 4.43
Figure 4.44
Figure 4.45
Figure 4.46
Figure 4.47
Figure 4.48
Figure 4.49
Figure 5.1
Figure 5.2
Figure 5.3
Figure 6.1
Figure 6.2
Figure 6.3
Figure 6.4
Figure 6.5
Figure 6.6
Figure 6.7
Figure 6.8
Figure 6.9
Figure 6.10
Figure 6.11
Figure 6.12
Figure 6.13
Figure 6.14
Figure 6.15
Figure 6.16
Figure 6.17
Figure 6.18
Figure 6.19
Figure 7.1
Figure 7.2
Figure 7.3
Figure 7.4
Figure 7.5
Figure 7.6
Figure 7.7
The Cell Search Algorithm
The Cell Search Procedure
The Physical Channel Roles For Sysnchronization And System
Parameters Acquisition
Soft Frequency Re-Use.
Using IDMA To Suppress Inter-cell Interference.
The Uplink Physical Channels
Transmitter Structure For SC-FDMA
Localized Mapping And Distributed Mapping
Uplink Slot Format.
Uplink Slot Format (Type 2 Frame Structure).
Uplink Slot Format (Frame Structure Type 1)
Overview Of Uplink Uhysical Channel Processing
Random Access Preamble Format
The Uplink Link Adaptation Process
Huawei LTE Roadmap
NSN LTE Roadmap
E/// LTE Roadmap
Definitions of Data Rates For Performance
Mean and Cell-Edge Downlink User Throughput vs. Served Traffic,
Typical Urban Propagation
Mean and Cell-Edge Downlink User Throughput vs. Served Traffic,
Pedestrian A Propagation
Mean and Cell-Edge Uplink User Throughput vs. Served Traffic,
Typical Urban Propagation
Mean and Cell-edge Uplink User Throughput vs. Served Traffic,
Pedestrian A Propagation
Mean Downlink User throughput vs. Spectral Efficiency for 5 and
20 MHz LTE Carriers
Data Rate Test/MIMO Tests
Data Rate Test/Throughput Tests
Data Rate Test/L1 Peak Rate
Data Rate Test/End User Data Rate
Data Rate Test/Throughput Vs Distance
Data Rate Test/Throughput Vs Speed
Data Rate Test/Sharing of Downlink
Latency Test/Measured Idle-Active Times
Latency Test/ U-Plane: Measured Round Trip Times
Latency Test/ Measured Performance in loaded conditions
Latency Test/ Power Control
Latency Test/ Handover.
IODT and IODT Test Topology
PS-CS Domain Interworking in LTE
CS Voice Fallback in LTE
CS Voice Alternative Fallback in LTE
CS Voice via VoIP in LTE
SMS Flow in LTE
MMS Delivery Options
EPS Warning System Architecture Deploying CBS
107
108
109
112
113
116
117
118
118
119
121
123
129
130
138
139
139
144
149
150
151
151
155
156
157
157
158
159
159
160
161
161
162
162
163
164
173
174
176
177
178
179
179
xviii
Figure 7.8
Figure 7.9
Figure 7.10
Figure 8.1
Figure 8.2
Figure 8.3
Figure 8.4
Figure 8.5
Figure 8.6
Figure 8.7
Smooth Migration to EPS
EPS Solution for Green-field Operator
Possible Mobile Broadband Paths For A 2G Operator
Transmit 2 Receive (2×2) MIMO Channel 
BER for 2×2 MIMO Channel With ZF Equalizer 
BER for 2×2 MIMO With MMSE Equalization For BPSK 
BER for BPSK in 2×2 MIMO Channel With Zero Forcing 
Successive Interference Cancellation Equalization
BER for BPSK in 2×2 MIMO channel with Zero Forcing 
Successive Interference Cancellation And Optimal Ordered
Equalization
BER For 2×2 MIMO Rayleigh channel with Maximum Likelihood 
Equalization
BER For 2×2 MIMO Channel With MMSE-SIC Equalization With 
And Without Optimal Ordering
181
183
185
192
196
199
202
207
210
214
xix
xx
NEXT GENERATION ON MOBILE NETWORKS; 3G TO 4G(LTE)
EXCHANGE REQUIREMENTS AND COMPABILITY
SUMMARY
During the past years, there has been a quickly rising interest in radio access
technologies for providing mobile as well as nomadic and fixed services for voice,
video, and data. The difference in design, implementation, and use between telecom
and datacom technologies is also getting more blurred. One example is cellular
technologies from the telecom world being used for broadband data and wireless
LAN from the datacom world being used for voice over IP.
This thesis describes the evolution of cellular into an advanced broadband mobile
access. The focus of this thesis is 4th generation next generation mobile technology,
LTE, in mobile communication as developed in the 3GPP (Third Generation
Partnership Project) standardization, looking at the radio access network evolution
and architecture evaluation from 3G to 4G.
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YENİ NESİL MOBİL NETWORKLER; 3G DEN 4G (LTE)’ YE GEÇERKEN 
MİMARİ DEĞİŞİM GEREKSİNİMLERİ VE UYUMLULUK 
OZET
Son yıllarda, ses, video ve veri için  sabit hizmet erisim teknolojilerinin  yaninda  
mobil radyo erişim teknolojilerine hızla artan bir ilgi olmuştur . Telekom ve Data 
Teknolojilerindeki Tasarım, uygulama ve kullaninmdaki farklar giderek 
bulaniklasmis ortadan kalkmistir. Ornegin Telekom dünyasından hücresel  
teknolojiler genisband data servisleri  icin Datacom dünyasindan  kablosuz LAN IP 
 üzerinden ses tasimak için kullanılmaktadır. 
Bu tezde hucresel teknolojilerin genis bant mobil erişim için evrimi anlatılmaktadır. 
Bu tez 4. nesil gelecek nesil mobil teknolojisi olan ve 3GPP tarafindan gelistirilmis
LTE standartlarina radyo erisim gelisim acisindan ve 3G den 4G ye mimari gelisim
acisindan odaklanmistir.
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11. INTRODUCTION
1.1 Aim of The Thesis
The cellular wireless communications industry witnessed tremendous growth in the
past decade with over four billion wireless subscribers worldwide. The first
generation (1G) analog cellular systems supported voice communication with limited
roaming.
The second generation (2G) digital systems promised higher capacity and better
voice quality than did their analog counterparts. Moreover, roaming became more
prevalent thanks to fewer standards and common spectrum allocations across
countries particularly in Europe. The two widely deployed second-generation (2G)
cellular systems are GSM (global system for mobile communications) and CDMA
(code division multiple access). As for the 1G analog system, 2G systems were
primarily designed to support voice communication. In later releases of these
standards, capabilities were introduced to support data transmission. However, the
data rates were generally lower than that supported by dial-up connections.
Later due to growing demand and growing bandwidth and technologies 3G systems
developed but the first release of the 3G standards did not fulfill its promise of high-
speed data transmissions as the data rates supported in practice were much lower
than that claimed in the standards. Therefore 3GPP followed a similar path and
introduced HSPA (high speed packet access) enhancement to the WCDMA system.
Nowadays, according to survey results in Q1 10 Global wireless market 4.34 billion
subscribers exist and 3.856 billion subscribers are subscribers of GSM, WCDMA-
HSPA networks and new revolutionary mobile broadband technology, LTE (Long
Term Evaluation) is being developed since 2004 by 3GPP.[22] The goal of LTE is
to provide a high-data-rate, low-latency and packet-optimized radio access
2technology supporting flexible bandwidth deployments as recently developed data
oriented mobile technologies W-CDMA and HSPA.
In parallel, new network architecture is designed with the goal to support packet-
switched traffic with seamless mobility, quality of service, minimal latency, high
amounts of data transmission for every year of increasing broadband needs and
security of speech and data transmission.
In this study, it is aimed to describe radio and core network structure consist of
protocols, interfaces and network elements of LTE lying on existing 2G and 3G
Networks and existing and future spectrum resources of operators.
1.2 Mobile Communications Generations and Technologies
First emerging in the head of 1980s, 1G networks have analog communication
systems. These first systems established in North America are known as Analog
Mobile Phone Systems (AMPS), and in Europe and the rest of the world Total
Access Communication Systems (TACS) is known that as. Analog systems as a basis
for circuit switching technologies were developed for only voice transmission.
The second generation (2G) wireless mobile networks are based on the lower band
digital data signalling. GSM is the most popular 2G wireless technology. GSM
systems, first applied in 1991, currently are a technology used everywhere in the
world. GSM technology is a combination of FDMA (Frequency Division Multiple
Access) and TDMA. First GSM systems have been using 25MHz frequency
spectrum in 900MHz. 25MHz band width is divided into 124 carrier frequencies of
200kHz by using FDMA, and then each frequency is divided into 8 time slices by
using TDMA. Using different time periods makes the electronic structure of the
mobile unit that is allowing transmission and reception simple. Today, GSM systems
operate between 900MHz and 1.8Ghz band. 3G networks have been designed to
allow high speed data transmission starting from 128Kbps to megabits. Global
framework of 3G has been drawn in the specifications of IMT-2000 of ITU.
Regional 3G Networks is defined as “UMTS” in Europe; “CDMA2000” in Northern
America and “NTT DoCoMo” in Japan. The system of transferring of advanced 3G
3Networks, which is stil used by more than 50% of mobile phone users (46 million
people), exists in Japan. Thanks to this sytem, a mobile user can connect to an
acceptable wireless network (special internal central of a build/firm, satellite, GSM
etc.) wherever he/she goes in the world.
Figure 1.1 Generations of Mobile Communication Systems
LTE is the next step on a clearly-charted roadmap to so-called ‘4G’ mobile systems
that starts with today’s 2G and 3G networks. Building on the technical foundations
of the 3GPP family of cellular systems that embraces GSM, GPRS and EDGE as
well as WCDMA and HSPA (High Speed Packet Access), LTE offers a smooth
evolutionary path to higher speeds and lower latency. Coupled with more efficient
use of operators’ finite spectrum assets, LTE enables an even richer, more
compelling mobile service environment.
Most major mobile carriers in the United States, Japan and Europe have announced
plans to convert their networks to LTE at beginning in 2011. LTE is a set of
enhancements to the Universal Mobile Telecommunications System (UMTS) which
will be introduced in 3rd Generation Partnership Project (3GPP) Release 8.
4LTE has ambitious requirements for data rate, capacity, spectrum efficiency, and
latency. In order to fulfill these requirements, LTE is based on new technical
principles. LTE uses new multiple access schemes on the air interface: OFDMA
(Orthogonal Frequency Division Multiple Access) in LTE/E-UTRAN downlink and
SC-FDMA (Single Carrier Frequency Division Multiple Access) in uplink.
Furthermore, MIMO and 64 QAM antenna schemes form an essential part of LTE. In
order to simplify protocol architecture, LTE brings some major changes to the
existing UMTS protocol concepts. Impact on the overall network architecture
including the core network is referred to as 3GPP System Architecture Evolution
(SAE). LTE includes an FDD (Frequency Division Duplex) mode of operation and a
TDD (Time Division Duplex) mode of operation. LTE TDD which is also referred to
as TD-LTE provides the long term evolution path for TD-SCDMA based networks.
This application note gives an introduction to LTE technology, including both FDD
and TDD modes of operation.
LTE Advanced is a mobile communication standard which is currently being
standardized by the 3rd Generation Partnership Project (3GPP) as a major
enhancement of 3GPP Long Term Evolution. LTE (Long Term Evolution)
standardization has come to a mature state by now where changes in the specification
are limited to corrections and bug fixes. LTE mobile communication systems are
expected to be deployed from 2011 onwards as a natural evolution of Global system
for mobile communications (GSM) and Universal Mobile Telecommunications
System (UMTS).
Being defined as 3G technologies LTE does not meet the requirements for 4G also
called IMT Advanced as defined by the International Telecommunication Union
such as peak data rates up to 1 Gbit/s. The ITU has invited the submission of
candidate Radio Interface Technologies (RITs) following their requirements as
mentioned in a circular letter.
The mobile communication industry and standardization organizations have
therefore started to work on 4G access technologies such as LTE Advanced. At a
workshop in April 2008 in China 3GPP agreed the plans for future work on LTE A
first set of 3GPP requirements on LTE Advanced has been approved in June 2008.
5Besides the peak data rate 1 Gbit/s that fully supports the 4G requirements as defined
by the ITU-R, it also targets faster switching between power states and improved
performance at the cell edge. Detailed proposals are being studied within the working
groups.
1.3 Scope of the Thesis
In accordance with objective mentioned above, below mentioned subjects mentioned
in the study and readiness of 4G LTE from Tehcnology , Price and Operator point of
analyzed.
 3G Technology:
In this section well known and proven radio network technologies and
performance of technologies are briefly described.
 Organizations, Standards, Spectrum:
In this section Organizations who is in charge of development of LTE and Radio
and Core Network Standards are described. Also allocated spectrum for LTE
Radio is mentioned considering regions.
 4 G Technology:
In this section 4G Technology consist of E-UTRAN protocols, interfaces and
network elements is described in detail.
 4 G Vendors and Their products.
In this section main 4G Vendors and their products are described.
 Exchange Strategy and a Smooth Migration Scenarios
In this section possible migration scenarios and challenges for operators and a
case study for a model country is described.
 Early Test Results
6In this section scenarios and challenges for operators are described.
 Simulations
In this section simulation for MIMO techniques are described.
73. TECHNOLOGY
3.1 Before the 3G Technologystory
As being called 3G, or third generation, there is, inevitably, a first and second
generation. 1G refers to the original analogue mobile phones, which resembled a
brick. They were large, and very heavy, due to the weight of the battery, they were
also very expensive. However, they paved the way for something that was soon to
become a revolution in the technological world, phones would soon start to be
smaller, lighter, cheaper, and better. Operating time increased while battery weight
dropped, this was due to advancements in battery technology, as well as circuit
design which allowed for much lower power consumption.
2G saw the birth of the digital mobile phone, and a standard which is the greatest
success story in the history of the mobile phone to date. The Global System for
Mobile Communications (GSM) is a standard that unified Europe’s mobile phone
technologies, it allows one phone to be used throughout Western Europe. Using
TDMA (Time division multiple access – see the How does 3G work section for more
info), the GSM standard allowed millions of users throughout Europe to travel freely
and still be able to use there phone. Although Europe enjoyed a unified standard, in
America, three standards still exist, from three different companies. Because of this
mobile communications haven’t become nearly as popular in the States, as they have
done in Europe.
The 2.5G standard had a major technically different feature compared to its
predecessor, it used Packet Switching technology (see the how does 3G work section
for more info) to transmit data. The General Packet Radio Service (GPRS) replaced
GSM as the 2.5G standard. GPRS actually overlays a packet switched technology
onto the original GSM circuit switched network.
8Data rates of 2.5G can reach 256 kbps, some may think this is a waste of time, and
service provides should have gone straight to the goal and implemented 3G,
however, the 2.5G standard is a much needed step, as it gives service providers
experience of running packet switched networks, and charging on a data bases, rather
than a time basis.
Figure.2.1 Evolution of 2G-3G Communications Technology in The World
3G technology is a generic name given to the third generation wireless (GSM) phone
technology. It uses a cellular network system like 1G and 2G. UMTS (Universal
Mobile Transmission System) based on TDMA can be given as an example of 3G
technology. Moreover, CDMA, CDMA2000 used in USA, FOMA used in Japan and
UWC-136 standards are also 3G technologies.
3.2 GSM
GSM (Global System for Mobile communications) is the most popular standard for
mobile phones in the world. Almost 80% of global mobile market uses this standard.
GSM is used by over 4 billion people across more than 212 countries and territories
9Its ubiquity makes international roaming very common between mobile phone
operators, enabling subscribers to use their phones in many parts of the world.
Figure2.2 3G Wireless Network Architecture
GSM differs from its predecessors in that both signaling and speech channels are
digital, and thus is considered a second generation (2G) mobile phone system. This
has also meant that data communication was easy to build into the system. GSM
EDGE is a 3G version of the protocol.
GSM was initially developed as pan-European collaboration, intended to enable
mobile roaming between member countries.
The ubiquity of the GSM standard has been an advantage to both consumers who
benefit from the ability to roam and switch carriers without switching phones and
also to network operators who can choose equipment from any of the many vendors
implementing GSM. GSM also pioneered a low-cost alternative to voice calls, the
short message service, which is now supported on other mobile standards as well.
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Newer versions of the standard were backward-compatible with the original GSM
phones. Recent developments on GSM are Adaptive Multi Rate (AMR) and
Enhanced Data Rates + for GSM Evolution (EDGE+).
3.3 3G Technology
3G is the next generation of wireless network technology that provides high speed
bandwidth (high data transfer rates) to handheld devices. The high data transfer rates
will allow 3G networks to offer multimedia services combining voice and data.
Specifically, 3G wireless networks support the following maximum data transfer
rates:
 44 Mbits/second on the downlink to stationary devices.
 22 Mbits/second on the uplink to stationary devices.
These data rates are the absolute maximum numbers defined in wireless broadband
standard defined in 3GPP release 7 which can be delivered with MIMO technologies
and higher order modulation (64QAM). MIMO on CDMA based systems acts like
virtual sectors to give extra capacity closer to the mast.
The actual peak speed for a user closer to the mast may be about 14Mbit/s. At cell
edge and even at half the distance to the cell edge there may only be slight increase
compared with 3.6 Mbits/s unless a wider channel than 5MHz is used.
For example, in the stationary case, the 14 Mbits/second rate is for one user hogging
the entire capacity of the base station. This data rate will be far lower if there is voice
traffic or other data users.
The maximum data rate of 14 Mbits/second for moving devices is about hundred
times faster than that available with the current 2G wireless networks. Unlike 3G
networks, 2G networks were designed to carry voice but not data.
3G wireless networks have the bandwidth to provide converged voice and data
services. 3G services will seamlessly combine superior voice quality telephony, high
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speed mobile IP services, information technology, rich media, and offer diverse
content.
Some characteristics of 3G services that have been proposed are:
 Always-on connectivity. 3G networks use IP connectivity, which is packet
based.
 Multi-media services with streaming audio and video.
 Email with full-fledged attachments such as PowerPoint files.
 Instant messaging with video/audio clips.
 Fast downloads of large files such as faxes and PowerPoint files.
 Access to corporate applications.
3.3.1 UMTS
Universal Mobile Telecommunications System (UMTS) is one of the third
generation (3G) mobile telecommunications technologies, which is also being
developed into a 4G technology. It is specified by 3GPP and is part of the global ITU
IMT-2000 standard.
The most common form of UMTS uses W-CDMA, HSPA, HSPA+ as the underlying
air interface but the system also covers TD-CDMA and TD-SCDMA (both IMT
CDMA TDD).
Being a complete network system, UMTS also covers the radio access network
(UMTS Terrestrial Radio Access Network; UTRAN), the core network (Mobile
Application Part; MAP) as well as authentication of users via USIM cards
(Subscriber Identity Module).[1]
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3.3.2 W-CDMA
W-CDMA (Wideband Code Division Multiple Access), UMTS-FDD, UTRA-FDD,
or IMT-2000 CDMA Direct Spread is an air interface found in 3G mobile
telecommunications networks. It is the basis of Japan's NTT DoCoMo's FOMA
service and the most-commonly used member of the UMTS family and sometimes
used as a synonym for UMTS. It utilizes the DS-CDMA channel access method and
the TDD duplexing method to achieve higher speeds and support more users
compared to most time division multiple access (TDMA) schemes used today.
While not an evolutionary upgrade on the airside, it uses the same core network as
the 2G GSM networks deployed worldwide, allowing dual-mode operation along
with GSM/EDGE; a feat it shares with other members of the UMTS family.
Compared to GSM W-CDMA improves the end-user experience by increasing peak
data rates up to 384 Kbit/s in the downlink and 128 Kbit/s in the uplink. It also
reduces latency and provides more system capacity in the downlink
As of Q4 2009, almost all 3 G networks running in the world supports W-CDMA as
early step of 3G radio access technology.
3.3.3 HSPA
High Speed Packet Access (HSPA) is a collection of two mobile telephony protocols
High Speed Downlink Packet Access (HSDPA) and High Speed Uplink Packet
Access (HSUPA), which extend and improve the performance of existing WCDMA
protocols.
HSDPA and HSUPA provide increased performance by using improved modulation
schemes and by refining the protocols by which handsets and base stations
communicate. These improvements lead to a better utilization of the existing radio
bandwidth provided by WCDMA.
HSPA improves the end-user experience by increasing peak data rates up to 14
Mbit/s in the downlink and 5.8 Mbit/s in the uplink. It also reduces latency and
provides up to five times more system capacity in the downlink and up to twice as
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much system capacity in the uplink, reducing the production cost per bit compared to
original WCDMA protocols. HSPA increases peak data rates and capacity in several
ways:
 Shared-channel transmission, which results in efficient use of available code
and power resources in WCDMA
 A shorter Transmission Time Interval (TTI), which reduces round-trip time
and improves the tracking of fast channel variations
 Link adaptation, which maximizes channel usage and enables the base station
to operate close to maximum cell power
 Fast scheduling, which prioritizes users with the most favorable channel
conditions
 Fast retransmission and soft-combining, which further increase capacity
 16QAM (Quadrature Amplitude Modulation), which yields higher bit-rates
HSPA has been commercially deployed by over 200 operators in more than 80
countries. Rich variety of HSPA enabled terminals, more than 1000 available today
together with ease of use gives rising sales of HSPA-enabled mobiles and are helping
to drive the HSPA.
3.3.4 HSPA+
HSPA+, (also known as: HSPA Evolution, Evolved High-Speed Packet Access,
I-HSPA or Internet HSPA) is a wireless broadband standard defined in 3GPP
release7.
Evolved HSPA provides HSPA data rates up to 42 Mbit/s on the downlink and 22
Mbit/s on the uplink with MIMO technologies and higher order modulation
(64QAM). MIMO on CDMA based systems acts like virtual sectors to give extra
capacity closer to the mast. The 42 Mbit/s and 22 Mbit/s represent theoretical peak
sector speeds. The actual peak speed for a user closer to the mast may be about
14Mbit/s. At cell edge and even at half the distance to the cell edge there may only
be slight increase compared with 3.6 Mbit/s HSDPA unless a wider channel than
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5MHz is used. The total cell increase in capacity compared with 7.2 Mbit/s HSDPA
may be as little as 20% unless very small cells with N=12 or higher reuse of channels
is deployed due to CDMA code noise.
Evolved HSPA also introduces optional all-IP architecture for the network where
base stations are directly connected to IP based backhaul and then to the ISP's edge
routers. The technology also delivers significant battery life improvements and
dramatically quicker wake-from-idle time - delivering a true always-on connection.
Evolved HSPA should not be confused with LTE, which uses a new air interface.
As of Q1 2010, there are 51 HSPA+ networks running in the world at 21 Mbit/s and
the first 28Mbit/s network has been completed in several countries.[2]
3.3.5 LTE Technology
Although HSPA and HSPA+ offer a highly efficient broadband-wireless service that
will enjoy success for the remainder of the decade, and well into the next, 3GPP is
working on a project called Long Term Evolution as part of Release 8. LTE will
allow operators to achieve even higher peak throughputs in higher spectrum
bandwidth.
LTE uses OFDMA on the downlink, which is well suited to achieve high peak data
rates in high spectrum bandwidth. WCDMA radio technology is basically as efficient
as OFDM for delivering peak data rates of about 10 Mbps in 5 MHz of bandwidth.
However, achieving peak rates in the 100 Mbps range with wider radio channels
would result in highly complex terminals, and it is not practical with current
technology. This is where OFDM provides a practical implementation advantage.
Scheduling approaches in the frequency domain can also minimize interference,
thereby boosting spectral efficiency. The OFDMA approach is also highly flexible in
channelization, and LTE will operate in various radio channel sizes ranging from 1.4
to 20 MHz.
On the uplink, however, a pure OFDMA approach results in high Peak to Average
Ratio (PAR) of the signal, which compromises power efficiency and, ultimately,
battery life. Hence, LTE uses an approach called SC-FDMA, which is somewhat
15
similar to OFDMA but has a 2 to 6 dB PAR advantage over the OFDMA method
used by other technologies such as IEEE 802.16e.
LTE capabilities include:
 Downlink peak data rates up to 326 Mbps with 20 MHz bandwidth.
 Uplink peak data rates up to 86.4 Mbps with 20 MHz bandwidth.
 Operation in both TDD and FDD modes.
 Scalable bandwidth up to 20 MHz, covering 1.4, 3.5, 5, 10, 15, and 20 MHz
in the study phase.
 Increased spectral efficiency over Release 6 HSPA by a factor of two to four.
 Reduced latency, to 10 msec round-trip time between user equipment and the
base station, and to less than 100 msec transition time from inactive to active.
The overall intent is to provide an extremely high-performance radio-access
technology that offers full vehicular speed mobility and that can readily coexist with
HSPA and earlier networks. Because of scalable bandwidth, operators will be able to
migrate easily their networks and users from HSPA to LTE over time.
LTE is not only efficient for data but, because of a highly efficient uplink, is
extremely efficient for VoIP traffic. In 10 MHz of spectrum, LTE VoIP capacity will
reach almost 500 users.[27]
3.3.6 LTE Advanced Technology
LTE Advanced is a mobile communication standard. It is currently being
standardized by the 3rd Generation Partnership Project (3GPP) as a major
enhancement of 3GPP Long Term Evolution. LTE (Long Term Evolution)
standardization has come to a mature state by now where changes in the specification
are limited to corrections and bug fixes. LTE mobile communication systems are
expected to be deployed from 2010 onwards as a natural evolution of Global system
for mobile communications (GSM) and Universal Mobile Telecommunications
System (UMTS).
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It is generally anticipated that LTE-Advanced will coincide with LTE Release 10
with the intermediate Release 9 mainly implying minor updates to the current LTE
specifications. Furthermore, LTE-Advanced is anticipated to be the radio-access
technology submitted to ITU as the 3GPP candidate for IMT-Advanced radio access.
It should be noted that this is very much aligned with what was already from the start
stated for LTE, namely that LTE should provide the starting point for a smooth
transition to 4G (IMT-Advanced) radio access. With the initiation of the LTE-
Advanced Study Item and the work on defining LTE-Advanced ramping up, this
smooth transition to ‘4G’ radio access is now ongoing.
As a first step of the LTE-Advanced Study Item, a workshop was held in April 2008,
where different requirements and basic technology components for LTE-Advanced
were discussed.
According to the time schedule, the Study Item is to proceed until mid-2009. At that
time, a Work Item is expected to be initiated for the detailed specification of LTE-
Advanced. This work, making LTE-Advanced ready for initial commercial
deployment, is assumed to be finalized in early 2011. Note that this timing is well
aligned with the planned finalization of the IMT-Advanced recommendation in ITU-
R. It should also be noted that the initial 3GPP submission to ITU is expected
approximately halfway into the Study Item. The initial submission will then be
followed by complementary submissions, filling in details of LTE Advanced as these
emerge as part of the 3GPP work. The final submission, in the fall of 2010, will then
correspond to the finalization of the 3GPP Study Item, when all main components of
LTE-Advanced should have been agreed upon.
 Fundamental requirements for LTE-Advanced: As LTE-Advanced is
anticipated to be the 3GPP candidate radio-access technology for IMT-
Advanced radio access, an obvious requirement for LTE-Advanced is the
complete fulfillment of all the requirements for IMT-Advanced defined by
ITU. Another basic prerequisite for the work on LTE-Advanced is that LTE
Advanced is an evolution of LTE. The implication of this is that LTE-
Advanced has to fulfill a set of basic backward compatibility requirements.
LTE-Advanced should provide backward compatibility in terms of spectrum
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coexistence, implying that it should be possible to deploy LTE-Advanced in
spectrum already occupied by LTE with no impact on existing LTE
terminals. A direct consequence of this requirement is that, for an LTE
release terminal, an LTE Advanced cell should appear as an LTE Release 8
cell. This is similar to HSPA, where an early WCDMA terminal can access a
cell supporting HSPA, although from the point-of-view of this terminal, the
cell will appear as a WCDMA Release 99 cell. Such spectrum compatibility
is of critical importance for a smooth, low-cost transition to LTE-Advanced
capabilities within the network. LTE-Advanced should also be ‘ backward
compatible ’ in terms of infrastructure, in practice implying that it should be
possible to upgrade already installed LTE infrastructure equipment to LTE-
Advanced capability with a reasonable cost. Also this is a critical prerequisite
for a smooth and low-cost transition to LTE Advanced network capability.
Finally, LTE-Advanced should be ‘backward compatible’ in terms of
terminal implementation, implying that it should be possible to introduce
LTE-Advanced functionality in mobile terminals with a reasonable
incremental complexity and associated cost, compared to current LTE
capability. This is clearly vital to ensure a fast adoption of LTE-Advanced
terminal capability.
 Extended requirements beyond ITU requirements: It is a common
understanding within 3GPP that LTE-Advanced should not be limited to the
fulfillment of the ITU requirements on IMT-Advanced. Rather, LTE-
Advanced should go beyond the IMT-Advanced requirements and hence the
targets for LTE-Advanced are substantially more ambitious, including:
o Support for peak-data up to 1 Gbps in the downlink
o 500 Mbps in the uplink.
o Substantial improvements in system performance such as cell and user
throughput with target values significantly exceeding those of IMT-
Advanced.
o Possibility for low-cost infrastructure deployment and terminals.
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o High power efficiency.
o Low power consumption for both terminals and infrastructure.
o Efficient spectrum utilization, including efficient utilization of
fragmented spectrum. [8]
3.3.7 Wimax Technology
WiMAX, meaning Worldwide Interoperability for Microwave Access, is a
telecommunications technology that provides wireless transmission of data using a
variety of transmission modes, from point-to-multipoint links to portable and fully
mobile internet access. The technology provides up to 10 Mbit/s broadband without
the need for cables. The technology is based on the IEEE 802.16 standard (also
called Broadband Wireless Access).
WiMAX has emerged as a potential alternative to cellular technology for wide-area
wireless networks. Based on OFDMA and recently accepted by the International
Telecommunications Union (ITU) as an IMT-2000 (3G technology) under the name
OFDMA TDD WMAN (Wireless Metropolitan Area Network), WiMAX is trying to
challenge existing wireless technologies—promising greater capabilities and greater
efficiencies than alternative approaches such as HSPA.
The original specification, IEEE 802.16, was completed in 2001 and intended
primarily for telecom backhaul applications in point-to-point, line-of-sight
configurations using spectrum above 10 GHz. This original version of IEEE 802.16
uses a radio interface based on a single-carrier waveform.
The next major step in the evolution of IEEE 802.16 occurred in 2004 with the
release of the IEEE 802.16-2004 standard. It added multiple radio interfaces,
including one based on OFDM-256 and one based on OFDMA. IEEE 802.16-2004
also supports point-to multipoint communications, sub-10 GHz operation, and non-
line-of-sight communications. Like the original version of the standard, operation is
fixed, meaning that subscriber stations are typically immobile.
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The IEEE has also completed a mobile-broadband standard—IEEE 802.16e-2005—
that adds mobility capabilities including support for radio operation while mobile,
handovers across base stations, and handovers across operators. Unlike IEEE 802.16-
2004, which operates in both licensed and unlicensed bands, IEEE 802.16e-2005
(referred to as mobile WiMAX) makes the most sense in licensed bands. Current
WiMAX profiles emphasize TDD operation. Mobile WiMAX networks are not
backward-compatible with IEEE 802.16-2004 networks. Initial mobile WiMAX
networks will be deployed using 2X2 MIMO, TDD and 10 MHz radio
channels in a profile defined by the WiMAX Forum known as WiMAX Wave 2 or,
more formally, as WiMAX System Profile 1.0. Beyond Release 1.0, the WiMAX
Forum has defined a new profile called WiMAX Release 1.5 with product
certification expected by the end of 2009. Mobile WiMAX release 1.5 includes
various refinements intended to improve efficiency and performance and could be
available for deployment in a similar timeframe as LTE.
Release 1.5 enhancements include MAC overhead reductions for VoIP (persistent
scheduling), handover optimizations, load balancing, location-based services support,
FDD operation, 64 QAM in the uplink, downlink adaptive modulation and coding,
closedloop MIMO (FDD mode only), and uplink MIMO. A subsequent version,
Mobile WiMAX 2.0, will be designed to address the performance requirements being
developed in the ITU IMT-Advanced Project and will be standardized in a new IEEE
standard, IEEE 802.16m.
WiMAX employs many of the same mechanisms as HSPA to maximize throughput
and spectral efficiency, including high-order modulation, efficient coding, adaptive
modulation and coding, and Hybrid Automatic Repeat Request (HARQ). The
principal difference from HSPA is IEEE 802.16e-2005’s use of OFDMA.
It should be noted, however, that IEEE 802.16e-2005 contains some aspects that may
limit its performance, particularly in scenarios in which a sector contains a large
number of mobile users. The performance of the MAC layer is inefficient when
scheduling large numbers of users, and some aspects—such as power control of the
mobile station are provided using MAC signaling messages rather than the fast
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power control used in WCDMA and other technologies. Thus, while WiMAX uses
OFDMA, the performance will likely be somewhat less than HSPA due to increased
overhead and other design issues.
Relative to LTE, WiMAX has the following technical disadvantages: 5 msec frames
instead of 1 msec frames, Chase combining instead of incremental redundancy,
coarser granularity for modulation and coding schemes and vertical coding instead of
horizontal coding.
One specific area in which WiMAX has a technical disadvantage is cell size. In fact,
3G systems have a significant link budget advantage over mobile WiMAX because
of soft handoff diversity gain and an FDD duplexing advantage over TDD.
With respect to spectral efficiency, WiMAX is comparable to HSPA+. As for data
performance, HSPA+ in Release 8 with a peak rate of 42 Mbps exceeds mobile
WiMAX in 10 MHz in TDD 2:1 DL:UL using 2X2 MIMO with a peak rate of 40
Mbps. The sometimes-quoted peak rate of 63.4 Mbps for mobile WiMAX in 10 MHz
assumes no bandwidth applied to the uplink.[4]
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3. ORGANIZATIONS, STANDARDS, FREQUENCY BANDS
3.1 Organizations
3.1.1 ITU Organization
The International Telecommunication Union is the one of oldest international
organization still in existence established to standardize and regulate international
radio and telecommunications. It was founded as the International Telegraph Union
in Paris on 17 May 1865. Its main tasks include standardization, allocation of the
radio spectrum, and organizing interconnection arrangements between different
countries to allow international phone calls — in which regard it performs for
telecommunications a similar function to what the UPU performs for postal services.
It is one of the specialized agencies of the United Nations, and has its headquarters in
Geneva, Switzerland, next to the main United Nations campus.
Standardization activities within the International Telecommunication Union, which
have already helped foster the growth of new technologies such as mobile telephony
and the Internet, are now being put to use in defining the building blocks of the
emerging global information infrastructure, and designing advanced multimedia
systems which handle deftly a mix of voice, data, audio and video signals.
Meanwhile, ITU's continuing role in managing the radiofrequency spectrum ensures
that radio-based systems like cellular phones and pagers, aircraft and maritime
navigation systems, scientific research stations, satellite communication systems and
radio and television broadcasting all continue to function smoothly and provide
reliable wireless services to the world's inhabitants. ITU is also helping bring about
rapid improvements in telecommunication infrastructure in the world's emerging
economies.
The ITU is made up of three sectors:
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 The Telecommunication Standardization Sector, ITU-T, whose secretariat is
the Telecommunication Standardization Bureau or TSB, known prior to 1992
as the International Telephone and Telegraph Consultative Committee or
CCITT (from its French name "Comité Consultatif International 
Téléphonique et Télégraphique");  
 The Radiocommunication Sector, ITU-R, whose secretariat is the
Radiocommunication Bureau or BR, known prior to 1992 as the International
Radio Consultative Committee or CCIR (from its French name "Comité 
Consultatif International des Radiocommunications");
 The Telecommunication Development Sector, ITU-D, whose secretariat is
the Telecommunication Development Bureau or BDT, created in 1992. A
permanent General Secretariat, headed by the Secretary General, manages the
day-to-day work of the Union and its sectors.
3.1.2 ETSI Organization
The European Telecommunications Standards Institute (ETSI) is an independent,
non-profit, standardization organization in the telecommunications industry
(equipment makers and network operators) in Europe, with worldwide projection.
ETSI has been successful in standardizing the GSM cell phone system and the
TETRA professional mobile radio system.
Significant ETSI standardization bodies include TISPAN (for fixed networks and
Internet convergence). ETSI inspired the creation of, and is a partner in 3GPP.
ETSI was created by CEPT in 1988 and is officially recognized by the European
Commission and the EFTA secretariat. Based in Sophia Antipolis (France), ETSI is
officially responsible for standardization of Information and Communication
Technologies (ICT) within Europe. These technologies include telecommunications,
broadcasting and related areas such as intelligent transportation and medical
electronics. ETSI has 740 members from 62 countries/provinces inside and outside
Europe, including manufacturers, network operators, administrations, service
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providers, research bodies and users — in fact, all the key players in the ICT arena.
A list of current members can be found here.
In 2005, ETSI budget exceeded 20 million Euros, with contributions coming from
members, commercial activities like sale of documents, plug-tests and for a hosting,
contract work and partner funding. About 40% goes towards operating expenses and
the remaining 60% towards work programs including competency centers and
special projects. ETSI is a founding partner organization of the Global Standards
Collaboration initiative.
3.1.3 ANSI Organization
The American National Standards Institute (ANSI) is a private non-profit
organization that oversees the development of voluntary consensus standards for
products, services, processes, systems, and personnel in the United States. The
organization also coordinates U.S. standards with international standards so that
American products can be used worldwide. For example, standards make sure that
people who own cameras can find the film they need for that camera anywhere
around the globe.
ANSI accredits standards that are developed by representatives of standards
developing organizations, government agencies, consumer groups, companies, and
others. These standards ensure that the characteristics and performance of products
are consistent, that people use the same definitions and terms, and that products are
tested the same way. ANSI also accredits organizations that carry out product or
personnel certification in accordance with requirements defined in international
standards.
The organization's headquarters are in Washington, DC. ANSI's operations office is
located in New York City.
ANSI was originally formed in 1918, when five engineering societies and three
government agencies founded the American Engineering Standards Committee
(AESC). In 1928, the AESC became the American Standards Association (ASA). In
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1966, the ASA was reorganized and became the United States of America Standards
Institute (USASI). The present name was adopted in 1969.
Prior to 1918, these five engineering societies, the American Institute of Electrical
Engineers (AIEE, now IEEE), American Society of Mechanical Engineers (ASME),
American Society of Civil Engineers (ASCE), the American Institute of Mining and
Metallurgical Engineers (now AIME), and the American Society for Testing
Materials (now ASTM International), had been members of the United Engineering
Society (UES). At the behest of the AIEE, they invited the U.S. government
Departments of War, Navy and Commerce to join in founding a national standards
organization.
In 1931, the organization (renamed ASA in 1928) became affiliated with the U.S.
National Committee of the International Electro-technical Commission (IEC), which
had been formed in 1904 to develop electrical and electronics.
3.1.4 Other Telecommunication Organizations
 ARIB/TTC - Association of Radio Industries and Businesses /
Telecommunication Technology Committee Tokyo , Japan
 ATIS -The Alliance for Telecommunications Industry Solutions (ATIS) is a
standards organization that develops technical and operational standards for
the telecommunication industry. Washington, D.C.. USA
 APT - Asia-Pacific Telecommunity - Telecomunidad Asia-Pacífico, 
BANGKOK.
 ATU - African Telecommunications Union, NAIROBI, Kenya
 CANTO - Caribbean Association of National Telecommunication
Organizations , Trinidad and Tobago
 CCSA - China Communications Standards Association, Pekin China
 CEPT - European Conference of Postal and Telecommunications
Administrations, VALLETTA, Malta
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 CITEL - Inter-American Telecommunication Commission, WASHINGTON,
D.C., United States
 COMTELCA - Telecommunications Regional Technical Commission,
TEGUCIGALPA, M.D.C., Honduras
 COPTAC - Conference of Posts and Telecommunications of Central Africa ,
YAOUNDE, Cameroon
 CTU - Caribbean Telecommunications Union, PORT-OF-SPAIN, Trinidad
and Tobago
 LAS - League of Arab States, CAIRO, Egypt
 RCC - Regional Commonwealth in the Field of Communications,
MOSCOW, Russian Federation
 TTA - Telecommunications Technology Association, South Korea.
3.2 Standards
3.2.1 3GPP Standards
The 3rd Generation Partnership Project (3GPP) is collaboration between groups of
telecommunications associations, to make a globally applicable third generation (3G)
mobile phone system specification within the scope of the International Mobile
Telecommunications-2000 project of the International Telecommunication Union
(ITU). 3GPP specifications are based on evolved Global System for Mobile
Communications (GSM) specifications. 3GPP standardization encompasses Radio,
Core Network and Service architecture.
The groups are the European Telecommunications Standards Institute, Association of
Radio Industries and Businesses/Telecommunication Technology Committee
(ARIB/TTC) (Japan), China Communications Standards Association, Alliance for
Telecommunications Industry Solutions (North America) and Telecommunications
Technology Association (South Korea). The project was established in December
1998.
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Since 1998, 3GPP structured standards as Releases. Discussion of 3GPP thus
frequently refers to the functionality in one release or another. Each release
incorporates hundreds of individual standards documents, each of which may have
been through many revisions. Current 3GPP standards incorporate the latest revision
of the GSM standards. 3GPP plans for the future beyond Release 7.
Standards structured and being structured by 3GPP is below mentioned.
 Release 98: 1998. This and earlier releases specify pre-3G GSM networks.
Since it is well know and mature standard it is not mentioned in this study.
 Release 99: 2000 Q1. Specified the first UMTS 3G networks, incorporating a
CDMA air interface. Since it is well know and mature standard it is not
mentioned in this study.
 Release 4: 2001 Q2. Originally called the Release 2000 - added features
including an all-IP Core Network to Release 99. Since it is well know and
mature standard it is not mentioned in this study.
 Release 5: 2002 Q1. Introduced IMS and HSDPA. First phase of IMS. Full
ability to use IP-based transport instead of just Asynchronous Transfer Mode
(ATM) in the core network.
 Release 6: 2004 Q4. Integrated operation with Wireless LAN networks and
adds HSUPA, MBMS, enhancements to IMS such as Push to Talk over
Cellular (PoC).
 Release 7: 2007 Q4. Focuses on decreasing latency, improvements to QoS
and real-time applications such as VoIP. This specification also focus on
HSPA+ (High Speed Packet Access Evolution), SIM high-speed protocol and
contactless front-end interface (Near Field Communication enabling
operators to deliver contactless services like Mobile Payments), EDGE
Evolution.
 Release 8: Frozen Dec 2008. LTE, All-IP Network (SAE). Release 8
constitutes a refactoring of UMTS as an entirely IP based fourth-generation
network.
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 Release 9: In progress. It is expected to be frozen in 2010. It consist of SAE
Enhancements, Wimax and LTE/UMTS Interoperability
 Release 10: In progress. LTE Advanced[28]
3.2.2 3GPP2 Standards
The 3rd Generation Partnership Project 2 (3GPP2) is collaboration between
telecommunications associations to make a globally applicable third generation (3G)
mobile phone system specification within the scope of the ITU's IMT-2000 project.
In practice, 3GPP2 is the standardization group for CDMA2000, the set of 3G
standards based on earlier 2G CDMA technology.
The participating associations are ARIB/TTC (Japan), China Communications
Standards Association, Telecommunications Industry Association (North America)
and Telecommunications Technology Association (South Korea).
The agreement was established in December 1998. 3GPP2 should not be confused
with 3GPP, which specifies standards for another 3G technology known as UMTS.
Standards structured and being structured by 3GPP is below mentioned.
 CDMAONE (2G- Interim Standard 95 (IS-95))
It is the first CDMA-based digital cellular standard pioneered by Qualcomm. The
brand name for IS-95 is cdmaOne. IS-95 is also known as TIA-EIA-95.
It is a 2G Mobile Telecommunications Standard that uses CDMA, a multiple access
scheme for digital radio, to send voice, data and signalling data (such as a dialed
telephone number) between mobile telephones and cell sites.
It is now being supplanted by IS-2000 (CDMA2000), a later CDMA-based standard.
 CDMA2000 (3G)
CDMA2000 is a hybrid 2.5G/3G technology of mobile telecommunications
standards that use CDMA, a multiple access scheme for digital radio, to send voice,
data, and signalling data (such as a dialled telephone number) between mobile
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phones and cell sites. CDMA2000 is considered a 2.5G technology in 1xRTT and a
3G technology in EVDO. CDMA2000 is also known as IS-2000.
CDMA2000 has a relatively long technical history, and remains compatible with the
older CDMA telephony methods (such as cdmaOne) first developed by Qualcomm, a
commercial company, and holder of several key international patents on the
technology.
The CDMA2000 standards CDMA2000 1xRTT, CDMA2000 EV-DO, and
CDMA2000 EV-DV are approved radio interfaces for the ITU's IMT-2000 standard
and a direct successor to 2G CDMA, IS-95 (cdmaOne). CDMA2000 is standardized
by 3GPP2.
CDMA2000 is an incompatible competitor of the other major 3G standard UMTS.
Below are the different types of CDMA2000, in order of increasing complexity:
o 1xRTT
o 3x
CDMA2000 3x is (also known as EV-DO rev B) is a multi-carrier evolution of the
Rev A specification. It maintains the capabilities of EVDO Rev A, and provides the
following enhancements:
o Higher rates per carrier (up to 4.9 Mbit/s on the downlink per carrier).
Typical deployments are expected to include 3 carriers for a peak rate of 14.7
Mbit/s
o Higher rates by bundling multiple channels together enhance the user
experience and enables new services such as high definition video streaming.
o Uses statistical multiplexing across channels to further reduce latency,
enhancing the experience for latency-sensitive services such as gaming, video
telephony, remote console sessions and web browsing.
o Increased talk-time and standby time
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o Hybrid frequency reuse which reduces the interference from the adjacent
sectors and improves the rates that can be offered, especially to users at the
edge of the cell.
o Efficient support for services that have asymmetric download and upload
requirements (i.e. different data rates required in each direction) such as file
transfers, web browsing, and broadband multimedia content delivery.
o EV-DO:
Evolution-Data Optimized or Evolution-Data only, abbreviated as EV-DO or EVDO
and often EV, is a telecommunications standard for the wireless transmission of data
through radio signals, typically for broadband Internet access. It uses multiplexing
techniques including Code division multiple access (CDMA) as well as Time
division multiple access (TDMA) to maximize both individual user's throughput and
the overall system throughput. It is standardized by 3rd Generation Partnership
Project 2 (3GPP2) as part of the CDMA2000 family of standards and has been
adopted by many mobile phone service providers around the world – particularly
those previously employing CDMA networks.
o EV-DV:
CDMA2000 EV-DV (Evolution-Data/Voice), supports downlink (forward link) data
rates up to 3.1 Mbit/s and uplink (reverse link) data rates of up to 1.8 Mbit/s. EV-DV
can also support concurrent operation of legacy 1x voice users, 1x data users, and
high speed EV-DV data users within the same radio channel.
 UMB (Ultra Mobile Broadband)
UMB (Ultra Mobile Broadband) was the brand name for a project within 3GPP2 to
improve the CDMA2000 mobile phone standard for next generation applications and
requirements. In November 2008, Qualcomm, UMB's lead sponsor, announced it
was ending development of the technology, favouring LTE instead.
Like LTE, the UMB system was to be based upon Internet (TCP/IP) networking
technologies running over a next generation radio system, with peak rates of up to
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280 Mbit/s. Its designers intended for the system to be more efficient and capable of
providing more services than the technologies it was intended to replace. To provide
compatibility with the systems it was intended to replace, UMB was to support
handoffs with other technologies including existing CDMA2000 1X and 1xEV-DO
systems. However 3GPP added this functionality to LTE, allowing LTE to become
the single upgrade path for all wireless networks. No carrier had announced plans to
adopt UMB, and most CDMA carriers in Australia, USA, Canada, China, Japan and
Korea have already announced plans to adopt either WiMAX or LTE as their 4G
technology.
3.2.3 Other Standards
Since beginning of communication in order to unify solutions, maximize efficiency
and increase use of products several standards have been structured. In this study
standards structured before above mentioned have not been mentioned in details and
summarized below.
o AMPS Standards
 AMPS (1G) TACS/ETACS
 D-AMPS (2G)
o Pre Cellular (0G)
 PTT
 MTS
 IMTS AMTS
 OLT
 MTD
 Autotel/PALM
 ARP
o 1G
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 NMT
 Hicap
 CDPD
 Mobitex
 DataTAC
o 2G
 iDEN
 PDC
 CSD
 PHS
 WiDEN
o Pre-4G
 iBurst
 HiperMAN
 WiMAX
 WiBro
 GAN (UMA)
3.2.4 LTE Standards
LTE standards defined by 3GPP listed using 3GPPP 36.XXX. Below structured LTE
standards are listed. [5]
 36.101:Evolved Universal Terrestrial Radio Access (E-UTRA); User
Equipment (UE) radio transmission and reception
 36.104:Evolved Universal Terrestrial Radio Access (E-UTRA); Base Station
(BS) radio transmission and reception
 36.106:Evolved Universal Terrestrial Radio Access (E-UTRA); FDD repeater
radio transmission and reception
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 36.113:Evolved Universal Terrestrial Radio Access (E-UTRA); Base Station
(BS) and repeater ElectroMagnetic Compatibility (EMC)
 36.124:Evolved Universal Terrestrial Radio Access (E-UTRA);
Electromagnetic compatibility (EMC) requirements for mobile terminals and
ancillary equipment
 36.133:Evolved Universal Terrestrial Radio Access (E-UTRA);
Requirements for support of radio resource management
 36.141:Evolved Universal Terrestrial Radio Access (E-UTRA); Base Station
(BS) conformance testing
 36.143:Evolved Universal Terrestrial Radio Access (E-UTRA); FDD repeater
conformance testing
 36.201:Evolved Universal Terrestrial Radio Access (E-UTRA); Long Term
Evolution (LTE) physical layer; General description
 36.211:Evolved Universal Terrestrial Radio Access (E-UTRA); Physical
channels and modulation
 36.212:Evolved Universal Terrestrial Radio Access (E-UTRA); Multiplexing
and channel coding
 36.213:Evolved Universal Terrestrial Radio Access (E-UTRA); Physical
layer procedures
 36.214:Evolved Universal Terrestrial Radio Access (E-UTRA); Physical
layer - Measurements
 36.300:Evolved Universal Terrestrial Radio Access (E-UTRA) and Evolved
Universal Terrestrial Radio Access Network (E-UTRAN); Overall
description; Stage 2
 36.302:Evolved Universal Terrestrial Radio Access (E-UTRA); Services
provided by the physical layer
 36.304:Evolved Universal Terrestrial Radio Access (E-UTRA); User
Equipment (UE) procedures in idle mode
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 36.305:Evolved Universal Terrestrial Radio Access Network (E-UTRAN);
Stage 2 functional specification of User Equipment (UE) positioning in E-
UTRAN
 36.306:Evolved Universal Terrestrial Radio Access (E-UTRA); User
Equipment (UE) radio access capabilities
 36.314:Evolved Universal Terrestrial Radio Access Network (E-UTRAN);
Layer 2 - Measurements
 36.321:Evolved Universal Terrestrial Radio Access (E-UTRA); Medium
Access Control (MAC) protocol specification
 36.322:Evolved Universal Terrestrial Radio Access (E-UTRA); Radio Link
Control (RLC) protocol specification
 36.323:Evolved Universal Terrestrial Radio Access (E-UTRA); Packet Data
Convergence Protocol (PDCP) specification
 36.331:Evolved Universal Terrestrial Radio Access (E-UTRA); Radio
Resource Control (RRC); Protocol specification
 36.355:Evolved Universal Terrestrial Radio Access (E-UTRA); LTE
Positioning Protocol (LPP)
 36.401:Evolved Universal Terrestrial Radio Access Network (E-UTRAN);
Architecture description
 36.410:Evolved Universal Terrestrial Radio Access Network (E-UTRAN);
S1 layer 1 general aspects and principles
 36.411:Evolved Universal Terrestrial Radio Access Network (E-UTRAN);
S1 layer 1
 36.412:Evolved Universal Terrestrial Radio Access Network (E-UTRAN);
S1 signalling transport
 36.413:Evolved Universal Terrestrial Radio Access (E-UTRA) ; S1
Application Protocol (S1AP)
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 36.414:Evolved Universal Terrestrial Radio Access Network (E-UTRAN);
S1 data transport
 36.420:Evolved Universal Terrestrial Radio Access Network (E-UTRAN);
X2 general aspects and principles
 36.421:Evolved Universal Terrestrial Radio Access Network (E-UTRAN);
X2 layer 1
 36.422:Evolved Universal Terrestrial Radio Access Network (E-UTRAN);
X2 signalling transport
 36.423:Evolved Universal Terrestrial Radio Access Network (E-UTRAN);
X2 Application Protocol (X2AP)
 36.424:Evolved Universal Terrestrial Radio Access Network (E-UTRAN);
X2 data transport
 36.440:Evolved Universal Terrestrial Radio Access Network (E-UTRAN);
General aspects and principles for interfaces supporting Multimedia
Broadcast Multicast Service (MBMS) within E-UTRAN
 36.441:Evolved Universal Terrestrial Radio Access Network (E-UTRAN);
Layer 1 for interfaces supporting Multimedia Broadcast Multicast Service
(MBMS) within E-UTRAN
 36.442:Evolved Universal Terrestrial Radio Access Network (E-UTRAN);
Signalling Transport for interfaces supporting Multimedia Broadcast
Multicast Service (MBMS) within E-UTRAN
 36.443:Evolved Universal Terrestrial Radio Access Network (E-UTRAN);
M2 Application Protocol (M2AP)
 36.444:Evolved Universal Terrestrial Radio Access Network (E-UTRAN);
M3 Application Protocol (M3AP)
 36.445:Evolved Universal Terrestrial Radio Access Network (E-UTRAN);
M1 Data Transport
35
 36.446:Evolved Universal Terrestrial Radio Access Network (E-UTRAN);
M1 User Plane protocol
 36.455:Evolved Universal Terrestrial Radio Access (E-UTRA); LTE
Positioning Protocol (LPP)
 36.508:Evolved Universal Terrestrial Radio Access (E-UTRA) and Evolved
Packet Core (EPC); Common test environments for User Equipment (UE)
conformance testing
 36.509:Evolved Universal Terrestrial Radio Access (E-UTRA) and Evolved
Packet Core (EPC); Special conformance testing functions for User
Equipment (UE)
 36.521-1:Evolved Universal Terrestrial Radio Access (E-UTRA); User
Equipment (UE) conformance specification; Radio transmission and
reception; Part 1: Conformance testing
 36.521-2:Evolved Universal Terrestrial Radio Access (E-UTRA); User
Equipment (UE) conformance specification; Radio transmission and
reception; Part 2: Implementation Conformance Statement (ICS)
 36.521-3:Evolved Universal Terrestrial Radio Access (E-UTRA); User
Equipment (UE) conformance specification; Radio transmission and
reception; Part 3: Radio Resource Management (RRM) conformance testing
 36.523-1:Evolved Universal Terrestrial Radio Access (E-UTRA) and
Evolved Packet Core (EPC); User Equipment (UE) conformance
specification; Part 1: Protocol conformance specification
 36.523-2:Evolved Universal Terrestrial Radio Access (E-UTRA) and
Evolved Packet Core (EPC); User Equipment (UE) conformance
specification; Part 2: ICS
 36.523-3:Evolved Universal Terrestrial Radio Access (E-UTRA) and
Evolved Packet Core (EPC); User Equipment (UE) conformance
specification; Part 3: Test suites
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 36.800:Universal Terrestrial Radio Access (UTRA) and Evolved Universal
Terrestrial Radio Access (E-UTRA); Extended UMTS / LTE 800 Work Item
Technical Report
 36.801:Evolved Universal Terrestrial Radio Access (E-UTRA); Measurement
Requirements
 36.803:Evolved Universal Terrestrial Radio Access (E-UTRA); User
Equipment (UE) radio transmission and reception
 36.804:Evolved Universal Terrestrial Radio Access (E-UTRA); Base Station
(BS) radio transmission and reception
 36.805:Evolved Universal Terrestrial Radio Access (E-UTRA); Study on
minimization of drive-tests in next generation networks
 36.806:Evolved Universal Terrestrial Radio Access (E-UTRA); Relay
architectures for E-UTRA (LTE-Advanced)
 36.810:Universal Terrestrial Radio Access (UTRA) and Evolved Universal
Terrestrial Radio Access (E-UTRA); UMTS / LTE 800 for Europe Work
Item Technical Report
 36.814:Evolved Universal Terrestrial Radio Access (E-UTRA); Further
advancements for E-UTRA Physical layer aspects
 36.815:TR LTE-Advanced feasibility studies in RAN WG4
 36.821:Extended UMTS/LTE 1500 Work Item Technical Report
 36.902:Evolved Universal Terrestrial Radio Access Network (E-UTRAN);
Self-configuring and self-optimizing network (SON) use cases and solutions
 36.903:Evolved Universal Terrestrial Radio Access (E-UTRA); Derivation of
test tolerances for multi-cell Radio Resource Management (RRM)
conformance tests
 36.912:Feasibility study for Further Advancements for E-UTRA (LTE-
Advanced)
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 36.913:Requirements for further advancements for Evolved Universal
Terrestrial Radio Access (E-UTRA) (LTE-Advanced)
 36.922:LTE TDD Home eNode B (HeNB) Radio Frequency (RF)
requirements; Work item Technical Report
 36.938:Evolved Universal Terrestrial Radio Access Network (E-UTRAN);
Improved network controlled mobility between E-UTRAN and
3GPP2/mobile WiMAX radio technologies
 36.942:Evolved Universal Terrestrial Radio Access (E-UTRA); Radio
Frequency (RF) system scenarios
 36.956:Evolved Universal Terrestrial Radio Access (E-UTRA); Repeater
planning guidelines and system analysis [29]
3.3 LSTI Forum
The LTE/SAE initiative (LSTI) is a global, collaborative technology trial initiative
focused on accelerating the availability of commercial and interoperable next
generation LTE mobile broadband systems. The initiative was formally launched in
May 2007 by leading telecommunication companies Alcatel-Lucent, Ericsson,
Orange, NSN, Nokia, Nortel, T-Mobile and Vodafone. Since its inception LSTI has
continually expanded adding key players in the LTE market to its membership-
including operators and infrastructure vendors as well as chipset and device
manufacturers.
Objectives of LSTI follow;
 Drive industrialization of 3GPP LTE
 Demonstrate 3GPP LTE capabilities
 Promote 3GPP operators, vendor analysts community and regulators
 Technological objectives [20]
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3.4 Frequency Bands
LTE can be deployed both in existing IMT bands and in future bands that may be
identified. The possibility to operate a radio-access technology in different frequency
bands is, in itself, nothing new. For example, quad-band GSM terminals are
common, capable of operating in the 850, 900, 1800, and 1900 MHz bands. From a
radio-access functionality perspective, this has no or limited impact and the LTE
physical-layer specifications do not assume any specific frequency band. What may
differ, in terms of specification, between different bands are mainly the more specific
RF requirements such as the allowed maximum transmit power, requirements/limits
on out-of-band (OOB) emission, and so on. One reason for this is that external
constraints, imposed by regulatory bodies, may differ between different frequency
bands.
The frequency bands where LTE will operate will be in both paired and unpaired
spectrum, requiring flexibility in the duplex arrangement. For this reason, LTE
supports both FDD and TDD.
Release 8 of the 3GPP specifications for LTE includes fourteen frequency bands for
FDD and eight for TDD. The paired bands for FDD operation are numbered from 1
to 14 as shown in Table below. The unpaired bands for TDD operation are numbered
from 33 to 40 as shown in Table below.
Some of the frequency bands are partly or fully overlapping. This is in most cases
explained by regional differences in how the bands defined by the ITU are
implemented. At the same time, a high degree of commonality between bands is
desired to enable global roaming. The set of bands have evolved over time as bands
for UTRA, with each band originating in global, regional, and local spectrum
developments. The complete set of UTRA bands was then transferred to the LTE
specifications.
Bands 1, 33, and 34 are the same paired and unpaired bands that were defined first
for UTRA in Release 99 of the 3GPPP specifications. Band 2 was added later for
operation in the US PCS1900 band and Band 3 for 3G operation in the GSM1800
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band. The unpaired Bands 35, 36, and 37 are also defined for the PCS1900 frequency
ranges, but are not deployed anywhere today.
Band 4 was introduced as a new band for the Americas following the addition of the
3G bands at WRC-2000. Its downlink overlaps completely with the downlink of
Band 1, which facilitates roaming and eases the design of dual Band 1+4 terminals.
Band 10 is an extension of Band 4 from 2 +45 to 2+ 60 MHz.
Band 9 overlaps with Band 3, but is also intended only for Japan. The specifications
are drafted in such a way that implementation of roaming dual Band 3 + 9 terminals
are possible. The 1500 MHz frequency band is also identified in 3GPP for Japan as
Band 11. It is allocated globally to mobile service on a co-primary basis and was
previously used for 2G in Japan.
With WRC-2000, the band 2500–2690 MHz was identified for IMT-2000 and it is
identified as Band 7 in 3GPP for FDD and Band 38 for TDD operation in the ‘center
gap’ of the FDD allocation. Band 39 is an extension of the unpaired Band 33 from 20
to 40 MHz for use in China. WRC-2000 also identified the frequency ranges 806–
960 MHz for IMT-2000.
As shown in Figure below Bands 5, 6, and 8 are defined for FDD operation in this
range. Band 8 uses the same band plan as GSM900. Bands 5 and 6 overlap, but are
intended for different regions. Band 5 is based on the US cellular band, while Band 6
is restricted to Japan in the specifications. 2G systems in Japan had a very specific
band plan and Band 6 is a way of aligning the Japanese spectrum plan in the 810–
960 MHz range to that of other parts of the world.
Bands 12, 13, and 14 is the first set of bands defined for what is called the digital
dividend , that is for spectrum previously used for broadcasting. This spectrum is
partly migrated to be used by other wireless technologies, since TV broadcasting is
migrated from analog to more spectrum efficient digital technologies.
The following table Table 3.1 lists the specified frequency bands of LTE and the
channel bandwidths each listed band supports From 3GPP TS 36.101 (Release 8.4.0).
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Table 3.1 Spectrum Allocation
Band Uplink (UL) Downlink (DL) Type Bandwidths(MHZ) Alias Regions
1 1920 MHz to 1980 MHz 2110 MHz to 2170 MHz FDD 5, 10, 15, 20 UMTS IMT, "2100" Japan, EU, Asia
2 1850 MHz to 1910 MHz 1930 MHz to 1990 MHz FDD
1.4, 3, 5, 10, 15,
20 PCS, "1900" United States, Latin America
3 1710 MHz to 1785 MHz 1805 MHz to 1880 MHz FDD
1.4, 3, 5, 10, 15,
20 DCS 1800, "1800" Finland,] Hong Kong
4 1710 MHz to 1755 MHz 2110 MHz to 2155 MHz FDD
1.4, 3, 5, 10, 15,
20 AWS, "1.7/2.1 GHz" US, Latin America
5 824 MHz to 849 MHz 869 MHz to 894 MHz FDD 1.4, 3, 5, 10 Cellular 850, UMTS850 US, Australia
6 830 MHz to 840 MHz 875 MHz to 885 MHz FDD 5, 10 UMTS800 Japan
7 2500 MHz to 2570 MHz 2620 MHz to 2690 MHz FDD 5, 10, 15, 20 IMT-E, "2.5 GHz" EU
8 880 MHz to 915 MHz 925 MHz to 960 MHz FDD 1.4, 3, 5, 10
GSM, UMTS900,
EGSM900 EU, Latin America
9
1749.9 MHz to
1784.9 MHz
1844.9 MHz to
1879.9 MHz FDD 5, 10, 15, 20 UMTS1700 US, Japan
10 1710 MHz to 1770 MHz 2110 MHz to 2170 MHz FDD 5, 10, 15, 20 UMTS,IMT 2000 Brazil, Uruguay, Ecuador, Peru
11
1427.9 MHz to
1452.9 MHz
1475.9 MHz to
1500.9 MHz FDD 5, 10, 15, 20 PDC
Japan (Softbank, KDDI,
DoCoMo)
12 698 MHz to 716 MHz 728 MHz to 746 MHz FDD 1.4, 3, 5, 10 US
13 777 MHz to 787 MHz 746 MHz to 756 MHz FDD 1.4, 3, 5, 10
Verizon's 700 MHz
Block C US
14 788 MHz to 798 MHz 758 MHz to 768 MHz FDD 1.4, 3, 5, 10 700 MHz Block D US
17 704 MHz to 716 MHz 734 MHz to 746 MHz FDD 1.4, 3, 5, 10
AT&T's 700 MHz Block
B US
33 1900 MHz to 1920 MHz TDD 5, 10, 15, 20 EU
34 2010 MHz to 2025 MHz TDD 5, 10, 15 EU
35 1850 MHz to 1910 MHz TDD
1.4, 3, 5, 10, 15,
20
36 1930 MHz to 1990 MHz TDD
1.4, 3, 5, 10, 15,
20
37 1910 MHz to 1930 MHz TDD 5, 10, 15, 20
38 2570 MHz to 2620 MHz TDD 5, 10 EU
39 1880 MHz to 1920 MHz TDD 5, 10, 15, 20 China
40 2300 MHz to 2400 MHz TDD 10, 15, 20 IMT-2000 China
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3.5 Use of Spectrum
Many of the frequency bands identified above for deployment of LTE are existing
IMT-2000 bands and some also have other systems deployed in those bands,
including WCDMA/HSPA and GSM. Bands are also in some regions defined in a
‘technology neutral’ manner, which means that coexistence between different
technologies is a necessity.
The fundamental LTE requirement to operate in different frequency bands does not,
in itself, impose any specific requirements on the radio interface design. There are
however implications for the RF requirements and how those are defined, in order to
support the following
 Coexistence between operators in the same geographical area in the band:
These other operators may deploy LTE or other IMT-2000 technologies, such
as UMTS/HSPA and GSM/EDGE. There may also be non-IMT-2000
technologies. Such coexistence requirements are to a large extent developed
within 3GPP, but there may also be regional requirements defined by
regulatory bodies in some frequency bands.
 Co-location of BS equipment between operators: There are in many cases
limitations to where BS equipment can be deployed. Often sites must be
shared between operators or an operator will deploy multiple technologies in
one site. This puts additional requirement on both BS receivers and
transmitters.
 Coexistence with services in adjacent frequency bands and across country
borders: The use of the RF spectrum is regulated through complex
international agreements, involving many interests. There will therefore be
requirements for coordination between operators in different countries and for
coexistence with services in adjacent frequency bands. Most of these are
defined in different regulatory bodies. Sometimes the regulators request that
3GPP includes such coexistence limits in the 3GPP specifications.
 Release independent frequency band principles : Frequency bands are defined
regionally and new bands are added continuously. This means that every new
release of 3GPP specifications will have new bands added. Through the
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‘release independence’ principle, it is possible to design terminals based on
an early release of 3GPP specifications that support a frequency band added
in a later release.
The frequency allocations in Table 3.1 mentioned above are up to 2 x 75 MHz, but
the spectrum available for a single operator may be from 2 x 20 MHz down to 2 x 5
MHz for FDD and down to 1 x 5 MHz for TDD.
Furthermore, the migration to LTE in frequency bands currently used for other radio-
access technologies must often take place gradually to ensure that sufficient amount
of spectrum remains to support the existing users. Thus the amount of spectrum that
can initially be migrated to LTE may be relatively small, but may then gradually
increase, as shown in Figure below. The variation of possible spectrum scenarios will
imply a requirement for spectrum flexibility for LTE in terms of the transmission
bandwidths supported.
The spectrum flexibility requirement points out the need for LTE to be scalable in
the frequency domain. This flexibility requirement is in stated as a list of LTE
spectrum allocations from 1.4 to 20 MHz. Note that the final channel bandwidths
selected differ slightly from this initial assumption. The frequency-domain structure
of LTE is based on resource blocks consisting of 12 subcarriers with a total
bandwidth of 12 x 15 kHz x 180 kHz. The basic radio-access specification including
the physical-layer and protocol specifications enable transmission bandwidth
configurations from 6 up to 110 resource blocks on one LTE RF carrier. This allows
for channel bandwidths ranging from 1.4 MHz up to beyond 20 MHz in steps of 180
kHz and is fundamental to providing the required spectrum flexibility. In order to
limit implementation complexity, only a limited set of bandwidths are defined in the
RF specifications. Based on the frequency bands available for LTE deployment
today and in the future as described above and considering the known migration and
deployment scenarios in those bands, a limited set of six channel bandwidths are
specified. The RF requirements for the BS and terminal are defined only for those six
channel bandwidths. The channel bandwidths range from 1.4 to 20 MHz. The lower
bandwidths 1.4 and 3.5 MHz are chosen specifically to ease migration to LTE in
spectrum where CDMA2000 is operated, and also to facilitate migration of GSM and
TD-SCDMA to LTE. The specified bandwidths target relevant scenarios in different
frequency bands. For this reason, the set of bandwidths available for a specific band
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is not necessarily the same as in other bands. At a later stage, if new frequency bands
are made available that have other spectrum scenarios requiring additional channel
bandwidths, the corresponding RF parameters and requirements can be added in the
RF specifications, without actually having to update the physical-layer specifications.
The process of adding new channel bandwidths is in this way similar to adding new
frequency bands.
Note that for all channel bandwidths except 1.4 MHz, the resource blocks in the
transmission bandwidth configuration fill up 90% of the channel bandwidth. The
spectrum emissions are for a pure OFDM signal, while the actual transmitted
emissions will depend also on the transmitter RF chain and other components. The
emissions outside the channel bandwidth are called unwanted emissions and the
requirements for those are discussed further below.[4]
Figure 3.1 Transmission Bandwidth Configurations
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4. E-UTRAN
Coming back to the first releases of the UMTS standard, the UTRAN architecture
was initially very much aligned with 2G/GSM Access Network concepts. As
described in Figure 4.1, the UTRAN network is composed of radio equipment
(known as NodeB) in charge of transmission and reception over the radio interface,
and a specific node – the RNC (Radio Network Controller) – in charge of NodeB
configuration and radio resource allocation. The general architecture follows the
good old 2G/GSM ‘star’ model, meaning that a single controller (the RNC) may
possibly control a large number – the typical number in commercial networks is
about several hundreds – of radio Base Stations (the NodeB) over the Iub interface.
Figure 4.1 UTRAN and Evolved UTRAN Architectures.
In addition, an inter-RNC Iur interface was defined to allow UTRAN call anchoring
at the RNC level and macro-diversity between different NodeB controlled by
different RNCs. Macro-diversity was a consequence of CDMA-based UTRAN
physical layers, as a means to reduce radio interference and preserve network
capacity. The initial UTRAN architecture resulted in a simplified NodeB
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implementation, and a relatively complex, sensitive, highcapacity and feature-rich
RNC design. In this model, the RNC had to support resource and traffic management
features as well as a significant part of the radio protocols. Compared with UTRAN,
the E-UTRAN OFDM-based structure is quite simple. It is only composed of one
network element: the eNodeB (for ‘evolved NodeB’).
The 3G RNC (Radio Network Controller) inherited from the 2G BSC (Base Station
Controller) has disappeared from E-UTRAN and the eNodeB is directly connected to
the Core Network using the S1 interface. As a consequence, the features supported
by the RNC have been distributed between the eNodeB or the Core Network MME
or Serving Gateway entities.
The standard does not provide much detail about the architecture of the eNodeB. It is
only defined as the network node responsible for radio transmission and reception in
one or more cells to the terminals. The ‘Node’ term comes from the fact that the Base
Station can be implemented either as single-cell equipment providing coverage and
services in one cell only, or as a multi-cell node, each cell covering a given
geographical sector. Possible eNodeB models are shown in Figure 4.2.
A new interface (X2) has been defined between eNodeB, working in a meshed way
(meaning that all NodeBs may possibly be linked together). The main purpose of this
interface is to minimize packet loss due to user mobility. As the terminal moves
across the access network, unsent or unacknowledged packets stored in the old
eNodeB queues can be forwarded or tunnelled to the new eNodeB thanks to the X2
interface.
Figure 4.2 Possible eNodeB Models
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From a high-level perspective, the new E-UTRAN architecture is actually moving
towards WLAN network structures and Wifi or WiMAX Base Stations’ functional
definition. eNodeB – as WLAN access points – support all Layer 1 and Layer 2
features associated to the E-UTRAN OFDM physical interface, and they are directly
connected to network routers. There is no more intermediate controlling node (as the
2G/BSC or 3G/RNC was).
This has the merit of a simpler network architecture (fewer nodes of different types,
which means simplified network operation) and allows better performance over the
radio interface.
From a functional perspective, the eNodeB supports a set of legacy features, all
related to physical layer procedures for transmission and reception over the radio
interface:
 Modulation and de-modulation.
 Channel coding and de-coding.
Besides, the eNodeB includes additional features, coming from the fact that there are
no more Base Station controllers in the E-UTRAN architecture. Those features
include the following:
 Radio Resource Control: this relates to the allocation, modification and
release of resources for the transmission over the radio interface between the
user terminal and the eNodeB.
 Radio Mobility Management: this refers to a measurement processing and
handover decision.
 Radio Interface Full Layer 2 Protocol: in the OSI ‘Data Link’ way, the layer 2
purpose is to ensure transfer of data between network entities. This implies
detection and possibly correction of errors that may occur in the physical
layer.
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4.1 Basic Concepts Evolved 3G Radio Interface
From a radio and network point of view, E-UTRAN focuses on the UTRAN
evolution and optimization, keeping in mind that UTRAN HSDPA and HSUPA will
be highly competitive for years. E-UTRAN is a significant technology step, aiming
to ensure the competitiveness continuation of the 3GPP family of technologies.
Among future challenges that E-UTRAN will have to face, one can list:
 The demand for higher data rate.
 The expectations of additional 3G spectrum allocations.
 A greater flexibility in the frequency allocation methods: E-UTRAN can
operate in 1.4, 3.5, 5, 10, 15 and 20-MHz bandwidth in uplink or downlink,
paired or unpaired spectrum. Coexistence with GERAN and UTRAN should
be possible.
 The competition with unlicensed technologies like WiMAX.[7]
Therefore, the objectives of the system will roughly be:
 Significantly increased peak data rates: up to 326 Mb/s in downlink and 86
Mb/s in uplink in a 20-MHz spectrum for a user throughput three or four
times the user throughput of UTRAN.
 Increased cell edge bits rate.
 Improved spectrum efficiency (three to four times the UTRAN DL and two to
three times the UL).
 Reduced latency: reduce the latency between RRC states change – from idle
to active state – and for transmission over the network radio access (less than
5 ms).
 Scaleable bandwidth. (1.4/3.5/5/10/15/20MHz).
 Reduced operation cost.
49
 Acceptable system and terminal complexity, cost and power consumption.
 Compatibility with previous releases and with other systems.
 Optimized for low mobile speed (<15 km/h) but supporting high mobile
speed (up to 350 km/h).
Among all the modern concepts considered for future radio interfaces, two
technologies seemed particularly promising to be considered for UTRAN evolution:
OFDM (Orthogonal Frequency Division Multiplex) and MIMO (Multi Input Multi
Output). For most international experts, members of standardization bodies, it is
granted now that these two technologies will be added to the technological
E-UTRAN puzzle whose original 3G system is the very first foundation. They
present indeed some advantages with respect to 2G CDMA in terms of flexibility of
resources allocation for packet transmissions and data rate increase for a given
complexity. We will describe in a first part the main principles of these technologies
and their variants before focusing in a second part on the E-UTRAN technologies as
such.
4.2 Orthogonal Frequency Division Multiplex (OFDM)
The OFDM principles were elaborated in the early 1960s with the first multi-carrier
systems, especially military systems but without massive impact because of the
lacunas of the electronic circuits and signal processing available at this date.
This technology came back in the 1980s for the application to multipath channels.
Such channels are characterized by a non-flat frequency response which includes
deep holes known as ‘selective fading’. The basic idea for OFDM is, as we will see,
to spread the information on a lot of sub-carriers in order to create very narrow band
channels, experimenting in each of them a frequency response that can be considered
as uniform or ‘flat’.
These multi-carrier modulations became practically interesting, since a completely
numerical structure of a modulator was highlighted based on Fast Fourier Transform
(FFT). Apart from the projects of future use of the OFDM for the applications of
E-UTRAN radio communication, the OFDM is used particularly in the digital audio
broadcast system (DAB, ‘Digital Audio Broadcasting’), and digital video broadcast
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system (DVB, ‘Digital Video Broadcasting’), high data rate local area networks, and
DSL type wire line networks. In addition, this technology is used in the broadband
wireless packet access of radio called WiMAX.
The OFDM technology is thus a well known technique which consists of
multiplexing on frequency subcarriers some information to be transmitted on a
channel of communication. Moreover, the subcarriers are orthogonal between them,
owing to the fact that the minimal duration of information carried by each subcarrier
is the reverse of the value of the band of modulation of the subcarrier (Nyquist
criterion).
Figure 4.3 Generation principle of OFDM signals
Figure 4.3 illustrates the general principles of a transmission carried out by using
technology OFDM. A signal carrying information must be transmitted by a
transmitter, to be received and interpreted by a receiver. The information carried by
this signal includes a succession of binary characters.
Let nX indicate a quantity of information in series to be transmitted for the n-user.
Initially, a module transforms this flow series into several N parallel flows 0,nX ,
1,nX ,..., 1, NnX . On a purely illustrative basis, each one of these parallel flows can
consist of a succession of binary characters of duration equal to uT . A quick study of
the modulation shows that the signal sent on the channel is the reverse FFT (or IFFT,
‘Inverse Fast Fourier Transform’) of the source signal. A reverse FFT is then carried
out within the transmitter from the N input parallel flows 0,nX , 1,nX ,..., 1, NnX .
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At the end of the transmitting operation, an OFDM symbol mS of uT duration is
obtained. This OFDM symbol represents a set of binary data coded on frequencies
separated by the modulation band as indicated above. This modulation band
obviously depends on the modulation chosen to create on each subcarrier a
modulated symbol – we represent a classical QAM (Quadrature Amplitude
Modulation) in Figure 4.3.
The OFDM symbol mS is then transmitted by the transmitter on a channel of
communication which can be a radio channel, for example. Figure 3.2 underlines the
N subcarriers case, in which the symbol OFDM is spread on subcarriers )(iSm ;
 Ni ,1 .
From the reception side, the receiver, while listening to the channel, receives a
symbol mS corresponding then to the transmitted symbol OFDM mS , putting aside
disturbances, introduced by the channel or external interferences.
Figure 4.4 The OFDM Symbol
A Fast Fourier Transform or ‘FFT’ is then carried out on the portion of received
signal corresponding to the symbol ms€ . Data elements 0,€nX , 1,€nX ,..., 1,€ NnX are
estimated starting from this symbol, each data element corresponding to the
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information transmitted on a given frequency subcarrier. Then, a parallel/serial
conversion allows obtaining an estimate nX€ of the transmitted information nX .
The pulse shaping filters of Figure 4.4 may then be used to window the temporal
shape of the data with an aim of reducing their frequency spectrum spread out. In
addition, it is common to use a guard time interval in each symbol OFDM, aiming to
reduce the Intersymbol Interference (ISI).
Indeed, when the communication channel on which the signal is transmitted includes
multipaths, as it is generally the case for an urban radio channel, jamming replicas of
the signal can be received at the receiver with respective delays corresponding to the
various paths. It thus results in a certain overlapping between portions of signal
relative to successive OFDM symbols, likely to make more difficult the estimate of
information transmitted and thus to degrade the quality of the reception.
The guard time interval consists of increasing the duration of each useful symbol
OFDM, by duplicating at the end of the symbol certain binary characters placed at
the beginning of this symbol, or conversely. Such addition of redundant information
is named “insertion of a cyclic prefix” to the symbol OFDM, which will be
withdrawn in the receiver after convolution with the impulse response of the channel.
Obviously, this part of redundant information can be a prefix, i.e. consists of the
duplication of a given number of the starting bits of a slot, or a suffix, i.e. the
duplication of a given number of bits at the end of the slot, or even both a prefix and
a suffix with duplication of bits of both types.
The receiver then benefits from the duplication of certain binary characters to
improve the estimate of the useful information of each symbol. This operation
contributes to transform the convolution of the signal by the channel response into a
cyclic convolution (property of the circulating matrix), making easy the
demodulation of the symbol transmitted on each subcarrier. The sT duration of the
new extended transmitted symbol is then equal to gu TT  , where gT indicates the
duration of the guard time.
Mathematically, the basic idea of OFDMthus consists of dividing the band available
into N sub-bands and transmitting in each one of them to an N times weaker rate than
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that which would be used in the total band. Subcarriers must be as close as possible,
while preserving the orthogonality. We will see that the equalization then becomes
extremely simple.
For instance, assuming 0f is the bandwidth subcarrier,
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in which we have, neglecting the index,
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The nX can be selected in order to exploit the band available in the best way
possible. The signal s(t) can be sampled at the frequency 0..2 fN while respecting
Shannon [the 2N samples of the OFDM symbol to be transmitted can thus be
obtained by inverse FFT on the vector (0, c1,..., cN-1,0, c*N_1,..., c1* T) : this
construction ensures simplifying that the inverse FFT is a real sequence but the
inverse FFT can also be complex, as in E-UTRAN].
This very effective implementation is one of the keys of the success of modulations
OFDM.
To mention some advantages of OFDM for mobile radio:
 The advantages of the modulation OFDM essentially come from its
performance in comparison with the simplicity of realization of the associated
receiver, which incorporates only one device intended for carrying out the
FFT of the received signal followed by a simplified equalizer correcting on
each subcarrier the resulting flat fading (one constant complex gain per
subcarrier).
 The long symbol time makes the signal resistant to multipaths and the guard
interval limits the intersymbols’ interferences.
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 The orthogonality between sub carriers allows very huge spectral
efficiency.
 No intra-cell interference cancellation system is required.
 Moreover the OFDM has other advantages, with respect to the good filling of
the spectrum or flexible allowance of the frequencies.
 No one can today easily predict the evolutions allowed by the regulatory
bodies dealing with the frequency spectrum in all the countries of the world.
If the United States seems technology agnostic when compared to the rest of
the world, it remains that certain military applications or television
broadcasters occupy many portions of spectrumand do not intend to be
dislodged that easily.
 However, it is particularly important to find some bands not too high in
frequencies, to offer a reasonable range in cellular telephony for reasonable
cost. It is one of the interests of the OFDM to be able to fill the small holes
within a spectrum already partly allocated, while placing here and there the
adequate number of subcarriers.
 Moreover, the final Fourier Transform can then be replaced by several
Fourier Transform with less complexity granted the convexity of the log
function [complexity of a fast transform of Fourier is in N.log.N, but n.log(n)
+m.log(m)<(n +m).log(n +m)]. This also provides an advantage with respect
to the spectrum scalability required for EUTRAN.
 In case a feedback on the quality of the channel is available on the downlink,
a base station can allocate to a user the better data rate on the better
subcarriers in the signal-to noise ratio sense, optimizing in mean the data rate
for all users. This property is known as ‘water-filing’.
A simplified global vision of an OFDM transmitter/receiver block scheme, for which
we have arbitrarily chosen the QAM modulation, is shown in Figure 4.5.
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Figure 4.5 Simplified Structure of a Transceiver OFDM
Figure 4.6 OFDMA Methods of Separating Multiple Users
4.2.1 OFDMA Multiple Access
OFDMA is a scheme chosen for the downlink for E-UTRAN.
OFDMA is a reliable technology that has been already chosen for WiFi, WiMAX,
ADSL/ADSL2+ or DVB technologies. It resists well to multipaths, allows a high
spectral efficiency, especially with its MIMO compatibility, and a reduced
complexity of implementation.
In OFDM systems, there are several processes of multiple accesses which can be
used to distinguish the users. One of the simplest consists of choosing for a user
given a unique law of choice of subcarrier frequencies. More precisely, each user is
characterized by the choice of a set resource chosen in the frequency–time plane. The
traffic multiplexing is performed by allocating to each user a pattern of frequency–
time slots, depending on its data rate. We then speak of OFDMA. From a frequency
point of view, according to the choice of mapping of symbols on subcarriers, the
subcarriers allocated to one joint can be joint or separated. From a frequency
diversity point of view, the separated scheme is obviously better.
Figure 4.6, still with an arbitrarily chosen QAM modulation, illustrates the two
different ways the mapping box of the above figure can map the subcarriers for a
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given user. The scheme on the left provides much more diversity than the second
one.
Figure 4.7 illustrates the resource distribution between user channels, common
control channels and pilot symbols. Common control channels bring classically some
information on the network, the cell, etc. Pilot symbols are useful to perform the
identification of the channel response. Thanks to these known symbols, channel
response can be interpolated both in time and frequency and simply equalized, as we
will see in the following paragraph.
Figure 4.7 The Time–Frequency Allocation Pattern
According to the speed authorized for the terminals, and the fading characteristics, a
more or less dense pilot.s pattern is needed, as the pilot position in the frequency
domain is used to determine with enough accuracy the frequency selectivity of the
channel and the pilot position in the time domain has to cope with high-speed
mobiles.
It has been shown from a frequency and time channel sounding perspective that a
good way of arranging these pilot symbols is to place them so that they form some
diagonals in the time – frequency space.
(i) Pilot Symbols and Equalization
Once the cyclic prefix has been removed, the received signal can be written as
Z = HFˉ¹s + n (4.3)
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Where  TNsss 10 ....  are the transmitted OFDM symbols and F the matrix with
Fourier coefficients:
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which is the matrix defining the impulse response of the channel, the form of which
is due to the cyclic prefix addition and is well known as a circulating matrix whose
properties allow to consider to write the corresponding formulas in the frequency
domain: theoretically, this comes from the fact that the Fourier Transform of the
convolution of the product is the product of the Fourier Transform.
H can be diagonalized and its eigenvectors is the FFT of the pattern.
Thus,
DFFH 1 ,  10 ,.....,  NHHdiagD
  )0,......,0,,.....(,...., 010 LN hhFFTHH  (4.4)
Then, the received signal is
Z = Fˉ¹DF Fˉ¹s + n = Fˉ¹Ds + n (4.5)
And, after FFT achievement in the receiver, this can be written as
Y = FZ = F Fˉ¹Ds + Fn = Ds + Fn (4.6)
and is resuming in a pure simple scalar operation
/
iiii nsHY  i = 0,…., N-1 (4.7)
In which n’ keeps the same Gaussian properties as n.
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Therefore the equalization scheme is ultra-simplified, as it consists only of dividing
the received signal after FFT iY by the complex value of the signal channel response
interpolated on the pilot signals iH :
iii HYS / (4.8)
4.2.2 Frequency Stability Considerations for OFDM Systems
Coming back to OFDM, an important constraint is the overall stability requirements
of the system, whereas CDMA was more penalized by the number of fast
calculations required by the .chip-level processing. operations required for
synchronization and demodulation.
It can easily be understood that if if and 1if are the closest subcarrier frequencies
used in the OFDM system, the drift due to frequency instability of the electronics and
the Doppler effects shall be estimated and compensated at the receiver side, in order
to allow to keep the orthogonality of the subcarriers and the overall properties of the
OFDM signals. The increase in the ICI (Inter-Carrier Interference) may reduce the
performances of the network.
Therefore, an accurate frequency drift estimator is often necessary in OFDM
receivers.
4.2.3 System Load in OFDMA Systems
Correct performance of admission control algorithms and load balancing ones
depends on the current expression of the load of the system. Contrary to the CDMA
system, the OFDMA system load is not a direct function of the intra and inter-cell
interferences, but a function of time–frequency–space resource assignments and
power resource assignments. The power control, for instance, was of primary
importance in WCDMA to mitigate the near–far effect deriving from the presence of
the intra-cell interference, whereas in OFDM systems, like the E-UTRAN system,
the users of a same cell are as orthogonal as possible with each other; thus, the only
interference present is from the other cells (intercell). Though, still important, the
role of the power control is reduced, compared to CDMA, to adapting the power to
path loss and shadow fading fluctuations and reducing other cell interference.
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Adaptations of parameters are the set of the assigned downlink subcarriers, coding,
modulation, HARQ schemes including the spatial coding schemes and transmission
power values.
The normalized consumed downlink time–frequency resources can be written as the
ratio DLS :
max
DL
DL
DL S
SS  (4.9)
Where DLS is the downlink time–frequency–space resources consumed by all the
users and maxDLS is the total time–frequency–space resource available on a downlink
frame.
The normalized consumed downlink transmission power resources can be written as
the ratio DLp :
max
DL
DL
DL P
Pp  (4.10)
where DLP is the downlink power resources consumed by all the users and
max
DLP is
the maximum power resource constraints.
The expression of the downlink load can then be defined as a nonlinear function of
the two above quantities and can be power or frequency resources limited:
 DLDLDL psU ,max (4.11)
The downlink load can then be obtained by solving the optimization task:
 DLrpqDL Uu ,,min , such that
QOS
lji
DL
lji PP ,,,,  (4.12)
where q is the set of the coding and the modulation and spatial schemes assigned to
the users in the downlink frame, p is the set of transmission power values assigned to
the users in the downlink frame and r is the set of subcarriers time slots assigned to
the users in the downlink frame. DLljiP ,, is the transmission power for the service flow j
of the user i on the downlink subcarrier l and QOSljiP ,, is the minimum transmission
power value that shall be assigned to the service flow j of the user i on the subcarrier
l to satisfy the Quality of Service requirements for this service flow.
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4.2.4 SC-FDMA: The PAPR (Peak-Average-Power-Ratio) Problem
As OFDM is a multicarrier technique, and despite its benefits, it basically suffers
from a number of drawbacks, including a need for an adaptive or coded scheme to
overcome spectral nulls in the channel, and a high sensitivity to frequency offset and
the high peak-average power ratio (PAPR), which is a problem due to constructive
addition of subcarriers on a random basis (Figure 4.8).
Figure 4.8 The PAPR problem on the Fresnel diagram.
The effect of a high PAPR on the transmitted OFDM symbols results in a spectral
spreading (interferences between adjacent channels) and a higher BER (bit error rate)
because of mistakes in the constellation.
On the downlink, this problem may be more easily overcome than in the uplink by
using some high compression point PA (Power Amplifier) and sophisticated PAPR
reduction mechanisms that are much more difficult to use in low processing power
devices. That is the reason why in the uplink, as it is crucial to reduce the cost of
power amplifier directly linked to its compression point, some advanced scheme of
OFDM called ‘Spread OFDM’ or SC-FDMA for ‘Single Carrier FDMA’ have been
proposed.
This scheme basically consists of spreading the symbols of the uplink user on a
group of subcarriers (contiguous or not) through the use of a unitary transformation
F, ‘unitary’ meaning in the classical sense IFF 1.
By doing this, the peak on average ratio of the signal is reduced to the PAPR of only
one single carrier compared to the one resulting from association of the N
subcarriers. Concerning the F transformation, a Walsh-Hadamard transform (WHT)
or a DFT transform provides some good choices. DFT or .Discrete Fourier
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Transform. is the generic name for the discrete version of the Fourier Transform,
whose fast computing version is the FFT.
If a DFT is chosen, this technology evolution is sometimes called SC-SOFDM,
where SC stands for ‘single carrier’.
This option has been selected for the uplink side of E-UTRAN. Single carrier
modulation should be followed by a frequency domain equalization and the
complexity of SC-FDMA systems is the same as the overall complexity of OFDMA
systems. A simplified SC-FDMA transceiver is shown in Figure 4.9.
In fact, the main difference with OFDM is that the signal is precoded before the IFFT
in order to map on the subcarriers not the symbols themselves, but their spectrum
components, introducing some small losses but helping to reduce this crucial PAPR
level. The DFT size M is a symbol block size and is much smaller than the IFFT of
size N, which relates to the number of subcarriers available. Then, the resulting
OFDM signal is oversampled at a rate N/Mcompared to standard OFDM (see Figure
4.10). The signal becomes then Mperiodic and the negative effects of the phase
constructive addition are averaged. The result is equivalent to an over-sampled single
carrier (‘S’ in SC-FDMA stands for single) with a sin(x)/x pulse shaping.
Figure 4.9 A Simplified SC-FDMA Transceiver
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Figure 4.10 SC-FDMA Transmit Symbol
In the time domain, when the process of subcarrier mapping is equidistant, the SC-
FDMA is equivalent to a periodical distribution of the symbols over the equivalent
time of the OFDM symbol with a user-dependent phase shift. Figure 4.11 provides a
time domain interpretation.
As it is explained in the OFDMA case, the allocation of the subcarriers can be made
localized or distributed on the uplink band used by the terminal transmitters (see
Figure 4.12).
Figure 4.11 The SC-FDMA Time Domain Interpretation
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Figure 4.12 Subcarrier Mapping Modes
4.2.5 MIMO (Multiple Input Multiple Output)
4.2.5.1 Traditional Beamforming
Among traditional methods of doing antenna processing, one can mention transmit
diversity, receive diversity or beamforming, which can be uplink and/or downlink
(Figure 4.13).
None of these methods is handling multiple bit streams in the way that modern
MIMO systems do. With these traditional methods, the channel capacity is still
bounded by the Shannon limit:
)..1(log 2 RTSNRC  bits/s/Hs, in which T and R are the number of transmit and
receive antennas, respectively.
Beamforming downlink or uplink still suffers some capacity limitation as compared
to MIMO with multiple bit streams: channel capacity is still low and fading depth
still large.
The paragraph below recalls the basics of beamforming principles. Such principles
can still be applied on OFDM signals, although these are broadband signals. Indeed,
narrowband
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Figure 4.13 Rx Beamforming
beamforming can be implemented on individual subchannels. Notice that, since the
broadband channels are frequency-selective, the spatial channel characteristics vary
from subcarrier to subcarrier. By default, different beamforming vectors will be
needed on different subchannels.
The classical beamforming or SDMA (Signal Division Multiplex Access) is a way of
increasing the cell capacity through the improvement of the data rate of the users
especially located at the cell edge, e.g. the mobiles for which the available signal-to-
noise ratio would not allow to have such a data rate with a MIMO multiplex scheme.
4.2.5.2 MIMO Channel and Capacity
This technology is based on the use of a multiplicity of antennas at the base station
and/or in the mobile (which can be a portable computer). In the same way as for
traditional ‘beamforming’, the principle of MIMO is to separate the users, depending
on a different space signature experimented by each of them.
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However, in some MIMO cases, the antennas radiate in generally different symbols
and can be separated by a distance of about a few tens of wavelengths, sufficient to
try out independent signals.
In contrast, traditional beamforming antennas are made up of radiating elements
generally spaced by less than half of the wavelength to avoid the gratings lobes.
In this section, we consider a transmission channel between a transmitter equipped
with T transmitting antennas and a receiver equipped with R receiving antennas. In a
system with transmission space diversity, the number T is higher than 1, whereas the
number R can be equal or higher than 1. The following analysis also includes the
number of p physical multipaths available in the channel. This is the very general
case of MIMO, and this way of considering the multipaths is valuable for the
technologies for which the receivers are able to discriminate them, like the rake
receiver in CDMA systems.
In what follows, a sequence of complex symbols )1)(( nitsi  is transmitted. The
signal )(tz j collected by the jth reception antenna )1( Rj  can be written as
 


n
i
ijij tnthtstz
1
)()()()( (4.13)
where  indicates the operation of convolution, and n(t) indicates a supposed white
and Gaussian noise. In a cellular system, the noise n(t) contains contributions relative
to other users of the system.
The impulse response )(thij of the channel of propagation between the ith
transmitting antenna and the jth receiving antenna is classically estimated by the
receiver thanks to known pilot sequences respectively emitted by T transmitting
antennas.
It is generally modelled by a set of p paths taken into account by couple of antennas
(p≥1), the kth path )1( pk  corresponding to a reception delay of k and a
complex received amplitude reception ijka . Each channel of propagation (ith
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transmitting antenna towards the jth receiving antenna) is associated to a vector of p
amplitudes  Tijpijijij hhhH 21  in which T is the transposition operator.
The received signal consists of a vector  TRpRp zzzzZ  1111 , where jkz
indicates the output of the matched filter relating to the antenna j, sampled with the
delay k . Thus, at a given time, the system equation is obtained:
Z = H.S + N (4.14)
where
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
1
111
(415)
is a matrix representative of the multipath channel with R.p lines and T columns,
 TnssS 1 is a vector containing n symbols transmitted at the considered time
from the T transmitting antennas and N is a vector of noise of size R.p.
The system (2) is of a form very usually met in signal processing and can be easily
solved by a traditional method of least squares estimation (MMSE, ‘minimum mean
squared error’), provided that the rank of the matrix H is at least equal to T. The
solution of MMSE is written
  ZHHHS  1€ (4.16)
By supposing that the antennas are not perfectly correlated, the row of the matrix H
is generally equal to the smallest of Tand R.p. The necessary and sufficient condition
to solve the system by the MMSE method is then R.p ≥ T. 
Once this condition is checked, it is possible to solve the system according to the
MMSE method or another method such as MLSE (‘maximum likelihood sequence
estimate’), which can also be applied if R.p<T, although less stable and sensitive to
noise.
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Generally speaking, the performances of the receiver depends on the conditioning of
the matrix of the channel H, which depends on the number R of receiving antennas,
on the number p of paths and on the decorrelation properties of the antennas.
In the case of OFDM systems, as pointed out before, there is an inherent resistance to
multipath-generated intersymbols distortion, due to the length of modulation
symbols. Natural multipath diversity can no more be used. The somehow artificial
paths created by the MIMO antennas provide for OFDM systems a simpler
(compared to CDMA rake receivers) and efficient way of getting some spatial
diversity. Considering only OFDM systems in what follows, we will set p = 1.
Correlated antennas cause bad conditioning owing to the fact that matrix c then has
eigenvalues close to zero, which disturb its inversion in the resolution according to
Equation (3.25)
That is why the operator of MIMO system antennas arranges them so that they
experiment enough decorrelation, by spacing them sufficiently and/or by making
them radiate according to different polarizations, as, in practice, the receiver being
generally mobile and of small size, it is common that the number R of receiving
antennas is limited to 1 or lower than the number T of transmitting antennas (see
Figure 4.14). This is why it is thought that in the future, mobiles will advantageously
obtain several antennas with diversity of polarization, for example. In the known
MIMO systems with, for instance, T ≥ 2 and R ≥ 2, one seeks to increase the rate of 
communications for a given emitted power, while transmitting different symbols
nss ,,1  through the T transmitted antennas. These symbols can be mutually
correlated, if they result from a space–time coding, or independent.
At the performance level, the fact of having several antennas within the terminals
brings much profit compared to the only one antenna case (MISO system: Multiple
Individual Input Output or SIMO system: Single Input Multiple Output), which were
the well known ones in
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Figure 4.14 General MIMO system
Figure 4.15 Performances of MIMO Systems
cellular radios for downlink and uplink, respectively (see Figure 4.15). It was shown
in the mid-1990s that the capacity of a MIMO system was







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PC (4.17)
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With iH , the square roots of the eigenvalues of H*.H, ρ = min(T,R), which can be 
compared with the famous Shannon equation for one channel:







2
2 .
112log hPC T

(4.18)
in which h is the complex gain of the channel and 2 is the noise variance. This can
also be compared with the Equation in the beamforming case.
Compared to a single antenna case or beamforming one, the capacity grows linearly
with r, instead of logarithmically for classical transmission.
This phenomenon is properly the amazing one with MIMO systems, as it is basically
stating that it is possible to increase the capacity of the system as a linear capacity of
the number of antennas without increasing the overall transmit power of the system.
One can show with Rayleigh fading, uncorrelated antennas and a signal/noise ratio of
10 dB the curves in Figure 4.15.
4.2.5.3 A Simplified View of MIMO 2.2
A simplified vision of a MIMO system is shown in Figure 4.16. In practice, in order
to be able to estimate the channel on each R.T .natural. paths of the system of
antennas, the receiver will have to benefit from different bits control transmitted on
each transmitting antenna.
Once the matrix of transfer H is determined, it becomes possible by simple inversion
to find the transmitted symbols.
Figure 4.16 Simplified Vision of a MIMO System.
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Let us consider the simple example according to a system with two transmitting
antennas and two receiving antennas. The H matrix is written as







2221
1211
hh
hh
H (4.19)
Let us call S the vector of the emitted symbols and Z the vector of the received
symbols.
Then
Z = H.S (4.20)
and, from Equation (4.20)
S = Hˉ¹.Z (4.21)
which is the expected result. There are obviously some cases for which the
distribution (with equalized power) of symbols on the T antennas is not really useful
in terms of data rate increase.
It is, for instance, the case when the channel only creates a few multiple paths, like
the case when the mobile is in direct sight of the base station. In such conditions, it is
then preferred to use another form of MIMO, named Alamouti’s scheme.
4.2.5.4 The Harmonious Coupling between OFDM and MIMO
The OFDM systems being not able like the CDMA systems to use the multipaths
delay diversity can exploit advantageously the spatial diversity brought by MIMO
systems with a low additional complexity.
It has been shown previously that the OFM demodulation system was equivalent to
the set of equations
1,,0  NinSHY iiii  (4.22)
That is equivalent to N tone scalar channels to demodulate.
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In the MIMO case, with T transmitting antennas and R receiving one, the system
becomes as in below
1,,0  NiNSHY iiii  (4.23)
Figure 4.17 A MIMO–OFDM Transceiver
where iY and iN  are vectors of R components and iS is a vector of R
components. iH is channel matrix of size R.T. Therefore, granted the small size of
the H matrix, only a small system (R.T) has to be inversed per tone. Moreover,
space–time schemes can be implemented on a tone-per-tone basis.
Figure 4.17 generalizes the MIMO schemes with the notations used in the above
formulas. and neglecting the thermal noise.
4.2.5.5 MIMO Schemes and Link Adaptation
Generally speaking, the dynamic choice of the MIMO scheme is part of the global
link adaptation process as well as the dynamic choice of the coding or modulation
scheme, based on some feedback information linked to the quality or the nature of
the channel.
Therefore, there is a need for some adaptive switching algorithms between spatial
multiplexing and diversity. The choice of a diversity mode or a spatial multiplexing
mode (including classical beamforming, not shown in Figure 4.18 may be done, for
instance, on
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Figure 4.18 The Global Link Adaptation Process
the statistical analysis of the signals measured by the terminals and periodically
provided to the base stations.
Depending on the type of parameter to tune through the link adaptation process,
several time constants may be used to ensure a good trade-off between algorithm
complexity and measurement loads and performance optimization.
4.2.5.6 MU-MIMO, Virtual MIMO and Transmit Diversity
MU-MIMO consists of re-using the same physical resources in downlink or uplink
for different users. This obviously requires adaptive algorithms to pair various users
and switch between MU-MIMO mode and nonMU-MIMO modes. These algorithms
are based on some feedback information about the degree of potential correlation the
spatial path might experiment while re-using a given resource at a given power.
The result is an increasing spectrum statistical efficiency and a better average
throughput in a cell.
Uplink MIMO schemes for E-UTRAN will differ from downlink MIMO schemes to
take into account terminal complexity issues. For the uplink, MU-MIMO (Multi-
User MIMO) can be used. Multiple-user terminals may transmit simultaneously on
the same resource block.
This is also referred to as spatial domain multiple access (SDMA). The scheme
requires only one transmit antenna at the UE side, which is a big advantage.
The realistic scheme to consider for the UE is the two-antenna case leading to a
pragmatic 2x2 MIMO for which a lot of open or closed loop schemes can be
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considered. It is interesting to notice that by comparison to a 2x2 MIMO with the
two antenna supported by one mobile, a virtual MIMO can be defined as a mode for
which the UE with two antenna is ‘virtually’ replaced by twoUEs, each of
themtransmitting on a single antenna and usingmutually orthogonal reference signals
on their respective antenna. This scheme allows sharing for the two mobiles the same
frequency and timing resource allocation. However, a pairing mechanism for the
reference signals has to be planned between the two mobiles (see Figure 4.19).
To exploit the benefit of two or more transmit antennas but still keep the UE cost
low, antenna subset selection can be used. In the beginning, this technique may be
used, e.g. a UE will have two transmit antennas but only one transmit chain and
amplifier. A switch will then choose the antenna that provides the best channel to the
eNodeB.
The two UEs use the same time–
frequency resources but orthogonal
reference signal patterns.
Figure 4.19 Classical vs virtual MIMO.
4.2.5.7 Towards a Generalized Downlink Scheme
In the rush to get the highest data rate possible, it can be thought that a generalized
MIMO scheme will be envisaged in future standards for which each MIMO antenna
port is not an antenna part of a base station configuration but an antenna part of a
radio site, even if obviously the simpler case in which the transmit ports belong to a
same NodeB is not precluded.
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In this scheme, a centralized processor calculates a P-matrix which basically inverses
the HMIMO channel before the transmission. With the notation of Figure 4.20, we
have:
1)..(  HHHP (4.24)
(P is the Penrose inverse of the H channel) and
nSPHS  .. (4.25)
which should be close to S, in which .n. is the thermal noise.
The calculation of P is effective if the number of users is less than the number of
MIMO sites. If done all right, the co-channels interferences are totally removed.
Various types of spectrum efficiency can be achieved, depending on the level of
synchronization among base stations, which may depend in some information
exchanges on some interfaces between NodeBs partly shown in Figure 4.20 with
dotted lines. The synchronization requirements are key to allow various types of
spatial processing, from symbol synchronization for space–time coding or BLAST,
to carrier phase processing for classical beamforming.
According to the performances and complexity wished at the system level, the
scheme may requires noncoherent or coherent combining at the terminals level and
limited or extensive cooperation between base stations.
Obviously, the knowledge of the channel feedback requires the processing of the
feedback sent by all the terminals over all received channels.
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Figure 4.20 The Generalized MIMO Scheme
In TDD mode, this estimation can be directly estimated on the uplink, as there is
reciprocity of the downlink and the uplink channel conditions granted for the
duration of the transmitted frames.
4.2.6 Architecture of the Base Station
4.2.6.1 The Block Scheme of the Base Station
Figure 4.21 presents an example of an E-UTRAN base station, able to support a large
number of users. The architecture below is provided for illustrative purpose. This
base station is connected to the backhaul network by means of physical interfaces
like optical fibre, like STM1 of large data rate or even more classical E1/T1 2-Mb/s
data link. It receives its user data information from the Serving Gateway through the
S1 interface based on IP packet transport protocol.
 The Downlink Case
The downlink information coming from the MME/serving gateway to Node B
reaches an IP routing module, typically called a Core Control Module (CCM). Then,
each packet is routed to a modem – the Channel Element Module (CEM) – which is
able to support all types of physical coding for any type of physical possible
channels: pilots, common channels, dedicated channels, etc.
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This module is able to treat N channels (flows) in parallel, performing for each the
channel coding, the radio conditioning of the signal: OFDM modulation, cyclic
prefix insertion, etc.
The processing of all the signals dedicated to one sector can happen in the channel
module. Each channel module then addresses the signals relative to a given sector to
the routing module, whose output feeds a Transceiver Radio Module (TRM)
connected physically to the relevant sector. According to some choices of
architecture, a radio operator module can then address a sector at a given frequency
or several sectors at several different frequencies.
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Figure 4.21 Architecture aspect for E-UTRAN base station
The radio operator module in question is sometimes called a .channelizer., whose
primary goal is to over-sample the signals and shape them according to a chosen
pulse filter, clip the total signals and modulate them at the frequency Fi of the radio
carrier. It has to treat as many frequency bands as required by the operator.
In some cases, one may wish to share the power of one power amplifier (PA) on
several sectors. It can then be done by distributing passively the output of the PA on
each sector through microwave devices.
 The Uplink Case
In uplink, each radio transceiver module receives the signals from the antennas of
one or more sectors. For instance, one can associate a transceiver module to a given
frequency band. The signals received in a sector are usually coming from several
diversity antennas or from a MIMO or beamforming antenna array. Then, they are
amplified, filtered and digitally converted by an analogical-to-digital converter.
They are then transmitted to the Core Control Module and routed to the Channel
Element Modules, which include the respective modems performing the
demodulation of the respective signals (cyclic prefix removal, FFT etc.).
The signals demodulated by the channel module are then retransmitted to the IP
network after demodulation by the routing module with the same transport protocol
than the incident protocol.
 The Distributed Base Station
Anticipating the evolution of the markets towards a product more easily installable
(less weight, power consumption, etc.) and with lower engineering constraints, the
base station manufacturers propose in their portfolio a distributed base station
concept (see Figure 4.22), in which the TRM module and the RF part drawn in
Figure 4.22 are physically localized in an outdoor packaging, named RRH (Remote
Radio Head), and connected to the Core module by an optical fibre, or a RF link
(dashed line on the above figure).
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In that perspective, the Common Public Radio Interface (CPRITM), created in 2003,
is an industry cooperation aimed at defining a publicly available specification for this
internal interface of radio base stations between the Core module and the Radio
Remote Head (RRH).
The CPRI consortium aims at defining a specification for Layer 1 (physical) and
Layer 2 (transport) but keep the Layer 3 messages proprietary.
The data rate on the interface on one optic fibre is close to 1.2 Gb/s, allowing
carrying of the Ethernet or HDLC signalling, operation and maintenance signalling
and I/Q radio samples.
The Core module can obviously feed numerous optic fibres like this one. The RRH
equipment can be daisy-chained, optimizing the overall installation for the best
coverage of a given geographical zone.
4.2.6.2 The Analogue-to-Digital Conversion
The converters are one of the most important components in the base station. Their
performances allows the conversion as close as possible of the antenna and to limit
the number of RF expensive and frequency specific components.
Figure 4.22 A distributed BTS scheme
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The key parameters of specification of the analogue-to-digital converter are: the
sampling rate, the bandwidth, the signal-to-noise ratio and the dynamics of the
signals. During the design, two problems are particularly important to consider:
76.1.02.6)(  nSNR dB (4.26)
 The consumption of the energy in the terminals.
 The filtering of the harmonics of sampling (aliasing) before ADC converters.
With respect to the analogue-to-digital converter itself, the essential parameter is the
signalto- noise plus distortion ratio at the output side of the converter.
This one makes it possible to define the n-resolution of the converter in a number of
effective bits by the relation
Today, the output performance of an ADC for radio-communication applications is
in a range between 710 and 910 samples per second. For such a speed, the main
limiting factor is clock time drift t which creates an error on the sampled signal equal
to half a quantification step ( 12/1 n ). The maximum resolution n is thus
.3
12
Fs
n  (4.27)
in which Fs is the input signal frequency. From the typical value of  – around 0.5
ps – the maximum resolution can be deducted from the above equation.
The resolution equals 15 bits for 10 M-samples/s, then decrease with a slope of -1
bit/octave and reaches 7 bits at 2.5 G-samples/s. It is thus seen that this limits the
performances of the ADC while, however, authorizing somehow the high-frequency
acquisition of signals having an important dynamic.
The more common technique used in order to divide by 2 the sampling rate is to
proceed as indicated in Figure 4.23, i.e. to carry out complex sampling by separating
the received
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Figure 4.23 A digital receiver scheme
analogue signal in two paths shifted by 90°, each one processing half of the original
bandwidth. This obviously requires two converters.
Another promising technique consists of directly under-sampling the received signal
at the useful bandwidth of the signal. The useful band is thus ‘folded up’ in a
frequency band close to zero.
Certain constraints exist in the choice of the sampling rate in order to avoid a certain
aliasing of the spectrum; however, once this carried out, one obtains a sufficiently
low flow of bits able to be treated by DSPs (Digital Signal Processors).
4.2.6.3 Power Amplification (PA) Basics
This topic is really important in the design and practice of current and future wireless
cellular networks. It is worth spending a section on this subject, as the PA
arrangement and its associated cooling system represented approximately 50% of the
form factor of a classical base station. Therefore, some optimizations towards
miniaturization, minimization of ecological impact, better install ability of the base
stations required to improve the efficiency/volume of the power amplifier.
The structure of the signals to be transmitted, such as phase–amplitude modulated
signals, with large constellation implies to work far below the input power point for
which the PA starts to compress the output signals and generates some that are
spurious, as shown Figure 4.24. The difference between this maximum allowed
output power and the compression level of the PA is called the PA backoff.
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Figure 4.24 Compression of a power amplifier
Figure 4.25 The PA regulation system plus antennas
For example, the GMSK modulation chosen for the GSM is a frequency modulation
with no envelope variation; therefore its backoff is null (peak on-average ratio is 0
dB).
HPSK modulation chosen for UMTS has at least 3.5 dB of PAR, whereas OFDM
systems like 802.11a have more than 6 dB. The operating point of the PA on the
Figure 3.29 curve is therefore chosen accordingly.
During the past few years, the PA efficiency has grown regularly but slowly. Figure
4.25 shows a state-of-the-art architecture of the transmission system in a base station.
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This architecture is a common one. The grey boxes of the system are the frequency-
selective parts. In the current design, this grey part limits the ability of a single
design to address multiple frequency bands separated by a large gap of frequency.
Concerning the bandwidth that can be addressed, the limiting part is the DAC
aperture time. The joint progress of the semi-conductors (high-power, high-speed
and more linear GaN transistors) and the regulation software of the transistor module
of the PA, whose purpose is to perform the closed-loop compensation of the
distortion in the whole chain, allow to foresee some improvement of the efficiency
by using some architectures that can now be made possible, although their principles
were known for a long time (Doherty, class S PA whose studies are beyond the scope
of this book).
In a few years’ time, it is expected to achieve 50% power efficiency in a band of the
order of 10-MHz bandwidth in cellular base station PA.
4.2.6.4 Cellular Antennas Basics
Antennas are the physical transducers that allow MIMO processing. This section
gives some more details about cellular antennas.
Usually, in cellular systems, directive diagrams are often designed in the vertical
plane (site) and broader ones in the horizontal plane (azimuth). To do so, the antenna
is constituted as an array of radiating elements: dipoles, slots, microstrip patches,
each having its own radiating sourceD .
Moreover, this array would have its own radiating diagram isodiagD as if it was
constituted with some isotropic sources. Radiation diagrams multiplication theorem
leads to:
isodiagsource DDD . (4.28)
Most often, the radiating element itself is weakly directive or almost isotropic;
therefore, the directivity is provided by the array.
For instance, a classical result for an n sources array fed with a constant phase step δ
is
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To create a given diagram, one plays on the amplitude/phase weighting law of
feeding the radiating elements (Figure 4.27).
Figure 4.28 shows a classical example in which the amplitude and phase law are
chosen so that the diagram forms an inverse cosecant function which allows the
mobile to receive more or less constant power, depending on the distance from the
base station antenna.
Assuming the mobile antenna gain is zero, the received power coming from the base
station is
  22 ..4/./.4. RPAP er 
in which, in the first term, A is the effective area of the antenna, λ is the radiated
wavelength and the second term is the isotropic power flow radiated at a distance R.
As R=D/sinθ, this expression becomes     22 ./. DPAP er  , sin²θ showing the 
radiating diagram contained in A should vary as 1/ sin²θ to get a received power at 
the mobile level substantially constant and independent of R.
Practically, getting the complex amplitude/phase law to feed the radiating elements
to form a given radiating diagram means solving an interpolation problem. The
complex weights can be obtained digitally through signal processing, or analogically
through microwave components like phasing or attenuating devices.
(i) Example of Possible Antennas for MIMO Applications
Figure 4.26 provides a simplified representation of a cross-polarization antenna for a
base station able to radiate two orthogonal polarizations  45° with its feeding
system. The number of radiating elements may be adapted to the vertical gain wished
for the antenna. Only four of them are represented in Figure 4.28. For MIMO
systems, the multi-polarization antennas are of special interest because two
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radioelectric antennas can be located in one physical ‘box’, avoiding the proliferation
of spatially separated linearly polarized antennas.
Figure 4.26 Form factor of a radiating array
Figure 4.27 The inverse cosecant diagram
Let us consider a design with microstrip radiating square patches. These elements
can be modelled by two slots located at the edge, of one-half wavelengths long and
radiating in phase. In each patch, two orthogonal resonating modes are produced,
through a feeding circuit, so that it radiates a first radio signal with an electric field
polarization of +45° and a second signal with an electric field polarization of -45°.
Two antennas packaging like the one described below provide four antenna ports at
the BTS side.
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Figure 4.28 Example of cellular antennas with patches as radiating elements
The microstrip patch antenna plays a big role in modern cellular antennas, as it
allows reaching a high gain in restricted areas.
Figure 4.29 explains why the patch radiation is equivalent to the one generated by
two horizontal slots of approximately λg long in the selected substrate. These slots
are parallel to Oz in the xOy plane, spaced of λg/2 and center-fed.
The radiating diagram in the yOz plane is equivalent to a slot one above a ground
plane:
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where R is the distance from the antenna.
However, the radiated diagram in the xOy E plan is more directive, due to the
vectorial combination of the two fields from the two slots:
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Finally, the width of the diagram in the two planes E and H is somehow the same and
the directivity is approximately 6 dB.
Figure 4.29 Principle of a radiating rectangular patch
4.2.7 The E-UTRAN Physical Layer Standard
Although last 3GPP enhancements like HSDPA or HSUPA should provide a highly
competitive access technology, 3GPP aims to define a longer time frame
evolutionary path to ensure competitiveness. The new access technology is called E-
UTRAN (Evolved UTRAN).
Requirements for this new technology include:
 Higher data rates.
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 Reduced latency.
 Improved capacity and coverage.
 Reduced operational costs.
 Future additional spectrum allocations compatibility.
 Less than 5-MHz bandwidth compatibility.
Like in classical 3G/UTRAN, both FDD and TDD mode are still considered; both
duplex schemes are still being imposed in most countries by the regulatory bodies.
At the early stage of E-UTRAN discussions in mid-2005, six newradio conceptswere
competing:
 FDD UL based on SC-FDMA, FDD DL based on OFDMA.
 FDD UL based on OFDMA, FDD DL based on OFDMA.
 FDD UL/DL based on MC-WCDMA.
 TDD UL/DL based on MC-TD-SCDMA.
 TDD UL/DL based on OFDMA.
 TDD UL based on SC-FDMA, TDD DL based on OFDMA.
We will not detail, in the following, the technical aspects of all the proposals; neither
we will come back to the choice of the selected variant which is the first on the list.
All of these propositions had some attractiveness arguments and the classical game
of industrial lobbies did the rest, as usual.
It has rapidly been decided that future radio interface would be based on OFDM,
especially for receivers processing simplification purposes and spectral efficiency
improvements compared to WCDMA.
Roughly speaking, a consensus rapidly emerged on the OFDMA technology choice
for the downlink, whereas opinions were much more shared for the uplink choice.
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Finally, the SC-FDMA reached the majority, mainly for its peak-to-average
reduction property. In the following, we will focus on describing the standard
implementation of this technical solution.
In the subsequent sections of this chapter, the details of E-UTRAN physical layer
standard are described, for the Downlink and Uplink directions.
4.2.7.1 FDD and TDD Arrangement for E-UTRAN
Part of the requirements for ‘evolved UTRAN’ is the ability to cope with various
spectrum allocations from much less than 5 MHz to much more than 5 MHz,
accommodating future 3G spectrum allocations. Ultimately, the maximum
achievable data rate available should be
Figure 4.30 Possible TDD/FDD modes and interactions
326 Mb/s in 20 MHz. Multicarrier technology should then allow a smooth migration
from 1.4-MHz bandwidth to 20-MHz through 5, 10 and 15-MHz steps.
To increase this flexibility, the E-UTRAN air interface supports both frequency
division duplex (FDD) and time division duplex (TDD) modes of operation (Figure
4.30). Moreover, most of the design parameters are common to TDD and FDD
modes to reduce the complexity of the terminal.
4.2.8 Downlink Scheme: OFDMA (FDD/TDD)
The basic downlink parameters are provided in Table 4.1. Several transmission
bandwidths (BW) are possible, in order to allow the positioning of the E-UTRAN
physical layer in various spectrum gaps. The value of the narrow band spectrum that
modulates each subcarrier is 15 kHz (OFDM symbol duration=66.67 μs); 7.5-kHz 
subcarrier spacing, more sensitive to frequency offset, is considered for MBMS-
dedicated channels, which gives a larger OFDM symbol duration (133 μs). Granted 
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the constant gap of 15 kHz between subcarriers, the FFT size is growing as a
function of selected bandwidth.
Two cyclic prefix lengths are possible, depending on the delay dispersion
characteristics of the cell. The longer cyclic prefix (16.67 μs) should then target 
multi-cell broadcast (MBMS) and very-large-cell scenarios, for instance, for rural
and low data rate applications at a price of bandwidth efficiency.
Table 4.1 Parameters for downlink transmission scheme.
In what follows, the MBSFN acronym stands for Mobile Broadcast Single Frequency
Network and refers to mobile broadcasting network using a single band on which
dedicated and broadcasted signals are sharing a single ‘carrier’.
The short CP (5.21 μs) accommodates less delay spread and is suitable for urban and 
high data rate application. The number of OFDM symbols per slot depends on the
size of this cyclic prefix, which is configured by the upper layers.
The minimum downlink TTI (Time Transmit Interval) duration, i.e. the time interval
corresponding somehow to the interleaving depth of the data, is corresponding to a
subframe duration, i.e. 1 ms. The possibility to concatenate multiple subframes into
longer TTIs, e.g. for improved support for lower data rates and Quality of Service
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optimization, should be considered. In this case, the TTI can either be a semi-static or
a dynamic transport channel attribute. The TTI can be implicitly given by the NodeB
in indicating the modulation, the coding scheme and the size of the transport blocks.
In the case of semi-static TTI, the TTI is set through higher layer signaling.
4.2.8.1 Downlink Physical Channels and Signals
A downlink physical channel corresponds to a set of resource atoms carrying
information originating from higher layers (Figure 4.31). The following downlink
physical channels are defined and synthetic information is provided:
 Physical Downlink Shared Channel: PDSCH. As for the HSDPA
system, the radio channel is allocated dynamically in an opportunistic
way, somehow breaking the notion of a dedicated channel to a given
user. This may be seen as the major difference, or improvement, of E-
UTRAN compared to UMTS.
 Physical Downlink Control Channel: PDCCH. This is the channel
used by the eNodeB to carry control information to the UE. It carries
an ACK/NACK response to the uplink channel,
Figure 4.31 The physical downlink channels.
but also transport format allocation, UL scheduling grant and resource
allocation information for theUE. In the future, theremay be a need for
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multiple control signals, downlink scheduling control, uplink
scheduling control and probably power control that needs to be
dedicated for each mobile. A physical control channel is transmitted
on an aggregation of one or several control channel elements, where a
control channel element corresponds to a set of resource elements.
Multiple PDCCHs can be transmitted in a subframe.
 Physical Broadcast Channel: PBCH. This one carries the paging and
other control signals.
The coded BCH transport block is mapped to four subframes (subframes #0) within a
40-ms interval which is blindly detected, i.e. there is no explicit signalling. Each
subframe is assumed to be self-decodable, i.e the BCH can be decoded from a single
reception, assuming sufficiently good channel conditions.
 Physical Multicast Channel: PMCH, which carries the MCH.
 Physical Control Format Indicator Channel: PCFICH. It informs the
UE about the number of OFDM symbols used for the PDCCHs and is
transmitted in every subframe.
 Physical Hybrid ARQ Indicator Channel: PHICH. The PHICH carries
the hybrid-ARQ ACK/NAK.
Additionally, some physical signals are defined:
 Reference signal.
 Synchronization signal. A primary synchronization channel (P-SCH)
and a secondary synchronization (S-SCH) channel can be used for slot
synchronization and cellidentification.
The 3GPP standard uses the term .signal. rather than .channel., as the carried
information is originated from the lowest layers of the system and not from the
higher protocol layers.
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4.2.8.2 Physical Signal Transmitter Architecture
The following general steps can be identified for downlink transmission on a
physical channel.
All the following are mainly true for the PDSCH and the MCH channels, with some
specific aspects for the other physical channels:
 Scrambling of coded bits. This scrambling step is very classical in radio
systems. It aims at limiting the impact of radio fading or interferences that
would be localized on all the bits of a given codeword.
 Modulation of scrambled bits to generate complex-valued modulation
symbols.
 Mapping of the complex-valued modulation symbols onto one or several
transmission layers.
 Precoding of the complex-valued modulation symbols on space layers for
transmission on the antenna ports. This space coding stage aims at applying
to the various symbol flows to be sent by all the antenna ports a given coding.
This precoding stage can be adapted to transmit diversity or spatial multiplex.
 Mapping of complex-valued modulation symbols for each antenna port to
resource elements.
Generation of a complex-valued time-domain OFDM signal for each antenna port
(Figure 4.31).
Figure 4.31 Overview of downlink baseband signal generation
93
4.2.8.3 Downlink Data Multiplexing
The transmitted signal in each slot is described by a resource grid of RBsc
DL
RB NN
subcarriers and DLsymbN OFDM symbols. The resource grid structure is illustrated in
Figure 4.32. The quantity DLRBN depends on the downlink transmission bandwidth
configured in the cell and shall fulfill 1106  DLRBN .
In the case of multi-antenna transmission, there is one resource grid defined per
antenna port. An antenna port is defined by its associated reference signal. The set of
antenna ports supported depends on the reference signal configuration in the cell:
Figure 4.32 The downlink time–frequency resource grid
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 Cell-specific reference signals, associated with non-MBSFN transmission,
support a configuration of one, two or four antenna ports, i.e. the index p
shall fulfil p=0, p ϵ {0,1} and p ϵ {0,1, 2, 3}, respectively. 
 MBSFN reference signals, associated with MBSFN transmission, are
transmitted on antenna port p=4.
 UE-specific reference signals, supported in frame structure type 2 only, are
transmitted on antenna port p=5.
Each element in the resource grid for antenna port p is called a resource element and
is uniquely identified by the index pair (k, l) in a slot where k and l are the indices in
the frequency and time domains, respectively. Resource element (k, l) on antenna
port p corresponds to the complex value )( ,
p
lka , where k=0, ,
DL
symbN
RB
scN -1 and l=0,,
DL
symbN -1. When there is no risk of confusion, the index p may be dropped. Quantities
)(
,
p
lka corresponding to resource elements not used for transmission of a physical
channel or a physical signal in a slot shall be set to zero.
4.2.8.4 Scrambling
Each block of bits shall be scrambled prior to modulation. This is true for each type
of downlink physical channel: PDSCH, PDCCH, PBCH, PCFICH and PHICH. This
bit level downlink scrambling should be different for neighbours cells (except for
MBSFN on the MCH) to ensure interference randomization between them and full
processing gain of the channel code.
4.2.8.5 Modulation Scheme
Supported downlink data-modulation schemes are QPSK, 16 QAMand 64 QAM,
depending on the physical channel considered. For instance, the three types of
modulation are allowed for PDSCH and PMCH, whereas only QPSK is allowed for
PBCH, PDCCH, PHICH and PCFICH.
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4.2.8.6 Downlink Scheduling Information and Uplink Grant
Obviously, the UE has to be informed on how to process the downlink data
transmission. This scheduling information may be more or less dynamically
transmitted, depending on its type.
Some may be known a priori as operator-dependent, like the specific group ID the
UE belongs to or some resources assignment, whereas some are highly dynamic, like
the ARQ in formations, transmitted for every TTI. Modulation scheme and payload
sizes are also provided.
Moreover, the UE is also granted some uplink resources (localized or distributed)
and transmission parameters (modulation scheme, payload size and MIMO-related
information). The transport format may, however, be selected by the UE on its own.
Concerning the ARQ process that we will describe later, the hybrid ARQ response to
uplink data transmission consists of a single ACK/NAK bit.
4.2.8.7 Channel Coding
Channel coding is based on UTRAN releasing six turbo-coding schemes. Other FEC
(Forward Error Correction) schemes are also envisaged to cope with additional E-
UTRAN requirements, like codes polynomial for lower rates or repetition coding for
higher processing gain.
The main topics in the discussion about the coding scheme are:
 Extension of the maximum code block size.
 Support of code rates lower than 1/3.
 Removal of the tail.
 Reduction of decoder complexity in the UE.
 Improvement in power efficiency (lower Eb/N0).
While decoder complexity reduction and power efficiency improvement are still
under discussion, other topics are already seen as acceptable options. The alternative
coding schemes currently under investigation are:
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 Duo-binary turbo codes.
 Inter-block permutation turbo code (IBPTC).
 Rate-compatible/quasi-cyclic LDPC code (RC/QCLDPC).
 Concatenated zigzag LDPC code.
 Turbo single parity check (SPC) low-density parity check (LDPC) code.
 Shortened turbo code by insertion of temporary bits.
Although some LDPC codes show either an improvement in power efficiency for
high code rates or a potential complexity reduction of the decoder, the potential
benefits may have not yet been proven to be significant enough for the selection of
an alternative coding scheme.
4.2.8.8 OFDM Signal Generation
The OFDMsymbols in a slot shall be transmitted in increasing order of l. The time-
continuous signal )()( tS pl on antenna port p in OFDM symbol l in a downlink slot is
defined by
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Table 4.2 OFDM parameters
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for   SlCP xTNNt  ,0 , where  2/)( RBscDLRB NNkk  and
  12/)(  RBscDLRB NNkk The variable N equals 2048 for Δf = 15 kHz subcarrier 
spacing and 4096 for Δf = 7.5 kHz subcarrier spacing.  
Table 4.2 lists the value of lCPN , that shall be used for the two frame structures. Note
that different OFDM symbols within a slot may have different cyclic prefix lengths.
For frame structure type 2, note that the OFDM symbols do not fill all slots
completely and the last part is left unused.
4.2.8.9 Downlink MIMO
The basic configuration (i.e. realistic) is two transmit antennas at the cell site and two
receive ones at the UE, but higher-order MIMO (up to 4x4) should be possible. For
simplicity, open loop MIMO should be preferred, as being able to cope with any UE
speed. Simpler transmit diversity mechanisms can replace MIMO schemes if
performances/complexity trade-off is in favor of that:
 Multiple codewords (including single codeword as a special case) that use the
same time–frequency resource and are independently channel-coded with
independent CRC should be investigated . Possible values for the maximum
number of codewords per resource block transmitted by the NodeB are 1, 2, 3
or 4. Possible values for the maximum number of codewords that can be
received by the UE are 1, 2, 3 or 4.
 The spatial division multiplexing of the modulation symbol streams for
different UEs using the same time–frequency resource could be supported,
which may be denoted as Spatial Division Multiple Access (SDMA) or multi-
user (MU)-MIMO. Use of precoding as a means to convert the antenna
domain MIMO signal processing into the beam domain processing should be
investigated in the future.
Some transmit diversity techniques can be applied when the rank of the spatial
correlation matrix is determined to be one; this is known as a rank adaptation
mechanism, as explained in the MIMO generalities chapter. Possible candidates for
the transmit diversity mode are:
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 Block-code-based transmit diversity (STBC, SFBC).
 Time (or frequency)-switched transmit diversity (or antenna permutation).
 Cyclic delay diversity.
 Complex rotation matrix.
 Precoded transmission using selected precoding vector(s) (including selection
transmit diversity).
4.2.8.10 E-MBMS Concepts
The support of MBMS (Multimedia Broadcast Multicast Services) is an essential
requirement for E-UTRAN. The so-called E-MBMS will therefore be an integral part
of EPS. E-MBMS provides a transport feature to send the same content information
to a given set of users in a cell to all the users (broadcast) or to a given set of users
(multicast) for which a notion of subscription applies in order to restrict the multicast
services to a given set of users.
But, the E-MBMS multicast concept should not be confused with the ‘IP multicast
service’ as, in the case of ‘IP multicast’, there is no sharing of a given radio resource
among all interested users, as it is only a pure IP notion (duplication of some IP
packets at some routers in the networks) and not a ‘radio’ one.
MBMS (Multimedia Broadcast Multicast System) broadcast only depends on the
users. terminals. ability to receive the broadcast channel (like a TV receiver) and is a
very fashionable system, as its main commercial application is that it allows to carry
efficiently the TV channels broadcast on the small size screen of the mobile
terminals in a given cell. For instance, a medium data rate of 128 kb/s is enough to
carry a video signal in an average radio cell to a phone screen with a good perceived
quality.
E-MBMS (which is the evolved version of the legacy MBMS system) should be able
to make use of some MIMOs. open loop scheme advantages. In E-MBMS, there will
be a single (single-cell broadcast) or multiple transmitting Node Bs and multiple
receiving UEs.
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E-MBMS is a good application to demonstrate what MIMO can bring to the system.
Indeed, in the case of broadcast of the same signal on the same frequency band (see
SFN below), the transmission power has to be chosen so that the far mobiles should
receive the signal with good quality. To reduce the required power, increasing the
number of transmit and receive antennas is a good solution. MIMO options, like
spatial multiplexing, is possible in the MBMS context.
4.2.8.11 Downlink Link Adaptation
According to the position of the mobile in the cell and the interferences which it tries
out (signal/interference ratio reports, error rate, etc.), the operator of the network will
be able to optimize:
 The rate of the communications in the cell.
 The rate and the latency time of transmissions of the blocks jointly.
The radio resources allocator of the base station transiever can manage the power of
the transmitted packets, the coding channel – meaning the number of packets to be
transmitted for a given volume of information or the type of modulation in order to
transmit volume of information.
It should be possible, for instance , in order to transmit all the packets at maximum
available power in the sector of the base station transiever and to adapt the choice of
MCS (Modulation and Coding Scheme) according to the radio conditions, resulting
in a bit rate error value on the blocks [BLER (Block Error Rate)] allowing to get
either :
 a maximum capacity with a BLER (Block Error Rate) which is not
necessarily very poor or weak (coding scheme / repetition compromise rate )
or
 a lower bit rate but a shorter latency time of block transmission because of an
optimal BLER (Block Error Rate).
100
4.2.8.12 HARQ
One of the architecture decisions made in 3GPP was to exclude ARQ functionality
from the Core Network Serving Gateway and to terminate ARQ in UE and eNodeB.
This leads to the question of whether E-UTRAN should use only a single (H)ARQ
protocol or a two-layer approach with HARQ and ARQ located at the RLC layer on
top. It can be shown that achieving the required reliability with a single HARQ layer
can be very costly in terms of resources needed for HARQ feedback. Thus, it has
been decided that a two-layered ARQ/HARQ approach was the best way of
achieving both high reliability and low resource cost for the ARQ/HARQ feedback.
Figure 4.33 Link Adaptation Principle
Considering that (H)ARQ in E-UTRAN is terminated in the eNodeB, using only one
HARQ protocol to ensure reliability may be attractive, as a second protocol may add
complexity, additional control signalling overhead, and harmful protocol
interactions.
However, this approach suffers from some drawbacks, i.e. from the robustness
constraint on the HARQ feedback mechanism so as to obtain the expected error rate
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( 610 ). Since the end-to-end RTT (Round Trip Time) needs to be low to achieve a
high throughput, it is desirable to have fast and frequent HARQ feedback to correct
transmission errors as soon as possible. It is natural to consider the same approach
used in HSPA, where a synchronous one-bit ACK/NACK signal is sent every
transmission attempt and the timing of the feedback message is used to identify the
corresponding data transmission, achieving the fastest possible feedback while
minimizing the information in the feedback message.
However, this binary feedback is susceptible to transmission errors and, in particular,
NACK reception errors (i.e. erroneously interpreted as ACKs at the receiver) lead to
data losses at the HARQ layer.
Thus, the reliability of the HARQ layer is bounded by the error rate of the feedback
and not the error rate of the data transmission and it is costly to achieve a sufficient
HARQ feedback reliability for the frequently transmitted feedback message, as the
transmitter power requirements are high due to channel fading and the constraint that
a single bit cannot be protected with good Forward Error Correction (FEC) codes.
One solution for achieving a higher reliability without excessive expenditure on
HARQ feedback is to apply a second layer of ARQ on top of the MAC HARQ layer,
e.g. to use an RLC (Radio Link Control) Acknowledged Mode, as done for HSPA.
Note that in this case, the second ARQ layer is mainly responsible for correcting
error events due to HARQ feedback errors and not transmission errors themselves.
One main benefit of the additional ARQ protocol is that it provides a much more
reliable feedback mechanism based on asynchronous status reports with explicit
sequence numbers that are protected by a cyclic redundancy check (CRC).
This implies that the receiver of the status report can detect any errors in the report
through the CRC. The reliable transmission of the feedback information is further
enhanced in several ways. First, the status messages are protected by turbo codes.
Secondly, HARQ is also applied to status messages. Thirdly, the status messages are
accumulative. Even if the transmission of a status report fails, the subsequent status
includes the information of the lost one.
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To sum up, the considerations provided in this section lead to the following ARQ
concept for E-UTRAN downlink:
 HARQ handles transmission errors and uses binary, synchronous feedback.
 The HARQ retransmission unit is a transport block that may contain data
from more than one radio bearer (MAC multiplexing).
 ARQ handles residual HARQ errors, i.e. it retransmits data for which the
HARQ process failed.
 ARQ retransmission unit is an RLC PDU.
 RLC performs segmentation or concatenation according to scheduler
decisions. An RLC PDU contains either a segment of a Service Data Unit
(SDU), a complete SDU, or it may contain data of several SDUs
(concatenation).
 In the case of no MAC multiplexing, there is a one-to-one mapping between
HARQ and ARQ retransmission units.
 RLC performs in-order delivery to higher layers.
In the downlink, the current working assumption is to use an adaptive, asynchronous
HARQ scheme based on incremental redundancy (IR) for E-UTRAN. On the basis of
the CQI reports from the UEs, the scheduler in NodeB selects the time of the
transmission and the transmission attributes for the initial transmission and the
retransmissions.
4.2.8.13 Downlink Packet Scheduling
The Node B scheduler (for unicast transmission) dynamically controls which
time/frequency resources are allocated to a certain user at a given time. Downlink
control signalling informs UE(s) what resources and respective transmission formats
have been allocated. The scheduler can dynamically choose the best multiplexing
strategy from the available methods, e.g. localized or distributed allocation.
Obviously, scheduling is tightly interacting with link adaptation and HARQ. The
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decision of which user transmissions to multiplex within a given subframe may, for
example, be based on:
 Minimum and maximum data rate.
 Available power to share among mobiles.
 BER target requirements according to the service.
 Latency requirement, depending on the service.
 Quality of Service parameters and measurements
 Payloads buffered in the Node-B ready for scheduling,
 Pending retransmissions,
 CQI (Channel Quality Indicator) reports from the UEs.
 UE capabilities.
 UE sleep cycles and measurement gaps/periods.
 System parameters such as bandwidth and interference level/patterns, etc.
Methods to reduce the control signalling overhead, e.g. pre-configuring the
scheduling instants (persistent scheduling for applications like VoIP, for instance)
and grouping for conversational services, should be considered.
Due to signalling constraints, only a given number of mobiles can be scheduled on
the same TTI (e.g. eight).
Figure 4.34 illustrates the interactions between the different entities involved in
packet scheduling (PS), which are located at the base station (eNodeB) in order to
facilitate fast channel-dependent scheduling in shortening the round trip delay. The
basic time–frequency resource available for data transmission is the physical
resource block (PRB), which consists of a fixed number of adjacent OFDM
subcarriers and represents the minimum scheduling resolution in the frequency
domain. The Packet Scheduler is the controlling entity in the overall scheduling
process. It can consult the Link Adaptation (LA) module to obtain an estimate of the
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supported data rate for certain users in the cell, for different allocations of PRBs. LA
may utilize frequency-selective CQI feedback from the users, as well as Ack/Nacks
from past transmissions, to ensure that the estimate of supported data rate
corresponds to a certain BLER target for the first transmissions. Further, the offset
calculation module in the link-adaptation process may be used to stabilize the BLER
performance in the presence of LA uncertainties. It provides a user-based adaptive
offset on a subframe interval that is applied to
Figure 4.34 A Packet-Scheduling Framework
the received CQI reports in order to reduce the impact of biased CQI errors on LA
performance. The aim of the scheduler is to optimize the cell throughput for the
given load condition under the applied scheduling policy in time and frequency. The
HARQ manager provides buffer status information as well as transmission format of
the pending HARQ retransmissions.
Among the possible scheduling policies, it can be mentioned the:
 Fair allocation scheme in which each mobile (in DL or UL) is allocated the
same amount of available PRBs. The number of allocated PRBs per UE
changes only when the number of UE in the cell changes (handover).
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 Proportional allocation scheme in which the user bandwidth is adapted to the
changing channel conditions while trying to match the signal-to-noise ratio
by means of power control.
It can also be noted that the interference system in the frequency domain is somehow
highly dependent on the way the spectrum is used in the respective cells of the
network. Frequency planning tricks close to the ones well known in FDMA/TDMA
systems – like GSM – may be valid, including efficient packet scheduling under
fractional re-use of the spectrum, e.g. the whole spectrum is not used in the whole
system in case of lack of traffic, to decrease cell edge interference.
4.2.8.14 Cell Search and Acquisition
Cell search is the procedure by which a UE acquires time and frequency
synchronization with a cell and detects the cell identity of that cell. E-UTRAN cell
search is assumed to be based on two signals (‘channels’) transmitted in the
downlink: the ‘SCH’ (Synchronization Channel) and the ‘BCH’ (Broadcast
Channel), which is a transport channel carried by the PBCH.
The SCH (primary and secondary) enable acquisition of the symbol timing and the
frequency of the downlink signal.
The BCH carries cell/system-specific information (like for 3G/UTRAN). Indeed, the
UE must acquire at least:
 The overall transmission bandwidth of the cell.
 Cell ID.
 Radio frame timing information when this is not directly given by the SCH
timing (SCH can be transmitted more than once every radio frame).
 Information regarding the antenna configuration of the cell (number of
transmitter antennas).
 Information regarding the BCH bandwidth (multiple transmission bandwidths
of the BCH can be defined).
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 CP length information regarding the subframe in which the SCH and/or BCH
are transmitted.
4.2.8.14.1 SCH and BCH Timing Arrangement
The SCH and the BCH bursts are transmitted once or several times in a 10-ms radio
time frame and their respective numbers may not be the same (more SCH bursts than
BCH ones). The BCH is placed at a well defined time instant after/before the
downlink SCH by the time delay/advance of τ. The optimum number of SCH/BCH 
bursts depends on the cell detection time specification.
Figure 4.35 The multiple bandwidth problem
SCH symbols are always placed in the same place within a subframe, i.e. the two last
symbols of the subframe. The reason is to ease the post-detection process (averaging
of multiple periodic detections).
4.2.8.14.2 Frequency Arrangement
The main problem faced is related to the multiplicity of possible supported
bandwidths (Figure 4.35). Indeed, E-UTRAN offers system flexibility by supporting
systems and UEs of multiple bandwidths.
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This introduces a challenge in synchronization and bandwidth detection. The chosen
solution is that the SCH and the BCH symbols are placed at the center of the
transmission bandwidth. The simplified process is then the following one as shown in
Figure 4.36:
 The UE detects the central part of the spectrum, regardless of the
transmission bandwidth capability of the UE and that of the cell site.
 The UE moves to the transmission bandwidth according to the UE capability
of the actual communication.
The bandwidth used to transmit the SCH is set to 1.25MHz (72 subcarriers),
whereas, for diversity reasons, the BCH may use a bandwidth of 1.25 or 5MHz.
Figure 4.36 The cell search algorithm
4.2.8.14.3 Transmit Diversity Arrangement
As the SCH is the first physical channel for a UE to acquire, it must be received
without a priori knowledge of the number of transmitter antennas of the cell. Thus,
transmit diversity methods that do not require knowledge of the number of transmit
antennas can only be considered [e.g. time-switched transmit diversity (TSTD),
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frequency switched transmit diversity (FSTD), and delay diversity including cyclic
delay diversity (CDD)].
These diversity schemes can also be considered for the BCH in order to improve the
packet error rate (PER). Moreover, should the configuration of the transmitter
antennas of the cell be provided using the SCH or reference symbols, block code-
based transmit diversity can be considered for BCH.
4.2.8.14.4 SCH Signal Structure and Cell Search Procedure
Two principal structures of the SCH have been discussed by the 3GPP, depending on
whether the synchronization acquisition and the cell ID detection are obtained from
the different SCH signals (hierarchical SCH, like in UTRA), or from the same SCH
signal (nonhierarchical SCH). Performances criteria in terms of time, complexity and
overhead will drive the need for such and such SCH. The last decision of 3GPP tends
to prefer a hierarchical structure of SCH, like the one described below.
Independently of the SCH structure, the basic cell search procedure is provided in
Figure 4.37.
 SCH symbol timing detection can be performed by several correlation
methods, depending on the type (hierarchical or not) of the received SCH.
 Radio frame timing detection can be done on the SCH or can be obtained by
decoding the BCH.
Figure 4.37 The cell search procedure
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 The cell ID identification can be indicated directly by the SCH sequence, or
the SCH sequence can indicate a group of cell IDs, on which an exhaustive
search can be done, as in 3G/UTRAN.
Figure 4.38 provides the downlink physical channels for synchronization of the
mobile and system parameters acquisition.
From a hierarchical structure point of view, the SCH may consist of two signals: the
primary SCH (P-SCH), used to obtain subframe level synchronization, and the
secondary synchronization signal (S-SCH), used to obtain frame level
synchronization.
The initial cell energy detection (closest cell) and subframe synchronization is done
through correlation (matched filter) with a sequence selected among three different
ones on the primary SCH which is transmitted over the centre 72 subcarriers on the
last slots 0 and 10 in the first and sixth subframe of each frame.
Figure 4.38 The physical channel roles for sysnchronization and system parameters
acquisition.
The secondary SCH is transmitted over the centre of 72 subcarriers on the second to
last symbol of slots 0 and 10 in the first and sixth subframe of each frame. This
signal in every cell carries the one among the 170 unique cell group identifiers,
which are basically pseudo-random sequences. Once the UE tunes into one of these
170 sequences, the UE is subframe and frame synchronized.
Then, the mobile has still to decode the broadcast channel BCH (PBCH) information
to find the cell identifiers that are sent by the reference signal. The secondary SCH
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are arranged so that each sequence maps to a cell group identifier of three cell-
specific identifiers; therefore, once the frame synchronization is obtained, there are
only three cell-specific possible identifiers (0,1 or 2 are the indexes of the cell
identity group).
The primary synchronization signal is generated from a frequency-domain Zadoff-
Chu sequence. The primary synchronization signal is transmitted on 72 active
subcarriers, centered on the DC subcarrier according to
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where the Zadoff-Chu root sequence index u is 25, 29 or 34 if the cell identity group
is 0, 1 or 2, respectively.
The mapping of the primary synchronization signal depends on the frame structure.
For frame structure type 1, the primary synchronization signal d(n) is only
transmitted in slots 0 and 10 and shall be mapped to the resource elements according
to
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Resource elements (k, l) in slots 0 and 10 where
66,63,62,1,...,4,5,1,
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are reserved and not used for transmission of the primary synchronization signal. For
frame structure type 2, the primary synchronization signal is transmitted in the
DwPTS field. The second synchronization signal d(n) is a binary sequence. The
sequence used for the second synchronization signal is an interleaved concatenation
of two length-31 binary sequences obtained as cyclic shifts of a single length-31M
sequence generated by 125  xx . The concatenated sequence is scrambled with a
scrambling sequence given by the primary synchronization signal.
111
The secondary synchronization signal is transmitted on 72 active subcarriers,
centered on the DC subcarrier. The mapping of the secondary synchronization signal
depends on the frame structure. For frame structure type 1, the secondary
synchronization signal d(n) shall be mapped to the resource elements according to
61,...,0,2,
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Resource elements (k,l) in slots 0 and 10, where
66,...,63,62,1,...,4,5,2,
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are reserved and not used for transmission of the secondary synchronization signal,
where 2 DLsymblNl . The secondary synchronization signal is transmitted in and only
in slots where the primary synchronization signal is transmitted.
For frame structure type 2, the secondary synchronization signal is transmitted in the
last OFDM symbol of subframe 0.
The BCH then carries the system information: the physical layer parameters (e.g.
bandwidth), system frame number (SFN), scheduling information of the most
frequently repeated scheduling unit (a group of system information which has the
same periodicity): network identities, tracking area code, cell identity, cell baring
status, scheduling information of other scheduling unit, etc.
4.2.8.15 Methods of Limiting the Inter-Cell Interference
To make the best use of the whole available spectrum and limit the complexity of
frequency planning, it is planned usually to use the whole spectrum in any cell, i.e.
the re-use factor is set to 1. However, granted that in that case, the cell edge users
may suffer from interference of the neighbouring cells, some approaches to mitigate
these interferences may be required. Three approaches to inter-cell interference
mitigation, not necessarily mutually exclusive, are being considered:
 Inter-cell-interference randomization. Methods considered for inter-cell-
interference randomizations include: cell-specific scrambling [or applying
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(pseudo) random scrambling after channel coding/interleaving], cell-specific
interleaving [also known as Interleaved Division Multiple Access (IDMA)]
and a third method, which consists of applying different kinds of frequency
hopping.
 Inter-cell-interference cancellation. Fundamentally, inter-cell-interference
cancellation aims at interference suppression at the UE beyond what can be
achieved by just exploiting the processing gain. For instance, spatial
suppression by means of multiple antennas at the UE can be considered.
interference cancellation based on detection/subtraction of the intercell
interference also. One example is the application of cell-specific interleaving
(IDMA) to enable inter-cell-interference cancellation.
 Inter-cell-interference coordination/avoidance. Based on measurements
performed by the UE and communicated to the NodeB (CQI, path loss,
average interference, etc.) and on measurements performed by different
network nodes and exchanged between them (which requires inter-eNodeB
synchronization) a better downlink allocation can be done to mitigate
interferences. For instance, soft frequency re-use (Figure 3.55) can be
achieved. This consists of having, for the cell edge users, a primary band with
a frequency re-use pattern of 1/3, for example, served by high-power
transmission with a good SNR, and a secondary band for the cell center users
with the remaining spectrum and power.
Figure 4.39 Soft Frequency Re-use.
4.2.8.15.1 The IDMA Scheme
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This scheme is a new scheme proposed for E-UTRAN: Interleave Division Multiple
Access (IDMA) as a way to mitigate the inter-cell interference (ICI) in a downlink
EUTRA system. The principle of IDMA is to employ distinct interleaving patterns in
the neighbouring cells so that the UE can distinguish the cells by means of cell-
specific interleavers. IDMA has a similar characteristic, with scrambling in
whitening ICI when the traditional ‘single-user (NodeB)’ receiver is used.
Figure 4.40 illustrates the use of IDMA in the downlink case, in which UE1 and UE2
are respectively served by NodeB1 and NodeB2 but allocated the same time–
frequency resource (chunk). Suppose NodeB1 interleaves the signal for UE1 with
interleaving pattern1, while NodeB2 interleaves the signal for UE2 with interleaving
pattern2 (different from pattern1), then UE1 (UE2) may distinguish the signals from
the two NodeBs by means of different interleavers.
4.2.8.15.2 IDMA with Iterative Receiver
Let us assume that the UEs can perform an iterative decoding of information coming
both from Stations 1 and 2.
Station2-TX jams UE1-RX with signals for UE2-RX
Station1-TX jams UE2-RX with signals for UE1-RX
Figure 4.40 Using IDMA to suppress inter-cell interference.
In the case of using the single-cell receiver, the interference from the other NodeB
will be whitened to noise. When iterative multi-cell receiver is used, the interference
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could be effectively cancelled. Note that IDMA can be employed not only between
neighbouring NodeBs, but also potentially between neighbouring sectors.
The iterative multi-cell receiver is based on the interference cancellation and iterative
decoding. Let us briefly consider a two-cell case. In the first iteration, the single-user
decoding is performed for Cell 1. Assuming, after the decoding, a given information
bit in the frame is relatively unreliable [log-likelihood ratio (LLR) is small]. Then,
the information bits are re-encoded. Thus, the unreliable information bit is converted
into a given number of N unreliable code bits. The N unreliable code bits are
scrambled to distributed positions after re-interleaving for Cell 1. Then, the Cell 2
signal is obtained by subtracting the Cell 1 from the received signal. After the
interference subtraction, the N unreliable bits in the Cell 1 frame are affecting the
corresponding bits in the Cell 2 frame, but then the Cell 2 signal is fed to the de-
interleaver of Cell 2. If the two cells used the same interleaver pattern, the N
unreliable bits would be reassembled together. However, if IDMA is used, Cell 2 is
employing a different interleaver pattern from Cell 1. Hence, the N unreliable bits in
the frame will be scrambled to another series of distributed positions, providing at
the second iteration a good estimation of the N bits that were previously doubtful.
4.2.8.16 Downlink Physical Layer Measurements
This paragraph deals with the important subject of measurements performed by the
UE on the downlink. These measurements are useful for scheduling purpose and
mobility management.
4.2.8.16.1 Scheduling
The UE has to report to the Node B the channel quality of one resource block or a
group of resource blocks in the form of a CQI. This CQI is measured on a multiple of
25 or 50 subcarriers’ bandwidth and is a key parameter to tune the following:
 Time/frequency-selective scheduling.
 Link adaptation.
 Interference management.
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 Power control of downlink physical channel.
4.2.8.16.2 Mobility
The classical functions of mobility are based on measurements so as to be able to
perform the following:
 The PLMN selection according to their quality.
 The cell selection and reselection. (Detection of the most suitable cells.)
 The handover decision, including intra-frequency handover (the measurement
are made on a same carrier frequency band or the UE at least receives the
common channel of the target cell) or inter-frequency handover (the
measurements are made on a different carrier frequency band or the UE at
least does not receive the common channel of the target cell) or even inter-
RAT handover. Classically, the UE has to perform enough uplink/downlink
idle periods to efficiently manage the measurements on the serving cell and
its neighbourhood.
4.2.9 Uplink Scheme: SC-FDMA (FDD/TDD)
4.2.9.1 Uplink Physical Channel and Signals
An uplink physical channel corresponds to a set of resource atoms carrying
information originating from higher layers. The following uplink physical channels
are defined (Figure 4.41):
 Physical Uplink Shared Channel, PUSCH, used for uplink shared data
transmission.
 Physical Uplink Control Channel, PUCCH. The PUCCH shall be transmitted
on a reserved frequency region in the uplink. It is used to carry ACK/NACK,
CQI for downlink transmission and scheduling request for uplink
transmission.
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 Physical Random Access Channel, PRACH. An uplink signal is used by the
physical layer but does not carry information originating from higher layers.
The following uplink physical signals are defined:
 Reference signal.
4.2.9.2 SC-FDMA
The basic uplink transmission scheme is single-carrier transmission (SC-FDMA)
with cyclic prefix to achieve uplink inter-user orthogonality and to enable efficient
frequency–domain equalization at the receiver side. Frequency–domain generation of
the signal, sometimes known as DFT-SOFDM (Discrete Fourier Transform Spread
Orthogonal Frequency Division Multiplex), is assumed and illustrated in Figure 4.41.
This allows a relatively high degree of commonality with the downlink OFDM
scheme and the same parameters, e.g. clock frequency, can be re-used.
The subcarrier mapping determines which part of the spectrum is used for
transmission by inserting a suitable number of zeros at the upper and/or lower end in
Figure 3.59. Between each DFT output, sample L-1 zeros are inserted. A mapping
with L=1 corresponds to localized transmissions, i.e. transmissions where the DFT
outputs are mapped to consecutive subcarriers. With L>1, distributed transmissions
happens, which is considered as a
Figure 4.41 The Uplink Physical Channels.
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Figure 4.42 Transmitter Structure For SC-FDMA.
complement to localized transmissions for additional frequency diversity. However,
although distributed mapping was planned originally for uplink, recent
standardization decisions will only allow a localized mapping and the frequency
diversity can be obtained via intra or inter-TTI frequency hopping.
The physical mapping to the N available subcarriers per one DFT-SOFDM symbol
in the RF spectrum shall be performed as illustrated in Figure 4.42, where cf is the
carrier frequency and where the transmission BW is 1.4/3.5/5/10/15/20MHz, and N is
75/150/300/600/900/1200, and nN is 38/75/150/300/450/600, respectively.
4.2.9.3 Uplink Subframe Structure
As for the downlink, there are also two types of frame structure: type 1 and type 2,
designed for compatibility purposes with the LCR UTRA TDD.
The transmitted signal in each slot is described by the contents of ULsymbN SC-FDMA
symbols, numbered from 0 to 1ULsymbN . Each SC-FDMA symbol carries multiple
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Figure 4.43 Localized Mapping And Distributed Mapping.
Figure 4.44 Uplink slot format (type 1 frame structure).
complex-valued modulation symbols lua , representing the contents of resource
element (u,l), where u is the time index within the SC-FDMA symbol l.
For the type 1 frame structure, all SC-FDMA symbols are of the same size. The
uplink slot structure for the type 1 frame structure is illustrated in Figure 4.44.
For the type 2 frame structure, SC-FDMA symbol 1 and NUL symb_2 are denoted
by short SCFDMA symbols, used to carry the uplink demodulation reference signals.
The uplink slot structure for the type 2 frame structure is illustrated in Figure 4.45.
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The number of SC-FDMA symbols in a slot depends on the cyclic prefix length
configured by higher layers and is given in Table 4.3.
In the case of type 2 frame structures, the long symbols are used for control and/or
data transmission, while the short ones are used for reference signals (pilot symbol
for coherent demodulation and control and/or data transmission).
The basic TTI duration is twice the slot duration, i.e. 1 ms, containing 12 long
OFDM symbols; however, as for the downlink, several subframes can be
concatenated to offer longer TTI to potentially reduce higher layer protocol overhead
(IP packet segmentation, RLC-MAC header, etc.). This TTI duration can be
dynamically adjusted through higher layer signalling in a semi-static way or
controlled by the eNodeB in a more dynamic way in order to improve HARQ
process, for instance.
Dealing with the size in terms of number of occupied subcarriers or samples for both
types of blocks, a long block is consuming twice the number of subcarriers or
samples as a short one.
Each block is separated by a cyclic prefix, whose duration depends on the total
available bandwidth. A longer cyclic prefix is called an ‘extended cyclic prefix’.
Figure 4.45 Uplink slot format (type 2 frame structure).
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4.2.9.4 Resource Grid
The transmitted signal in each slot is described by a resource grid of RBsc
UL
RB NN
subcarriers and ULsymbN SC-FDMA symbols. The quantity
UL
RBN depends on the uplink
transmission bandwidth configured in the cell and shall fulfill 1106  ULRBN . Only
the resources grid of type 1 is provided in Figure 4.46.
Similarly to the downlink, each element in the resource grid is called a resource
element and is uniquely defined by the index pair (k,l) in a slot where k and l are the
indices in the frequency
Table 4.3 Resource block parameters
_________________ ULsymbN ________________
Configuration RBscN Frame structure type 1 Frame structure type 2
Normal cyclic prefix 12 7 9
Extended cyclic prefix 12 6 8
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Figure 4.46 Uplink slot format (frame structure type 1)
and time domains, respectively. Resource element (k,l) corresponds to one complex-
valued modulation symbol lka , where k =0,…, 1
RB
sc
UL
RB NN and l = 0,…, 1
UL
symbN .
Modulation symbols lka , corresponding to resource elements not used for
transmission of a physical channel or a physical signal in a slot shall be set to zero.
A resource block is defined as ULsymbN consecutive SC-FDMA symbols in the time
domain and RBscN consecutive subcarriers in the frequency domain, where
UL
symbN and
RB
scN are given in Table 4.3. A resource block in the uplink thus consists of
UL
symbN x
RB
scN resource elements, corresponding to one slot in the time domain and 180 kHz in
the frequency domain. Assuming the TTI is 1 ms, the basic uplink resource units are:
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 Frequency resources: 12 subcarriers = 180 kHz.
 Symbols: 1 ms. 180 kHz = 14 OFDM symbols x 12 subcarriers=168
modulation symbols.
At the opposite of the downlink, no unused subcarrier is defined as the DFT based
precoding reduces the PAPR impact of it, spreading it over the M modulation
symbols.
4.2.9.5 PUSCH Physical Characteristics
The following general steps can be identified for transmission of the physical uplink
shared channel (Figure 4.47):
 Scrambling.
 Modulation of scrambled bits to generate complex-valued symbols.
 DFT-precoding to generate complex-valued modulation symbols.
 Mapping of complex-valued modulation symbols to resource elements.
 Generation of complex-valued time–domain SC-FDMA signal for each
antenna port.
4.2.9.5.1 Scrambling
If scrambling is configured, the block of bits b(0), . . . ,b( bitM -1), where bitM is the
number of bits to be transmitted on the physical uplink shared channel, shall be
scrambled with a UE-specific scrambling sequence prior to modulation, resulting in a
block of scrambled bits c(0), . . . , c( bitM -1).
4.2.9.5.2 DFT-Precoding
The block of complex-valued symbols d(0),...,d( symbM -1) is divided into scsymb MM /
sets, each corresponding to one SC-FDMA symbol. DFT-precoding shall be applied
according to
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1,...,0  scMk
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Figure 4.47 Overview of uplink physical channel processing
resulting in a block of complex-valued modulation symbols z(0),..., z( symbM -1). The
variable scM represents the number of scheduled subcarriers used for PUSCH
transmission in an SC-FDMA symbol and shall fulfill
UL
RB
RB
sc
RB
scsc NNNM .5.3.2. 532 
 (4.36)
where 2 , 3 , 5 is a set of non-negative integers.
4.2.9.5.3 Modulation Scheme
The supported uplink modulation schemes are QPSK, 16 QAMand 64 QAM. The
PUSCH can be QPSK, 16-QAM or 64-QAM modulated.
4.2.9.5.4 Mapping
The block of complex-valued symbols z(0), . . . , z( symbM -1) shall be multiplied with
an amplitude scaling factor named PUSCH and mapped in sequence starting with z(0)
to resource blocks assigned for transmission of PUSCH. The mapping to resource
elements (k,l) not used for transmission of reference signals shall be in increasing
order of first the index k and then the index l, starting with the first slot in the
subframe. The index k is given by
1(.)(.),..., 00  schophop Mfkfkk (4.37)
Scrambling
Modulation
Mapper
DFT
Precoder
Resource
Element
Mapper
SC-FDMA
Signal Gen.
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where (.)hopf denotes the frequency-hopping pattern and 0k is given by the
scheduling decision.
Frequency hopping provides additional frequency diversity, assuming that the hops
are in the same order or larger than the channel coherency bandwidths.
4.2.9.6 PUCCH Physical Characteristics
4.2.9.6.1 Scrambling
This process is identical to the PUSCH case.
4.2.9.6.2 Modulation
The physical uplink control channel, PUCCH, carries uplink control information.
The PUCCH is never transmitted simultaneously with the PUSCH.
The physical uplink control channel supports multiple formats, as shown in Table
4.4, but only BPSK and QPSK modulations are supported, depending on the PUCCH
format.
Table 4.4 Slot formats supported by the PUCCH.
The scrambled signal c(0),..., c( bitM -1) is modulated according to Table 3.10,
depending on its format, to provide d(0),..., d( symbM _1); the result is multiplied bit
per bit with two sequences, respectively, for PUCCH formats 0 and 1 and one
sequence only for PUCCH format 2. For the former case, there are a first cyclically
shifted length 12ZCN Zadoff-Chu sequence )(iZc and a second orthogonal
sequence w(i), depending on the mobile.
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This signal aims to provide a high orthogonality between the respective signalling
channels of all the mobiles in the cells. For frame structure type 1, the w sequence is
four length-4 Hadamard sequences.
The result )().().( iwiZid c is mapped to resource elements assigned for transmission
of PUCCH. For PUCCH format 2, the modulated signal is only modulated by the
cyclically shifted base sequence.
4.2.9.6.3 Mapping
The block of complex-valued symbols z(i) shall be mapped in sequence starting with
z(0) to resource elements assigned for transmission of PUCCH. The mapping to
resource elements (k,l) not used for transmission of reference signals shall start with
the first slot in the subframe. The set of values for index k shall be different in the
first and second slots of the subframe, resulting in frequency hopping at the slot
boundary.
4.2.9.7 Uplink Multiplexing Including Reference Signals
As already discussed, the channel-coded, interleaved and data modulation
information can be arranged on a given number of resources units (RU), each being
localized (LRU) or distributed (DRU). A localized LRU consists of M consecutive
subcarriers during N long blocks. A distributed LRU consists of M equally spaced
nonconsecutive subcarriers during N long blocks.
With M=25 (other choices are possible), we have Table 4.5.
Several RUs can be assigned by the NodeB to the UE. In the case of LRU, the
allocation should be contiguous in the frequency domain.
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Table 4.5 Number of resource units, dependent on bandwidth
4.2.9.8 Reference Signals
As for the downlink, the reference signals are basically used by the eNodeB for
channel estimation purposes and quality estimation for packet scheduling. Reference
signals are transmitted within the two short symbols or ‘blocks’ of the slot, which are
time-multiplexed with long ‘blocks’ and with an instantaneous bandwidth equal to
the bandwidth of the data transmission. Multi-antenna mobiles may require multiple
orthogonal reference signals for MIMO purposes, but can also be allocated to
different UEs controlled by the same eNodeB.
Therefore, two types of uplink reference signals are supported:
 Demodulation reference signal, associated with transmission of uplink data
and/or control signalling.
 Sounding reference signal, not associated with uplink data transmission with
a much larger bandwidth than the former.
The same set of base sequences is used for demodulation and sounding reference
signals.
The reference signals can be transmitted in a distributed or localized way. In the
nominal case, the orthogonality between uplink reference signals can be achieved in
the Frequency Domain (FDM), but it could be also done in the code domain, i.e.
several reference signals could be Code Division Multiplexed (CDM) on a
contiguous subcarriers set. The uplink reference signals are based on well known
CAZAC sequences, leading to minimum intercorrelation products. Various phase
shift of a single CAZAC sequence may be also used as a way of multiplexing the
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reference signals in the code domain. Within neighbours cells, the uplink reference
signals should be based on different ZC sequences.
A combination of the two above-mentioned methods may also be used.
The base sequence )1(),....,0( RSscMrr of length
RS
scM is defined by a time–domain
cyclic shift in the frequency–domain truncated or extended Zadoff-Chu sequence.
Note that different cyclic shifts can be used in different slots of a subframe.
The cyclic shift to use in the first slot of the subframe is given by the uplink
scheduling grant in the case of multiple shifts within the cell.
Demodulation reference signals for PUSCH and PUCCH and sounding reference
signals are constructed from the base sequence.
Such or such method of multiplexing the reference signals will be selected,
depending on the scenario of the mobile spectrum allocation (same band or not),
eNodeB selection, and also antenna configuration (MIMO).
4.2.9.9 Multiplexing of L1/L2 Control Signalling
The uplink channel carries three types of information:
 The data.
 The data-associated signalling mandatory for uplink data demodulation. This
includes the transport format or the HARQ information (retransmission
sequence number for synchronous HARQ or hybrid ARQ process number,
redundancy version, etc. in the case of asynchronous ARQ).
 The signalling nonassociated to data, like, for instance, the information
associated with the downlink transmission, such as the downlink CQI
(Channel Quality Indicator), ACK/NACK due to downlink transmissions and
scheduling request for uplink transmission assigned by the eNodeB,
Synchronous or asynchronous random access and MIMO-related feedback
information if required.
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All of this information is time-multiplexed within the subframe and then mapped in
the time–frequency plan. From a frequency point of view, information of various
types can be time-multiplexed on a given subcarrier part of a resource unit. For
instance, the frequency resources can successively carry the pilot, some control
information for multiple UEs, some data for a given set of UEs, etc.
From a time perspective, information of various types can be frequency-multiplexed
on subframe duration. For instance, some control information for multiple UEs,
some data for a given set of UEs and multiple pilots can be transmitted at the same
time on several resource units.
4.2.9.10 Channel Coding and Physical Channel Mapping
Channel coding is based on UTRAN release 6 turbo-coding schemes, i.e. turbo code
with R=1/3. Other FEC (Forward Error Correction) schemes are also envisaged to
cope with additional E-UTRAN requirements, like codes polynomial for lower rates
or repetition coding for higher processing gain. This is similar to the downlink.
4.2.9.11 SC-FDMA Signal Generation
The SC-FDMA symbols in a slot shall be transmitted in increasing order of l. The
timecontinuous signal )(ts l in SC-FDMA symbol l in an uplink slot is defined by
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for slCP TNNt  )(0 , where  2/)( RBscULRB NNkk  . The variable N=2048 and
Δf =15kHz.
Table 4.6 lists the values of lCPN , that shall be used for the two frame structures.
Note that different SC-FDMA symbols within a slot may have different cyclic prefix
lengths. For frame structure type 2, note that the SC-FDMA symbols do not fill all
uplink subframes completely, as the last part is used for the guard interval.
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4.2.9.12 The Random Access Channel
As mentioned, the process can be synchronized or non-synchronized. In the non-
synchronized case, the random access burst is transmitted with no prior
synchronization of the uplink with respect to eNodeB. The minimum used bandwidth
is 1.25MHz. In the frequency domain, the random access burst occupies a bandwidth
corresponding to 72RABWN subcarriers for both frame structures. Higher layers
configure the location in frequency of the random access burst.
Table 4.6 SC-FDMA parameters.
Figure 4.48 Random access preamble format.
4.2.9.13 Scheduling
Downlink control signalling informs UE(s) about resources and respective
transmission formats to be allocated. The decision of which user transmissions to
multiplex within a given subframe may, for example, be based on:
 Type of required services (BER, min and max data rate, latency, etc.).
 Quality of Service parameters and measurements.
 Pending retransmissions.
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 Uplink channel quality measurements.
 UE capabilities.
 UE sleep cycles and measurement gaps/periods.
 System parameters such as bandwidth and interference level/patterns, etc.
The states of buffers inside the mobiles are unknown to the eNodeB; therefore, the
scheduling cannot be based also on this type of information, as for the downlink.
However, some time–frequency resources can be allocated for contention-based
access. Within these time–frequency resources, UEs can transmit without first being
scheduled. As a minimum, contention-based access should be used for random-
access and for request-to-bescheduled signalling.
In unpaired spectrums, system capacity may be improved through the use of
localized FDMA contention-based access channels. The UE may select the access
channel based upon knowledge of the channel state information measured on a recent
downlink subframe.
4.2.9.14 Link Adaptation
In a large sense, the uplink link adaptation process deals, according to the radio
channel conditions, with the following:
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Figure 4.49 The Uplink Link Adaptation Process
 Adaptive transmission bandwidth.
 Transmission power control.
 Adaptive modulation and channel coding. The same coding and modulation is
applied to all resource units assigned to which the same L2 PDU is mapped
on the shared data channel scheduled for a user within a TTI.
Therefore, the global scheme for uplink link adaptation can be seen in Figure 4.49.
4.2.9.15 Uplink HARQ
As for the downlink case, there are two levels of retransmissions for providing
reliability, namely the Hybrid Automatic Repeat reQuest (HARQ) at the MAC layer
and an outer ARQ at the RLC layer. The outer ARQ is required to handle residual
errors that are not corrected by HARQ that is kept simple by the use of a single bit
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error-feedback mechanism. An N-process stop-and-wait HARQ is employed that has
synchronous retransmissions in the UL.
Thus, in the current standard for the uplink, a synchronous, nonadaptive HARQ is
used for SC-FDMA on the uplink of E-UTRAN. The main advantages of
synchronous nonadaptive HARQ are:
 Reduced control signaling.
 Lower complexity for HARQ operation.
 The possibility of soft-combining control information.
In the case of synchronous HARQ, the uplink attributes of each of the
retransmissions may remain the same as for the first transmission. [9]
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5. 4G Vendors and Products
5.1 Core Network Solution for LTE
5.1.1 Huawei Solutions
Huawei MME and PGW solution supports multiple variants depending on the needs
and requirements set by the operator. The MME and SGSN can be provided either as
part of a combined SGS/MME or as a standalone MME. As MME PGW solution
supports multiple variants depending on the needs and requirements set by the
operator. Available Huawei products in Huawei portfolio are Huawei UGW9811
MME and Huawei USN9810 PGW. [13]
5.1.2 NSN Solutions
NSN MME and PGW solution supports multiple variants depending on the needs
and requirements set by the operator. The MME and SGSN can be provided either as
part of a combined SGS/MME or as a standalone MME. MME PGW solution
supports multiple variants depending on the needs and requirements set by the
operator. Available NSN products in NSN portfolio are NSN Flexi NS MME and
NSN Flexi NS PGW.[18]
5.1.3 E/// Solutions
The Ericsson core network solution for LTE is designed and optimized to support the
high data volumes and low latency requirements that can be expected from LTE
deployment.
The Ericsson core network solution is based on the 3GPP Release 8 specifications,
and can be realized through an upgrade of existing Ericsson packet core solutions.
Available Ericsson products in Ericsson portfolio are Ericsson SGSN-MME 2009B
and Ericsson GGSN-MPG (PGW).[15]
134
5.2 Radio Network solution for LTE
5.2.1 Huawei Solutions
The DBS 3900 product family consists of a range of different base stations suitable
for any application and any technology. The DBS 3900 Series is a compact site
solution that supports GSM/EDGE, WCDMA/HSPA and LTE in a single package
the DBS 3900 Series products are available in indoor, outdoor and main-remote
packages.
Huawei LTE eNB is implemented using The DBS 3900 BTS. The same System and
RF Modules are used for WCDMA/HSPA and for LTE. Simply by downloading
LTE SW and adding LRRU BTS can be made to operate in LTE mode.[13]
5.2.2 NSN Solutions
The standards baseline for Nokia Siemens Networks Flexi LTE BTS will be 3GPP
Release 8 for FDD. Flexi LTE BTS is fully compliant with the 3GPP Release 8.
LTE RBS Upgrade for combined GSM/LTE and WCDMA/LTE solutions The Nokia
Siemens Networks Flexi LTE BTS Product Family is designed to accommodate all
radio technologies including LTE
Nokia Siemens Networks LTE eNB is implemented using Flexi Multimode BTS.
The same Flexi Multimode System and RF Modules are used for WCDMA/HSPA
and for LTE. Simply by downloading LTE SW the Flexi Multimode BTS can be
made to operate in LTE mode.[18]
5.2.3 E/// Solutions
The RBS 6000 product family consists of a range of different base stations suitable
for any application and any technology.
Ericsson's RBS 6000 platform is a key component of Evo RAN, enables a common
building practice that integrates radio, site power, transport and O&M. This site
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solution is multi-standard radio base station on the market, supporting LTE in FDD
and TDD mode as well as GSM/EDGE and WCDMA/HSPA in a single package.
LTE RBS Upgrade for combined GSM/LTE and WCDMA/LTE solutions The RBS
6000 Product Family is designed to accommodate all radio technologies including
LTE.
The same technology used in the RBS 6000 series is available as an upgrade package
for Ericsson’s installed base of RBS 2000 and RBS 3000 products. Adding an LTE
main-remote capability configuration to an existing RBS 2000 or RBS 3000 can
easily be performed in almost all cases, since the LTE main unit requires very little
space.[16]
5.3 Transport Network Solution for LTE
5.3.1 Huawei Solutions
Huawei transport network family consist of PTN, RTN and OPTIX products series
which supports IP and other transport technologies All Huawei transport products
supports LTE, GSM and WCDMA SW applications.[13]
5.3.2 NSN Solutions
Flexi Multimode BTS interfaces to the backhaul connection are provided by field-
replaceable Flexi Transport sub-modules which are mounted on top of the Flexi
System Module core. All Flexi Transport sub-modules support both LTE and
WCDMA SW applications (multi-radio).
In the basic configuration, Flexi Multimode BTS supports a single IP address for
combined M-plane and U/C-plane. While this feature simplifies network
configuration, more complex addressing options are also supported (separate IPSec
tunnel end point addresses, separate address for M-plane).[18]
5.3.3 E/// Solutions
Ericsson transport network family consist of Ericsson MINI-LINK portfolio and
Ericsson's Marconi LH. Ericsson MINI-LINK portfolio includes both point-to-point
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and point-to-multipoint systems as well as smart nodes under a centralized
management system. It offers the widest range of capacities, frequencies, antennas,
accessories and services available on the market.
The Marconi LH is a long-haul SDH microwave radio system that transmits STM-1
data streams in the 4GHz to 13GHz frequency range. It provides 10xSTM-1s in one
rack and a maximum of 20 STM-1s in two racks using a single antenna. Highly
efficient utilization of the frequency bands is ensured by the 64 MLQAM and 128
MLQAM modulation schemes, in conjunction with a cross-polarization interference
canceller.[17]
5.4 Management System Solutions for LTE
5.4.1 Huawei Solutions
Within Huawei’s telecom management portfolio, Huawei U 2000 Management
System is the main product for GSM, WCDMA and LTE radio and core network
management.[14]
5.4.2 NSN Solutions
Within NSN’s telecom management portfolio, NetAct OSS 5.1 Management System
is the main product for GSM, WCDMA and LTE radio and core network
management. The NSN NetAct OSS Management framework provides both the
capability to act as Element Management System (EMS) for a certain number of
Flexi Multimode BTS or EPC network elements and to be configured as Network
Management System (NMS) for the whole network (access, core, transport) on
regional and national levels (with the help of several underlying multi-vendor, multi-
technology EMSes).
The LTE / EPC network management system based on the NetAct OSS framework
has been designed for scalability, supporting different network sizes. Selected
solutions are inherited from Nokia WCDMA (3G) and developed further to also
support operability of flat network architecture.
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NetAct applications, such as monitoring, reporting, configuration, security
management, inventory, software management, provisioning etc, will be available for
LTE/EPC as they have been for other technology, service and multi vendor domains.
This offers the operator major savings through the reduced need of system
integration and operating cost.[19]
5.4.3 E/// Solutions
Within Ericsson’s telecom management portfolio, OSS-RC is the main product for
GSM, WCDMA and LTE radio and core network management. The prime objective
is service assurance, which is achieved through a wide range of features supporting
all aspects of centralized operation of 2G/3G/LTE networks. Moreover OSS-RC
capabilities go beyond the normal service assurance domain through cutting-edge
functionality developed for certain target areas identified as key for operator
differentiation. The result is therefore not only efficient network management and a
high quality network, but also increased airtime through proactive and focused
operations leading to an optimized network in each phase of its evolution.
OSS-RC is a future proof solution for supporting O&M of existing and future mobile
networks. It provides a state of the art platform and new applications as well as
enhanced applications from previous product generations.[18]
5.5 Roadmaps of Vendors for LTE
5.5.1 Huawei Solutions
As of Q4 2009 Huawei has 3GPP Release 8 Supporting commercial Products on its
portfolio. Basically Mandatory 3GPP RAN functionality is supported by Huawei of
Q2 2010 Huawei will release 3GPP Release 9 Supporting Commercial Products.
Below details of Roadmap of Huawei exist.
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Figure 5.1 Huawei LTE Roadmap
5.5.2 NSN Solutions
As of Q4 2009 NSN has 3GPP Release 8 Supporting commercial Products on its
portfolio. As of Q4 2009 NSN has 3GPP Release 9 Supporting commercial Products.
Basically Mandatory 3GPP RAN functionality is supported by NSN. Below details
of Roadmap of NSN exist.
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Figure 5.2 NSN LTE Roadmap
5.5.3 E/// Solutions
As of Q4 2009 E/// has 3GPP Release 8 Supporting commercial Products on its
portfolio. As of Q2 2010 E/// will release 3GPP Release 9 Supporting commercial
Products on its portfolio. Below details of Roadmap of E/// exist.
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Figure 5.3 E/// LTE Roadmap
Basically Mandatory 3GPP RAN functionality is supported by E///. Optional 3GPP
RAN functionality is supported according to Roadmap.
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6. EARLY TEST RESULTS
Computer simulations of mobile systems are a very powerful tool to assess the
system performance. The ‘real life’ performance can, of course, be measured and
evaluated in the field for an already deployed system and such values represent a
valid example of performance for a certain system configuration. But there are
several advantages with computer simulations:
 Evaluation can be made of system concepts that are not deployed or still
under development such as LTE.
 There is full control of the environment, including propagation parameters,
traffic, system lay-out, etc., and full traceability of all parameters affecting
the result.
 Well controlled ‘experiments’ comparing similar system concepts or parts of
concepts can be done under repeatable conditions.
In spite of the advantages, simulation results do obviously not give a full picture of
the performance of a system. It is impossible to model all aspects of the mobile
environment and to properly model the behaviour of all components in a system.
Still, a very good picture of system performance can be obtained and it can often be
used to find the potential limits for performance. Because of the difficulty in
modelling all relevant aspects, relative capacity measures for introducing features
will be more accurate than absolute capacity numbers, if a good model is introduced
of the feature in question.
The capacity of a system is difficult to assess without comparisons, since any system
performance number in itself does not provide very much information. It is when set
in relation to how other systems can perform that the number becomes interesting.
But since making comparisons is an important component in assessing performance,
it also makes performance numbers a highly contentious issue. One always has to
watch out for ‘apples and oranges’ comparisons, since the system performance
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depends on so many parameters. If parameters are not properly selected to give
comparable conditions for two systems, the performance numbers will not at all be
comparable either.
In this chapter, it is also essential to take into account that system performance and
capacity will be feature dependent. Many features such as MIMO and advanced
antenna techniques that are introduced in evolved 3G systems are very similar
between systems. If a certain feature is a viable option for several systems that are
evaluated in parallel, the feature should be included in the evaluation for all systems.
Any simulated performance number should be viewed in the context that real radio
network performance will depend on many parameters that are difficult to control,
including:
 The mobile environment, including channel conditions, angular spreads,
clutter type, mobile speeds, indoor/outdoor usage, and coverage holes.
 User-related behaviour, such as voice activity, traffic distribution, and service
distribution.
 System tuning of service quality and network quality. Deployment aspects
such as site types, antenna heights and types, and frequency reuse plan.
 A number of additional parameters that are usually not modelled, such as
signalling capacity and performance, and measurement quality.
There is no single universal measure of performance for a telecommunications
system. Indeed, end users (subscribers) and system operators define good
performance quite differently. On the one hand, end-users want to experience the
highest possible level of quality. On the other hand, operators want to derive
maximum revenue, for example, by squeezing as many users as possible into the
system. Performance enhancing features can improve perceived quality-of-service
(end-user viewpoint) or system performance (operator viewpoint). The good news,
however, is that the 3G evolution through HSPA and LTE have the potential to do
both. Compared to earlier releases of WCDMA, these evolution steps yield better
data rates and shorter delay. That is, they can greatly improve both the service
experience (end-user view-point) and the system capacity (operator viewpoint).
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In this section first simulation results then real radio network test results will be
mentioned.
6.1 LTE: Performance from End User Perspective
Users of circuit-switched services are assured of a fixed data rate. The quality of
service in the context of speech or video telephony services is defined by perceived
speech or video quality. Superior-quality services have fewer bit errors in the
received signal.
By contrast, users who download a web page or movie clip via packet data describe
quality of service in terms of the delay they experience from the time they start the
download until the web page or movie clip is displayed. Best-effort services do not
guarantee a fixed data rate. Instead, users are allocated whatever data rate is available
under present conditions. This is a general property of packet-switched networks,
that is, network resources are not reserved for each user. Given that delay increases
with the size of the object to be downloaded, absolute delay is not a fair measure of
quality of service.
A lone user in a radio network experiencing good radio conditions may enjoy the
peak data rate of the radio interface, see Figure 6.1. A user will, however, normally
share radio resources with other users. If radio conditions are less than optimal or
there is interference from other users, the radio interface data rate will be less than
the peak data rate. In addition, some data packets might be lost, in which case the
missing data must be retransmitted, further reducing the effective data rate as seen
from higher protocol layers. Furthermore, the effective data rate diminishes even
further as the distance from the cell increases (due to poorer radio conditions at cell
edges). The data rate experienced above the MAC layer, after sharing the channel
with other users is denoted user throughput.
The Transmission Control Protocol (TCP) – the protocol at the transport layer is
commonly used together with IP traffic. However due to its slow-start algorithm,
which is sensitive to latency in the network, it is especially prone to cause delay for
small files. The slow-start algorithm is meant to ensure that the packet transmission
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rate from the source does not exceed the capability of network nodes and
interfaces.
Figure 6.1 Definitions Of Data Rates For Performance.
 Network Latency: End-to-end round-trip time of a small packet. Network
latency, which in principle is a measure of the time it takes for a packet to
travel from a client to server and back again, has a direct impact on
performance with TCP. Therefore, an important design objective in LTE has
been to reduce network latency. One other quality-related criterion (end-user
view-point) relates to the setup time for initiating, for example, a web-
browsing session.
 Radio Interface Data Rate: Data rate of the physical layer achieved under
certain radio conditions with specific coding and modulation.
 Peak Data Rate: Peak data rate of the radio interface under ideal radio
conditions.
 User Throughput: Data rate experienced above the MAC layer, under real
channel conditions and after sharing the channel with other users.
 System Throughput: Total number of bits per second transmitted over the
radio interface (per sector).
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6.2 LTE: Performance From Operator Perspective
Radio resources need to be shared when multiple users are in the network. As a
result, all data must be queued before it can be transmitted, which restricts the
effective data rate to each user. Notwithstanding, by scheduling radio resources,
operators can improve system throughput or the total number of bits per second
transmitted over the radio interface. A common measure of system performance is
‘spectrum efficiency’ which is the system throughput per MHz of spectrum in each
sector of the system. LTE both employ intelligent scheduling methods to optimize
performance (end-user and operator viewpoint).
An important performance measure for operators is the number of active users who
can be connected simultaneously. Given that system resources are limited, there will
thus be a trade-off between number of active users and perceived quality of service
in terms of user throughput.
6.3 LTE: Performance In Terms Of Peak Data Rates
The design targets for LTE are documented in 3GPP TR 25.913. The target
capability when operating in a 20 MHz spectrum allocation is a peak data rate of 100
Mbit/s in the downlink and 50 Mbit/s in the uplink. The numbers assume two receive
antennas in the terminal for the downlink capability and one transmit antenna for the
uplink capability.
These target numbers are exceeded with a good margin by the peak rate capability of
the specified LTE standard. LTE supports up to 150 Mbit/s in the downlink and 100
Mbit/s in the uplink for a 20 MHz allocation. These peak numbers assume 2x2
MIMO for the downlink and 64QAM modulation for both uplink and downlink.
To reach even higher data rates in the downlink, 4x4 MIMO can be used requiring
four receive antennas in the terminal. The peak data rate with 64QAM modulation
will then be 320 Mbit/s.
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6.4 Performance Evaluation of 3G Evolution
It is difficult to assess how well a system performs without comparisons. An
evaluation that is of interest is one including both advanced WCDMA (HSPA) and
the Long Term Evolution (LTE). In addition, the existing WCDMA (HSPA) standard
Release 6 is a suitable reference for comparison. An evaluation comparing these
three systems is outlined below.
The evaluation is based on static simulations. Performance numbers are included for
a baseline Release 6 system, an evolved HSPA system and for LTE. The evolved
HSPA system has advanced receivers, a downlink with 2x2 MIMO and an uplink
with 16QAM. The combined results makes possible also relative assessments of the
gains associated with OFDM and MIMO, since the other features included for the
OFDM-based LTE-system and the advanced HSPA system are very similar.
With the level of details applied to model the protocols for LTE and HSPA Evolution
and the simulation assumptions used for the evaluation described below, the
technology potential of LTE and HSPA Evolution is demonstrated. As a part of the
3GPP work on the LTE physical layer, the system performance of LTE was
evaluated with a similar set of assumptions, but using dynamic simulations.
6.4.1 Models and Assumptions
This section presents the models and assumptions used for the evaluation. A
summary of models and assumptions grouped into traffic, radio network, and system
models is provided in Table 6.1. Three different systems are studied:
 A reference Release 6 WCDMA system, as described in the 3GPP
requirements using single-stream transmission and a baseline Rake-based
receiver.
 An evolved HSPA system with more advanced receivers, 2 x 2 MIMO for
downlink, and 16 QAM for uplink.
 An LTE system configured according to the 3GPP requirements, with 2 x 2
MIMO for the downlink.
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It should also be noted that many control-plane and user-plane protocol aspects
above the physical layer are omitted in the simulations, making absolute values
optimistic. For LTE, frequency-domain adaptation and other higher-layer
improvements are not included. The simulation methodology is ‘static’, where
mobiles are randomly positioned over a model of a radio network and the radio
channel between each base station and UE antenna pair is calculated according to the
propagation and fading models.
Statistics are collected and then new mobiles are randomly positioned for a new
iteration step. Different system load levels are simulated setting a random activity
factor for each base station from 5% to 100%. Channel-independent time-domain
scheduling is used, corresponding to round-robin scheduling.
Based on the channel realizations and the active interferers, a signal-to-interference
and noise ratio (SINR) is calculated for each UE (or base station) receive antenna.
The SINR values are then mapped to active radio link data rates Ru, for each active
user u, when it is scheduled. In the case of MIMO, Ru is modeled as the sum of the
rates achieved per MIMO stream. The data rate experienced above the MAC layer,
after sharing the channel with other users, is denoted user throughput Su, and is
calculated based on the activity factor. Active base stations and users differ between
iterations, and statistics are collected over a large number of iterations.
The served traffic per sector T is calculated as the sum of the active radio-link data
rates for the active users in the sector, assuming that the users are scheduled an equal
amount of time. Statistics for end-user quality are taken from the distribution of user
throughput as the mean (average quality) and the 5th percentile (cell edge quality).
With increasing activity factor, the served traffic per sector will increase, while the
individual data rates (user quality) will decrease because of the decreasing SINR and
the less frequent access to the shared channel for each user.
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Table 6.1 Models And Assumptions For The Evaluations
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6.4.2 Performance Numbers For LTE With 5 Mhz FDD Carriers
Figure 6.2 shows the mean and 5th percentile (cell-edge) downlink user throughput
(Su) vs. served traffic (T) for Typical Urban propagation conditions. The simulation
results show that compared to the basic WCDMA system, LTE has a significantly
improved user throughput for both average and cell-edge users. The evolved HSPA
system, however, gives almost the same performance as the LTE system.
The relative improvements in mean and cell-edge user throughput can be estimated
by comparing the throughputs achieved by the different systems at the same traffic
load. A user throughput gain exceeding a factor of 3 _ is achieved over the range of
loads in Figure 6.2. As an example, at a served traffic of 2 Mbps per sector, basic
WCDMA achieves a mean user throughput of about 2.5 Mbps, as compared to about
18 Mbps for LTE. Note that the advanced WCDMA system reaches 15 Mbps at this
load. The faster links of both the LTE and advanced HSPA systems will impact the
throughput in two ways:
 For a given SINR a higher throughput is achieved.
 For the same served traffic, this results in lower link utilization, and thereby
less interference and a higher SINR.
Figure 6.2 Mean and Cell-Edge Downlink User Throughput vs. Served Traffic,
Typical Urban Propagation.
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Also the cell-edge throughput gain exceeds a factor 2 for the range of traffic loads in
Figure 6.2. Spectrum efficiency gains can be estimated by comparing the served
traffic for a given requirement on cell-edge throughput. For example, for a cell-edge
throughput requirement of 1 Mbps, basic WCDMA can serve some 2.5 Mbps per
sector. The corresponding number for LTE is 8 Mbps, which is a gain with more than
a factor 3. However for lower cell-edge throughput requirements the 3GPP LTE
requirement is not met. In a fully loaded network, the served traffic is about 4 and 9
Mbps for basic WCDMA and LTE, respectively, which is a gain of a factor 2.25.
Similar results are shown for the less time dispersive Pedestrian A channel in Figure
6.3. In lower time dispersion, WCDMA performs better, especially the basic
WCDMA system without advanced receivers. High performance gains for LTE
relative to basic WCDMA are still achieved, with 3 _ in mean user throughput and 2
_ in cell-edge user throughput. Spectrum efficiency gains of more than 3 _ are also
reached for cell-edge user throughput requirements exceeding 2 Mbps.
Figure 6.3 Mean and Cell-Edge Downlink User Throughput vs. Served Traffic,
Pedestrian A Propagation.
The corresponding uplink results for Typical Urban propagation are presented in
Figure 6.4 and for Pedestrian A propagation in Figure 6.5. The results show a gain of
more than 2x in mean user throughput and cell-edge throughput compared to the
WCDMA reference. For the cell-edge throughput the gain is smaller than for the
mean user throughput.
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Figure 6.4 Mean and Cell-Edge Uplink User Throughput vs. Served Traffic, Typical
Urban Propagation.
6.5 Evaluation of LTE in 3GPP
6.5.1 LTE Performance Requirements
The system performance targets for LTE were defined by 3GPP in 2005 and
documented in 3GPP TR25.913 together with the goals for capabilities complexity,
deployment, and architecture. The target measures for system performance are:
 Average user throughput: Measured per MHz as the average over all users.
 ‘Cell-edge’ user throughput: Measured per MHz at the 5th percentile of the
user distribution (95% of the users have better performance).
 Spectrum efficiency: The system throughput per sector in bps/MHz/site.
 Coverage: Performance in larger cells.
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
Figure 6.5 Mean and Cell-edge Uplink User Throughput vs. Served Traffic,
Pedestrian A Propagation.
While the detailed technology solutions for LTE should not be a basis for the
performance requirements, the number of Tx and Rx antennas configured for the BS
and UE must be agreed as prerequisites for the performance targets. The reason is
that an increase in number of antennas can also be seen as a limitation for the
selected solution because of the complexity increase. It is in theory possible to get
unrealistic large gains assuming an unrealistic number of antennas. The following
downlink and uplink configurations are therefore chosen for the LTE targets:
 An LTE downlink with a maximum of 2 Tx antennas at the NodeB and 2 Rx
antennas at the UE.
 An LTE uplink with a maximum of a single Tx antenna at the UE and 2 Rx
antennas at the NodeB.
The performance is evaluated in uplink and downlink separately and the targets are
set relative to the reference performance of a baseline Release 6 system. This
baseline system consists of:
 A reference Release 6 downlink based on HSDPA with a single Tx antenna at
the NodeB with enhanced performance Type 1 receiver at the UE
(requirements based on dual antenna diversity).
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 A reference Release 6 uplink based on Enhanced Uplink with a single Tx
antenna at the UE and 2 Rx antennas at the NodeB.
The agreed LTE performance targets are shown in Table 6.2 . Since it is expected
that both average user throughput and spectrum efficiency will benefit from the
increase from 1 to 2 Tx antennas in the downlink, it is the target increase of celledge
user throughput that would be the challenge in the downlink.
Table 6.2 LTE Performance Targets
6.5.2 LTE Performance Evaluation
During the 3GPP feasibility study for LTE, several downlink and uplink physical
layer concepts were studied and evaluated. This LTE evaluation for 3GPP consists of
dynamic simulations where users are randomly positioned over a model radio
network and then move according to a mobility model. Propagation and fading is
modelled and statistics collected for each simulation step of one TTI.
All performance numbers in the 3GPP evaluation are for LTE with 5 MHz carriers,
set in relation to the baseline Release 6 3G system as defined. Results are presented
for a variation of cell sizes, different scheduling (round robin and proportional fair),
multiple channel models, and different bandwidths. The traffic and data generation
and scheduling used differ from the results used in this section, which are based on
static simulations and only uses round-robin scheduling. There are also some other
differences such as cell sizes and propagation models. Both sets of simulations are
based on ideal channel and CQI estimation.
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The 2 x 2 antenna configuration agreed for LTE evaluation can also be used for
downlink single-stream beam-forming. It is shown that the mean user throughput for
high traffic load and the cell-edge throughput for all loads are improved compared to
2 x 2 MIMO. This comes at the expense of mean user throughput at a lower load.
When combining the beam-forming results with the 2 x 2 MIMO results, all
performance targets are met using the agreed antenna configuration from Table 6.2.
It is also shown that a 4 x 2 multi-stream beam-forming concept will outperform the
2 x 2 MIMO and the single-stream beam-forming concept at all loads.
As a conclusion of the feasibility study, the performance of LTE was reported and
compared to the WCDMA baseline in TR25.912 and it was concluded that the
targets are met.
6.5.3 Performance of LTE with 20 MHz FDD carrier
The evaluations presented above based on static simulations and the 3GPP evaluation
are all based on LTE with 5 MHz carriers. LTE supports a range of different carrier
bandwidths up to 20 MHz. A higher bandwidth gives a potential for higher peak data
rates for the users and also higher mean user throughput. Simulation results are
shown for a 20 MHz LTE downlink carrier in Figure 6.6 for 2 x 2 MIMO and 4 x 4
MIMO, and with 5 MHz results as reference.
The numbers are based on a dynamic simulation with the same assumptions as in the
3GPP downlink evaluation, except for the parameters shown in Table 6.3.
The performance numbers in Figure 6.6 show a mean user throughput for a 20 MHz
carrier that is on the order of 4 times that of a 5 MHz carrier for both low and high
traffic loads. Though the 20 MHz carrier gives this fourfold increase in data rate, the
maximum spectral efficiency (Mbps/MHz) at high loads is virtually the same. The
numbers for 4 x 4 MIMO indicate that using twice as many antennas has a potential
to almost double the spectral efficiency compared to 2 x 2 MIMO.
Although based on simplified models and excluding higher layer protocol
improvements, the simulation results presented in this chapter demonstrate the high
potential of both LTE and HSPA evolution to improve user quality, capacity and
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coverage, thereby reducing overall infrastructure cost in both coverage and capacity
limited scenarios.
Figure 6.6 Mean Downlink User throughput vs. Spectral Efficiency for 5 and 20
MHz LTE Carriers
The performance numbers presented here together with the results used in the 3GPP
evaluation indicate that LTE indeed fulfils the 3GPP targets on user throughput and
spectrum efficiency. These requirements are partly formulated as relative
comparisons to a rather basic WCDMA system. A more advanced WCDMA system,
employing MIMO and GRAKE receivers, reaches performance similar to that of the
LTE concept. In summary, it should be noted that many of the improvements for
LTE also will be applied in the WCDMA/HSPA evolution.
Table 6.3 Assumptions for the results in Figure 6.6
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6.6 Performance Test Results of LTE Done By LTE/SAE Trial Initiative
The initiative was formally launched in May 2007 by leading telecommunication
companies. Since its inception LSTI has continually expanded adding key players in
the LTE market to its membership-including operators and infrastructure vendors as
well as chipset and device manufacturers.
Since it time to proof concept and see the performance of LTI developed in
Laboratory and by help of simulations the test results of initiative become important.
Nowadays key objectives of LSTI follow
6.6.1 Data Rates
In early phases of LTE 3GPP targeted to achieve 100 Mbps in downlink and 50
Mbps in uplink. Later it is understood that LTE can deliver over 320 Mbps
throughput. But what can be achieved in practice and what data rates will users
actually experience?
In this section latest result of proof of concept mentioned. Tested Fundamental items
of Data Rate related items.
 MIMO: 2x2 and 4 x 4 MIMO tested. Test proved that MIMO works in the
field. The performance numbers in Figure 6.7 show test results.
Figure 6.7 Data Rate Test/MIMO Tests
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 Handover: Test proved that Handover works in the field. Approximately 10
Mbps throughput is managed wit 2 x 2 MIMO at speeds up to 100 km/h. The
performance numbers in Figure 6.7& Figure 6.8 show test results.
Figure 6.8 Data Rate Test/Throughput Tests
 Maximum throughput: Test proved that maximum 320 Mbps in L1 in
downlink achieved. Approximately 320 Mbps throughput is managed with 4
x 4 MIMO. The performance numbers in Figure 6.9 show test results
Figure 6.9 Data Rate Test/L1 Peak Pate
As it s shown above target of data rates defined by 3GPP are met but what about
experienced end user throughput. Will user experience peak rates above 100 Mbps?
To experience targets LSTI performed tests considering below mentioned important
issues which will affect actual end user experience
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 RF conditions & UE speed Peak rates represent optimal conditions, lower
rates are experienced towards the cell edge and when the UE is moving at
high speed
 Multiple users in the cell UE data rates will be lower when sharing the cell
with others
 Application Overheads Peak rate requirements apply to Physical layer. There
will be overheads when considering data transfer between applications
Test proved that end user experience targeted 100 Mbps. But in average and in the
cell loaded by 10 users approximately 4 Mbps average throughput experienced. The
performance numbers in Figure 6.10 show test results.
Figure 6.10 Data Rate Test/End User Data Rate
Besides following findings are experienced by LSTI during tests.
 Peak rates are achieved with high signal quality near the base station.
Throughput is lower towards the cell edge. Towards Cell EDGE
performance goes down to approximately 30 % maxim throughput. The
performance numbers in Figure 6.11 show test results.
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Figure 6.11 Data Rate Test/Throughput Vs Distance
 Resiliency of LTE prototypes to high user speeds is tested in the lab. Initial
results demonstrate support of up to 350km/h Little impact to throughput is
seen at speeds up to 120km/h. The performance numbers in Figure 6.12
show test results.
Figure 6.12 Data Rate Test/Throughput Vs Speed
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 At any given instant, the cell’s spectral resource is shared between all active
users. The Uplink performance share is found poor during tests. The
performance numbers in Figure 6.13 show test results.
Figure 6.13 Data Rate Test/Sharing of Downlink
6.6.2 Latency
3GPP LTE latency is 100ms. In this section latest result of proof of concept
mentioned. Tested Fundamental items of Latency related items.
 Control-Plane Latency: Idle to Active time: To provide many users with an
‘always-on’ experience, LTE is designed with a low idle to active transition
time. All UEs sit in an idle state when there is no data to transfer but can be
activated quickly when they need to communicate. Initial results demonstrate
support of up to 100 ms latency and targets area met. The performance
numbers in Figure 6.14 show test results.
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Figure 6.14 Latency Test/Measured Idle-Active Times
 User-Plane Latency: Low user-Plane latency is essential for delivering
interactive services, like gaming and VoIP Measured round trip times with a
pre-scheduled uplink meet the 3GPP target of 10ms. Unpredictable traffic
requires an on-demand uplink, E2E round trips times are under 25ms. Initial
results shows that targets area met. The performance numbers in Figure 6.15
show test results.
Figure 6.15 Latency Test/ U-Plane: Measured Round Trip Times
 VoIP Support: As with data rates, latency can be impacted by signal
conditions and loading Tests in ideal lab conditions have demonstrated that
LTE/SAE is capable of providing IP connectivity with sufficient latency,
jitter and packet loss performance to support good quality VoIP, even in the
presence of other traffic. It is observed that good quality VoIP maintained in
live air drive tests with handover. The performance numbers in Figure 6.16
show test results.
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Figure 6.16 Latency Test/ Measured Performance in loaded conditions
 Uplink Transmit Power Control:
o Normal Power Control Three companies demonstrated open and
closed-loop TPC working in the lab or field. Results show TPC
maintaining desired UL received power at eNB to compensate for
path loss. The performance numbers in Figure 6.16 show test results.
o Fractional Power Control: An initial result shows Fractional TPC
increases T put near the base station with only a small increases in
interference to other cells
Figure 6.17 Latency Test/ Power Control
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 Latency During Handover Inter-eNB and intra-eNB handovers demonstrated
in the lab and field at up to 120 km/h. Data interruption times under 50ms
achieved, meeting NGMN’s ‘real time service’ requirement. Both S1 and
X2-assisted handovers demonstrated. X2 Improves handover performance
and reduces loading on MME. The performance numbers in Figure 6.18
show test results.
Figure 6.18 Latency Test/ Handover. Red Colored HO is X2 HO. Green Colored HO
is S1 HO.
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6.6.3 Inter Operability Testing
Successful IOT shows that everybody has the same interpretation of the standard,
implying a level of maturity. LSTI agrees and recommends a core set of features for
interoperability testing on the LTE/SAE interfaces. First phase of tests are IODT
(D=Development) focusing on the Air interface and IOT between UEs and eNBs.
Feature set and standards baselines agreed. Testing continues. Reports are results are
expected during Q2-Q4 2020. Second phase of tests are IOT focusing on extra
features and multiple partners for the Air Interface and S1 and X2 testing requiring
multiple RAN and EPC vendors. It is expected to complete tests in H2 2010. The
Figure 6.19 shows planned topology.
Figure 6.19 IODT and IODT Test Topology
6.7 Summary of LSTI Test Results
So far over 80 sets of tests from 8 vendors consolidated into 15 proof points,
demonstrating feasibility of key LTE/SAE functionality and performance. 3GPP and
NGMN targets for peak data rates and minimum latency are achievable for both FDD
and TDD variants. ‘Real world’ performance results are also given, helping operators
understand what can be offered to end users. QoS has been demonstrated to provide
the consistent data rates and latency needed to support services like VoIP. Benefits
of MIMO, Frequency Selective Scheduling and fractional power control technologies
are shown. Demonstration of key functionality like Handover and UE measurement
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reporting shows the maturity of developments. LTE/SAE does exactly what it is
planned according to standards.
In summary the proof of concept activities have shown that it is feasible to make
LTE/SAE equipment that can meet industry targets for peak performance and it is
also revealing the performance that operators will be able to offer to end users in real
world conditions.[21]
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7. DEPLOYMENT SCENARIOS, SOLUTIONS, OPERATOR CASES
Industry transformations appear to be complex with many elements entangled, but no
matter in which industry or era, the bottom line is that development must meet and
cater to end users. The right direction for most new industries should:
Be greater affordability. Low cost, accessibility, and easy use of products or services
are crucial. Products and services should enhance and improve the lives of the users
both at work and play. Services should generate a more enjoyable, fuller user
experience and follow the trends in entertainment, fashion and social interaction.
From the angle of the value chain, a convergent industry must encompass three
elements: application, network, and terminal.
 Application: The future primary application model most likely will be
Software as a Service (SaaS). Compared with traditional business models,
SaaS provides lower costs, better services, ease of use and completely
conforms to the general development direction of the industry. SaaS after
wide spread popularity will make more applications available to ordinary
users. Costs will be lower, and users will not have to upgrade, debug,
purchase the latest and greatest hardware or install expensive software. All
applications become a simple icon that users just click on to use. Many
concepts such as Communication as a Service (CaaS) will emerge and all
applications will be virtually services.
 Network: Future networks must be deployed as"optical fiber + wireless". But
the location to place optical fiber, the coverage of wireless services, and the
choice of technology and networking model depend not only on equipment
costs, but also on auxiliary equipment, installation, maintenance, energy
consumption and equipment room leases. Apart from this, there may be more
crucial factors, such as licenses, governance, and private ownership of land.
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There is great difference in these factors between countries and cities. As a
result, applicable technical solutions vary greatly.
Essentially, the future of the convergent industry is in service provision with
globalization and personalization spurring consumer demand.
Meanwhile, more industries are growing "long tails" or employing a niche strategy to
sell smaller volumes of services. No service provider can meet all demands. This
means that a large number of service providers will emerge. To match massive
supply with massive demand requires an integrated platform to serve both sides and
put them together.
7.1 Moving Towards a Multi-system Integration
The evolution from 2G to 3G (and to 3.5G and 4G in the future) will bring
significant changes in mobile access technology. However, operators face numerous
challenges while they continue to improve their networks with hardware-based
upgrades. This has led operators to question whether these upgrades are the most
effective and economical way of achieving network modernization.
7.1.1 A New Platform
In recent years, wireless network integration has become an inevitable trend that
requires a transition from multidimensional competition. To enhance this process,
suppliers have developed a unique base transceiver station (BTS) platform strategy to
merge the platform with the design of its wireless products for various systems. This
includes BTS and the base station controllers (BSCs) for GSM, UMTS, CDMA,
WiMAX and LTE networks. The concept focuses on the advantages of each
individual product and forms an integration that is able to harmonize a system's
pattern, architecture, installation and maintenance.
7.1.2 Unified Platform
The future oriented, IP-based BTS platform delivers high capacity and a powerful
data processing capability with fewer and smaller modules that will fully comply
with developing trends. Currently, all GSM, UMTS, CDMA, WiMAX and LTE
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series' BTSs are based on this new integrated platform. Meanwhile, the BSCs of all
systems are deployed under a newly advanced platform that incorporates the All-IP
hardware architecture. It also expands both capacity and reliability. The unified dual-
star and dual-plane network switching is perfect for mobile network development
due to its powerful switching capability, high board reuse rate, modular design,
flexible service combination, easy expansion and evolution potential.
7.1.3 Multi-System Support
A network upgrade from GSM to UMTS to HSPA or HSPA+, and even to LTE only
requires a corresponding base band processing board and cabinet replacement is not
necessary. Likewise, the radio frequency (RF) component adopts software defined
radio (SDR) technologies, and only requires software upgrades in order to support
different systems. With the same size base band processing boards for the GSM,
UMTS, and LTE systems, different boards can be mix-plugged into the same cabinet.
This flexibility allows various systems to be supported.
In the future mobile networks models will differ from the current 2G models that are
only able to provide voice services. Data services may coexist with voice services or
even substitute the later completely, hence creating a multi-system coexistent for
network access is must. The integrated BTS platform will naturally surpass all the
others due to its ability to support multi-system integrations.
7.1.4 Multi-Band Support
A single BTS can be configured with two RF components that support both 2.1GHz
and 900MHz and share the same base band. As a result, an idle GSM 900MHz band
can be used to deploy a 3G UMTS900 network. This can significantly reduce human
resource and material costs by eliminating the tasks of surveying and installation.
With faster network deployments and commercial applications, it is now possible to
use one BTS to construct a 3 band network for operators who utilize both core and
extension bands. One is allocated for voice services while the others are for data.
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7.1.5 How to carry it out?
7.1.5.1 Modular Design
The modular design for a multi-system integrated BTS platform is very crucial. A
BTS is composed of very few modules with identical specifications (such as weight
and size) which are shared by different systems. A UMTS BTS, for instance, features
just three types of basic modules: the base band unit (BBU), the remote radio unit
(RRU) for Distributed BTSs, and the radio frequency unit (RFU) for cabinet BTSs.
These can be combined in various ways to become specific patterns of BTSs that can
cater to different scenarios.
7.1.5.2 All-IP Frame
Broadband networking is inevitable for the future development of mobile networks
due to its higher transmission rate, enhanced user experience and a wider data service
application range. While the requirements increase for transmission bandwidths,
traditional E1s and SDHs will fail to meet the data service requirements for
transmission resources. IP transmission fills this gap not only because it reduces
network construction costs, but because it is also capable of providing a wider
transmission bandwidth, higher transmission efficiency and easier transmission
resource acquisition. Huawei leads the industry with its All-IP solution and wireless
access network equipment that is able to support IP transmission. All its interfaces
facilitate transmission network constructions and and IP technologies are utilized for
internal BTS and BSC switching modules. This greatly enhances switching
capability, lowers the complexity of internal switching and elevates product
reliability.
7.1.5.3 Distributed Architecture
From the modular design, suppliers can conclude that the distributed architecture is
the most important aspect of the integrated BTS platform. It comprises both the
Distributed BTS (with BBU and RRU) and the cabinet-type BTS that features BBU
and the RFU. These have a common feature: the baseband and radio frequency
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modules are divided into two parts (previously inseparable), thus forming a
distributed architecture.
As consequence of above mentioned issues distributed architecture decrease
construction costs and OPEX. Most importantly, it allows the wireless access
network to become smaller, develop more effective coverage, and offer more flexible
installations with greater environmental adaptability. The distributed and cabinet-
type BTSs complement each other and support both distributed and centralized
installations, which alleviates site deployment difficulties for operators and increase
implementation speed.
7.1.5.4 Large Capacity and High Integration
A multi-system BTS must have different base band boards to process the related base
band components and to support different systems. If each base band board is not
highly integrated and has limited capacity, the restricted base band slots are only able
to support a small number of subscribers. In areas with continuously increasing
mobile subscriber penetration rates, such limits are completely unacceptable, but
practice have proved that base band board integration and raised their capacity. As a
result, this has paved the way for the launch of its multi-system BTS.
7.2 Solutions
7.2.1 Voice
7.2.1.1 Overview
While data revenues are increasing, the voice service still makes the majority of the
operator revenues. Therefore LTE needs to support both data and voice services
efficiently. As LTE only supports packet services, also the voice service will be
Voice over IP (VoIP). This VoIP solution must meet all the requirements
(regulation, QoS, roaming, mobility, etc.) set for an operator primary voice service as
today met by CS voice. It is commonly envisioned by operators & vendors that All-
IP networks will facilitate move to VoIP including operator primary voice service.
However, the timing and the technology remain uncertain.
172
Bandwidth hungry applications & new powerful devices need cost efficient BWA
and LTE take-off is dictated by the capability to offer lower cost per Mbyte
compared to 2G/3G for the increased data traffic. Support of voice service cannot be
used as initial selling argument for LTE as there does not likely exist any voice
capacity needs in addition to that provided by 2G and 3G. From the LTE point of
view the main drivers for LTE are need for cost efficient high capacity data access
and radio access harmonization aiming to phase out 2G and/or 3G radio technologies
with CAPEX/OPEX savings for the operator.
From the LTE point of view one of the main obstacles for LTE is that many
operators currently prefer 3G over LTE as short/mid term investment. With this
approach building wide coverage with LTE (needed for well-perfoming VoIP
solution) is challenging, especially when LTE is initially intended to be deployed
with high spectrum blocks. Another major obstacle is that operators are hesitant to
introduce LTE and IMS VoIP in a single step as they are concerned about CS
dsnomain investment protection and immature VoIP ecosystem (service parity with
cs voice, roaming support, etc.) when LTE is introduced. It is crucial for the
operators that LTE introduction does not to endanger primary mobile voice service.
LTE VoIP Solution should be a part of the supplier’s solution to take a broader
approach to LTE, messaging entire solutions instead of simply individual LTE
products. The importance of LTE voice solution for is also driven by the fact that
LTE business calculations include “LTE Data + Voice User” as one of the 3 main
subscriber segments. Furthermore, this segment is assumed to become the highest
source of ARPU/Subscriber starting 2013.
7.2.1.2 LTE Voice Deployment Scenarios
7.2.1.2.1 PS-CS Domain Interworking in LTE Voice Migration
As mentioned in earlier sections, LTE VoIP introduction will not take place
overnight and not in parallel with initial LTE introduction for data connectivity. On
the contrary, in most cases smooth migration from CS voice to LTE voice is
assumed. The following CS-PS domain interworking steps can be identified in
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migration path to LTE voice. Depending on the operator strategy for voice and LTE
rollout & its spectrum assets, some steps may be dropped. It is also possible that
some steps may co-exist in parallel.
 LTE used for high speed packet data access only: At this phase the operator
voice service is solely provided over CS network. LTE access is used for data
connectivity only and there will be different terminals for voice (handsets)
and data (data cards, etc). No voice specific features need to be supported by
the EPS system.
Figure 7.1 PS-CS Domain Interworking in LTE
 Fallback to CS voice: At this phase LTE network is still used for data only.
However, LTE capable multimode handsets emerge and these handsets can
be simultaneously registered to both LTE and 2G/3G CS network. When
voice calls are initiated or received, the handset is directed by the network to
the CS network to complete both mobile terminated and mobile originated
voice calls. The functionality to fallback from LTE to CS domain is referred
to as CS Fallback (CSFB). The CS Fallback procedure requires that eNB,
MME and MSC/VLR network elements are upgraded to support the
procedure. LTE handset sends the attach request together with specific “CS
Fallback Indicator” to MME which starts the Location update procedure
towards MSC/VLR via SGs interface. The new Location Area Identity (LAI)
is determined in MME based on mapping from the Tracking area. The VLR
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creates an association with MME in order to be capable of routing correctly
mobile terminating calls. If LTE is moved to another MME, new MME
performs location update to MSC/VLR to in order to keep routing
information up-to-date. In the case of mobile terminated call MSC/VLR
sends paging message to the correct MME based on the location update
information. MME further pages UE with CS domain indicator. After
reception of page message UE send Service Request with CSFB indicator to
MME that sets up UE context CSFB indicator in eNB. eNB triggers packet
handover, cell re-direction or network assisted cell change from LTE to the
target system. UE sends CS paging response in the target system and
proceeds with the CS call setup. CS fallback procedure is being standardized
for 3GPP Rel-8 (TS 23.272).
Figure 7.2 CS Voice Fallback in LTE
 Single radio Voice Call Continuity (SR-VCC):At this phase the operator
provides VoIP over LTE access and IMS is utilized as enabling SIP session
control machinery for VoIP traffic. However it is assumed that LTE coverage
is not yet complete and thus interworking with underlaying legacy access
technology is required. From the voice traffic perspective this implies
handing over LTE VoIP call to CS voice call provided by the legacy access
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technology. The handover functionality from VoIP to CS domain is referred
to as Single radio voice call continuity (SR-VCC). CS fallback procedure is
being standardized for 3GPP Rel-8 (TS 23.216). The selection of the domain
or radio access is under the network control in SR-VCC. SV (S102 in 1x
interworking case) interface between MSC Server and MME is utilized to
enables interworking between PS and CS domains. S-VCC functionality in
MSC-Server acts as anchor MSC-Server towards target 2G/3G CS domain.
SR-VCC in MSC-Server together with VCC anchor hides any mobility
between LTE VoIP and 2G/3G CS domain from other side of the call. VCC
anchor is located at IMS application server and based on the same concept
that was defined by 3GPP for Release 7 WLAN Voice Call Continuity. In
the case of SR-VCC with legacy 3GPP access technologies, during LTE
attach procedure MME receives SR VCC Domain Transfer Number from
HSS that is further given to MSC via SV interface. MSC uses this number in
order to establish connection to VCC anchor during SR VCC procedure.
When LTE VoIP session is established, it will be anchored within IMS in
VCC anchor in order to use SR VCC in case needed later on during the VoIP
session. This anchoring occurs in both for originating and terminating voice
sessions based on IMS subscription configuration and thus is not done per
VoIP session basis. The SR-VCC procedure is initiated by eNB starting inter-
system measurements of the target system. eNB recognizes voice bearer
based QCI 1 and sends handover request with SR-VCC indication to MME,
which then triggers the SR-VCC procedure via SV interface to MSC-Server
with Forward Relocation Command. MSC-Server initiates the session
transfer procedure towards IMS by establishing new session towards VCC
anchor that originally has anchored the session. The session is established by
MSC-Server using SRVCC number provided by MME. MSC-Server also
coordinates the resource reservation in the target cell together with target
radio access network. MSC-Server then sends Forward Relocation Response
to MME, which includes the necessary information for UE to access the
target cell. After SR-VCC procedure has been completed successfully the
VoIP connection is present from Media Gateway that is controlled by MSC-
Server towards other side of ongoing session. CS connection exists towards
radio access network to which UE was moved during procedure. In case of
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simultaneous voice and non-voice data connection, the handling of non-voice
bearer is done by the bearer splitting function in MME. MME may preserve
the non-voice PS bearer during SR-VCC procedure if the target access system
does not support simultaneous voice and data functionality. If the non-voice
bearer is also handed over, the process is done in the same way as the normal
inter-system handover for packet services. MME is responsible to
coordinating the Forward Relocation Response from SR-VCC and packet
data handover procedure. In the roaming case Visited PLMN controls the
radio access and domain change while taking into account any related Home
PLMN policies.
Figure 7.3 CS Voice Alternative Fallback in LTE
 Similar to step 3, at this phase the operator provides VoIP over LTE access
and IMS is utilized as enabling SIP session control machinery for VoIP
traffic. However, the difference compared to step 3 is that LTE coverage is
complete and thus no interworking with underlaying legacy CS access
technologies is required. Furthermore, IMS is utilized as a generic SIP
session control machinery for all services thus removing the need for CS
service infrastructure. At this point of time the need for CSFB and SR-VCC
solutions has disappeared.
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Figure 7.4 CS Voice via VoIP in LTE
7.2.2 SMS
Two alternatives exist how to deliver SMS over LTE:
 Utilization of SMS over IP solution using IMS capabilities
 Utilization of SGs interface (CSFB interface) between MME and MSC/VLR
for the delivery of SMS
o MO SMS also utilizes SGs interface
Alternative 1 is “CS-domain” free generic solution that is applicable for any PS
access technology. Alternative 1 can be also considered as Target SMS solution for
LTE. Alternative 2 can be considered as an intermediate solution for operators not
having IMS/not desiring to deploy IMS for SMS delivery
Relating to the co-existence of these two alternatives, if UE is configured to use SMS
over IP services it shall, if registered to IMS, send SMS over IMS, even if it is
EPS/CS attached. Operator has to be able to activate/deactivate UE configuration to
use SMS over IP by means of device management in order to allow alignment with
HPLMN support of SMS over IP. In special cases when IMS registered and
EPS/IMSI attached UE can not initiate SMS over IP (because e.g. IMS SMS not
supported by serving IP-CAN or UE) CS fallback should be applied for SMS
delivery.
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Figure 7.5 SMS Flow in LTE
7.2.3 MMS
MMS will allow users to send and receive messages with various media types e.g.
text, images, audio, video, etc. MMS delivery process differs to that of SMS in the
sense that instead of sending the message directly to the recipient, MMS server
forwards the message to the recipient's MMS mailbox. Depending on the architecture
(Figure 7 14), the recipient may be notified that a new MMS message has arrived in
their inbox from which the recipient can then connect to their mailbox to retrieve the
message or have the message pushed to them. It is preferred to to utilize IMS
capabilities for MMS delivery over LTE.
179
Figure 7.6 MMS Delivery Options
7.2.4 Cell Broadcast Service (CBS)
In LTE cell broadcast service may be utilized for;
• Earthquake and Tsunami Warning System (ETWS) driven by DoCoMo, no
official regulator requirements from Japan.
• Public Warning System (PWS) to support the FCC requirements in U.S.
CBS builds the common ground for both of these services and preference is to have
as similar technical solution for these as possible. Figure 7.15 describes what kind of
CBS support is planned with EPS Rel-8.
UE
LTE-Uu
E-UTRAN
S1-MME
MME CBC CBE
SBc
Figure 7.7 EPS Warning System Architecture Deploying CBS
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The solution using S1-MME for the warning message delivery has been chosen by
3GPP. This option re-uses the existing unicast interface and solves the possible
scalability issues of connecting LTE access to CBC (Cell Broadcast Center).
However there are some major impacts to MME:
 SBc interface towards the CBC needs to be specified
 New procedures in MME and eNB
 Impacts at least in MME and eNB, possibly also in CBC.
7.2.5 IN/CAMEL Services
According to 3GPP TS 23.401 EPS does not support any specific CAMEL
procedures. However, legacy interworking related CAMEL procedures are currently
FFS.
Relating to SR-VCC, when MSC Server initiates Session Transfer by using the
Session Transfer Number for SR-VCC (STN-SR) , it sends message with STN-SR
towards IMS. If the MSC Server is using an ISUP interface, then the initiation of the
session transfer may fail if the subscriber profile including CAMEL triggers is not
available prior handover.
CAMEL also relates to the support of pre-paid charging in SGSN. CAMEL support
for pre-paid charging in SGSN is not needed, if it is an Rel-8 SGSN that connects to
PGW with support of online charging for all 3GPP access systems. CAMEL support
is only needed for the Gn/Gp SGSN what is mainly the Rel.7 SGSN with this limited
possible update to Rel.8. It is currently FFS how to handle CAMEL based pre-paid
charging in the case of IRAT HO between Gn/Gp SGSN and MME.
7.3 Operator cases
7.3.1 LTE for 3GPP Operator
As illustrated in Figure 7.8, for 3GPP operators solutions enable optimized steps
from GPRS towards EPS architecture:
 Enhanced resilience with Multipoint Iu-PS
 Introduction of the Direct Tunnel
 Introduction of I-HSPA
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 Introduction of the MME and SAE Gateway.
Figure 7.8 Smooth migration to EPS
 MME: The evolution of the SGSN with software upgrade to a Multi Access
Combi SGSN /MME solution has the advantage to offer a very cost efficient
way to introduce MME in the network, as it provides the possibility for a
tightly integrated SGSN/MME network element with optimal support for
2G/3G-LTE IRAT mobility, based on the field proven SGSN software. On
the other hand also standalone MME for new networks or network
extensions can be provided.
 SAE GW: SAE GW functionality is based on the evolution of the GGSN.
New Generation SAE GW is targeted for high volume internet traffic (fair
usage of resources, high throughput & signalling performance), whereas old
GGSN is optimized for 2G/3G operators differentiating with their own
service offering (advanced service awareness). Therefore in some cases
upgrade of existing GGSN s do not allow operators have enough capacity.
Beside in most of cases S-GW and P-GW functionalities are combined with
SAE GW functionality and exist in one node. In 3GPP operator deployment
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scenarios S-GW and P-GW functionalities in most cases co-exist thus
minimizing the number of elements on the path for data traffic. For 3GPP
operators GTP variant of S5/S8 interface is assumed to be deployed.
 eNB: Given the flexibility of the Multimode BTS solution, the operators can
decide for the actual air interface technology by installing appropriate SW at
any point in time rather than being forced to take that decision at equipment
purchase point in time. As an example, the initial investment into HSPA
capable Multimode BTS can be converted into LTE investment at any point
in time convenient for the operator by SW download. This allows the
operator to add capacity in existing sites with HSPA at the point in time
required avoiding site splits. Alternatively, this equipment can be converted
into LTE via SW download once e.g. LTE terminal penetration allow for
shifting capacity from WCDMA to LTE.
7.3.2 LTE for Greenfield Operator
For green-field operators EPS solution enables optimized EPS architecture without
mandating need for functionalities for legacy PS/CS interworking. This kind of
“clean” architecture is illustrated in Figure 7 9. If the Greenfield operator wishes to
support interworking with legacy access technologies, the EPS solution needs to be
included with related functionalities & interfaces leading to EPS architecture that is
similar EPS architecture for 3GPPoperator.
In green field operator deployment scenarios S-GW and P-GW functionalities are
likely to co-exist thus optimizing the architecture and minimizing the number of
elements on the path for data traffic. Roaming interface S8 is at least initially
assumed to be GTP due to the lack of missing PMIPv6 based roaming infrastructure.
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Figure 7.9 EPS Solution for Green-field Operator
7.3.3 Summary
The specification of a Long Term Evolution (LTE) has been driven by the need for
improved capacity, user experience and lower cost per bit.
A smooth evolution from 3GPP 2G/3G networks has been one of the key design
targets for LTE in order to provide the natural migration path for 3GPP operators
towards LTE. LTE solution enables optimized steps from 2G/3G legacy
infrastructure to reach the target LTE architecture:
 Introduction of direct tunnel between RAN and GGSN (available today)
 Introduction of I-HSPA (available today)
 Introduction of LTE
Thus, vendors to provide many of the EPS benefits already today with its I-HSPA
solution and enabling SW upgrade based smooth migration from HSPA/I-HSPA to
EPS by re-using HW platform originally introduced for HSPA/I-HSPA.
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Regarding LTE/SAE transport solution, all transport protocols are based on IPv4.. IP
based protocol stacks enable lower transport cost and easier planning &
configuration. On the other hand, RAN traffic becomes more vulnerable to hacker
attacks, so security features are mandatory. Consequently, Multimode BTS supports
IPSec authentication and encryption for all traffic. In any case, the IPSec throughput
performance is sufficient for even the largest possible eNB configurations. In
transport solution Multimode BTS interfaces to the backhaul connection are provided
by the Transport sub-module, which also performs packet scheduling in line with
QoS differentiation rules.
The LTE/SAE network management system is based on the existing OSS
framework. OSS provides advanced applications and services for multi technology
and multi vendor network and service management; e.g. monitoring, reporting,
configuring and optimizing.
The introduction of LTE/SAE and its concurrent operation with 2G and 3G networks
together with the general cost pressure, forces the operators to significantly reduce
their operational expenses. An important building block for OPEX reduction is the
self-management area, including self-configuration, self-optimization, and self
healing. For that purpose suppliers support SON (Self Organizing Networks) based
management solution for LTE.
7.4 Case Study
In the study an imaginary 2G operator who has national coverage, 900/1800 Mhz
Multivendor Radio Network, National Fiber Backbone is chosen and from budget,
technology and capacity perspective Mobile Broadband Alternatives which will give
same coverage and capacity are analyzed and compared. Ups and downs of all
alternatives are listed.
7.4.1 Assumptions
The Operator has 3GPP 2G Network. The Operators investigates possibility of
providing Mobile Broadband either providing 3G HSPA+ or LTE or WIMAX.
185
Operator has licenses for LTE or WIMAX.Operator plans to participate upcoming
3G-2100 Mhz Frequency Auction.
Figure 7.10 Possible Mobile Broadband Paths For A 2G Operator
Possible scenarios for operator follow
 To build nationwide 4G LTE Network on top of 2G Network
 To build nationwide 4G WIMAX Network on top of 2G Network
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 To build nationwide 4G LTE Network in 2 steps. First step is to build 3G
Broadband then to build 4G LTE Network.
 To build limited 4G LTE Network
 To build limited 4G WIMAX Network
7.4.2 Methodology
Briefly Total Cost Analysis for 5 years is done using marketing plans for possible
scenarios.
Since operator shall expenses same expenses for backbone, marketing, cas systems,
billing and value added services they have not been considered during TCO
comparison.
Steps of TCO Analysis follow
 Strategic inputs for traffic and quantity of are taken for planning.
 Target cities are defined using places where data traffic occurs and
marketing might focus.
 Most possible operational frequency bands for mobile broadband are
defined.
 Since operator has limited 900/1800 band it is decided to use new frequency
bands for Mobile Broadband.
 For 3G Mobile Broadband 2100 Mhz is chosen.
 For 4G WIMAX and 4G LTE Mobile Broadband 2600 Mhz are chosen.
Operator might obtain mentioned frequency bands.
 Detailed 3G RF plan for used for coverage analysis.
 Quantity of 3G, 4G LTE and WIMAX are determined. To obtain quantity of
4G LTE and WIMAX stations average radius of stations are used and
qualities of 3G stations are iterated.
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o Coefficient among 3G and 4G stations are 1.3. To cover area of one
3G station 1.3 4G stations are necessary.
 Quantity of Microwave, RNC, SGSN, GGSN, MME, PGW, HSS,AGW,
AAA are calculated using standard nodes characteristics independent from
location.
 To minimize service related needs existing sites and electronic are as much
as reused. Reuse factor for stations are 80% .
 Civil Work, Telecom Implementation, Project Management, Site
Legalization are costs are calculated using standard prices.
 Electronic Equipment Prices are calculated using standard prices.
 It s assumed that 3G and WIMAX Electronic Equipments cost same since
they are mature technologies.
 It is assumed that 4G electronic equipments are 1.5 times expensive since
they are very recently appeared in the market.
 OPEX Costs are calculated using standard prices.
 Study is altered for different scenarios
7.4.3 Results.
7.4.3.1 To Build Nationwide 4G LTE Network On Top Of 2G Network
This is the most future proof solution. The operator skips 3G and moves to 4G
mobile broadband. It is strategically advantage in the market since 4G LTE can be
positioned best technical solution. Also the operator avoid tender cost and risks and
lasts other players mobile broad band.
On another hand since LTE is not mature enough the operator takes risks of stability
problems and development costs of LTE. At the beginning of rollout and first 2
years technical problems arise.
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Beside since LTE chipsets are not in the mass market the operator will face terminal
problems. So far only few terminals exist. To reach costumers the operator has to
subsidize costs of data cards.
More ever since LTE voice and data have not been standardized yet the operator has
to push voice and SMS subscribers to old 2G network. This obstacle means
subscribers have to have 2 sim cards and 2 terminals minimum and it s a barrier on
the road to mobility.
7.4.3.2 To Build Nationwide 4G WIMAX Network On Top Of 2G Network
This is one of economical solution. The operator skips 3G and moves to 4G mobile
broadband. It is strategically advantage in the market since 4G WIMAX can be
positioned broadband technical solution. Also the operator avoid tender cost and
risks and lasts other players mobile broad band.
The technology is also relatively mature and enough terminals exist in the market.
Beside ever since WIMAX voice and data have not been standardized yet the
operator has to push voice and SMS subscribers to old 2G network. This obstacle
means handover problem among networks and some subscribers will face
unavailability problems
Moreover, mobility and throughput are another problem. The operators are going to
face performance problems since WIMAX still can not meet mobility and throughput
expectations.
Finally after 2012 it is expected that LTE will replace WIMAX and LTE and LTE
Advanced will be most dominant and commonly used mobile broadband technology.
As of 2010 WIMAX investment seems a risky option.
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7.4.3.3 To Build Nationwide 4G LTE Network In 2 Steps. First Step Is To Build
3G Broadband Then To Build 4G LTE Network.
This is the most expensive and typical solution despite of frequency problem.
Regulatory body will first tender 3G frequency band and then try to benefit from 4G
putting new regulations and barriers. In most of developed countries 3G is an
operational technology and players in the market provide WCDMA, HSxPA and
HSPA+ mobile broadband services.
To have this path the operator has to attend 3G frequency tender and try to acquire
most suitable band first taking costs and delay risks because of conflicts among
different state authorities.
In the case the operator acquired frequency the operator shall build 3G network
targeting the places where traffic occurs.
Unfortunately due to nature of rollout nation wide coverage can be provided in
minimum 2 years. 2 years later LTE will become a mature technology and LTE
networks shall be operational because of competition hence the operator shall either
try to delay lobbying and or shall start rollout. In this study it is assumed that the
operator chooses rollout as an option.
In this case since all technologies are mature and enough terminals and
interoperability of all planned technologies exist the operator will provide mobile
broadband service.
Voice and SMS will not be problem.
On another hand the operator has to take cost of deployment cost of double
technology and double rollout and competition.
7.4.3.4 To Build Limited 4G LTE Network
This is a workaround choice. The operator will face all mentioned problems
explained above as well as coverage problem and complaints from costumers.
On another it is a path which will let the operator will avoid extra expenses because
of development costs of LTE and rescue operator in the mobile broadband business.
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After 2012 considering market and the operator might restart rollout and provide
nation wide coverage and service.
7.4.3.5 To Build Limited 4G WIMAX Network
This is a workaround choice. The operator will face all mentioned problems
explained above as well as coverage problem and complaints from costumers.
On another hand after 2012 it is expected that LTE will replace WIMAX and LTE
and LTE Advanced will be most dominant and commonly used mobile broadband
technology. As of 2010 WIMAX investment seems a risky option.
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8. SIMULATIONS
The present chapter describes the modelling of the MIMO simulator using different
BPSK Equalization methods listed below.
 Zero Forcing Equalization
 Minimum Mean Square Error Equalization
 Zero Forcing Equalization with Successive Interference Cancellation (ZF-
SIC)
 Zero Forcing Equalization With Successive Interference Cancellation (ZF-
SIC) With Optimal Ordering.
 Maximum Likelihood Equalization.
 Minimum Mean Square Error Equalization With Successive Interference
Cancellation (ZF-SIC) With Optimal Ordering
8.1 Description
8.1.1.1 2×2 MIMO Channel 
In a 2×2 MIMO channel, probable usage of the available 2 transmit antennas can be 
as follows:
Transmission sequence :
In normal transmission in the first time slot, in the second time slot, and
so on.
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However, as 2 transmit exist antennas, the symbols can be grouped into groups of
two. In the first time slot, send and from the first and second antenna. In
second time slot, send and from the first and second antenna, send and
in the third time slot and so on.
Below in the Figure 8.1 the simple explanation of a probable MIMO transmission
scheme with 2 transmit antennas and 2 receive antennas are depicted.
Figure 8.1 Transmit 2 Receive (2×2) MIMO Channel
8.1.1.2 Assumptions
 The channel is flat fading – In simple terms, it means that the multipath
channel has only one tap. So, the convolution operation reduces to a simple
multiplication
 The channel experience by each transmit antenna is independent from the
channel experienced by other transmit antennas.
 For the transmit antenna to receive antenna, each transmitted symbol
gets multiplied by a randomly varying complex number . As the
channel under consideration is a Rayleigh channel, the real and imaginary
parts of are Gaussian distributed having mean and variance
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. (8.1)
 The channel experienced between each transmit to the receive antenna is
independent and randomly varying in time.
 On the receive antenna, the noise has the Gaussian probability density
function with
(8.2)
with
and . (8.3)
 The channel is known at the receiver.
8.1.2 Zero Forcing (ZF) Equalizer For 2×2 MIMO Channel 
In this case where there a multiple transmit antennas and multiple receive antennas
resulting in the formation of a Multiple Input Multiple Output (MIMO) channel. It
will be assumed that the channel is a flat fading Rayleigh multipath channel and the
modulation is BPSK.
8.1.2.1 Zero Forcing (ZF) Equalizer
Here is the extracting the two symbols which interfered with each other. In the first
time slot, the received signal on the first receive antenna is,
(8.4)
The received signal on the second receive antenna is,
. (8.5)
where
, are the received symbol on the first and second antenna respectively,
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is the channel from transmit antenna to receive antenna,
is the channel from transmit antenna to receive antenna,
is the channel from transmit antenna to receive antenna,
is the channel from transmit antenna to receive antenna,
, are the transmitted symbols and
is the noise on receive antennas.
It assumed that the receiver knows , , and . The receiver also
knows and .
For convenience, the above equation can be represented in matrix notation as
follows:
.
Equivalently,
(8.6)
To solve for , we know that we need to find a matrix which satisfies
(8.7)
The Zero Forcing (ZF) linear detector for meeting this constraint is given by,
(8.8)
Where the term can be expressed as,
(8.9)
Note that the off diagonal terms in the matrix are not zero because the off
diagonal terms are not zero, the zero forcing equalizer tries to null out the interfering
terms when performing the equalization, i.e when solving for the interference
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from is tried to be nulled and vice versa. While doing so, there can be
amplification of noise.
Further, it can be seen that, following zero forcing equalization, the channel for
symbol transmitted from each spatial dimension (space is antenna) is a like a 1×1 
Rayleigh fading channel. Hence the BER for 2×2 MIMO channel in Rayleigh fading 
with Zero Forcing equalization is same as the BER derived for a 1×1 channel in 
Rayleigh fading.
For BPSK modulation in Rayleigh fading channel, the bit error rate is derived as,
(8.10)
8.1.2.2 Simulation Model
The Matlab script performs the following
 Generate random binary sequence of +1’s and -1’s.
 Group them into pair of two symbols and send two symbols in one time slot
 Multiply the symbols with the channel and then add white Gaussian noise.
 Equalize the received symbols
 Perform hard decision decoding and count the bit errors
 Repeat for multiple values of and plot the simulation and theoretical
results.
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Figure 8.2 BER for 2×2 MIMO Channel With ZF Equalizer
8.1.2.3 Summary
As expected, the simulated results with a 2×2 MIMO system using BPSK 
modulation in Rayleigh channel is showing matching results as obtained in for a 1×1 
system for BPSK modulation in Rayleigh channel.
 the Zero Forcing equalizer is not the best possible way to equalize the
received symbol. The zero forcing equalizer helps us to achieve the data rate
gain, but not take advantage of diversity gain (as we have two receive
antennas).
 It might not be possible to achieve the two fold data rate improvement in all
channel conditions. It can happen that channels are correlated (the
coefficients are almost the same). Hence it can not be possible to solve for
the two unknown transmitted symbols even if we have two received
symbols.
 It is claimed that there can be receiver structures which enables to have both
diversity gain and data rate gain.
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8.1.3 MIMO With MMSE Equalizer
In this section, it will be discussed an equalization approach called Minimum Mean
Square Error (MMSE) equalization. It will be assumed that the channel is a flat
fading Rayleigh multipath channel and the modulation is BPSK.
8.1.3.1 Minimum Mean Square Error (MMSE) Equalizer For 2×2 MIMO 
Channel
Here is the extracting the two symbols which interfered with each other. In the first
time slot, the received signal on the first receive antenna is,
. (8.11)
The received signal on the second receive antenna is,
. (8.12)
where
, are the received symbol on the first and second antenna respectively,
is the channel from transmit antenna to receive antenna,
is the channel from transmit antenna to receive antenna,
is the channel from transmit antenna to receive antenna,
is the channel from transmit antenna to receive antenna,
, are the transmitted symbols and
is the noise on receive antennas.
It is assumed that the receiver knows , , and . The receiver also
knows and . For convenience, the above equation can be represented in matrix
notation as follows:
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(8.13)
Equivalently,
(8.14)
The Minimum Mean Square Error (MMSE) approach tries to find a coefficient
which minimizes the criterion,
(8.15).
Solving,
(8.16)
When comparing to the equation in Zero Forcing equalizer, apart from the
term both the equations are comparable. In fact, when the noise term is zero,
the MMSE equalizer reduces to Zero Forcing equalizer.
8.1.3.2 Simulation Model
The Matlab script performs the following
 Generate random binary sequence of +1’s and -1’s.
 Group them into pair of two symbols and send two symbols in one time slot
 Multiply the symbols with the channel and then add white Gaussian noise.
 Equalize the received symbols
 Perform hard decision decoding and count the bit errors
 Repeat for multiple values of and plot the simulation and theoretical
results.
199
Figure 8.3 BER for 2×2 MIMO With MMSE Equalization For BPSK 
8.1.3.3 Summary
Compared to the Zero Forcing equalizer case, at BER point, it can be seen that the
Minimum Mean Square Error (MMSE) equalizer results in around 3dB of
improvement. [10]
8.1.4 MIMO With Zero Forcing Successive Interference Cancellation
Equalizer
In this section, it is discussed improve the bit error rate performance by trying out
Successive Interference Cancellation (SIC). It is assumed that the channel is a flat
fading Rayleigh multipath channel and the modulation is BPSK.
8.1.4.1 Zero Forcing Equalizer Interference Cancellation For 2×2 MIMO 
Channel
Here is the extracting the two symbols which interfered with each other. In the first
time slot, the received signal on the first receive antenna is,
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. (8.17)
The received signal on the second receive antenna is,
. (8.18)
where
, are the received symbol on the first and second antenna respectively,
is the channel from transmit antenna to receive antenna,
is the channel from transmit antenna to receive antenna,
is the channel from transmit antenna to receive antenna,
is the channel from transmit antenna to receive antenna,
, are the transmitted symbols and
is the noise on receive antennas.
For convenience, the above equation can be represented in matrix notation as
follows:
. (8.19)
Equivalently,
(8.20)
To solve for , The Zero Forcing (ZF) linear detector for meeting this constraint
. (8.21)
is given by,
(8.22)
To do the Successive Interference Cancellation (SIC), the receiver needs to perform
the following:
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Using the Zero Forcing (ZF) equalization approach described above, the receiver can
obtain an estimate of the two transmitted symbols , , i.e.
(8.23)
Take one of the estimated symbols (for example ) and subtract its effect from the
received vector and , i.e.
(8.24)
Expressing in matrix notation,
(8.25)
(8.26)
The above equation is same as equation obtained for receive diversity case. Optimal
way of combining the information from multiple copies of the received symbols in
receive diversity case is to apply Maximal Ratio Combining (MRC).
The equalized symbol is,
(8.27).
This forms the simple explanation for Zero Forcing Equalizer with Successive
Interference Cancellation (ZF-SIC) approach.
8.1.4.2 Simulation Model
The Matlab script performs the following
 Generate random binary sequence of +1’s and -1’s.
 Group them into pair of two symbols and send two symbols in one time slot
 Multiply the symbols with the channel and then add white Gaussian noise.
 Equalize the received symbols with Zero Forcing criterion
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 Take the symbol from the second spatial dimension, subtract from the
received symbol
 Perform Maximal Ratio Combining for equalizing the new received symbol.
 Perform hard decision decoding and count the bit errors
 Repeat for multiple values of and the simulation and theoretical results.
Figure 8.4 BER for BPSK in 2×2 MIMO Channel With Zero Forcing Successive 
Interference Cancellation Equalization.
8.1.4.3 Summary
Compared to Zero Forcing equalization alone case, addition of successive
interference cancellation results in around 2.2dB of improvement for BER of ..
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The improvement is brought in because decoding of the information from the first
spatial dimension ( ) has a lower error probability that the symbol transmitted
from the second dimension.
8.1.5 MIMO With ZF SIC And Optimal Ordering
In this section, it will be explained a variant of ZF-SIC called Zero Forcing
Successive Interference Cancellation with optimal ordering. It will be assumed that
the channel is a flat fading Rayleigh multipath channel and the modulation is BPSK.
8.1.5.1 Successive Interference Cancellation With Optimal Ordering Equalizer
Here is the extracting the two symbols which interfered with each other. In the first
time slot, the received signal on the first receive antenna is,
(8.27)
The received signal on the second receive antenna is,
(8.28)
where
, are the received symbol on the first and second antenna respectively,
is the channel from transmit antenna to receive antenna,
is the channel from transmit antenna to receive antenna,
is the channel from transmit antenna to receive antenna,
is the channel from transmit antenna to receive antenna,
, are the transmitted symbols and
is the noise on receive antennas.
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For convenience, the above equation can be represented in matrix notation as
follows:
. (8.29)
Equivalently,
(8.30)
To solve for , The Zero Forcing (ZF) linear detector for meeting this constraint
(8.31)
is given by,
(8.32)
Using the Zero Forcing (ZF) equalization, the receiver can obtain an estimate of the
two transmitted symbols , , i.e.
(8.33)
In classical Successive Interference Cancellation, the receiver arbitrarily takes one of
the estimated symbols, and subtract its effect from the received symbol and .
However, more intelligence can be used in choosing whether we should subtract the
effect of first or first. To make that decision, it shall be found out the transmit
symbol (after multiplication with the channel) which came at higher power at the
receiver. The received power at the both the antennas corresponding to the
transmitted symbol is,
. (8.34)
The received power at the both the antennas corresponding to the transmitted symbol
is,
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.(8.35)
If then the receiver decides to remove the effect of from the received
vector and and then re-estimate .
(8.36)
Expressing in matrix notation,
. (8.37)
,
(8.38)
Optimal way of combining the information from multiple copies of the received
symbols in receive diversity case is to apply Maximal Ratio Combining (MRC). The
equalized symbol is,
. (8.39)
Else if the receiver decides to subtract effect of from the received
vector and , and then re-estimate
(8.40)
Expressing in matrix notation,
, (8.41)
(8.42)
Optimal way of combining the information from multiple copies of the received
symbols in receive diversity case is to apply Maximal Ratio Combining (MRC). The
equalized symbol is,
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. (8.43)
Doing successive interference cancellation with optimal ordering ensures that the
reliability of the symbol which is decoded first is guaranteed to have a lower error
probability than the other symbol. This results in lowering the chances of incorrect
decisions resulting in erroneous interference cancellation. Hence gives lower error
rate than simple successive interference cancellation.
8.1.5.2 Simulation Model
The Matlab script performs the following
 Generate random binary sequence of +1’s and -1’s.
 Group them into pair of two symbols and send two symbols in one time slot
 Multiply the symbols with the channel and then add white Gaussian noise.
 Equalize the received symbols with Zero Forcing criterion.
 Find the power of received symbol from both the spatial dimensions.
 Take the symbol from the second spatial dimension, subtract from the
received symbol
 Perform Maximal Ratio Combining for equalizing the new received symbol.
 Perform hard decision decoding and count the bit errors
 Repeat for multiple values of and the simulation and theoretical results.
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Figure 8.5 BER for BPSK in 2×2 MIMO channel with Zero Forcing Successive 
Interference Cancellation And Optimal Ordered Equalization.
8.1.5.3 Summary
Compared to Zero Forcing equalization with successive interference cancellation
case, addition of optimal ordering results in around 2.0dB of improvement for BER
of .[11]
8.1.6 MIMO with ML Equalization
In this section, it will be discussed a receiver structure called Maximum Likelihood
(ML) decoding. It will be assumed that the channel is a flat fading Rayleigh
multipath channel and the modulation is BPSK.
8.1.6.1 Maximum Likelihood Equalizer For 2×2 MIMO Channel 
Here is the extracting the two symbols which interfered with each other. In the first
time slot, the received signal on the first receive antenna is,
. (8.44)
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The received signal on the second receive antenna is,
. (8.45)
where
, are the received symbol on the first and second antenna respectively,
is the channel from transmit antenna to receive antenna,
is the channel from transmit antenna to receive antenna,
is the channel from transmit antenna to receive antenna,
is the channel from transmit antenna to receive antenna,
, are the transmitted symbols and
is the noise on receive antennas.
It is assumed that the receiver knows , , and . The receiver also
knows and . The unknown s are and .
For convenience, the above equation can be represented in matrix notation as
follows:
. (8.46)
Equivalently,
(8.47)
The Maximum Likelihood receiver tries to find which minimizes,
(8.48)
(8.49)
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Since the modulation is BPSK, the possible values of is +1 or -1 Similarly
also take values +1 or -1. So, to find the Maximum Likelihood solution, we need
to find the minimum from the all four combinations of and .
(8.50)
(8.51)
(8.52)
(8.53)
The estimate of the transmit symbol is chosen based on the minimum value from the
above four values i.e
if the minimum is ,
if the minimum is ,
if the minimum is and
if the minimum is .
8.1.6.2 Simulation Model
The Matlab script performs the following
 Generate random binary sequence of +1’s and -1’s.
 Group them into pair of two symbols and send two symbols in one time slot
 Multiply the symbols with the channel and then add white Gaussian noise.
 Find the minimum among the four possible transmit symbol combinations
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 Based on the minimum chose the estimate of the transmit symbol.
 Repeat for multiple values of and the simulation and theoretical results.
Figure 8.6 BER For 2×2 MIMO Rayleigh channel with Maximum Likelihood 
Equalization.
8.1.6.3 Summary
The results for 2×2 MIMO with Maximum Likelihood (ML) equalization helped us 
to achieve a performance closely matching the 1 transmit 2 receive antenna Maximal
Ratio Combining (MRC) case.
8.1.7 MIMO with MMSE SIC and Optimal Ordering
This section attempts to build further on the MIMO equalization schemes which have
been listed below.
 Minimum Mean Square Error (MMSE) equalization,
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 Zero Forcing equalization with Successive Interference Cancellation (ZF-
SIC) and
 ZF-SIC with optimal ordering.
Above it is discussed that successive interference cancellation with optimal ordering
improves the performance with Zero Forcing equalization. In this section, concept of
successive interference cancellation to the MMSE equalization will be extended.
Beside it is be assumed that the channel is a flat fading Rayleigh multipath channel
and the modulation is BPSK.
Brief description of 2×2 MIMO transmission, assumptions on channel model and the 
noise are detailed in the section on Minimum Mean Square Error (MMSE)
equalization.
8.1.7.1 MMSE Equalizer for 2×2 MIMO Channel 
Here is extracting the two symbols which interfered with each other. In the first time
slot, the received signal on the first receive antenna is,
. (8.54)
The received signal on the second receive antenna is,
. (8.55)
where
, are the received symbol on the first and second antenna respectively,
is the channel from transmit antenna to receive antenna,
is the channel from transmit antenna to receive antenna,
is the channel from transmit antenna to receive antenna,
is the channel from transmit antenna to receive antenna,
, are the transmitted symbols and
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is the noise on receive antennas.
It is assumed that the receiver knows , , and . The receiver also
knows and . For convenience, the above equation can be represented in matrix
notation as follows:
. (8.56)
Equivalently,
(8.57)
The Minimum Mean Square Error (MMSE) approach tries to find a coefficient
which minimizes the criterion,
. (8.58)
Solving,
. (8.59)
Using the Minimum Mean Square Error (MMSE) equalization, the receiver can
obtain an estimate of the two transmitted symbols , , i.e.
. (8.60)
8.1.7.1.1 Successive Interference Cancellation
 Simple
In classical Successive Interference Cancellation, the receiver arbitrarily takes one of
the estimated symbols (for example the symbol transmitted in the second spatial
dimension, ), and subtract its effect from the received symbol and . Once
the effect of is removed, the new channel becomes a one transmit antenna, 2
receive antenna case and can be optimaly equalized by Maximal Ratio Combining
(MRC).
 With optimal ordering
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In the case of more intelligence is can be used in choosing in whether it should be
subtracted the effect of first or first.
To make that decision, transmit symbol (after multiplication with the channel) which
came at higher power at the receiver shall be found out. The received power at the
both the antennas corresponding to the transmitted symbol is,
. (8.61)
The received power at the both the antennas corresponding to the transmitted symbol
is,
. (8.62)
If then the receiver decides to remove the effect of from the received
vector and . Else if the receiver decides to subtract effect of
from the received vector and , and then re-estimate .
Once the effect of either or is removed, the new channel becomes a one
transmit antenna, 2 receive antenna case and the symbol on the other spatial
dimension can be optimally equalized by Maximal Ratio Combining (MRC).
8.1.7.2 Simulation Model
The Matlab script performs the following
 Generate random binary sequence of +1’s and -1’s.
 Group them into pair of two symbols and send two symbols in one time slot
 Multiply the symbols with the channel and then add white Gaussian noise.
 Equalize the received symbols with Minimum Mean Square Error criterion.
 Do successive interference cancellation by both classical and optimal
ordering approach
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 Perform Maximal Ratio Combining for equalizing the new received symbol.
 Perform hard decision decoding and count the bit errors
 Repeat for multiple values of and plot he simulation and theoretical
results.
Figure 8.7. BER For 2×2 MIMO Channel With MMSE-SIC Equalization With And 
Without Optimal Ordering.
8.1.7.3 Summary
Compared to Minimum Mean Square Equalization with simple successive
interference cancellation case, addition of optimal ordering results in around 5.0dB
of improvement for BER of .
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The performance is now closely matching with curve 1 transmit 2 receive antenna
MRC case. [12]
8.2 Future Work
In this chapter BPSK signal processed with several methods and signalling
equalization techniques.
As it s seen best simulation results are achieved using Maximum Likelihood
equalization.
If a higher order constellation like 64QAM is used during sampling, then computing
Maximum Likelihood equalization might become prohibitively complex. With
64QAM and 2 spatial stream it might be needed to find the minimum 4096
combinations. In such scenarios need for employment of schemes like sphere
decoding which helps to reduce the complexity might arise.
In the future such simulations might be performed using and 64QAM and complex
MIMO antenna configurations such as 4x4 or 8x8 and BER figures can be observed.
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9. CONCLUSION
The LTE technology and the other technologies introduced above are developed in
different standardization bodies, but all show a lot of commonalities. The reason is
that they target the same type of application and operate under similar conditions and
scenarios. The fundamental constraints for achieving high data rates, good quality of
service, and system performance will require that a set of efficient tools are applied
to reach those targets.
The technologies described in this study form a set of such tools and it turns out that
many of those are applied across most of the technologies discussed here. To cater
for high data rates, different ways to transmit over wider bandwidth is employed,
such as single-and multi-carrier transmission including OFDM, often with the
addition of higher-order modulation. Multi-antenna techniques are employed to
exploit the ‘spatial domain’, using techniques such as receive and transmit diversity,
beam-forming and multi-layer transmission. Most of the schemes also employ
dynamic link adaptation and scheduling to exploit variations in channel conditions.
In addition, coding schemes such as Turbo codes are combined with advanced
retransmission schemes such as hybrid ARQ. As mentioned above, one reason that
solutions become similar between systems is that they target similar problems for the
systems. It is also to some extent true that some technologies and their corresponding
acronyms go in and out of ‘fashion. ’ Most 2G systems were developed using
TDMA, while many 3G systems are based on CDMA and the 3G evolution steps
taken now are based on OFDM. Another reason for this step-wise shift of
technologies is of course that as technology develops, more complex
implementations are made possible. A closer look at many of the evolved wireless
communication systems of today also show that they often combine multiple
techniques from previous steps, and are built on a mix of TDMA, OFDM, and spread
spectrum components.
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9.1 LTE: A Late Starter, But Gaining Momentum
As the mobile industry prepares to select the 4G mobile broadband standard, three
technologies are struggling on the competitive battlefield.
WiMAX is a wireless broadband technology pushed by Intel, sponsored by the
WiMAX Forum, and based on the IEEE 802.16(e) standard finalized in 2005 for
fixed and mobile deployment. LTE arises from the 3GPP ecosystem that dominates
mobile deployment today and represents a new generation of mobile telephone
standard that will probably replace current GSM/UMTS offerings.
UMB (ultra-mobile broadband) comes from the Qualcomm driven 3GPP2 ecosystem
as the proposed successor to the CDMA/EVDO product line. WiMAX: early lead,
but faltering of these three, WiMAX took an early lead in deployment, with at least
one fixed network now deployed in most key markets. From a technology readiness
perspective, WiMAX currently enjoys a two- to three-year timeto- market advantage
over any other wireless broadband technology, for both fixed and nomadic
applications. Furthermore, many key vendors (e.g., Intel, Samsung, Motorola,
Alcatel- Lucent) are clearly supporting the standard, with Intel committing to embed
WiMAX chips in its microprocessors starting in 2008 (as it did with WiFi).
Given these factors, it appears that WiMAX will attract three times more network
and ecosystem investment than LTE in the short term. However, the bulk of 4G
demand will probably materialize only after 2011 despite 39 pioneers of market
commit their interests in 14 countries, by which time WiMAX could lose its lead,
due to four factors[23]:
 The current technology cannot be deployed in paired frequency division
duplex (FDD) spectrum, which dominates global allocations.
 There are currently no tier-1 operators on the global level – with the
exception of Sprint/Clearwire – with commitments to widely deploy a mobile
WiMAX network. MostWiMAX deployments are small and promoted by
new startups. The bulk of deployments is focused on fixed WiMAX
implementations in emerging markets.
219
 Most WiMAX deployments are in the 2.5 GHz spectrum or higher, where
attackers are able to obtain spectrum. Radio signals do not propagate nearly
as well as higher frequencies. Therefore, WiMAX operators must deploy far
more cell sites and hence have higher costs than today’s cellular networks.
Subsequent improvements in WiMAX could close these performance gaps
(e.g., adoption for the 700 MHz spectrum, paired spectrum), but it takes time
to certify new standards, chipsets, and equipment. A new version of WiMAX,
currently referred to as 802.16(m), is planned for full mobility, but it is on the
same timeline as (or later than) LTE.
 WiMAX is designed for fixed and nomadic applications and is only now
being adapted for fully high-speed mobility. Other 4G technologies have been
designed to handle highspeed mobility and hand-offs from the start. UMB
does not appear positioned to gain any share, as current operators – most
notably Verizon, Telstra, and Reliance – migrate from the 3GPP2 to the
3GPP ecosystem, either through the 3G WCDMA family or directly to LTE.
And Sprint, which had been on the 3GPP2 path, has announced its plans to
migrate to WiMAX, seemingly leaving UMB with no major operator support.
While WiMAX has been perceived to have the lead based on early
deployments in the race to become the 4G standard, momentum appears to be
shifting to LTE. It is likely that LTE will capture the lion’s share of 4G
investments post-2011, while advanced 3G systems will dominate investment
for the next five years.
LTE was just approved by the 3GPP in January 2008. Experience shows that most
standards take more than six years to go from publication to commercial success, so
it is likely to be a few years before LTE is available for broad rollout as the 4G
standard. However, there seems to be broad mobile operator support for it. Most
European GSM-based operators show a strong inclination to adopt this standard. In
the US, Verizon, with its recent spectrum purchase at 700 MHz, is on an aggressive
timeline to test LTE in 2009 and deploy limited LTE service as early as 2010. With
the exception of GSA, the other major players (Telia Sonera, Vodofone, T-Mobile,
Alltel, etc.) appear to support LTE.
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Designed to be a “smooth upgrade” from the current GSM path, LTE is supported by
leading operators, including Alcatel-Lucent, Ericsson, Nokia, Huawei, Orange, T-
Mobile, and Vodafone, who launched the Long- Term Evolution/System
Architecture Evolution Trial Initiative in May 2007, aimed at promoting LTE. Since
then, other operators, including NTT DoCoMo, LG, and Samsung, have also gotten
on board. With the overwhelming backing of the mobile industry, LTE will have the
strongest ecosystem, the lowest cost, and the earliest/broadest device availability.
However, given that it will be tailored to paired spectrum, it is unlikely to be the sole
technology used – WiMAX may still be deployed for unpaired spectrum, especially
if dual-mode devices become widespread. Nevertheless, LTE will most probably still
capture the lion’s share of deployments, as existing carriers hold the bulk of the
spectrum where these technologies will eventually modernize their networks.[25]
9.2 Challenge For Operators
As technology-related issues get resolved (e.g., what exactly an upgrade will involve,
the availability of multi-mode phones), operators will need to answer a number of
strategic Questions on the road to 4G. Without a change in business models, 4G will
drive even higher bandwidth and capacity needs (the iPhone experience in the US is
an example of this) without generating an appreciable increase in revenue to recover
the investments. Operators need to resolve what applications/advertising and content
models, pricing models, distribution models, partnerships, etc. they can use to make
4G a profitable venture.
First-to-market carriers could reap disproportional economic benefits by attracting
the large proportion of high-spending customers who are motivated by new
devices/applications and by gaining a scale/pricing advantage through loading their
networks ahead of the late arrivals. However, as with 3G, first-to-market carriers will
risk market demand and ecosystem maturity.
The economics of high-quality, higher-frequency deployment can be daunting.
Ideally, operators would use large blocks of lower-frequency spectrum to ensure 4G
success. The major benefits of 4G over 3G occur in frequency blocks larger than 5
MHz. With the impending auctions and debate over access to 700&2600 MHz
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spectrum around the world, operators need to establish a clear plan for gaining access
to the lowest frequency spectrum in their markets.[6]
Nearly 40 to 50 percent of the cost (capex + opex) in transitioning from 2G& 3G to
4G will be attributable to migration (OSS, BSS, network reconfiguration, significant
increase in backhaul capacity, customer information migration, re-farming of
spectrum, sharing of core and service networks, etc.). Operators will thus need to
start investing in their 2G& 3G networks now (OSS, power, cabinets, applications,
etc.) if they are to facilitate a smooth transition from 2G and 3G using convergent
Software Defined Access and Core Systems.
Possible actions which can be taken during transition follow
 Backbone Expansion: Operators shall consider expanding backbone and
metro transmission networks. For example one of main impact of mobile
broadband is bandwidth requirement of 3G HSPA+, 4G LTE or 4G WIMAX.
Nowadays it is mentioned 75 Mbps Bandwidth needs per 4G stations and 50
E1.
 DBS Stations: Operators shall use as much as DBS stations so that it avoids
more energy consumption and site lease costs. On another hand in order to
use DBS architecture the operator has to strengthen poles and towers because
remote heads shall be as much as close to antenna.
 Traffic Management Tools: Operators shall have intelligent traffic flow
management tools other wise premium subscriber will suffer because of
shared radio environment.
 Direct Tunneling and Local Traffic Termination: Operators shall introduce
direct tunnels among stations and GGSN or MME in order to avoid huge
traffic among nodes and try to terminate traffic in the place where it occurs
introducing ISP connection in almost all possible places.
 Refarming of Spectrum: Operators can motivate regulatory bodies to
maximize use of frequency bands. Nowadays most of frequency bands are
shared and splitted by several players. By grouping channels of players and
enabling broader bandwidths SDR solutions can be used. Nowadays in
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almost every market there is a band for one technology and therefore it is not
possible to use SDR solution which will minimize CAPEX and OPEX cost of
operators.
In addition, the flattened network will make it more manageable and less expensive
to maintain. . For example X2 interface of LTE requires involment of IP and it is in
cell site. The fact that LTE rests on a common architecture/protocol (ip) implies that
it can eventually align its roadmaps with other ip based systems, including an ip
based fixed network (implying an eventual technical convergence to a common core
network for fixed/mobile systems). LTE does not go a long way in opening up the
network to accommodate third party initiatives, even though the IMS subsystem will
indeed provide APIs to independent approved software developers.
LTE is still very much a telecom network and not an open network as many from the
other side of the fence would’ve hoped. The fact that LTE is an IMS based network
(implying SIP based central core network control) implies limited accommodation of
peer advancements and surrogate based technologies which are emerging rapidly and
accelerating the evolution at the edge of the network.
Beside number of LTE promotional materials state that LTE gives equivalent fixed
line and better voice service. This kind of positioning does injustice to mobile
communication technologies and generates unrealistic expectations. Mobile
throughput and quality will never be able to compete with state of the art fixed and
should not be positioned to. Fixed technology propagates within a controlled
environment (ex. a wire) while mobile technology (propagation based) is always
challenged by nature (propagation effects etc…). If LTE boasts 326 Mbps downlink,
fixed can deliver via fiber 100Gbps symmetrical. If mobile reaches 100 Gbps (which
will require a good portion of spectrum), then fixed will top 100 Tbps. Mobile
technologies should be marketed for the benefit that they add, i.e. that they offer
mobility with an adequate infrastructure to accommodate the required services with
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resilience and certainty. Mobility is the key word and not compare. LTE goes a long
way in offering mobility based broadband services.
In light of these issues and questions, the dynamics involved in any 4G upgrade will
be market-specific and based on spectrum availability, competitive offerings, the
level of spectrum exhaustion, and the need to reform spectrum using more spectrally-
efficient technology. More ever it is expected that LTE and chipsets will be in mass
market after 2012 and operators want to be early player in the market have to take
development cost of LTE.
224
225
REFERENCES
[1] http://www.umts-forum.org/servlet/dycon/ztumts/umts/Live/en/umts/
MultiMedia_PDFs_Papers_Paper-1-August-2003.pdf , accessed at 22.09.2009
[2] The Mobile Broadband Evolution, 3GPP Release-8 and Beyond February 2009
3GPP_Rel-8_Beyond_02_12_09.pdf
[3] Pierre Lescuyer and Thierry Lucidarme, Mar-2008, Evolved Packet System
(EPS), the LTE and SAE Evolution of 3G UMTS, Alcatel-Lucent, France, pp.27-
227
[4] Hashimoto, M., 1975. The Effect of an Outer Layer on Propagation in a Parabolic
Index Optical Waveguide, Inst. J. of Elect., 39, 5, pp. 579-582
[5] http://www.3gpp.org/ftp/Specs/archive/36_series/, accessed at 28.09.2009
[6] HSPA to LTE-Advanced, Rysavy Research / 3G Americas, September 2009,
http://www.rysavy.com, accessed at 12.04.2010
[7] http://business.motorola.com/experiencelte/lte-depth.html, accessed at
12.04.2010
[8] Savo Glisic, Beatriz Lorenzo Mar-2008, Wiley, ADVANCED WIRELESS
NETWORKS
[9]  Erik Dahlman, Stefan Parkvall, Johan Sköld and Per Beming, Mar-2008 Second 
Edition 3G EVOLUTION : HSPA AND LTE FOR MOBILE BROADBAND, pp
3-40,279-286, 497-505, 539-546
[10] Third Edition, by John R. Barry, Edward A. Lee, David G. Messerschmitt 2003
Digital Communication pp 345-464
226
[11] David Tse, Pramod Viswanath 2005 Fundamentals of Wireless
Communication, pp 52-83, 290-374 496-513
[12] Bernard Sklar 2005 Second Edition Digital Communications: Fundamentals
and Applications pp 119, 395, 1040-1042
[13] http://www.huawei.com/broadband/lte.do, accessed at 06.04.2010
[14] http://www.huawei.com/publications/view.do?id=6030&cid=11309&pid=61,
accessed at 06.04.2010
[15]http://www.ericsson.com/developer/sub/open/technologies/technologyinbrief/ab
out/LTE.html, accessed at 04.04.2010
[16] http://www.ericsson.com/ourportfolio/products/radio-access-network, accessed
at 04.04.2010
[17] http://www.ericsson.com/developer/sub/articles/other_articles/090130_lte,
accessed at 04.04.2010
[18] http://www.nokiasiemensnetworks.com/portfolio/solutions/wcdma-frequency-
refarming-solution, accessed at 02.04.2010
[19]http://www.nokiasiemensnetworks.com/portfolio/products/mobile-
broadband/long-term-evolution-lte, accessed at 02.04.2010
[20] http://www.lstiforum.org/about/intro.html, accessed at 11.11.2009
[21] http://www.lstiforum.org/media/event.html?listNum=169, accessed at
11.11.2009
[22] http://www.gsacom.com/news/gsa_298.php4 accessed at 18.03.2010
[23] http://www.gsacom.com/gsm_3g/info_papers.php4 accessed at 18.03.2010
[24]http://www.gsacom.com/downloads/pdf/GSA%20Information%20Paper%20Evo
lution%20of%20Network%20Speeds.php4, accessed at 18.03.2010
[25]http://www.mckinsey.com/clientservice/telecommunications/Mobile_broadband
_for_the_masses.pdf, accessed at 15.01.2010
227
[26] http://www.mckinseyquarterly.com/special_topics.aspx?stid=74, accessed at
15.01.2010
[27] http://en.wikipedia.org/wiki/3GPP_Long_Term_Evolution, accessed at
08.11.2009
[28] http://www.3gpp.org/about-3gpp, accessed at 10.10.2009
[29] ftp://ftp.3gpp.org/Inbox/2008_web_files/LTA_Paper.pdf, accessed at
12.12.2009
228
229
APPENDIXES:
Matlab Codes
The Matlab-Codes consist of 6 files. For simulation Matlab 7.9.0 R 2009b is used.
Details of Matlab Codes listed below.
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Matlab Code for Zero Forcing Equalization
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
clear
N = 10^6;EbN0_dB = [0:30]; % number of bits or symbols multiple Eb/N0 values
nTx = 2;nRx = 2;
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
for kk = 1:length(EbN0_dB)
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
% Transmitter Side
PP = rand(1,N)>0.50; % generating 0,1
SS = 2*PP-1; % BPSK modulation 0 -> -1; 1 -> 0
231
Mods = kron(SS,ones(nRx,1)); %
Mods = reshape(Mods,[nRx,nTx,N/nTx]); % grouping in [nRx,nTx,N/NTx ] matrix
h = 1/sqrt(2)*[randn(nRx,nTx,N/nTx) + j*randn(nRx,nTx,N/nTx)]; % Rayleigh channel
n = 1/sqrt(2)*[randn(nRx,N/nTx) + j*randn(nRx,N/nTx)]; % white gaussian noise
y = squeeze(sum(h.*Mods,2)) + 10^(-EbN0_dB(kk)/20)*n; % Channel and noise Noise addition
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
% Receiver Side
% Forming the Zero Forcing equalization matrix W = inv(H^H*H)*H^H
% H^H*H is of dimension [nTx x nTx]. In this case [2 x 2]
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% Inverse of a [2x2] matrix [a b; c d] = 1/(ad-bc)[d -b;-c a]
Conf_H = zeros(2,2,N/nTx) ;
Conf_H(1,1,:) = sum(h(:,2,:).*conj(h(:,2,:)),1); % d term
Conf_H(2,2,:) = sum(h(:,1,:).*conj(h(:,1,:)),1); % a term
Conf_H(2,1,:) = -sum(h(:,2,:).*conj(h(:,1,:)),1); % c term
Conf_H(1,2,:) = -sum(h(:,1,:).*conj(h(:,2,:)),1); % b term
hDen = ((Conf_H(1,1,:).*Conf_H(2,2,:)) - (Conf_H(1,2,:).*Conf_H(2,1,:))); % ad-bc term
hDen = reshape(kron(reshape(hDen,1,N/nTx),ones(2,2)),2,2,N/nTx); % formatting for division
hInv = Conf_H./hDen; % inv(H^H*H)
hMod = reshape(conj(h),nRx,N); % H^H operation
yMod = kron(y,ones(1,2)); % formatting the received symbol for equalization
yMod = sum(hMod.*yMod,1); % H^H * y
yMod = kron(reshape(yMod,2,N/nTx),ones(1,2)); % formatting
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yHat = sum(reshape(hInv,2,N).*yMod,1); % inv(H^H*H)*H^H*y
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
% receiver - hard decision decoding
ipHat = real(yHat)>0;
% counting the errors
nErr(kk) = size(find([PP- ipHat]),2);
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
end
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
simBer = nErr/N; % simulated ber
EbN0Lin = 10.^(EbN0_dB/10);
theoryBer_nRx1 = 0.5.*(1-1*(1+1./EbN0Lin).^(-0.5));
p = 1/2 - 1/2*(1+1./EbN0Lin).^(-1/2);
theoryBerMRC_nRx2 = p.^2.*(1+2*(1-p));
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%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
close all
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
figure
semilogy(EbN0_dB,theoryBer_nRx1,'bp-','LineWidth',2);
hold on
semilogy(EbN0_dB,theoryBerMRC_nRx2,'kd-','LineWidth',2);
semilogy(EbN0_dB,simBer,'mo-','LineWidth',2);
axis([0 30 10^-7 0.5])
grid on
legend('Theory Values (SISO 1x1)', 'Theory Values (nTX=1,nRX=2, MRC)', 'Simulation (MIMO 2x2, ZF)');
xlabel('Mean Eb/No,dB');
ylabel('BER');
title('BER for BPSK modulation with 2x2 MIMO and ZF Equalizer');
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Matlab Code For Minimum Mean Square Error Equalization
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
clear
N = 10^6; EbN0_dB = [0:30];% number of bits or symbols % multiple Eb/N0 values
nTx = 2;nRx = 2;
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
for kk = 1:length(EbN0_dB)
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
% Transmitter Side
PP = rand(1,N)>0.50; % generating 0,1
SH = 2*PP-1; % BPSK modulation 0 -> -1; 1 -> 0
Mods = kron(SH,ones(nRx,1)); %
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Mods = reshape(Mods,[nRx,nTx,N/nTx]); % grouping in [nRx,nTx,N/NTx ] matrix
h = 1/sqrt(2)*[randn(nRx,nTx,N/nTx) + j*randn(nRx,nTx,N/nTx)]; % Rayleigh channel
n = 1/sqrt(2)*[randn(nRx,N/nTx) + j*randn(nRx,N/nTx)]; % white gaussian noise
y = squeeze(sum(h.*Mods,2)) + 10^(-EbN0_dB(kk)/20)*n; % Channel and noise Noise addition
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
% Receiver Side
% Forming the MMSE equalization matrix W = inv(H^H*H+sigma^2*I)*H^H
% H^H*H is of dimension [nTx x nTx]. In this case [2 x 2]
% Inverse of a [2x2] matrix [a b; c d] = 1/(ad-bc)[d -b;-c a]
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
237
Cof_H = zeros(2,2,N/nTx) ;
Cof_H(1,1,:) = sum(h(:,2,:).*conj(h(:,2,:)),1) + 10^(-EbN0_dB(kk)/10); % d term
Cof_H(2,2,:) = sum(h(:,1,:).*conj(h(:,1,:)),1) + 10^(-EbN0_dB(kk)/10); % a term
Cof_H(2,1,:) = -sum(h(:,2,:).*conj(h(:,1,:)),1); % c term
Cof_H(1,2,:) = -sum(h(:,1,:).*conj(h(:,2,:)),1); % b term
hDen = ((Cof_H(1,1,:).*Cof_H(2,2,:)) - (Cof_H(1,2,:).*Cof_H(2,1,:))); % ad-bc term
hDen = reshape(kron(reshape(hDen,1,N/nTx),ones(2,2)),2,2,N/nTx); % formatting for division
hInv = Cof_H./hDen; % inv(H^H*H)
hMod = reshape(conj(h),nRx,N); % H^H operation
yMod = kron(y,ones(1,2)); % formatting the received symbol for equalization
yMod = sum(hMod.*yMod,1); % H^H * y
yMod = kron(reshape(yMod,2,N/nTx),ones(1,2)); % formatting
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yHat = sum(reshape(hInv,2,N).*yMod,1); % inv(H^H*H)*H^H*y
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
% receiver - hard decision decoding
ipHat = real(yHat)>0;
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
% counting the errors
nErr(kk) = size(find([PP- ipHat]),2);
end
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
simBer = nErr/N; % simulated ber
EbN0Lin = 10.^(EbN0_dB/10);
theoryBer_nRx1 = 0.5.*(1-1*(1+1./EbN0Lin).^(-0.5));
p = 1/2 - 1/2*(1+1./EbN0Lin).^(-1/2);
theoryBerMRC_nRx2 = p.^2.*(1+2*(1-p));
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close all
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
figure
semilogy(EbN0_dB,theoryBer_nRx1,'bp-','LineWidth',2);
hold on
semilogy(EbN0_dB,theoryBerMRC_nRx2,'kd-','LineWidth',2);
semilogy(EbN0_dB,simBer,'mo-','LineWidth',2);
axis([0 30 10^-7 0.5])
grid on
legend('Theory Values(MIMO 2x2, ZF)', 'Theory Values (nTX=1,nRX=2, MRC)', 'Simulation (MIMO 2x2, MMSE)');
xlabel('Mean Eb/No,dB');
ylabel('BER');
title('BER For BPSK modulation with 2x2 MIMO and MMSE Equalizer');
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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Matlab Code For Zero Forcing Equalization with Successive Interference Cancellation (ZF-SIC)
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
clear
N = 10^6;EbN0_dB = [0:30]; % number of bits or symbols and multiple Eb/N0 values
Txn = 2;Rxn = 2;
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
for ii = 1:length(EbN0_dB)
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
% Transmitter Side
ip = rand(1,N)>0.5; % generating 0,1
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SS = 2*ip-1; % BPSK modulation
S_Mod = kron(SS,ones(Rxn,1)); %
S_Mod = reshape(S_Mod,[Rxn,Txn,N/Txn]); % grouping in [Rxn,Txn,N/Txn ] matrix
h = 1/sqrt(2)*[randn(Rxn,Txn,N/Txn) + j*randn(Rxn,Txn,N/Txn)]; % Rayleigh channel
n = 1/sqrt(2)*[randn(Rxn,N/Txn) + j*randn(Rxn,N/Txn)]; % white gaussian noise, 0dB variance
y = squeeze(sum(h.*S_Mod,2)) + 10^(-EbN0_dB(ii)/20)*n; % Channel and noise Noise addition
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
% Receiver Side
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% Forming the ZF equalization matrix W = inv(H^H*H)*H^H
% H^H*H is of dimension [Txn x Txn]. In this case [2 x 2]
% Inverse of a [2x2] matrix [a b; c d] = 1/(ad-bc)[d -b;-c a]
Conf = zeros(2,2,N/Txn) ;
Conf(1,1,:) = sum(h(:,2,:).*conj(h(:,2,:)),1) ; % d term
Conf(2,2,:) = sum(h(:,1,:).*conj(h(:,1,:)),1) ; % a term
Conf(2,1,:) = -sum(h(:,2,:).*conj(h(:,1,:)),1); % c term
Conf(1,2,:) = -sum(h(:,1,:).*conj(h(:,2,:)),1); % b term
Den = ((Conf(1,1,:).*Conf(2,2,:)) - (Conf(1,2,:).*Conf(2,1,:))); % ad-bc term
Den = reshape(kron(reshape(Den,1,N/Txn),ones(2,2)),2,2,N/Txn); % formatting for division
Inv = Conf./Den; % inv(H^H*H)
hMod = reshape(conj(h),Rxn,N); % H^H operation
yMod = kron(y,ones(1,2)); % formatting the received symbol for equalization
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yMod = sum(hMod.*yMod,1); % H^H * y
yMod = kron(reshape(yMod,2,N/Txn),ones(1,2)); % formatting
yHat = sum(reshape(Inv,2,N).*yMod,1); % inv(H^H*H)*H^H*y
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
% receiver - hard decision decoding on second spatial dimension
ipHat2SS = real(yHat(2:2:end))>0;
ipHatMod2SS = 2*ipHat2SS-1;
ipHatMod2SS = kron(ipHatMod2SS,ones(Rxn,1));
ipHatMod2SS = reshape(ipHatMod2SS,[Rxn,1,N/Txn]);
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
% new received symbol - removing the effect from second spatial dimension
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h2SS = h(:,2,:); % channel in the second spatial dimension
r = y - squeeze(h2SS.*ipHatMod2SS);
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
% maximal ratio combining - for symbol in the first spatial dimension
h1SS = squeeze(h(:,1,:));
yHat1SS = sum(conj(h1SS).*r,1)./sum(h1SS.*conj(h1SS),1);
yHat(1:2:end) = yHat1SS;
ipHat = real(yHat)>0; % hard decision decoding- receiver side
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nErr(ii) = size(find([ip- ipHat]),2); % errors
end
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
simBer = nErr/N; % simulated ber values
EbN0Lin = 10.^(EbN0_dB/10);
theoryBer_nRx1 = 0.5.*(1-1*(1+1./EbN0Lin).^(-0.5));
p = 1/2 - 1/2*(1+1./EbN0Lin).^(-1/2);
theoryBerMRC_nRx2 = p.^2.*(1+2*(1-p));
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
close all
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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figure
semilogy(EbN0_dB,theoryBer_nRx1,'bp-','LineWidth',2);
hold on
semilogy(EbN0_dB,theoryBerMRC_nRx2,'kd-','LineWidth',2);
semilogy(EbN0_dB,simBer,'mo-','LineWidth',2);
axis([0 30 10^-7 0.5])
grid on
legend('Theory Values(MIMO 2x2, ZF)', 'Theory Values (Txn=1,Rxn=2, MRC)', 'Simulation (MIMO 2x2, ZF-SIC)');
xlabel('Mean Eb/No,dB');
ylabel('BER');
title('BER for BPSK Modulation With 2x2 MIMO and ZF-SIC Equalizer');
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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Matlab Code For Zero Forcing Equalization With Successive Interference Cancellation (ZF-SIC) With Optimal Ordering
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
clear
N = 10^6;EbN0_dB = [0:30]; % number of bits or symbols % multiple Eb/N0 values
nTx = 2; nRx = 2;
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
for kk = 1:length(EbN0_dB)
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
% Transmitter S?de
PP = rand(1,N)>0.5; % generating 0,1
SS = 2*PP-1; % BPSK modulation
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Mod_S = kron(SS,ones(nRx,1)); %
Mod_S = reshape(Mod_S,[nRx,nTx,N/nTx]); % grouping in [nRx,nTx,N/NTx ] matrix
h = 1/sqrt(2)*[randn(nRx,nTx,N/nTx) + j*randn(nRx,nTx,N/nTx)]; % Rayleigh channel
n = 1/sqrt(2)*[randn(nRx,N/nTx) + j*randn(nRx,N/nTx)]; % white gaussian noise,
% Channel and noise Noise addition
y = squeeze(sum(h.*Mod_S,2)) + 10^(-EbN0_dB(kk)/20)*n;
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
% Receiver Side
% Forming the ZF equalization matrix W = inv(H^H*H)*H^H
% H^H*H is of dimension [nTx x nTx]. In this case [2 x 2]
% Inverse of a [2x2] matrix [a b; c d] = 1/(ad-bc)[d -b;-c a]
Confh = zeros(2,2,N/nTx) ;
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Confh(1,1,:) = sum(h(:,2,:).*conj(h(:,2,:)),1) ; % d term
Confh(2,2,:) = sum(h(:,1,:).*conj(h(:,1,:)),1) ; % a term
Confh(2,1,:) = -sum(h(:,2,:).*conj(h(:,1,:)),1); % c term
Confh(1,2,:) = -sum(h(:,1,:).*conj(h(:,2,:)),1); % b term
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
% Sorting the equalization matrix based on the channel power on each dimension
% since the second spatial dimension is equalized first, the channel
% with higher power assigned to second dimension
normSS1 = squeeze(Confh(2,2,:));
normSS2 = squeeze(Confh(1,1,:));
sortIdx = find(normSS2 < normSS1);
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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% sorting the H^H*H matrix
CofSorth = Confh;
CofSorth(2,2,sortIdx) = Confh(1,1,sortIdx);
CofSorth(1,1,sortIdx) = Confh(2,2,sortIdx);
CofSorth(1,2,sortIdx) = Confh(2,1,sortIdx);
CofSorth(2,1,sortIdx) = Confh(1,2,sortIdx);
hDen = ((CofSorth(1,1,:).*CofSorth(2,2,:)) - (CofSorth(1,2,:).*CofSorth(2,1,:))); % ad-bc term
hDen = reshape(kron(reshape(hDen,1,N/nTx),ones(2,2)),2,2,N/nTx); % formatting for division
hInvSort = CofSorth./hDen; % inv(H^H*H)
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
% sorting the H matrix
hSort = h;
hSort(:,2,sortIdx) = h(:,1,sortIdx);
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hSort(:,1,sortIdx) = h(:,2,sortIdx);
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
% Equalization - Zero forcing
hModSort = reshape(conj(hSort),nRx,N); % H^H operation
yModSort = kron(y,ones(1,2)); % formatting the received symbol for equalization
yModSort = sum(hModSort.*yModSort,1); % H^H * y
yModSort = kron(reshape(yModSort,2,N/nTx),ones(1,2)); % formatting
yHatSort = sum(reshape(hInvSort,2,N).*yModSort,1); % inv(H^H*H)*H^H*y
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
% receiver - hard decision decoding on second spatial dimension
ipHat2SS = real(yHatSort(2:2:end))>0;
ipHatMod2SS = 2*ipHat2SS-1;
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ipHatMod2SS = kron(ipHatMod2SS,ones(nRx,1));
ipHatMod2SS = reshape(ipHatMod2SS,[nRx,1,N/nTx]);
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
% new received symbol - removing the effect from second spatial dimension
h2SS = hSort(:,2,:); % channel in the second spatial dimension
r = y - squeeze(h2SS.*ipHatMod2SS);
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
% maximal ratio combining - for symbol in the first spatial dimension
h1SS = squeeze(hSort(:,1,:));
yHat1SS = sum(conj(h1SS).*r,1)./sum(h1SS.*conj(h1SS),1);
yHatSort(1:2:end) = yHat1SS;
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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yHatSort = reshape(yHatSort,2,N/2) ;
yHatSort(:,sortIdx) = flipud(yHatSort(:,sortIdx));
yHat = reshape(yHatSort,1,N);
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
ipHat = real(yHat)>0; % hard decision decoding- receiver side
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
nErr(kk) = size(find([PP- ipHat]),2);% Error
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
end
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%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
simBer = nErr/N; % simulated ber
EbN0Lin = 10.^(EbN0_dB/10);
theoryBer_nRx1 = 0.5.*(1-1*(1+1./EbN0Lin).^(-0.5));
p = 1/2 - 1/2*(1+1./EbN0Lin).^(-1/2);
theoryBerMRC_nRx2 = p.^2.*(1+2*(1-p));
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
close all
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
figure
semilogy(EbN0_dB,theoryBer_nRx1,'bp-','LineWidth',2);
hold on
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semilogy(EbN0_dB,theoryBerMRC_nRx2,'kd-','LineWidth',2);
semilogy(EbN0_dB,simBer,'mo-','LineWidth',2);
axis([0 30 10^-7 0.5])
grid on
legend('Theory Values(MIMO 2x2, ZF)', 'Theory Values (nTX=1, nRX=2, MRC)', 'Simulation (MIMO 2x2 ZF-SIC-Sor. Eq.)');
xlabel('Mean Eb/No,dB');
ylabel('BER');
title('BER for BPSK modulation with 2x2 MIMO and ZF-SIC-Sorted Equalizer');
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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Matlab Code For Maximum Likelihood Equalization
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
clear
N = 10^6;EbN0_dB = [0:25]; % number of bits or symbols % multiple Eb/N0 values
Txn = 2;Rxn = 2;
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
for kk = 1:length(EbN0_dB)
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
% Transmitter Side
IS = rand(1,N)>0.50; % generating 0,1
SS = 2*IS-1; % BPSK modulation
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Mod_S = kron(SS,ones(Rxn,1));
Mod_S = reshape(Mod_S,[Rxn,Txn,N/Txn]); % grouping in [Rxn,Txn,N/Txn ] matrix
h = 1/sqrt(2)*[randn(Rxn,Txn,N/Txn) + j*randn(Rxn,Txn,N/Txn)]; % Rayleigh channel
n = 1/sqrt(2)*[randn(Rxn,N/Txn) + j*randn(Rxn,N/Txn)]; % white gaussian noise
y = squeeze(sum(h.*Mod_S,2)) + 10^(-EbN0_dB(kk)/20)*n; % Channel and noise Noise addition
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
% Maximum Likelihood Receiver
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
% if [s1 s2 ] = [+1,+1 ]
Hat_1 = [1 1];
Hat_1 = repmat(Hat_1,[1 ,N/2]);
Hat_1Mod = kron(Hat_1,ones(Rxn,1));
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Hat_1Mod = reshape(Hat_1Mod,[Rxn,Txn,N/Txn]);
zHat1 = squeeze(sum(h.*Hat_1Mod,2)) ;
J11 = sum(abs(y - zHat1),1);
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
% if [s1 s2 ] = [+1,-1 ]
sHat2 = [1 -1];
sHat2 = repmat(sHat2,[1 ,N/2]);
sHat2Mod = kron(sHat2,ones(Rxn,1));
sHat2Mod = reshape(sHat2Mod,[Rxn,Txn,N/Txn]);
zHat2 = squeeze(sum(h.*sHat2Mod,2)) ;
J10 = sum(abs(y - zHat2),1);
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
% if [s1 s2 ] = [-1,+1 ]
sHat3 = [-1 1];
sHat3 = repmat(sHat3,[1 ,N/2]);
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sHat3Mod = kron(sHat3,ones(Rxn,1));
sHat3Mod = reshape(sHat3Mod,[Rxn,Txn,N/Txn]);
zHat3 = squeeze(sum(h.*sHat3Mod,2)) ;
J01 = sum(abs(y - zHat3),1);
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
% if [s1 s2 ] = [-1,-1 ]
sHat4 = [-1 -1];
sHat4 = repmat(sHat4,[1 ,N/2]);
sHat4Mod = kron(sHat4,ones(Rxn,1));
sHat4Mod = reshape(sHat4Mod,[Rxn,Txn,N/Txn]);
zHat4 = squeeze(sum(h.*sHat4Mod,2)) ;
J00 = sum(abs(y - zHat4),1);
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
% finding the minimum from the four alphabet combinations
rVec = [J11;J10;J01;J00];
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[jj dd] = min(rVec,[],1);
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
% mapping the minima to bits
ref = [1 1; 1 0; 0 1; 0 0 ];
ipHat = zeros(1,N);
ipHat(1:2:end) = ref(dd,1);
ipHat(2:2:end) = ref(dd,2);
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
nErr(kk) = size(find([IS- ipHat]),2); % errors
end
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
simBer = nErr/N; % simulated ber
EbN0Lin = 10.^(EbN0_dB/10);
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theoryBer_nRx1 = 0.5.*(1-1*(1+1./EbN0Lin).^(-0.5));
p = 1/2 - 1/2*(1+1./EbN0Lin).^(-1/2);
theoryBerMRC_nRx2 = p.^2.*(1+2*(1-p));
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
close all
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
figure
semilogy(EbN0_dB,theoryBer_nRx1,'bp-','LineWidth',2);
hold on
semilogy(EbN0_dB,theoryBerMRC_nRx2,'kd-','LineWidth',2);
semilogy(EbN0_dB,simBer,'mo-','LineWidth',2);
axis([0 25 10^-5 0.5])
grid on
legend('Theory Values (SISO 1x1)', 'Theory Values (nTX=1 nRX=2 , MRC)', 'Simulation (MIMO 2x2, ML)');
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%legend('Simulation (MIMO 2x2, ML)');
xlabel('Mean Eb/No,dB');
ylabel('Bit Error Rate');
title('BER for BPSK modulation with 2x2 MIMO and ML equalizer');
Matlab Code For Minimum Mean Square Error Equalization With Successive Interference Cancellation (ZF-SIC) With Optimal
Ordering
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
clear
N = 10^6; EbN0_dB = [0:25];% number of bits or symbols% multiple Eb/N0 values
Txn = 2;Rxn = 2;
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
for ll = 1:length(EbN0_dB)
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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% Transmitter Side
PP = rand(1,N)>0.5; % generating 0,1 with equal probability
SS = 2*PP-1; % BPSK modulation 0 -> -1; 1 -> 0
Mods = kron(SS,ones(Rxn,1)); %
Mods = reshape(Mods,[Rxn,Txn,N/Txn]); % grouping in [Rxn,Txn,N/Txn ] matrix
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
h = 1/sqrt(2)*[randn(Rxn,Txn,N/Txn) + 1i*randn(Rxn,Txn,N/Txn)]; % Rayleigh channel
n = 1/sqrt(2)*[randn(Rxn,N/Txn) + 1i*randn(Rxn,N/Txn)]; % white gaussian noise, 0dB variance
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
% Addition of Channel and noise
y = squeeze(sum(h.*Mods,2)) + 10^(-EbN0_dB(ll)/20)*n;
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
% Receiver Side
% Forming the MMSE equalization matrix W = inv(H^H*H + sigma^2*I)*H^H
% H^H*H is of dimension [Txn x Txn]. In this case [2 x 2]
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% Inverse of a [2x2] matrix [a b; c d] = 1/(ad-bc)[d -b;-c a]
Conf_H = zeros(2,2,N/Txn) ;
Conf_H(1,1,:) = sum(h(:,2,:).*conj(h(:,2,:)),1) + 0*10^(-EbN0_dB(ll)/10); % d term
Conf_H(2,2,:) = sum(h(:,1,:).*conj(h(:,1,:)),1) + 0*10^(-EbN0_dB(ll)/10); % a term
Conf_H(2,1,:) = -sum(h(:,2,:).*conj(h(:,1,:)),1); % c term
Conf_H(1,2,:) = -sum(h(:,1,:).*conj(h(:,2,:)),1); % b term
for mm = 1:2
if mm == 1
sortId = [];
Conf_H(1,1,:) = sum(h(:,2,:).*conj(h(:,2,:)),1) + 10^(-EbN0_dB(ll)/10); % d term
Conf_H(2,2,:) = sum(h(:,1,:).*conj(h(:,1,:)),1) + 10^(-EbN0_dB(ll)/10); % a term
Conf_H(2,1,:) = -sum(h(:,2,:).*conj(h(:,1,:)),1); % c term
Conf_H(1,2,:) = -sum(h(:,1,:).*conj(h(:,2,:)),1); % b term
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elseif mm == 2
% Sorting the equalization matrix based on the channel power on each dimension
% since the second spatial dimension is equalized first, the channel
% with higher power assigned to second dimension
normS_1 = squeeze(Conf_H(2,2,:));
normS_2 = squeeze(Conf_H(1,1,:));
sortId = find(normS_2 < normS_1);
end
% sorting the H^H*H + sigma^2*I matrix
Cof_Sort = Conf_H;
if ~isempty(sortId)
Cof_Sort(2,2,sortId) = Conf_H(1,1,sortId) + 10^(-EbN0_dB(ll)/10);;
Cof_Sort(1,1,sortId) = Conf_H(2,2,sortId) + 10^(-EbN0_dB(ll)/10);;
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Cof_Sort(1,2,sortId) = Conf_H(2,1,sortId);
Cof_Sort(2,1,sortId) = Conf_H(1,2,sortId);
end
hDen = ((Cof_Sort(1,1,:).*Cof_Sort(2,2,:)) - (Cof_Sort(1,2,:).*Cof_Sort(2,1,:))); % ad-bc term
hDen = reshape(kron(reshape(hDen,1,N/Txn),ones(2,2)),2,2,N/Txn); % formatting for division
hInvSort = Cof_Sort./hDen; % inv(H^H*H)
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
% H matrix
Sorth = h;
if ~isempty(sortId)
Sorth(:,2,sortId) = h(:,1,sortId);
Sorth(:,1,sortId) = h(:,2,sortId);
end
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
% Equalization Using Zero Forcing Method
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hModSort = reshape(conj(Sorth),Rxn,N); % H^H operation
yModSort = kron(y,ones(1,2)); % formatting the received symbol for equalization
yModSort = sum(hModSort.*yModSort,1); % H^H * y
yModSort = kron(reshape(yModSort,2,N/Txn),ones(1,2)); % formatting
yHatSort = sum(reshape(hInvSort,2,N).*yModSort,1); % inv(H^H*H)*H^H*y
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
% receiver side - hard decision decoding on second spatial dimension
ipHat2SS = real(yHatSort(2:2:end))>0;
ipHatMod2SS = 2*ipHat2SS-1;
ipHatMod2SS = kron(ipHatMod2SS,ones(Rxn,1));
ipHatMod2SS = reshape(ipHatMod2SS,[Rxn,1,N/Txn]);
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
% new received symbol - removing the effect from second spatial dimension
h2SS = Sorth(:,2,:); % channel in the second spatial dimension
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r = y - squeeze(h2SS.*ipHatMod2SS);
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
% maximal ratio combining - for symbol in the first spatial dimension
h1SS = squeeze(Sorth(:,1,:));
yHat1SS = sum(conj(h1SS).*r,1)./sum(h1SS.*conj(h1SS),1);
yHatSort(1:2:end) = yHat1SS;
yHatSort = reshape(yHatSort,2,N/2) ;
if ~isempty(sortId)
yHatSort(:,sortId) = flipud(yHatSort(:,sortId));
end
yHat = reshape(yHatSort,1,N);
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
ipHat = real(yHat)>0;% hard decision decoding - receiver side
269
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
nErr(mm,ll) = size(find([PP- ipHat]),2); % errors
end
end
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
simBer = nErr/N; % simulated ber
EbN0Lin = 10.^(EbN0_dB/10);
theoryBer_nRx1 = 0.5.*(1-1*(1+1./EbN0Lin).^(-0.5));
p = 1/2 - 1/2*(1+1./EbN0Lin).^(-1/2);
theoryBerMRC_nRx2 = p.^2.*(1+2*(1-p));
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
close all
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%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
semilogy(EbN0_dB,theoryBer_nRx1,'bp-','LineWidth',2);
hold on
semilogy(EbN0_dB,theoryBerMRC_nRx2,'kd-','LineWidth',2);
semilogy(EbN0_dB,simBer(1,:),'mo-','LineWidth',2);
semilogy(EbN0_dB,simBer(2,:),'gp-','LineWidth',2);
axis([0 25 10^-5 0.5])
grid on
legend('Theory Values (MIMO 2x2, ZF)', 'Theory Values(nTX=1,nRX=2, MRC)', 'Simulation (MIMO, MMSE-SIC)','simulation (MIMO,
MMSE-SIC-Sort)');
xlabel('Mean Eb/No,dB');
ylabel('BER');
title('BER for BPSK Modulation With 2x2 MIMO and MMSE-SIC Equal.');
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