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INTRODUCTION 
Let Q(Xl, ..., x , )  be a real indefinite quadratic form of type (r, n - r) and 
det. D#0.  We know (see Blaney [8] )  that there exists a real number F, 
dependent on n and r only, such that given any real numbers rl ..... r , ,  the 
inequalities 
0 < Q(x l  + rl .... , x .  + r . )  ~ (FIDF)I/~, 
have a solution in integers Xl ..... x, .  Let F r . . . .  denote the infimum of all 
such numbers. Then we know that for r~>l, F,,r=22", F,+I,r=22r, 
F,+2,,=(22"+2)/3, F,+3,,=22"+1. Also F,,,+1=22" (r>~3). Further 
F1, 2 = 8, F1,3 = 16, and F2,3 = (7/4) 5. In an earlier paper, we have proved 
Fr+a,r=22`+2 (r>~l) (see [-1~[,6, 10-15]). In this paper we prove the 
following result: 
THEOREM. Let Q,(X) = Q(xl ..... x,) (n >~ 9) be a real indefinite quadratic 
form of signature -3  and of det. D # O. Then given any real numbers 
r~ ..... r, there exist (Xl ..... x , ) - - ( r l ,  ..., r ,)  (mod 1) such that 
0< Q(xl ..... x , )  ~< (2" 21DI)l/" 
and the result is best possible. 
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Remark 1. Without loss of generality, we assume -1 /2  <ri~< 1/2 for 
i=1 ,2  ..... n. 
First we state a recent result of Margulis [17] and some more results as 
lemmas. 
LEMMA 1. Suppose that n >t 3 and Q is a real incommensurable indefinite 
quadratic form of  non-zero determinant. Then given any e > O, there exist 
integers Xl, x2, ..., x , ,  not all zero such that 
IQ(xl ..... x,)l <e. 
LEMMA 2. Let Q(Xl, ..., x , )  be a real non-singular indefinite quadratic 
form in n >>. 3 variables such that Q takes arbitrarily small values for integers 
x l  ..... x , .  Let r~ ..... r,, ~, 6 be real numbers with 6 > O. Then we can f ind 
integers x~, ..., x~ such that 
~-6<Q(x l+r l ,  ..., x ,  + r,) < 9 + 6. 
For a proof, wee Watson [18]. 
Thus when Q(x~ ..... x,) is an incommensurable form, the theorem 
follows from Lemma 1 and Lemma 2. So, we assume Q(xl ,  ..., x , )  is a com- 
mensurable form. Since n ~> 9, by Meyers theorem, it must be a zero form. 
Note. We shall say Q(Xl ,  ..., Xn) assumes value a if there exist integers 
xl ..... x ,  such that Q(xl  ..... x , )=a .  We also say ~<Q(X l  ..... x,)<~fl is 
soluble (solvable) if for any given real numbers r~ ..... r,,  ct and fl, there 
exist integers xl,  ..., xn satisfying ~ < Q(xl  + r 1 ..... x ,  + rn) <<. ft. 
Now we first prove the following 
PROPOSITION. Let a7(x l  ..... x7) be a quadratic form ofdet.  D ~ 0 and of  
type (2, 5). Then 
0< O7(xl  ..... x7)<.(641DI) l /7=K (say) (1.2) 
is solvable. 
In view of Lemmas 1 and 2, we need to consider when O7(Xl ..... x7) is 
a zero form. 
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2. SOME LEMMAS 
In the course of the proof, we shall use a number of lemmas. 
LEMMA 3. Let Q(xl ..... x,,) be a real indefinite zero form of det. D 50. 
Then given any numbers rl ..... r,, and ct, there exist x i -  r (mod 1 ), ! ~< i~< n, 
such that 
< Q(x l ,  x2 ..... x,)  <~ c~ + 2(IDI )1/.. 
This is a result of Jackson [21]. 
LEMMA 4. Let F(x, y, z) be a positive ternary quadratic form of det. D; 
then there exist integers x, y, z such that 
0 < F(x, y, z)=a~< (2 IDI) 1/3. 
It is a classical result of Gauss and Seeber. 
LEMMA 5. Let c~,/3, Xo, and d be & real numbers with d > 1. Let m be an 
integer given by m < d <<. m + 1. Then 
(a) there exists x =-Xo (mod 1) satisfying 
O < ( x .-l- o~ )2 .-i- /3 ~ d 
provided -m2/4  </3 <~ d-  1/4; 
(b) there exists X - Xo (mod 1) satisfying 
0< - (x  +~)2 + /3 <-..d 
provided 1/4 </3 ~< m2/4 + d. 
For proof of (a), see Lemma 6 of Dumir [12] and for proof of (b), see 
Lemma 2 of Dumir [ 11 ]. 
LEMMA 6. Let t and g be positive numbers and/3, 2 be any reals. Let 2h, 
k be integers uch that 
h t _ k_~2 t +~<g.  (2.1 
Suppose that either t3~k2/h or /3~(th/k) (modt/k, 2It 2) (i.e., /3 - th /k  ts 
not an integral combination of t/k and 2/t2). Then there exist integers x, y 
satisfying 
y2 
0 < 2 + tx +/3y-  t-~<~ g. (2.2) 
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This is Lemma 6 of Macbeath [16]. 
Remark 2. The above result is also true when (2.1) is replaced by 
ht -  +~<g 
and (2.2) is replaced by 
2 
0<2+ tx + fly+ ~ < g. 
For proof, see Remark 6 and Lemma 10 of Bambah, Dumir, and 
Hans-GiU [4]. 
LEMMA 7. Let Q7=a7(xt . . . . .  x7 )  be as in the Proposition. Then the 
Proposition holds if Q7 represents a non-zero number a where lal < K/2. 
Proof Without loss of generality suppose the representation f a by 07 
is primitive. Replacing Q7 with an equivalent form if necessary, we suppose 
that 
Q7 = a(xl + a2x2 "" .)2 + Q6(x 2 . . . . .  x7) .  
By homogeneity we can suppose lal = 1, so that K> 2. Then by Meyer's 
Theorem 06 = Q6(x2 . . . . .  x7)  is also a zero form since it is a rational form. 
If a = 1, then 
Q7 = (xl + . . . )2+ Q6(x2 ..... x7). 
Let m be an integer given by m < K~< m + 1. Then m i> 2. By Lemma 5(a), 
(1.2) is solvable if 
m 2 1 
4 <Q6(x2 ..... x7)<~K-~," (2.3) 
is solvable. 
Further by Lemma 6, (1.2) is solvable if 
m2--1  (K7) 1/6 K+--W-->--ZDDI1/6=2 ~ =K7/6, 
which is so as m < K ~< m + 1 and m >/2. Similarly we can prove the result 
if a= -1.  
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Remark 3. As Q7 is a zero form, following procedure similar to 
Birch [7] ,  we can write 
QT=(xl+a2x2+ ...)x2+m(x3q-b4x4+ .. .)x4-O3(xs, x6, xT) , (2.4) 
where m is a positive integer and Q3 = Q3(xs, x6, x7) is a positive definite 
quadrat ic form of det. A (say). Further we assume 
1 1 1 ~1 -~<ai~<~,  -~<bj . .~ .  
Further from a result of Watson 1-19, p. 21] we may assume a2=0,  
=~at = 0 and b 4 = 0 ~ bj = 0 for all i, j. 
LEMMA 8. The Proposition holds if K >1 1. 
Proof In (2.4), take (x 3 .... , x7) - - ( r  3 ..... r7), x2-r2  (mod 1) such that 
0 < x2 ~< 1 and Xa - rl (mod 1) such that 
0<Q7~<x2~< 1 ~<K 
and we are through. 
LEMMA 9. The Proposition holds if r2 ~ 0 and K >1 1/2. 
Proof In (2.4) take (x2 ..... XT)=(r2 ..... rT) and x l - r  1 (mod l )  such 
that 
0< Q7~< Ix21 ~<89 
and we are done. 
LEMMA 10. The Proposition holds if K <~ 0.7. 
Proof By using Lemma 4, from (2.4), we get 
1 m 2 
K 7 = 64 IOl = 64 9 ~ . -~-  A t> 4A/> 2a 3 
or a 3 ~< K7/2 < K3/8 (since K~< 0.7) 
Then a < K/2 and we are through by Lemma 7. 
Remark 4. In view of the above three lemmas, we are through if r2 4: 0. 
Also when r2 = 0, we shall assume 0.7 < K < 1. 
LEMMA 1 1. The Proposition holds if m >~ 2. 
Proof Proceeding as in the above Lemma for m >/2 we get K 7/> 8a 3 or 
a < K/2 and we are through. 
QUADRATIC FORMS OF SIGNATURE -- 3 265 
Remark 5. By Remark 3 and the above Lemma we need to consider 
m = 1 only so that 
Q7 = (x, + a2x2 + " ' )  x2 + (x3 + b4x4...) x4 - Q3(xs, x6, xT) (2.5) 
satisfying all conditions of Remark 3. 
Remark 6. Since r2=0,  by taking x2=0 and proceeding as in 
Lemma 9, we may assume r4 = 0. Further let 
Q3(x, y, z) = Ax 2 + By 2 + Cz ~ + Lxy + Mxz + Nyz. (2.6) 
Then by taking an equivalent form, if necessary, we may assume Q3 is 
a reduced form in the sense of Minkowski so that 
O<A<~B<<.C and ABC<.2~. (2.7) 
LEMMA 12. The Proposition holds if A >>, K3/4. 
Proof Equation(2.5) gives K 7 =641DI=4A>~K 3 and so we have 
K>~ 1 and we are through. 
Remark 7. In view of Lemma 12 we assume A < K3/4 and also from 
(2.7), we get A3<~ABC<<.2A <K3/2=~A<K. Also A is an assumed value 




LEMMA 13. The proposition holds if A ~ 1/2 or L ~ 0 or M ~ O. 
Proof We want to prove 
0<QT=(x14-  . . . )x2 - t -  (x3-4- ...)x4-O3(xs, x6, x7)~K (2.8) 
is solvable. 
Take (Xl ..... x7) = ( r l ,  0, x -t- r3, 1, y -4- rs,  x6,  X7) where x 6 = r6 (mod 1) 
and x7 = r7 (mod 1) will be specified later on. Also set A = l it 3. Then (2.8) 
is solvable if there exist integers x and y and suitable x6 and x7 satisfying 
y2 
0 < tQ7 = tx + fly - ~-s + # < tK, (2.9) 
where f l=(bs -2Ars -Lx6-Mx7) t  and p is some constant. Using 
Lemma 6 with h= 1/2, k= 1, there exist integers x, y satisfying (2.9) if 
A ~ 1/2 and 
1 _~ t 
-~t +-~<~tK (2.10) 
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and when A=l /2 ,  then ~t/2  (mod t) (as K>0.7) .  Inequality (2.10) 
clearly holds if A # 1/2 as 0.7 < K. So let A = 1/2, then the Lemma is true 
if 
t 
= t(bs - r5 - Lx6 - -  Mx7)  ~-~ (mod t). 
Thus the Lemma holds unless 
b5 - r5 - Lx6 - -  MX7 =-- 89 (mod 1 ) (2.11) 
for all x 6 ~" r 6 (mod 1) and x7 = r7 (mod 1 ). But (2.11) holds for x 6 = r 6 and 
x6=l+r  6 only if L=0 (mod 1). Similarly (2.11) holds only if M=0 
(mod 1 ). 
Since 03 is a reduced form, so 
Q3(1, ___ 1, o)/> Q3(0 , 1,0) or (A+B+L)>~B or ILl ~<A=89 
So L = 0. Similarly M = 0. Thus the Lemma holds if A :~ 1/2 or L :# 0 or 
M:~0.  
Remark 8. In view of the above Lemma, we take 
Q3 = 89 x2 + BY e + Cz2 + Nyz. 
Also (1/2) B2<<,(1/2)BC<<,2A<K3/2=:.B2<K3<K2. So B<K.  Also 
B>>, A >j K/2. 
Remark 9. As in the last Lemma, we can prove that the Proposition 
holds if B 4:1/2 or N # 0. So we must have 
Q3 = 89 x2 + 89 + Cz 2. 
Now (1/4) C = ABC = A < K3/4 ~ C < K 3 < g. 
Further C >1 A >1 K/2. 
So as above, we must have C = 1/2 and 
1 2 Q3=89 +89 y2 +sz  . 
Remark 10. Now K 7 = 64. (1/4). (1/4)- (1/8) = 1/2 ~ K > 0.9. 
LEMMA 14. The Proposition ho lds/ f  b4 # 1/2 or O. 
Proof  Since Q7 assumes the value b4, we are through if 0 < Ib41 ~< 0.45. 
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So assume 0.45 < Ib41 < 1/2. Taking x2 = 0, x4 = 2, x5 = x6 = x7 = 0, and 
x3= 1 or -1  such that 
K 
1071 =2(1-21b41)<~ 
then we are through by Lemma 7. 
LEMMA 15. The Proposition holds unless bs=0.  
Proof If b 4 = 0, then by Remark 3, b5 = 0. So we must have b 4 ~ 0. So 
we must have b 4 = 1/2. 
Thus we want to prove 
0 < (xl + a2x2 + ...) x2 + (x3 + Ix4 ']- bsx5 + "" ") x4 -  Q3 <~ K 
is solvable. Setting Xl = x -k- r 1, x 2 = 1, x 3 = r3, X 4 = y, and 
(Xs, X6, X7)~ ( rs ,  r6,  r7) (mod 1) (to be specified later) and by using an 
extension of Lemma 6 with t 3 = 2, h = 89 k = i, and g = tK, we can show 
that the proposition holds unless 
t(a4 + r3 + bsx5 + b6x6 + b7x7)  ~ t/2 (mod t) 
for all (Xs, x6, x7)=~(rs, r6, r7) (mod 1). It also holds in particular for 
(X5, X6, X7)= (r5, r6, r7) and 
(Xs, X6, x7)=(rs - -1 ,  r6, r7), 
which is possible only if b5 = 0 and this proves the Lemma. 
Remark 11. In a similar way ,  we can prove that the Proposition holds 
unless b6 = b7 = 0. So from now onward we assume 
O7=(X lq_ . . . )x2 .~_(x3Wb4x4)x4  _ lx21_~x6.~x7.2 l 2 
In addition (2.11) gives r 5 = 1/2. 
Completion of the proof of the Proposition. If b 4 = O, choose x2 = O, 
x3- r  3 (mod l ) ,  x4=l  or -1  such that 1/2<~x3x4<.l, (xs, x6, xT)= 
(r5, r6, r7). Then we get 
0<QT~<7<K.  
If b 4 = 1/2, choose (xl, x2, x3, xs, x6, x7) = (rl, 0, r3, rs ,  r6, r7) and x4 = 1 
or - 1 such that x3x4 = Ir31. Then again 
0<Q7~< 87-<K 
and this completes the proof of the Proposition. 
641 .'37/3-2 
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3. PROOF OF THE THEOREM 
Since we need not consider incommensurable forms, we shall assume 
Q, = Q,(Xl ..... x,) is zero rational form. Now we shall prove the Theorem 
with the help of a number of lemmas. 
LEMMA 16. Let Qs(xl ..... Xs) be an indefinite quadratic form of type 
(3, 5) and det. D v~O. Then Q8(Xl ..... x8) represents a number b such that 
2 8 
0<b8 ~- ( IO l ) .  
For a proof see Watson [20]. 
LEMMA 17. Let Qn (n >~ 9) be a zero rational form of signature -3  with 
det. D ~ O. Then 
o<O,(x l , . . . ,x , )<. (2  n 21Ol)l/"=g (3.1) 
is solvable if Qn represents a non-zero number a such that 
(i) la l<K/2forn>~l l .  
(ii) lal < K/3 for n = 9. 
(iii) In addition the results the result holds for n = 9, if a < 0 and 
0 < -a  < K/2. 
Proof The proofs of (i) and (ii) are similar to that of Lemma 7. So, let 
us assume n = 9 and Q9 represents a number a such that 0 < -a  < K/2. 
Without loss of generality we assume representation f a by Q9 is primitive. 
Further by homogeneity we assume a = -1 ,  and we get K> 2. By using 
unimodular transformation if necessary we write 
Q9 = - (x l  + " . )2  + Q8(x2 ..... X9), (3.2) 
where Q8=Qs(x2 ..... x9) is of type (3, 5) and det . -D .  Now choose an 
integer m such that m<K<~m+ 1. Then m~>2. Writing Q9 in the form 
(3.2) and using Lemma l(b), (3.1) is solvable if 
1 m 2 
~< Q8 ~<K+-~- (3.3) 
is solvable. If m >/3, then again the proof is similar to that of Lemma 7. So, 
we assume m = 2, and now (3.3) becomes that (3.1) is solvable if 
I<Q8~<K+I  
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is solvable, or if 
0<Q8 -1  ~<g+~ (3.4) 
is solvable. But we can write Q8 as 
Q8 = b(x2 + ...)2 + Q7(x 3 ..... x9), 
where Q7=Q7(x3 ..... x9) is of type (2,5) and det . -D/b .  Also by 
Lemma 16, 0 < b8~< (256/3)IOl = (2/3)K 9. Then (3.4) holds if 
0<(x2+ ...)2_t Q7 1 4K+3 (3.5) 
b 4b ~< 4-~ 
is solvable. We can check (4K+ 3)/4b > 1, since b 8 ~< (2/3) K 9. Choose an 
integer p such that p<(4K+3)/4b<~p+l .  Then p~>l. By Lemma 5(a), 
(3.5) is solvable if 
--p2 ~ ~b 4K+3 1 
4 < - ~< 4b 4' 
or if 
1 - bp 2 4K + 4 - b 
- -<Q7~< (3.6) 
4 4 
is solvable. 
Now we distinguish three cases. 
Case I. p >t 2. Q7 being a rational form, is a zero form by Meyer's 
Theorem. So by Lemma 3, (3.6) is solvable if 
K+3+b(p2-  1))7/> 128 [DI g 9 
4 b b '  
or if 
K9 <~b(4K+ 3+b(p2-1) )  
(3.7) 
which holds if 
Kg<~((4K+3)IS{p+317 1 
\ ~ / \ - -7 /  p+l' 
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or if 
(4K+ 3)8 (~)7  1 
1 <. . p+l  
which is so, Since K ~< 3 and p ~> 2. 
Case II. p= l ,b~3.  Then l<(4K+3) /4b<.2,  i .e. ,b>~(4K+3)/8>l.  
Then for p = 1, the L.H.S. of (3.6) is negative. So by the Proposition, 
(3.6) is solvable if 
.ID, ~< (4K 44  64 T -b )  7' 
or if 
K9 <~ 2b (4K44-b)  7= f(b ). (3.8) 
Clearly f(b) is minimum at end points, i.e., b = (4K+ 3)/8 and b = 3. We 
can verify that (3.8) holds both for b = (4K+ 3)/8 and b = 3. 
Case III. p = 1 and b~> 3. In this case, we use (3.7). Then the Lemma 
holds if 
K9 < b (4K~-t-.......~3) 7 
which is true. This completes the proof of the Lemma. 
Remark 12. Following Remark 3, we can take 
Q,=(x l+. . . )x2+O,  2(x3 ..... Xn) 
in general and 
09 = (Xl d- "' ") X 2 + ml (x  3 + b4x4. . . )  X 4 
+ m2(x 5 + C6X6""  ")  X 6 - -  Q3(x7, x 8, x9) (3.9) 
in particular where the a's, b's, and c's satisfy the conditions of Remark 3 
and c6 = 0 =~ c7 = c8 = c9 = 0. Further ml, m2 are positive integers, ml/m2 
and a3(xT,  Xs, x9) is similar to Q3(x, y, z) of Remark 6. Next we prove the 
Theorem for n = 9. 
4. PROOF OF THE THEOREM FOR n = 9 
Without loss of generality, we assume that 09 can be written as in (3.9) 
satisfying all the conditions of Remark 12. Now we set K 9 = 128 IDI. 
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As in Lemmas 8 and 9, we can easily verify that the Theorem holds for 
K>~ 1 and K~> 1/2 for r2 4: 0. Also we note Q9 assumes the value -a  where 
by Lemma 4, 
0<a< (2[AI) 1/3. 
Now as in Lemma 10, using Lemma 17, we can verify that the Theorem 
holds if K~<0.7. So we are through if r24:0. So assume r2=0 and 
0 .7<K< 1. 
LEMMA 18. The Theorem holds if  m t >1 2 or m2 >~ 3. 
Proof  If m l ~> 2, then m2 >~ 2 since m l/m2. So in both cases 
2 
K9=128 .1- .ml m 2 A>~18A>~9a 3. 
4 4 4 
Then a3~< K9/9 < K3/8 and the Theorem follows by Lemma 17. 
Remark 13. F rom now onward we assume ml= 1 and mE = 1 or 2. 
Then as in Lemma 9, we can assume r4 = 0. Also if m 2 = 1, then r 6 = 0. 
LEMMA 19. The Theorem holds if  A >1 K3/2. 
Proof K 9 = 1281DI >~ 2A >1 K 3 and so K>/1 and we are through. 
Remark 14. In view of the above Lemma, we assume A < K3/2. Now 
A 3 <~ ABC <~ 2A <~ K 3 =, A < K. Also - A, - B, - C are assumed values of 
Q9 and so by Lemmal7 ,  we assume K/2<<.A<~B<<.C. Further as in 
Lemma 13, we can prove that the Theorem holds if A4 :1 /2  or L4 :0  or 
M4:0 .  So we assume A= 1/2, L=M=0.  Also by changing x8 to -x8  if 
necessary, we assume N >/0. 
LEMMA 20. The Theorem holds if  m 2 = 2. 
Proof  Since A = I/2 and A <~ B <~ C, for C ~> K we get 
K 9 = 128 IDI >~ 8A 1> 4ABC >i K 
and so K~> 1 and we are through. For  C<K,  we must have B<K.  Now 
proceeding as in Lemma 13, we can prove the Lemma holds unless B = 1/2, 
C = 1/2, and N= 0. 
Now A = ABC = 1/8 and g 9 i> 1 and so the Lemma is proved completely. 
Remark 15. F rom now onward we assume m2 = 1 and so r 6 = 0. 
Remark 16. Note that (1 /2 )BC=ABC<<.2A<<.K3<K2=~BC<2K 2. 
Since B ~< C ~ B ~< Kx//2. 
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LEMMA 21. The Theorem hold unless B = 1/2 or 1 or N = 0 or 1. 
Proof. For 1/2~<B<K, as in Lemmal3,  we can see that the Lemma 
holds unless B = 1/2 or N = 0. For K ~< B ~< Kx/2, we note 
K9=2A>>-ABC>~(1/2)K  2 and so K>0.9. Now take x2=x4=0,  x6= 1, 
Xs=X+rs ,  x8=y+r8 ,  x7=r7 and x9---r9 (mod l )  (x9 to be specified 
later). 
Then we want to prove there exist integers x, y satisfying 
0 < Q9 = x + y(cs -- 2Br8 - Nx9)  - By 2 + t~ <<- K (4.1) 
for some #. Now set B= l i t  3. Then (4.1) holds if 
y2 
O < tx + f ly - -~  + tl~ <~ tK, 
where 
fl = t(c8 - 2Br8 - Nx9) .  




1 I I -B I+~K.  
(4.2) 
or  
fl = t(c8 - 2r8 - Nx9) =-- t 
c8-2r8 -Nx9=O (mod 1) (4.4) 
for all x9~r  9 (mod 1). In particular taking x9=r  9 and x9=r9q-1 ,  (4.4) 
will not hold unless N=0 (modl) .  But Q3(0, 1 , -1 )~>Q3(0 ,0 ,1)  or 
B + C-N~> C or N ~< B. So we must have N = 0 or 1 and this completes 
the proof of the lemma. 
Remark  17. From here on, we shall assume B= 1/2, N=0 or B= 1, 
N=0or  1. 
(mod t) 
(4.3) 
and for For K~<B<I ,  3/2<~K+B,  which is true since 0.8<K~<B, 
I<B<<,Kv/2,  B<<.K+ 1/2 since B<~Kx/~. So (4.3) holds if B :~ I  and the 
Lemma holds by Lemma 6. So let B = 1. Then again by Lemma 6, the 
Theorem holds unless 
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Remark 18. Let B= 1/2. Then N=0.  So (1 /4 )C=ABC=A <K3/2 and if 
B = 1, then (1/2) C = ABC ~< 2 d < K 3. In both cases C < 2K 3 < 2K. 
LEMMA 22. The theorem holds unless C = 1/2 or 1 or 3/2. 
Proof  If C<<,Kw/2, then as in Lemma21,  the Theorem holds unless 
C = 1/2 or 1. So we assume K,v/2 < C < 2K. Then applying Lemma 6 with 
h = 3/2 and k = 1, we can see that the Theorem holds unless C = 3/2 and 




(i) Q3=(1 /2)  
(ii) 03= (1/2) 
(iii) 03= (1/2) 
(iv) 03 = (1/2) 
(v) 03=(1 /2)  
(vi) 03=(1 /2)  




Combining Remark 14 and Lemmas 20-22, we see that the 
for n = 9 except when Q3 reduces to one of the following 
x 2 + (1/2)y2 + (1/2) z 2 
x 2 + (1/2) y2 + z 2 
x 2 + (1/2) y'- + (3/2) z 2 
x2 + ya + zZ + yz 
X 2 + y2 q_ z2 
x 2 + y2 + (3/2) z 2 +yz 
x z + y2 + (3/2) z z. 
When Q3 is of the form (v), (vi), or (vii), d >~ 1/2 > K3/2 and the 
holds by Lemma 19. 
remaining 4 forms d ~> 1/8 and hence K>0.8572 since K 9= 23. 
LEMMA 23. The Theorem holds if - 1/2 < c6 < 0. 
Proof  For -0 .4286 < c6 < 0, we notice Q9(0, 0, 0, 0, 0, 1, 0, 0, 0) = c 6 
and we are through by Lemma 17. For -0 .5  < c6 < -0.4286, we note 
K 
0 < Q9(0, 0, 0, 0, 1, 2, 0, 0, 0) = 2 +4c6 <-~ 
and again we are through by Lemma 17. 
Remark 20. So from now onward, we shall assume 
0~C6~ 1. 
LEMMA 24. The Theorem holds if c 6 ~--  0 and rs ~ O. 
Proof  e 6 = 0 ~ c7 = c8 = c9 = 0. Then 
09 = (Xl + "" ") x2 + (x3 "]- "" ") x4 dr" x5x6 - Q3. 
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Take X2=X4=0 , (XT, X8, 2(9)= (r7, rs, r9). Also choose xs=r  5 and x6-0  
(rood 1) such that  
0<Q9~ < IrsI ~<89 
This proves the Lemma.  
Remark 21. F rom now onward  we assume if c6 = 0, then r 5 = 0. 
LEMMA 25. The Theorem holds unless c6 = 0 or 1/2 and (c7, cs, c9)= 
(0, O, 0). 
Proof As c6 is an assumed value of Q9, then we are through by 
Lemma 17 for 0 < c6 < K/3. Now assuming K/3 ~< c6 < 1/2 and sett ing 
x I = r l ,  x 2 = 0, X3 = x + r3, x4 = 1, x6 = y and (x 5, x7, x8, X9) 
(r5, r7, r8, r9) (mod 1) to be specified later we see that the Theorem holds 
if there exist integers x and y satisfying 
0 < tx + fly + yZ/t2 d- tl~ <~ tK, (4.5) 
where c 6 = l it 3, [3 = t(b 6 + r 5 + c7x7 + c8x8 + C9X9), and/~ is some constant .  
Now using Lemma 6 with h = 1/2, k = 1, (4.5) holds for c6 4:1/2 if 
1 189 +5<K 
which is true since K/3 ~ c6 < 1/2 and K> 0.85. So let c6 = 1/2. Then (4.5) 
holds unless 
1 (mod 1 ) (4.6) b6 + r 5 -q- C7X 7 ~- C8X 8 -~ C9X 9 ~- 
for all (x7, x8, x9) - (r7, rs, rg) (mod 1 ). 
In par t icu lar  (4.6) should  ho ld  for x7 = r7 and x7 = 1 + r7 s imultaneous ly ,  
which is possib le only if c7=0.  Simi lar ly (4.5) ho lds unless es=0 and 
c 9 = 0. 
Remark 22. Also then from (4.6) we get if c6 = 1/2, then 
b6 + r5 = 1 (mod 1 ). 
Had  we taken x4 = -1  and x3 = -x  + r3, then we would  have gotten 
-b6  + rs -  89 (mod 1) 
and consequent ly  r 5 = 0 or 1/2. 
Remark 23. F rom now onward  we assume 
C 6 = 0 or 1/2 and c7 = c8 = c9 = 0. 
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LEMMA 26. The Theorem holds unless r 7 = 1/2. 
Proof Sett ing x2=x4=0,  x 6=1,  x 5=x+r  5, xT=y+rT ,  x8=r8 ,  
x 9 = r 9 we see that the Theorem holds if there exist integers x, y satisfying 
0 < tx -  tyr 7 -  y2/t2 + tl~ <~ tK where t 3 -- 2 and p is constant.  Us ing 
Lemma 6 with h = 1/2, k = 1, and g = tK, we are through unless r 7 ~ 1/2 
(mod 1), i.e., r 7 ----- I/2. 
Remark 24. Similar ly the Theorem holds for B= 1/2, unless r8 = 1/2 
and for C = 1/2, unless r 9 = 1/2. So, we assume r 7 = 1/2 and r 8 = 1/2 when 
B = 1/2, r 9 = 1/2 when C = 1/2. 
Remark 25. Tak ing  x2 = x4 = 0, we get 
__ 2 __ Bx  2 _ Cx2  _ Nxs  x9 .  a9= x5x6  + c6x26 ix  7 
Also by Remarks  21 and 22, r5 =0 or  1/2 when c6-.m-1/2; and r5 =0 if 
s  
If r 5 = 0, c6 = 0, take x5 = 1 = x6, x7 = 1/2; if r5 = 0, c6 = 1/2, take x5 = 0, 
x 6 = 2, x7 = 3/2; and if r 5 -- 1/2, c6 = 1/2, take x5 = 1/2, x6 = 1, x7 = 1/2. In 
all cases xsx6 + c6x 2 - (1/2) x 2 = 7/8. 
LEMMA 27. Theorem holds when 
Q3 1 2 1 2 Cx  2 ' 
where C = 1/2 or I or 3/2. 
Proof  Tak ing  x2, x4, x5, x6, x 7 as in Remark  25 
x 9 = r9, we get 
7 0<Q9 ~ ~-Cr2<K 
and we get the result. 
and x8 = r8 = 1/2, 
LEMMA 28. The theorem holds when 
Q3 1 2 2 X 2 + X8X9" =~xv+xs+ 
Proof  In this case  K 9 = 3/4 =~ K > 0.9. 
Now take x2, x4, xs,  x6, x7 as in Remark  25, 
97 2 2 
- -  X 8 - -  X 9 - -  X 8 X9 
=7__ (X8+ 1.  ",2 3 22~9J --4X92- 
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Now choose x9 = r9  and xs - r8 (mod 1) such that 0 ~< Ixs + (1/2) rgl ~< 1/2. 
Then we get 
7 I 0"~ ~ 3~Q9~7 - -  - -  ~ < K  
and hence the Theorem is completely proved for n = 9. 
5. PROOF OF THE MAIN THEOREM 
We have already proved the Theorem for n = 9. Now we prove the 
Theorem by induction on n. So we assume n ~> 11. Write 
Q . ,=(x~+- - - )x :+Q, ,  2(x3 ..... x,,) 
= (xl + "")  x2 + . . . .  Q3(xn-2, Xn- l, X.), 
where Q , -2  is again of signature -3  and of determinant -4  D and 
O3(x, y, z) is as in Remark 6. 
Choose (x3 ..... x,) = (r 3 ..... r~), and xl = rl (mod 1) and x2 = r2 (mod 1) 
such that 0 < Q, ~< 1. Then we are through if K~> 1. So we assume K< 1. 
I f r2 r  and K>~l/2, choose (x2 .... , xn )=( r2  ..... r,) and x l=r l  (mod l )  
such that 
i 
So let r24:0 and K< 1/2. Then Kn>~2d >~A 3. 
Since -A  is an assumed value of Q,,  K< 1/2 and n~> 11, we get 
g 3 
A3 <~K" <- -  
8 
and we are through by Lemma 17. So let r 2 = 0. Then take x2 = 0 and take 
(x 3 .... , Xn) =-- (r 3 ..... rn) (mod 1 ) by the induction hypothesis uch that 
[2  n - 2 \ 1 / (n  --  2) 
0 < Q, ~< ~--~---.41D[ ) 
= (2 n- 2 IOl )l/~n- 2) = Kn/~n- 2) < K 
and (1.1) is proved. 
The result is best possible 
example. 
and can be easily seen by the following 
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Consider 
Qn ~- X1X2"~- X3X4-- X2-- X26-- X2-- X5X6 
- -X5X7--X6X7.- I -X8X9-,  1  ....-]-Xn iXn 
and (rl ..... rn)= (0 .... ,0). Then Q~ assumes integral values for integers 
xl ..... x~. So the minimum positive value of Qn is 1. But 
IDI = 1/2 n-2 
So equality is necessary in (1.1) and the result is best possible. 
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