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With Impulse-Like Autocorrelation
W. J. Szajnowski
Abstract—It is shown that a random binary process with
impulse-like autocorrelation can be generated by randomizing the
length of symbols occurring in a random Bernoulli process. Such
randomization is achieved by random (or judiciously designed
irregular) sampling of the output of a source that supplies a
symmetric random binary waveform. One practical configuration
implementing the proposed technique is a linear-feedback shift
register driven by a spread-period clock generator.
Index Terms—Binary waveforms, probing signals, impulse
response, remote sensing, spectrum spreading, automotive radar
I. INTRODUCTION
THE generation of random binary waveforms with spec-ified correlation properties is of considerable theoretical
and practical interest in many fields, such as system identifica-
tion, remote sensing, communications, navigation and radar. In
most practical applications, there is a requirement to employ a
random binary waveform whose autocorrelation function has
a shape that can approximate, in some manner, an impulse
function [1]–[4].
A basic model of a random binary waveform is a Bernoulli
sequence that comprises realizations of independent and iden-
tically distributed random binary variables. However, in many
cases, it is more convenient to exploit a quasi-random or pseu-
dorandom binary sequence (PRBS) to obtain a much faster
convergence of empirical (time) averages to corresponding
(ensemble) means. Such an approach is similar to replacing
a standard Monte Carlo (MC) method by a much more
efficient quasi-Monte Carlo (QMC) technique that employs
non-random numbers with specific characteristics [5].
In practical applications, a pseudorandom sequence of bi-
nary symbols, e.g., generated by some algebraic method, has
to be converted into a physical base-band waveform in which
each of the two symbols is represented by a distinct voltage
level. Additionally, a binary waveform with prescribed corre-
lation properties can be used to modulate a radio-frequency
carrier. For example, in low probability of intercept/low prob-
ability of detection (LPI/LPD) radar, the phase of a coherent
carrier is modulated by a PRBS to spread the spectrum of the
transmitted signal [6], [7].
In some applications, such as collision avoidance/obstacle
detection, altimetry, autonomous navigation etc., many similar
radar systems should be capable of operating in the same
region and sharing the same wide frequency band. In order to
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avoid mutual interference, each system should use a distinct
waveform, preferably orthogonal to the waveforms employed
by all other systems. This can be achieved by randomization,
i.e. a single radar waveform can be exploited to produce a
number of mutually uncorrelated replicas by modifying in a
(pseudo)random fashion a suitably chosen parameter of the
underlying waveform.
The main objective of this paper is to analyze some specific
statistical properties of a random binary process and to develop
a practical technique to generate a random binary waveform
that exhibits an impulse-like autocorrelation function.
II. A RANDOM BINARY PROCESS
A random binary process V (t) with unit amplitude may be
represented as [8]
V (t) = (−1)iΘ; ti < t < ti+1, i = 0,±1, . . . (1)
where the zero crossing points {ti} are assumed to constitute
a stationary and ergodic point process. The random parameter
Θ may take on one of two values, +1 or −1, with equal
probability. The average zero-crossing rate is assumed to be
finite and equal to n0.
The autocorrelation function RV (τ) of a binary process
V (t) is defined by
RV (τ) , E{V (t)V (t+ τ)} (2)
where E{·} denotes statistical expectation. By definition,
E{V (t)} = 0, and RV (0) = E{V 2(t)} = 1.
The autocorrelation function RV (τ) is right and left differ-
entiable, and has a cusp at the origin. Furthermore,
RV (τ) ≥ (1− 2n0|τ |), |τ | <∞ (3)
i.e. the autocorrelation function remains above its tangent
drawn at the origin. Hence, the width of the autocorrelation
function RV (τ) depends on the mean zero-crossing rate n0,
and the function RV (τ) becomes narrower as the rate n0 is
increasing.
The mean zero-crossing rate, n0, of a random binary process
V (t) can be determined from
n0 = −1
2
lim
τ→0+
R′V (τ) =
1
2
lim
τ→0−
R′V (τ). (4)
Since
R′V (0
+) = −2n0 and R′V (0−) = 2n0 (5)
the second derivative R′′V (0) at the origin of the autocorrelation
function RV (τ) can be represented by −4n0δ(τ), where δ(·)
is the Dirac delta function.
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2The value, −4n0δ(τ), of R′′V (0) can also be obtained from
the relationship, R′′V (0) = −E{[V ′(t)]2}, where V ′(t) is a
symbolic random process comprising positive and negative
impulse functions, 2δ(·) and −2δ(·), located at corresponding
zero upcrossings and downcrossings of the underlying binary
process V (τ).
The angular mean-square (ms) bandwidth, β2V , of a random
binary process V (t) can be determined from
β2V ,
∫∞
−∞ω
2SV (ω) dω∫∞
−∞ SV (ω) dω
=
−R′′V (0)
RV (0)
= −R′′V (0) = 4n0δ(τ) (6)
where ω is the angular frequency, and SV (ω) is the power
spectrum density (psd) of V (t). Hence, the ms bandwidth β2V
of any random binary process V (t) is infinite.
It should be pointed out that the theoretically infinite ms
bandwidth β2V of a random binary process V (t) is not affected
by the value of its zero-crossing rate n0. However, a greater
rate n0 will result in a smaller width of the autocorrelation
function RV (τ). Since the error of time-delay estimation
depends directly on the ms bandwidth β2V , and not on the
rate n0, conventional correlation processing cannot lead to an
optimal solution of the problem of joint detection/localization
of binary waveforms.
In practical applications, a random binary process is gener-
ated by a physical (power-limited) source so that the switching
times between the two levels of the process are greater than
zero. Consequently, the cusp (at τ = 0) of the resulting auto-
correlation function will locally be replaced by a differentiable
shape of parabolic type, and the resulting ms bandwidth will
always be finite.
A. Random Telegraph Signal
One example of a random binary process (1) is the random
telegraph signal, defined as a binary waveform with transitions
between the levels ±1, occurring at random time instants {ti}.
In this case, the intervals {|ti+1 − ti|} are all independent
random variables having the same exponential distribution [2].
If the mean zero-crossing rate of the random telegraph
signal is n0, then its autocorrelation function is of the form
RV (τ) = exp(−2n0|τ |). (7)
As seen,
R′V (0
−) = −R′V (0+) = 2n0 (8)
so that the zero-crossing rate of the random telegraph signal
is in agreement with the general formula (4).
The autocorrelation function of the random telegraph signal
is shown in Fig. 1 a.
The power spectrum density SV (ω) of the random telegraph
signal has a Lorentzian shape, given by
SV (ω) = F{RV (τ)} = 4n0
ω2 + 4n20
. (9)
where F{·} denotes the Fourier transform.
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Fig. 1. Autocorrelation function RV (τ) of several random binary processes:
(a) random telegraph signal, hard-limited Gaussian noise with (b) uniform and
(c) Gaussian power spectrum density, (d) constant-chip Bernoulli process.
B. Hard-Limited Gaussian Noise
An important class of random binary processes is obtained
by applying ’hard limiting’ (a signum operation) to a real-
valued zero-mean Gaussian process X(t), i.e.
V (t) = sgn[X(t)] =
+1, X(t) > 00, X(t) = 0−1, X(t) < 0 . (10)
It is assumed that X(t) is a stationary and ergodic random
process with normalised autocorrelation function rX(τ) ,
RX(τ)/RX(0). The Gaussian process X(t) is also assumed
to have continuously differentiable realizations (sample paths)
for which zero crossings are easily defined.
The normalized autocorrelation function, rX(τ), is assumed
to be twice differentiable, so that the angular ms bandwidth
β2X is equal to −r′′X(0). From Rice’s formula, it follows that
the mean zero-crossing rate of X(t) is equal to βX/pi [9]. By
construction, zero crossings of the process X(t) and those of
V (t) will coincide; hence, n0 = βX/pi.
As a consequence of (3), the width of the autocorrelation
function RV (τ) becomes narrower as the rms bandwidth
βX of the underlying Gaussian process X(t) is increasing.
However, the rms bandwidth βV of the resulting binary process
V (t) will remain infinite, irrespective of the value of βX .
The autocorrelation function RV (τ) of a random binary
process V (t), obtained from the underlying Gaussian process
X(t), is given by
RV (τ) =
2
pi
arcsin[rX(τ)]. (11)
The above relationship is often referred to as the arcsine law
or Van Vleck’s formula [10], [11].
Fig. 1 shows plots of the autocorrelation function RV (τ) of
a random binary process V (t) generated by Gaussian noise
with:
1. psd uniform in the interval |ω| < W and normalized
autocorrelation function
rX(τ) = sin(Wτ)/(Wτ), W =
√
3pin0, (Fig. 1 b).
2. Gaussian psd and normalized autocorrelation function
rX(τ) = exp(−pi2n20τ2/2), (Fig. 1 c). (12)
3C. A Synchronous Random Binary Process
In a synchronous random binary process, the distance be-
tween consecutive zero-crossing points is an integer multiple
of a constant time interval. The process is specified jointly by
a sequence of independent and identically distributed binary
random variables and a constant interval of each symbol
duration; this interval is often referred to as the clock or chip
period. Consequently, in the following, such a process will be
referred to as a constant-chip Bernoulli process.
The autocorrelation function, RB(τ), of a constant-chip
Bernoulli process B(t) is of the form [2]
RB(τ) = Λ(τ ; tC) (13)
where tC is the chip period, and
Λ(τ ; ζ) ,
{
1− |τ |/ζ, |τ | ≤ ζ
0, |τ | > ζ . (14)
In accordance with (4), the mean zero-crossing rate n0 of the
process B(t) is given by
n0 = 1/(2 tC)
i.e. n0 is equal to a half of the chip rate.
The autocorrelation function of a constant-chip Bernoulli
process is shown in Fig. 1 d.
The power spectrum density of a constant-chip Bernoulli
process can be determined from
SB(ω) , F{Λ(τ ; tC)} = 4 sin
2(ωtC/2)
ω2tC
. (15)
The theoretically infinite ms bandwidth of a constant-chip
Bernoulli process results from the instantaneous switching of
its values between the two levels. While the ms bandwidth of
the process is not affected by the chip period tC , the width of
the autocorrelation function RB(τ) is directly proportional to
the value of tC .
D. Zero-Crossing Interferogram of a Random Binary Process
Consider a single realization, a binary waveform v(t), of
an underlying random binary process V (t). Let {ti} be the
time instants of observed zero crossings and attach to each ti
a binary trajectory vi(τ) , v(ti+τ), where τ denotes relative
time. It should be noted that each binary trajectory vi(τ) is
simply a time-shifted copy of the entire waveform v(t). Since,
by construction, the time instants {ti} will all have collapsed
onto a single point τ = 0, the corresponding binary trajectories
will share the same origin of relative time τ .
Binary trajectories {vi(τ)} can be used to determine an
empirical zero-crossing interferogram [12], [13]
D̂V (τ) , 1
nc
nc∑
i=1
(−1)ρivi(τ) (16)
where nc is the number of observed zero crossings; ρi = 0
for an upcrossing, and ρi = 1 for a downcrossing at ti.
It can be shown that
lim
nc→∞
D̂V (τ) = − 1
2n0
R′V (τ) (17)
where n0 is the zero-crossing rate [12].
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Fig. 2. Superimposed empirical zero-crossing interferograms of a random
binary process obtained by hard-limiting of Gaussian noise.
For illustration purposes, Fig. 2 shows five superimposed
empirical zero-crossing interferrograms of a random binary
process obtained by hard-limiting of Gaussian noise with
Gaussian autocorrelation function given by (12). Each em-
pirical interferrogram D̂V (τ) is the result of averaging of
nc = 256 binary trajectories (sample paths) associated with
consecutive zero crossings. The 95% confidence interval has
been determined for the mean value of D̂V (τ),
E{D̂V (τ)} = lim
nc→∞
D̂V (τ) = −pin0τ exp(−pi
2n20τ
2/2)√
1− exp(−pi2n20τ2)
.
It should be pointed out that the empirical zero-crossing in-
terferogram D̂V (τ), resulting from a linear operation (16), i.e.
averaging conditioned on zero crossings, represents correlation
properties of a random binary process V (t) under study.
E. A Model of Optimal Autocorrelation Function
A simple model of the optimal autocorrelation function
RV (τ) of a random binary process V (t) can be obtained
by replacing parts of the two linear slopes of the triangular
function (14) by segments of a suitably chosen parabola
q(τ ;α).
Such a construction of the proposed model is shown
schematically in Fig. 3 a. For mathematical convenience, and
without any loss of generality, it has been assumed that tC = 1.
When τ > 0, the two conditions of a smooth transition at
the point τ = 1− α:
q(1−α;α) = α and ∂q(τ ;α)
∂τ
∣∣∣∣
τ=1−α
= −1 (18)
are satisfied by the left branch of the parabola
q(τ ;α) = (τ − 1−α)2/(4α); 0≤ α≤ 1, τ > 0. (19)
The above construction has resulted in the model function
Λ˜(τ ;α) =

1− |τ |, |τ |< 1−α
(|τ | − 1−α)2/(4α), 1−α < |τ |< 1 +α
0, |τ |> 1 +α .
(20)
By construction, the function Λ˜(τ ;α) is positive, has a cusp
at τ = 0, and is decreasing monotonically from its maximum
value Λ˜(0;α) = 1 to zero.
Since the function Λ˜(τ ;α) satisfies the conditions [14], [15]:
(a) Λ˜(0;α) = 1
(b) Λ˜(τ ;α) = Λ˜(−τ ;α)
4τ
τ
1−α 1+α−1 −1+α 0−1−α 1
−1
1
τ
1−α 1+α1−1−1−α −1+α 0
1−α 1+α1−1−1−α −1+α 0
1
∼Λ (τ;α)’
/1 (2  α )
’’ (τ;α)Λ∼
−2δ(τ)
a)
b)
c)
q
Λ(τ;α)∼
(τ;α)
α
Fig. 3. Autocorrelation function Λ˜(τ ;α) and its two derivatives of a
hypothetical random binary process.
(c) Λ˜2(τ ;α) ≤ 12 [1 + Λ˜(2τ ;α)]
(d) limτ→∞ Λ˜(τ ;α) = 0
the function Λ˜(τ ;α) can be considered as a realizable model
of an autocorrelation function of a hypothetical random binary
process.
The model function (20) is positive, has no side-lobes, and
can be made very narrow by increasing the zero-crossing rate.
Therefore, in practical applications, the function Λ˜(τ ;α) may
provide a good approximation of an impulse function δ(τ).
The above analysis has led to two basic questions:
1. Is there a technique capable of generating an asynchronous
random binary process with the autocorrelation function (20);
2. Can such a technique, if found, be employed to generate
asynchronous random binary processes with other shapes of
optimal autocorrelation function.
The answers to the above questions are presented below.
III. BERNOULLI PROCESSES WITH RANDOM DURATION
OF BINARY SYMBOLS
Consider a single realization, a binary waveform b(t), of
an underlying constant-chip Bernoulli random binary pro-
cess B(t) with the autocorrelation function RB(τ) shown in
Fig. 4 a. Let {ti} be the time instants of observed zero cross-
ings and attach to each ti a binary trajectory bi(τ) , b(ti+τ),
where τ denotes relative time. An empirical zero-crossing
interferogram assumes the form
D̂B(τ) , 1
nc
nc∑
i=1
(−1)ρibi(τ)
−tC
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tC1/
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Fig. 4. Autocorrelation function RB(τ) and its two derivatives of a constant-
chip Bernoulli process.
where nc is the number of observed zero crossings; ρi = 0
for an upcrossing, and ρi = 1 for a downcrossing at ti.
In this case,
DB(τ) , E{D̂B(τ)} = lim
nc→∞
D̂B(τ) = −tCR′B(τ) (21)
where tC is the chip period, and R′B(τ) is the derivative of
the autocorrelation function RB(τ).
The derivative R′B(τ) can be expressed as
R′B(τ) =
{
[−u(τ) + u(τ − tC)]/tC , τ > 0
[+u(−τ)− u(−τ − tC)]/tC , τ < 0
= sgn(τ) [−u(|τ |) + u(|τ | − tC)] /tC (22)
where u(τ) is the unit step function.
The derivative R′B(τ) of the autocorrelation function RB(τ)
of a constant-chip Bernoulli process B(t) is shown in Fig. 4 b.
A. A Random-Chip Bernoulli Process
Suppose now that the chip period tC is being varied in
a random fashion with respect to its nominal value. More
specifically, assume that the chip period is a random variable
C with the mean value tC and probability density function
p+C(τ) = pC(τ − tC) (23)
where pC(τ) is a unimodal and even function of τ and has a
finite support (−αtC , αtC), where 0 ≤ α ≤ 1.
5Such random modulation of the chip period will produce
an asynchronous random binary process B˜(τ), and the corre-
sponding zero-crossing interferogram D̂B˜(τ) will converge to
the new mean,
lim
nc→∞
D̂B˜ = EC{DB(τ)} (24)
where EC{·} denotes statistical expectation with respect to
the distribution of C, and DB(τ) is given by (21). In the
following, the resulting process B˜(t) will be referred to as the
random-chip Bernoulli process.
The modulation of the chip period can be viewed as a means
to spread the two impulse functions, located at tC and −tC ,
in the second derivative R′′B(τ) of the autocorrelation function
RB(τ) of the underlying synchronous Bernoulli process B(t);
the effects of the random modulation are illustrated schemat-
ically in Fig. 4 c and Fig. 4 d.
As seen, the impulse functions, δ(τ−tC) and δ(τ+tC), have
been transformed into respective probability density function,
p+C(τ) = pC(τ − tC) and p−C(τ) = pC(τ + tC).
Autocorrelation and Power Spectrum of B˜(t): When τ > 0,
the derivative of the autocorrelation function RB˜(τ) of the
random-chip Bernoulli process B˜(t) can be determined from
R′
B˜
(τ) = EC{R′B(τ)}
=
1
tC
∫ ∞
0
[u(τ − ξ)− u(τ)]p+C(ξ)dξ
=
[
F+C (τ)− 1
]
/tC , τ > 0 (25)
where F+C (τ) is the cumulative distribution function (cdf) of
the rv C, defined by
F+C (ξ) , Pr{C ≤ ξ}. (26)
Since the derivative R′
B˜
(τ) is an odd function of τ ,
R′
B˜
(τ) = sgn(τ)
[
F+C (|τ |)− 1
]
/tC . (27)
When τ > 0, the autocorrelation function RB˜(τ) of the
random-chip Bernoulli process B˜(t) can be expressed as
RB˜(τ) = RB˜(0) +
∫ τ
0
R′
B˜
(ξ)dξ
= 1 − τ
tC
+
1
tC
∫ τ
0
F+C (ξ)dξ, τ > 0. (28)
Since the autocorrelation function RB˜(τ) is an even function
of τ ,
RB˜(τ) = 1 −
|τ |
tC
+
1
tC
∫ |τ |
0
F+C (ξ)dξ. (29)
From the properties of the cumulative distribution function
F+C (τ), it follows that the autocorrelation function RB˜(τ)
of a random-chip Bernoulli process B˜(t): is non-negative;
remains above the tangent lines (1 − |τ |/tC); is decreasing
monotonically from its maximal value, RB˜(0) = 1, to zero,
reached at |τ | = (1 +α)tC .
The power spectrum density SB˜(ω) of a random-chip
Bernoulli process B˜(t) can be determined from
SB˜(ω) = F{RB˜(τ)} = −
1
ω2
F{R′′
B˜
(τ)}. (30)
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B˜
(τ) of a random-chip Bernoulli process
with uniform chip modulation.
Since
R′′
B˜
(τ) = [−2δ(0) + p−C(τ) + p+C(τ)]/tC (31)
the power spectrum density SB˜(ω) of a process B˜(t) can be
expressed as
SB˜(ω) =
2
ω2tC
[1−Ψ(ω) cos(ωtC)] (32)
where Ψ(ω) = F{pC(τ)}.
From the properties of characteristic functions1, it follows
that |Ψ(ω)| ≤ 1; consequently, the power spectrum density
SB˜(ω) assumes non-negative values for the entire range of ω.
B. Optimal Modulation of Chip Period
An examination of Fig. 3 c and Fig. 4 d may lead to an
intuitive conclusion that the optimal autocorrelation function
could result from a uniform modulation of the chip period. To
show that such a conjucture is indeed true, assume that the
random chip period C has a uniform distribution
p+C(τ) = 1/(2αtC), (1−α)tC < τ < (1 +α)tC (33)
where 0 ≤ α ≤ 1.
The cumulative distribution function, F+C (τ), of the chip
period is of the form
F+C (τ) =
0, |τ | ≤ (1−α)tC1, |τ | > (1+α)tC
[τ+(α−1)tC ]
/
2αtC , otherwise .
(34)
From (29) and (34) it follows that when tC = 1,
RB˜(τ) = Λ˜(τ ;α). (35)
For illustration purposes, Fig. 5 shows plots of the au-
tocorrelation function RB˜(τ) of a Bernoulli process with
uniform chip modulation for selected values of the modulation
parameter α. If there is no modulation (α = 0), then RB˜(τ)
assumes the form of RB˜(τ) = Λ(τ ; tC).
In this case,
Ψ(ω) = F{pC(τ)} = sin(ωαtC)
/
(ωαtC)
1Because pC(τ) is an even function of τ , the Fourier transform Ψ(ω) can
be replaced by the characteristic function of pC(τ).
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with uniform chip modulation.
and the power spectrum density assumes the form
SB˜(ω) =
2
ω2tC
[
1− sin(ωαtC) cos(ωtC)
ωαtC
]
, |ω| > 0
(36)
and when ω → 0, SB˜(ω)→ 1 +α2/3.
If there is no modulation (α = 0), then SB˜(ω) converges
to the psd (15) of a constant-chip Bernoulli process B(t).
Fig. 6 shows plots of the power spectrum density SB˜(ω) of
a Bernoulli process with uniform chip modulation for selected
values of the modulation parameter α.
Other Modulation Distributions: As shown above, the use
of uniform distribution for chip modulation has resulted in the
postulated optimum shape (20) of the autocorrelation function
RB˜(τ), However, for such purpose, it is also possible to
exploit other distributions that are unimodal and even functions
of τ and have a finite support.
As an instructive example, consider a raised cosine distri-
bution,
pC(τ) =
1
2αtC
[
1 + cos
(
piτ
αtC
)]
=
1
αtC
cos2
(
piτ
2αtC
)
(37)
|τ | ≤ αtC , 0 < α ≤ 1.
When α → 0, the resulting autocorrelation function RB˜(τ)
tends to the triangular function (13), whereas, for α = 1, the
autocorrelation function RB˜(τ) assumes the form
RB˜(τ) = 1−
|τ |
tC
+
τ2
4t2C
− 1
pi2
sin2
(
piτ
2tC
)
. (38)
Fig. 7 shows a plot of the function (38) along with the
plots of two autocorrelation functions resulting from uniform
chip modulation with respective parameter values: α= 0 (no
modulation) and α=1 (maximal spread).
The uniform chip modulation establishes both a lower
bound (α=0) and an upper bound (α=0) on the autocorrela-
tion function RB˜(τ) of a random-chip Bernoulli process, when
the modulation distribution is a unimodal and even function
of τ with a finite support. From this viewpoint, the uniform
distribution may be regarded as an optimal choice.
However, the condition of unimodality of the modulation
distribution has been imposed for mathematical convenience.
An even, but not necessarily unimodal, distribution with finite
support can also be employed for random chip modulation.
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C. A Product of Two Random Binary Processes
A random binary process can also be obtained from a
product of two, or more, random binary processes [16]. If at
least one of the processes is a random-chip Bernoulli process
RB˜(τ) discussed above, then the resulting random binary
process will have an impulse-like autocorrelation function.
Let V1(t) and V2(t) be two uncorrelated random binary
processes with respective autocorrelation functions, RV 1(τ)
and RV 2(τ), and zero-crossing rates, n1 and n2. Consider the
product,
Z(t) = V1(t)V2(t) (39)
of the two processes. By construction, Z(t) is also a random
binary process, and its autocorrelation function is given by
RZ(τ) = RV 1(τ)RV 2(τ). (40)
The zero-crossing rate nZ of the random process Z(t) can be
determined from
nZ = − lim
τ→0+
∂
2∂τ
[RV 1(τ)RV 2(τ)] = n1 + n2. (41)
Therefore, a random binary process with optimal corre-
lation properties can be obtained by multiplying a random-
chip Bernoulli process B˜(t) by another binary process V (t).
Since the autocorrelation function RB˜(τ) vanishes for |τ | >
(1+αtC), the autocorrelation function RZ(τ) of the resulting
product will always have a finite support. The process V (t)
may be of (pseudo)random, chaotic or even deterministic
nature, and the resulting power spectral density SZ(ω) will
be the convolution of the two respective densities, SB˜(ω) and
SV (ω).
It is important to note that either of the two underlying
random processes, V1(t) and V2(t), can be recovered from the
product process Z(t) by making use of the ’demodulation’
property
Z(t)V2(t) = V1(t)[V2(t)]
2 = V1(t)
Z(t)V1(t) = V2(t)[V1(t)]
2 = V2(t). (42)
While the above operation has been exploited in conventional
(discrete-time and synchronous) spread-spectrum systems, it
may also find a much wider application in developing a
broad class of continuous-time techniques for reliable/covert
transmission of binary data.
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Fig. 8. Generation of: (a) a random Bernoulli process B˜(t) with random chip
modulation; (b) a pseudorandom Bernoulli process
...
B(t) with pseudorandom
chip modulation.
D. Basic Implementation Techniques
The generation of a random-chip Bernoulli process involves
two random mechanisms: one, to generate a constant-chip
Bernoulli process and another one, to randomly modulate the
chip duration. In practice, either of the two (or both) random
mechanisms can be replaced by a pseudorandom one.
Fig. 8 a is a block diagram of a system that exploits two
random mechanisms.
The NOISE GENERATOR supplies a random signal with suitable
characteristics. When there is no random period modulation,
the output of the HARD LIMITER is sampled at constant intervals,
determined by the CLOCK period, and the SAMPLE-AND-HOLD
produces a constant-chip Bernoulli process B(t).
However, when the PERIODMODULATOR randomly perturbs the
constant period duration, sampling of the output of the HARD
LIMITER becomes randomly irregular, and the SAMPLE-AND-HOLD
produces a random-chip Bernoulli process B˜(t).
Fig. 8 b is a simplified block diagram of a system that
exploits two pseudorandom mechanisms.
The SPREAD-PERIOD CLOCK GENERATOR supplies a sequence of
a predetermined number of pulses, and the interpulse intervals
are selected in a pseudorandom fashion from a prescribed set
of deterministic values. Such formed pulse sequence may then
be repeated cyclically, or each new cycle may use a different
permutation of the interpulse intervals [17]. The resulting
infinite pulse sequence is driving the LINEAR-FEEDBACK SHIFT
REGISTER operating in a standard configuration [18].
When a constant-frequency clock is used, such a configu-
ration is known to generate a pseudorandom binary waveform
that may be regarded as a realization of a constant-chip
Bernoulli process. However, in the arrangement shown in
Fig. 8 b, the SPREAD-PERIOD CLOCK GENERATOR is employed, and
the LINEAR-FEEDBACK SHIFT REGISTER produces a representation
of a pseudorandom Bernoulli process with pseudorandom chip
modulation
...
B(t) [19].
In practical hardware implementations, it may be more
convenient to employ a voltage-controlled oscillator (VCO)
to modulate the clock period. In such a case, to find a
required voltage distribution, a specified voltage-frequency
characteristic will have to be converted into a voltage-period
relationship2 [20].
2Linear period modulation is equivalent to hyperbolic frequency modulation
or logarithmic phase modulation.
IV. CONCLUSIONS
It has been shown that a random binary process with
impulse-like autocorrelation can be generated by random or
pseudorandom sampling of the output of a source that supplies
a symmetric random binary waveform. Therefore, changing
the sampling pattern, yet preserving its statistical characteris-
tics, will result in an uncorrelated version of the underlying
binary waveform being sampled.
The techniques presented in this paper are particularly
well suited to hardware implementation utilizing standard
analog/digital building blocks. This aspect is very important
when developing a multi-user system to be employed in mass-
produced units, such as automotive radar or autonomous radio-
frequency sensors.
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