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The moving-mirror problem is microscopically formulated without invoking the external boundary
conditions. The moving mirrors are described by the quantized matter field interacting with the
photon field, forming dynamical cavity polaritons: photons in the cavity are dressed by electrons in
the moving mirrors. The effective Hamiltonian for the polariton is derived, and corrections to the
results based on the external boundary conditions are discussed.
I. INTRODUCTION
When mirrors are closely placed, the attractive or
repulsive force between them is observed. This phe-
nomenon, known as the Casimir effect [1], is explained
by the fact that the vacuum state of the electromagnetic
(EM) field in the presence of the mirrors is modified from
that of the free space, and the vacuum fluctuation energy
depends on the positions of the mirrors. On the other
hand, when the mirrors move very rapidly, quantum state
of the EM field cannot adiabatically follow the instanta-
neous vacuum state for each position of the mirrors, re-
sulting in the creation of photons. Such excitation of the
quantum field caused by non-adiabatic change of the vac-
uum state [2, 3, 4] is referred to as the dynamical Casimir
effect (DCE), and there have been numerous investiga-
tions into this subject [5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15,
16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31],
e.g., spectral properties of created photons [5], radiation
pressure on a moving mirror [6, 7, 8], squeezing in the ra-
diation field [9, 10], effective Hamiltonian approach [11,
12, 13, 14], time-varying refractive index [15, 16, 17, 18],
radiation from moving dielectrics [19, 20, 21, 22, 23, 24],
influence of finite temperature [25, 26, 27], and relation
with sonoluminescence [28, 29].
In the most of the previous works, the moving mir-
rors have been treated as the moving boundary condi-
tions such that the transverse components of the electric
field operator vanish at the mirror surfaces in their rest
frames. Such external boundary conditions, of course, vi-
olate the commutation relation of the EM field operators
at the boundaries, and the incarceration of the photon
field between the moving mirrors causes the temporal
change of the Hilbert space. Thus, the ‘classical’ exter-
nal boundary conditions involve quantum mechanical im-
perfections. To circumvent these conceptual difficulties,
the various results of the moving-mirror problem based
on the boundary conditions should be examined and de-
rived as some limiting case of more elaborate models.
Several studies have been done towards this direction
by considering moving matter with finite refractive in-
dex [19, 20, 21, 22, 23, 24]: formulation of the problem
and radiation spectrum [19], radiative reaction on the
mirror [19, 20], the dispersive mirror [20, 21], radiation
in two and three dimension [22, 23], and density variation
in dielectrics [24].
Recently, Koashi and Ueda [32] formulated the static
Casimir effect based on a combined system of the EM and
matter fields, and showed that the both fields participate
in the vacuum fluctuations inducing the Casimir force.
Although the quantum theory of the systems in which
the EM field and matter interact with each other has
been developed by many authors [32, 33, 34, 35, 36, 37],
such an approach to the DCE has hardly been made so
far [17].
The aim of the present paper is to formulate the DCE
in a moving-matter system in terms of the quantized
field-matter theory. The EM field attenuates by coupling
with the matter field inside the mirrors, and therefore
no external boundary conditions are required. In other
words, the EM field confined in the resonator is dressed
by the matter field inside the mirrors, forming cavity po-
laritons. Non-adiabatic movement of the mirrors excites
the cavity polaritons and this phenomenon may be called
the DCE of polaritons. In this paper, we derive the effec-
tive Hamiltonian for polaritons, apply it to the moving-
mirror problem, and compare the result with that based
on the external boundary conditions [12].
This paper is organized as follows. In Sec. II, the
moving-mirror problem is briefly reviewed. In Sec. III,
we formulate quantum theory of field-matter interact-
ing systems, in which matter is allowed to move. In
Sec. IV, we derive the effective Hamiltonian for polari-
tons in the moving-mirror system, and apply it to the
one-dimensional case. Final section presents the sum-
mary of this paper, and some complicated algebraic ma-
nipulations are relegated to appendices.
II. BRIEF REVIEW OF THE
MOVING-MIRROR PROBLEM
We briefly review the moving-mirror problem [3] to
make the present paper self-contained and to fix the no-
tation. The simplest system consists of two perfectly
reflecting mirror plates placed in parallel as illustrated in
Fig. 1. The mirror at the origin z = 0 is fixed and the
other at the position z = L(t) is allowed to move. The
system is assumed to be uniform in the x and y direc-
tions, and we consider only one component of the vector
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FIG. 1: Schematic illustration of the one-dimensional
moving-mirror problem. The left mirror is fixed at z = 0,
and the right mirror moves along the z axis.
potential, say the x component Ax(z, t), without loss of
generality. The vector potential in the Coulomb gauge
obeys the wave equation as (we omit the subscript x of
Ax from now on)
∂2A(z, t)
c2∂t2
=
∂2A(z, t)
∂z2
, (1)
and the boundary conditions are imposed as A(0, t) =
A(L(t), t) = 0, which guarantee that the transverse com-
ponents of the electric field vanish at the surfaces of the
mirrors in their rest frames. The field operator of the
vector potential Aˆ(z, t) in the Heisenberg representation
can be expanded as
Aˆ(z, t) =
∑
n
√
h¯
2ε0
[
aˆn(t)fn(z, t) + aˆ
†
n(t)f
∗
n(z, t)
]
, (2)
where aˆn and aˆ
†
n are the annihilation and creation oper-
ators of photons of the nth mode.
One approach [3] to this problem is to fix aˆn and aˆ
†
n
to ones at t = 0, and evolve the function fn(z, t) as
∂2fn(z, t)
c2∂t2
=
∂2fn(z, t)
∂z2
(3)
with the boundary conditions
fn(0, t) = fn(L(t), t) = 0, (4)
which ensure that Aˆ(z, t) obeys the wave equation (1)
and the boundary conditions Aˆ(0, t) = Aˆ(L(t), t) = 0.
When L is constant, the function fn(z, t) is given by
fn(z, t) =
√
2
ωnL
e−iωnt sin knz, (5)
where kn = nπ/L and ωn = ckn. When the characteristic
time of the mirror motion is much larger than L(t)/c,
fn(z, t) adiabatically follows the mode function for each
L(t) as
fn(z, t) ≃
√
2
ωn(t)L(t)
e−i
∫
t
0
ωn(τ)dτ sin kn(t)z, (6)
where kn(t) = nπ/L(t) and ωn(t) = ckn(t). When the
mirror moves much faster, the adiabatic theorem breaks
down, and fn(z, t) evolves in a more complicated manner.
The time evolution of the system in this approach is thus
not generated by a predetermined Hamiltonian but by
the classical equation of motion (3) and the boundary
conditions (4), by which the time evolution of Aˆ(z, t) in
the Heisenberg representation is obtained.
Another approach to the moving-mirror problem is the
method of an effective Hamiltonian [11, 12, 14], where
the function fn(z, t) is fixed to the mode function for
each L(t) as
fn(z, t) =
√
2
ωn(t)L(t)
sin kn(t)z, (7)
and aˆn(t) and aˆ
†
n(t) are time dependent. This time evo-
lution is described by the Heisenberg equation as
ih¯
daˆ(t)
dt
= [aˆ(t), Hˆeffa (t)], (8)
where the effective Hamiltonian for an operator Oˆ is de-
noted by HˆeffO (t). In the one-dimensional moving-mirror
problem, the effective Hamiltonian for aˆn and aˆ
†
n is ob-
tained as [12] (see Appendix A for the derivation)
Hˆeffa (t)
h¯
=
∑
n
ωn(t)aˆ
†
naˆn −
iL˙(t)
4L(t)
∑
n
(aˆ†2n − aˆ2n) +
iL˙(t)
L(t)
∑
n6=n′
(−1)n+n′ nn
′
n2 − n′2
√
n′
n
(aˆ†n + aˆn)(aˆ
†
n′ − aˆn′). (9)
If the first term is dominant on the right-hand
side of Eq. (9), i.e., L˙/L ≪ ωn for any n,
the time evolution operator approximately becomes
exp
[
−i ∫ t
0
dτ
∑
n ωn(τ)aˆ
†
naˆn
]
, showing the adiabatic the-
orem.
One of the advantages of the effective Hamiltonian ap-
3proach is that we can study the state evolution in the
Schro¨dinger representation by
ih¯
∂
∂t
|ψ(t)〉 = Hˆeffa (t)|ψ(t)〉. (10)
In this case, we note that the operators aˆn and aˆ
†
n can be
interpreted as the annihilation and creation operators of
photons of the nth mode defined in the interval 0 ≤ z ≤
L(t). Another advantage of the effective Hamiltonian
approach is that we can understand easily what kinds
of elementary processes occur. For example, the second
term of the effective Hamiltonian (9) has the form of the
parametric process, suggesting that the squeezed state is
produced when the mirror oscillates at frequency 2ωn.
The third term induces pair creation and annihilation of
photons and energy transfer between different modes.
In the above approaches, the boundary conditions that
the filed operator Aˆ(z, t) vanishes at z = 0 and z =
L(t) are imposed. Because of these boundary conditions,
the canonical commutation relation [Aˆ(r, t), Eˆ(r′, t)] =
−ih¯/ε0δT (r− r′) does not hold at the boundaries, where
δT is the transverse delta function. The field operator (2)
and the Hilbert space on which it operates are defined
only within the interval 0 ≤ z ≤ L(t), and then the
Hilbert space varies accordingly.
III. FORMULATION OF THE FIELD-MATTER
INTERACTING SYSTEMS
A. Field representation of systems
We start from a classical microscopic model, in which
polarizable atoms in the matter interact with the EM
field. We suppose that the ith atom consists of an elec-
tron with charge −e and mass me at the position ri and
an ion with charge +e and mass M at the position Ri.
The relative vector between the electron and the ion is
denoted by xi ≡ ri −Ri, and the center-of-mass vector
is Ξi ≡ (MRi + meri)/(M + me) ≃ Ri. We assume
that the center-of-mass vectors Ξi(t) are given functions
of time when the matter is moved. The kinetic energy
of the ith atoms is expressed as mer˙
2
i /2 + MR˙
2
i /2 =
(M+me)Ξ˙
2
i /2+mx˙
2
i /2, where (M+me)Ξ˙
2
i /2 is a known
function of time. Therefore, we consider mx˙2i /2 alone in
the dynamics, where m ≡ Mme/(M +me) ≃ me is the
reduced mass. Furthermore the electrons and ions are as-
sumed to be bounded by the effective potentialmΩ2x2i /2.
The Lagrangian for this system is then given by
L =
∫
dr
[
ε0
2
E
2(r, t)− 1
2µ0
B
2(r, t)
]
+
∑
i
[
m
2
x˙
2
i −
mΩ2
2
x
2
i
]
− e
∑
i
[φ(Ri, t)− φ(ri, t)]
+e
∑
i
[
R˙i ·A(Ri, t)− r˙i ·A(ri, t)
]
, (11)
where E = −∇φ − ∂A/∂t and B = ∇×A. The Euler-
Lagrange equations are obtained as
ε0∇ · E(r, t)− e
∑
i
[δ(r−Ri)− δ(r− ri)] = 0,
(12a)
ε0
∂E(r, t)
∂t
− 1
µ0
∇×B(r, t)
+e
∑
i
[
R˙iδ(r−Ri)− r˙iδ(r− ri)
]
= 0, (12b)
x¨i = −Ω2xi − e
me
[E(ri, t) + r˙i ×B(ri, t)]
− e
M
[
E(Ri, t) + R˙i ×B(Ri, t)
]
. (12c)
The first and second equations are the Maxwell equa-
tions, and the third one describes the motion of charged
particles in the EM field.
We rewrite the above particle picture of the polar-
izable atoms in terms of the field picture. When the
difference between adjacent polarizations |xi+1 − xi| is
much smaller than the characteristic amplitudes of |xi|
and |xi+1|, namely the polarizations change smoothly in
the lattice scale, we can replace xi with the polarization
field X as
xi(t) =⇒ X(r, t). (13)
The density of the polarizable atoms is replaced as∑
i
δ(r−Ξi(t)) =⇒ ρ(r, t). (14)
The polarization field X and the density ρ vanish outside
the matter. The velocity of the matter Ξ˙i(t) is denoted
by v(r, t), which is defined only inside the matter. The
time derivative x˙i(t) should be replaced by dX(r, t)/dt
with
d
dt
≡ ∂
∂t
+ v(r, t) · ∇. (15)
In the present paper, for simplicity, we consider the case
in which the matter is allowed to undergo only transla-
tional motion. Rotations and deformations of the matter
complicate extremely the formulation and are not consid-
ered. In this case, the velocity of the matter is uniform
in each object, i.e., ∇v(r, t) = 0. For example, in the
case of Fig. 1, v(z, t) = 0 for z ≤ 0 and v(z, t) = L˙(t)
for z ≥ L(t). The density ρ(r, t) becomes a function of
r− vt with v the velocity of each object, giving
dρ(r, t)
dt
=
(
∂
∂t
+ v · ∇
)
ρ(r, t) = 0. (16)
Using Eqs. (13) and (14), the first summation in the
Lagrangian (11) is replaced by
m
2
∫
drρ(r, t)
[(
dX(r, t)
dt
)2
− Ω2X2(r, t)
]
. (17)
4The interaction terms in the Lagrangian (11) can be
rewritten as∑
i
[
φ(Ri, t)− φ(ri, t)− R˙i ·A(Ri, t) + r˙i ·A(ri, t)
]
=
∑
i
∫
dr
[
φ
(
r− m
M
xi, t
)
− φ
(
r+
m
me
xi, t
)
−R˙i ·A
(
r− m
M
xi, t
)
+ r˙i ·A
(
r+
m
me
xi, t
)]
×δ(r−Ξi)
≃
∑
i
∫
dr
[
−xi · ∇φ(r, t) + x˙i ·A(r, t)
+Ξ˙i · [xi · ∇]A(r, t)
]
δ(r−Ξi), (18)
where in the last line we assumed that φ andA are slowly
varying functions in the scale of |xi|, and ignored the sec-
ond and higher order of |xi|. Applying the replacements
(13) and (14) to Eq. (18) yields∫
drρ(r, t)
{
−X(r, t) · ∇φ(r, t) + dX(r, t)
dt
·A(r, t)
+v(r, t) · [X(r, t) · ∇]A(r, t)
}
=
∫
drρ(r, t)X(r, t) · [E(r, t) + v(r, t) ×B(r, t)] +
d
dt
∫
drρ(r, t)X(r, t) ·A(r, t), (19)
where the second integral in the second line can be ig-
nored because the total derivative term in the Lagrangian
is irrelevant in the dynamics. Thus, from Eqs. (17) and
(19), the Lagrangian for the system is obtained as
L =
∫
dr
{
ε0
2
E
2(r, t)− 1
2µ0
B
2(r, t)
+
m
2
ρ(r, t)
[(
dX(r, t)
dt
)2
− Ω2X2(r, t)
]
−eρ(r, t)X(r, t) · [E(r, t) + v(r, t) ×B(r, t)]
}
.(20)
We note that this Lagrangian reduces to the one used in
the static and uniform dielectrics [36], when the matter
is fixed and the density ρ is uniform.
The conjugate momenta of A and X are given by
Π(r, t) ≡ δL
δ[∂tA(r, t)]
= −ε0E(r, t) + eρ(r, t)X(r, t), (21)
Y(r, t) ≡ δL
δ[∂tX(r, t)]
= mρ(r, t)
dX(r, t)
dt
. (22)
The Euler-Lagrange equation for φ reads
∇ ·D(r, t) = 0, (23)
where D ≡ −Π can be regarded as the electric displace-
ment with polarization −eρX. Adopting the Coulomb
gauge (∇ ·A = 0) in Eq. (23), we can write the electric
potential φ as
φ(r, t) = − e
ε0
1
∇2∇ · [ρ(r, t)X(r, t)] , (24)
where 1∇2 f(r) ≡ −
∫
dr′f(r′)/(4π|r − r′|). The Euler-
Lagrange equations for A and X are obtained as
ε0
∂E(r, t)
∂t
=
1
µ0
∇×B(r, t) + eρ(r, t)dX(r, t)
dt
−ev(r, t)∇ · [ρ(r, t)X(r, t)], (25)
m
d2X(r, t)
dt2
= −mΩ2X(r, t)
−e[E(r, t) + v(r, t) ×B(r, t)]. (26)
Equation (25) corresponds to the Maxwell equation ∇×
B/µ0 = J+ ∂D/∂t with current J ≡ ev∇ · (ρX) − e(v ·
∇)ρX, which satisfies ∇ ·J = 0. Equation (26) describes
the dynamics of polarization moving in the EM field. Us-
ing Eqs. (20)-(23), we obtain the Hamiltonian as
H =
∫
dr
[
Π(r, t) · ∂A(r, t)
∂t
+Y(r, t) · ∂X(r, t)
∂t
]
− L
=
∫
dr
{
1
2ε0
[Π(r, t) − eρ(r, t)X(r, t)]2 + 1
2µ0
B
2(r, t)
+
1
2mρ(r, t)
Y
2(r, t) +
mΩ2
2
ρ(r, t)X2(r, t)
+eρ(r, t)X(r, t) · [v(r, t) ×B(r, t)]
−Y(r, t) · [v(r, t) · ∇]X(r, t)
}
. (27)
Equations (21), (22), (25), and (26) are derived as the
canonical equations of this Hamiltonian.
We note that the Hamiltonian (27) reduces to the
macroscopic model described in terms of the dielectric
constant ε [19, 20, 21, 22, 23, 24, 29], when the dynamics
of polarization can be eliminated. The Hamiltonian in
this model is given by
H =
∫
dr
1
2
(E ·D+B ·H)
=
∫
dr
1
2
[
E ·D+ 1
µ0
B
2 +
(
1− 1
ε
)
v · (D×B)
]
+O(v2), (28)
where we used the relations for moving medium [39]
D = εE+ (ε− ε0)v ×B+O(v2), (29a)
B = µ0H+ (ε− ε0)E× v +O(v2). (29b)
If we neglect the left-hand side of Eq. (26), we get
X = − e
mΩ2
(E+ v ×B). (30)
5This relation and D = ε0E − eρX yield Eq. (29a) with
ε = 1+e2ρ/ε0mΩ
2. Substituting Eq. (30) into our Hamil-
tonian (27), and dropping the terms including Y, we
obtain Eq. (28). Our model, therefore, reduces to the
above dielectric model, when the dynamics of polariza-
tion is neglected. This corresponds to the case in which
the relevant frequencies of the EM field are much smaller
than the characteristic frequencies of matter Ω and ωp.
B. Quantization: polaritons
We find out the normal mode of the field-matter cou-
pled equations, in which the positions of the matter are
fixed, i.e., v = 0. We denote this fixed matter con-
figuration as M, and the mode functions and frequen-
cies depend on it: An(r,M), · · · , ωn(M), where n is
the index of the mode. For brevity, we omit the argu-
ment M below. Substitution of (h¯/2ωn)1/2An(r)e−iωnt,
i(h¯ωn/2)
1/2Πn(r)e
−iωnt, i(h¯ωn/2)1/2Xn(r)e−iωnt, and
(h¯/2ωn)
1/2
Yn(r)e
−iωnt intoA, Π,X, andY in Eqs. (21),
(22), (25), and (26) for v = 0 yields the normal-mode
equations
Πn(r) = −ε0An(r)
+e
(
1−∇ 1∇2∇·
)
[ρ(r)Xn(r)], (31a)
ω2nΠn(r) =
1
µ0
∇2An(r), (31b)
Yn(r) = mω
2
nρ(r)Xn(r), (31c)
Yn(r) =
[
mΩ2ρ(r) +
e2
ε0
ρ2(r)
]
Xn(r)
− e
ε0
ρ(r)Πn(r), (31d)
where we used Eq. (24). We takeAn, Πn, Xn, and Yn to
be real without loss of generality. These mode functions
can be shown to satisfy the orthonormal relation (see
Appendix B)∫
dr [An(r) · Πn′(r) −Yn(r) ·Xn′(r)] = −δnn′ . (32)
In terms of the mode functions, we can expand the
time evolution of the fields as
A(r, t) =
∑
n
√
h¯
2ωn
An(r)
(
bne
−iωnt + c.c.
)
, (33a)
Π(r, t) =
∑
n
i
√
h¯ωn
2
Πn(r)
(
bne
−iωnt − c.c.) ,(33b)
X(r, t) =
∑
n
i
√
h¯ωn
2
Xn(r)
(
bne
−iωnt − c.c.) ,(33c)
Y(r, t) =
∑
n
√
h¯
2ωn
Yn(r)
(
bne
−iωnt + c.c.
)
, (33d)
where bn is the complex amplitude of each mode, and c.c.
indicates the complex conjugate of the previous term.
Substituting the expansions (33) into the Hamiltonian
(27) for v = 0, denoted by Hv=0, and using Eqs. (31),
we obtain
Hv=0 =
∑
n
h¯ωnb
∗
nbn. (34)
Following the standard quantization procedure, we re-
place the c-numbers bn and b
∗
n with the Bose operators
bˆn and bˆ
†
n satisfying the commutation relation [bˆn, bˆ
†
n′ ] =
δnn′ . The elementary excitations created by bˆ
†
n can be re-
garded as polaritons, since they are linear combinations
of the photon and polarization fields. We should note
that the operators bˆn also depend on the matter configu-
rationM, and are to be expressed as bˆn(M) in full detail.
The field operators in the Schro¨dinger representation can
be expanded as
Aˆ(r) =
∑
n
√
h¯
2ωn
An(r)(bˆn + bˆ
†
n), (35a)
Πˆ(r) =
∑
n
i
√
h¯ωn
2
Πn(r)(bˆn − bˆ†n), (35b)
Xˆ(r) =
∑
n
i
√
h¯ωn
2
Xn(r)(bˆn − bˆ†n), (35c)
Yˆ(r) =
∑
n
√
h¯
2ωn
Yn(r)(bˆn + bˆ
†
n). (35d)
In the above argument, we assumed the discrete spec-
trum of polaritons. When the spectrum is continuous,
the continuous index of the mode, such as wave number
k, should be used instead of n, and the summation
∑
n
should be replaced by an appropriate integral.
IV. FIELD-MATTER FORMALISM OF THE
MOVING-MIRROR PROBLEM
A. The effective Hamiltonian
In the previous section, the polaritons were derived for
fixed matter configurationM. The number states of the
polaritons are eigenstates of the Hamiltonian for the sys-
tem withM, and thus suitable for orthogonal set of bases
in the Fock space of polaritons. When the matter config-
uration transforms to M′, definition of polaritons alters
accordingly, and the number states of the polaritons in
M′ should be used as new bases. As a result of change
of bases, the state vector undergoes unitary transforma-
tion. Thus, when the matter configuration continuously
transforms asM(t) and we insist on using the Fock state
bases in instantaneous matter configuration, the state
vector undergoes extra evolution in addition to the usual
time evolution. This representation (the bases follow the
6eigenstates of the time-dependent Hamiltonian instanta-
neously) is often employed in the adiabatic approxima-
tion [38]. The effective Hamiltonian describing such state
evolution can be derived by a few ways [11, 12, 14, 29]
that are equivalent each other, and here we follow the
one in Ref. [29].
The Schro¨dinger equation is written by
ih¯
∂
∂t
|ψ(t)〉 = Hˆ(M(t))|ψ(t)〉
= [Hˆv=0(M(t)) + Kˆ(M(t))]|ψ(t)〉, (36)
where Hˆv=0 is the part that does not include the velocity
of the matter explicitly, and Kˆ ≡ Hˆ − Hˆv=0. Expanding
the state vector as |ψ(t)〉 =∑i ci(t)|ψi(M(t))〉 with the
eigenvectors satisfying
[Hˆv=0(M(t))− Ei(M(t))]|ψi(M(t))〉 = 0, (37)
Eq. (36) becomes
ih¯c˙i(t) = Eici(t) +
∑
j
〈ψi|Kˆ|ψj〉cj(t)
−ih¯M˙(t)
∑
j
〈ψi| ∂
∂M|ψj〉cj(t)
≡
∑
j
〈ψi|Hˆeff |ψj〉cj(t), (38)
where we omit the argumentM(t) for brevity. The sym-
bol ∂/∂M indicates differentiation with respect to the
positions of the matter, e.g., ∂/∂L in the situation of
Fig. 1. The matrix element of the effective Hamiltonian
is thus given by
〈ψi|Hˆeff |ψj〉 = Eiδij + 〈ψi|Kˆ|ψj〉
−ih¯M˙(t)〈ψi| ∂
∂M|ψj〉. (39)
Now we express the effective Hamiltonian by using
the instantaneous creation and annihilation operators
bˆ†n(M(t)) and bˆn(M(t)) (we omit the argument M(t)
below). The first term on the right-hand side of Eq. (39)
corresponds to
∑
n h¯ωnbˆ
†
nbˆn in the effective Hamiltonian.
Substituting the field expansions (35) into the velocity-
dependent part
Kˆ =
∫
dr
{
eρ(r, t)Xˆ(r, t) · [v(r, t) × Bˆ(r, t)]
−Yˆ(r, t) · [v(r, t) · ∇]Xˆ(r, t)}, (40)
we obtain
Kˆ = ih¯
∑
n,n′
F
(1)
nn′(bˆ
†
n + bˆn)(bˆ
†
n′ − bˆn′), (41)
where we defined
F
(1)
nn′ ≡ −
1
2
√
ωn′
ωn
∫
dr
{
eρ(r, t)
[
v(r, t) · [Xn′(r) · ∇]An(r)
−Xn′(r) · [v(r, t) · ∇]An(r)
]
−Yn(r) · [v(r, t) · ∇]Xn′(r)
}
. (42)
The last term on the right-hand side of Eq. (39) is
treated as follows. Differentiating the eigenvalue equa-
tion (37) with respect to M, we find
〈ψi| ∂
∂M|ψj〉 = −
〈ψi|∂Hˆv=0∂M |ψj〉
Ei − Ej (43)
for i 6= j, and we take the eigenstates as 〈ψi| ∂∂M |ψi〉 = 0.
From Eqs. (39) and (43), a term bˆnbˆ
†
n′ in
∂Hˆv=0
∂M , for
example, corresponds to ibˆnbˆ
†
n′/(ωn′ − ωn) in the effec-
tive Hamiltonian, since Ei − Ej = h¯(ωn′ − ωn) for non-
vanishing matrix element. The correspondences of terms
in ∂Hˆv=0∂M to those in the effective Hamiltonian are there-
fore obtained as
(bˆn + bˆ
†
n)
2 → i
2ωn
(bˆ†2n − bˆ2n), (44a)
(bˆn ± bˆ†n)(bˆn′ ± bˆ†n′) →
i
ωn + ωn′
(bˆ†nbˆ
†
n′ − bˆn′ bˆn)
± i
ωn − ωn′ (bˆ
†
nbˆn′ − bˆnb†n′).
(44b)
In the Hamiltonian (27), the density ρ depends on the
matter configuration, and then
M˙(t)∂Hˆv=0
∂M =
∫
dr
∂ρ(r, t)
∂t
{
− e
ε0
[
Πˆ(r, t)− eρ(r, t)Xˆ(r, t)
]
· Xˆ(r, t)− 1
2mρ2(r, t)
Yˆ
2(r, t) +
mΩ2
2
Xˆ
2(r, t)
}
. (45)
Substituting the field expansions (35) into Eq. (45), and applying Eqs. (44), we find that the last term on the
7right-hand side of Eq. (39) becomes in the effective Hamiltonian as
ih¯
∑
n
(
1
2
F (2)nn −
1
4
F (2)nn
)(
bˆ†2n − bˆ2n
)
+ih¯
∑
n6=n′
√
ωnωn′
[(
F
(2)
nn′ −
1
2
F
(3)
nn′
)
1
ωn + ωn′
(bˆ†nbˆ
†
n′ − bˆn′ bˆn)−
(
F
(2)
nn′ +
1
2
F
(3)
nn′
)
1
ωn − ωn′ (bˆ
†
nbˆn′ − bˆnb†n′)
]
, (46)
where we defined
F
(2)
nn′ ≡
∫
dr
∂ρ(r, t)
∂t
{
e
2ε0
[Πn(r) − eρ(r, t)Xn(r)] ·Xn′(r) − mΩ
2
4
Xn(r) ·Xn′(r)
}
, (47a)
F
(3)
nn′ ≡
1
ωnωn′
∫
dr
∂ρ(r, t)
∂t
1
2mρ2(r, t)
Yn(r) ·Yn′(r). (47b)
Rearranging the terms in Eqs. (41) and (46), we obtain the effective Hamiltonian for polaritons as
Hˆeffb (t)
h¯
=
∑
n
ωnbˆ
†
nbˆn + i
∑
n
Cnn
(
bˆ†2n − bˆ2n
)
+ i
∑
n6=n′
Cnn′(bˆ
†
n + bˆn)(bˆ
†
n′ − bˆn′) (48)
with
Cnn′ ≡
{
F
(1)
nn +
1
2F
(2)
nn − 14F
(3)
nn (n = n′)
F
(1)
nn′ +
√
ωnωn′
ω2
n
−ω2
n′
[
ωn(F
(2)
nn′ + F
(2)
n′n) + ωn′F
(3)
nn′
]
(n 6= n′). (49)
This effective Hamiltonian for the polaritons with mov-
ing matter is the main result of the present paper. It
is interesting to note that the effective Hamiltonian for
polaritons (48) and that for photons based on the ex-
ternal boundary conditions (9) have a similar form with
respect to the creation and annihilation operators, sug-
gesting that Eq. (48) reduces to Eq. (9) in some limiting
case. This will be explicitly shown in Sec. IVB for one-
dimensional case. It is also suggested that the squeezed
state of polaritons will be generated by oscillation of the
matter at an appropriate frequency by analogy with the
case of photons [9, 10]. The important difference be-
tween Eqs. (48) and (9) is that the time evolution is fully
described in a common Hilbert space in Eq. (48) in con-
trast to Eq. (9) in which the Hilbert space changes by
the mirror motion.
B. One-dimensional case
In order to compare our effective Hamiltonian (48)
with Eq. (9), we consider the one-dimensional moving-
mirror problem as illustrated in Fig. 1. We assume that
the system is uniform in the x and y directions, and con-
sider only the x components of the vector fields Aˆx(z),
Πˆx(z), Xˆx(z), and Yˆx(z) without loss of generality (we
omit the subscript x below). The normal-mode equations
(31) reduce to
Πn(z, t) = −ε0An(z, t) + eρ(z, t)X(z, t), (50a)
Πn(z, t) =
1
µ0ω2n(t)
A′′n(z, t), (50b)
Yn(z, t) = mω
2
n(t)ρ(z, t)Xn(z, t), (50c)
Yn(z, t) = ρ(z, t)
[
mΩ2Xn(z, t) + eAn(z, t)
]
.(50d)
From these equations, we obtain
A′′n(z, t) +
ω2n(t)
c2
εn(z, t)An(z, t) = 0, (51)
where
εn(z, t) ≡ 1− e
2ρ(z, t)
ε0m
1
ω2n(t)− Ω2
(52)
can be regarded as the dielectric constant. Thus, in our
effective Hamiltonian, the dispersion relation is included.
If the reservoir is taken into account, the Kramers-Kronig
relations will be satisfied as shown in Ref. [36] for static
dielectrics.
The properties of polaritons in the matter significantly
depend on the sign of the dielectric constant εn. When εn
is negative, the wave function of the polariton decays in
the matter, and then polaritons localize between mirrors
and the energy spectrum is discrete. This condition is
given by Ω2 < ω2n < Ω
2 + ω2p, where ωp ≡ (e2ρ/ε0m)1/2
is the plasma frequency. When εn is positive, the wave
function extends indefinitely inside the matter and the
energy spectrum is continuous.
8Let us consider the case in which the matter is uni-
form, i.e., ρ(z, t) = ρθ(−z) + ρθ(z −L(t)), where ρ is the
polarization density in the matter and θ(z) is the Heav-
iside function. In this case, Eq. (51) can be solved, and
when εn is negative in the matter, the solutions are given
by
An(z, t) =

αn(t)e
κn(t)z cos
[
kn(t)L(t)
2
]
(z ≤ 0)
αn(t) cos kn(t)
[
z − L(t)2
]
(0 < z < L(t))
αn(t)e
−κn(t)[z−L(t)] cos
[
kn(t)L(t)
2
]
(z ≥ L(t))
(53a)
for the even number of nodes, and
An(z, t) =

−αn(t)eκn(t)z sin
[
kn(t)L(t)
2
]
(z ≤ 0)
αn(t) sin kn(t)
[
z − L(t)2
]
(0 < z < L(t))
αn(t)e
−κn(t)[z−L(t)] sin
[
kn(t)L(t)
2
]
(z ≥ L(t))
(53b)
for the odd number of nodes, where kn ≡ ωn/c, κn ≡
|εn|1/2kn, and we take the label n to be the number of
nodes. (The solutions for the continuous spectrum are
given in Appendix C.) From the orthonormal relation∫
dz [An(z)Πn′(z)− Yn(z)Xn′(z)] = −δnn′ , the normal-
ization constant αn is obtained by
α2n(t) =
[
ε0
(
L(t)
2
+
1
κn(t)
ω2n(t)
ω2n(t)− Ω2
)]−1
, (54)
where the sign of αn is taken to be An(0, t) > 0. The
eigenvalues ωn(t) are determined so that the solutions
are smoothly connected at z = 0 and z = L(t), giving
the eigenvalue equation
tan
ωn(t)L(t)
2c
= ±|εn(t)|±1/2 = ±
∣∣∣∣∣1− ω
2
p
ω2n(t)− Ω2
∣∣∣∣∣
±1/2
,
(55)
where the signs + and − correspond to the solutions
(53a) and (53b), respectively. Using Eqs. (42), (47), (53),
(55), and ∂ρ(z, t)/∂t = −ρL˙(t)δ(z −L(t)), we obtain the
coefficient (49) as
Cnn(t) = −1
8
ε0L˙(t)α
2
n(t), (56a)
and
Cnn′ =
1
2
ε0L˙
(−1)n+n′αnαn′
ω2n − ω2n′
√
ωn′
ωn
1
κn + κn′
×
(
κn′ω
2
n
√
1 + |εn|
1 + |εn′ | + κnω
2
n′
√
1 + |εn′ |
1 + |εn|
)
(56b)
for n 6= n′, where we omit the argument t for brevity.
First we consider the case in which the time scale of
mirror motion is much larger than the inverse of the
plasma frequency ω−1p . In this case, the transition be-
tween the discrete and continuous spectrum can be ig-
nored, and then the continuous spectrum is irrelevant. In
order to see the relation between our result and Eq. (9),
we consider the case of metal, which is obtained by set-
ting Ω = 0. The coefficients (56) reduce to
Cnn(t) = −1
4
L˙(t)
L(t) + 2κn(t)
, (57a)
and
Cnn′(t) =
(−1)n+n′ωn(t)ωn′(t)
ω2n(t)− ω2n′(t)
√
ωn′(t)
ωn(t)
× L˙(t)√[
L(t) + 2κn(t)
] [
L(t) + 2κ
n′
(t)
] (57b)
for n 6= n′. When ωn ≪ ωp, which corresponds to the
case in which the penetration depth of the EM field is
much smaller than its wave length, ωn and the coefficients
(57) can be expanded with respect to η(t) ≡ c/[L(t)ωp]≪
1, giving
ωn(t) =
c
L(t)
nπ
[
1− 2η(t) + 4η2(t)
−8
(
1 +
n2π2
24
)
η3(t)
]
+O(η4), (58a)
Cnn(t) = − L˙(t)
4L(t)
[
1− 2η(t) + 4η2(t)
−(8 + n2π2)η3(t)] +O(η4), (58b)
Cnn′(t) =
L˙(t)
L(t)
(−1)n+n′nn′
n2 − n′2
√
n′
n
[
1− 2η(t) + 4η2(t)
−1
3
(24 +m2π2)η3(t)
]
+O(η4). (58c)
If we identify the photon operators aˆn in Hˆ
eff
a (t) [Eq. (9)]
as the polariton operators bˆn, we find
Hˆeffb (t) = [1− 2η(t) + 4η2(t)]Hˆeffa (t) +O(η3). (59)
When we neglect the terms of order O(η), the effective
Hamiltonian for polaritons Hˆeffb (t) reduces to that based
on the external boundary condition Hˆeffa (t), and there-
fore, our method reproduces the existing results of the
moving-mirror problem in the limit of η → 0. It is in-
teresting to note that Hˆeffb (t) is proportional to Hˆ
eff
a (t)
up to the second order of η. This physically indicates
that the time scale is delayed by the factor ≃ 1− 2η due
to the coupling of the photon field with the matter field,
i.e., the EM field drags electrons in the mirrors when
it is excited. In other words, photons in the cavity are
90
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FIG. 2: The eigenfrequencies of polaritons ω0/ωc (solid line)
and ω1/ωc (dashed line) and the coefficients of the effective
Hamiltonian −C00L/L˙ (dotted line) and C01L/L˙ (dot-dashed
line) as functions of ωp/ωc, where ωc ≡ 2pic/L.
dressed by plasmons in the cavity mirrors, forming the
cavity polaritons.
Figure 2 shows the lowest two eigenfrequencies deter-
mined from Eq. (55) with Ω = 0 and the coefficients
(57) for n = 0 and n′ = 1 as functions of the plasma
frequency normalized by ωc ≡ 2πc/L. We find that the
eigenfrequencies and the coefficients become small when
ωp is comparable to ωc, and they go to the asymptotic
values for ωp ≫ ωc. For example, in the case of a su-
perconducting microwave cavity, the plasma frequency is
in the X-ray region and ωc is in the microwave region,
and therefore the correction to the ideal metal can be
neglected. However, this correction might be significant
if ωp becomes small due to, e.g., decrease of the carrier
density.
When the time scale of mirror motion is comparable
to ω−1p , transition between discrete and continuous spec-
trum occurs. The transition is significant when the mir-
ror vibrates at the frequency ωM > ωp−ωn, which results
in decay of the polaritons in the nth mode into contin-
uous spectrum, namely, photons leak out of the cavity.
When the mirror moves as L(t) = L0 + ℓ sinωM t with
ℓ ≪ L0, the time-dependent part of the effective Hamil-
tonian can be written by Vˆ eiωM t + Vˆ †e−iωM t, where Vˆ
is obtained by replacing L˙(t) with ℓωM/2 in Hˆ
eff
b . Using
Fermi’s golden rule, the decay rate of a photon in the nth
mode is estimated to be
Rn(ωM ) =
2
ch¯2
∑
i=1,2
|V (i)kn |2, (60)
where V
(i)
kn is the matrix element of Vˆ with respect to
the nth mode in the discrete spectrum (53) and the mode
labeled by k = (ωn+ωM )/c and i = 1, 2 in the continuous
spectrum (C1). Here we took the wave number k between
mirrors as the mode index in the continuous spectrum.
The explicit form of V
(i)
kn is given in Appendix C. We can
show that when Ω = 0 and ωn ≪ ωp ≪ ωM the decay
rate (60) reduces to Rn(ωM ) ≃ nℓ2ω2p/(4L20ωM ).
In the effective Hamiltonian Hˆeffa (t), all the energy lev-
els are commensurate (ωn = nπ/L0), and the created
photons make transition to higher levels unlimitedly as
ωn → ω2n → · · · due to the resonance. In our one-
dimensional effective Hamiltonian Hˆeffb (t) [Eq. (59)], on
the other hand, the transition stops at ∼ ωp due to the
incommensurate energy levels, or the decay into the con-
tinuous spectrum occurs, and thus the resonant enhance-
ment of the DCE is to be naturally suppressed at ∼ ωp.
V. CONCLUSIONS
We formulated the DCE in terms of microscopic field-
matter theory, in which the EM field and the polarization
field in the matter are treated on an equal footing. This
enabled us to study the DCE without boundary condi-
tions and without changing the Hilbert space. We de-
rived the effective Hamiltonian for polaritons with mov-
ing matter, and applied it to the one-dimensional cavity
with a moving mirror. We obtained the corrections to the
results based on the external boundary conditions: the
time scale of the dynamics is delayed when the plasma
frequency is comparable to the resonant frequency of the
cavity. This effect is attributed to the fact that the pho-
tons in the cavity are dressed by the electrons in the
mirrors.
Finally, we comment on possibility of experimental ob-
servation of the DCE. This effect has not been demon-
strated in laboratories yet, since time scale of the phe-
nomena is extremely fast. An efficient way to observe
the DCE is to accumulate photons in a cavity by vibrat-
ing the mirror surface of the cavity at twice the reso-
nant frequency [30]. However, the resonant frequency of
the high-Q cavity is typically >∼ 10 GHz, and it is quite
difficult to excite oscillation at such a high frequency.
One possibility to overcome this obstacle might be to
slow down the speed of light. Using the electromagnet-
ically induced transparency in an ultracold atomic gas,
the speed of light can be reduced to ∼ 10 m/s in the
regime of visible light [40]. If this technique can be ap-
plied to much lower frequency, the resonant frequency of
the cavity is significantly reduced, which enables us to
resonantly vibrate the cavity wall to observe the DCE.
APPENDIX A: DERIVATION OF THE
EFFECTIVE HAMILTONIAN (9)
In order to make this paper self-contained, we de-
rive the effective Hamiltonian (9) for the DCE based on
the external boundary condition following the method
in Ref. [12]. We restrict ourselves to the moving-mirror
problem, while in Ref. [12] change of the dielectric con-
stant is also considered.
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The equations of motion are given by
∂
∂t
Aˆ(z, t) = −Eˆ(z, t), (A1a)
∂
∂t
Eˆ(z, t) = −c2 ∂
2
∂z2
Aˆ(z, t), (A1b)
and the boundary conditions are Aˆ(0, t) = Aˆ(L(t), t) = 0.
The field operators are expanded as
Aˆ(z, t) =
∑
n
√
h¯
2ε0ωn(t)
φn(z, t)[aˆn(t) + aˆ
†
n(t)], (A2a)
Eˆ(z, t) =
∑
n
i
√
h¯ωn(t)
2ε0
φn(z, t)[aˆn(t)− aˆ†n(t)], (A2b)
where ωn(t) ≡ nπc/L(t) and
φn(z, t) ≡
√
2
L(t)
sin
(
nπz
L(t)
)
. (A3)
From Eqs. (A2) and (A3), the annihilation operator is written by
aˆn(t) =
∫ L(t)
0
dz
1
2
φn(z, t)
[√
2ε0ωn(t)
h¯
Aˆ(z, t)− i
√
2ε0
h¯ωn(t)
Eˆ(z, t)
]
. (A4)
Using Eqs. (A1), time derivative of Eq. (A4) reads
daˆn(t)
dt
=
∫ L(t)
0
dz
1
2
φn(z, t)
[
−
√
2ε0ωn(t)
h¯
Eˆ(z, t) + i
√
2ε0
h¯ωn(t)
c2
∂2
∂z2
Aˆ(z, t)
]
− L˙(t)
L(t)
∫ L(t)
0
dz
1
2
φn(z, t)
√
2ε0ωn(t)
h¯
Aˆ(z, t)
− L˙(t)nπ
L2(t)
∫ L(t)
0
dz
1
2
√
2
L(t)
z cos
(
nπz
L(t)
)[√
2ε0ωn(t)
h¯
Aˆ(z, t)− i
√
2ε0
h¯ωn(t)
Eˆ(z, t)
]
= −iωn(t)aˆn(t)− L˙(t)
2L(t)
aˆ†n(t)−
L˙(t)
L(t)
∑
n6=n′
(−1)n+n′nn′
n2 − n′2
[(√
n
n′
+
√
n′
n
)
aˆn′(t) +
(√
n
n′
−
√
n′
n
)
aˆ†n′(t)
]
. (A5)
Thus we find that the effective Hamiltonian (9) gives this
time evolution (A5) by the Heisenberg equation.
APPENDIX B: ORTHOGONALITY OF THE
MODE FUNCTIONS
We give a proof of the orthogonality of the mode func-
tions in Eq. (32). We consider the integral
Inn′ ≡
∫
dr [An′(r) · Πn(r) −Yn′(r) ·Xn(r)] . (B1)
Substituting Eqs. (31b) and (31c) into Πn and Xn in
ω2nInn′ , we find
ω2nInn′ = ω
2
n′In′n. (B2)
On the other hand, substituting Eqs. (31a) and (31d)
into An′ and Yn′ in Inn′ , and using ∇ ·Πn = 0, we find
Inn′ = In′n. (B3)
From Eqs. (B2) and (B3), we obtain (ω2n − ω2n′)Inn′ = 0,
i.e., Inn′ = 0 for ω
2
n 6= ω2n′ .
APPENDIX C: CALCULATIONS FOR
CONTINUOUS SPECTRUM IN
ONE-DIMENSION
When εn is positive in the matter, the energy spectrum
is continuous, and we use the wave number k between
mirrors as the mode index. There are two independent
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solutions of Eq. (51) for given k as
A
(1)
k (z) =


αk
(
k
κ cos
kL
2 sinκz − sin kL2 cosκz
)
(z ≤ 0)
αk sin k(z − L/2) (0 < z < L)
αk
[
k
κ cos
kL
2 sinκ(z − L) + sin kL2 cosκ(z − L)
]
(z ≥ L),
(C1a)
A
(2)
k (z) =


βk
(
k
κ sin
kL
2 sinκz + cos
kL
2 cosκz
)
(z ≤ 0)
βk cos k(z − L/2) (0 < z < L)
βk
[− kκ sin kL2 sinκ(z − L) + cos kL2 cosκ(z − L)] (z ≥ L),
(C1b)
where κ = ε
1/2
k k, and the normalization constants
αk =
[
πε0
√
εk
(
1
εk
cos2
kL
2
+ sin2
kL
2
)]−1/2
,
(C2a)
βk =
[
πε0
√
εk
(
1
εk
sin2
kL
2
+ cos2
kL
2
)]−1/2
,
(C2b)
are determined from the orthonormal relation∫
dz[A
(i)
k (z)Π
(j)
k′ (z)− Y (i)k (z)X(j)k′ (z)] = −δ(k − k′)δij .
(C3)
We can show that the functions (53) and (C1) are orthog-
onal each other. The matrix element V
(i)
kn in Eq. (60) is
obtained by the straightforward calculation as
V
(1)
kn = (−1)n
ih¯ε0ℓωM
4
√
k
kn
× αk|αn|kp(k + kn)
(κ2 + κ2n)(k
2 − k20)(k2n − k20)1/2
×
(
k20κn cos
kL
2
− kk2n sin
kL
2
)
, (C4)
where k0 ≡ Ω/c, kp ≡ ωp/c, and V (2)kn is obtained by
the replacement αk → βk, cos kL/2 → − sinkL/2, and
sin kL/2→ cos kL/2.
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