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EFFICIENT ACTOR RECOVERY PARADIGM FOR 
WIRELESS SENSOR AND ACTOR NETWORKS 
ABSTRACT 
Wireless sensor networks (WSNs) are becoming widely used worldwide. 
Wireless Sensor and Actor Networks (WSANs) represent a special category of WSNs 
wherein actors and sensors collaborate to perform specific tasks. WSANs have become 
one of the most preeminent emerging type of WSNs. Sensors with nodes having limited 
power resources are responsible for sensing and transmitting events to actor nodes. 
Actors are high-performance nodes equipped with rich resources that have the ability to 
collect, process, transmit data and perform various actions. WSANs have a unique 
architecture that distinguishes them from WSNs. Due to the characteristics of WSANs, 
numerous challenges arise. Determining the importance of factors usually depends on 
the application requirements.  
The actor nodes are the spine of WSANs that collaborate to perform the specific 
tasks in an unsubstantiated and uneven environment. Thus, there is a possibility of high 
failure rate in such unfriendly scenarios due to several factors such as power fatigue of 
devices, electronic circuit failure, software errors in nodes or physical impairment of the 
actor nodes and inter-actor connectivity problem. It is essential to keep inter-actor 
connectivity in order to insure network connectivity. Thus, it is extremely important to 
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discover the failure of a cut-vertex actor and network-disjoint in order to improve the 
Quality-of-Service (QoS). For network recovery process from actor node failure, 
optimal re-localization and coordination techniques should take place.   
In this work, we propose an efficient actor recovery (EAR) paradigm to 
guarantee the contention-free traffic-forwarding capacity. The EAR paradigm consists 
of Node Monitoring and Critical Node Detection (NMCND) algorithm that monitors the 
activities of the nodes to determine the critical node. In addition, it replaces the critical 
node with backup node prior to complete node-failure which helps balances the network 
performance. The packet is handled using Network Integration and Message 
Forwarding (NIMF) algorithm that determines the source of forwarding the packets 
(Either from actor or sensor). This decision-making capability of the algorithm controls 
the packet forwarding rate to maintain the network for longer time. Furthermore, for 
handling the proper routing strategy, Priority-Based Routing for Node Failure 
Avoidance (PRNFA) algorithm is deployed to decide the priority of the packets to be 
forwarded based on the significance of information available in the packet. To validate 
the effectiveness of the proposed EAR paradigm, we compare the performance of our 
proposed work with state-of the art localization algorithms. Our experimental results 
show superior performance in regards to network life, residual energy, reliability, 
sensor/ actor recovery time and data recovery.  
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CHAPTER 1: INRTODUCTION 
 Wireless Sensor Actor Networks WSANs comprise of actor nodes with powerful 
resources and sensor nodes with limited computation, power, and communication 
capabilities. WSANs utilize the feedback methodology that has been considered the core 
component of control systems. Therefore, the introduction of WSANs has helped in 
promoting revolutionarily the current control systems. It is easy to consider also that the 
WSANs will become the cornerstone of various control systems, which in turn enables an 
exceptional level of distributed control. The adoption of WSANs in control systems has 
various benefits matched up to wired solutions or WSNs, which are dominant current. 
For example, WSANs enable more flexible maintenance and installation, total mobile 
operation, and control and monitoring of appliances in formerly difficult-to-access and 
dangerous environments [1]. Another critical element that activates the deployment of 
WSANs is their comparatively low costs.  
Irrespective of various advantages, WSANs do not go without some challenges 
and barriers for control applications. WSANs are recognized as disreputably volatile and 
intrinsically unreliable. This is mainly true in an event of low-power communications and 
when there is node mobility. With such features, the quality of service (QoS) of WSANs 
may not often be certain [2]. The actual outcome is that control applications will 
negatively undergo packet loss and time-varying delay, both that greatly reduce the 
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control performance, or even bring about system instability. As a result, WSANs have to 
be effectively designed prior to deploying to control applications. 
Also, because of the following WSAN’s unique features and its differences with 
WSNs, there are various challenges to ensure effective communication requirements 
among actors and sensors in WSANs. 
 Node heterogeneity: as aforementioned, WSAN constitute several sensors and 
actors, where sensors are cheaper and smaller devices with limited wireless 
communication, computation, and limited sensing abilities. Nonetheless, because 
acting mechanism is energy consuming and significantly complicated action 
compared to sensing mechanism, actors are more resource-rich with superior 
processing abilities, longer battery life, and stronger transmission powers [3].  
 Real-time requirement: based on the application in WSANs, there can be a necessity 
to timely react to sensor input. For example, in a fire event aforementioned, actions 
need to be commenced on the event location immediately. Additionally, to initiate 
appropriate actions, sensor data should still be applicable at the time of acting. As a 
result, real-time communication is essential in WSANs because actions are 
conducted on the environment immediately once the sensing happens. This means 
that one key goal of WSANs is to reduce the communication wait between sensing 
and actual acting [4].  
 Deployment: there are hundreds or thousands of deployed sensor nodes in analyzing 
the phenomenon, but this massive deployment is not required in actor nodes because 
of the different physical interaction methods and coverage requirements of acting 
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activity. Therefore, there is much less actors than sensors in the WSAN [4]. The 
trade-off between acting coverage and connectivity is essential and need to be taken 
into consideration during the deployment of actors.  
 Coordination: whilst the key communication challenge is mostly between the sink 
and sensor in WSNs, in WSANs, the key communication challenge can be sensor-
actor communication [5]. Additionally, in some cases, actor-actor communication 
can also be needed to attain the entire application goal. Therefore, to give efficient 
acting and sensing, a distributed local coordination phenomenon is essential for 
actors and sensors. 
 Mobility: nodes (mainly actors) may be mobile in WSANs. For instance, robots 
adopted in the battlefield or in distributed robotics applications are often mobile. 
Thus, protocols designed for WSANs need to facilitate the mobility of nodes [6]. 
 
1.1. Research Problem and Scope 
The Sensors and actors in WSANs collaborate together to monitor and respond to 
the surrounding world. The WSANs can be applied to wide range of applications, like 
health, environmental monitoring, chemical attack detection, battlefield surveillance, 
space missions, intrusion detection etc. However, the WSANs are greatly affected due to 
environmental change, frequent change in event-detection, actor mobility and actor 
failure. The failure of an actor node can result in a partitioning of the WSAN and may 
limit event detection and handling. Actors may fail due to hardware failure, node 
mobility, event handling, attacks, energy depletion, or communication link issues. Sensor 
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node failure may cause lost in the event detection of the assigned environment covered by 
the sensor. The probability of actor failure is less than that of sensor failure and can be 
controlled through the relocation of mobile nodes due to their powerful characteristics; 
however, actor failure can cause more damage than can sensor failure. Actor failure can 
cause a loss of coordination and connectivity between nodes, limitation in event handling, 
and can leads to a disjoint WSAN. 
  
Figure 1.1. Critical actor node in WSAN 
 
 
The actor failure occurrence is very critical that degrades the network 
performance. In particular, the failure of critical actor may cause high impact for the 
whole network. Critical actor nodes refer to actors which their failure cause network 
partitioning. Figure 1.1 illustrates the concept of critical actor nodes.  Assume that actor 
A3 failed. Its failure will cause the network to disjoint. Thus, A3 is a critical node. Actor 
nodes A2, A6, and A7 are critical nodes as well.  Most of the existing approaches 
  
5 
attempted to replace the critical node with another backup node, but they failed to 
maintain the QoS parameters and energy consumption. Furthermore, due to the fact that 
WSAN are deployed in harsh area and requires long term monitoring/acting process, 
proposed methods should offer robust self-healing failure detection/ recovery techniques 
which ensures that network lifetime is maximized as much as possible while maintaining 
QoS.  
Critical actors are key nodes in WSAN. Their failure cause high impact to the 
WSAN. Critical actor failure may cause network partitioning and high impact to the 
overall network. Thus, it is essential to implement a robust WSAN which has the support 
of following features:  
 It is essential that develop techniques which support the heterogeneity of WSAN. 
The techniques should support self-monitoring, and self-healing.  
 Failure detection and recovery mechanisms are important factors. Hence, failure 
detection and recovery should be efficient.  
 In addition, not only essential to have a robust failure detection/recovery mechanism, 
it is essential to implement robust failure detection/recovery technique while 
maintain network quality of service. 
 Moreover, WSAN should be supported with mechanisms that reduce and prevent 
packet lost; as well as failure. Even if failure occurs, their impact should be 
minimized.  
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1.2. Motivation Behind the Research 
WSANs are currently adopted in various civilian and industrial applications. 
WSANs have a unique architecture that distinguishes them from WSNs. Sensor nodes 
having limited power resources are responsible for sensing and transmitting events to 
actor nodes. Actors are high-performance nodes equipped with rich resources that have 
the ability to collect, process, and transmit data and perform various actions. The 
adoption of WSANs in control systems has various benefits matched up to wired 
solutions or WSNs. Irrespective of various advantages, WSANs do not go without some 
challenges and barriers for control applications. Therefore, studies should focus more on 
improving and overcoming barriers of WSANs for monitoring and surveillance purposes. 
WSAN consist of sensor, actor nodes, and base station. Since actor nodes are the main 
characteristic in WSAN that overcome the limitation of WSN, special attention should be 
giving to those nodes. The efficient usage and managing of actor node can improve/ 
degrade the overall network performance.  
Thus, the actor node is a major component of WSAN. The failure of an actor node 
can degrade network performance. Furthermore, the failure of an actor node may result in 
a partitioning of the WSAN and may limit event detection and handling [7]. 
In WSAN, the actor nodes involve high features that increase the power capability 
and network usage. Thus, maintaining the inter-actor connectivity is indispensable in 
WSANs. A failure of an actor may cause loss of communication or a network disconnect. 
Thus, actors must communicate with each other to guarantee the entire network coverage 
and to harmonize their actions for best response. Therefore, to give efficient acting, actor 
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nodes featured should be efficiently utilized, and robust. In addition, WSAN should 
provide proficient network monitoring, failure detection, and handling capabilities.  
Accordingly, a new method is proposed for efficient actor recovery paradigm (EAR) 
which guarantee the contention-free traffic-forwarding capacity. Unlike previous studies, 
EAR   craves for providing efficient failure detection and recovery mechanism while 
harvesting maintains the QoS. 
1.3. Potential Contributions of the Proposed Research  
The main contributions of this work is to build a framework that can be used in 
Wireless Sensor and Actor Network that can act robustly and for various scenarios in 
different environments.  
The proposed model should address the following requirements: 
 Fault Tolerance 
 Actor node Recovery 
 Energy Efficiency 
 Reliability 
 Network Quality of Service (QoS) 
In WSAN, most of the node localization and routing approaches depend on the 
hop count information rather than table-based routing protocols. With these motivation, 
this study introduces a mathematical model for determining actor forwarding capacity in 
WSAN using RSSI message information. The model aims at guaranteeing contention-
free forwarding capacity. The EAR contributes to the literature by providing the best 
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RSSI value to improve the traffic forwarding process. The state-of-the-art research is to 
provide the best node failure recovery process which handle to manage network resources 
in order to extend the network lifetime.  
Most existing actor failure detection/ recovery mechanisms manage to handle the 
failure detecting and recovery but failed to manage the overhead from such event. These 
mechanisms may degrade the overall quality of service. However, to overcome those 
limitations, EAR contributes three novel algorithms that provide effective critical actor 
failure detection/ recovery technique while maintaining QoS. Moreover, EAR helps to 
minimize critical actor failure occurrence by utilizing critical actor nodes resources. 
The proposed paradigm contributes the RSSI mathematical model in addition to 
three novel algorithms as follows:   
 Node Monitoring and Critical Node Detection (NMCND) algorithm that monitors 
the activities of the nodes to determine the nodes types and distinguish critical 
nodes. The NMCND algorithm checks the entire network to determine the critical 
node during network life time and pre-assign a backup node for each critical 
node; so incase the failure of critical node, this node takes place in order to 
improve and balances the network performance.  
 Optimized RSSI model is introduced that selects the different power strengths for 
each beacon in order to ensure the proper delivery of the beacon to each node.  
This aims to reduce the latency and estimating the prediction of the node energy-
level. As a result, QoS provisioning is maintained and extended the network 
lifetime.      
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 Network Integration and Message Forwarding (NIMF) improves the QoS by 
handling the packet forwarding process. NIMF works to reduce packet forwarding 
through critical nodes and enhances network lifetime. Moreover, NIMF has the 
capability to decide the source of the forwarding packet which enhances the 
packet forwarding flow.  Thus, accurate packet forwarding process reduces the 
latency and bandwidth consumption.  
 Priority-Based Routing for Node Failure Avoidance algorithm (PRNFA) handles 
the routing process.  PRNFA analyzes and evaluates the information of the packet 
in order to route it to the next node. It determines the priority of the forwarded 
packets. In addition, PRNFA eliminates redundant data prior to routing the 
packets. 
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CHAPTER 2: LITERATURE SURVEY ON WSAN 
Wireless sensor networks (WSNs) are becoming widely used worldwide. Wireless 
Sensor and Actor Networks (WSANs) is a field where actors and sensors are aggregated 
together in order to perform certain tasks, or transmit and process information. A WSAN 
consists of sensors, actors, and a base station.  The actor network is integrated with the 
sensor network to implement the Wireless Sensor and Actor Network[4]. Sensors are 
responsible for sensing and transmitting events to the actor nodes. Actors are high 
performance nodes that have the ability to collect, process, transmit data, and perform 
actions. Actors run on a high power source [8, 9]. In WSAN, an actor node can 
communicate with several sensors. . In this network, actor node’s lifetime and coverage is 
higher than the sensor node. This type of network is brought up in various applications 
such as detection of forest fire, mobile robots which are used to monitor the battlefield, 
etc.. Communication in the WSAN can be classified as sensor-actor communication, 
actor-actor communication, or actor-sink communication. In WSAN, due to the 
architecture, the number of sensors can range up to thousands while the number of actor 
nodes is much lower [10]. WSAN can assist many applications such as smart energy 
grids, battlefield surveillance, and cloud computing, as well as, can be used in medical, 
industrial, and nuclear fields. Several parameters may affect the WSAN, including energy 
efficiency, transmission media, scalability, and environment. 
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Figure 2.1 illustrates the architecture of WSAN with both sensor and actor nodes 
in the network. Broadly, this architecture is classified into two types such as semi-
automated and automated architecture [11], [12], [13], [14]. The architecture is classified 
based on its data passing and decision making. Furthermore, in WSAN sensor nodes are 
static and the actor nodes are either static or dynamic based on the application.   
 
Figure 2.1. WSAN Architecture 
 
The WSAN has many advantages over the regular WSN. One of the most notable 
differences is the high energy and low power consumption.   The actor nodes may include 
high performance features which can increase the power and usage of the network in 
general. Maintaining the inter-actor connectivity is essential in WSAN.  
2.1. WSAN Features and Design Factors 
There is much difference communication features between WSNs and WASNs. 
Although,  both handle the communication occurrence between the sink and sensors or 
sensor-sensor communication. whereas in WSANs, additional advanced networking 
communication link termed actor-actor or sink-actor communications can take place [1]. 
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Moreover, event features are transmitted by the sensor-actor communication from sensor 
to actors. Communication between the actors occurs once they receive the event 
information with the aim of conducting the relevant action across the event area. 
As a result of the use of both actors and sensors, WSANs utilize the feedback 
methodology that has been considered the core component of control systems. Therefore, 
the introduction of WSANs has helped in promoting revolutionarily the current control 
systems. It is easy to consider also that the WSANs will become the cornerstone of 
various control systems, which in turn enable an exceptional level of distributed control. 
The adoption of WSANs in control systems has various benefits matched up to wired 
solutions or WSNs, which are dominant current.  
A major aspect of designing an efficient WSAN is to utilize and optimize the 
following network features and Factors. Factors includes: scalability, energy efficiency, 
reliability, transmission media, fault tolerance, environment, node Cost, and hardware 
Constrains. Most of factor optimization should be met in respond to application 
requirement.  
2.2. WSAN Architecture 
The main components of WSANs are sensor nodes and actor nodes. The 
architecture of the WSAN plays a critical role in the network in general because this may 
affect different components such as the behavior of the sensing node and the energy 
usage. A WSAN contains sensors, actors, and a base node. In WSANs, sensors sense 
events, and actors receive information from sensors and communicate with each other to 
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facilitate decision making. A sensor node consists of a sensing unit, a power source, 
storage, a processing unit, a communication transceiver, an analog-to-digital converter 
(ADC), and an antenna. The actor node contains a more substantial power source and 
more capable processing and storage units. The sink node supervises the overall network. 
 
Figure 2.2. Semi-automated WSAN 
 
WSAN architectures can be classified into semi-automated and automated 
WSANs [4, 15-18]. Figure 2.2 illustrates a  semi-automated WSAN while Figure 2.3  
illustrates an automated WSAN. In automated WSANs, sensor nodes sense events and 
send sensed data to actor nodes. Actor nodes act as the base station in an automated 
WSAN. Meanwhile, actor nodes receive, process, and communicate with other actors if 
needed and subsequently perform an action. On the other hand, in semi-automated 
WSANs, sensor nodes sense data and transfer those data to the sink node while the sink 
node processes the data and communicates with the actors to perform the needed task. 
Then, the sink node sends commands to the assigned actor [19]. Coordination 
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mechanisms are essential in WSANs. Coordination can occur within sensor-actor 
communication, sensor-sensor communication, and actor-actor communication. Sensor-
actor and sensor-sensor communication can be affected by the limitations of sensor 
nodes. Thus, it is better to rely more on actor-actor communication to maximize the 
network efficiency. In terms of sensor-actor communication, WSANs can be Multi-Actor 
(MA) or Single-Actor (SA) WSANs. More than one actor can receive a sensed event 
from a particular sensor node in MA WSANs, whereas in SA WSANs, the sensor node 
can only send to a specific actor node. 
 
Figure 2.3. Automated WSAN 
 
In WSAN, sensor and actor node may be mobile. Moreover, nodes might 
experience failures. Thus, network topology can be changeable during the life of the 
network. Thus, topology management is essential. Topology management is referred to 
maintaining the organization and connectivity of nodes network while maintaining 
coverage and managing power resources. Topology management techniques in WSAN 
can be conducted using sleep cycle management, movement control, power control, node 
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discovery, node repositioning, and clustering. Some researchers focused on implementing 
using one feature while others combined more than one [20] , [21], [22], [23], [24-27], 
[28], [29], [30], [5].  Topology management can play important role in fault management. 
Nodes failure can cause network partitioning or missing sensing areas. Thus, topology 
management can be executed automatically for recovery purposes. We’ll explore more 
about network topology management throughout while discussing actor failure and fault 
management.  
2.3. WSAN Applications 
The main purpose of WSANs is to address a particular application. The 
development of WSANs was stimulated by military systems such as battlefield 
surveillance. . Applications can be as simple as environmental monitoring, event 
detection, information gathering, or measurement. WSANs are widely used in many 
applications, including industrial monitoring, medical applications, smart energy grids, 
climate control, nuclear and biological applications, military applications, and attack 
prevention as shown in Figure 2.4. 
A significant number of parameters, such as energy efficiency, network topology, 
transmission media, scalability, environment, bandwidth, sensing frequency, and device 
deployments, may affect the WSANs. The selection of the parameters for optimization, 
such as transmission media, depends on the application [31].  The following subsections 
briefly discuss these applications.  
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Figure 2.4. WSAN Applications 
 
2.3.1. Environmental Monitoring and Precision Agriculture 
These advanced systems of sensing and acting have shown much potential in 
various fields, such as environmental monitoring and agriculture. Environmental 
monitoring is particularly dependent on accurate position estimation with the aim of 
evaluating or processing the data gathered. Environmental monitoring applications are 
very important in enhancing and monitoring the lives of various animals and humans. 
Monitoring practices using WSAN applications include security control, surveillance 
applications, and natural disaster detection. WSANs can also be used in specific areas to 
help in limiting the effects or entirely preventing the impact of some factor. WSANs are 
also critical in environmental monitoring because of the capabilities and sizes of the 
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sensors. Moreover, some environmental applications involve determining real-time 
performance, which may be achieved by using actors that can conduct certain actions and 
interact with the environment. These sensors are also important and useful in areas that 
are inaccessible to humans. 
Greenhouses that utilize WSANs for climate parameter control and crop 
monitoring offer an efficient solution for preventing crop diseases and improving crop 
growth [32]. Crops and greenhouses require monitoring because they are affected by 
climate and environmental changes. 
 Irrigation and nutrition systems can perform crop parameter measurements to 
ensure crop health. WSANs can be employed to improve the monitoring of a crop's 
environment in response to climate changes or diseases. In agriculture, actor nodes are 
used to process sensed data and to initiate actions using attached devices or sensor nodes 
that enhance the control of CO2, ventilation, heating sprinklers, humidity, and lighting. 
Sensor nodes can also sense environmental parameters, including crop diseases, water 
level, humidity, and temperature [33]. These parameters are important factors in the 
selection of sensor types and transmission media.  
For an application combining artificial intelligence and the current WSAN, Sabri 
et al. [34] recommended enhancing the performance of greenhouse climate control. 
Moreover, Sabri et al. [34], [35] recommended merging the Jennic5148 wireless network 
controller with the fusion of artificial intelligence (FIS) to create a new cognitive wireless 
sensor-actor network that supports environment sensing and responds with the finest 
performance without interference from a gardener. In summary, WSANs have been 
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shown to be potentially helpful in ensuring that specific variables, such as luminosity, 
humidity, and temperature, are controlled. This paper also proposes the merger between 
WSANs and artificial intelligence to improve accuracy and reliability. 
The current research aims to extract the greatest benefit of WSANs in the 
environmental field by adding the Internet of Things (IoT) to the application layer of the 
designed WSAN. By combining the features of WSANs and IoT, [36] designed a 
harvesting WSAN for sensing temperature and controlling a radiator using the DASH7 
protocol.  
The WSAN solution for greenhouses requires a full understanding of the 
greenhouse environmental variables and specifying the required application optimization 
parameters [37]. Sensors must support high humidity and temperatures, especially in 
greenhouses. A huge challenge in deploying WSANs is ensuring their resistance to 
changes in weather and the topography of crops. The topography may affect the signal 
range and network reliability [38, 39].  
2.3.2. Industrial Monitoring  
In industrial sector, frequent monitoring of processing and production 
environments are very vital since it may be very challenging and nearly impossible for 
employees to work and interact in certain locations in industrial fields. 
 In the industrial sector, frequent monitoring of processing and production 
environments is vital, as it may be very challenging and nearly impossible for employees 
to work and interact in certain locations in industrial fields. This may include difficult-to-
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transverse, high-temperature, and critical geographical locations. For instance, the 
extraction processes for oil, minerals, and gas require a massive amount of energy, which 
makes it difficult for employees to work in the surrounding environment. In addition, the 
extraction processes necessitate essential monitoring and actions. WSANs are compatible 
with such types of environments because sensor nodes can detect and gather events and 
transfer these data to actor nodes, which can act immediately without input from 
industrial workers. The application of WSANs to industrial settings enhances 
productivity and safety.  
The authors in [40] suggested applying an information-centric networking 
approach to WSANs to improve bandwidth. The scheme used content-centric networking 
(CCN). The architecture meshes routers using the CCN protocol. The sensors also use the 
CCN protocol but do not cache sensed data. Sensors are connected to IEEE 802.15.4 
routers. Two types of messages are used for communication in this architecture: interest 
messages and data packets. Interest messages are broadcast to the backbone network. The 
technique uses the naming scheme in [41], which contains two sections: 1) a category 
prefix for specifying the sensed data type and 2) the information identity, including the 
broadcast value. Therefore, when broadcasting an interest message, the response is based 
on the category prefix. This technique is believed to improve energy efficiency because 
only related sensors are involved in the communication. A data packet includes the 
content name, signature, signed information, and data. If security is not critical to the 
application, the signature field may be omitted to decrease the message overhead. When a 
control device requests sensing from the network, an interest message is routed to the 
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sensors. The corresponding sensor will reply with the sensing information to the control 
device. This information is cached in the routers, which act as actors in this scheme. 
Therefore, if another control device requests the same information, data will be 
forwarded from the router cache instead of via another interaction with the sensor node. 
Thus, network caching through the application of a CNN decreases the memory usage 
and sensing overhead in a WSAN. Nevertheless, this method is not applicable to 
industrial fields, which require real-time sensing capabilities.  
Potsch [42] proposed the adoption of a test-bed in an industrial WSAN. This 
proposed system has an embedded host node, operating-data acquisition, real-time 
Ethernet system, and WSAN. This system helps in monitoring the timing and energy 
restraints of nodes. 
This subsection shows that it may be impossible to access some areas of an 
industrial company. Therefore, an advanced system such as a WSAN is required because 
it is compatible with such lack of access and, in turn, can be used to monitor relevant data 
to help in controlling and decision-making. The use of a test-bed is also proposed to 
improve various elements such as timing. 
2.3.3. Medicine 
The advancement in various communication technologies have led to the 
development of small size and low cost sensors that are capable of being even injected 
into human body. Such advancements have placed massive impact on medical healthcare 
and have become an alternative for traditional procedures and equipment with small-
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sized applications. Various health monitoring and patient management systems are 
developed and applied daily within health care facilities [43]. Even though such advanced 
systems are potent systems, they also face some drawbacks and limitations. Since most of 
these systems are installed locally within the healthcare facilities, they inflict increased 
costs for patients. Therefore, this imposes a significant healthcare costs in that it requires 
more human resources. To resolve this problem, there is a necessity for healthcare 
applications to improve patient’s quality of care, ensure effective services, and reduce 
costs. 
Health monitoring applications by adopting WSANs improves the current patient 
and healthcare monitoring. Application such as infant and adult monitoring, fire-fighter 
vital sign, blood pressure monitoring, and alerting the deaf has been improved through 
WSAN application and implementation. 
2.3.4 Microclimate and Lightning Control in Buildings.  
Some buildings have deployed sensing techniques with the aim of monitoring 
different parameters. For example, building Automated Systems (BASs) were designed to 
provide comfort, functionality, and control of indoor environments. These building 
control and monitoring systems need an action to be executed after an event occurs. 
Therefore, WSANs can be deployed to adopt optimal acting/sensing processes for 
controlled buildings. Moreover, sensor/actor nodes are critical in building security. 
WSANs can also be deployed to detect and manage fire within the buildings. In an event 
of fire, sensor nodes can transmit sensed events to the relevant sprinkler actor to limit fire 
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possibility of spreading and support the management of a fire. For instance, Li, [44] 
modeled a light control and monitoring systems, serving as a WSANs’ case study. Thus, 
installing BASs using WSAN applications enable resource optimization, security, and 
energy efficiency.  
2.3.5. Military and Battlefield Surveillance 
Critical monitoring and acting systems are very vital for battlefield surveillance, 
where real-time tracking and monitoring are also important components. Due to its small 
size, sensors can be implanted into various appliances. Cars, humans, and animals can 
carry these sensors. WSANs can be deployed also for positioning applications to provide 
tracking and monitoring purposes for effective battlefield management [45]. An effective 
sensing can give the actor nodes a set of information for decision making and may also 
boost the speed at which certain relayed actions are executed.  
It can be concluded that effectively deploy a WSAN in a battlefield, reliable and 
accurate event positioning and detection schemes should be adopted.  
2.3.6. WSANs in Internet of Things (IoT) and Cloud Computing 
Cloud computing technology is among the most modern, advanced internet-based 
technology system. Cloud computing is a platform that offers the end-users with the 
capability of virtually accessing resources, services, and storage over the online platform 
or Internet [46]. 
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Rapid growth of IoT and cloud computing inspires the adoption of System of 
Systems. Most applications use WSANs as standalone system, but integrating cloud 
computing with WSANs can optimize the benefits of a network [47]. Sensor nodes are 
more beneficial due to their low-cost and can also be assigned IP addresses that enable 
them to be compatible with Internet-enabled devices and cloud computing. Moreover, 
actor nodes have network components that enable them to be integrated with cloud 
computing applications. In cloud computing, sensor nodes can enable sensing capabilities 
and transfer information to a cloud, which enable cloud to process and share the sensed 
information with a range of applications and end-users. 
2.3.7. Summary of Applications in WSAN 
The development of WSANs was stimulated by military systems such as 
battlefield surveillance systems. Currently, WSANs are adopted in various civilian and 
industrial applications, such as information gathering, event detection, environmental 
monitoring, home automation, and chemical and biological attack detection [48]. The 
adoption of WSANs in control systems has various benefits similar to those of wired 
solutions or WSNs. Irrespective of the various advantages of WSANs, their use in control 
applications faces some challenges and barriers. Therefore, further studies should focus 
more on improving WSANs and overcoming barriers to the practical implementation of 
WSANs in various applications. Table 2.1 provides valuable references to researchers 
with respect to WSAN application usage, deployment and challenges. 
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Table 2.1. WSAN applications 
Application Related research 
Environmental Monitoring [38], [49], [37], [39], [36], [32], [50],  [51] , [52] 
Industrial Monitoring [53], [40], [41], [54] 
Medicine [55], [56], [43], [57], [58], [59], [59], [60], [61],  [62], [63], 
[64] 
Smart Energy Grid [65-69], [70], [71] 
Microclimate And Building Lightning  [72] 
Military And Battlefield  [73], [74], [75], [76], [77]    
Cloud Computing And IoT [46, 78], [79] , [6] , [80], [81], [36], [82], [83], [84], [85], 
[86] 
 
2.4. WSAN Challenges 
Actor and sensor nodes must cooperate to determine the optimal route between 
them. Due to the unique layout of a WSAN, the sensor nodes, sensor-actor setup, network 
communication, coordination, timing and synchronization, and routing protocols may 
present challenges. For example, wireless channels have several features, such as half-
duplex operations, Doppler shifts, adjacent channel interference, multipath fading, and 
path loss. WSANs are recognized as disreputably volatile and intrinsically unreliable. 
This is mainly true in the event of low-power communications and when there is node 
mobility. With such features, the QoS of WSANs may often be uncertain [31]. As a 
result, control applications will undergo packet loss and time-varying delay, both of 
which greatly reduce the control performance or cause system instability. As a result, 
WSANs must be effectively designed prior to being used for control applications. 
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Challenges can be classified as either sensor-actor challenges or actor-actor 
challenges. Sensor-actor challenges include event synchronization between actor and 
sensor nodes, the case in which only targeted actors are able to communicate with a 
specified sensor, the case in which sensor dependency is limited to lower a sensor’s 
power consumption, the determination of whether semi-automated or automated features 
are more efficient given the application specification, the implementation of routing 
protocols that can manage an actor’s selection of a specific sensor node, and the 
deployment of a protocol that can manage sensor-actor communication while improving 
the network performance and throughput.  
In contrast, Actor-actor challenges include: 
  Understanding how to define communication between actors.  
 Determining if it is more suitable to use semi-automated or automated 
architectures. 
 Selecting the appropriate actor that covers a specific field of sensors under SA 
architectures. 
 Defining an algorithm for dividing actors among sensors, determining when the 
use of clusters improves the performance of a WSAN.  
 Applying actor-actor real-time synchronization to perform particular actions 
simultaneously. 
 Calculating the minimum number of actors that must be connected to a sensor 
node in an automated architecture 
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 Creating an overall protocol model that can manage actor communication, and 
defining the protocol messages. 
 As a part of the WSAN topology, actors need to ensure inter-actor 
communication to maintain and operate the network and for actor coverage and 
coordination. These factors are critical elements that can affect the network. Thus, these 
factors are important components of WSAN challenges. Other factors include data 
dissemination in delay-tolerant WSANs, coordination and localization, routing, actor 
failure, real-time communication, mobility, energy efficiency, security, and QoS. In this 
section, we will discuss the most challenging factors.  
2.4.1. Data Dissemination in Delay-Tolerant WSANs 
WSAN deployed in large geographical area. During the WSAN life time, network 
can suffer from major changes due its topology change, node power exhaustion, or node 
mobility. In addition, in various types of WSANs, actors cannot communicate with each 
other. Therefore, actor-to-actor communication can be performed through sensor nodes. 
Moreover, sensors nodes sleep scheduling mechanism; some sensors may not loss the 
received data during its sleep time. Thus, nodes may cause data dissemination. Data 
dissemination is the process of transmitting, distrusting data to nodes. In WSAN, data 
collection is done by sensors nodes. The data collection can be performed by single 
sensor node, within particular region, or collaboration between neighbors nodes. Various 
studies have attempted to address data dissemination [87], [88], [89], [90], [91], [92]. 
Overlay techniques have been used to overcome the data dissemination issue. Since 
WSAN involves numerous data transmission between sensor and actor nodes, methods of 
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combining or aggregating into small datasets of is essential. In addition, energy saving 
methods should be conducted. Data dissemination is a challenging issue in WSAN due to 
its dynamic environmental change and its huge number of nodes [93].  
2.4.2. Coordination and Localization  
Localization and coordination are important factors for measuring the 
effectiveness of a WSAN. Location discovery is critical for event detection and routing. 
Moreover, some applications require location information along with the collected event 
[94]. Localization can be performed when determining the physical geographic location 
of the sensors and actors. Localization challenges might fall under the architecture of the 
WSAN; such challenges may also concern computational factors that might be affected 
by path calculation and optimization and the respective power consumption of these 
processes. Other localization challenges include shadowing, multipath, sensor 
imperfections, failure of sensor/actor nodes, and computational challenges.  
To design a robust WSAN, one should build optimized localization and 
coordination techniques while considering various SA, SS, and AA coordination 
approaches. Other factors, such as the application requirements [95], autonomous 
operations, network and system HW, node mobility, equipment capabilities, and 
scalability, must be considered. Application requirements can play an important role in 
designing coordination protocols because different applications may focus on specific 
parameters that are considered as critical in that specific application. 
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The WSAN architecture plays an important role in applying the localization and 
coordination technique. Latency and power consumption can be decreased as a result of 
the direct communication between actors and sensors in automated WSANs but can be 
increased in Semi-automated WSANs. WSAN applications vary between having 
predefined locations for their nodes [96] and mobile nodes that require accurate location 
discovery.  
Localization algorithms are classified into centralized and distributed algorithms, 
as shown in Figure 2.5 In centralized approaches, an assigned node, namely , a base node, 
is responsible for managing all the network node states and topologies and for applying 
recovery and relocation schemas when required [97]. Using a centralized approach may 
affect the network performance because nodes near the base node may experience 
increased power consumption due to the nature of this approach.  
 
 
Figure 2.5. Localization Algorithm Classification 
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In distributed algorithms, nodes maintain limited network states by exchanging 
"hello" messages with reachable neighbors. Thus, each node must calculate its position. 
This approach has an advantage over centralized approaches in that it results in an evenly 
distributed power consumption between nodes and requires less computationally 
expensive position calculations when the topology changes. Distributed algorithms can 
be 1-hop, as in [98]; 2-hop, as in [99] and [100]; or 3-hop algorithms.  
Table 2.2 summarizes the localization features of existing WSAN localization 
algorithm and covers the architecture, mobility, coordination services, coordination 
decision, optimization parameter, localization algorithm type and routing. 
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Table 2.2. Comparison of localization algorithms 
  [101] [10
2] 
[10
3] 
[104] [105] [10
6] 
[99] [107] [108] [100] [109] 
Architect
ure 
sa √ × × × × × √  ×  √ 
at √ √ √ √ √ √ √ √ √ √ √ 
Mobility Sensor fixed ns fixe
d 
fixed fixed fixe
d 
ns ns ns  mobi
le 
Actor mobi
le 
fixe
d 
fixe
d 
mobi
le 
mobi
le 
fixe
d 
mobi
le 
mobi
le 
mobi
le 
mobi
le 
fixed 
Sink fixed na na na na na fixed × × ns fixed 
Coordinat
ion level 
SA √ √ √ √ √ √ √ √ √ ns √ 
SS √  na na √ √ ns √  × ns √ 
AA na √ √ √ √ √ √ √ √ √ √ 
Services Location √  √ √ √ √ √ √ √ √ √ 
Sync na  √ ns √ ns ns × √ ns ns 
Fusion na  √ √ √ ns ns ns ns ns ns 
Coordinat
ion 
decision  
CB √ √ √ √ √ √ √ √ √ √ √ 
CF ns na √ √ √ √ √ ns √ √ √ 
localizatio
n 
algorithm 
Centraliz
ed 
√ × × × √ × √  √ × √ √ 
Distribut
ed 
√ √ √ √ √ √ √ √ √ √ √ 
na: not available, ns: not specified, consensus-based (cb), consensus-free (cf) 
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2.4.3. Routing 
In sensors networks, routing techniques might differ in respond to the networks 
architecture  and/or application requirements [110]. In regular WSNs, sensors and base 
stations are typically static, whereas in WSANs, sensors and actors are mobile. Thus, 
WSAN routing techniques should address sensor-actor communication and delay [95], 
and routing protocols must ensure reliable communication between nodes. WSANs can 
be distinguished from WSNs by their real-time communication and coordination [111].   
Because semi-automated WSANs can obtain various benefits by using the same 
routing protocols designed for WSNs, they almost have the same layout as WSNs, where 
sensors send sensed events to a base station [112]. This common characteristic can be 
advantageous for the network when using or modifying existing WSN protocols [113]. 
Additionally, the transport layer protocols that are used for WSANs suffer from 
limitations [111].  
In conclusion, the most challenging point for WSANs is creating a protocol that 
can manage actor-actor and sensor-actor communication, coordination, and optimization 
for all the above-mentioned challenges while improving the overall performance. 
Moreover, WSAN protocols should support real-time applications [114]. For example, B. 
P. Gerkey and M.J. Mataric addressed routing actor-actor coordination but did not focus 
on sensor-actor coordination [115].  
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2.4.4. Actor Failure and Fault Recovery 
The failure of an actor node can result in a partitioning of the WSAN and may 
limit event detection and handling. Actors may fail due to hardware failure, attacks, 
energy depletion, or communication link issues. Sensor node failure may cause lost event 
detection of the assigned environment covered by the sensor. The probability of actor 
failure is less than that of sensor failure and can be controlled through the relocation of 
mobile nodes due to their powerful characteristics; however, actor failure can cause more 
damage than can sensor failure. Actor failure can cause a loss of coordination and 
connectivity between nodes, leading to a disjoint WSAN. Detailed information on actor 
failure is represented in section 2.5. 
2.4.5. Quality of Service (QoS) 
WSANs are used in critical applications. A network's QoS depends on the 
application requirements. QoS can be affected by reliability, node failure, robustness, 
energy efficiency, and security and should satisfy application requirements [116].  
A WSAN’s resource constraints may affect its QoS. Sensor nodes are equipped 
with limited power and memory resources. This can cause the network to suffer from 
node unavailability, packet drops, or low signal ranges, thereby influencing the network 
QoS. To achieve an improved QoS in the WSAN, communication protocols should 
support a balanced sensor/actor QoS. 
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Due to the mobility feature of WSANs, the network topology dynamically 
changes over time, therein causing nodes to enter or leave the network; thus, relocation 
techniques are used. This feature may affect the power consumption of nodes, thereby 
affecting the network QoS. Kim and Jorge addressed the issue of optimization based on 
minimizing actors’ movements and sensors’ radii and produced an optimal ILP solution 
[117].  To achieve improved QoS in a WSAN, communication protocols should support a 
balanced sensor/actor QoS. 
2.5. Actor Failure in WSAN 
As previously mentioned, the failure of an actor node can result in a partitioning 
of the WSAN and may limit event detection and handling. Actors may fail due to 
hardware failure, attacks, energy depletion, or communication link issues. Sensor node 
failure may cause lost event detection of the assigned environment covered by the sensor. 
The probability of actor failure is less than that of sensor failure and can be controlled 
through the relocation of mobile nodes due to their powerful characteristics; however, 
actor failure can cause more damage than can sensor failure. Actor failure can cause a 
loss of coordination and connectivity between nodes, leading to a disjoint WSAN. 
 Actor failure can be due to their limited power, mobility, or topology change. 
The mobility feature can cause actors to become outside the communication range. 
Moreover, network topology may be affected by such behavior. Effective topology 
management techniques should be implemented. Purposed mechanisms where introduced 
in order to manage network failure in concern with topology management [5, 20-25, 27-
30].  
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Fault tolerance is the ability of a network to preserve its services regardless of the 
occurrence of faults. In other words, fault tolerance is the ability of the network to 
stabilize in response to node failure [118].  
Purposed fault tolerant techniques can manage one or more types of fault at one or 
more network layer. The general taxonomy of fault tolerance techniques used in 
distributed system. Fault prevention; fault detection; fault isolation; fault identification; 
and fault recovery. Some fault tolerance techniques focused on one fault tolerance 
portion while others used a combinations of portions. Moreover, Fault detection 
mechanisms are classified to proactive, reactive methods, or hybrid. 
 
Figure 2.6. Proactive Fault Detection Mechanism Schema  
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35 
In proactive methods, fault and restoration mechanisms addressed during the 
network setup, Figure 2.6. Various mechanisms implement a fault tolerance topologies in 
the network setup while other use redundant and backup nodes to insure fault tolerance 
[119].  
On the other hand, reactive scheme pursue to utilize network resources and 
perform recovery dynamically through node repositioning, Figure 2.7. Reactive schemes 
require network monitoring in order to maintain nodes status. Network status, recovery 
algorithm,  and recovery scope are important factors in reactive schemes.  
 
 
 
Figure 2.7. Reactive Fault Detection Mechanism Schema  
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Reactive recovery algorithms are classified into centralized algorithms such as 
[120] and distributed algorithm such as [99]  [121] [29] [24, 25, 28, 29, 119, 122, 123]. 
Scope of recovery is referred to how many nodes are involved in the recovery. Some 
mechanisms require single node [99]  [121] while others identifies a block of nodes for 
the recovery process [124] [125].  
Due to the nature of WSANs and their important applications, WSANs should 
support self-reconfiguration in response to a failure. To ensure inner-actor connectivity, 
node failure detection and recovery techniques should be applied. All approaches attempt 
to either recover the failed actor or reduce the overhead [126]  [127-129].  
 
 
 
Figure 2.8. Failure Detection 
 
Failure detection refers to the identification of the failed node. Figure 2.8 presents 
a model for fault detection classification. Fault detection can be classified into single-
node diagnosis [21], which consist of self- or non-self-diagnosis, and collaborative 
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diagnosis, which consists of multiple-node or all-neighbor diagnosis [119]. While fault 
management techniques can be classified into one of the previous category [5, 20, 21, 
120, 124, 125, 128, 130-141].  
PADRA is an example of a non-self-single-node diagnosis wherein a distributed 
actor deployment algorithm is deployed at actors to detect failures by neighbors when 
their exchange messages are lost [142]. Akkaya and Senel proposed MDAPRA for 
single-node failure detection and recovery [126]. Then, they extended the approach to 
address multiple-node detection and recovery. Alfadhly, Baroudi, and Younis proposed 
the Simultaneous Failure Recovery Approach (SFRA), which overcomes multiple-actor 
failures in WSANs through ranking nodes applicable to reassigned root actors [143]. 
 In [144, 145], the authors presented a multi-actor/multi-sensor (MAMS) fault 
tolerance model that ensures network connectivity by allowing the assignment of 
multiple-sensor connectivity with an actor node and multiple-actor connectivity with each 
sensor. Thus, multiple actors can receive the sensed event and act upon it, which requires 
redundant prevention techniques for ensuring real-time reliable actions. 
Actors fault impact can vary depending on the node’s importance and type. Some 
fault management detection and recovery procedures classify the actor node to critical 
nodes and non-critical nodes [5] [124] [5] [125].  Critical node referred to node which its 
failure causes network partitioning. Most algorithms define the critical nodes using 2-hop 
message exchange information [100] [127]. On the other hand,  [146] used 1-hop 
message exchange to identify its critical actors. This is performed by calculating the 
distance from the actor to its adjacent nodes. If the distance is less than the neighbor's 
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communication range, the actor is defined as non-critical; otherwise, the actor is defined 
as critical.  In [100], the failure of critical node would trigger the recovery process. In the 
recovery process, non-critical actor node with lowest degree and minimum distance is 
preferred. [146] prefer to choose a non-critical leaf node with the smallest degree as a 
backup. Table 3 analyzes existing fault tolerance algorithms in reference to their aim, 
hops count, and performance parameters.  
Cluster-based node failure algorithms have been introduced in the area of WSN 
and WSAN such in [147], [148], [149], [136], [150], [151]. In [147], an actor was 
repositioned in the cluster center to act as a cluster head. The repositioning of the actor is 
based on position location. A cluster center (CC) is calculated in reference to the area in 
which the actor node signal is overlapped with all sensors in that area. After sensor node 
deployment, the sensor nodes discover their one-hop sensors and form clusters. Some 
sensors act as CH using [152]. CH sensors create a direct link to sensors under their 
cluster and store their position information. Then, the CH sensor is mapped to an actor 
node based on their approximate distance to each other. After CH actor assignment, the 
CH sensor forwards its sensor neighbor information to the CH actor. Based on the 
forwarded information, the CH actor computes its CC position and then moves toward it. 
Then, the actor node’s position is moved toward the CC. When the actor reaches its CC 
position, it initiates a direct communication with all sensor nodes in the CC and acts as a 
CH for them to perform the required action.  
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This technique attempted to position actor nodes to form a CH but failed to 
address an actor failure situation. Moreover, the technique consists of overhead 
connections, which affect sensor and overall network energy.  
The approach in [143] relies on applying breadth-first search (BFS) with a pre-
assigned root node to the network during deployment. Each node stores the information 
of its parent node and assigns a recovery weight depending on its distance to its leaf 
node; in addition, clustered nodes are defined. When a node failure occurs, one of the 
node’s children will replace the parent and restore the connectivity of this sub-tree with 
the remainder of the network. If this child is not able to reconnect to the network after 
replacing its parent, the child will use the clustering node to reconnect to its cluster.  
The objective of [136] was to minimize latency between two segments by 
balancing the traffic load between the mobile relay node using a star topology.  
Grid-based WSAN has been introduced in many WSAN studies [69, 153], [154]. 
In [153], a grid-based actor repositioning mechanism was proposed whereby each grid is 
monitored by a single static actor. Each grid contains one static actor, sensor nodes that 
sense events, and mobile actor nodes. Static actors retain information of sensors locations 
along with grid information. Grid information consists of reporting region calculations. 
When an event occurs, sensor nodes forward sensed data to the static actor node; then, 
the mobile actor node is repositioned based on the grid mechanism calculation. The 
overhead of the technique increases when using one static actor node for multiple grid 
regions monitoring. The negative aspect increases when multiple reporting regions report 
simultaneously to the same static node.  
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WSANs are implemented in many applications. Due to the importance of 
ensuring inter-actor connectivity, various studies in the literature have attempted to 
address actor network failure and network re-connectivity.  
In the following section, we will provide analysis and comparisons of the most 
well-known node failure recovery algorithms. 
2.5.1. Distributed Connectivity Recovery Algorithm (DARA)[99] 
The network re-connectivity process is performed by replacing the failed actor 
node with one of its adjacent actors. In DARA, each actor stores the information of its 
two-hop neighbors via message exchange among actors. When an actor node fails, the 
candidate node takes its place. BC node selection is chosen in favor of node degree, 
distance to failed actor, and actor ID. The node degree is the number of neighbors 
connected to the actor; the smallest number of neighbors is preferred. The actor at the 
smallest distance to the failed actor is favored. When two or more actors have the same 
degree and distance, the actor with the highest ID is selected. After the BC actor is 
selected, the actor calculates its expected time required to complete the movement to the 
new location and reports to its connected neighbors by sending a moving message. The 
moving message contains the time needed for the actor to reach its new position along 
with information about the new location. When the BC actor reaches its new location, it 
sends a Recovered message to its neighbors. If a neighbor does not receive the recovered 
message by the time mentioned in the moving message, it will execute the DARA 
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scheme to connect itself to the network. Figure 2.9 illustrates the DARA algorithm 
procedure. 
DARA optimization focuses on connectivity restoration. However, DARA is 
limited due to its limitation to 2-hop information, therein not considering application-
level constraints and latency. Moreover, applying DARA to a node may cause the 
algorithm to execute recursively to adjacent nodes, which causes network recovery 
overhead. Furthermore, the recursive cascade relocation can negatively impact network 
resources. 
 
Figure 2.9. DARA Algorithm 
2.5.2. Recovery Through Inward Motion (RIM) [124] 
RIM is a distributed localization algorithm in which each actor node maintains its  
1-hop neighbors information. At the network formulation phase, actor nodes exchange 
hello messages in order to builds its 1-hop neighbor list and save it in a table. Table entry 
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contains each 1-hop node-ID along with its position.  Neighbors list maintains updated 
during the network lifetime. Several actions are considered to maintain neighbors list 
updated such as exchanging heartbeat messages between 1-hop neighbors, actor node 
broadcast a hello message when it joins the network, and actor node informs its neighbor 
when it changes its position. Neighbors diagnose is achieved through the heartbeat 
messages. If heartbeat messages are lost with a neighbor, this neighbor is considered as 
failed and recovery process takes place. Then, the 1-hop neighbors of the failed node will 
start moving toward the failed node position until they connect with each other again. 
The recovery process is recursively performed further disconnected caused by neighbors 
movement.  
Although RIM manage to minimize message overhead using its 1-hop neighbor 
list, but the scope of recovery increase due to higher number of nodes which are involved 
in the recovery process. Moving such nodes may increase the overall network overhead.    
2.5.3. Actor Critical Recovery (ACR)  
ACR aims to minimize the delay and determining the primary backup node to 
satisfy application requirement[126]. In this study, Akkaya et al. proposed the distributed 
partition detection and recovery algorithm (PADRA) to handle cut-vertex node failure 
recovery. The main objective of the work is to minimize node movement distance during 
the recovery process. Cut-vertex node determination is done using 2-hop information. 
PADARA assign a failure handler (FH) node for each cut-vertex. FH is responsible for 
the network recovery when cut-vertex failure occur.  FH chooses to replace the failed 
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node with the node which has closet distance to that failed node. Figure 2.10 illustrates 
ACR failure\recovery procedure. The main drawbacks in PADARA are the involved 
communication and calculation overheads, and FH recovery assignment criteria.  
 
Figure 2.10. ACR failure recovery procedure 
 
2.5.4. Nearest Non-critical Neighbor (NNN)[100] 
The NNN algorithm attempts to recover inter-actor connectivity and network 
partitions. The algorithm applies localized and distributed localization techniques. When 
the neighbors of a critical actor detect the failed actor, they initiate the reinstatement 
process. This process consists of the replacement of the critical node with the nearest 
non-critical actor to control any further splitting overhead. Figure 2.11 illustrates the 
NNN algorithm procedure. The overhead can occurs when a critical actor is selected for 
node replacement. Distinguishing between critical and non-critical actor nodes favors the 
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NNN procedure to have slighter recovery scope in comparison to DARA. However, the 
network is adversely affected due to spilt transposition overhead. 
 
Figure 2.11. NNN Failure recovery procedure 
 
2.5.5. Detection and Connectivity Restoration (DCR)[146] 
In DCR, a backup actor is assigned to each critical actor node. DCR is an example 
of proactive fault tolerance algorithm. Critical actor identification is performed locally by 
each actor using information concerning its one-hop neighbor list. This is performed by 
calculating the distance from the actor to its adjacent nodes. If the distance is less than the 
neighbor's communication range, the actor is defined as non-critical; otherwise, the actor 
is defined as critical. Critical actor backup node assignment is based on node criticality 
and position. The non-critical leaf node with the smallest degree is preferred. If there are 
no leaf nodes, DCR chooses the non-critical node with the highest degree as a backup. If 
a non-critical actor is not available in the neighborhood, it will choose a critical node with 
the highest degree and smallest distance to the node as a backup. For example, critical 
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actor C will assign a non-critical backup actor B to itself using AssignBackup(C). Both 
actors B and C will exchange heartbeat messages to ensure availability. Backup actor B 
runs the recovery algorithm if it detects the failure of C or if actor C sends a moving 
notification message. Before moving, actor B will check its criticality status and ensure a 
backup node assignment in the case that it is a critical actor. Then, actor B will broadcast 
a movement message and move toward actor C’s location.  Figure 2.12 illustrates the 
DCR algorithm procedure The DCR approach is said to be a hybrid approach by which it 
identifies the critical actor node in the network. The recovery process depends on 
neighboring actor status.  
DCR has greater storage requirements for every actor node because they maintain 
a backup of other nodes’ information. Similarly, the Partition detection and Connectivity 
Restoration (PCR) algorithm was proposed with a similar working procedure as the DCR 
algorithm. 
 
Figure 2.12. DCR Algorithm failure recovery procedure 
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2.5.6. Recovering from Node Failure (RNF) Based on the Least-
Disruptive Topology Repair (LeDiR) [155] 
LeDiR is a localized and distributed localization algorithm that attempts to detect 
and manage cut-vertex node failure and perform recovery using path discovery and 
routing information. LeDiR attempts to manage the restoration process while ensuring 
that no path length is extended between nodes [155, 156].  
In the case of node failure in LeDiR, neighboring nodes will re-compute their 
routing tables and derive their enrollment decisions for the recovery process. In response 
to the failure of a critical node, as shown in figure 1, the neighbor containing the smallest 
block replaces this node.  
LeDiR assumes that each node calculates the shortest path to every other node 
and stores this information in its routing table. When a node fails, its 1-hop neighbors 
identify if the node is critical or non-critical using the shortest path routing table. Then, 
the smallest block is identified. Within the smallest block, a neighbor of a failed node is 
chosen as the Candidate node to replace the failed node. If more than one neighbor node 
is part of the smallest block, the neighbor nearest the failed actor is chosen to manage the 
block movement. 
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2.5.7. Delay and Throughput Performance Improvement in 
Wireless Sensor and Actor Networks[153] 
In [153], an algorithm is introduced based on positioning regions in WSAN by 
which the actor node communicates with sensor nodes; the actor node calculates the 
reporting region. The repositioning region is calculated based on the count of the sensor 
reporting and average energy. The network consists of both static and dynamic actor 
nodes. The coverage area is split into one, two, three, four and five. Static sensors send 
the information to the static actor node, which then forwards the information to dynamic 
actor nodes. The static mobile node verifies the position (P) of the dynamic actor node 
(P1≠P2) because both the static and dynamic actor nodes should not be in same position. 
This process achieves improvements in throughput and reductions in delay. On the other 
hand, even if the number of grids increases, only one positioning point is needed. This 
requires the positioning point to cover a larger range, which may decrease the algorithm’s 
efficiency. Thus, this may increase the overall network load and affect performance. 
2.5.8. Distributed Prioritized Connectivity Restoration 
Algorithm (DPCRA) [21] 
DPCRA is introduced to cover the partitions and reinstate the node connectivity 
by using small number of nodes. This aims to identify the negative effect of the actor on 
the partitions. Repairing process is done locally while storing minimum information in 
each node. The main focus of the work is to use multiple backup nodes for the partitioned 
recovery.  
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Even though, the algorithm failed to address backup node selection criteria which 
leads that those node may have higher probability of failure. Thus,  this can affect the 
overall network performance; especially energy consumption.  This leads to higher 
probability of nodes failure throughout the network.  
2.5.9. Recovery of Lost Connectivity in Wireless Sensor and 
Actor Networks using Static Sensors as Bridge Routers (ACRA) [20] 
 Ranga, Dave and Verma introduced an Advanced-self-healing Connectivity 
Recovery Algorithm (ACRA) using GA. The ACRA determines the nature of the actor 
whether it is cut vertex or the connectivity of the node using depth-first search algorithm. 
This work is an extension to their work [157]  where they proposed a clustered based 
coordination framework using GA for WSAN. The extension was in considering the 
recovery from cut-vertex actor failure.   
In ACRA, an actor node with high transmission power and higher coverage area 
is selected, and connectivity is recovered. ACRA is based on two point crossover GA to 
reconnect the partitioned network. Sensor and actor nodes are scattered randomly in the 
area of interest and form clusters. All nodes are equipped with a failure detection system 
and able to detect the failure of cut-vertex actor nodes. When a cut-vertex failure is 
detected, neighbor cluster head (CHs) broadcast recovery message to all its neighboring 
nodes toward sink node until next actor node or next CH is found for lost connectivity. 
Recovery Phase is performed through finding stable with high transmission power and 
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higher coverage. The stable sensor CHs (as per GA based criterion) among their neighbor 
nodes is chosen as bridging router for connecting disjoint network.  
The main focus of the work is to measure total travel distance and number of the 
messages. Nonetheless, ACRA tend to consume more energy because the cluster head.  
Moreover, involving sensor node in the recovery impact sensors resources and made 
them more variable to failure.  
2.5.10. Algorithms Analysis and Evaluation 
Tables 2.3 and 2.4 summarize the most promising existing WSAN actor failure 
and recovery algorithms.   Multiple strategies are used to address network re-localization 
in response to actor failure. Those algorithms fail to enhance energy usage, resource 
utilization, and QoS.  
Significant Considerations should be given while designing WSAN algorithms 
and protocols which include:  managing node re-localization, improving recovery from 
failures, reducing energy consumption, and optimizing parameters in reference to 
application requirements, improving network efficiency. Additionally, these algorithms 
must support QoS measures while managing the recovery process.  
Thus, future work in WSANs should focus on improving network QoS by 
implementing optimal actor failure/recovery algorithms that can perform critical node 
failure restoration.  
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Table 2.3. Actor Failure and Recovery Algorithms Analysis 
 Centralized/ 
Distributed 
Number 
of Hops  
Address 
Single/  
Multiple Node 
Failure 
Aim Selection Parameters 
[99]  Distributed 2-hop Single node  Recovery while 
minimizing total 
travel distance 
Node degree which 
reflects number of 
neighbors,  and 
distance 
[29] Distributed 2-hop Single node Reduce total 
distance, minimize 
message overhead 
Node degree and 
distance 
[126]  Distributed 2-hop Single node 
(PADRA) 
Multiple node 
(MDAPRA) 
Localize the scope of 
the recovery, reduce 
message overhead 
and total distance 
Nearness distance to 
failed node 
[124] Distributed 1-hop Single node Reduce total 
distance, minimize 
message overhead 
Rank within neighbors  
[120] Centralized/ 
Distributed 
1-hop Multiple Node Reduce total distance Node_ID, Relative 
position 
[124] Distributed - Single Node Maintaining path 
length 
Distance to failed node 
and block size 
[127] Distributed 2-hop Single Node Reduce total distance Favor non-critical node 
and distance to failed 
node 
[158] Distributed - Multiple Node Reduce total distance Network optimization 
parameters 
[28] Distributed - Single Node Minimize number of 
relocated node and 
reduce total distance  
Smallest block size 
[146] Distributed 1-hop Multiple Node Reduce recovery 
scope and total 
distance 
Node status( 
critical/noncritical), 
degree and distance 
[159] Distributed - Multiple Node Reduce total distance Network optimization 
parameters 
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[123] Distributed 1-hop Single Node reduce total distance, 
and awareness of 
message overhead 
Node status( 
critical/noncritical), 
overlapped coverage, 
connectivity degree, 
task priority 
[160] Distributed - Multiple Node Reduce total distance Distance to the failed 
nodes along with node 
properties 
[146]  Distributed 1-hop Single Node Localize the scope of 
recovery and 
minimize the 
movement overhead 
Node status ( critical/ 
noncritical), position  
[100]  Distributed 2-hop Single Node Reduce total 
distance, reduce 
cascade relocation 
overhead 
Node status( 
critical/noncritical), 
degree and distance 
[155] Distributed - Single Node Minimize  scope 
using path length 
validation  
Block movement, path 
length constrains 
 
Table 2.4. Failure detection\recovery algorithms advantages and limitations 
Algorithm Features Limitations 
 [99]  Distributed reactive method. 
 2-hop neighbor list for failure 
detection and recovery. 
 
 Recovery process may 
involve increasing path 
lengths among nodes. 
 No application-level or 
latency constraints. 
 Recursive overhead. 
 High energy consumption. 
 [124]  Distributed Reactive method. 
 1-hop neighbor list 
 The recovery process tends 
to move more than one node 
toward the failed actor in-
order to reconnect the 
network. 
 Moving more than one node 
increase the overall network 
overhead in sense of total 
travel and the recursively 
execution of RIM  
 [126]  Distributed 2-hop   Nearest distance to failed 
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 FH is responsible for the 
network recovery when 
critical node failure occur 
node which impact the 
overall network. 
 
 [146]  Distributed  Hybrid method 
 Pre-assigned backup actor for 
cut-vertex nodes. 
 1-hop neighbor list for 
identifying cut-vertex node. 
 Reduces the total travel 
distance overhead and 
engages few nodes. 
 Avoids the overhead of 
tracking 2-hop neighbors. 
 Does not consider the energy 
as a performance factor 
when selecting the backup 
node. 
 Considers managing one 
failure at a time and that no 
other node fails during the 
recovery. 
 The backup node restoration 
process does not consider 
further network connectivity 
failure caused by node 
movement. 
 [100]  Distributed  Reactive method 
 2-hop neighbor list for failure 
detection and recovery. 
 Selecting nearest non-critical 
actor for replacing the failed 
node to improve 
performance over DARA. 
 Recovery process may 
involve path increments 
among nodes. 
 Recovery process may 
involve the algorithm 
executing recursively, which 
leads to overhead.  
 [155]  Distributed Reactive methods  
 Uses path discovery and 
routing information for 
failure detection and 
recovery.  
 Technique avoids pre-failure 
communication overhead 
and 2-hop neighbor tracking.  
 Recovery process reduces the 
extension of length among 
nodes. 
 Does not address multiple 
node failures. Can only 
address single-node failure 
recovery 
 Overhead from Moving more 
than one node which has an 
impact to the overall 
network.  
 [21]  Is introduced to cover the 
partitions and reinstate the 
node connectivity by using 
 Failed to manage backup 
node selection criteria which  
leads to higher probability of 
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small number of nodes. This 
aims to identify the negative 
effect of the actor on the 
partitions. Repairing process 
is done locally while storing 
minimum information in each 
node. The main focus of the 
work is to use multiple 
backup nodes for the 
partitioned recovery. 
nodes failure throughout the 
network.  
 
[153]  Grid-based Method. 
 The network consists of both 
static and dynamic actor 
nodes. 
 The coverage area is split into 
one, two, three, four and 
five. Static sensor sends the 
information to the static 
actor node, which then 
forwards the information to 
dynamic actor nodes.  
 The static mobile node 
verifies the position of the 
dynamic actor. 
 A single positioning point for 
more than one cell is not 
efficient 
 All the nodes approach the 
same point for transmission. 
 
[20]   Clustered based, where an 
actor node with high 
transmission power and 
higher coverage area is 
selected, and connectivity is 
recovered. 
 Actor nodes include higher 
transmission power, but the 
process still consumes more 
energy. 
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CHAPTER 3 EFFICIENT ACTOR RECOVERY PARADIGM 
FOR WIRELESS SENSOR AND ACTOR NETWORKS 
The WSANs comprise of actors with powerful resources and sensor nodes with 
limited computation, power, and communication capabilities. The Sensors and actors in 
WSANs collaborate together to monitor and respond to the surrounding world. The 
WSANs can be applied to wide range of applications, like health, environmental 
monitoring, chemical attack detection, battlefield surveillance, space missions, intrusion 
detection etc. However, the WSANs are greatly affected due to environmental change, 
frequent change in event-detection and actor failure process. The failure of an actor node 
can result in a partitioning of the WSAN and may limit event detection and handling. 
Actors may fail due to hardware failure, attacks, energy depletion, or communication link 
issues. Sensor node failure may cause lost event detection of the assigned environment 
covered by the sensor. The probability of actor failure is less than that of sensor failure 
and can be controlled through the relocation of mobile nodes due to their powerful 
characteristics; however, actor failure can cause more damage than can sensor failure. 
Actor failure can cause a loss of coordination and connectivity between nodes, limitation 
in event handling, and can leads to a disjoint WSAN. 
The actor failure occurrence is very critical that degrades the network 
performance. The failure of critical actor may cause high impact for the whole network. 
Critical actor node refers to actor which its failure causes network partitioning. Most of 
the existing approaches attempted to replace the critical node with another backup node, 
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but they failed to maintain the QoS parameters and energy consumption. For instance, 
RNF manage to handle failure by moving a small block of neighbor actors toward the 
failed node in order to recover the communication among them. Even though this 
manages the recovery of the network but it enlarges the recovery scope and cascade 
relocation. Such behavior should be eliminated in recovery algorithms. In addition, due to 
the fact that WSAN deployed in harsh area and requires long term monitoring/acting 
process, proposed methods should offer robust self-healing failure detection/ recovery 
techniques which ensures that network lifetime is maximized as much as possible while 
maintaining QoS.  
 All existing approaches either attempt to recover the failure actor or try to reduce 
the overhead [123, 127, 128, 134, 161, 162]30-35]. We conclude that existing approaches 
attempted to replace the critical node with another backup node, but they failed to 
maintain the QoS parameters and energy consumption. Thus, a new method is proposed 
for efficient actor recovery paradigm (EAR) which guarantees the contention-free traffic-
forwarding capacity [163]. Unlike previous studies, EAR   craves for providing efficient 
failure detection and recovery mechanism while harvesting maintains the Quality of 
service. 
For ensuring QoS in EAR algorithm, Node Monitoring and Critical Node 
Detection (NMCND) algorithm that monitors the activities of the nodes to determine the 
nodes types and distinguish critical nodes. Additionally, the proposed approach not only 
determines the critical node, but handles the packet forwarding process when primary 
node fail. To handle packet forwarding, Network Integration and Message Forwarding 
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(NIMF) message was introduced. In addition, process -Based Routing for Node Failure 
Avoidance algorithm (PRNFA) was developed in order to handle the routing process and 
to eliminate routing process of the redundant packets to other node in order to avoid the 
network congestion and reducing the latency. Therefore, the goal of this work is to 
improve the recovery node process while maintaining the QoS provisioning and power 
efficiency. Detailed description of the model is provided in the following sections. 
3.1. Mathematical Model 
In WSANs, the nodes track their neighbors by using heart beat messages to avoid 
any possible interruption. Moreover, algorithms are used to define the critical nodes using 
1-hop or 2-hop message exchange information [8,36,40]. In addition, they identify the 
actor node failure by the interaction of those heartbeat messages with this particular actor 
node. Thus, there is possibility of interruption due to losing the trail of heart beat 
messages. Monitoring actor failure detection using 2-hop neighbor list is efficient once it 
is combined with QoS measurement capabilities, i.e., packet delivery and forwarding 
techniques should support efficient packet handling and forwarding. Also, we should 
minimize the through critical actor nodes. Thus, in the proposed EAR model, we assume 
that each actor node stores the information up to 2-hops to keep the extended trail 
information. This helps determine the forwarding capability of the actor nodes. The 
model aims to ensure the contention-free forwarding capability that minimizes the loss of 
packets in case of node failure. To determine the actor’s forwarding capability, each actor 
conveys the group of beacon messages using different power strengths. Furthermore, the 
neighbor of each actor listens and returns the value in response. After the neighbor actor 
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receives the message, it starts calculating its RSSI value and sends it back to the sender 
actor. The RSSI model is used to calculate the distance. It has also been combined with 
further techniques for better accuracy and to find the relative error. Equations (3.1)–(3.5) 
illustrate applying RSSI in actor nodes [55]. RSSI can also be used to determine the link 
quality measurement in wireless sensor networks [56]. The RSSI shows the relationship 
between the received energy of the wireless signals and transmitted energy and the 
required distance among the actor-sensor nodes. This process helps determine failure 
node recovery process given in Definition 1. The relationship is given by Equation (3.1): 
       
 
 
 
 
   (3.1) 
where   : Received energy of wireless signals,   : transmitted energy of wireless 
signals,  : Distance between forwarding and receiving node, and  : Path loss 
transmission factor whose value depends on the environment. 
Taking the logarithm of Equation (1) provides: 
                          (3.2) 
where       : Description of energy that could be converted into    . 
Therefore, Equation (2) can be converted to its     form as: 
                    (3.3) 
where  : transmission parameter. 
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Here,   and   represent the relationship between the strength of the received 
signals and the distance of the signal transmission among sensor-to-sensor, actor-to-
sensor or actor-to-actor. 
RSSI propagation models cover free-space model, log-normal shadow model and 
ground bidirectional [20]. In this study free space model is used due to following 
conditions.  
 The transmission distance is larger than carrier wavelength and antenna 
size. 
 There is no obstacle between forwarding actor and either receiving actor 
or sensor. 
The transmission energy of the wireless signals and the energy of the received 
signals of sensor nodes located at distance of ‘r’ can be obtained by Equations (3.4) and 
(3.5): 
         
 
        
  (3.4) 
where  : 1/Frequency of the actor node,         : An antenna gains,  : failure 
factor of the actor and  : distance of the node: 
            
   
   
          
  
       
   (3.5) 
Equation (3.5) represents the signal attenuation using a logarithmic expression. 
Assume a field with k actor nodes   ,   ,   , ... ,   . The coordinates of the actor nodes 
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are          for i = 1, 2,…, k. The actor nodes transmit the information regarding their 
location with their signal strength to the sensor nodes {            }. The locations of the 
sensor nodes are unknown. The estimated distances of the actor nodes are calculated from 
the received signals.  
In the proposed model, the actor nodes broadcast signals to all sensors. The actor 
nodes are also responsible for estimating the distances between them and sensor nodes. 
Let    be an actor node located at         and sensor node is located at      . Focusing on 
the relative error      relating to   , suppose that the actor node reads a distance   , but the 
correct distance is   . Therefore, the relative error can be obtained by Equation (3.6): 
   
  
  
            
(3.6) 
The relation between actual distance and the measured distance can be obtained 
by Equation (3.7): 
       
 
   
    
(3.7) 
 
which can be reduced to Equation (3.8): 
      
 
   
    
(3.8) 
 
The probability distribution of the location of the actor node based on beacon 
messages is described in the following definition. 
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Definition 1. Let    be an actor node located at         that sends information to a sensor 
using RSSI model with standard deviation     and path loss    .  
Let    be the calculated distance from the actor node    at the sensor node. The 
probability density function for correct location       of the sensor node is obtained by 
Equation (3.9): 
 
 
 
 
 
    
        
                 
  
                 
 
 
     
                                  
 
 
 
 
 
 
(3.9) 
Probability distribution can be simplified due to an actor    with Equation (3.10): 
   
                   (3.10) 
This can further be extended by using finite set of actors  
     ,   ,   , . . . ,   } that produces definition 2. 
 
Definition 2. Let      ,   ,   , ... ,   } be the set of the actors sending information to 
the set of sensor nodes using RSSI model with path loss exponent    . 
If the calculated distance from the actor node    at the sensor nodes (S)  
S = {             }, then the probability density function of correct location       
of the sensor nodes can be obtained by: 
           
          
 
   
            
 
        
  
  
  
  
   
(3.11) 
where        : probability distribution because of an actor   . 
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Definition 3. Assume an actor node    reads a sample distance      ,               
using beacon messages      ,               that is modeled with RSSI with path loss 
  and standard deviation    . 
If ‘R’ provides the mean sample distances and    is the mean standard deviation, 
then the square of the actual distance from actor to sensor using beacons can be 
determined as: 
  
  
      
  
(3.12) 
Furthermore, square standard deviation can be found as: 
  
  
     
        
       
 
 
 
 
 
(3.13) 
 
The definition shows that the actual distance is greatly dependent on the 
distribution of the measured ranges. 
Hence, our proposed formulas for RSSI-based wireless node location are 
optimized and modified. They are different from the original RSSI-based formulas. It was 
focused particularly on the energy consumed for transmission and receiving the data 
including determining the distance between actor-sensor nodes and error rate for finding 
location of the node that helps identifying the accurate position of the deployed actor 
nodes for events. Thus, the previous model is used by our proposed algorithm in order to 
identify the node locations during deployment in addition to during the network lifetime. 
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3.2. Optimized Deterministic Actor Recovery System Model 
The network consists of multiple actors and sensor nodes that are structured with 
the hierarchical structure of the nodes. The hierarchical structure of the nodes provides an 
efficient, fast and logical packet forwarding patterns. It also determines the features of all 
nodes connected with WSANs. Another advantage of the hierarchical structure is that it 
helps to start with little multiplexing process for intra-domain routing. As the packets 
travel further from the source node the model helps to develop higher degree of 
multiplexing. The nodes of different categories in WSAN as depicted in Figure 3.1 
possess the assorted nodes types. The network aims to use the resources efficiently for 
each packet forwarded by an actor node. In addition, it reduces the latency while keeping 
the network more stable. 
 
 
Figure 3.1. Node Type in EAR 
 
Definition 4. Critical actor node is the actor node which its failure causes network 
partitioning. 
Definition 5.   Non-critical nodes (NCNs) are regular actor nodes. 
Definition 6.  Cut Vertex Nodes (CVNs) are nodes which have a cut-vertex link with a 
critical node, i.e., neighbors of critical node. 
EAR 
Actor 
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Sensor 
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Definition 7.  The Critical Backup Nodes (CBNs) are actor nodes that are assigned to be 
the backup nodes for a critical node. 
The EAR consists of actor nodes, sensor nodes, and base station. Actor node can 
be critical or non-critical. Critical actor node is the actor node which its failure causes 
network partitioning. Non-critical nodes are regular actor node. Sensors node are used to 
monitor the network for event detection.  
In this topology, Cut Vertex Nodes (CVNs) are responsible for the removal of the 
paths that lead to the critical nodes. When the actor node becomes a critical node, then it 
is necessary to redirect the traffic of the neighbor nodes to the non-critical nodes. Thus, 
this task is done by removing the vertex (a path leading to critical nodes) and redirecting 
the traffic, as it further helps improving the throughput performance and reduces the 
latency. The Critical Backup Nodes (CBNs) replace the actor nodes when the actor nodes 
become the critical nodes. We assume that the numbers of critical backup nodes are more 
than actor nodes in the network. If all the actor nodes become critical nodes, then 
replacement should be much easier to avoid any kind of interruption or data loss. There 
could a possibility of disconnecting the direct communication links of the actor nodes 
towards the backup nodes when the actor nodes start moving. Thus, we also assume that 
the links of the actor nodes lead to the backup nodes are always stable despite the 
mobility. Therefore, there is a high possibility to easily replace the critical nodes with 
CVNs. The actor node has a privilege to collect the data from event-monitoring nodes 
(sensor nodes), then it forwards the packets to either base station or sensor /actor nodes in 
the network. On the other hand, the least degree Non Critical Nodes (NCNs) are preferred 
to be labeled as backup nodes for event-monitoring nodes. 
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A neighbor node that is available in Node Distance range (ND) has a similar Cut 
Vertex Node Distance (CVND). This helps reduce the recovery time and overhead which 
is important for resource-constrained mission-critical applications.  
In the network, each actor node maintains its 2-hop neighbors’ information using 
heartbeat messages. This information helps to maintain the network state, defining 
critical actor; as well as assigning backup node for the critical actor. Each actor node 
saves its neighbors information which includes node ID, RSSI value, number of 
neighbors which is denoted by the degree of node, node criticality (critical actor/ non-
critical actor), and node distance. Once a critical node is detected, the backup assignment 
process is executed in-order to assign a backup node for this critical node. The 2-hop 
node information is used in the process of backup node selection. Depending on RSSI 
value (extracted from mathematical model), the non-critical node with the least node 
degree is preferred to be chosen as a backup node. In case there is more than one 
neighbor with the same node degree, the neighbor with the least distance is preferred. For 
each critical actor, a pre-assigned backup actor node is selected which is called Critical 
Backup Nodes CBN. Consequently, CBN monitors its critical node through heartbeats 
messages and handles the backup process in case the failure of its critical node. Missing a 
number of successive heartbeats messages at CBN indicates the failure of the primary.  
To illustrate node types, a proposed system model for traffic monitoring using 
WSAN is used. The traffic-monitoring process using the proposed EAR system model is 
shown in Figure 3.2. We assume that the sensor and actor nodes get failure during the 
monitoring process. In the proposed scenario, the sensor nodes monitor the traffic, once 
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sensor node gets failure, and then NCN replaces the failed node in order to continue the 
monitoring process. If the actor node starts to be critical node (when actor node starts to 
run out energy or read the traffic wrongly), then it is of paramount significance to redirect 
the network traffic to neighbor nodes that are CBNs. Thus, the CVNs are responsible for 
the removal of the paths that lead to the critical nodes. Furthermore, CVNs help replace 
critical node by CBNs. This systematic process further helps improve the throughput 
performance and reduces the latency.  
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Figure 3.2. Optimized Deterministic proposed system for traffic monitoring using EAR  
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The topology of the WSAN can be changed during the network lifetime due to the 
mobility feature of actors, actor node failure, or event handling. Backup nodes are subject 
to failure as well. Therefore, there are primary backup nodes that select other backup 
nodes in case of primary backup nodes fail or move beyond the range of ND. To ensure 
the effectiveness and availability of backup node, a novel backup node selection process 
is introduced in case of primary backup is either failed or in critical condition given in 
Algorithm 3.1.  
Moreover, existing approaches attempted to replace the critical node with another 
backup node, but they failed to maintain the QoS parameters and energy consumption. To 
overcome existing approach limitations and ensuring QoS in our EAR algorithm, Node 
Monitoring and Critical Node Detection (NMCND) algorithm that monitors the activities 
of the nodes to determine the nodes types and distinguish critical nodes. Additionally, our 
proposed approach not only determines the critical node, but handles the packet 
forwarding process when primary node fail. To handle packet forwarding, Network 
Integration and Message Forwarding (NIMF) message was introduced. In addition, 
process -Based Routing for Node Failure Avoidance algorithm (PRNFA) was developed 
in order to handle the routing process and to eliminate routing process of the redundant 
packets to other node in order to avoid the network congestion and reducing the latency. 
Therefore, the goal of this work is to improve the network performance and recovery 
node process while maintaining the QoS provisioning and power efficiency. Detailed 
description of the algorithms presented in the following sections.  
  
67 
The proposed algorithms can be deployed in variety of applications e.g., smart 
systems, such as monitoring large-scale wind turbine, battlefield, airport surveillance 
system, grid-monitoring, and smart-house. As these applications consist of busy-traffic, 
thus, there is possibility of high failure rate in such unfavorable scenarios due to several 
factors such as power lassitude of actor nodes, electronic circuit failure, software counter 
error or physical damage and inter-actor connectivity problem. In these applications, 
actor nodes are fixed on some particular places to play a role as data-gathering and data-
forwarding gateway. In case of the failure, entire communication process is severely 
affected and that leads to poor QoS provisioning. Thus, it is necessary to ensure 
connectivity and to have backup node for such applications in order to avoid any kind of 
possible interruption. As, our proposed algorithms help select the backup nodes and 
performing successful data forwarding process and determining the legitimacy of the 
actor nodes for data-privacy.    
3.2.1. Node Monitoring and Critical Node Detection (NMCND)  
Node monitoring process is used in order to monitor the node pre-failure causes, 
the post-failure causes and allocates the recovery options. Once each critical actor node 
picks a suitable backup, then it is informed through regular heartbeat messages (Special 
signals are sent to neighbor node to play a role as backup node for critical node). 
Furthermore, the pre-designated backup initiates monitoring its primary actor node 
through heartbeats. If a number of consecutive heartbeats are missed from the primary 
actor, then it notifies that the primary actor failed. Thus, a backup node replacement 
process is started as given in algorithm 3.1. 
  
68 
 
Algorithm 3.1 shows the backup selection process. In this process, the condition 
of primary backup     node is checked. If a primary backup node is in critical condition 
or ready to move, then a secondary backup node    is chosen. However, if a secondary 
backup node    is in critical condition or ready to move, then tertiary backup node    is 
notified to play a role as primary backup node. If the tertiary backup node is in critical 
condition then the backup assignment algorithm executes and a backup node is assigned. 
Before substantiating the In the post failure process, we must ensure that 
connection is not interrupted because of the network. In addition, any redundant action of 
the network must be controlled to avoid any possible increase of the network overhead. 
The pre-failure backup node process is given in algorithm 3.2 which denoted as node 
monitoring and critical node detection (NMCND). 
 
 
Algorithm 3.1: Backup Node Selection Process 
  : Primary Backup;    : Critical Primary Backup;    : Moving Primary Backup;   : Secondary 
Backup;    : Critical Secondary Backup;    : Moving Secondary Backup;   : Tertiary Backup. 
1. Input: (  ) 
2. Output: (      ) 
3. If    =     ||    //The condition of primary backup node is checked. 
4. Notify    and Set (  ,    //Secondary backup node is assigned as primary backup node 
5. end if 
6. If    ==     ||    //The condition of Secondary backup node is checked. 
7. Notify    and Set (  ,    //Tertiary backup node is notified to play a role as primary backup 
node 
8. end if 
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Algorithm 3.2: Node monitoring and critical node detection (NMCND) process 
{   : Pre-Failure;    : Post-Failure;    : Recovery process;   : Critical node;   : Backup node;   : 
Primary actor;   : Message heartbeat;   : Sink node} 
1. Input: {  ;  ;   } 
2. Output: {   ;    ;    } 
3. Set   //Number of actor nodes are set as primary actors in the network 
4.    broadcasts   //Sink node broadcasts the message to all primary actor nodes 
5. If         then// 
6. Determine   //Initiate critical node discovery process 
7. If ∀   :        then 
8.    assigns    
9. Set   =    
10. end if 
11. If    NotDelivered    then 
12. Set   for data delivery 
13. end if 
14. Process         //Primary actor node recovery process is conducted 
15. end if 
 
As shown in algorithm 3.2,    represents the number of actor nodes in the 
network. Then, the sink node    broadcasts the message to all primary actor nodes to 
determine pre-failure actor nodes. If primary actor is not identified as pre-failure, then the 
process of determining the critical actor node will be started in order to choose the 
backup node. Next, the critical node discovery process is initiated. For each primary 
node, if the primary node is found as critical node then this node will be defined as 
critical node    and a backup node    selection is assigned. The critical node will 
broadcast a message to its neighbors which includes the information of its backup node. 
This information is stored by the neighbors and it is used when starting the network 
recovery process in case the neighbors detect the failure of their critical actor neighbor. If 
consecutive heartbeat messages are not received from the critical node, then back node 
starts replacing the critical node to avoid any kind of packet-forwarding delay. In 
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addition, neighbors of the critical node will use stored information to communicate with 
the backup node in order to restore connectivity. In conclusion, the recovery process is 
conducted.  
After the node monitoring process is executed, the model proceeds further with 
checking the backup assignment and the critical back up assignment of the nodes. This 
allows maintaining the network connectivity without generating any disjoint procedure of 
the network. The possibility of the recovery depends on the cut vertex node. If the backup 
is a non-critical node, then it simply substitutes the primary actor node, and the recovery 
process is initiated to confirm the backup actor node. If the backup is also a critical node, 
then a cut vertex node replacement is completed. The pre-assigned backup actor node 
instantly activates a recovery process once it senses the failure of its primary actor node. 
The complete node monitoring including failure, recovery and replacement processes are 
depicted in Figure 3.3. In complete node monitoring process, first, the node identification 
process is initiated. The node is identified based on local neighbor information (LNI) that 
involves global data position, node property and node degree. The critical node selection 
process is decided using algorithms 3.1–3.2. Once a critical node is identified, it will be 
assigned a backup node; second, the backup node selection process is started if an actor 
node fails. The selection process is decided based on monitoring the algorithms explained 
earlier. Once the backup node selection process is complete, then the backup process 
starts working in case of node failure. If an actor node does not fail, then the node 
connectivity monitoring process is started and routing connectivity metrics are checked to 
ensure whether there is no problem of the router. 
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Figure 3.3. Efficient Actor Recovery system model implementation 
 
 
3.2.2. Network Integration and Message Forwarding Process 
After completion of the actor node failure and node assignment processes, the 
actor nodes should be linked to forward the collected data to the base station. In response, 
the base station sends its identity (ID) using network integration message (NIM).  
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Figure 3.4. Graph representation of NIM 
 
To illustrate NIM, the network is shown as undirected graph G= (V, E) where 
each edge      that has capability to transmit the amount of traffic through e, Figure 
3.4. The actor and sensor nodes in the ‘V’ denote for the entities that intend to send the 
traffic. In the network, sensor node represent the local entity. An edge denotes that there 
is either physical or logical connection between the sensor nodes. Hence the capability of 
the edge shows the exact capability of the connection. In addition, the model includes the 
sensor and actors’ capabilities. The physical or logical connection between the sensor 
nodes denotes that there is possible change for those sensor nodes that are available on 
that edge     to forward the traffic directly rather than neighbor nodes. The source node 
(Either sensor node or actor node) that has specific intention to route the traffic to the 
destination node (Base station or sink node). The source and destination nodes agree on 
the amount of traffic to be routed. In the network, if the edge capabilities are large 
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enough, then all the data still hold, unfortunately, if the edge capability is small enough, 
then there could be instability in the network and having a chance to fail the network 
scenario. Furthermore, the network integration message (NIM) determines the legal 
position of either sensor or actor node in the network. If the node is identified as legal 
through NIM, then sensed data is routed through that node to the next hop. Similarly, the 
multiple actor nodes are checked through NIM in order to validate their status (in the 
network. If illegitimate node is found erroneously as the legitimate node, then there is 
possibility of malicious attacks that lead to network failure. As, this situation happens 
once all the backup nodes get failure at the same time, then illegitimate node replaces the 
legitimate backup node and declares itself as legitimate node and gains the access to the 
confidential data. However, this condition can happen in worst-case when getting failure 
the all backup nodes. 
When an actor node receives NIM from the base station, it saves the destination 
address of the base station for packet forwarding (PF). Subsequently, NIM is broadcasted 
in the network among all the actors. At least one actor node is within the range of the 
base station to avoid any bottlenecks. Otherwise, the base station receives the data 
through sensor nodes that could be the cause of packet delay and loss. The actor node 
saves the information of the first actor node from which it receives NIM to use PF 
process and further forwards NIM with its ID. If an actor gets NIM from multiple actors, 
then it stores the identity of additional actors in the buffer list. Identity of the saved actors 
is used in case of topology changes due to mobility or node failure. The detailed process 
of an actor node that receives NIM is presented in algorithm 3.3.  
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Algorithm 3.3:  Network Integration and Message Forwarding Process  
1. {  : Base Station; NIM: Network integration message; PF: packet forwarding;    : 
Node identity;   : Actor node;  : Node buffer} 
2. Input: {   ,   } 
3. Output: {NIM, PF} 
4. Set NIM//Network integration message is set to interconnect the entire network 
5. Set PF//it saves the destination address of the Base station for packet forwarding 
6. If PF =    then//If a base station is saved as the destination address 
7. Decline NIM//If base station is found, then NIM is declined  
8. else if NIM    // 
9. Set PF=   // Data forwarding packet is given ID transmitted to Base station 
10. Transmit NIM  
11. else if NIM     then//It will be considered that NIM is forwarded by an actor node  
12. end if 
13. end else 
14. If PF     //If it is validated that data packet is forwarded by an actor node, t 
15.    stores    into  //When actor node receives NIM from multiple actors 
16.      Set PF =    //Data forwarding packet is given ID  
17. Transmit NIM//NIM is transmitted by an actor node 
18. End if 
19. end else 
20. else if NIM      then//NIM message is broadcasted by the Base station.  
21. If PF     then//If data forwarding packets is from an actor 
22. Decline NIM//If actor node is found, then NIM is declined  
23. else PF =        //Each forwarded data packet is given identify from an actor 
24. Transmit NIM//network integration message is transmitted by an actor node 
25. end else 
26. end else 
27. end if 
 
In conclusion, the protocol applies a simple algorithm to process the NIM. The 
actor node first transmits NIM to its higher hop neighbor actors/sensors. When it gets the 
first NIM from the higher hop actor/sensor, then it forwards to its lower-hop neighbor 
actors/sensors to ensure the transmission of NIMs in the entire network. All other NIMs 
are then dropped by the actor nodes. Therefore, if each actor is ensured to be in the 
communication range of at least one actor, then the NIMs should not require to be 
managed at sensor nodes.  
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3.2.3. Priority-Based Routing for Node Failure Avoidance 
Process 
Let us assume that an actor node transmits the number of bits in each packet      
that uses encoding mechanism to reduce the complexity of each packet. The sensor nodes 
monitor the events which check its contribution table that specify the important events. If 
events are of the significant interest, then the sensor nodes generate the packets and 
forward to the actor node.  
The complete process of monitoring the events and forwarding the routing of the 
data packets is given in algorithm 3.4. 
Algorithm 3.4: Priority-Based Routing for Node Failure Avoidance Process  
{   : Packet rate;   : Actor node;   : Significant;    : First interest,    : Sharing capacity of node; 
P: Packet;    : remaining output capacity of the node;   : Efficient packet rate;   : Flag of 
interest;   : Flag of uninterested;  : Node failure} 
1. Input: {   ,P } 
2. Output: {     ,    } 
3. If   received by   //If actor node receives the packet 
4. If        then//If the received packet is of significant interest 
5. Set   //If condition in step-4 is satisfied, received first packet is considered as significant of 
interest. 
6. Set    +1 & decrease          //Sharing capacity of the node is increased  
7. end if 
8. end if 
9. If    > 0 then//Determine the power of node Forw        /Received packet is forwarded 
10. Set   //Flag of interest is set in the buffer 
11. Else if    < 0 then 
12. Process    >    & P     //Showing that packet rate is higher than efficient packet rate  
13. Increase         / remaining capacity of the actor node is increased  
14. Reduce   //When capacity of the node is increased, less possibility of node failure 
15. end else 
16. end if 
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CHAPTER 4 TEST PLAN AND SIMULATION SETUP 
There are two processes running throughout the network’s deployment and 
monitoring, the underlying process obtains individual node properties while the second 
monitors the network consistency. Our goal is to prolong the network lifetime while 
maintaining the minimum overhead and determining the nodes’ failure causes. Efficient 
actor recovery protocol (EAR) along with RNF, DPCRA, ACR, and ACRA  have been 
implemented and simulated in wireless sensors and actor networks. The simulation is 
conducted on OMNET++ simulator. The size of the network is up to 1400 × 1400 square 
meters. Nodes are deployed randomly in the network. The main objective of simulation is 
to determine the performance of the proposed EAR algorithm in order to ensure the 
effectiveness of the protocol in presence of QoS parameters, energy efficiency when 
incident of node failure occurs. In addition, the performance of proposed EAR algorithm 
is compared with known similar type of schemes such as RNF, DPCRA, ACR, and 
ACRA.  
RNF, DPCRA, ACR, and ACRA are state-of-the-art actor failure recovery 
algorithms. Detailed description was provided in Chapter 2. The proposed algorithms 
manages cut-vertex actor failure and recovery while they differ in their selection and 
objective obtained while recovery as given in Table 4.1. The similar parameters including 
properties have been used for testing purposes.  
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Table 4.1. ACR, RNF, DPCRA, ACRA Algorithms analysis 
Algorithm Actor 
Deployment 
Actor Recovery Selection Aim 
ACR Random FH selection based on node 
distance to failed actor 
Actor recovery while Reduce total 
travel distance 
RNF Random Neighbors containing smallest 
block 
Limit path extend between nodes.  
DPCRA Random FH handles the recovery based on 
smallest block of nodes 
Minimum number of recovery nodes 
having their minimum travel 
distance 
ACRA Randomly Actor node with high transmission 
power and higher coverage area is 
selected, and connectivity is 
recovered 
Recover network from cut-vertex 
actor failure by limiting actor 
movement and using sensors as 
connecting bridges 
 
The simulation scenario consists of 400 nodes including 27–54 actor nodes and 
173–356 sensor nodes with a transmission range of 70 m. The sensor/actor nodes are 
arbitrarily deployed in a mesh fashion. The initial energy of the actor nodes is set 20 J 
and sensor nodes have 4 J. The bandwidth of the actor node is 4 Mbps, and maximum 
power consumption of the sensor/actor node for receiving and transmitting the data is set 
to 13.5 Mw and 15.0 Mw respectively. Sensing and idle modes have 12.4 mW and 0.60 
mW, respectively. The total simulation time is 36 min that is enough to determine the 
effectiveness of the proposed versus stat-of-the-art schemes. However, the simulation 
time could also be minimized or maximized, and the pause time is 20 s set to warm up 
the nodes before beginning of the simulation. The results demonstrate presented here are 
the average of 10 simulation runs. The simulation parameters are summed up in Table 
4.2. 
The simulation consists of three simulation scenarios that replicate the real 
wireless sensors and actor wireless sensor network environment. The obtained simulation 
results are equitably significant and indistinguishable to realistic tentative results. 
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 Scenario-I: Sensors-to-actor communications. In this scenario, the source nodes 
are set as the sensors, while the destination nodes are set as actors. The multiple 
connections are setup with one actor. Thus, the actor node acts as the sink of the 
communication. There is 86.5%:13.5% ration of sensor-to-actor, and 20% mobile 
sensor nodes are set. In this scenario, with verity of the network size ; 1000 × 
1000 m², 1200 × 1200 m² and 1400 × 1400 m². 
 Scenario-II: Actor-to-actor communications. In this scenario, the distance 
between the two actors is 300 m. The distance is covered by less than 4 hops. This 
scenario involves multi-hop communication among the actors. In this scenario, a 
maximum 54 actors are used. 
 Scenario-III: Actor-to-sensor communications. In this scenario, communication is 
done between actors and sensor. The distance between actor and sensor is set to 
250 m. The number of hops are 5 and mobility of the nodes is 20% in this 
communication. There is 13.5%:86.5% ration of sensor-to-actor, and 20% mobile 
sensor nodes are set. In this scenario, sizes of the network; 1000 × 1000 m2, 1200 
× 1200 m2 and 1400 × 1400 m2. 
15–70 connections are set up among the nodes. The connections start working 
randomly during the warm up time. The source and destination nodes are randomly 
chosen in each scenario. Based on the simulation, we obtained interesting results 
including the following parameters: 
 Number of alive Days. 
 Residual Energy. 
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 Actor/Sensor Recovery time. 
 Data Recovery. 
 Time Complexity. 
 Reliability. 
 
Table 4.2. Summarized simulation parameters for the proposed EAR 
Used Parameters Parameters’ Description 
Transmission Range 70 m 
Sensing Range of sensor node 35 m 
Initial energy of a sensor node 4–10 J 
Initial energy of an actor node 20–40 J 
Sensing Range of an actor node 65 m 
Bandwidth of sensor node 50 Kb/S 
Bandwidth of an actor node 4 Mb/s 
Simulation time 36 min 
Maximum nodes 400 
Number of sensors 173–346 
Static Sensor 80% 
Mobile Sensor 20% 
Number of actors 27–54 
Actor-Sensor Ratio 13.5:86.5 
Network Size 1000 × 1000 m
2
, 200 × 1200 m
2
, 1400 × 1400 m
2
 
Number of hops in network 18 Maximum 
Models EAR, RNF, DPCRA, ACR, and ACRA 
Buffering capacity at sensor and 
actor 
50 & 300 Packets buffering capacity at each sensor and actor 
respectively 
Mobility (Speed of the nodes) 0 m/s to 12 m/s 
Data Packet size 512 bytes 
Initial pause time 20 s 
Rx energy 12.4 mW 
Tx energy 0.60 mW 
Power Intensity −14 dBm to 13 dBm. 
Total simulation time 36 min 
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4.1. Number of Alive Days 
Extended network lifetime has a significant role in improving the performance of 
the applications. In Figures 4-1, 4.2 and 4.3, the performance of EAR is shown compared 
to RNF, DPCRA, ACR, and ACRA in form of number of alive nodes. In these 
experiments, we used the results of three scenarios with different network topologies. In 
scenario-1, we used 1200 × 1200 m² network size with number of maximum 200 nodes 
that include 27 actor and 173 sensor nodes. Sixty five connections are established to 
cover the entire scenario. Based on the results, we observed that 24 nodes have 78 alive 
days in our approach and same days with compared approaches, but when the numbers of 
nodes increase up to maximum 200 nodes, then the number of alive days changes. Our 
approach has slight edge over other competing approaches. In our approach, the nodes 
are alive up to 367 days as compared with other approaches that have less alive days. 
RNF approach has 323 alive days, and ACRA has 362 alive days. In scenario-1, our 
proposed EAR has improvement over other competing approaches of 1.36–11.98%. In 
scenario-2, we used 1000 × 1000 m² network size with number of maximum 54 actor 
nodes with 15 connections. Based on the results, we observed that actors are alive for 643 
days in our approach, while other approaches have actor life of 512–592 days. ACR 
approach has less 512 alive days, and RNF has 588 alive days. In scenario-2, our 
proposed EAR has improvement over other competing approaches of 7.93–20.37%. 
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Figure 4.1. Number of alive nodes after completion of 12 events with 1200 × 1200 m² network 
topology (Results obtained from Scenario-1) 
 
Figure 4.2. Number of alive nodes after completion of 12 events with 1000 × 1000 m² network 
topology (Results obtained from Scenario-2). 
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Figure 4.3. Number of alive nodes after completion of 12 events with 1400 × 1400 m² network 
topology (Results obtained from Scenario-3) 
 
In scenario-3, we used 1400 × 1400 m² network size with number of maximum 
400 nodes that include 54 actor and 346 sensor nodes. Seventy five connections are 
established to cover the entire network scenario. Based on the results as in Figure (4.3), 
we observed that nodes have lifetime 671 days in our proposed EAR approach, whereas 
other approaches have alive nodes 485–571 days. The performance of the network in 
ACRA is greatly affected which has minimum of 485 alive days. Therefore, our proposed 
EAR has improvement over other competing approaches of 14.9–27.71% in scenaroio-3. 
The reason of the better stability of our approach is the usage of the RSSI model 
that helps to determine the proper distance between sensor-to-sensor, sensor-to-actor and 
actor-to-actor nodes. Furthermore, the network integration message process connects the 
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entire network. As a result, bottlenecks are avoided. In case of the node failure, the 
backup node discovery process is initiated, that does not only improve the throughput, 
but also extends the nodes’ lifetime.  
4.2. Residual Energy 
The residual energy is the remaining energy level of the actor/sensor nodes when 
concluding the event(s). Here, we discuss an average residual energy level of the 
actor/sensor nodes after monitoring of different number of events. Figures 4.4, 4.5, and 
4.6 compare the residual energy of EAR with those of the RNF, DPCRA, ACR, and 
ACRA at nine, 18 and 27 events respectively. The sensor/actor nodes have a higher 
residual energy with the EAR after completion of the events. In this experiment, the 
results are obtained based on three scenarios:  
            
                       
    
           
   
                    
    
 
  
                         
 
    
               
 
(4.1) 
In Figure 4.4, 70 connections are established for nine events. The actor-to-actor 
are 12 connections, actor-to-sensor are 32 connections and sensor-to-sensor are 26 
connections. Each connection consumes different energy. However, we obtained an 
average of overall residual energy for the entire network based on the number of 
connections. We observed in Figure 4.4 that the residual energy of our proposed 
approach has 8.4 J with nine events as compared with other approaches have residual 
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energy ranging from 6.9–8.2 J. When we increased the events up to 18 in Figure 4.5, the 
residual energy of our approach marginally dropped and became 7.4 J and competing 
approaches have residual energy from 4.2–5.9 J. In Figures 4.4 and 4.5, RNF has less 
residual energy due to sending additional control message during the actor node failure 
process. In Figure 4.6, EAR has 6.7 J of residual energy whereas competing approaches 
have 3.4–5.2 J residual energy. However, ACR has the minimum residual energy due to 
the decision tree that is incorporated in its reactive routing protocol. 
In fact, one of the main reasons that EAR approach has higher residual energy for 
all events is because the proposed model effectively determines the forwarding capacity 
of each sensor/actor node prior to transmission which helps to avoid the node failure. The 
residual energy of sensor/actor is calculated using Equation (4.1) and the description of 
the used notations is given in Table 4.3. 
Table 4.3. Residual energy notations and descriptions 
Notations Descriptions 
  Number of the packets 
   Control packets 
    Initial energy 
     Residual energy 
     Energy consumed for the radio signal 
     Energy consumed for amplifying the signal 
    Mean Energy consumed for amplifying the signal and radio 
h Number of hops 
   Number of sensor/actor nodes 
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Figure 4.4. The residual energy of EAR and other competing approaches based on 9 event-
monitoring. 
 
 
 
 
Figure 4.5. The residual energy of EAR and other competing approaches: RNF, DPCRA, ACR, 
and ACRA based on 18 event-monitoring 
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Figure 4.6. The residual energy of EAR and other competing approaches: RNF, DPCRA, ACR, 
and ACRA based on 27 event-monitoring 
 
 
4.3. Actor/Sensor Recovery Time 
The actor recovery time is of high significance for network improvement and 
running applications on it. When the actor fails, then it is important to initiate the prompt 
recovery process to avoid the reduction in the network performance. Figures 4.7 and 4.8 
show the actor recovery time of the proposed EAR algorithm and other competing 
approaches: RNF, DPCRA, ACR, and ACRA. In these experiments, we used two 
different network topologies: 1200 × 1200 m² and 1400 × 1400 m². In Figure 4.7, we 
used 1200 × 1200 m² network topology with 48 connections. 
Based on the results, we observed that EAR has overall minimum actor/sensor 
recovery time. We determined an actor recovery time for maximum 27 failure nodes 
including 11 actors and 16 sensors nodes. At the maximum of 27 failure nodes, EAR has 
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3.25 s actor/sensor recovery time while other approaches have 3.6–4.7 s. The results 
show that EAR has 3.19–20% improvement over other competing approaches.  
While in Figure 4.8, we used 1400 × 1400 m² network topology with 60 
connections. Based on the results, we observed that EAR has overall minimum actor 
recovery time. We determined an actor/sensor recovery time for maximum 27 failure 
nodes including 11 actors and 16 sensors nodes. At the maximum 27 failure nodes, EAR 
has the same time of 3.25 s as obtained with 1200 × 1200 m² network topology with 60 
connections. It is confirmed that the increase in the network topology does not affect the 
actor/sensor recovery time while other approaches have 3.62–4.75 s. The result show that 
EAR has 3.21–20.8% improvement over other competing approaches.  
The results confirm the soundness EAR in terms of an actor recovery time due to 
contention-free forwarding capacity of the nodes. In addition, particular RSSI value is 
selected for traffic forwarding process that makes the process of actor recovery much 
easier. As all of the existing approaches either attempt to recover the failure actor or try 
to reduce the overhead, but our proposed approach reduces the power consumption and 
delivers the data without contention. Furthermore, it improves the backup node selection 
process in case of node failure or being disjoint. These characteristics of EAR help 
reduce the actor recovery time as compared with other approaches. 
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Figure 4.7. Number of failure actors/Sensors and required actor recovery time for EAR, 
RNF, DPCRA, ACR, and ACRA approaches with 1200 × 1200 m² 
 
 
 
 
Figure 4.8. Number of failure actors/Sensors and required actor recovery time for EAR, RNF, DPCRA, 
ACR, and ACRA approaches with 1400 X 1400 m² 
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4.4. Data Recovery 
Although data loss is very critical issue, very little information is publically 
released even when substantial data is lost. A wide variety of failures can cause physical 
mutilation to the quality of service of the applications. To retain the lost data, the backup 
recovery approaches perform vital role. However, data recovery methods are not capable 
enough particularly in wireless sensor and actor networks. In our proposed approach, we 
have a node monitoring algorithm that monitor the status of the node prior to failure as 
well as post-failure.  
As a result, backup nodes take the responsibility of storing the data. Figures 4.9 
and 4.10 show data lost vs. recovered data with 1400 × 1400 m² network topology using 
72 connections. In Figure 4.9, the total data lost is 15 KB when monitoring 10 events. 
Based on the results, we observed that EAR lost 15 KB data and recovered 15 KB that 
shows our scheme of data recovery is fault-tolerant, whereas other approaches also lost 
the same amount of data, but recovered 11.1–13.5 KB data. It is confirmed that EAR has 
10%–26% improvement over other competing approaches.  
In Figure 4.10, total data lost is 30 KB with 20 events. As some of the events are 
not highly critical so that less amount of data is lost with 20 events. As EAR recovers 
29.82 KB out of 30 KB that is quite better recovery as compared with other competing 
approaches. The other competing approaches are greatly affected due to the increase in 
events so that other approaches have recovery data from 23.8 to 29.1 KB. The least 
adaptable data recovery algorithm is DPCRA with 20 events. The results also validates 
that EAR has 2.41%–20.66% improvement over other competing approaches.  
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Figure 4.9. Data lost vs. Data recovery during 10 events 
 
 
 
Figure 4.10. Data lost vs. Data recovery during 20 events 
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4.5. Time Complexity  
The quality of the running applications depends on the time complexity of 
algorithm. The time complexity is normally measured by calculating the number of basic 
operations and time consumed for those operations performed by the algorithm. The 
algorithm that takes less time improves the performance of the running applications. 
 Based on the experimental results, we observed that EAR sent more input data in 
minimum time as compared with other competing algorithms. EAR sent maximum 54 
KB input data within 0.065 s, whereas other protocols took 0.067–0.094 s in sending the 
same amount of data. EAR achieves minimum time because using the single operation 
for either pre-failure or post-failure recovery processes help reducing the time 
complexity.  
To analyze the time complexity of EAR, lets determine the processes involved in 
the pre-failure and post failure process. In EAR, each critical actor node has a pre-
assigned backup actor node which monitors its critical node. If consecutive heartbeat 
messages are not received from the critical node, backup actor node handles the recovery 
process. Let’s assume the critical actor is designated as (AC) and its backup node is 
designated (AB), the following instructions illustrate the pre-failure process:  
{ 
If (AB.HeartbeatMonitor(AC) == false); 
Ab.Recover(AC); 
} 
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While post failure process is handled by the backup node (AB). Thus, AB moves 
towards the failed actor (AC) location in order to recover the network partition. Also, the 
neighbors of the critical node will use the stored information to communicate with the 
backup node (AB) in order to restore connectivity. 
PostFailure(AC, AB) 
{ 
Move(AB, c); 
Connect(AB, Neighbors(AC)) 
} 
 
Big-O notation is used to illustrate the complexity description of the algorithms.. 
As EAR and other competing algorithms are recursive by nature. Thus, divide-and-
conquer method using Master method is used to determine the complexity of those 
algorithms. Therefore, time complexity can be calculated using recursive properties given 
as 
      
                                          
       
 
 
                       
                                                                    (4.2) 
 
To calculate the time complexity for the previous operation, we assume that each 
process takes a time T(n) which is illustrated in Table 4.4. As shown in Table 4.4, each 
statement takes O(1). 
All these algorithms are solving the big problems so that we can apply divide-
and-conquer method using Master method to determine the complexity of EAR 
algorithms. The proof is shown in Table 4.4 . 
 
  
93 
Table 4.4. Mathematical proof of time complexity for EAR  
Algorithm Time complexity 
EAR         
 
 
         
Where problem is divided into two parts with similar size. 
        
 
 
         
It is finite because it takes constant values, therefore it can be written as 
        
 
 
         
               
Where ignore   ; thus 
 
          
OR 
          
 
Figure 4.11. Big-O Complexity Chart of EAR, RNF, DPCRA, ACR, ACRA 
 
Figure 4.11 is used to represent the time complexity analysis of EAR compared to 
RNF, DPCRA, ACR algorithms using Big-O notation. The time complexity of EAR and 
other competing algorithms is obtained using Big O notation is given in Table 4.5. 
Therefore, Based on experimental results, EAR shows the significance and improvement 
of 0ver competing approaches ,depicted in Table 4.5. 
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Table 4.5.  Time Complexity of EAR, RNF, DPCRA, ACR, and ACRA 
using O Big operation  
Name of Approaches Excellent () 
EAR O(1) 
RNF [10] O(log n) 
ACRA [13] O(n log (n)) 
ACR [7] O(n) 
DPCRA [11] O(n²) 
 
4.5. Reliability 
Reliability is very essential for networks systems in general. It's one of the most 
important factors especially in WSAN where most of the MAC protocols used lack to 
offer reliability measurement. An actor failure can degrade network reliability in such 
uneven environment. Thus, when the actor fails, then it is important to initiate the prompt 
recovery process to avoid the reduction in the network performance.  
If the network works efficiently, and all of the components should operate 
properly, then the reliability of the network       is obtained as 
                   
 
   
            
 
   
                                                        
    : Functioning probability of either actor/sensor node,        : Reliability 
of total components used in the network. 
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EAR manage to handle actor failure while maintaining QoS in compared to 
existing actor failure/recovery algorithms. Thus, this total improvement reflects 
positively over the EAR reliability. Figures 4.12 and 4.13 show the network reliability of 
the proposed EAR algorithm along with other competing approaches: RNF, DPCRA, 
ACR, and ACRA. In these experiments, different network topologies are used: 600 × 600 
m², 800 × 800 m², 1200 × 1200 m² and 1400 × 1400 m². The network consists of 54 actor 
nodes and 346 sensor nodes. In Figure 4.12, we used 600 × 600 m². EAR shows slight 
improvement over competing techniques with 0.07-0.2% improvement. While when the 
size of the deployment area reaches 1400 X 1400 m², EAR shows improvement  of  1.1- 
2.1%. Thus, EAR shows significant improvement over competing algorithms while 
network deployment area increases, Figure 4.14.  
 
Figure 4.12. Reliability of EAR, RNF, DPCRA, ACR, and ACRA approaches with 600 X 600m²     
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Figure 4.13. Reliability for EAR, RNF, DPCRA, ACR, and ACRA approaches with 1400 X1400 m² 
 
 
 
 
Figure 4.14. Reliability for EAR, RNF, DPCRA, ACR, and ACRA approaches in regards to the 
size of deployment area 
 
 
 
 
 
600 800 1000 1400 
EAR  99.97 99.93 99.8 99.6 
ACRA  99.87 99.4 98.7 98.1 
DPCRA  99.79 99.35 98.3 97.83 
RNF  99.9 99.75 99.1 98.52 
ACR  99.85 99.05 98.25 97.51 
97.6 
97.8 
98 
98.2 
98.4 
98.6 
98.8 
99 
99.2 
99.4 
99.6 
99.8 
100 
100.2 
Reliability 
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4.6. Overall Performance of EAR 
EAR model maintains to improve the overall QoS for variety of parameters in 
compared to competing algorithms in WSAN.  
In the overall network life time, EAR had an overall improvement of 0.5- 27.71% 
compared to RNF, DPCRA, ACR, and ACRA. The reason of the better stability of EAR 
is the usage of the RSSI model that helps to determine the proper distance between 
sensor-to-sensor, sensor-to-actor and actor-to-actor nodes. Furthermore, the network 
integration message process connects the entire network. As a result, bottlenecks are 
avoided. Moreover, in case of the node failure, the recovery process is initiated by the 
backup node, that does not only improve the throughput, but also reduce total recovery 
time and extends the nodes’ lifetime.  
Due to the harsh environment and limited sensors components in WSAN, energy 
is one of the important parameters. Thus, nodes residual energy gain important 
consideration while implementing EAR. EAR proposed model determines the forwarding 
capacity of each sensor/actor node prior to transmission which helps to avoid the node 
failure. Furthermore, the implementation of PRNFA algorithm has effectively  assist to 
monitors and manages nodes power resources. Hence, EAR had a residual energy 
improvement of 2- 33% compared to RNF, DPCRA, ACR, and ACRA. Indeed, EAR has 
successfully handle to manage nodes power resources in WSAN. 
On the other hand, node failure can occur even if the node has sufficient energy.  
Failure can occur in respond to the node's mobility, environmental change, or topology 
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change. Thus, WSAN should provide robust mechanism for failure detection and 
recovery. As critical actor failure has a high impact, EAR took into consideration of 
critical actor failure. Not only by providing an effective recovery mechanize for such 
actor, but also by preventing the critical actor failure using a verity of algorithms. Even 
though if failure occurs, failure is handled with minimal impact.  Consequently, the 
results confirm the soundness EAR in terms of an actor recovery time due to contention-
free forwarding capacity of the nodes. In addition, particular RSSI value is selected for 
traffic forwarding process that makes the process of actor recovery much easier. In 
contrast to the existing approaches which either attempt to recover the failure actor or try 
to reduce the overhead, EAR approach handles to manage both criteria in addition to 
reduce the power consumption and to deliver the data without contention. Furthermore, it 
improves the backup node selection process in case of node failure or disjoint. These 
characteristics of EAR help reduce the actor recovery time as compared with other 
approaches.   Moreover, results also validates that EAR has 2.41%–20.66% data recovery 
improvement over other competing approaches. 
This total improvement in EAR reflects positively over the overall network 
reliability. Results confirm the improvement of EAR with verity of network sizes, with 
total improvement of 0.2-2.7%, Figure 2.14. 
In conclusion, based on the experimental results, EAR performance shows 
significance improvement compared to existing approaches. Table 4.6 summarizes EAR 
improvements in regards to QoS parameters network lifetime, residual energy, 
actor\sensor recovery time, data recovery, complexity and reliability.  
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Table 4.6. Improvement of EAR in percentile as compared to competing approaches: RNF, DPCRA, ACR, and 
ACRA. 
Parameters EAR RNF ACRA ACR DPCRA Improvement in EAR 
Number of alive 
Days (Scenario-
1) 
 
367 323 362 361 353 0.5-11% 
Number of alive 
Days (Scenario-
2) 
 
643 588 572 512 572 7.93-20.37% 
Number of alive 
Days (Scenario-
3) 
 
671 531 485 531 571 14.9-27.71% 
Residual 
Energy in 
Joules at 9, 18, 
& 27 
(Events) 
 
9 18 27 9 18 27 9 18 27 9 18 27 9 18 27 9 18 27 
8.4 7.4 6.7 6.9 4.5 4.0 8.2 5.2 5.1 7.95 5.8 3.4 7.82 4.6 4.3 2-15% 16-29% 16-33% 
Actor Recovery 
time (Seconds) 
with 1200 X 
1200m2 network  
3.25 4.19 4.7 3.4 3.6 3.19-20% 
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Parameters EAR RNF ACRA ACR DPCRA Improvement in EAR 
Actor Recovery 
time (Seconds) 
with 1400 X 
1400m2  
network  
3.25 4.31 4.75 
 
3.61 
 
3.76 3.21-20.8% 
Data Recovery 
of 15KB with 
10 Events 
15 11.1 12.6 13.5 13.1 10-26% 
Data Recovery 
of 30 KB with 
20 Events 
29.82 26.1 29.1 27.2 23.8 2.41-20.66% 
Time 
Complexity 
(Seconds) 
0.065 0.067 0.082 0.074 0.094 0.2-2.9% 
Reliability (600 
m²) 
99.97 99.9 99.87 99.85 99.79 0.07-0.2% 
Reliability (800 
m²) 
99.93 99.75 99.40 99.05 99.35 0.2-0.9% 
Reliability 
(1000m) 
99.8 99.1 98.7 98.25 98.3 0.7-1.55% 
Reliability 
(1400 m²) 
99.6 98.52 98.1 97.51 97.83 1.1- 2.1% 
Reliability 
(1400 
m²)Including 
malicious nodes 
99.3 96.75 97.05 96.6 97.11 2.19-2.7% 
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CHAPTER 5 CONCLUSION 
The features WSANs are difficult to deploy even though WSANs are known to 
improve the overall network performance. One short coming of WSANs is that these 
networks adversely affected by inadequate positioning, power restraints, and routing 
limitations. To avoid these issues, the sensor and actor nodes should be deployed 
randomly or at fixed position based on the application requirements. Actor nodes can 
either be mobile or static. Hence, the node mobility improves the network performance 
metrics such as coverage, connectivity and lifetime [27]. A number of localization 
techniques were studied and introduced for WSANs. Some techniques focused on nodes 
positioning are provided in [147], while a few studies focused on failure node recovery 
process. Even though, those techniques failed to address QoS features.  
The actor node is a major component of WSAN. The failure of an actor node can 
degrade the overall network performance. Furthermore, the failure of an actor node may 
result in a partitioning of the WSAN and may limit event detection and handling.  Thus, 
maintaining the inter-actor connectivity is indispensable in WSANs. The failure of an 
actor may cause loss of communication or a network disconnect. Thus, actors must 
communicate with each other to guarantee the entire network coverage and to harmonize 
their actions for the best response. In case of actor failure, adjacent actors should restore 
the process or they may be replaced by a backup actor. This solution, however, could be 
costly and infeasible. 
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In this dissertation, Efficient Actor Recovery paradigm (EAR) for Wireless 
Sensor and actor networks is introduced. The main contribution of this work is to provide 
an efficient actor failure detection and recovery for WSAN while maintaining the 
network QoS. The approach is based on the received signal strength. Unlike previous 
studies, EAR aims to provide efficient failure detection and recovery mechanism while 
maintaining the Quality of service.  EAR differentiates between critical and non-critical 
nodes and allocates a suitable backup node from its neighboring node, which is also 
chosen based on the signal strength and regulates the nodes in its surrounding locality. 
EAR consists of novel RSSI model that helps apply probability density function for 
finding the correct location of the actor and sensor nodes. In addition, it shows the 
relationship between received energy of the wireless signals and transmitted energy 
including required distance among the actor-sensor nodes. Furthermore, EAR is 
supported with algorithms for performing the network monitoring process, backup node 
selection, network integration and message forwarding process, and routing process for 
actor node to avoid the failure node: 
 Node Monitoring and Critical Node Detection (NMCND) algorithm that monitors 
the activities of the nodes to determine the nodes types and distinguish critical 
nodes. The NMCND algorithm checks the entire network to determine the critical 
node during the network life time and pre-assign a backup node for each critical 
node; so in case the failure of critical node, this node takes place in order to 
improve and balances the network performance. 
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 Optimized RSSI model is introduced that selects the different power strengths for 
each beacon in order to ensure the proper delivery of the beacon to each node. 
This aims to reduce the latency and estimating the prediction of the node energy-
level. As a result, QoS provisioning is maintained and extended the network 
lifetime. 
 Network Integration and Message Forwarding (NIMF) improves the QoS by 
handling the packet forwarding process. NIMF works to reduce packet forwarding 
through critical nodes and enhances network lifetime. Moreover, NIMF has the 
capability to decide the source of the forwarded packet which enhances the packet 
forwarding flow. Thus, accurate packet forwarding process reduces the latency 
and bandwidth consumption. 
 Priority-Based Routing for Node Failure Avoidance algorithm (PRNFA) handles 
the routing process. PRNFA analyzes and evaluates the information of the packet 
in order to route it to the next node. It determines the priority of the forwarded 
packets. In addition, PRNFA eliminates redundant data prior to routing the 
packets. 
EAR approach has been validated using simulation of OMNET++ and compared 
with other known approaches: RNF, DPCRA, ACR, and ACRA. The experimental 
results confirm and given in Table-4.6 that EAR outperforms to other competing 
approaches in terms of data recovery, number of alive days of the nodes, residual energy, 
and data loss. In Future, we will focus on extending the efficiency of EAR by 
implementing security mechanisms while maintaining  QoS. 
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