Abstract. In this article we prove that if D ⊂ C n , n ≥ 2, is a bounded pseudoconvex domain with real analytic boundary, then for each g(z) ∈ Aut(D), there exists a fixed open neighborhood Ωg of D and an open neighborhood Vg of g(z) in Aut(D) such that any h(z) ∈ Vg can be extended holomorphically to Ωg, and that the action defined by
Introduction
Let D be a bounded domain in C n with n ≥ 1, and let Aut(D) be the automorphism group associated with D. is real analytic in joint variables. For the details of the proof the reader is referred to Narasimhan [9] . Here the compact-open topology is equivalent to the topology induced by the uniform convergence on compact subsets of D, and it is known that any real Lie group automatically carries a real analytic structure on the underlying manifold.
It is remarkable to note that in Cartan's theorem no hypothesis on the smoothness of the boundary is assumed. In this article we are mainly concerned about the boundary behavior of the automorphisms. To answer such a question we need some smoothness condition on the boundary. Therefore, from now on we shall always assume that the domain D has real analytic boundary bD and that either D is pseudoconvex or condition R holds on D. By condition R we mean that the Bergman projection P , the orthogonal projection from L 2 (D) onto the closed subspace O 2 (D) of square integrable holomorphic functions, maps C ∞ (D) continuously into itself. Then the following fundamental theorem concerning the holomorphic extension of a smooth CR diffeomorphism is proved by Baouendi, Jacobowitz and Treves in [1] . 
is real analytic in joint variables.
The authors are indebted to Nancy Stanton for bringing the reference [8] to their attention. One should also note that related results in the C ∞ setting can be found in Barrett [2] and Bedford [3] . As an application of Theorem 1.2 we can show the uniform holomorphic extendibility of the whole automorphism group Aut(D) when Aut(D) is compact. The constant M and the uniform boundedness condition for the automorphisms seem to be superfluous. This is true when n = 2, according to the characterization of the domains with noncompact automorphism group due to Bedford and Pinchuk [4] . In general, the situation is still not clear. We conjecture that both statements in Theorem 1.3 should be equivalent to the following: (3) There exists a fixed open neighborhood Ω of D such that every g(z) ∈ Aut(D) extends holomorphically to Ω.
Some related works concerning the uniform holomorphic extendibility of the automorphisms across the boundary have been done on strictly pseudoconvex domains with real analytic boundaries. For instance, see Bell [5] , Coupet [6] , Krantz [7] and Vitushkin [10] .
The following theorem is an immediate consequence of Theorems 1.2 and 1.3. 
Proof of the main theorems
In this section we will prove Theorems 1.2 and 1.3. First we recall the Vitali's theorem which is needed in the proof. For the details of the proof the reader is referred to Narasimhan [9] . Now we proceed to prove (1) of Theorem 1.2. By Theorem 1.1, it suffices to prove the theorem for g(z) = e=identity mapping in Aut(D). Assume that dim R Aut(D) = k.
Consider a small open neighborhood V of e in Aut(D), and identify V with an open neighborhood V (we use the same notations) of the origin in R k . Hence V is a complete metric space.
Next denote by
and we have D = ∞ j=1 Ω j . Now we see by Theorem 1.1 that for each t ∈ V , the corresponding automorphism g t (z) ∈ Aut(D) can be extended holomorphically to some open neighborhood Ω containing D. Hence we have
We obtain that
Next we show that E j,m is closed for each (j, m) ∈ N × N. If {t α } ∞ α=1 is a Cauchy sequence in E j,m such that lim α→∞ t α = t ∈ V , then we have {g tα (z)} converges uniformly on compact subsets of D to g t (z) by H. Cartan's theorem, i.e., the mapping (1.1). Since g tα (z) ∈ H(Ω j ) are uniformly bounded by m on Ω j for all α, it follows by Vitali's theorem that g t (z) ∈ H(Ω j ) and sup
To prove (2) of Theorem 1.2 we first show that the mapping (1.2) is continuous in joint variables.We observe that if (t j , z j ) ∈ V g × Ω g for j ∈ N is such that lim
The first term can be made arbitrarily small by Vitali's theorem if z j belongs to a small neighborhood of z and t j is sufficiently close to t. The second term is also small because g t (z) ∈ H(Ω g ). This shows that the mapping (1.2) is continuous in joint variables. By applying Cauchy's integral formula, we thus obtain
Corollary 2.2. For any multiindex α,
Now, a standard argument from the theory of topological transformation groups can be adopted to show that the mapping (1.2) in fact is real analytic in joint variables. For instance, see Chapter 5 of [8] . For the self-containedness of the paper, we shall sketch the proof here. From Corollary 2.2 we may make the following choices.
(1) Let V e and V e be open balls centered at the origin in R k with V e ⊂ V e ⊂ V e , and let Ω e and Ω e be open neighborhoods of D with Ω e ⊂ Ω e ⊂ Ω e . (2) We have g t (z) ∈ Ω e for (t, z) ∈ V e × Ω e , and g t (z) ∈ Ω e for (t, z) ∈ V e × Ω e . (3) For any t 1 , t 2 ∈ V e , we have g t2 • g t1 = g t for some t ∈ V e . Similarly, if t 1 , t 2 ∈ V e , we have g t2 • g t1 = g t for some t ∈ V e . Under the above setting we have Lemma 2.3. For z 0 ∈ Ω e , there exists an open neighborhood V z0 of the identity mapping e contained in V e such that the power series expansions of g t (z) at z 0 for all t ∈ V z0 are uniformly dominated by a convergent power series.
Proof. The assertion is an easy consequence of the Baire's category argument. So we omit it.
The following theorem is the key for proving the real analyticity of the mapping (1.2). (z) , ..., g n t (z)) and t = (t 1 , ..., t k ). In particular, g t (z) is of class C 1 on V e × Ω e with respect to (t, z).
The proof of Theorem 2.4 will be done in real setting. Hence, a point z ∈ Ω e will sometimes be denoted by x. Let b ∈ V e with |b| = η for some fixed small η > 0. Denote by f (s, b, x) = g sb (x) the one parameter subgroup. We write f = (f 1 + if 2 , ..., f 2n−1 + if 2n ) and z j = x 2j−1 + ix 2j for 1 ≤ j ≤ n. Lemma 2.5. For fixed x ∈ Ω e , the derivatives ∂ ∂s f i (0, b, x) for 1 ≤ i ≤ 2n exist and are continuous on {b ∈ V e ||b| = η} × Ω e , and for small h = h x we have
Proof. Let be a small positive number, and let y = f ( , b, x), we get
On the other hand, by Corollary 2.2 and the mean value theorem we obtain
where
.., x 2n ) with 0 < θ ij < 1 for 1 ≤ j ≤ 2n. It follows that we have 1 (
Note that the matrix
is uniformly close to the identity matrix for s near zero and x ij in some compact neighborhood of x. Thus, the matrix (2.3) is uniformly invertible. By letting tend to zero, we obtain (2.2). Now, the continuity of ∂ ∂s f i (0, b, x) for 1 ≤ i ≤ 2n on {b ∈ V e ||b| = η} × Ω e is an easy consequence of (2.2). This proves Lemma 2.5. Lemma 2.6. On V e × Ω e , the partial derivatives
exist and are continuous in (t, z).
Proof. As before we shall denote the point by x, and it suffices to prove the lemma for t 1 . Let t = (t 1 , ..., t k ) ∈ V e , and let h be a small number so that t = (t 1 + h, t 2 , ..., t k ) ∈ V e . Define (t, h) by g t • g
−1 t
= g (t,h) . Thus, one may write = (t, h) as
SO-CHIN CHEN AND SHIH-BIAU JANG where δ(t, h) = O(|(t, h)|
2 ) is divisible by h. Then we normalize (t, h) as
so that both b(t, h) = (b 1 (t, h) , ..., b k (t, h)) and s(t, h) ∈ R are real analytic in (t, h) with |b(t, h)| = η and that b 1 (t, h) = η + O(|(t, h)|). Now, by Lemma 2.5 we have 1
Letting h tend to zero, we obtain
By Lemma 2.5 the proof of Lemma 2.6 is now complete. This also proves the Theorem 2.4.
If we let b = (η, 0, ..., 0) in (2.2), it is easily seen by Lemma 2.3 that we have
Now, we proceed to finish the proof of (2) of Theorem 1.2. Consider the independent variables t, α ∈ V e and z ∈ Ω e . Let s ∈ V e be such that
Differentiate (2.4) with respect to t j for 1 ≤ j ≤ k; we obtain
When s = 0, the identity mapping, one can solve (2.5) for ∂x p ∂tj and get
By Lemma 2.7 the right hand side is real analytic in g t (x). Hence, by the uniqueness from the theory of ordinary differential equation and the Cauchy-Kowalevski's theorem, we prove (2) of Theorem 1.2.
Finally, we prove Theorem 1.3.
(1) implies (2) . This follows immediately from the compactness of Aut(D) and the proof of (1) of the Theorem 1.2. So we are done.
(2) implies (1). If Aut(D) is not compact, then there exist a sequence of automorphisms {g j (z)} for j ∈ N and a point w ∈ D such that lim j→∞ g j (w) = p for some boundary point p. By passing to a subsequence, if necessary, we may also assume that the sequence of the inverse mapping {h j (z) = g This gives the desired contradiction. Therefore, Aut(D) is compact, and the proof is now complete.
