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Abstract
In this note besides two abstract versions of the Vitali Covering Lemma an ab-
stract Hardy-Littlewood Maximal Inequality, generalizing weak type (1, 1) maximal
function inequality, associated to any outer measure and a family of subsets on a set
is introduced. The inequality is (effectively) satisfied if and only if a special numerical
constant called Hardy-Littelwood maximal constant is finite. Two general sufficient
conditions for the finiteness of this constant are given and upper bounds for this con-
stant associated to the family of (centered) balls in homogeneous spaces, family of
dyadic cubes in Euclidean spaces, family of admissible trapezoids in homogeneous
trees, and family of Caldero´n-Zygmund sets in (ax + b)-group, are considered. Also
a very simple application to find some nontrivial estimates about mass density in
Classical Mechanics is given.
MSC 2020. 42B25, 43A99.
Keywords. Hardy-Littlewood maximal function, Vitali’s covering lemma, metric
measure space.
1 The Main Concept
Let X be a nonempty set. Denote by P(X) the power set of X. Consider following data:
(HL1) For every x ∈ X a nonempty set Qx ⊆ P(X) of subsets of X such that x ∈ Q for
every Q ∈ Qx. We let Q := {Qx}x and Q := ∪xQx.
(HL2) An outer measure µ on X such that 0 < µ(Q) <∞ for every Q in Q.
Then to any arbitrary set function F : Q → [0,∞] we may associate a maximal function
MQµ F : X → [0,∞], MQµ F (x) := sup
Q∈Qx
F (Q)
µ(Q)
,
and a norm ‖F‖Q given by
‖F‖Q := sup
{ n∑
i=1
F (Qi) : Q1, . . . , Qn ∈ Q and Qi ∩Qj = ∅ for i 6= j
}
.
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With the above notations by an Abstract Hardy-Littlewood Maximal Inequality we mean
an inequality of the form
µ
{
x ∈ X : MQµF (x) > r
}
≤ cr−1‖F‖Q (r > 0) (1)
satisfying for every set function F : Q → [0,∞] where c > 0 is a constant independent
from F . We call the smallest constant c satisfying (1) Hardy-Littlewood maximal constant
of the pair (Q, µ) and denote it by H Qµ . If there does not exist a finite c satisfying (1)
then we let H Qµ :=∞. The ordinary weak type (1, 1) maximal function inequalities follow
from (1) by F (Q) =
∫
Q
|f |dµ for locally integrable functions f : X → C. (see (10) below.)
Note that one of the advantages of (1) rather than ordinary Hardy-Littlewood maximal
inequalities is independence of F and ‖F‖Q from µ.
The main aim of this short note is to show that under some general conditions on Q
and µ the inequality (1) is satisfied for a finite constant c, or equivalently, H Qµ < ∞.
To find and state such general conditions covering lemmas play the crucial role as in the
ordinary Hardy-Littlewood maximal function inequalities. In Section 2 we consider two
Abstract Vitali Covering Lemmas that have their own interest. In Section 3 we give two
general sufficient conditions for the finiteness of H Qµ and find some bounds for Hardy-
Littlewood maximal constant of the family of (centered) balls in homogeneous spaces,
family of dyadic cubes in Euclidean spaces, family of admissible trapezoids in homogeneous
trees, and family of Caldero´n-Zygmund sets in (ax + b)-group. We also consider a very
simple application about mass density in Classical Mechanics.
2 Abstract Vitali Covering Lemmas
In this section we consider some basic covering lemmas that will be applied in Section 3.
The proof of the following lemma is similar to the proof of [7, Theorem 1.2].
Lemma 1. Abstract Vitali Covering Lemma: First Form. Let X be a nonempty
set, let C ⊆ P(X) be a nonempty set of subsets of X, and let ∆ : B → P(X) be a mapping
such that C ⊆ ∆(C) for every C ∈ C. Consider the following two conditions:
(V1) There exist a bounded set function γ : C → [0,∞) and a finite constant λ > 1 such
that if C1, C2 ∈ C, C1 ∩ C2 6= ∅ and γ(C1) ≤ λγ(C2) then C1 ⊆ ∆(C2).
(V2) There exists a bounded set function γ : C → [0,∞) such that for every subfamily G
of C the maximum of {γ(C) : C ∈ G} exists and such that if C1, C2 ∈ C, C1∩C2 6= ∅
and γ(C1) ≤ γ(C2) then C1 ⊆ ∆(C2).
Suppose that either (V1) or (V2) are satisfied. Then there exists a subfamily D ⊆ C such
that the members of D are pairwise disjoint and
⋃
C∈C
C ⊆
⋃
D∈D
∆(D). (2)
Proof. Suppose that (V1) is satisfied. Let Ω denote the set of all G ⊆ C such that the
members of G are pairwise disjoint and for every C ∈ C if C ∩G 6= ∅ for some G ∈ G then
there exists G′ ∈ G such that γ(C) ≤ λγ(G′). For anyD ∈ C with γ(D) ≥ λ−1 supC∈C γ(C)
we have {D} ∈ Ω. Thus Ω is not empty. Ω is partially ordered by the inclusion and it
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is clear that the union of any chains of families in Ω belongs to Ω too. So by the Zorn
Lemma Ω has a maximal member D. Let D′ denote the set of those members C of C
such that for every D ∈ D, C ∩ D = ∅. Suppose that D′ 6= ∅ and D′ ∈ D′ be such
that γ(D′) ≥ λ−1 supC∈D′ γ(C). Then we must have D ∪ {D′} ∈ Ω, a contradiction with
maximality of D. Thus D′ = ∅ and hence we can conclude from the property stated in
(V1) that the maximal family D satisfies (2).
The proof in the case that (V2) is satisfied is similar: It is enough let in the above
proof λ = 1 and replace sup with max.
Note that in the above discussion we can ignore all sets C with γ(C) = 0. Indeed it
follows from (V1) and (V2) that for such sets C we have C ⊆ ∆(D) for any other set D.
We did not exclude such cases for generality.
Corollary 2. Vitali Covering Lemma. If C is a family of open balls of uniformly
bounded radius in a metric space X then there exists a subfamily D ⊆ C with pairwise
disjoint members such that ∪B∈CC ⊆ ∪B∈D5B, where 5B denote the ball with the same
center as B and with the radius 5 times the radius of B.
Proof. It follows directly from Lemma 1 by ∆(B) = (5B) and γ(B) = radius of B. Here
we may choose λ = 2.
Lemma 1 with property (V2) will be applied in Section 3 when the coverings of ad-
missible trapezoids is considered.
Now we give another covering lemma similar to Lemma 1 but this time the gauge set
function γ is given and fixed and but the exact shape of the dilated set ∆(C) of C is not
important.
Lemma 3. Abstract Vitali Covering Lemma: Second Form. Let X be a set.
(V3) Let A ⊆ P(X) be a union closed family of subsets of X and let γ : A → [0,∞] be a
monotone set-function on A i.e. if A,A′ ∈ A and A ⊆ A′ then γ(A) ≤ γ(A′).
(V4) Let B ⊆ A be a subfamily with the property that for every sequence (Bn)n of pairwise
disjoint members of B with infn γ(Bn) > 0 we have γ(∪∞n=1Bn) =∞.
Suppose that C ⊆ B be a subfamily of B with supC∈C γ(C) < ∞ such that γ(C) 6= 0 for
every C ∈ C. Then for every λ > 1 there is a (finite or infinite) countable sequence (Cλn)n
of pairwise disjoint members of C such that if γ(∪C∈CC) <∞ then
∪C∈C C ⊆ ∪n∆λγ,C(Cλn) (3)
and if γ(∪C∈CC) = ∞ then either infn γ(Cλn) > 0 or the inclusion (3) is satisfied. Here
∆λγ,C : C → P(X) is the dilating map defined by
∆λγ,C(C) :=
⋃
G∈C,G∩C 6=∅,γ(G)≤λγ(C)
G. (4)
Moreover suppose that C has the following additional property: For every subfamily G ⊆ C
the maximum of the set {γ(G) : G ∈ G} of real numbers exists. Then there exists a
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(finite or infinite) countable sequence (C1n)n of pairwise disjoint members of C such that
if γ(∪C∈CC) <∞ then ⋃
C∈C
C ⊆
⋃
n
∆1γ,C(C
1
n) (5)
and if γ(∪C∈CC) =∞ then either infn γ(C1n) > 0 or the inclusion (5) is satisfied.
Proof. Let λ > 1. By induction we choose the desired sequence (Cλn)n. Let
r0 := sup{γ(C) : C ∈ C} <∞.
We choose Cλ1 ∈ C such that γ(Cλ1 ) ≥ λ−1r0. Let
r1 := sup
{
γ(C) : C ∈ C, C ∩ Cλ1 = ∅
}
.
If r1 = 0 we have done our job: Indeed in this situation for any C ∈ C we have C∩Cλ1 6= ∅.
And on the other hand γ(C) ≤ r0 ≤ λγ(Cλ1 ). Thus by (4), C ⊆ ∆λγ,C(Cλ1 ), and hence
⋃
C∈C
C ⊆ ∆λγ,C(Cλ1 ).
If r1 6= 0 we choose Cλ2 ∈ C such that Cλ1 ∩ Cλ2 = ∅ and γ(Cλ2 ) ≥ λ−1r1. So suppose that
we have chosen Cλ1 , . . . , C
λ
i−1 for some i ≥ 3. We let
ri−1 := sup
{
γ(C) : C ∈ C, C ∩ (∪i−1k=1Cλk ) = ∅
}
.
If ri−1 = 0 we have ∪C∈CC ⊆ ∪i−1k=1∆λγ,C(Ck). Otherwise we choose Cλi in the way similar
to Cλ1 , . . . , C
λ
i−1, and proceed analogously.
Suppose that the procedure of choosing Cλn never stops. Thus we find the sequence
(Cλn)n≥1 of pairwise disjoint members of C. Suppose that γ(∪C∈CC) < ∞. From the
assumptions on γ it is concluded that infn rn = 0. Let C be an arbitrary member of C.
Then for some i we must have ri < γ(C). This implies that C ∩ (∪ik=1Cλk ) 6= ∅. Then a
similar argument as above shows that C ⊆ ∪ik=1∆(Cλk ). Thus (3) is satisfied.
The proof of the last part is similar: Just let in the above proof λ = 1 and replace sup
with max.
Example 4. In the following situations the assumptions (V3) and (V4) are satisfied
(i) A = P(X), γ is an outer measure on X and B is the family of all Carathe´odory
measurable subsets of X.
(ii) X is a metric space with the property that the union of every infinite family of pair-
wise disjoint balls of a fixed radius is unbounded, A = P(X), γ = diam associates
to any subset of X its diameter, and B is the family of all balls in X. Examples
of such a metric space are: any compact metric space, any nonpositive constant
sectional curvature form space Mδ [2, Section III.4] (i.e. standard Euclidean and hy-
perbolic spaces), and any two dimensional complete Riemannian manifold of positive
nonnegative sectional curvature (see [4, Theorem A]).
(iii) X and A as in (ii), γ(A) = supx∈A,y∈F d(x, y) where F is an arbitrary fixed subset
of X, and B is the family of all balls with radii bigger than a fixed positive number.
4
We still need another simple covering lemma:
Lemma 5. Let X be a nonempty set. Let C ⊆ P(X) be such that for every C,C ′ ∈ C
we have
(
C ∩C ′) ∈ {∅, C,C ′}, and such that for every C ∈ C there is a maximal member
(with respect to inclusion) of C containing C. Then there is a subfamily D ⊆ C such that
the members of D are pairwise disjoint and
⋃
C∈C
C =
⋃
D∈D
D.
Proof. D may be considered to be the subfamily of all maximal members of C.
As an application of simple Lemma 5 we consider the following result. Another ap-
plication will be given in the proof of Theorem 12. By a left-closed right-open cube in
Rn we mean a cube which is the cartesian product of the intervals of the form [a, b). For
a cube Q we denote by LQ the side length of Q. A dyadic cube is a cube of the form
2km + 2ℓ[0, 1)n where m ∈ Zn and k, ℓ ∈ Z. Note that for every two dyadic cubes Q,Q′
we have
Q ∩Q′ ∈
{
Q,Q′, ∅
}
.
Theorem 6. ([10, Theorem I.3]) Let F be a nonempty closed subset of Rn. Then there
is a family D of pairwise disjoint left-closed right-open cubes such that Rn \ F = ∪Q∈DQ
and for every Q ∈ D, √
nLQ ≤ dist(Q,F ) ≤ 4
√
nLQ. (6)
Proof. Let C denote the family of all dyadic cube satisfying in (6). It is easily verified that
the conditions of Lemma 5 are satisfied and hence there is a subfamily D ⊆ C such that
∪Q∈CQ = ∪Q∈DQ. Thus now it is enough to show that Rn \ F = ∪Q∈CQ. Let x ∈ Rn \ F .
Let ℓ ∈ Z be the unique integer satisfying
√
n2ℓ < dist(x, F ) ≤ √n2ℓ+1.
Let Q be a dyadic cube containing x with LQ = 2
ℓ−1. We have
dist(Q,F ) ≤ dist(x, F ) ≤ 4√nLQ.
Also for every y ∈ Q we have
√
nLQ =
√
n2ℓ−1 =
√
n2ℓ −√n2ℓ−1 ≤ |dist(x, F ) − dist(x, y)| ≤ dist(y, F ).
Thus
√
nLQ ≤ dist(Q,F ). Hence Q ∈ C. The proof is complete.
3 Finiteness of H Qµ , Its Bounds, and Some Examples
Throughout this section we suppose the notations of Section 1 specially (HL1) and (HL2).
We begin by a lower bound of H Qµ :
Theorem 7. Suppose Q has the property that Qx = {Q ∈ Q : x ∈ Q} for every x ∈ X.
Then H Qµ ≥ 1.
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Proof. Suppose Q ∈ Q be arbitrary and fixed and let the set function F on Q be defined
by F (Q) = µ(Q) and F (Q′) = 0 for every Q′ ∈ Q with Q′ 6= Q. For every ǫ with 0 < ǫ < 1
{x ∈ X : MQµF (x) > 1− ǫ} = Q.
On the other hand we have ‖F‖Q = F (Q). Thus if c > 0 satisfies (1) we must have c ≥ 1.
The proof is complete.
We have the following two elementary theorems.
Theorem 8. Let the data Q′,Q′,Q′x be similar to the data Q,Q,Qx with the same
properties as in (HL1) and (HL2).
(i) If Qx ⊆ Q′x for every x ∈ X then H Qµ ≤ H Q
′
µ .
(ii) Let Q∪˙Q′ denote the family {Qx ∪ Q′x}x of families of subsets of X. Then
max
(
H
Q
µ ,H
Q′
µ
) ≤ H Q∪˙Q′µ ≤ H Qµ + H Q′µ .
Proof. (i) is easily verified. It is clear that the value supQ′′∈Qx∪Q′x
F (Q′′)
µ(Q′′) is the maximum
of supQ∈Qx
F (Q)
µ(Q) and supQ′∈Q′x
F (Q′)
µ(Q′) . Thus M
Q∪˙Q′
µ = max(M
Q
µ ,M
Q′
µ ) and hence
{
x : MQ∪˙Q
′
µ F (x) > r
}
=
{
x : MQµF (x) > r
} ∪ {x : MQ′µ F (x) > r}.
Thus if c > 0 satisfies (1) and c′ > 0 satisfies the analogue of (1) for Q′ then any constant
b with max(c, c′) ≤ b ≤ (c+ c′) must satisfies the analogue of (1) for Q∪˙Q′.
Theorem 9. Let µ′ be another outer measure on X satisfying 0 < µ′(Q) <∞ for Q ∈ Q.
(i) If µ ≤ µ′ then H Qµ′ ≤ H Qµ .
(ii) H Qµ+µ′ ≤ min
(
H Qµ ,H
Q
µ′
)
.
(iii) H Qsµ = s
−1H Qµ for any real number s > 0.
Proof. (i) and (iii) are easily verified. (ii) follows from (i) immediately.
The following theorem gives an upper bound for H Qµ under some mild conditions.
Theorem 10. Besides (HL1) and (HL2) suppose that the following condition is satisfied.
(HL3) If for a sequence (Qn)n of pairwise disjoint members of Q we have infn µ(Qn) > 0
then µ(∪nQn) = ∞. (Note that this condition is automatically satisfied if the
members of Q are Carathe´odory measurable with respect to µ.)
Suppose that the constant c > 0 satisfies the following condition.
(HL4) There exists a constant λ > 1 such that µ(Q˜) ≤ cµ(Q) for every Q ∈ Q where
Q˜ :=
⋃
R∈Q,R∩Q 6=∅,µ(R)≤λµ(Q)
R.
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Then we have H Qµ ≤ c.
Proof. Suppose that F : Q → [0,∞] is a set function with ‖F‖Q < ∞. We must show
that the inequality (1) is satisfied. Let r > 0 be arbitrary and fixed and let
A := {x ∈ X : MQµF (x) > r}.
For every x ∈ A there exists Qx ∈ Qx such that rµ(Qx) ≤ F (Qx) ≤ ‖F‖Q. Thus we have
A ⊆
⋃
x∈A
Qx sup
x∈A
µ(Qx) ≤ r−1‖F‖Q <∞ (7)
Also if (xn)n is a sequence in A such that Qxi ∩Qxj = ∅ for i 6= j then from the inequality
n∑
i=1
µ(Qxi) ≤ r−1
n∑
i=1
F (Qxi) ≤ r−1‖F‖Q
we have that infn µ(Qxn) = 0. Thus it is concluded from Lemma 3 by B = P(X), γ = µ,
and C = {Qx}x∈A that there is a (finite or infinite) countable sequence (xn)n in A such
that Qxi ∩Qxj = ∅ for i 6= j and such that ∪x∈AQx ⊆ ∪nQ˜xn . We have
µ(A) ≤ µ(∪nQ˜xn) ≤
∑
n
µ(Q˜xn) ≤ c
∑
n
µ(Qxn) ≤ cr−1
∑
n
F (Qxn) ≤ cr−1‖F‖Q.
The proof is complete.
Note that the condition (HL4) is only explicitly depend on Q not on Q. Thus if c
satisfies (HL4) and we replace Qx with another family Q′x of sets containing x and just
we have ∪x∈XQ′x = Q then c is still satisfies (HL4).
Recall that a quasimetric space is a set X together with a quasimetric d : X ×X →
[0,∞) satisfying d(x, y) = 0 iff x = y, d(x, y) = d(y, x) and
d(x, z) ≤ K(d(x, y) + d(y, z)) (8)
for some finite constant K ≥ 1. A quasimetric space has a canonical topology whose its
base is given by the set of all open balls with respect to the quasimetric d. A quasimetric
space X endowed with a Borel measure µ is called of homogeneous type if there exist finite
constants α, β > 1 such that for every every open ball B of X we have 0 < µ(B) <∞ and
µ(αB) ≤ βµ(B) (9)
Euclidean spaces with Euclidean distance and Lebesgue measure, compact Riemannian
manifolds, Heisenberg group as a Riemannian manifold with left- or right-invariant metric
are some examples of spaces of homogeneous type. For more examples see [3, 5, 11, 12].
In the following result we prove a type of well-known maximal function inequalities (see
the mentioned references) for homogeneous spaces as a corollary of Theorem 10. (For a
Borel measure µ on a topological space X we denote by the same symbol µ the canonical
outer measure induced by µ on X.)
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Theorem 11. Let (X, d, µ) be a space of homogeneous type. Let ball denote the family
Q where for every x ∈ X, Qx be the set of all open balls of X with center x (respectively,
the set of all balls of X containing x). Then we have H ballµ ≤ βm where m is the smallest
natural number with αm ≥ 2K(4K2 + 1) and where K,α, β are as in (8) and (9). In
particular for every function f : X → C in L1(µ) if Mballµ f denotes the centered-ball
maximal function (respectively, ball maximal function) of f with respect to µ given by
Mballµ f(x) := sup
Q∈Qx
1
µ(Q)
∫
Q
|f |dµ (x ∈ X)
then for every r > 0 we have
µ{x : Mballµ f(x) > r} ≤ r−1βm‖f‖L1(µ). (10)
Proof. Let Q ∈ Q and let Q˜ be as in (HL4) for λ = β. Let
EQ := {R ∈ Q : R ∩Q 6= ∅, µ(R) ≤ βµ(Q)
}
,
and let s := supR∈EQ rR. Since Q ∈ EQ, rQ ≤ s. If s = ∞ there is a sequence (Rn)n in
EQ such that Rn ⊆ Rn+1 and rRn → ∞. Then it is easily concluded that Q˜ = X and
µ(Q˜) = limn→∞ µ(Rn) and hence µ(Q˜) ≤ βµ(Q). Suppose that s 6=∞. For every R ∈ EQ
d(cQ, cR) ≤ K(rQ + rR) ≤ 2Ks.
Let Q′ ∈ EQ be such that rQ′ ≥ 2−1s. For every R ∈ EQ, d(cR, cQ′) ≤ 4K2s. Hence for
every x ∈ Q˜ we have d(x, cQ′) ≤ Ks(4K2 + 1) ≤ 2rQ′K(4K2 + 1). This means that
Q˜ ⊆ 2K(4K2 + 1)Q′ ⊆ αmQ′
where m is as in the statement of the theorem. Now by (9) we have µ(Q˜) ≤ βmµ(Q).
Thus the condition of (HL4) is satisfied for λ = β and c = βm. Also (10) follows from (1)
by F (Q) :=
∫
Q
|f |dµ. Note that we have ‖F‖Q ≤ ‖f‖L1(µ).
By the notations of Theorem 11 it follows immediately from the theorem that if X =
Rn be the n-dimensional Euclidean space with standard Euclidean metric and µ = mn
be the n-dimensional Lebesgue measure then H ball
mn
≤ 24n. (It has been computed by
K = 1, α = 2, β = 2n.) If we consider X = Rn with the maximum distance d (that is
d
(
(xi), (yi)
)
= maxni=1 |xi− yi|) then the balls with respect to d are usual cubes in Rn and
also again we have H cubemn ≤ 24n.
Theorem 12. Together with the assumptions (HL1) and (HL2) suppose that Q satisfies
the following five dyadical conditions.
(D1) The members of Q are Carathe´odory measurable with respect to µ.
(D2) Q is countable.
(D3) (Q ∩Q′) ∈ {Q,Q′, ∅} for every Q,Q′ ∈ Q.
(D4) µ(Q)  µ(Q′) for every Q,Q′ ∈ Q with Q ( Q′.
(D5) For every ǫ > 0 the set {µ(Q) : Q ∈ Q, µ(Q) > ǫ} has no limit point in (0,∞).
8
Then we have H Qµ ≤ 1.
Proof. Let F,A,Qx be as in the proof of Theorem 10. So (7) is satisfied. It follows from
(D4) and (D5) that every member of C := {Qx}x∈A is contained in a maximal member
of C. Thus by Lemma 5 and (D2) there is a finite or countable sequence (xn)n in A such
that Qn ∩Qm = ∅ for n 6= m and such that ∪x∈AQx = ∪nQxn . We have
µ(A) ≤ µ(∪x∈AQx) = µ(∪nQxn) =
∑
n
µ(Qxn) ≤
∑
n
r−1F (Qxn) ≤ r−1‖F‖Q.
The proof is complete.
Corollary 13. Let dydc denote any family Q where Q is a family of dyadic cubes on
Euclidean space X = Rn described for instance in [8]. Then we have
H
dydc
mn
= 1.
Proof. It follows directly from Theorems 7 and 12.
Now we find an upper bound for Hardy-Littlewood maximal constant of the family of
admissible trapezoid in (degree-) homogeneous trees. We sketchy recall some of the defi-
nitions and basic properties. Our main references here are [1, 6]. Let T be a homogeneous
tree of degree q+1 (q ≥ 1). Thus T is just a connected graph without loop and such that
any vertex of T has degree q + 1. The canonical metric d on T associates to every two
vertexes the length of the smallest path between them. Fix a (both-side) infinite geodesic
g in T (that is just a subgraph of T which itself is a homogeneous tree of degree 2) and
a (surjective one-to-one) mapping N : g → Z such that d(x, y) = |N(x) − N(y)| for every
x, y ∈ g. Then the level ℓ : T → Z is defined by ℓ(x) := N(x′) − d(x′, x) where x′ is the
closest point of G to x. The canonical weighted counting measure τ on T is defined by
τ{x} := qℓ(x) for every x ∈ T. To ignore the trivial case we suppose that q ≥ 2. An
admissible trapezoid is a subset T ⊆ T such that there are xT ∈ T and hT ≥ 1 with
T =
{
x ∈ T : ℓ(x) = ℓ(xT )− d(xT , x), hT ≤ ℓ(xT )− ℓ(x) < 2hT − 1
}
.
hT is called the height of T and the ω(T ) := q
ℓ(xT ) is called the width of T . Also any
singleton T = {xT } is called an admissible trapezoid with height hT := 1. It is not hard
to see that for any admissible trapezoid T we have
τ(T ) = hTω(T ) (11)
For any admissible trapezoid T the subset
T˜ :=
{
x ∈ T : ℓ(x) = ℓ(xT )− d(xT , x), 2−1hT ≤ ℓ(xT )− ℓ(x) < 4hT
}
is called the envelope of T . It is proved that [1, Proposition 2]
τ(T˜ ) ≤ 4τ(T ). (12)
Also we know that [1, Proposition 3] for admissible trapezoids T1, T2 if T1 ∩ T2 6= ∅ and
if ω(T1) ≤ ω(T2) then T1 ⊆ T˜2. Let T denote the family of all admissible trapezoids in T
and let trpzd denote the family {Tx}x∈T where Tx is the family of all trapezoids containing
x (resp. the family of all trapezoids T with xT = x).
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Theorem 14. For every homogeneous tree we have H trpzdτ ≤ 4.
Proof. For any F : T → [0,∞] with ‖F‖T < ∞ let A := {x : Mtrpzdτ F (x) > r}. Then as
in the proof of Theorem 10 there exists a subfamily C ⊆ T such that
A ⊆
⋃
T∈C
T τ(T ) ≤ r−1F (T ) ≤ r−1‖F‖T (T ∈ C)
Thus by (11) we have supT∈C ω(T ) <∞. It follows from this boundedness, the discreteness
of ω, and the above mentioned fact, that the assumptions of (V2) in Lemma 1 are satisfied
where γ = ω and ∆(T ) = T˜ . Thus it follows from the lemma and the countability
of T that there is a finite or countable pairwise disjoint sequence (Tn)n in C such that
∪T∈CT ⊆ ∪nT˜n. Now by (12) we have
τ(A) ≤ τ(∪T∈CT ) ≤ τ(∪nT˜n) ≤
∑
n
τ(T˜n) ≤ 4
∑
n
τ(Tn) ≤ 4r−1
∑
n
F (Tn) ≤ 4r−1‖F‖T
The proof is complete.
The inequality (1) following Theorem 14 recovers the inequalities in [1, Section 3].
As another computational example we now find an upper bound for Hardy-Littlewood
maximal constant of the family of Caldero´n-Zygmund sets in (ax + b)-group. Our main
reference here is [9]. Recall that the so-called (ax+ b)-group An is a Lie group which has
as underlying space the Euclidean space Rn+1 for n ≥ 1. The group operation on An is
given by (a, t).(a′, t′) = (a+eta′, t+ t′) for a, a′ ∈ Rn, t, t′ ∈ R. The canonical left-invariant
Riemannian metric on An is given by ds
2 ≡ e−2t(da2)+dt2. The right Haar measure on An
coincides with the (n + 1)-dimensional Lebesgue measure mn+1. Then An together with
minimum geodesic distance induced by the mentioned metric and the measure measure
mn+1 is the prototype of nonhomogeneous spaces with exponential growth. A Caldero´n-
Zygmund set in An is a subset Z of the form Q × [t − r, t + r) where Q is a (left-closed
right-open) cube in Rn with the length side L such that
e2etr ≤ L < e8etr if r < 1 (13)
ete2r ≤ L < ete8r if r ≥ 1 (14)
Note that mn+1(Z) = Ln2r. We denote by Z the set of all Caldero´n-Zygmund setts in
An.
Lemma 15. Let Z ∈ Z. Then there exists a rectangle Z∗ ⊂ An such that
⋃
Z′∈Z,Z′∩Z 6=∅,mn+1(Z′)≤2mn+1(Z)
Z ′ ⊆ Z∗, mn+1(Z∗) ≤ 4n+2e24nmn+1(Z).
Proof. Let Z ′ = Q′×[t′−r′, t′+r′) be in Z such that Z∩Z ′ 6= ∅ andmn+1(Z ′) ≤ 2mn+1(Z).
Also let L′ denote the side length of Q′. Then
L′
n
2r′ ≤ 2Ln2r (15)
By [t′ − r′, t′ + r′) ∩ [t− r, t+ r) 6= ∅ we have
t− r − r′ ≤ t′. (16)
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We have the following four possible situations:
(i) r < 1 and r′ < 1. It follows from (13) and (15) that
e2net
′nr′
n
2r′ ≤ 2e8netnrn2r.
By (16) we have t− 2 ≤ t′. Thus by the above inequality r′(n+1) ≤ 2e8nr(n+1) and hence
r′ ≤ λ1r where λ1 := 2
1
n+1 e
8n
n+1 . By applying (13) two times
L′ ≤ e8et′r′ ≤ e8ete2λ1r ≤ e8λ1L.
Thus L′ ≤ η1L where η1 := e8λ1.
(ii) r < 1 and r′ ≥ 1. By the methods as in (i) we find that r′ ≤ λ2r where λ2 := 2e8n.
Also it follows directly from (15) that L′ ≤ η2L where η2 := 2 1n .
(iii) r ≥ 1 and r′ < 1. Then we have trivially r′ ≤ λ3r where λ3 := 1. Also it follows
from (13) and (14) that L′ ≤ η3L where η3 := e8.
(iv) r ≥ 1 and r′ ≥ 1. We have r′ < λ4r where λ4 := 9. If r ≤ r′ by (15) we have
L′ ≤ 2 1nL. If r′ ≥ r9 again by (15) we have L′ ≤ 18
1
nL. If r′ ≤ r9 then by applying (14)
two times we have
L′ ≤ et′e8r′ ≤ eterer′e8r′ = ete9r′er ≤ ete2r ≤ L.
Thus L′ ≤ η4L where η4 := 18 1n .
Therefore we have λ := max4i=1 λi = 2e
8n and η := max4i=1 ηi = e
82
1
n+1 e
8n
n+1 . Let
Q∗ be the cube in Rn which its center coincides with the center of Q and its side length
is (1 + 2η)L. Then since Q′ ∩ Q 6= ∅ we have Q′ ⊆ Q∗. On the other hand since
[t′ − r′, t′ + r′) ∩ [t− r, t+ r) 6= ∅ we have
[t′ − r′, t′ + r′) ⊂ [t− (1 + 2λ)r, t + (1 + 2λ)r).
Thus if we let
Z∗ := Q∗ × [t− (1 + 2λ)r, t + (1 + 2λ)r)
then Z ′ ⊆ Z∗. We also have
mn+1(Z∗) = (1 + 2η)nLn2(1 + 2λ)r ≤ 4n+2e24nmn+1(Z).
Let CZ denote the family {Zx}x∈An where Zx denotes the family of all Caldero´n-
Zygmund sets containing x.
Theorem 16. For the (n+ 1)-dimensional (ax+ b)-group An we have
H
CZ
mn+1
≤ 4n+2e24n.
Proof. It follows immediately from Lemma 15 and Theorem 10.
The above result recover the first part of [9, Proposition 2.2]. Note that in [9] the
cubes placed in the first n-components of Caldero´n-Zygmund sets are dyadic cubes. Thus
by Theorem 8(i) our result is stronger than the mentioned result of [9].
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At the end of this note we consider a possible application of the inequality (1) to find
some estimates for mass density in (physical) space:
Suppose we are given a distribution of mass in Euclidean space R3. Such a distribution
may be distinguished by a Borel measure F on R3. Due to possibility of existence of
massive point particles F might be a singular measure with respect to 3-dimensional
Lebesgue measure. For instance if we have N particles with masses m1, . . . ,mN in unit
kg placed at x1, . . . , xN in R
3 then F =
∑N
i=1miδxi . Anyway, for every such a measure F
distinguishing mass distribution, the maximal function Mcube
m3
F with respect to the family
of cubes (or other reasonable families) may be interpreted as the maximal mass density
function in unit kg/m3. Suppose that the amount of the total mass presented in the space
is F (R3) =M . Then it is clear that ‖F‖Q =M . Also from the inequality (1) the following
is immediately deduced:
Suppose that we have a box with side length 1 meter. Then the volume of the set
of all points x such that the box can be placed in the space in the way that contains
x and includes more than αM kg of mass, is less than α−1H cube
m3
. Here α is a value
in unit m−3 with 0 < α < 1. Note that H cube
m3
is a dimension less quantity. Note
also that this estimate is independent of the shape of the distribution F and even of
the total mass M . So it is valid in every time for any system of particles or a fluid
body moving in space and probably losing or gaining mass.
The above analysis may be applied in many similar problems. For instance suppose that
this time F gives the number of particles in the space. Thus if we have N particles placed
at x1, . . . , xN in space then F :=
∑N
i=1 δxi and ‖F‖Q = N . In this case Mcubem3 F may be
interpreted as maximal number function of particles per unit volume.
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