Diffusions provide a convenient way of smoothing noisy brightness images, of analyzing images at multiple scales, and of enhancing discontinuities. Some quantities of interest in computer vision are defined on curved manifolds; typical examples are orientation and hue that are defined on the circle. Generalizing diffusions to orientation is not straightforward, especially in the case where a discrete implementation is sought. An example of what may go wrong is presented.
I. Introduction

A. Why orientation diffusions
It is quite clear that over most of the area of this picture the important information is contained in the orientation of the lines, rather than in the brightness values.
It is not easy, sometimes not possible, to determine the local orientation of the image using local operators. In figure 2 the orientations detected using a simple gradient-based method are shown; such an orientation image is quite noisy. In order to obtain a more precise determination of orientation one may use more sophisticated filtering schemes, for example one may use gabor-like filters that are tuned to the specific frequency that is present in the image (see e.g. [l] ), however, by doing so one gives up locality (such filters are larger), generality (such filters need to be tuned for a specific frequency), and one may not be able to detect interesting events such as the two orientation singularities that are present in the image. It would be nice to be able to detect a noisy signal using very local operators, and then 'average' this information locally and adaptively in order to achieve both good noise rejection and localization of interesting singularities.
A similar problem has been faced for a long time by researchers working on brightness images. Low-pass filtering, or, equivalently, diffusing the image, has long been seen as a convenient way of rejecting noise and reconstructing the underlying data. By analogy, it may be a good idea to blur, or diffuse, orientation information in order to obtain more reliable information based Consider the image in Figure 1 .
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Another reason for diffusing images is that diffusions naturally produce a 'scale-space', i.e. a fine-to-coarse family of derived images. The main structures present in the image are easier to detect in the coarser scale portions of the scale-space, while the finer scale portions, closer to the original image, are more suitable for localization tasks [2-41 (for a comprehensive review of work on diffusions see the book edited by B. ter Haar Romeny [5] ). It is reasonable to try and define scalespace operators for orientation images as well.
A number of researchers [6-101 have proposed methods for diffusing, or low-pass filtering, orientation images. These methods may be, in essence, reduced to a simple three-step process. First, embed orientation in the plane via the map I9 -+ w = [cos(Q), sin(O)]; second, diffuse in the plane for a time t ; third, project back to the circle via the map wt = [x, y] -+ arctan(y/z). Two caveats: In the cited works the norm of the orientation vector w is not restricted to be equal to one, rather it is set to represent image contrast: here we are purely interested in orientation, therefore we will use norm one vectors. Moreover, some of the authors referenced above diffuse an 'orientation tensor', rather than the orientation vector w; as pointed out in Granlund and Knuttson's book [9] , page 229, the two are equivalent if the quantity being diffused in an orientation defined in the plane. As it will be shown in Section 2 this process has two effects that may be unwanted: it is not consistent if it is iterated, and it produces large-scale changes in the topology of the orientation image with large jumps in the value of orientation.
B. Representing orientation
Before trying to define orientation diffusions we need to clarify the concept of orientation. Orientations may be associated with points I9 on a circle; however, one has to be aware of the fact that there are two main 'types' of orientation. After being rotated by 180' degrees a brightness step edge looks different; however, a line will look the same. The step edge is 360°-periodic, while the line is 180' periodic. Hue is 2n-periodic as well. There may be quantities that are $-periodic, for example cross-junctions as depicted in figure 3. Granlund and Knuttson [9] have proposed to embed each one of these periodic quantities in the (-n, n) cle by appropriate scaling of the orientation variable.
For example, the map 0 + 20 maps line orientation onto the circle, as shown in figure 3 (center). Analogous embedding may be done on the complex plane as eiae by appropriate choice of the constant a. As a result we may think of any orientation in a unified way as a quantity that is defined on the circle. In the rest of this paper we will therefore not need to worry any longer about the problem of which orientation we are using and we will use 0 E [ -T , 7r] as our variable representing orientation. Some are 2r-periodiq some are r-periodic, others may have even smaller periods. This dishomogeneity is more apparent than real; as Granlund, Knuttson and collaboratorshave suggested, whatever its length the period may be mapped onto the circle thus obtaining a unified representation.
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Continuous space
The most straightforward idea for extending the idea of brightness diffusions to an orientation image &(z, y) is to ignore the fact that 0 is defined on the circle, rather than an interval of the line, and proceed as in the conventional linear diffusion case:
Is this a good idea? In this section it will be shown that this is indeed a good method in the continuous case, and that it is related to the traditional embeddiffuse-project method that was sketched in the introduction. At the end of the section it will be shown, however, that a naive discretization of this method does not work; discrete orientation diffusions will be introduced in Section 3.
As discussed in the introduction, a popular way of diffusing orientation is to diffuse the components of an orientation vector (equivalently, an orientation tensor) that is embedded in a Euclidean space:
Definition 1: Call Dit] the operator that maps the function &(z,y) into the function 0(z,y,t) by the sequence of embedding, diffusion and projection:
where wt indicates (this notation will be used throughout the paper), and X is a positive constant determining the velocity of the diffusion.
This technique does not have the semigroup property.
i.e. it is not necessarily true that when 0 < tl < 
~901
It is possible, however, to define a related diffusion that preserves the semigroup property. The main problem with the traditional 'plane-embedding' way of defining orientation diffusions stems from the fact that the result of the diffusion in the plane is projected back onto the circle only once, at the end of a time interval.
As it may be noticed in figure 4 the result of repeating short diffusions and projection cycles is more 'correct' than what is obtained via a single cycle composed of a long diffusion followed by a projection.
One might think of taking this last observation to the limit: alternate vanishingly short diffusion phases with projections onto the circle in order to obtain a consistent behaviour. enjoys the semigroup property.
Proof:
We want to prove that D~tl+t,l = V [t,lV[t,l. Starting from the definition of V and dividing the limit into two limits one may verify this fact.
How do we calculate this diffusion in practice? It is possible, of course, to alternate short diffusion cycles with projections, as described above. There is a more natural implementation though. It is possible to prove that one may compute V [,lOo(z, y ) by solving the usual heat diffusion equation:
( 2 ) -and suppose that it is twice differentiable (the symbol A here indicates the 'Laplacian' on the circle, one may calculate it by taking formally the spatial derivatives of e).
Then 3 ( x , y , t ) = qt]ea(z,Y).
Proof: Take a first order Taylor expansion of 'D~slB(x, y , t ) w.r. to S. Express the phase of a complex n. as the imaginary part of the log of that number; expand in Taylor series the log. Take the limit for 6 + 0. W A caveat: the derivatives in the Laplacian A should be taken keeping in mind that theta is periodic, and therefore that 0 = 2~.
In order to implement this diffusion on a computer one has to discretize it both in space and time. Unfortunately, is not clear how to discretize this diffusion on a lattice in X and Y : what is the discrete version of the Laplacian? Plain finite differences will not do for approximating the spatial derivatives of 0.
One could think of using a plain finite-difference approximation of the Laplacian of equation 2 as is commonly done for brightness diffusions (for simplicity of notation a single space coordinate x is used here):
This equation is easy to interpret: the variable 0 is incremented at the location x by an amount that is proportional to the sum of the difference of 0 ( x ) with its neighbors 0 ( x -1) and 0 ( x + 1). Fig. 5 . The difference between two orientations may be expressed by two different notations, one positive and one negative, that denote however the same quantity. When such difference is multiplied by a small scalar X we have an ambiguity.
While this is a perfectly natural discretized algorithm when the quantity to be diffused is defined on a flat manifold, it leads to an ambiguity on the circle: we find ourselves in the embarassing position of having to choose between a counterclockwise small increment, and a clockwise larger increment (see figure 5) .
Another problem is how to 'bias' the diffusion to keep the solution sufficiently close to some constant 'data' terms Od. Also in this case finite differences, or distances, d ( O . 0 d ) have to be computed. This is another case where the differential definition of 'distance' that is implicit in equation 2 is not helpful.
Also, is not clear how to define the diffusion in general. The hyp. that the solution is twice differentiable makes the differential formulation useless in practice.
Discrete space
In the previous section we have found a simple expression for the 'natural' diffusion of orientation on a continous spatial domain. We have seen that it is not possible to obtain the discrete version of this diffusion on a spatial lattice by simply taking spatial finite differences in order to approximate the spatial derivatives of 0.
In order to solve this problem we need to take one step back and derive the notion of diffusion of orientation by revisiting the relationship between diffusions and variational problems.
First of all recall that the common diffusion equation The discrete analog (for the sake of convenience we may use one discrete spatial coordinate IC) of such a cost function is & ( U ) = c k ( ' u k + l -U k ) 2 . The gradient descent strategy for minimizing such a cost function consists in the algorithm:
where X is a 'velocity' parameter.
Observe that the quantity Uk-1 -21& + U k + l is a --n u .
Moreover, the cost function or 'energy' function is composed of the sum of pairwise terms (uk+l -~k )~, i.e. it is the sum of the costs or energies associated to each pair of neighboring locations.
By analogy, we may be able to obtain a definition of a diffusion of orientation-like quantities on a discrete lattice if we manage to define the pairwise energy of two orientations. There are many reasonable definitions. If one uses the physical analogy with the energy associated to two superimposed magnets oriented as 0~ and OB, then the pairwise energy is
The same result is obtained from modelling the energy associated to a spring of zero resting length that is attached to the points OA and 0 B of a circle, and again by modelling the energy that is associated to a point mass that slides on a circle and that is subject to gravity; this is represented in Fig. 6 . The energy associated to a pair of locations on the straight line (top), and to a pair of orientations (bottom).
Notice that 2sin2 (v) = 1 -cos(6'a -O B ) , therefore both physical systems are governed by the same energy on the circle. Observe that, according to this definition, the 'distance' (one may think of it as a force) between 0 and 7r is 0. This is due to the fact that a small perturbation of the value of either angle produces only a negligible second-order change in the value of the associated energy.
If we adopt this definition then our total cost is:
Observataon, 5 : On a square-connected bidimensional lattice the above definition of discrete laplacian generalizes to:
nEN (z,i) where N ( i , j ) is the set of neighbours of the lattice location (i, j ) . This definition, using a 3x3 neighborhood structure, was used in the experiments presented in this paper. One caveat: this 2D definition is not rotationinvariant.
Observataon 6: The energy used here is intuitive because it has a ready physical interpretation. It is by no means the only possible choice. Interesting computational behaviors may be obtained using different energy functions.
space, i.e. one that is invariant with respect to any monotonic change of image contrast I' = f(I), may be obtained if the initial conditions of the orientation diffusion are obtained by measuring the orientation of the iso-brightness curves in the image, or, more realistically, by first smoothing the image a little by mean curvature motion [I and then extracting the orientation of the iso-brightness curves. Orientation diffusion is obviously contrast-invatiant.
IV. Biased diffusion
Observatzon 7: A contrast-invariant orientation scaleAt times it is useful to bias the diffusion with some data term Bd(z,y). We may exploit the energy based derivation of finite differences in this case as well:
where A denotes either the Laplacian, or its discrete version as derived above.
V. Nonlinearity in the interaction
Observe the nonlinearity that is intrinsic in this diffusion scheme. While in the brightness diffusion the energy is quadratic, and therefore the flux, i.e. the amount of brightness flowing through a surface in the unit time, is proportional to the difference between neighbors, in the orientation diffusion that we just defined the flux is sin(0A -OB), and therefore depends nonlinearly on the difference BA -OB. This is reminiscent of the nonlinear probability density, energy and diffusion terms proposed by Geman and Geman [ll], Blake and Zisserman [12], Perona and Malik 1131, and others.
Notice that when QA -OB = 7r/2 one has maximum flux, i.e. maximum interaction between neighboring orientations, while when BA -OB = 7r the flux is zero.
In this latter case the two nodes of the lattice do not interact, as if a discontinuity process [ll, 121 had intervened. As pointed out earlier, the energy function that is used here is by no means the only possibility, although it may be thought of as the simplest, or the most 'natural', one. More aggressive nonlinear behaviors may be obtained using e.g. an energy that is the square of the 'natural' one.
One further observation: if the flux was not zero when neighboring lattice locations differ by 7 r , theflux would be discontinuous there: because of symmetry it needs to change sign when the difference passes from from 7r -E to 7r + E .
VI. Experiments
A. Smoothing of orientation
The lattice implementation of the orientation diffusion, with the discrete laplacian, as described by equation 5, was tested on the striped portion of the fingerprint image shown in figure 1. The intitial conditions of the diffusion, i.e. the initial orientation, were calciilated from the gradient of the image brightness (orientation of the gradient plus 90') shown in figure 2. The boundary conditions were adiabatic (i.e.
zero-gradient) .
The results of running the diffusion may be seen in figure 7 . Notice that the diffusion has the desired effect of smoothing orientation. The two singularities of orientation that are present in the fingerprint would be difficult to detect in the original image using a local operator. They are clearly visible in the smoothed orientation image after 50 iterations (second row, second column of figure 7); they may be easily detected and extracted from the corresponding energy image (third row, second column of figure 7).
B. Scale-space and causality
In figure 8 a detail of the previous experiment is shown. The detail corresponds to a portion of the image surrounding the bottom-left orientation singularity of the fingerprint. The original orientation image (topright) is quite messy, however, after five iterations of the diffusion process (2nd row) most of the picture is already smooth. In the energy image (2nd row, left) a number of high-energy locations are visible. The rightmost one is due to a misaligned orientation which is realigned between iterations 5 and 10. Three more, due to 'fundamental' singularities in orientation, are clearly visible. The bottom-left two singularities display an interesting and commonly observed behavior: they merge and vanish shortly after iteration 10. By iteration 30 only one singularity has remained, the one that is present in the data at a coarse scale, i.e. the delta singularity.
In the scale-space literature this behavior is called 'causal': singularities may disappear, but not appear, as a result of running the diffusion forward in time. When a singularity is found at a certain time, its 'cause' may always be found at previous times.
In order to better explore wether the causality behav- ior that one observes in figure 8 is intrinsic tjo the equation we have run a number of experiments using randomly oriented initial conditions. Violations of causality were never observed. One such experiment is shown in figure 9 . A detail of figure 9 showing two singularities merging is shown in figure 10 .
VII. Discussion and conclusions
It was shown that the usual definition of diffusion such as is used on brightness data in computer vision may be extended trivially to the case of orientations in the continuous case; however the discrete case is particularly problematic. A common definition of orientation diffusion, obtained by embedding orientation in the plane, and then diffusing, was shown not to enjoy the semigroup property and to produce large-scale degradations the topology of the solution.
A definition of orientation diffusion was suggested; it is based on gradient descent of an energy function inspired by the model of simple physical systems. It is defined on a lattice and it may be implemented with simple calculations on 2-cliques. Experiments conducted on the image of a fingerprint demonstrate that this diffusion de-noises orientation data effectively. The scale-space behavior of this equation was explored experimentally. Our empirical observations may be summarized in three conjectures:
1. The generic singularities are points, rather than lines.
2.
The diffusion has the causality property, in that point-singularities may disappear, but never appear.
3. The point-singularities disappear by either merging with other singularities, or by flowing off the boundary of the diffusion. No proof of these conjectures is known to the author.
A few further question remains open. The definition of the orientation diffusion in the continuum has given for smooth solutions only. It is quite useless as such. It would be important and probably interesting to try and extend the definition to the case where solutions are allowed to have singularities, i.e. points where the orientation is discontinuous. At such points the energy function diverges, e.g. in the neighborhood of a point from which orientations radiate outwards the energy diverges with the cube of the distance from such point.
