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ABSTRACT 
,.,·: 
The objeitive of this study was to investigate the effects of· 
various methods of loading a job shop from a backlog of orders; and 
thus determine if there is sufficient justification for loading the 
shop in some logicall) predetermined manner as versus random loading, 
The vehicle used for this study was a simulative model of a 
production control system within a large manufacturing plant, and shop 
and product characteristics were adapted from a job shop within this 
.. 
. complex. The model was run on ~n IBM 1410 and was programmed princi-
pally in FORTRA.N II. 
Three classes of loading rules, or Loading Preference Factors 
(LPF's), were considered; (a) Due date dependent, (b) Job-lot depen-
dent, and (c) Random. The specific rules tested were first-arrive-
shop-first-loaded (FASFL), shortest-processing-time (SP!'), longest,-, 
~ ,-..:-• :--1- r.-r:- ,:_.l"'!--c-;• •• "Ir""-".'-- L" ,;;;,:--- .... , _c-· .... ..,.- .. 
-. 
• . 
. 
I 
I 
' processing-time (LPT), Number-of-operations (NOPN), and two versions 
of a due date to stores rule (DATE and DATE(S)). 
The criteria used for comparison of performance were number of 
late job-lots, sum of lateness days, flow time of job-lots in the 
shop, waiting time of job-lots in the shop, utilization of facilities, 
~ ~ 
and ratio of job-lot waiting time to machine processing time. ~ 
-\ 
' ... ,•.•. . 
.... :~· ..... ~·~!'. --~- .... 
-· . 
'· 
' 
• 
.-•. _ ... ____ ..J__ ·--~ 
... 
1 
'\ 
'i ,, 
' . 
,, . 
i 'i 
i: 
::i 
II 
11! .. 
\i 
·I 
~---.-~-•. -wiiiii· ----~-----...;.._..------~--~---•- ------ --·'7': ----- -~ _...-.-=-c.- - - - - . --·---~----·' -·--·---Le.=..._. --:-• .. _-CC_-,C::-.---·-:-·~,.;.,~---- _-. • 
i I. 
~-.. -
l. 
- .. 
- ----------r-
• 
. . 
----- ~---- -- --
~--- - .. -- - - ---- ·---. 
- l 
' 
2 
·.;;. 
.. 
CHAPI'ER I 
---------~INTRODUCTION----- -
Various definitions of job shops have been advanced by the authors 
~ho have done resea~ch in the area of production planning and control. 
Rowe (63,64) emphasized the arrangement of~equipment (process vs. pro-
duct layout) but also considered product mix, variability in processing 
times, and information flow to discriminate between job and product ion 
shops. Conway and Maxwell (19) have defin~d the job shop in terms 
of the diversity of routings for the jobs; in tre pure job shop it 
is equally likely that the next operation of a job will be on one 
machine as another. Pounds (59) distinguished the job shop as one 
in which the customer initiates the work and thus the shop is always 
producing to an order backlog (negative finished goods inventory). 
Gere (29,30) says that job shop scheduling connotes. a large number of I 
• -, f. • ..;:. ~ . -. '... • • ·- .• 
-----····'····'-·~.:~,, .• a,.-~,···- - ·-·jobs with diverse routings which will compete for time··-on~ co~on 
.-----~--
machine facilities. Magee ( 47) states that the job shop is onP. of 
two extreme organizational forms; the other being the product-line 
organization, with all other forms falling in between these extremes. 
As you can see, depending on your prejudices for or against one 
of the "experts" in the field, you can ·collie up with almost any de-
finition of a job shop that suits your fancy. I feel that it should 
suffice for purposes 0£ this discussion to say that: 
"A job shop is one in which machines are formed into homo-geneous machine groups, each machine in a group being equally capable of performing a certa~n operation; and in which jobs are I processed singula~ly or in batches, advancing from one machine group to another, forming queues in front of machine groups 
·~-
- -- , - ----- . -----------::-.-;,-:,.. ,-;-:-... -. - _:::-.-::--:---:-~ -
. .,.  ...._ 
- ---· --- ..... -··-
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' ,I 
,.. · .. - ..... - ~----;: 
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.. I 
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-··- - --- ·--- .---
------ ·----··------ --·-·----- -~----~------ ---~-~ ----
-·-- -~----~ 
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3 
instead of individual machines. The jobs ir these queues are processed in accordance with .the local priority rule in effect. " 
The shop under consideration in the thesis falls under the latter 
description, being the metal piece parts shop of a large manufacturing 
plant.* 
PRODUCTION CONTROL 
The Production Control function attempts to pa·ce and supervise 
the flow of work through the shop so that work progresses in a 
systematic fashion, with a minimum of interruptions and delays. 
Production Control initiates and supervises operations with the 
aid of a control mechanism that feeds back information about the pro-
gress of the work. This mechanism is also responsible for subse-
quently adjusting, modifying, and redefining plans and targets in order 
to insure the attainment of the production goal. Pr~duction Control 
• 
_l 
•• 
is a central or important ele_ment in any manag~~~~t in.formation and •• ·.--.-. ,• .,,,. ~.-;;- • • :-:-•'--•' L '• .--='"'""-.. -a.:-'.-:~-_,., ;: .o:::, .-,,..,"'a··.•- r .··-· .,----~•·•- -·.· . .--~ ~ ,:- ---o· ~,· ._., ,.. -,--
.r 
control system, since the decisions made exert a _strong influence on 
the profitability of the company, its ability to provide service, and 
its capacity for coping with uncertainties which may arise. Among 
the major pertinent decisions are the selection of methods, materials, 
- . 
and routings; enumeration of the required operations to manufacture 
a product; and the choice of machine loading, scheduling, and' dis-
patching. 
SCHEDULING 
Scheduling is perhaps the toughest job facing a production 
manager becaus'e it det-ermines the utilization of equipment and man-
*See Chapter III for further description of the shop. 
\ . 
"· 
- - - ------~-
- --- -
' l 
' 
------
-------
4 
power and. hen·ce the efficiency of the shop. Scheduling must assure I 
,_ 
that operations are properly dovetailed, that semifinished goods 
arrive at their next statidn in time, and that on the other hand, 
the sho~ is not unnecessarily loaded both physically and financially 
with work in progress. 
THE PROBLEM 
To the author's knowledge, no previous formal attention has been 
giveri to the problem of scheduling a job shop from a backlog of orders; 
,, i.e., given a large backlog of orders for the shop, which of these 
orders will be selected (and in what sequence) for loading into the 
shop during the period under consideration. 
The work reported in:these pages is such an attempt. It is an 
experimental investigation of Loading Preference Factors (LPF' s), and 
of their bearing on the operation of the production system. 
.... ,. 
Th.e LPF of, a job--lot is -1ts scheduling priority; determined from 
an equa'.tion which takes into consideration1 various aspects of the 
I available job-lots; (e.g., make and setup time, number of operations, due date, etc.). 
YI The aforementioned .,.,loading period can be any finite time inter-
val, but for the purposes of the thesis is taken to be one week, i.e., 
the shop is loaded each week from the backlog of orders. Selection of 
this time interval wa~ dictated by the Production Control System 
wi'thin which the scheduling model has been constructed, but does 
not negate the generalness of the results, as they are equally appli-
,. 
I 
. cable to any other finite loading period. 
. . --- ·~ ~ . .,. - .... ~.-. 
. -- . . ,-- ~ . . ....... , 
' '1 
I I 
,, I 
··.l 
' 
'' I 
.. 
., 
.·. 
• 
5 
· .. ---.~.,.-
' . f , 
ORGANIZATION OF THE RDIAINDER OF THE STUDY 
In Chapter II, we examine the job shop scheduling problem and 
some of the work related to it. Included are references to algorithmic 
and simulative attempts to solve the sequencing (or dispatching) 
portion of the overall.scheduling problem. These attempts are not 
directly applicable to the work herein, but shed ~uch light on the 
problem and gave some guidance in the formulation of the present 
work. 
Chapter III includes a brief description of the Production Control 
System and the job shop used in the model. Also, some specific com-
-t-
I. ' 
•---.. ments and conjectures about LPF's, their makeup and utility, are 
offered. 
Chapter IV contains a detailed exposition of the main experiments, 
and Chapter V presents and analyzes the results of the~ experiments. 
. I 
.. ;·. ....... . ~. - - - Chapter YI .includes a.summary of the findings and suggestions 
. -l 
,. 
concerning applications to real situations. Directions for further 
research are also indicated. 
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CHAPl'ER II 
' 
,, ' 
.. 
SOME THOUGHTS AND RESEARCH ON THE JOB SHOP SCHEDULING PROBLBM 
THE PROBLEM 
What is the job shop production planning and control problem? 
Realistically, there are many types of problems falling under this 
rubric, each with various sets of constraints and with different pay-
offs, depending on the level of the.solution (if one exists). There 
is the overall production planning which takes into consideration 
forecasted production requirements for some extended period into the 
future (say, six months to a year, or·longer), and thereby controls 
( 
l capital investment in machine facilities, and overall inventory and 
. manpower requirements, etc. At the opposite end of the hierarchy of 
this problem is the scheduling of the available production facilities 
(machines and manpower) from the workload on hand. Included, as a 
- ' 
-prciper subset, within the· scheduling of f acili t~1s, is the operation 
to operation sequencing of jobs within the shop (i.e., the deter-
mination of the answer to the question of ''what job to do next'' when 
an operation has just been completed). 
To find a "solution'' to the problem of production scheduling in 
a typical job shop, so as to optimize the primary_objective of an 
. " 
.... ,. i ... 
enterprise, is a highly complex and frustra~ing endeaver as witnessed 
by the dearth of such solutions in the production industry as a whole. 
There are no rigorous mathmatical solutions, no obvious rules, no 
predictable patterns of behavior, which will guarantee an optimum I 
solution to the scheduling problem under·the practical constraints of 
- " 
.· :f. 
; "ff 
_, 
' i 
.d 
.l 
,/ 
_j 
,~ 
1 
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time and facil_ities. This is an intriguing, yet not totally unexpected 
situation, when one considers that to determine the optimum solution 
\ to the scheduling problem of the,job shop would involve dealing with 
a set of combinatorics beyond our present capability. We can handle 
-~ome simple problems, but as of yet we are unable to find an econo-
mically feasible solution to the more complex practical problems of 
the typical job shops. 
. SOL ur ION ATTEMPrS J 
'_,,. Many attempts have been made to find such a solution or ''set of 
solutions," and the re·cent literature is filled with accounts of these· 
efforts. In the past, much of this work has been in the area of de-
vising_ algorithms; using such techniques as integer linear programming, 
,, ,, Monte Carlo sampling, and enumeration of all active schedules. Since 
the advent of the high-speed digital computer, attention bas also been 
focused on the use of s:J.mulation tecb.niques to find· th-e ubesfu• 
solution .. Many ''simulation languages'' have been developed to aid in 
these simulation attempts. 
It is within the purview of the operation to operation sequencing 
.of jobs ,within the shop that considerable simulation· effort has been 
focused in the past decade. 
An exact statement as to.the relative importance of this portion 
of the production scheduling problem bas not been made; but R.W. Conway 
• Finite experimentation never guarantees an optimal design, rather it can determine only the best of numerous.non-optimal designs; but the economy and speed of digital simulation permits more trial and im-provement than is feasible with physical models. 
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(16) states three sufficient reasons for further study into the dis-
patching phase of scheduling: 
1. Regardless of the relative importance of this phase of the scheduling function, dispatching is going to be performed -either by design or by default. No matter what method is used to load and schedule machines, a final review at the moment of·implementation - when "complete information" is available - is an essential part of the process. 
2. There is adequate demonstration in this and other studies that there is considerable difference _between intelligent and random dispatch\ng in the abstract models used for r~-search. At least some of this difference should survive the difficult transfer to real shops. 
3. There do not appear to be any prohibitive difficulties in implementing different dispatching procedures. Equally implementable rules appear to offer substantial differences in performance. 
It is anti--cipated that the latter two reasons can be paraphrased 
and taken as sufficient justification for the study.herein. 
Conway also states in (20) that, "The dispatching function is 
not ~~e. compiete scheduling. process and probably is not even t~ most 
.. important part of the process. It is likely that the preceding de-
cisions in planning and loaning are of greater consequence than the 
questions of detailed order that are decided by dispatching." 
As stated in Chapter I, no literature has been published which i-s 
directly related to the subject of the thesis; i.e., the scheduling of ~ ' a job shop from a backlog of orders. But, a review of the literature 
published on the algorithmic attempts at overall scheduling from a 
static load condition, and of the simulation attempts at solution to 
the dispatching phase of the scheduling problem, should shed some light .. 
on the size of the problem and give direction to further efforts.* 
" 
*See Chapter III for further discussion of the influence of local J priority rules" on LPF' s. 
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The various models conceived of the job shop scheduling problem 
_ ~~ye b~en built with a number of simplifying assumptions, and a~ 
A, J I 
' 
. ...___ 
J ·:·, ·.-i ' expected the models with the severest restrictions are the ones which 
have been most rigorously solved, while at the other extreme, in the 
purely simulative model, some of the restrictions have been relaxed. 
The following, .although not exhaustive, is a list of conditions 
generally'. imposed upon the models by their authors (29): 
1. No machine may process more than one operation at a time. 
2. Each"" operation, onc.e started, must be performed to com-pletion (No pre-emptive priorities). 
a. Each job (commodity), once started, must be performed to 
completion (no order cancellations). 
4. Each job is an entity; that is, even though the job repre-sents a lot of individual parts, no lot may be processed by more than one machine at a time. 
5. A known, finite time is required to perform each operation and each operation must be completed before any operation 
~-~- which it must precede can begin (no "lap=phasing"). The given operation time includes setup time. 
·:io 
6. The time intervals for processing are independent of the order in which the operations are performed. (In particular, setup times are sequence-independent and transportation time be-tween machines is negligible). 
7. In-process inventory is allowable. 
8. Machines never break down and manpower of :·uniform ability is always available. 
9. Deadlines (Due Dates)', if they exist, are fixed. 
10. The job routing is. g:iven and no alternative routings are per-mitted. . ,.- - -
'il. There is only one of each type of machine (no machine groups) • . ... ..., . 
' 
-12. All jobs are known and are ready to start processing before the period under consideration begins. (This is the "static" · scheduling problem). 
I 
---------~~--~--·-----A~..-.::: . ..::a.=-;..-.-=,~~~d""'l-_..:-..::_:.co.,.:;.·_·...-:· .- •.• 
.. _::f""':'.0:-:~--
------------------< .. -","·"' 
• 
····· . . ' ta"-~--·-... ~···· ., - . 
• 
·1.; _. 
"\.;.~--··-~·---c= 
- --------
. -~-~~~~--~-----,-------~-
-------~------------
- ---- -- --------- -- 10 
l~ The following additional '.Simplifications_ apply in several of the research models: 
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13. The number of machines is restricted to one or two. 
14. Each job has the same routing. This means that each job has the same number of operations and each job goes to every machine (any machines not included in the routing are idle and in effect not in the shops). 
15. Each operation requires unit time for c~mpletion. 
16. There are no job due dates. 
\ There are two general categories in which the evaluating criteria 
of the models fall: first, finish jobs as soon as possible, and 
second, meet the due dates. In the first category are: 
a. Finish the last job as soon as possible; that is, minimize the interval of time from the start of processing until all jobs are compl~ted. This is the "minimum make-span" problem. 
b. Finish each job as soon as possible; 
the completion times. 
i.e., minimize the sum of 
c. Minimize in-process inventory costs • 
d. Maximize machine utilization. 
In the second category are: 
e. Minimize the number of late jobs. 
f. Minimize the total tardiness. 
g. Minimize the costs due to not meeting due dates exa.c-t-Iy (inclµding earliness). 
ALGORITHMIC ATTEMPTS 
' I., 
' 
' . 
The algorithmic attempts at the solution of the scheduling portion 
of the job shop product ion problem have run the gamut from the optimum 
~olution of the two machines, n jobs problem by Mitten (52), Bellman (3 ), 
and Johnson (44) to tlB enumeration of all "active" schedules by 
Giffler and Thompson (32). Johnson has extended his solution to three 
' ~ 
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machines under special circumstances; but he has also shown that no ' I' . 
•T~----~·-··-- ---------
-1< 
~j.milar rule extends to -the' four-machine case. For a number of machines · · · higher than two, attempts have been made to a'j,proximate the discrete 
sequencing problem wi~h continuous functions. But in the words of Bellman., "the importance of this result is that the three stage process presents a g~nuinely difficult problem." Giffler and Thompson approach the scheduling problem with the view that the set of all feasible 
schedules contains a subset of active schedules, the complete enu-
meration of which would yield the optimum solution. The authors define an active feasible schedule to be one with the following properties: 
. ) 
1. No machine is idle for a length of tine sufficient to com-· pletely process a simultaneously idle commodity, and 
2. Whenever an assignment of a commodity to a machine has been made, its processing is ~tarted at the earliest time that both the machine and the commodity are free • 
lf'the problem is small enough, relative to the computer faci-
.lities available, the optimum solution can be found in this manner; 
or if complete enumeration is impractical, as many schedules as 
' " " 
desired can be generated, selecting the best one as the one to be implemented. There is some finite probability that the second method 
will generate the optimum schedule, and this probability can be made to approach_ as close to unity· as desired by increasing the number of 
schedules generated. 
Attempts to "solve" the active schedules problem have been made (34), using bot,h the complete enymer,ation and too Monte Carlo approach; and, except for unrealistically small problems, have not proven to be 
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economically feasible. 
been made by Bowman ( 5 ) , Manne ( 48) , and Wagner (75). This approach 
-
involves the solution of the job shop problem using -the technique of 
integer linear programming. Each of these formulations involves an 
-~ attempt to minimize the total time to process n jobs on m machines, 
under static load conditions. The static load condition, which is ' 
also assumed in the previously described attacks, is based on the 
assumption that all of the jobs to be worked on are available for pro-
cessing at the start of the programming, and will be ·scheduled-; and 
no new jobs are entered into the shop during the processing of the 
initial shop load (as versus the dynamic load condition in which jobs 
are continuously being released to the shop over an extended period of 
.. 
' "
time). This is also as opposed to the thesis scheduling method in 
which 011ly a gorJion of the baeklog of orders is loaded into the shop 
during any given time period; and not only must the scheduling sequence 
,-./ be determined, but al~o which jobs are to be scheduled. Each of the 
authorsFpresents his solution subject to different restrictions or 
constraints and these constraints vary widely, depending on the model 
used. No attempt will be'made to detail the methods employed, since 
they are covered quite lucidly in the referenced articles; suffice it 
to say that none of these authors claims that his formulation is com-
pletely practical, but they are, rather, theoretical formulations and 
serve as another step in the long climb towards a fuller unde~standing 
I 
of the overall job shop scheduling problem • 
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Recent advances in matrix "decomposition" techniques and in 
the state of the art in computer ~manipulation of mat-rices point to a 
further increase 1n the size of job shops, the sch.eduling of which 
can be attempted by this method. 
SIMULATION ATTEMPTS 
Computer simulation ,of the activities in a job shop has been used 
-to investigate the effects of various local dispatching disciplines 
or "priority rules" on the sequencing of jobs through the shop. 
--;· These priority rules are used· as a basis for determining ~hich job 
should have preference when there is competition for the Use of a 
machine. " " These rules are· local in nature, in that they make no 
attempt to lay out a schedule of operations beyond the present one. 
Considerable effort has been expended in this form of investi-
gation and notable among those participating have been two groups; 
The Cornell Production Control Research Committee (9,10,13,14,18,20,21 ), 
and The Management Sciences Research Project of the University of 
California, Los Angeles (39,42,50,54,55,56,62). Efforts of th~ former 
group have been directed by such perso~ages as R. w. Conway, 
r, 
B. M. Johnson, and W. L. Maxwell; while the latter has consisted of 
·J. R. -Jackson, A. J. Rowe, Y. R. Nanot, R~ T. Nelson, and others. 
'' 
. 
The conceptual models proposed by these two groups are es-sentially identical. Jackson and his associates at UCLA have been con~erned with the generalization of the decomposition principle established in (38) to a fairly wide range of net-work systems, and with the role of priorities --- particularly dynamic priorities --- in a relatively simple queueing system. Conway and his associates at Cornell and the Rand Corporation -~ave oriented their research toward problems of general con-jestion and 'experimental investigation of static priorities, in parti.cul~r, the shortest operation discipline" (54) • 
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-· Numerous other individual efforts have also been reported in the 
literature; such as the works of Sandeman (66), Gere (29), 
Demczynski (23), Ackerman (1), and others. 
----------------- -
· Conway, Johnson and Maxwell (17) set up a shop simulator which 
/ 
envisioned the shop as a network of queues. They noted that the 
shortest operation tine (imminent) rule was superior to the first-
come-first-served rule, or random rule, if the aim is to minimize 
idle time or mean flow time. In some of their original work, they 
noted a disadvantage of the shortest operation time rule; its high 
variance of lateness distribution of job completions. Several. 
attempts to reduce this disadvantage, by alternating the shortest 
,-
operation time rule with other rules proved less than fruitful. 
Upon obtaining a larger and faster computer for their work, a new .. 
attempt was made to compare the FCFS rule with the shortest operation 
time rule (10). As Conway says, 
" The most significant difference between these and early tests lies in the manner in which jobs are released to the shop. In previous work (17,18,20,21), the total number of jobs in the shop has been held fixed --- whenever one job was completed and left the shop another was immediately released to enter the shop ... it now appears that the mode of operation can have a serious interaction with the effect of various different network disci-plines. In the present test ... jobs are released to the shop at random ... I don't know which of these is the more r~alistic criterion." 
ls either, or does the typical job shop not. in fact have a backlog 
of orders to work from? 
Also, of possibly more germane importance than whether the short-
est operation t~me rule is better (or worse) than the FCFS ru~~L !_~ __ 
the fact that different loading techniques can result in drastically 
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different overall shop proces~ing characteristics. This new method 
.of loading the shop virtually eliminated the variance problem of the 
shortest operation rule, since this rule depends for its strength on 
the periodic emptying of queues, which is more probable under the 
random input of jobs. Conway (16) states that this rule, shortest 
operation time, has established itself as the standard by which other 
" ") rules should be judged (assuming you load the shop randomly • He 
further points out (15) that when due dates are set in such a way as 
not to be controlled by the actual shop conditions, this rule is also 
best for enforcing due dates. When the due dates are in some sense 
"internal" ·and presumably rational, a priority rule which considers 
.-
" - due date and shop processing time is best. Conway says, •.• there 
is something basically unreasonable about enforcing due dates with 
a procedure that does not even consider due dates in making its 
1 t . " se ec 10n •••• 
Gere (29) studied the scheduling problem from the viewpoint of 
meeting due dates, or failing this to minimize the sum of lateness 
times. He used a simulative approach and an IBM 709 FORTRAN program. 
In addition to the straightforward use of priority rules for deter-
mining sequences of jobs on the machines, a number of "heuristics" 
or rules of thumb are incorporated. Both the static and dynamic 
problems are investigated. The efficacy of a small number of heuris-
tics in combination with qertain priority rule~ is demonstrated; 
in particular the "alternate operation" and "look ahead" routines 
I 
-are----s-hQV-ll- to -imp-rove- schedules ~ig-n:ixicantly w-hen used to augment a 
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. 'It 
reasonable priority ru~ It is not surprising that these heuristics 
,, 
should improve the overall scheduling, since more information about 
_;, 
the interaction of jobs with one another is being taken into con-
sideration in their formulation. Obviously, the use of heuristics 
in conjunctioh with local priority rules dictates the need for com-
puterized dispatching, since the mass of data to be considered would ... . 
I 
be beyond the capability of a human dispatcher. 
;i.:i Gere' s work, " ... rate of admission of jobs ( into the shop) ... is calculated from the shop parameters, and this rate is used •.. to determine the number of jobs admitted on each particular day. Total shop backlog is recorded daily during the scheduling process.o. if the backlog exceeds a specified limit, no jobs are admitted on the next dax, and all subsequent jobs 'r '· .. are postponed one day. 
Ackerman (1) proposes a system of overall scheduling and dis-
patching, which he ca~ls Even-Flow, for reducing lateness in job 
shops. This method is based on the premise that the elapsed time to 
complete a job in job shops is often a function of the number Qf. 
operations performed rather than the time spent actually performing 
the operations, and that the time between operations is relatively 
constant. When this is true, the job shop can be thought of as an 
assembly line in which the machines are stations, and the work to 
be done at each station consists of all operations which must be 
performed if the jobs are to flow evenly from machine to machine 
through the shop. Under the above assumptions, a standard time is 
allowed for each operation, say one time period, and each job is 
backwards scheduled from its due date to determine the start and due 
I 
dates ... of each operation. With the shop scheduled in this manner, the 
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local priority rule is "built in". Each job's due date for each 
operation is the end of lthe time period in which that parti-cular 
operation is scheduled; the job in the queue with the earliest due 
date for the operation will be worked on first. In case of ~)es, 
the processing order would be determined by some other rule, such as 
shortest operation time. 
... __ 
Thus, the Even-Flow system is an attempt to maximize the number 
of on-time completions by integra~ing the scheduling, loading and 
dispatching functions in a manner which capitalizes on the "natural" 
movement of work throughout the shop. 
In the Even-Flow system, a predetermined fixed number of jobs 
is released to the shop at the beginning of each week. The order of 
release of the jobs is not explicitly stated, but in testing various 
dispatching rules, the same release order is used for each run, in 
"order to reduce experimental variability". 
Implicit in the above statement is the fact that the order of 
release of"jobs into a shop does affect the overall shop character-
istics. 
C Demczynski (23) outlines an overall production control system 
which would make use of a large digital computer. In his pressntation 
he states that the general principle of production planning, that is, 
the maximum rate of return on capital employed, should also be used 
I 
as the basis for the machine loading scheme. This thought encompasses 
th~ optimum balancing of the following generally contradictory ob-
jectives: 
:."."· 
,, 
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1. The-capital tied up in work-Jin-process, both on the shop floor and in stocks, must be minimized. 
2. The gross level of production should preferably be evened 
out over a long period, providing for stability in employ-
ment and in the amount of required machine faciiities on 
the floor. 
3. The load in each machine class should exhibit the minimum 
of peaks and troughs, in order to reduce the costly overtime, 
night shift, and idle time (the reduction of the latter is 
equivalent to the maximization of machine utilization). 
4, The total penalty for being late with deliveries to the 
customers must be minimized. 
-~ 
He notes that no system is in existence which satisfactorally takes the 
above conditions into consideration. " Actual factories are so com-
plex that, even if represented by models simplified to the point of 
'1 becoming unrealistic, no complete mathematical answer to the problem 
of scheduling exists." 
One of the few published accounts of the use of the data from an 
actual factory in a_ !3t~_µiation model· is. that of LeGrande (46). A - - -- - ... - "": - ·,:- ,.---. . . . . ~- - ' . ·-· -·· ' - ·- . -- -
simulation process was developed at the El Segundo Division of Hughes 
Aircraft Company whereby actual shop operating data contained in an 
existing data processing system was used as input to an IBM 7090 
\ 
computer for simulation of the El Segundo Fabrication Shop. LeGrande 
used the simulation model as a study tool to evaluate the effects of 
various managerial decisions (specifically local priority rules) on 
the operation of the shop. The criteria used to measure the effective-
ness of the various priority rules on shop performance are: 
1. 
2. 
3. 
4. 
Per cent of orders completed late. 
Mean qf distribution of completions. 
..-St and a rd deviation of the distribution of completions. Number of orders completed. 
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5. Average number of orders waiting in shop. 
6. Average wait t-ime of the orders. 
7. Yearly cost of carrying ordars in queue. 
8. Ratio of inventory ca·rrying cost while waiting to inventory 
cost while on machine. 
9: Per cent of lab6r utilized. 
10. Per cent of machine capacity utilized. 
When each of the criterion was given equal weight, the shortest 
operation time rule proved superior, but when the first three cri-
teria were weighed more heavily, the minimum slack time per operation 
rule was superior. For this rule the next order to be worked on is 
determined by subtracting the remaining processing time for the order 
• 
f10m the total time remaining till t~e due date, and dividing the 
~ by the number of remaining operations. The order for which 
this amount is ~mallest will be assigned to be worked on next. This 
result is consistent with Conway's observation that when due dates 
• 
are realistic and based on actual operating conditions, a rule which 
r~f i~"gts _ the _due date. is superior -t-o -ether· rules.-
The method LeGrande uses to generate order arrivals embodie:s the 
merging of a forecasted shop arrival pattern (variable by order type) 
with active orders. Orders are released to the shop on a daily basis, 
and observations can be made on the effect of varying product mix~ If 
actual tests were in fact run, no published results are available on 
this effect, and it is not known if the daily release of jobs into 
the shop is in r~ndom order or in some predetermined sequence. 
Even with the admittedly unrealistic and over-simplified models 
used in the aforementioned attempts, manyfold advances have been made 
' in understanding the job shop 1 system, but attempts to translate this 
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laboratory type understanding to real world system·s have met with 
seeming frustration. This is not to say that no benefits have 
arisen from these attempts, but rather that they appear relatively 
meager, when compared to the tremendous potent i·als in this area. 
Also, it is apparent, even though it has never been an area of 
formal investigation, that the manner in which jobs are released to 
the shop plays a large role in determining the· overall efficiency 
of the shop. 
Since it appears that within the present understanding of the 
job shop system, a completely computerized production control system 
is unrealistic, it is felt that a marriage of the two worlds, that 
r 
of computer control and of human control (shop foreman, etc.) is 
warranted, delegating to each the responsibilities for which it is 
best equipped to perform. 
It w~s. ~_ith thi~ ~ho~ght _in"'mind. tha-t.-t-he system described lfi -
Chapter III was conceived, and an investigation of Loading Preference 
Factors begun. 
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CHAPTER III 
THE PRODUCTION SYSTEM 
This chapter describes the Model Shop and the Production Control 
System within which the area of interest of the thesis lies; and 
also discusses this area and its relation to the overall job shop 
problem. 
THE SHOP 
The model shop used in the thesis is a definable subsystem within 
a large electronics manufacturing plant. This plant produces large 
complex assemblies of wired equipment for microwave relay stations, 
and electron tubesi transistors, and other small electronic com-
ponents. The plant is subdivided into a hierarchy of shops, the 
lowest level of which contains a " . " metal piece part shop. Figure 
(1) shows the flow of demand for goods from the metal piece part shop. 
r 
lhe shop is typical of this class of job shops, in that it con-
tains a variety of machines (such as drills, shears, screw machines, 
. ' 
milling machines, etc.) and the overall routing of jobs through the 
shop, though predetermined for each part, is random. Figure ( 2 ) is 
a list of the various shop stati~tics, and gives some idea as to the 
,. size and complexity of the problem of scheduling a job shop of this 
type. 
THE PRODUCTION.CO~TROL SYSTEM 
Prior to going into a description of the overall system, and re-
cognizing that,.for any Production Control System to be effective it 
must be presented with the basic criteria upon which the enterprise 
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EXTERNAL DEMAND 
I I 
DEVICES 
SHOP 
' ' 
WIRED 
EQUIPMENT 
SHOP 
I 
I 
+ 
' 
I I , I 
APPARATUS 
SHOP 
• I 
METAL PIECE PART SHOP 
. '
RAW MATERIALS 
FIGURE 1 METAL PIECE PART SHOP DEMAND FLOW 
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SHOP STATISTICS 
ANNUAL MONETARY VALUE OF PRODUCT 
NUMBER OF EMPLOYEES 
NUMBER OF MACHINES 
{. 
NUMBER OF HOMOGENEOUS MACHINE GROUPS 
NUMBER OF 8-HOUR SHIFTS 
AVERAGE NUMBER OF NEW LOTS PER WEEK 
AVERAGE NUMBER OF OPERATIONS PER LOT 
AVERAGE TIME PER OPERATION (APPROX. HRS.) 
-
$6,000,000 
175 
233 
100 
2 
'300 
5 
4 
AVERAGE NUMBER OF LOTS IN SHOP 1 1 600 
AVERAGE NUMBER OF LOTS IN FORECAST 5, 000 
NUMBER OF PARTS ON FILE 
AVERAGE NUMBER OF PARTS ACTIVE 
ROUTING THROUGH SHOP 
'· 
,./· 
·~ . . ~· . '-. -··· ·- ,. ·.· ... . . '. - . - - . 
1,800 
1,200 
RANDOM 
FIGURE 2 METAL PIECE PART SHOP PRODUCTION STATISTICS 
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is to operate or be judged, the following is set forth: 
., 1. Due dates are to be met; failing this, the sum of the 
lateness days should be minimized. 
2. Within (1) the most economical method must be determined. 
Keeping the above in mind, boundaries of interest or control must 
be established. The system in concern includes the forecasting of 
shop product~n requirements and thus raw material requirements, 
- the production process, and the finished goods inventory. Therefore, 
a knitting of the production costs, in-process inventory costs, and 
the raw materials and finished goods inventory costs must be performed 
so as to minimize the overall costs commensurate with meeting the 
established finished goods' due dates. 
WEEKLY SCHEDULING RUN 
,, Initially, requirements for finished goods are generated by 
firm orders, forecasts, etc., and placed upon the Production Control 
: . ,' .- -. - -
. ~ System. These requirements are then netted against present finished 
r 
goods stores, taking into consideration established safety stock 
levels, and in-process inventory. From this netting procedure a 
determination can be made as to whether a lot will have to be re.-
leased to the shop for manufacture. If the· drder can be satisfied, 
. ' 
. either from finished goods inventories or f·rom in-process inventory, 
then no order is released to the shop. If it is determined that the 
lot order .cannot be satisfied, or can only be partially satisfied, 
an order must be released for its manufacture. Upon deciding that 
~ an order must be,placed upon the shop, the quantity of the order is 
determined. " t" This quantity is not simply the ne amount required 
, 
- ·.f' . 
:.;,-
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to fill the order, though it is never less than that amount. Re-
.J 
leasing orders to the shop only for the net amount required would 
result in many small orders being generated, with resultant higher 
manufacturing costs per piece part.~ Net requirements are combined 
to produce Economic Manufacturing Quantities, EMQ's, which represent 
the most economical ordering pattern based on total costs cf setups 
and inventory. EMQ's are, of course, formed only by moving net 
requirement quantities earlier in time, since demand is always 
sat'isf ied. 
EMQ' s are calculated by one of two methods: 
-1. The Wagner and Whitin Dynamic Lot Size Model (76); This model 
2. 
' 
is used for all cases where it is most economical to program 
·more than one lot for the ~rogrammed horizon period (20 
weeks) of requirements. 
~he ~OQ ·EqtH~tion ( 71); The EOQ Equation is used where ·iowest 
cost is achieved by manufacturing a single lot, which includes 
projected average requirements for the period from the pro-
grammed horizon out to one year. The decision to program the 
EOQ lot is based on the cost of the associated inventory 
plus the cost of product required beyond the horizon period; 
/"'-
·in comparison with the cost of inventory associated with 20 
weeks requirements plus an extra setup. 
The quantity determined by the EMQ calculation is stored on 
magnetic tape as the amount to be released to the shop for manufacture. 
The majority of the items manufactured in the shop under consider-
ation are assembly parts, and as such have generation numbers. This 
., 
. 
. 
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means that manufacturing quantities cannot be determined for lower 
generation items until they have been determined for higher generation 
,, 
items of the same assembly. Once the higher generation EMQ's have 
been _formed, a parts explosion to the next lower generation is per-
formed, and net requirements and EMQ's determined for that generation. 
This process is iterated until EMQ' s have been determined for all 
piece parts. 
After the EMQ's have been dete~mined, a Loading Preference Factor, 
LPF, is calculated for each job on the forecast tape. The LPF de-
termines the relative sequence in which job-lots are selected for 
loading into the shop.machine/manpower loading matrix. These LPF's 
are determined from an "equation" that weighs various aspects of 
the present shop status and the job-lots under consideration. The 
machine/manpower matrix, (see Figure (3)), contains hourly totals 
of machine time and manpower hours avail able per m_achine group for 
,f 
. .> -, -
each week of the p~ogrammed loading period and may be machine time 
or manpower hours limited. 
Prior to loading the machine/manpower matrix in LPF sequence, 
the matrix is initially loaded to infinite capacity, by loading the 
present shop status, and then loading new job-lots into positions 
which are determined solely by the latest "technologically feasible" 
start dates (LTFSD) per operation. The LTFSD of a job-lot is de-
termined by backwards scheduling the operation start dates from the 
job-lot's due date to stores. This scheduling consists of starting 
with th~ job-lbt's due date to stores and calculating machine 
. . 
operation start dates by making an allowance for the time needed to 
.. 
. . 
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perform the processing operations, and for queue and transportation 
allowance between operations. This constitutes an unsmoothed machine/ 
" k" " " . manpower loading matrix and peas and valleys of requirements per 
machine group will occur as a function of time. This initial loading 
of the matrix will reveal any overloaded machine/manpower capacity 
areas, and point up where bottlenecks within the shop' are likely to 
occur*. · If, per chance, no overloads or bottlenecks occur, then the 
job-lots could be released in this initially determined sequence. 
rAs this is a most unlikely event, a second loading attempt will be 
- -"' made in which the LPF derived for each job-lot will determine ~which 
lots will be loaded 1 and in what sequence. Job-lots which cannot 
·be loaded according to their -LTFSD' s, after sequencing on LPF' s, 
will have to be started earlier; and therefore their processing 
time will be increased (increasing in-process inventory costs) if 
their due dates are to be met,., __ _ ·• ..,., ... . ~ . - - -- -... ' -- .. ~ ' - ·. ---- ".. .- , __ _ 
If, after backward loading on LPF sequence, some lots become 
back-scheduled (i.e., the lot start date, required to assure com-
pletion of the lot by its due date, is in the past), forward loading 
of the lot is performed (recognizing that the due date for this lot 
will not be met)~nd an exception report is printe~ out for mana-
g~~ial attention. 
Only those lots whose start dates fall within the next two 
weeks are released to manu£acture~ There are three categories of 
lots: planned lots, lots to be released, and shop lots in process. 
-- --- ~------
I 
__ _.,. - --
*This initial matrix is also used in another program to determine 
smoothed manpower requirements. 
,. 
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·The planned lots are completely recalculated each week based on the 
new demand pattern, the existing shop lots, and the new stock position. 
Thereby, a planned lot is not committed as an actual lot until the 
latest possible moment; when it is released to the shop. 
The above netting, EMQ'ing, parts exploding, and scheduling 
.. ope rat ions are performed on a weekly bas is as a part of the Weekly 
• ·Scheduling Run. The Weekly Scheduling Run is the brain of the overall 
Production Control System. Physically, it consists of 17 major 
programs with automatic monitor control on a system run tape. It 
is run on an IBM 1410 and reads information from six input tapes 
and 50 control cards, process~s with the aid of a random access disc ,.-
file and six internal magnetic tapes, writes the principal machine 
intelligible output on four magnetic tapes, and prints four control 
reports. It is programmed in a modified version of FORTRAN II, and 
. ,.. • ... - • • r· • . . . ---· ,__. ,. ' 
' . . . ... -·.·~ .. • . 
.. . ..... ~ . -; - .. ,. 
makes use of AUTOCODER subroutines for special functions. 
DAILY STATUS RUN 
The day to day processing of the job-lots, once they have been 
loaded into the shop, will be performed by the shop personnel, with 
the daily priority loading list as a basis for this processing. 
-· Priority loading lists are compiled for each "master machine group",* 
listing the job-lots scheduled for processing in descending order of 
priority. Keeping in mind that the primary criterion of performance 
for the Production Control System is meeting the job-lot due date, 
*A t h• TT • t f • •1 t hi ( -----~-:!:A mas er-mac 1-ne-g-~ou-p-· cons1s -s~o-~ar~ ype mac nes e.g., I drills, screw machines, etc.) and may contain one or more homogeneous machine groups. 
• 
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the local priority rule selected for determining in which order each 
machine group is to process jobs which are available is based on the 
job-lot operation start date; determined in the weekly loading 
operation (Weekly Scheduling Run) for the job-lots on that machine 
ti " group. For instance, lots due to start today have a priority of 
ff ft ti II 0 , lots,. due to be started tomorrow h . . f " 1" ave a pr1or1ty o + , 
and lots which should have been started ,, '' yesterday have a priority 
Of "-1" , etc. All other considerations being equal, a job-lob with a 
i f "o" h Id d · h · · t f " 1" pr ority o sou prece e one wit a priori yo + . 
At this point in the production control system, ·the human control 
element comes to the fore, in that the priority listings are in-
tended to be used as guides, not hard-and-fast rules to be followed 
regardless of "local" circumstances. The master machine group fore-
man will follow the listing in assigning job-lots to be proce~sed in-
sofar as is ti technically feasible". Falling under the category of 
. -•, , , •TO_._.--~···--·. ·• ,·· ,, ,• ··r··-.•.·. r• , ·- .. _.., ... -· ·---·.- -· . '. "'-·-,· ;-,-. .,.... .. ..,.. ·--· ---.· .... :....-• ---.. -. - -.---...--"'·'-"' . --,•.- ,, . .--.----·-- -----·, ,- _ . .,.._,--·-------··. ·--·--····,-=-· -·· -·--·~_ ........ ,c• ••••'•°'-.-.--· • - - ·-··--,· ... - -
"technically non-feasible" would be such things as lack of raw 
materials (due to unforeseen shrinkages), lack of machine tool re-
quirements (due to recent breakage, etc.), and extended setup time 
, 
requirements for one job-lot as versus another with slightly less 
priority. For example, w~en two jobs are competing for a machine, one 
a "o" " " . with say priority and the other with say a +l priority, the job 
with the "+1" priority may be processed first if it requires consider-
ably less setup time than the one with the "o" priority, etc. 
Obviously, here we are considering the overall universe of job 
shopa_in which' setup times are seq-uenee dependent;- -within which those 
---···- ... ---
'• 
-
---'---~ ------- -----
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job shops whose setup times are sequence independent is a proper sub-
set. 
To be realistic, one other factor should be considered as in-
- ... ---~-
fluenci~g the '1 technical fea~ibility" of the priority listing; and 
that is the relative ·"make out" in the wage incentive plan of the 
various jobs available for processing which have approximately the 
same priorities. 
The status of each job-lot on the shop floor is reported, through 
an electronic data collection system, only when something is done to 
" " the lot, such as start of setup, etc. The output of the data col-
lection system is used as one of the inputs to the daily run, and is • 
analyzed once a day by the computer. 
The major input to the daily computer run is a magnetic tape 
containing the various manufacturing operations which each lot will 
-~eguire dur:.iq&.:vJ. ts progress through the shop. Also included are 
scheduled operation start and completion dates which have been es-
tablished by computer in the weekly run. As each status change is 
reported through the dat~ collection system, the record of the status 
is updated. Physically this is done by producing a revised status 
tape as one of the major daily outputs. This revised tape is used 
as the input for the next daily run,. as well as for the weekly run. 
This is the means whereby the weekly run is informed of the most 
recent shop status. 
Splits of lots :are initiated from the shop floor through a 
I 
special data collection device. Transmissions from this device are 
utili.zed by the computer for re-structuring the lot numbering system. 
_ __. (" -
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/ 
\ 
El 
--·· -~-- ----·· _ ...... . 
32 ."\,._ .. 
_ This device also allows for changes such as· scrap, shr:i.,nkage, overrun 
or underrun. 
It is felt that this is a practical way of approaching the job 
"---,.,__ 
shop production planning and control problem. Here we are taking 
advantage, within the present state of the art in computer systems 
a~d present understanding of the job shop problem itself, of the 
best of the two worlds of " " " " computer control and human control; i.e. , 
let the computer system do what it can do best (overall planning and 
shop loading) and the shop foreman do what he-cafi do best (detailed 
processing of individual job lots). The computer system takes into 
consideration the overall objectives of the enterprise and sets up 
the loading and scheduling of the work load in this context, allowing 
the shop foreman some latitude in the detailed processing of the 
job-lots. Permitting the shop foreman to actively <participate in the 
. detailed shop dispatching plan takes advantage of his unique (and 
as yet unprogrammable) on-the-spot knowledge of the men and machines 
·-\ (_ __ 
under his control; while the use of the computer system for the over-
•Jl scheduling plan frees him from being concerned with portions of 
the sys.tem which are beyond his purview. 
AREA OF INTEREST 
As stated befo:ve, the Weekly Scheduling Run is the brain of the 
Pr-oduction Control System. Within this area, the determination of 
the Loading Preference Factors, LPF's, stands out as a problem of 
great interest and importance. The thesis is concerned with the 
formulation and evaluation of these LPF' s. The LPF, which controls 
,- . 
~ 
-------"" 
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' the sequence in which the shop machine/manpower loading matrix is to be 
loaded, has a strong bearing on whether or not the basic criteria are 
met in the production system. 
If the overall job shop is thought of as a giant multi-purpose 
machine, and the processing of a job-lot through the shop as an indi-
vidual operation on this machine, then the LPF can (in a broad sense) 
be likened to a "local priority rule". 
A possible question of validity in such a comparison lies in 
the fact that whereas normally only one operation is performed at a 
time.on a single machine, more than one job-lot will be in process in 
the shop at a time; and thus there is interaction among in-process 
and planned ~ob-lots. ,Aside from this thought, the exploration of 
which is beyond the scope of the thesis, there appears to be sufficient 
justification in likening the LPF to the local priority rule, and 
therefore taking advantage of the prior work in the latter area .in 
formulating the LPF's. 
The LPF, though thus ''similar" in makeu.p to local priority rules, 
is a virtually unexplored area of interest. Considerable effort has 
.gone into determining the relative merits of local priority rules in 
the laboratory-type simulation models; but as stated before, I have 
seen no attention. being placed on the :equa:.llJ', if not more, important 
area of determining the scheduling of a shop from a backlog of orders • 
. ' To be sure, there are available such unwieldy static scheduling tech-
niques as Gantt Charts (8 ), and unrealistic scheduling routines 
such as those of Johnson (44), Mitten (52), Manne (48), etc. But~ 
- -----------·-·------ --.--------.... ·--····· .. ---~,~-;~~ 
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·these techniques are of very limited value when applied to the 
everyday scheduling problems _of a practical size job shop. 
Pursuing the analogy of likening the overall job shop to a 
giant multi-purpose machine a little further; the,backlog of orders 
-awaiting scheduling can be thought of as the machine's queue. There-
fore, optimum sequencing of job-lots in this " . " system queue should 
result in a more successful meeting of the basic criteria of the 
Production Control System. 
·I 
... 
In formalizing the LPF "equations" it is imperative that one keep 
in mind what the LPF controls, and in what manner this control is 
exerted. As stated before, the LPF determines the sequence in which 
available job-lots are loaded into the shop for processing on the 
.. 
individual machine facilities. The shop is loaded with new work once 
per __ week, via the shop machine/manpower loading matrix, which is an 
output of the Weekly Scheduling Run. The initial loading of this 
matrix, which determines the start dates of each operation of all of 
the job-lots available, is performed under the assumption of infinJte 
machine capacity and manhour availability. This loading of the matrix, 
if attainable, would result in all jobs being processed by their due 
dates, with minimum in-process inventory costs since the start dates 
ti. 
entered in the. matrix are the latest technologically feasible dates 
on which the jobs can be started and still meet their due dates. The 
schedule thus formed is generally unattainable, since all prectical 
job snaps are both machine capacity and man hours limited, but forms 
a basis from which to perform scheduling in LPF sequence. The initial 
.,,. 
.~~ ~-.?. .. i #.fl?-'."-:':-· 
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• I 
schedule (assuming infinite conditions) will display peaks and valleys 
of machine/manpower time requirements, and as such constitutes an 
"unsmoothed" machine/manpower matrix. Upon imposing the restrictions 
; of the actual shop on this matrix, overloaded or bottlenecked machine/-
manpower areas will occur. With this restriction in effect, the 
matrix is " " . reloaded ; 1n that some of the operations scheduled to be 
. . " " performed during the peak periods will be moved to earlier periods 
in which a "valley" exists. All other preceding operations on job-
lots thus moved will also be moved back to appropriate times; thus 
forming a " " smoothed machine/manpower matrix. 
The individual job-lot LPF which was previously determined in 
the Weekly Scheduling Run now comes into play, in that the sequence 
\.. 
,~--
that jobs are moved from their initially determined start dates (as-
suming infinite conditions) is by LPF. Job-lots with "higher" LPF's 
will be retained in positions as originally scheduled, anq job-lots 
with " " lower LPF' s will be selected to move to earlier start dates. 
.After all job-lots have been "rescheduled" in this manner, the shop 
is loaded for the present loading period in accordance with the 
entries in the revised machine/ma.npower ma tr ix. 
.. 
,. 
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CHAPI'ER IV 
EXPERIMENTAL PROCEDURE 
The "simulator" used to gather data for evaluating the effects 
bf Loading Preference Factors on overall shop performance is es-
sentially a scaled down replica of the computer system used in the 
''" actual Production Control System (see Chpt. III). 
The main differences are encompassed in the ability of the simu-
,.,. 
lator to gather and print out pertinent data about the shop scheduling 
performance, and the sealing down of_ the shop to 100 machines ( one 
per machine group) as versus 233 machines. Also, a machine "attention 
ratio" of one is assumed in the simulator, thus assigning one man to 
each machine; and thereby making the model machine-capacity limited 
(whereas the actual shop could be either machine capacity or manpower 
limited). 
... Included as an integral part of the simulator is the ability ·to 
change the LPF after each simulation run, while maintaining a.record· 
of the system forecast tape, so as to test each LPF under identical 
\ job-lot conditions.. The ref ore, any d iff eren9es detected in the 
system scheduling performance will be attributable to the LPF's. 
THE LOADING MATRIX 
The shop machine/manpower loading matrix is used to reflect the 
scheduled load on each machine group per week and the total shop load 
per week (see Figure (3)). The body of the matrix contains the ~tand-
ard and overtime machine hours forecasted for each machine group for J 
. each week in the loading period (in the simulator, overtime hours is 
.,~--
-
- ------- ----- .- ---- -
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·-· 
set at zero). Also, included in the margin of the matrix are totals 
of machine time·and manhours per week (these two values are the same 
in ttE simulator since the attention ratio for each machine is set 
at one). 
The matrix is initially loaded in the simulator by loading lots 
according to their latest technologically feasible start dates. 
These start dates are determined by starting with the job-lot's due 
. 
date'to stores ~nd backwards scheduling the individual operation start 
dates; taking into account the operation's machine and setup time, 
and queue time and transportation allowance per operation (empiri-
cally determined to be approximately two days in the actual shop, and 
r. ... 
taken as such by the simulator). 
The matrix is first loaded in this manner to infinite capacity 
(no manhour or machine time restrictions), and the results of this 
loading are used as a basis for determining relative shop scheduling 
performance when the shop is loaded by LPF's.* 
JOB-LOTS 
I 
Another area in which the simulator differs from the actual 
.production control system is in the gen!3ration of job-lots to be 
loaded into the shop. As you will recall from Chapter III, Job-1:ots 
are formed by ElfQ 1 ing forecasts of requirements from shop stores. 
Originally it was hoped that actual shop orders could be used; how-
. 
. ,., eve_:r, 
1 
this was not possible and artificial orders had to be generated ~ 
for input to the simulator. 
*~ee Chapter III for explanation of matrix rescheduling by LPF. 
\-
. ·, 
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The job-lots used _in the simulation runs to form the mop stores 
forecast, and subsequently loaded into the loading matrix by the 
simulator, ·are randomly generated in the following manner. 
PER LOT: 
For each job-lot, two parameters have to be generated. These 
are, (1) the number of oper~tions to be performed on the job-lot~ 
and (2) the due date to stores for the job-lot.-
0 An analysis was performed on the live data available from the 
: 
real shop, and it was determined that the number of operations per 
job-lot could be approximated by an exponential distribution with a 
mean of four oper~tions and truncated at a maximum of fifteen opera-
·-
tions per job-lot. 
-·-: ··: 
For the second item, due date to stores, it was not possible (due 
to the form of the information available) to determine the nature of 
the distribution; so it was dee ided---·to randomly select the due dates 
from a uniform distribution between one week and 20 weeks (the fore-
cast period). 
PER OPERATION: 
For each operation on a .. _j:ob;..lot, two parameters are also neces-
' -
sary. These are, (1) machine ·and setup time for the operation (taken 
as one value in the simulator), and (2) machine number upon which the 
operation is to be performed. 
Similar to the per lot information, an analysis of the per aper-~ 
ation information was performed, giving the following parameters. 
I For the mach'ine time (with setup time included), an exponential dis-
tribution with a mean of four hours and truncated at a maximum of 
' I 
I· 
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fifteen hours was chosen. 'In analyzing the distribution of overall 
shop load, it was apparent that each machine group was loaded approxi-
'-!·'\· 
-~ 
mately in proportion to the number of machines in the machine group. 
"" Therefore, each machine group was scaled down to one machine per 
group in the simulator, making it equiprobable that an operation 
would be performed on any machine in the shop. The machine to be 
used for each operation is randomly selected from a uniform distri-
bution between one and 100 (the numb~r of machines in the shop). 
LOADING PREFERENCE FAC'.OORS 
The primary objective of the thesis is to ascertain the effects 
of Loading Preference Factors on the overal~ performance of the model 
shop, and thus determine if there is statistical justification for 
loading the shop in some logically predetermined manner from a back-
\.' 
log of orders (as versus random loading). Five rules, or LPF's, 
have been selected for this experimental comparison. Each of the 
LPF's selected can be classified as either (1) random, (2) job-lot 
i dependent, or (3) due date dependent. 
The LPF's selected fo~ this study are: 
1. First-Arrive-Shop-First-Loaded (FASFL) - This is a random 
rule and is dependent only on the manner in which job--lot 
requirements are generated by shop stores. The job-lots · -
to be loaded are selected from the forecast tape of planned 
lots in their order of arrival. The FASFL rule is a ·member 
of a broad class of random rules, the use of which is quite 
preveYent in industry. These rules do not serve to imple-
ment an overall scheduling plan nor do they .optimize any 
... 
. , 
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particular measure of performance.- Therefore this r1ile is 
used as a standard for comparison of the remaining LPF's. 
·t 2. Shortest Processing Time (SPT) - This is a job-lot depen-
dent rule. The job-lot with the shortest processi.ng time 
(which includes make and setup time, plus transportation ---.., 
and queue time allowance for each operation) is loaded into 
the matrix first. 
The use o~ ·SPT ( imminen't ope rat ion) as a local dis-
patching rule (see Chapter II) has been shown to optimize 
several measures of, performance in a job shop (in-process 
inventory, average flow time, etc.) when the job-lot inputs 
to the shop are randomly generated. Recognizing the philo-
sophical differences between the use of LPF's in the present 
work and local dispatching rules in the referenced work 
(see Chapter II) it will be of interest to note if the 
attributes of SPT as a local dispatching rule carry over 
to its use in the present context as a LPF. 
3. Longest Processing Time (LPI') - This is the antithesis of 
the SPT ruie, in that the job-lot witn the longest processing 
time is loaded first. 
4. Due Date (DATE) - This is a due date dependent rule. The 
job-lot loading sequence into the machine/manpower loading 
JI' matrix is in order of the job-lot due date to stores. The 
job-lot with the latest due date is selected for loading 
O' 
first. Conflicts between jobs with the same due dates will 
be settled on a FCFS basis. 
'\ I 
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The due date to stores rule (DATE), when used as a local 
dispatching rule, has been-Jshown to reduce lateness in job 
shop simulations. As a LPF, the DATE rule is similar to the 
local dispatching rule in that in both cases the order in 
which jobs are loaded onto a particul~r machine is dependent 
on the same parameter (due date to stores). Also, there is 
something inherently appealing in using a rule which is de-
pendent on due dates as a means of enforcing same. Con-
... - -- --·-
comi tan t ly, the releasing of job-lots to the shop based on 
their due dates to stores woqld appear to reduce inventory· 
costs. 
·~ 5. Number of Operations (NOPN) - This is a job-lot dependent 
rule. The loading sequence is in order of decreasing numbers 
of job-lot operations. Ties would be broken by FCFS. 
The idea behind scheduling job-lots with the greatest 
number of operations first is based on placing the more 
difficult to load job-lots in the loading matrix first and 
" " 
then fitting the easier to load lots around them. 
A point of reclarification may be apropos at this time regarding 
:the relationship between "loading a job-lot into the machine/manpower 
matrix" and "releasing a job-lot to the shop. u 
Ideally, the release date of a particular job-lot to the shop 
(and thus the start dates of each of its operations) would be the 
' LTFSD* in order to assure completion of the job-lot by its due date 
r 
,og,·· .. 
*See Chapter III for more on the determination of the LTFSD of a job-lot,.~ 
• 
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.-
,- - -------
42 
-t 
~ to stores; i.e., a particular job-lot would be held back for releas~ 
. to the shop until the latest possible time (thus holding back on the 
commitment of material and labor). The probability of a job-lot 
being released to the shop on its LTFSD is directly related to the 
order in which the machine/manpower loading matrix is loaded; and 
therefore dependent on its LPF (since job-lot~ are loaded, by back-
ward scheduling, into the matrix in decreasing order of LPF). 
A job-lot would be rei-e.ased to the shop for manufacture only if 
the start date of its first operation (determined by the loading of 
the machine/manpower matrix) was due in the next loading period (or 
in the past). 
... Since, in the present context, the shop stores is considered as 
in-process inventory, the early release of (prior to the LTFSD) a 
job-lot to the shop would result in: 
.1. Longer flow time 
-:2. Longer wait tim~ . 
• 
3. Increased inventory investment 
THE EXPERIMENT 
In the experiment six weekly runs (or shop loadings) will be 
made. For each run, all LPF's (plus shop loading under infinite ca-
pacity conditions) wi11 be tested ( thirty-six tests in all), and c:a 
statistical analysis performed to detect any significant differences 
which exist in shop performance. 
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As noted before, if there were no manpower or machine capacity 
restrictions on the shop, the initially loaded machine/manpower matrix 
(infinite capacity) would represent the optimum shop loading condi-
tion (under original due date requirement; but not necessarily for 
other performance measures). Upon imposing the restrictions on the 
shop, overloaded machine and manpower areas appear, and the schedule 
is no longer feasible. The LPF attempts to form the best possible 
schedule, under these restricted conditions (and given measures of 
performance). Therefore, the measures of effectiveness for the LPF's 
' . are considered relatiye to the initially loaded matrix conditions ~ 
(i.e., what is the change in the measure of effectiveness due to re-
scheduling by LPF). The LPF which exhibits the minimum change would 
be considered to be the best one for that measure of effectiveness. 
No attempt will be made to weigh the merits of the various performance 
measures; but rather, trpical ones have been selected for this study. 
'~ Their relative lmportance would b~ highly dependent upon the par-
ticular job shop in which they were applied. 
The measures of performance considered include both measures of 
( 
-·--
,· 
inventory--number of jobs in the system and work-content of these jobs--
and measures of individual job progress--time in the shop, and lateness 
against an assigned due date. 
The following are the measures of :pe·rformance chosen for this 
study, and for which the simulator has been programmed to gather data. 
1. Number of late lots, i.e., lots which cannot be loaded into 
• I 
the shop so as to meet their due dates. Lateness will occur 
as a result of rescheduling job-lots from their LTFSD's. 
~- -
-- . -------- -· 
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Also of significance are the first two moments of the distri-
bution of this lateness per job-lot. Lots which cannot be 
loaded so as to meet their due dates could be dealt with 
in two different ways, (a) forward schedule the lot from 
"today's date" (knowing the due date will not be met), or ... 
' (b) reject the lot for '' . ,, subcontracting. The former alter-
native is selected for this study. 
2. Total work content of job-lots in shop, where: 
., 
Work Content - ~ j Make Tiriie + Setup Time l 
All ~s l i 
= ~ j Lot Machine Processing Time l 
All Lots J { 
·3. Machine utilization--as a percent of available time, where: 
Machine Utilization - ~ jMachine Processing Timel 
All Lots} ·-- ~ 
. . ~ i Available Machine Tim) 
All Mach{ { 
·4· •. Average job-lot flow time in shop, where: 
Avg. Flow Time = ~ j Lot due date-Lot start date l 
All Lotsl { 
No. of Lots in Shop 
5. Average job-lot waiting time in shop, where: 
Total Waiting Time 
Avg. W. T. -
No. of Lots in Shop 
I' 
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6. Ratio of total job-lot waiting time to total machine pro-
cess ing time, where: 
L 
\. ---!.. .. 
and; 
,. 
Total Waiting Time -
All 
~ j Lot due date-(Lot 
L.J 1 start date + Lots 
Lot machine 
time) I processing 
Lot Machine Processing Time = j Lot Make T · e + Lot 
, l Setup Time 
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CHAPTER V 
ANALYSIS OF SIMULATION EXPERIMENTS 
Thirty-three experiments were run during the course of the simu-
lation, and data gathered on the performance of the shop during 
these runs. 
Originally, it was planned to perform six weekly loadings for 
each of the five LPF' s (plus the load.ings under the condit10n of 
infinite shop capacity); but after three such loadings, a preliminary 
analysis of the LPT and NOPN rules eliminated them fran further con-
sideration. Also, it was decided to implement a new LPF, for the 
d remaining three loadings, which would be a combination of the DATE 
and the SPT rules. 
In the origin~! formulation of LPF's (See Chpt. IV)., the ties 
which occurred under the DATE rule were to be broken by FCFS. Due 1D 
the nature of the due date to stores distribution (See Chpt. IV), 
there would be twenty different due dates (one for each week in the 
\,. 
forecast period) with~approximately 150 job-lots falling within each 
week. Jhe result of this is that the method of resolving ties within 
the DATE rule would have an influence on the performance of the rule 
itself. Therefore, a new LPF, DATE(~), WijS formed in which these 
ties would be resolved by SPT. This was an attempt to see if such· 
a combination of the two rules, which to that point in the experi-
ment had shown the most promise, would result in a rule which was 
superior to either of the two original rules alone. 
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RESULTS 
The results of the thirty-three simulation experiments are 
suearized and tabulated in Appendix las follows. 
LATE JOB-LOTS: 
The number of late Job-lots for each weekly loading under each 
LPF is summarized in Table 1, with the distribution of lateness per 
• \' LPF per run in Tables 2 through 8. The first two moments of this 
distribution sre included in Tables 9 and 10 respectively. 
INVENTORY MEASURES: 
The total number of machine hours (work content) of the first 
twelve weeks of the loading period are shown in Table 11 (per LPF 
per run), and the percentages of machine utilization during this 
period are shown in Table 12·~ 
I, 
The average flow time per job-lot, the average waiting time per 
job-lot, and the ratio of wait~ng time to machine time for the entire 
shop are shown in Tables 13 through 15 respectively. 
SUMMARY STATISTICS: 
~ .... 
Table 16 contains the values for the mean and variance over all 
weekly runs of each of the measure·s of effectiveness for each LPF. 
GROSS WEEKLY DATA: 
T.ables 17 through 22 present the gross data for _the six r~ns 
p~r LPF on all parameters for which the simulator was programmed to 
gather data. 
ANALYSIS 
• 
..- . . ~ 
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any detectable differences in the characteristics of the loaded shop 
would be attributable to this change in LPF's. Between runs, the 
only change was in the seed numbers supplied to the random number 
generators -in the simulator. Therefore, the overall experiment 
consisted of six independent loading replications of the simulator. 
As a result of this part of the experimental design, the data 
; 
for each LPF on each parameter of interest can be considered as being 
independent samples from the same overall population; thus, statis-
tical statements can be made concerning this population, and also 
between the different governing populations of each LPF. 
As noted earlier, a preliminary analysis indicated that the LPI' 
and NOPN rules were obviously not in contention as the "best" LPF 
and therefore the following analysis will concentrate on the FASFL, 
SPT, and DATE rules as compared to the loading characteristics under 
infinite shop capacity conditions. Later in this chapter, the DATE(S) 
rule will be compared against these rules. 
JOB LOT LATENESS: 
Of primary intereit is the number of job-lots which do not meet 
their due dates to stores, and the distribution of this lateness. 
From Table 1, the.following values for the mean number of late job-
lots for each LPF are extracted. 
Mean Number of Late Lots 
INF. CAP. 117 
FAS.FL 489 
; ;....-- ~_., 
SPT 383 
' 
~ DATE · 453 
_.,._. 
... 
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This data shows that in terms of ·the number of late job-lots, 
the S;t>T rule has the lowest overall mean value of any LPF; but this 
difference in mean values is only one measure of the di~tribution of 
. ~ 
the number of late job-lots, and is not sufficient in itself to state 
whether the sample values do in fact come from significantly dif-
ferent overall populations. 
A two-tailed Kolmogorov-Smirnov two-sample test* at the five per-
cent significance level was used to compare the distribution of the 
number of late job-lots between each pair of LPF's. 
FASFL 
FASFL 
SPT 
In this application, the following ~ypotheses apply: 
H0 - The distribution of late lots is not affected by the LPF 
used for loading the shop. 
H1 - The distribution of late lots is affected by the LPF 
used for loading the shop. 
The results of this comparison are shown below . 
Kn for • 05 
Observed Significance 
Test - Kn Level Conclusion 
vs. SPT 6 5 Reject H 
0 
vs. DATE 
.5 5 Reject Ho 
vs. DATE 6 5 Reject Ho 
• 
The first and second tests show that there is a significant 
difference between the FASFL rule and the SPT and DATE rules. A 
review of the data of Table 1 indicates that this difference is in 
*Hereinafter referred to as the K-S test. See Appendix 2 for a description of the K-S test. 
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favor of the SPT and DATE rules respectively. Also, the third test 
shows a significant difference between the distribution of late lots 
·between the SPT and DATE rules; and that this difference is in favor 
/ 
of the SPT rule. 
', 
• 
These results, in conjunction with the mean values, indicate 
that the SPT rule is indeed the best rule for dec~easing the number 
of late lots. 
The decrease in the absolute number of late job-lots in itself 
is not justification enough to classify a LPF as best in te~ms of 
overall job-lot lateness. The degree, or amount, of this lateness 
. 1s of extreme importance. A LPF ~hich cau~es only a few job-lots 
to be late, but on the average for a long period of time, may very 
~ 
well not be considered better than one which causes more job-lots 
to be late, but for a shorter average time .. Therefore, the simu-
lator was programmed to gather data on the distribution of the de-
gree of lateness (See Tables 2 through 10), and statistics on this 
j, 
distribution are shown below. 
Average Number of Days Late Per Lot 
INF. CAP 
FASFL 
SPT 
DATE 
Mean 
7.41 
12.20 
12.47 
7.98 
Variance 
32.28 
107 .13 
88.06 
42.63 
Here, it iS s:e.e.:Ji that the DATE rule is by far superior in 
reducing the average lateness per job-lot. In fact, the average 
I 
· total overall lateness for the DATE rule is only 3,615 machine days 
as compared to 4,776 for the SPT rule and 5,966 for FASFL. 
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The underlying reason for these values of job-lot lateness is 
readily apparent when one considers that for the SPT rule, the 
shorter jobs are loaded into the matrix first, therefore, resulting 
in the greatest number of job-lots being loaded; this in turn causes 
the longer jobs. to become late and results in an increase in overall 
\ number of days of lateness and a larger average lateness per job-lot. 
The DATE rule in turn assigns each job-lot a priority based on the 
proximity of its due date to stores; and therefore results in a 
closer adherence to due date for its loading, with a concomitant 
~, 
..___ decrease in the overall job-lot lateness. 
FACILITY UTILIZATION: 
Having idle capacity within a shop is a non-recoverable loss 
which can greatly influence the overall profit picture of the organi-
zation. Therefore, the work content (or facility utilization) is of 
concern in running any shop. For the model shop, the following 
.I 
figures for the first twelve weeks of the forecast period were 
gathered (See Tables 11 and 12). 
Available Used Percent Util. 
-
INF. CAP. 
---- 24995 
----
, FASFL 23600 19074 80.0 
SPT 23600 18200 77.1' 
DATE 23600 19525 82.7 
A K-S test performed on all replications showed the following 
relationship between the LPF's. 
J 
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Kn for .05 
. Significance 
Level 
5 
5 
5 
.. 
Conclusion 
Reject H0 
Reject H 
0 
Here again the DATE rule appears to have_a slight edgG over 
FASFL and is considerably better than the SPT rule. From Tables 17 
thru 22 it can be seen that the largest- number of late machine hours 
is associated with the SPT rule and this fact is thus reflected in 
the lower machine utilization. This large number of late machine 
hours for the SPT rule is due to the generally longer jobs being 
made late since they cannot be loaded around the shorter jobs al-
ready in the matrix. 
IN-PROCESS INVENTORY: 
The in-process inventory in a shop, which can be stated in terms ~ 
of how long a job-lot stays ~n the shop on the average, is also of 
prime consideration. The average length of time a job-lot takes for 
completion, or flow time, is a direct measure of the capital invest-
ment tied up in in-process inventory. A LPF which decreases the 
average job-lot flow time would therefore go a long way towards 
decreasing this capital investment. Tables 17 through 22 contain the 
gross values for flow time in the model shop as gathered by the simu-
lator, and these values are summarized, per job-lot, for each loading 
replication in Table 13. The overall mean values per LPF are shown 
below. 
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Average Job-Lot Flow Time (Days) 
INF. CAP. 
FASFL 
SPT 
DATE 
., 
.. 
7.18 
11.61 
10.00 
9.16 
• I ' 
~. - - ~- .. 
A K-S test confirmed the fact that there is a significant dif-
ference in the distributior.,. of flow times for each LPF. 
Kn for .05 
Observed Significance 
Test Kn Level Conclusion 
FASFL vs. SPT 6 5 Reject Ho 
FASFL vs. DA.TE 6 5 Reject Ho 
SPT vs . DATE 6 5 Reject Ho 
.__, As stated before, the significance of this flow time is re-
fleeted in the in-process inventory costs; and thus it can be con-
eluded that for the model shop the DATE rule would result in the 
lowest in-process inventory cost of all rules tested. The flow time 
is smallest for the DATE rule due to the lower average waiting time 
per job-lot, as reflected by Table 14 and alluded to in the previous 
analysis of job-lot lateness. 
RATIO OF WAITING TIME TO MACHINE TIME: 
Another measure of effectiveness, which is of both academic 
and practical interest as a measure of how well the shop is loaded, 
is the ratio of totali. job-lot waiting time to total machine pro-\ 
cessing time (make plus set-up time). This is a composite perfor-
mance index, and the LPF which minimizes this ratio can be said to 
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--be best in terms of all measures of effectiveness tested, except job-
lot lateness (and even here is the most logical choice in relation to 
the total number~ __ of lateness days). Table 15, which is summarized 
below, contains- the.se figures for all LPF's. 
Ratio Of Waiting To Machine Time 
INF. CAP. 
FASFL 
SPT 
DATE 
1.55 
2.15 
1.89 
1.66 
The K-S test, when applied to the data of Table 15, again shows 
that there is significant difference between the loading performance 
of the LPF's and that the DATE rule comes closest to the INF. CAP. 
loading conditions. 
ANALYSIS OF DATE(S) 
As stated earlier, half-way through the simulation runs a new 
LPF was formulated, DATE(S), to see if a composite of the SPT and 
DATE rules would result in a rule superior to the parent ones. The 
' data on this rule is contained in the Tables of Appendix 1 along with 
the data for the originally formulated LPF's. In the following ,;. 
... 
-2'.~· ' ... 
analysis, the DATE(S) rule will be compared only against the SPT and 
DATE rules for the last three replications of the experiment. 
Figure (4) contains the average values for all parameters of 
interest per LPF over the last three replications of the experiment. 
This data indicates that in the one instance in which the SPT rule 
' was superior to the DATE rule, number of late job-lots, the DATE(S) 
rule is also superior to the DATE rule. For all other measures of 
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Loading Preference Factors 
SPT DATE DATE(S) 
385 451 425 
12.54 8.02 8 .32 
6.58 5.75 6.08 
9.97 9.08 9.29 
1.88 
. 1. 65 . ·. 1. ·7·4 
77.6 83.1 82.2 
18312 19616 19396 
FIGURE 4 DATA SUMMARIES FOR LAST THREE REPLICATIONS 
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effectiveness, for which the DATE rule was superior to SPT, the DATE 
rule is also superior to the combination rule, but only by a slight 
margin. 
Figure (5) shows the results of a K-S one tailed*. test performed 
on each parameter comparing the DATE(S) rule with each of the parent 
rules. The results of these tests are indicative, if not conclusive, 
l 
of the fact that fhe combination rule .does not ·cause a reversal of 
~ 
the relative ratings of the LPF's for each parameter. It is not \ 
anticipated that further replications of the experiment~would alter 
. ~ 
this relationship, except possibly in the case of late job-lots. 
Due to the small differences between the DATE and DATE(S) rules 
for all other performance measures, it is felt that the absolute 
number of late lots increases in importance in any decision as to 
which rule to implement. The DATE(S) rule gives almost a ten percent 
decrease in the mean number of late lots (relative to the infinite 
capacity conditions) beyond that of the DATE rule, but concomitantly 
increases all other measures. Therefore, as stated in Chapter IV, 
the choice of which rule to implement in a particular shop would 
rest on an objective (or subjective, as the case may be) analysis 
., 
of the relative weights to be placed on each performance measure . 
. •, 
, -
*The smallest sample size for'thich tables were available on tne 
two-tail test was four. 
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KD FOR .05 I 
OBSERVED SIGNIFICANCE PREFERRED 
KD LEVEL CONCLUSION LPF 
, NO. OF LATE LOTS 
DATE(S) vs FASFL 3 3 REJECT H0 . DATE(S) DATE(S) vs SPT 3 3 REJECT H0 SPT r I DATE(S) vs DATE __ J :2· ·3:· CANNOT REJECT H0 ' ''· 
WORK CONTENT 
I DATE(S) vs FASFL 3 
.3 REJECT H0 DAJTE( S) I 
"' 
DATE(S) vs SPT 3·· 3 RF.JECT H 0 DATE(S) DATE(S) vs DATE ::3. 3 REJECT H0 DATE ,. 
~ 
. " 
,,t,. MACH. UTIL. 
DATE(S) vs FASFL 3 3 ., R&tECT H0 _ DATE(S) DATE(S) vs SPT 3 3 REJECT H0 DATE(S) I, en DATE(S) vs DATE 3 3 REJECT H0 DAtrE '1 .. '\ 
.. 
FLOW TIME 
,1 DATE( S) vs FASFL 
.~ 3 R&JECT H0 DATE(S) DATE(S) vs SPT :3 3 REJECT H0 DATE(S) Ill 
II 
DATE(S) vs DATE 3. .3· REJECT H0 DATE I 
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FIGURE 5 RESULTS OF K-S ONE-TAILED TEST 
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CJIAPTER VI 
SUMMARY 
• 
..... 
, 
. . . 
~·--· ···- ....,;.--, 
. .:.. 
The results obtained in the simulation experiments indicate the 
following conclusions: 
1. The SPT rule was found to give a significant reduction in 
the mean number of late job-lots. From the Kolmogorov-
rSmirnov test performed, no significant difference was 
detected between the DATE(S) and DATE rules, but the dis-r-
... 
tribution of the mean values indicates that further testing 
would probably show that the DATE(S) rule is the better of 
the two. 
2. The DATE rule minimized the average and total1 lateness days 
of job-lots in the shop. The DATE(S) r~le gives r~sults 
which fall between those of the SPT and DATE rule for 
-
· lateness days . 
. 3. Use of the DATE rule results in a signifdicant decrease 
in both the average flow time and average wait time of 
job-lots in the shop. The results of the DATE(S) rule 
fall only slightly below those of the DATE rule for these 
two measures of effectiveness. 
4. Use of the DATE rule significantly reduces the ratio of 
job-lot waiting time to machine processing time in the shop. '\a;, 
Agai~, the DATE(S) rule is second best in this respect • 
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·, 
5. Of all the rules considered, the LPT rule results in the 
highest overall utilization of facilities; but, of the ·.i 
rules for which full testing was conducted the DATE rule 
performed best and the DATE(S) rule was next. 
8. There do not appear to be any obvious or typica1 measures 
of performance for a job shop which remain invariant 
under a change in the shop scheduling procedure. 
As anticipated at the outset of the thesis experimentation, 
for every measure of performance considered the test results show 
that a significant improvement in shop performance exists when the 
work is scheduled in a rational manner over that experienced for 
random loading. These improvements are of definite economic signi-
ficance, in that it has also been shown that a reasonably simple 
to implement Loading Preference Factor can be devised which will 
"optimize" a particular measure of performance. 
As stated in Chapter IV, no attempt has been made to weigh the 
relative merits of the various performance measures; but it would 
appear that for any reasonable weight assignment to these measures 
the choice would be between the two versions of the due date de-
pendent rules (DATE and DATE(S)). 
This is not a completely unexpected result, since intuitively 
.,. 
there is something appealing about basing the scheduling of job-lots 
into a shop on their due dates out of the shop. 
\ 
' 
If an overriding premium is p~aced on minimizing the absolute 
number of late job-+ots (as versus minimizing the total lateness of 
the job-lots) then the SPT rule would be preferable to the other 
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rules tested. But, in the author's opinion, the use of this rule 
alone.could be justified only at a prohibitably high cost in ret~r-
ence to the other performance measures. 
The use of the DATE(S) rule, in which the SPT rule is used as 
a tie-breaker, would ap~ar to sufficiently include the outstanding 
characteristic of the SPT rule (minimum number of late job-lots) 
while concom_itantly maintaining a high level of the benefits of the 
parent DATE rule. 
Within the context of the production control system as described 
in Chapter III, the backward scheduling of a job-lot's release date /~ 
to the shop from its due date to stores is equivalent to the for-
ward scheduling of its due date to stores from its release date to 
the shop. That is, it is equivalent to assigning the due date to 
stores in a rational manner based on the present shop status and 
the characteristics of the job-lot itself. This is ccnsistent with 
R. W. Conway's (15) description of ,, '' internal and presumably rational 
assignment of due dates. For this case, the thesis investigation 
bears out Conway's contention that a version of the due date de-
~pendent rule would be superior for both loading the shop and as 
the local priority rule used to assure adherence to the overall 
schedule. 
.. 
Strictly speaking, the results and conclusions herein must be 
limited to job shops of 100 machines, the loading of which is done_ <\ 
on a weekly basis f1m a backlog of 3000 forecasted job-lots that 
I are generated and routed thr~ugh the shop in accordance with the 
discussion in Chapter IV. 
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·The author feels that this is- too severe a limitation and that 
the results herein may be applicable to a much broader spectrum of 
job shops. At least the grosser effects demonstrated in this study 
should give an indication of the performance attainable for many 
systems that are conceptually similar to the one described in 
Chapter III. Also, the results and conclusions would appear to be 
such as to survive the difficult transition from the sterility of 
theoretical applications to the reality of practical applications. 
AREAS OF FURTHER STUDY: 
A natural extension of the thesis would be to include the pro-
cessing of the job-lots thrq\lgh the shop as a part of an overall 
study of loading and dispatching techniques. For instance, this 
., 
study could consist of weekly loadings of the shop from the order 
backlog in LPF sequence, and daily processing of job-lots in accor-
dance with a local priority rule. In this manner the interaction 
between the loading and dispatching techniques could be studied and 
a more encompassing analysis of the job shop problem would result 
than that included in this study Qr in the literature to date. 
A st~~y of this type would be a large undertaking, but it is 
felt that the .results of such a study wou~ more than justify the 
efforts involved. 
-
Sufficient work has been performed in the area of local priority 
rules to limit the study to several obvious rules such as shortest 
processing time, slack time per operation, and due date to stores. 
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' 
Obviously, the best combination would be a LPF and a local 
priority rule which complement each other in setting due dates for 
operations and enforcing same. 
The results of this study and others show that much work remains 
to be done in the area of job shop loading and dispatching, but 
also that digital simulation can be a powerful tool in this endeavor. 
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1 11 
2 68 
"· 3 22 
_, 
4 50 
5 35 
6 23 ~ 
7 10 
8 . 12 
9 38 
10 13 
.. 
11 25 
12 16 ~ 13 11 ! 14 4 
z 15 3 .... 
Cl.l 16 30 
al 17 11 ~ 18 11 rz1 
f-t 19 14 j 20 4 
21 
22 5 
23 10 
24 8 
25 
26 6 
27 1. 
-· 
.-. 
28 
29 5 
30 5 
31 11 
32 1 
33 6 
34 1 
35 
36 11 
37 2 
38 3 
39 4 
40 6 
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TABLE 3 
FASFL-LATENBSS DISTRIBUI'ION 
Run Number 
2 3 4 5 
15 11 17 8 
58 70 72 58 
27 32 19 26 
49 38 42 44 
27 29 35 33 
17 21 17 .,26 
10 12 11 11 
4 9 12 5 
27 36 34 34 
9 12 16 7 
2.2 23 21 24 
17 18 --, 16 19 
- -
20 12 24 18 
3 7 10 . 2 
9 6 10 7 
16 22 12 14 
8 9 3" 13 
16 11 13 16 
14 13 17 12 
6 6 .6 12 
' l 5 1 2 
5 5 .,. 5_: 9 
·a 12 :7 10 4: 9 :3 5 3·· 6 
.6 2 
11. 12 9 10 
l 5 1· 3 
l 1 
4 5 6 6 
'6 4: 2 
10. 5 10 .s 
1 4 3 2 .. . 
.6: 5 5 7 '. 
l 1 2. ,3· 
1 
,' 3· 4 1 5 
:5. 7 6 2 
6 2 7 
:3 3 7 1 
.:2 3 1· 4 
~2: 
~ 
-
. -~ 
6 
14 
51 
26 
62 
22 
34 
11 
8 
32 
11 
28 
18 
18 
5 
5 
24 
9 
14 
14 
6 
3: 
7 
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.. 
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53 
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5.5 
56 
57·~, 
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58 
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2 
1 
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:l 
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. 1 . . 
l. 
1 
3 (Cont.) 
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, TABLE 4 
SPl'-LATENESS DISTRIB(J'fION 
Run Number 
l' 2 3 4 5 6 
1 5 15 8 9 5 11 .~ 
'"'' 2 . 46 33 43 51 ·41 40 
3 13 15 18 20 12 17 
4 30 28 25 27 18 33 
5 21 17 29 24 21 13 
6 17 17 18 19 17 27 
7 9 s· 11 9 9 10 
8 6 8 12 14 11 8 
9 32 26 23. 29 • 24 25 
10 13 13 17 13 11 10 
11 23 16 19 13 14 18 
-./' 
.. 12 17 11 12 21 23 8 
12 16 11 16 11 9 16 
14 4 7 5 10 12 11 
15 5 6 5 8 5 6 
16 17 16 21 19 18 14 J' 
t/l 17 10 5 4 8 15 10 ~ 18 12 · 14 16 9 21 11 ! 19 8 10 10 8 8 13 z 20 5 11 8 3 7 7 .... 
Ol 21 3 3 3 4 2 5 
r/l 22 6 7 5. 5 4 8 ~ 23 11 9 9 11 .11 11 rz1 ~ 24 5 5 8 8 4 5 25 4 -9:· 4 3 6 13 
26 8 g: 6 4 5 7 
27 5 1. 2 4 3 
2s·· · 2 r ( -~ 
-~· 
2 
29 5. 3 4 .4 a· :5 
30 5 3 :5 2 2· 4 . . 
.. 
31 6 2 ,3: 5 5 
32 6 4 ·4 1 5 .· . 
33 8 5 4 2 ,2: 8 
34 1 l 1 1 l 4 
35 1 1 1 .. : 36 l 2 :3 1 
37 1 1 4 3 3 
38 2 1 1 .3 
39 1 4 l l 4 .. 
40 2: 1 I : -: 41 
42 
43 1 
44 I 1 1 3 
---~ ~-
·- ~--•a 4-5-· ··--i - - ---. 1 
46 1 1 
47 l 
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- TABLE 5 J· 
ii· 
I DATE-LATENESS DISTRIBUI'ION .I -· .. ' . ·;. -~ ........ 
., 
Run Number J 
ll 
·![ 
1 2 3 4 5 ·6 ·;r 
":J''' 
~· 1 17 16 18 17 14 19 
2 83 84 88 86 78 84 
3 22 35 34 30 33 30 
A 67 58 59 49 45 66 
5 32 32 34 38 34 29 
c1 26 f 21 28 31 33 38 6 
7 14 14 18 14 15 14 
8 7 3 11 2 6" 3 
9 55 45 38 C... 55 35 35 
10 8 7 12 ~ 8 10 I 
-·1 
::l 11 22 24 23 26 19 21 ? 
12 9 12 12 11 20 9 
13 19 14 16 14 17 24 
14 4 9 7 7 4 5 
15 2 2 3 2 2 1 
~ 16 19 14 18 14 16 20 17 4 3 3 4 5 9 ~ 18 12 12 15 15 20 13 z 19 5 6 7 3 2 6 .... 
rJl 20 4 7 4. 8 6 5 ~ 21 3 1 4 4 5 3 z 22 1 
.l, 1 rzl E-,f 23 1 3 4 4 :ij .. 6 :s 24 2 2 l :1 
25 4 2 2 j' 
.4 5 ... 
26 3 2 1 :.3. 
27 l 2 l 1 :3: 
28 l a_: 
29 1. 
30 3 5 4 1 4 .. 
31 ·1 
t 32 9\' 3 1 2 ·2. 1 
.... 
33 2 
34 1 \ 2 
35 
36 
37 l 
.38 :2, 
l 39 . ;-
:·,·. 
·<. 
I 
:,.;/. 
r, --:-· 
·..-·:-:~:_._.- .--_ .. _., 
- .I 
1 
1 18 
2 114 
3 46 _,. 
4 93 
5 51 
6 26 
7 12 
8 4 
9 33 
10 14 
11 29 
12 12 
13 20 
14 1 
15 5 
~ 16 18 17 21 ~ 18 14 . 
.z 19 22 t-4 
rJl 20 7 
rJl 21 ~ 
z 22 6 ~ 
~ 23 6 24 9 
25 1 
26 10 
27 l 
28 
29 3 
30 4 
31 8 
32 6 
33 13 
34 l 
:,! 35 
36 6 
37 6 
38 7 
39 7 
40 18 
41 1 
42 
43 
~-- 44 -.i .. ----·-·· - ·-· 
45 3 
46 1 
47 1 
. 76 
TABLE 6 
LPI'-LATENESS DISTRIBTJrION 
Run Number 
2 3 4 
10 13 
85 111 
. 
45 36 
77 81 
46 50 
27 25 
11 11 
7 11 
41 35 
13 23 
30 32 
17 18 
15 24 
2 2 
5 9 
17 17 
10 23 
14 11 ) 
21 35 
8 11 
1 
2 1 
8 7 
10 8 
5 5 
9 11 
1 2 
4 3 
4 6 
4 8 
3 5 
14 9 
2 
6 4 
2 9 5;• 
7 3 
-
2 6 
13 13 
1 
•· 
2 1 
., 
. --2---- -- . -·-· ----~- ---- - ·- ·----- . 
5 
5 6 
2 
5 6 
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TABLE 7 
• ,;1:... ..fli,. 
_ .. 
--
NOPN-LATENESS DISTRIBurION 
- Run Number 
1 2· 3 4 5 6 
1 22 12 12 
2 119 100 110 , .. 
2 33 45 37 
4 75 76 66 
5 43 43 55 
6 22 · 21 22 
•. 7 12 12 B 
8 6 10 B 
9 39 33 46 
10 15 16 16 
11 30 37 34 
12 11 19 14 
13 23 11 25 
:~ 14 3 2 
r 15 5 4 4 I 
·.' ;':' I 16 21 -21 20 
' ~ 17 15 12 24 ~ 18 20 15 13 z 19 20 15 30 t-f 
Ul 20 5 9 14 
r/l 21 ~ 
z 22 2 2 2 ,, ~ E-4 23 7 8 8 :5 24 8 5 8 _._. 
25 3- 4 i 4 ! 26 6·: 10 8 \ 
l 27 2 2_ 2 
28 
29 2 .2 2 
30 5 ·s 7 
31 ·7 2 6 
32 7 6 5 
33 16 18 8 
34 2 
35 
36 4 4 2 
37 7 4 :_l2-
38 8 8 4 
39 9 2 7 
40 19 12 18 _, 
41 1 1 •. 
42 
43 1 
, 
44 I 3 :2: 
45 3 1· 
46 2 5 ·1 
···:5:" 47 1 2 
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-. 
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- - - -.r ··--, _----.----- • -· 
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) TABLE 8 
l DATE(S)-LATENESS DISTRIBUJ'ION J :.. 
:. '· 
•. 
Run Number 
-~-· 
1 2 3 4 5 6 
1 14 15 ~ 19 
2 74 63 70 
3 24 23 28 
4 45 50 54 .• 
I' ? 5 34 26 30 I 6 24 34 33 
f1 
7 9 14 16 
.~ 
~i 8 16 4 4 ;i: 
,[ 9 54 42 40 1'1 ') 
!'. 10 6 2 15 i I 
,· 
·r 11 30 24 23 ,, 
'! 
;( 
'T 12 7 15 10 t 13 14 16 18 ~ 14 9 12 8 
.--,_-:-• ~ 15 2 1 5 
z 16 24 16 10 
.... 17 3 5 4 CJl 18 B 16 16 ~ ~ 19 3 2 3 z ~ 20 6 :6 4 ~ 21 4 1 2 22 l 1 l, 
23 
~J' ·7 :4. 
., 24 l ·1: 
25 :. '2 :6 ··10 
.. • .. 26 
·1. 3 27 2· 
28 
.l l 
29 ~ 
30 
·2: .4 
31 
.l 
32 :2 l :~ 
;, ..... 33 
34 1 
.1. 
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FASFL 
SPT 
DATE 
LPT 
NOPN 
DATE(S) 
INF. CAP. 
- 1 2 
12.04 12.14 
12.87 12.41 
81101 7.90 
11.64 12.13 
. . 
12.01 11.82 
7.-77' 7.71 
TABLE 9 
MEAN - NUMBER OF DAYS LATE 
Run Number 
3 4 5 6 Mean 
12.58 11.83 12.64 11.97 12.20 ' 
11.89 ll.30 13. 09 13.24 12.47 
7.89 7.83 8.07 8.15 7.98 
,. 
11.87 11.88 
12.32 12.05 
8.27 8.35 8.34 8.32 
:6.70 7.05 6.84 8.38 7.41 
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Var • 
. 09 
.47 
.01 
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.00 
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TABLE 10 
VARIANCE - NUMBER OF DAYS LATE ., 
1.-.i.· 
Run Number 
1 2 3 4 5 L 
sx: FASFL 107.44 ey/09. 73 112.97 105.14 114.28 ~ SPT 92.48 86.33 81.31 78.57 87.61 ~ 
rz1 DATE 43.21 44.82 41.84 40.74 39.61 ~ 
":I i !;'.t, LPT 129.00 132.77 116.82 I'! 
~ NOPN 134.30 128.68 127 .15 flt 4 
. 
i ~ DATE(S) /1 . 39.41 39.67 .... ~ INF. CAP. 36.37 39.22 32.36 24.78 23.53 ~ 
.. 
,...-=-="--"""...:....... ~----·.:---•:..:..c·•--•,-•.?......c,~~-: ·c _.·--·-----~-.._...., .. ---, ... - .~-------------
,-. \"• . 
6 Var. of Population 
93.52 107.13 
,. 99.92 88.06 
44.85 42.63 
GD 
Q 126 .12 
130.23 
45.60 41.72 
35.65 32.28 
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TABLE 11 
J. WORK CONTENT OF SHOP 
.1 
: 
....... 
Run Number 
I 2 3 4 5 
= :FASFL 19049 19035 18964 19092 19086 t 
~ SPT 18158 18003 18099 18278 18290 
rz1 
~ DATE 19543 19372 19~84 19578 19597 ~ 
~ LPT 19892 19898 19886 
~ 
rl4 NOPN 19820 19769 19749 _; 
t:, 
l z {, t-f DATE(S) 19287 19405 ./. ~ INF. CAP. 24996 24514 24923 25190 24958 / 
';." 
., 
) 
-~-~---
l 
. 
6 Mean Var. 
19220 19074 6000 
18369 18200 15560 
19674 19525 I2280 
19892 24 
19779 890 
19494 19396 7220 
0 25387 24995 71600 
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FASFL 80.7 
SPT 76.9 
DATE 82.8 
LPT 84.3 
NOPN 84.0 
DATE(S) 
TABLE 12 
PERCENT - MACHINE UTILIZATION 
Run Number 
2 3 4 5 
·-6 
80.7 80.4 80.9 80.9 81.4 
76.3 76.7 77.4 77.5 77.8 
82.1 82.1 83.0 83.0 83.4 
84.3 84.3 
83.8 83.7 
8.17 82.2 82.6 
Mean Var. 
80.8 . 09 
77.1 .26 
82. 7 .23 
84.3 .oo 
83.8 .02 
82.2 .14 
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TABLE 13 
,• .. 
·' FLOW TIME PER JOB-LOT 
-~· 
... Run Number 
l 2 3 4 5 6 Mean Var. 
/ FASFL 11.74 11.31 11.62 11.63 11.98 11.40 11.61 .06 l. ~ ~ 
u SPT 10.22 9.96 9.90 9.52 10.26 10.13 10.00 .06 ~ 
i" 
JjQ DATE 9.40 9.18 9.15 8.98 9.16 9.09 9.16 .02 ~ . I .J ~ LPT 14.42 14.97 16.54 15.31 .81 • ~ I (4 ["' ~ I ii. NOPN 14.06 16.99 15.93 15.66 1.47 
,, i DATE(S) 
-9.·40 9 •. 22 9.26 9.29 .01 
... 
,, ~ - ' ' - ' .. -:- I INF. CAP. ·7.:.• '34: :-7 ... 23 7·,.:_tj3: 7-2i· 7.-19 7 .10 7.18 •. 01 I ..:3 . . . . . . .... •., .• 
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TABLE 14 
WAIT TIME PER JOB-LOT 
,. 
·., 
Run Number 
II 
. I 1 2 3 4 5 6 Mean Var. c:: FASFL 7.59 7.24 7·~45 7.61 7.83 7.42 7.52 .038 ~ 
)' 
tJ ~ .. 
' 
f SPT 6 ..• 70 6.56 6.65 6.26 6.78 6.70 6.61 .039 l".z1 
.004 
~ DATE 6.00 5.76 5.83 5.65 5.80 5.81 5.77 
• 
~ 
~~ LPT 9.26 9.92 11.36 
10.18 .766 
-~1r, 
~ 
~ NOPN 8.91 11 ~--~'1 10-•. 71 
10.53 1.578 ~ DATE(S) • .... 6.16 5.97 6.10 6.08 .007 ~ INF. CAP. 5:.5Q 5.41 .s.a~ 5.43 5.40 5.37 5.39 .002 .1: 
# 
. ;
.. I 
I 
,. 
"' 
_, 
. } 
!.:>' 
C\")-;m~&ii!!!I .. _....._ -. - ' -•,C-,•.· ,i - ••• -· •••••• 
I 
,, 
.J 
·,. 
;{ 
1 2 
,,. fl:: FASFL z2 .14 2.06 ~ ~ ~ SPT 1.89 1.86 
~ ~ · DATE 1.69 1 .. 64 ~ ·l 
t1 LPT 2.61 2.82 . '·, ,· gJ 
! '1 ' P4 NOPN 2.51 3.40 C, 
z 
..... DATE(S) ~ 
1-.:54 ..:t INF. CAP. 1.55 
:., 
TABJ,E 15 
WAIT TIME PER JOB-LOT MACHINE TIME 
Run Number 
3 4 5 
2.14 2.18 2.23 
1.91 l.79 1.93 
1.68 1.62 1.65 
3.27 
3.08 
1.16 1.70 
1.53 1.56 1·.54 
• 
6 Mean 
2.14 2.15 
1.93 1.89 
1.68 1.66 'G 
2.90 
3.00 
1.76 1.74 
1.55 1.55 
. l 
r 
Var. 
.003 
.002 
.001 
.076 
.136 
.001 
.000 
~·· 
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I 
OD 
CII 
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I. ' 
J 
--------------------··'. 
l 
t 
I 
_.,. 
~ 
~ 
~ 
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-----. 
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__ ]L_ - _,__ 
-- -J ·-v-
Number of 
Late Job-
Lots 
Number of 
Days Late 
Per Job-
Lot 
Average 
Wait Time 
per(days) 
Job-Lot 
Average 
Flow Time 
per(days) 
Job-Lot 
Wait 
Time/ 
Mach. 
Time 
Percent 
Mach. 
Util. 
Work 
Content 
(Hrs) 
/ 
;:--
-- ----- <I! 
Mean 
Var. 
Mean 
Var. 
Mean 
Var. 
Mean 
Var. 
Mean 
Var. 
FASFL 
489 
,3.00 
12.20 
9.28 
7. 52 
3.37 
11.61 
5. 76 
2.15 
.26 
Mean 80.8 
Var. . 09 
Mean 19074 
Var. 6000 
+First Three Runs Only 
#Last Three Runs Only 
*Inappropriate Measure 
' 
-.,. 
;J --- -
86 
TABLE 16 
DATA SUMMARIES 
* 
Loading Preferenc~ Factor 
SPT DATE LPr+ NOPN+ DATE(S)# INF.CAP. 
383 
2.50 
12.47 
47.44 
6.61 
2.86 
10.00 
6.25 
1.89 
.24 
453 660 650 
1.97 11~ 4.75 
7. 98 11. 88 f;l-2. 05 
1.25 4.01 4.25 
5.77 10.18 10.53 
.41 76.88 157.68 
9.16 15.31 15.66 
1 • 59 80 . 6 9 146 • 73 
1.66 2.90 3.00 
.06 7.58 13.55 
77 ~-1 82. 7 84. 3 83. 8 
.26 .23 0.0 .02 
18200 19525 19892 19779 
15560 12280 24 sgp 
.. 
~ 
. • .
....;. 
• 
425 
1.94 
8.32 
.13 
6.08 
.63 
9.29 
.60 
1.74 
.08 
82.2 
.14 
19396 
7200 
117 
. 
.66 
7.41 
35.32 
5.39 
.15 
7 .18 
.97 
1.55 
.01 
·* 
24995 
71600 
• 
-:..; 
~ 
I 
I I i; 
• ' j 
J 
., ,.t 
1.. : 
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:, 
r,.·, .,, 
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Number of 
Late Lots 
Late Flow 
Days 
Late Wait 
Days 
Late Mach. 
Hours 
Number of 
On Time Lots 
On Time 
Flow-Days 
On Time 
Wait Days 
10n Time 
Mach. Jlours 
-
' ;
,-cf . 
"\ ~ 
... / 
-v·-
FASFL 
499 
.. 
6010 
2390 
7325 
2501 
29208 
20386 
35286 
TABLE 17 
GROSS DATA - RUN NUMBER 1 
Loading Preference Factor 
SPI' 
392 
5048 
3080 
8216 
2608 
25611 
17012 
34395 
DATE LPT 
.J 
' 
455 j 679 
3646 7905 
2398 1450 
6831 6482 
2545 2321 
24548 35364 
15603 26332 ; 
35780 36129 
~-. 
·,~ 
_, 
-·~ 
NOPN INF.CAP. 
r 
654 115 
I 
7857 893 
1402 528 
6~52 1456 
• 
2446 
. 2885 
34329 21136 
25314 15980 
36059 14155 
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GROSS DATA - RUN NUMBER 2 
Loading Preference Factor 
SPr DATE 
- 354 439 612 
4393 3470 7422 
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I 
16899 15133 28394 
34422 35791 36316 
NOPN 
622 
7355 
1328 
6035 
2378 
43623 
34576 
36188 
INF.CAP. ' 
109 
840 
494 
1457 
2891 
20847 
15722 
40766 
I 
I 
r 
• J 
I 
I 
.; 
;r,. 
I>: 
Number of 
Late Lots 
Late Flow 
Days 
Late Wait 
Days 
Late Mach. 
Hours 
Number of 
On Time Lots 
On Time 
Flow Days 
On Time 
Wait Days 
On Time Mach. 
Hours 
FASFL 
504 
6338 
.... 
.. 
2398 
7409 
2496 
28522 
19951 
34282 
,. 
TABLE 19 
GROSS DATA - RUN NUMBER 3 
Loading Preference Factor 
SPT DATE LPT 
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Lo~ding Preference Factor 
.... FASFL SPT DATE DATE(S) INF.CAP. 
Number of 
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TABLE 21 
GROSS DATA - RUN NUMBER 5 
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Loading Preference Factor 
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FASFL SPT DATE DATE(S) 
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TABLE 22 
GROSS DATA - RUN NUMBER 6 ·J: 
·, Loading Preference Factor 
FASFL SPT DATE DATE(S) 
·I/fl. 
Number of 
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Late Flow I 
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APPENDIX 2 
THE KOLMOGOROV-SMIRNOV TWO-SAMPLE TEST 
The Kolmogorov-Smirnov two-sample test (68) is a non-parametric 
test of whether two independent samples have been drawn from the same population (or from populations with the same distribution). The 
two-tailed test is sensitive to any kind of difference in the distri-butions from which the two samples were drawn - differences in lo-
cation (central tendency), in dispersion, in skewness, etc. The 
one-tailed test is used to decide whether or not the values of the population from which one of the samples was drawn are stochastically 
' ' 
larger than tQe values of the population fran which the other sample 
was drawn. 
) The Kolmogorov-Smirnov test is concerned with the agreement between the cumulative distributions of two sets of sample values. 
If the two samples have in fact been drawn from the same pop1-1-... , ' - . lation distribution, then the cumulative distributions of both 
samples may be expected to be fairly close to each othef, inasmuch 
as they both should show only random deviations from the population distribution. If the two sample cumulative distributions are "too 
" far apart at any point, this suggests that the samples come from different populations. Thus, a large enough deviation between the 
two sample cumulative distributions is evidence for rejecting H • 
0 To apply the Kolmogorov-Smirnov two-sample test, we make a 
·1 
cumulative freq~ency distribution for each· sample 0£ observations, 
after casting the data into the same intervals for both distributions. 
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For each- interval, then, we subtract one step funct ion from the 
other. This test focuses on the largest of these observed deviations. 
Let Sn (X) - the observed cumulative step function of one of 
1 
the samples, that is, Sn (X) - K/n1 , where K - the number of scores -1 
equal to or less than X, and = the sample • And let Sn (X) n1 size. 
2 
the observed cumulative step function of the other sample, that is, 
Sn (X) = the observed cumulative step funct~_on of the other sample, 
2 
that is, sn2 (X) = K/n2 • Now the Kolmogorov-Smirnov two-sample test 
focuses on 
D = max [s (X) - Sn 001 
nl 2 J 
.. (1) 
:.fo;r ·a 9ne-tailed t-est, and on 
D = max lsn
1 
(X) - sn
2 
(x>I (2) 
f·or a two-tailed test. The sampling distribution of D is known, 
and the probabilities_associated with the occurrence of values as 
large as an observed D under the null hypothesis (that the two 
samples hav& come from the same distribution) have been tabled. 
Notice that for a one-tailed test we find the maximum value of 
Din the predicted direction (1) and that for a two-tailed test we 
find the maximum deviation irrespective of direction. This is be-
cause in the one-tailed test, H1 is that the population values fran 
which one of the samples was drawn are stochastically larger than {' 
-
-
the population values from which the other sample was drawn, whereas 
in the~two-tailed test, H1 is simply that the two samples are from 
I 
different populations. 
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' When compared with the t test, the Kolmogorov~Smirnov test has 
high power-efficiency (about 96 per cent) for small samples. 
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