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CHAPTER 1. INTRODUCTION 
The U.S. agriculture has undergone a transformation from a traditional farming 
system into a modern agricultural industry. In the 1800s, most of the activities in 
agriculture— production, supplier of farm inputs, and marketing—were all performed 
on the farms. In contrast, the modern agriculture in the 1900s is a complex of many 
activities. Farmers depend heavily on purchased inputs from non-farm sources. Farm 
machinery and equipment are more sophisticated and must be produced in factories. 
Farmers seek improved seeds and breeds, fertilizer, and pesticides from specialized 
producers. Non-farm institutions began to perform the marketing functions of agri­
cultural products both in domestic and foreign markets. 
Farm Characteristics and Problems 
Several stylized facts characterize the modern U.S. agriculture.^ One of the 
driving forces of modern agriculture is the role of research and extension in creating 
new and productive agricultural technology. Total factor productivity has increased 
from 67 in 1950 to 110.71 in 1982, or at an average annual growth rate of 1.57% (Ca-
palbo and Vo, 1988, Table 3-5, p, 106). Enormous funds have been invested in these 
^ For detailed discussions on the farm characteristics and problems, see Tweet en 
(1970, 1989); Hathaway (1963); Cochrane (1958, 1965); Heady, Diesslin, Jensen, and 
Johnson (1958); Schultz (1945). 
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activities by both public and private sectors. The agricultural research expenditures 
in U.S. Department of Agriculture, State Agricultural Experiment Station (SAES), 
and private sector have all been increasing both in the 1800s and 1900s (Huffman 
and Evenson, 1989, CMiapter 2). For example, total research funds in 1984 dollars 
for the SAES both from federal and nonfederal sources grew from only $76.1 million 
in 1915 to $927..3 million in 1985. For the Cooperative Extension, public research 
expenditures increased from $53.9 million in 1915 to $960.4 million in 1985. Private 
agricultural research expenditures increased at approximately 4.4% per year during 
the period 1950-1984. In 1984, total private expenditures were about $2.4 billion. 
The aggregate domestic demand for agricultural products in the U.S. is almost 
perfectly price inelastic and has a low income elasticity although its foreign compo­
nent maybe quite price elastic. This means that the increase in output due to tech­
nological advances may have caused an over-production in U.S. agriculture. Dvoskin 
(1987) estimated excess capacity for the aggregate output and various commodities 
during 1940-1985/^ The results indicated that excess capacity for the aggregate out­
put during 1979-1985 averaged about 6% of the potential production. However, the 
excess capacity was a much more serious problem for major crops than the rest of 
U.S. agriculture. It reached about 13% of its potential production during 1975-1985. 
In general, the excess capacity has increased during the 1980's. 
The technological advances in the modern agricultural industry require a great 
deal of investment in heavy machinery and equipment and in purchased materials. 
Among various measures of the structural transformation in U.S. agriculture, the 
^His measure of excess capacity is composed of three parts: production poten­
tial from reduced program acres (diverted production), non-commercial exports, and 
excess supply. 
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substitution of capital input for labor provides clear evidence. Table 1.1 presents 
input shares in U.S. agriculture for selected years during 1910-1986. Labors' share, 
which accounted for approximately half of all farm inputs in 1910-1940, has dropped 
to below one fifth in 1970-1986. While the input share of real estate has been 
relatively constant, the share of capital has jumped from only 27% in 1910 to 67% 
in 198C. 
Table 1,1: Input shares in U.S. agriculture, selected years (Tweeten, 
1989) 
Year Labor Real Estate C'apital 
1910 53 20 27 
1920 50 19 31 
19.30 46 18 36 
1940 44 17 39 
1950 38 17 45 
1960 27 19 54 
1970 19 23 58 
1980 14 23 63 
1986 13 20 67 
As more and more investments on capital inputs are required, "U.S. agriculture 
is overcapitalized and is experiencing some adjustment problems" (Vasavada and 
Chambers, 1986, p. 950). Most of the capital inputs invested in agriculture are farm 
specific. Thus, if there is a down-turn in agricultural output prices, it is difficult for 
farmers to adjust their capital utilization to the optimal levels. Furthermore, greater 
reliance on purchased inputs means that farmers have less share of non-purchased 
inputs (such as real estate and operator labor) on which returns can be deferred to 
absorb economic shocks. Hence, farmers are more vulnerable to changes in business 
cycles. 
4 
These characteristics may be the source of some of the problems faced by U.S. 
farmers. For example, it has been widely claimed that returns in agriculture sector 
are very low. Table 1.2 reports the rates of return on farm asset and equity (excluding 
operator households) from current income and real capital gains for the period 1970-
1988. The returns have changed, especially in the post 1970s as agricultural prices 
showed more variability. During the period 1970-1974 and 1975-1979, the total 
average rate of return on farm equity was positive and quite high, i.e., about 10.1% 
and 11.4%, respectively. During the period 1980-1984 and 1985-1988, however, the 
average return was —7.0% and -2.2%, respectively. These figures could explain the 
financial stress problem of U.S. farm in the 1980s.^ 
.Another problem concerns farmer's income. A claim is sometimes made that 
farmers are underpaid and have low income. Table 1.3 compares real personal incomes 
in 1982 dollar of farm populations to those in non-farm sectors for the period 1940-
1987. It can be seen that farmers' incomes continues below non-farmers' incomes. 
In 1940, real per capita disposable personal income of farm population was $1,699 
compared to $4,654 of non-farm population. In 1980, the figures were $7,351 for farm 
population and $9,172 for non-farm. This income gap is often cited as one factor 
causing the migration of labor out of U.S. agriculture (Barkley, 1990). However, the 
gap between the two has narrowed considerably. The ratio of non-farmers' income to 
farmers' income has dropped from 2.7 in 1940 to 1.2 in 1980. 
For a detailed discussion on the issue of farm financial stress in the 1980s, see 
the special issue of Agricultural Finance Review, Vol. 47, 1987. Johnson, Morehart, 
and Erickson (1987) provided detailed estimates on financial conditions of the farm 
sector and farm operators. 
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Table 1.2: Rates of return on farm assets and equity, 1970-1988 (U.S. 
Department of Agriculture, 1988a, 1988b, 1989) 
1970-1974 1975-1979 1980-1984 1985-1988 
Farm .4sse/5: 
Value (billion $) 339.4 640.8 955.0 735.0 
Rates of Return: 
-Current Income 4.5 2.5 1.7 4.4 
-Capital Gains 3.7 7.0 -6.3 -4.7 
-Total 8.6 9.5 -4.6 -0.3 
Farm Equity: 
Value (billion $) 281.5 534.2 774.5 575.5 
Rates of Return: 
-Current Income 4.0 1.3 -0.4 3.0 
-Capital Gains 6.1 10.1 -6.6 -5.2 
-Total 10.1 11.4 -7.0 -2.2 
Unfortunately, not all of farmers enjoy this favorable trend. Table 1.4 reports real 
incomes in 1982 dollar for various size groups of farmers, 1970-1988. For all groups, 
the real net farm incomes have decreased from 1970 to 1980 and then increased again 
afterward. However, the data show that medium and large classes of farmers are in 
general more resistant to changes in business cycles than small farmers. For example, 
in 1980 the real net farm incomes for farmers with sales above $250,000 and between 
8100,000 to $2.50,000 were respectively $175,339 and $32,177 per farm, while farmers 
with sales below $40,000 on average suffered negative real net farm incomes. These 
income data provide clear evidence that small farmers have over time drifted away 
out of the farm sector. Indeed, the data on the amounts of real off-farm incomes 
for this group support this idea. The amount has been increasing over time. For 
example, it rose from only $15,420 per farm in 1970 to $24,482 per farm in 1988. 
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Table 1.3: Real personal incomes in 1982 dollar by residence, 
1940-1983 (U.S. Department of Agriculture, various issues) 
Total Income Per Capita Disposable Income 
Year Farm Non-farm Farm Non-farm Ratio 
(million $) (million $) ( $ )  ( $ )  
1940 52,688 490,251 1,699 4,654 2.7 
19.50 72,218 720,735 2,982 5,170 1.7 
1960 54,976 1,141,798 3,251 6,030 1.8 
1970 69,898 1,994,321 6,161 8,778 1.4 
1980 .52,705 2,407,093 7,351 9,172 1.2 
1983 46,178 2,6.54,159 6,806 9,896 1.5 
This suggests that over time the small farmers are supporting their living in rural 
areas by working in non-farm sectors. 
Literature Review 
Various theories have been advanced in the literature to explain the U.S. farm 
characteristics and problems. Three of the most prominent—the agricultural tread­
mill theory, the asset fixity theory, and the adjustment cost theory—are reviewed in 
this section. 
Agricultural treadmill theory and research impacts 
The earliest explanations of the agricultural treadmill theory are associated with 
Schultz ( 1945) and Cochrane ( 1958, 1965). In explaining this theory, Cochrane ( 1965, 
p. 116) concisely wrote: 
What we have in farming is, then, the following: (1) a generous publicly-
supported research and development effort which effectively turns out an 
array of new and improved technological practices year after year; (2) 
the widespread adoption of these technologies by farmers, resulting in a 
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Table 1.4: Farm numbers and real incomes in 1982 dollar by farm size, 
1970-1988 (U.S. Department, of Agriculture, 1988a, 1988b, 
1989) 
Farm size by sales class 
$250,000 $100,000 $40,000 Less 
and to to than 
over $249,999 $99,999 $40,000 
Numbers ( 1000) 
1970 17 36 165 2,731 
1980 105 166 355 1,814 
1988 106 216 320 1,554 
Percent of all farms 
1970 0.6 1.2 5.6 92.6 
1980 4.3 6.8 14.5 74.3 
1988 4.9 9.8 14.6 70.7 
($ per farm before inventory adjustment) 
Gross farm income 
1970 1,884,198 419,925 187,775 26,188 
1980 758,566 197,424 92,305 17,388 
1988 779,053 170,971 76,662 15,698 
Net farm income 
1970 556,757 104,556 50,498 5,487 
1980 175,539 32,177 9,725 -958 
1988 275,633 46,1.30 16,127 1,195 
Off-farm income 
1970 NA NA 10,119 15,420 
1980 14,670 10,443 9,977 17,969 
1988 18,258 16,368 13,589 24,482 
Total Income 
1970 556,757 104,556 60,617 20,907 
1980 190,210 42,620 19,703 17,012 
1988 293,891 62,681 29,716 25,676 
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sustained increase in the aggregate production of the farm food products; 
(3) expanding supplies which press against a slowly expanding and in­
elastic aggregate demand for food and create a strong downward pressure 
on farm prices; (4) a downward movement in farm food product prices 
which is not able to bring about readily a reduction in supplies offered 
on the market and thus put a brake on falling prices, because resources 
employed in farming move sluggishly in response to changes in price level; 
and (5) since the inflow of new and improved technologies has exceeded 
the outflow of conventional resources employed in farming, there has, ex­
cept in wartime, been a price-depressing surplus year after year. This is 
the general theory of a chronically maladjusted farm sector. 
Thus, the key of the argument is the role of technological advances in continuously 
increasing farm productivity and output. Together with price inelastic and low in­
come elasticity of domestic aggregate demand and slow resource adjustments, these 
have been the factors causing the problems of low incomes and rates of returns in 
U.S. farm sector. 
One reason for the continuous increase in the agricultural research spending is 
that returns on such investments are very high. Many studies have investigated the 
impacts and returns of agricultural research using various approaches: the input-
saved approach, the surplus approach, the production approach, and the profit func­
tion approach.'^ Schultz (1953, pp. 114-122) used the input-saved approach in a 
first major attempt at quantifying the returns to investment in agricultural research 
during 1910-1950. The procedure was to calculate the value of inputs saved in agri­
culture resulting from improved and more efficient production techniques. The result 
showed that the resources saved were worth much more than the total of all public 
research and extension expenditures for the whole period under study. 
'^For surveys; see, among others, Huffman and Evenson (1988, Chapter 11), Norton 
and Davis (1981), Schuh and Tollini (1979), and Peterson (1971). 
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Schultz's method provides the basis for the consumer and producer surplus ap­
proach of measuring the welfare effects and distributional impacts of agricultural 
research.^ It is assumed that the technological innovation resulted from agricultural 
research shifts the supply curve to the right. This results in increasing production 
and reduction in price of the product. Thus, consumers benefit from having more of 
the product available at lower price while producers may benefit from the reduction 
in costs of production. The net benefit measures the returns of agricultural research 
for the whole society while the surpluses of consumers and producers (if any) reflect 
its distributional impacts. 
This approach has been applied for a number of commodities and countries. 
Griliches (19.58) was the first to calculate the loss in net social surplus if hybrid corn 
were to disappear under the extreme cases of perfectly elastic and perfectly inelastic 
supply curves. Peterson (1967) developed a formula for estimating net social surplus 
changes for poultry research in U.S. agriculture without supply and demand elasticity 
restrictions. Ayer and Schuh (1972) extended the analysis to estimate internal rate 
of return of Brazilian cotton seed research when the supply curve depends also on 
previous year's price. 
A kino and Hayami (1975) employed a similar approach for calculating social 
benefits and distributional impacts of rice-breeding research in Japan. Scobie and 
Posada (1978) provided an interesting study of the incidence of research costs and 
benefits among upland producers, irrigated producers, and consumers in various in­
come groups in Columbian rice production. Flores-Moya, Evenson, and Hayami 
'^In fact, what Schultz calculated was the consumer surplus resulting from the sav­
ing in inputs under completely elastic supply curve and completely inelastic demand 
curve. 
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(1978) estimated the social returns to rice research in the Philippines and the spill­
over eflects to other rice-producing countries in the tropics.® 
The production approach utilizes statistical methods for estimating the pro­
duction function in which agricultural research is among the inputs. This method 
provides a means for statistically isolating the effects of various types of research 
expenditures, together with the effects of other inputs, on productions. Furthermore, 
it calculates a marginal rate of return rather than average return as in the two pre­
vious approaches. A marginal return is more useful to decision makers reviewing the 
allocation of research expenditures. 
Griliches (1964) was probably the first to apply this approach. He inserted 
education, research and extension variables into a Cobb-Douglas production function 
for U.S. aggregate agricultural output. Evenson (1967) improved upon the analysis 
by developing a length and shape of the time lag reflecting the impact of research 
expenditures on output. Rather than using a lagged expenditure or an average of 
past expenditures as in Griliches ( 1964), he provided an economic rationalization and 
statistical evidences for using an inverted V with a mean of 7 years for converting 
past research expenditures into research stock variables.' 
®Current studies that employed consumer-producer surplus approach are Bengston 
(1984) for structural particleboard research and Norton, Ganoza, and Pomareda 
(1987) for Ave commodities in Peru. Holloway (1989) investigated distributional re­
search impacts in a multistage production system. Lindner and Jaret (1978) provided 
a generalized formula for measuring the research benefits. 
'The model has also been applied to countries other than U.S., e.g., Evenson 
and Kislev (197.3) for 64 wheat and 49 maize growing countries and Evenson (1974) 
for 13 wheat-, 12 rice-, and 20 cereal-Asian-Middle Eastern countries. They used 
the number of scientific publications as a proxy for the knowledge resulted from 
agricultural research. 
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The efficiency aspects of the spatial allocation of public agricultural research 
and extension in the U.S. were studied in Cline and Lu (1976). Using data for the 
ten production regions from 1930 to 1972, they calculated the rates of return to 
public sector research and extension for each region. They found that the rates vary 
across regions indicating the inefficiency of research fund allocation across regions. 
Bredahl and Peterson (1976) enriched the analysis by estimating the rates of return 
per commodity groups (cash grains, poultry, dairy, and livestock) and states. They 
also found that the rates vary across commodity groups and states.® 
Havlicek and White (198.3) also employed the production function approach for 
estimating the interregional transfer of agricultural research benefits in U.S. agricul­
ture. Using data from 1977 to 1981, the results indicated that some regions have a 
greater capacity for exporting while some other regions have a greater capacity for 
importing agricultural research results. Of the ten production regions, the Northeast 
had the lowest marginal product per dollar invested and the lowest internal rates of 
return to investment in agricultural research. 
One objection to using the production approach for estimating the returns on 
agricultural research is that it does not incorporate the economic behavior of farmers 
in the analysis. Thus, a more appropriate approach is to use the dual profit anal­
ysis as in Huffman and Evenson (1989).^ Using a quadratic profit function, they 
®Norton (1981) revisited Bredhal and Peterson (1976) analysis for the 1969 and 
1974 census year to investigate the stability of the research coefficients. He also 
included variables that account for research spillover, weather differences, and land 
quality differences across states. He found that the research coefficients for cash 
grains, dairy, and livestock were statistically non-different between 1969 and 1974, 
while for poultry was inconclusive. 
^Seldon and Newman (1987) also used a dual approach in estimating the marginal 
internal rate of return of public research in the softwood plywood industry. Seldon 
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estimated output supplies and factor demands which include some research and ex­
tension variables for U.S. cash grain farms. The research stock variables were for 
both public and private sectors. The results showed that both public and private 
research had caused relative input bias effects in favor of fertilizer usage and against 
farm labor and machinery inputs and had output bias effects in favor of soybean 
relative to wheat and feedgrain. 
Evenson. Waggoner, and Ruttan (1979) provided a synthesize of the studies on 
estimating the contribution of agricultural research investment to test the consistency 
of the economic returns that have been calculated. Table 1.5 reports the estimated 
rates of returns from studies which focused on U.S. agriculture. It can be seen there 
that almost all investigators reported high returns on agricultural research, well above 
the 10 to 15% usually realized on a typical investment. Furthermore, the pattern of 
high returns extends across commodities confirming the consistency of the results. 
This result provides a clear evidence of the under-investment in U.S. agricultural 
research. 
The asset fixity theory 
The theory of asset fixity was initially suggested by G.L. Johnson (1958), devel­
oped formally by Edwards (1959), and made popular by Hathaway (196.3). It was 
initially developed to explain a tendency in U.S. agriculture to maintain high aggre­
gate production in the face of a down-turn of real product prices. This stylized fact 
is often referred to as irreversible supply response in agriculture. Furthermore, the 
theory has also been used in examining why and to what extent agricultural assets 
( 1987) combined the profit function and the surplus approaches for estimating welfare 
gains from research in the forest product industry. 
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Estimates of annual return (%) from investment in 
agricultural research (Evenson, et. al., 1979) 
Year Commodity Period 
Surplus Approach 
1958 Hybrid corn 1940-1955 
1958 Hybrid sorghum 1940-1957 
1967 Poultry 1915-1960 
1977 Aggregates 1937-1942 
1947-1952 
1957-1962 
1957-1972 
Production Approach 
1964 Aggregates 1949-1959 
1967 Poultry 1915-1960 
1968 Aggregate 1949-1959 
1977 Aggregate 1938-1948 
1949-1959 
1959-1969 
1969-1972 
1976 Cash grains 1969 
Poultry 1969 
Dairy 1969 
Livestock 1969 
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are fixed. These two in turn help in explaining the low resource returns in the farm 
sector. 
According to this theory, a farm asset is classified as fixed if its marginal value 
product in its current use does not justify an acquisition or disposition of its extra 
unit. That is, the marginal value product of a fixed asset is bounded by its current 
acquisition cost and its current salvage value. If the difference between the two 
increases, the asset is more fixed. Formal definition of investment and disinvestment 
follow easily. If, at the margin, the current acquisition cost of an asset is less than 
the marginal value product, investment is profitable. However, if the current salvage 
value exceeds the marginal value product, it pays to disinvest. 
The link between asset fixity and supply response can then be derived since 
factor use is closely related to output supply function. In particular, for relatively 
small output price changes, most fixed assets will remain fixed and one would expect 
an inelastic price response. For larger price changes, however, it may be profitable for 
farmers to invest more on the fixed resources. Since the farm structure is adjusted to 
its new optimal level, the marginal cost will shift downward to the right and causes 
a kinked output supply with a more elastic segment. Non-reversibility of supply 
response emerges as such resources become fixed at a new level. That is, should 
the output price revert to the initial level, the fixity of the asset forces farmers to 
produce a greater output level compared to the one before the new investment. In 
other word, the fixed resources have placed farmers in an over-production trap (G.L. 
Johnson and Quance, 1972). 
Although the asset fixity theory developed neatly the linkages between asset fix­
ity and the irreversible asset response, numerous criticisms have attacked particularly 
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on its acl-hoc operational definition. The debate is both on empirical and theoretical 
point of views. On empirical ground, Chambers and Vasavada (1983) attempted to 
test the asset fixity theory by utilizing Fuss (1977) method of testing a putty-clay 
technology. Using the U.S. agricultural aggregate data, the results showed no fixity 
in capital, labor, or materials. In commenting on this result, Edwards (1985) argues 
that the putty-clay technology employed by Chambers and Vasavada (1983) bears 
no resemblance to the asset fixity theory proposed by G.L. Johnson (1958, 1982). 
In addition, some degree of disaggregation is required to investigate the role of fixed 
assets in productions. 
On theoretical ground, M.A. Johnson and Pasour (1981) criticized the asset 
fixity theory on its use of historical acquisition cost in judging whether an asset is 
fixed. A rational producer, they claim, bases his (her) decision on current opportunity 
cost and thus the theory is incompatible with rational behavior. In his reply, G.L. 
Johnson (1982) clarified that, in the asset fixity theory, it is the equality between 
current opportunity cost and the marginal value product that a rational producer 
seeks in choosing an optimal output. The current acquisition cost/salvage price 
differentials are used in classifying fixed assets and in deciding the new investment. 
Bradford (1987) also criticized M.A. Johnson and Pasour (1981) for ignoring the role 
of inter-temporal opportunity costs in a firm's optimal investment decision making. 
The adjustment cost and dynamic duality theory 
The adjustment cost hypothesis also attempts to explain why there exists some 
forms of fixity in farm resources. Rather than using the acquisition costs/salvage 
value in defining resource fixity, however, the adjustment cost theory relates the 
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response of quasi-fixed inputs to changing opportunity costs.In particular, an 
input is called quasi-fixed if farmers can not adjust it instantaneously to its optimal 
use due to high adjusting costs. Thus, farmers would balance between the benefits 
of adjusting the inputs and these high adjustment costs. This results in a slow 
adjustment of these inputs over time. 
There are many reasons why the slow adjustment of quasi-fixed inputs are ap­
propriate in the agricultural sector. In this regard, Heady and Tweeten (1963, p. 
68-69) wrote: 
Time itself and the durability of resources help to prevent it. Farmers 
do not discard a building, machines and power units as soon as more 
efficient ones are developed, Capital limitations ...also prevent im­
mediate adoption .of new input forms where large new investments are 
required. The existence of uncertainty also discourages "immediate adop­
tion" where the return on a durable resource purchased in the current 
period depends on product prices and productivities (weather, technol­
ogy) in future periods The process of acquiring knowledge gives rise 
to lagged response for agriculture in aggregate as it responds to changes 
in prices and production coefficients Institutional arrangements in 
farm size, tenure and contract arrangements and other customs also alter 
the time path describing response in inputs and outputs to changes in 
technical economic variables. 
These factors may cause a distributed lag in the adjustment of resources to changes 
in prices, technology, and other shocks. Hence, the response elasticity in the long-run 
is in general greater than in the short-run. 
The early attempts to incorporate the adjustment cost theory in the study of 
input demands are in the form of univariate partial adjustment models. This is a 
^^In the adjustment cost theory, all inputs are regarded as variable in the long-run. 
The fixity of some inputs exists only in the short-run. Thus, the term quasi-fixed 
input is often used rather than fixed input. 
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straightforward application of the Nerlovian partial adjustment model to the desired 
input demands derived from a static model. Griliches (1960) provided an excellent 
empirical study using this specification on the demand for farm tractors in the U.S. 
for 1921-1957 period.The study showed that the adjustment coefficient is about 
0.17 and thus supports the adjustment cost hypothesis. 
Perhaps the most extensive use of the univariate partial adjustment model in the 
study of resource demands is in Heady and Tweeten (1963). They applied this model 
to estimate the demand functions for hired labor, family labor, and operating inputs. 
They also provided ten modifications on the model and applied them to estimate 
the investment demands for machinery and equipment and for plant and equipment. 
Their results showed that in general the adjustments of labor and operating input 
are rapid (the adjustment coefficients are around 0.8) while of the farm structure is 
rather slow (the adjustment coefficient is around 0.2).^^ 
There has been a growing literature in economic theory attempting to ratio­
nalize the ad-hoc partial adjustment model. Eisner and Strotz (1963) developed an 
optimizing behavior of the firm which leads to a univariate partial adjustment model 
of investment demand. They postulated that the adjustment lags of the capital are 
due to the concavity of investment cost functions (e.g., a quadratic form). The firm 
Cromarty (1959) estimated the farm investment demands for tractors, machin­
ery, and trucks for 1923-1954 period. He included lagged stock in his specification 
for machinery but not for tractors and trucks. Theoretical justification in term of 
adjustment cost hypothesis was not provided. 
^^Other studies are worth-mentioning. Penson, Romain, and Hughes (1981) derived 
an intertemporal rental price in their empirical study of investment demands for 
tractors. Lamn (1982) applied several macroeconomic models of investment demand 
to real farm investment. Another model is based on mathematical programming 
applied to farm investment and replacement (e.g., Reid and Bradford, 1987). 
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is assumed to maximize the value of the firm and hence the model reduces to a 
dynamic optimization problem. The univariate partial adjustment model of invest­
ment demand is obtained by a linear approximation to the Euler equations from the 
optimization problem. 
Eisner and Strotz's formulation has been subjected to various extensions and 
criticisms. Using similar model, Lucas (1967a) extended the model to the case of 
an arbitrary number of quasi-fixed inputs. A multivariate flexible accelerator model 
was then derived. Since the adjustment matrix in this model will not in general 
be diagonal, the rate of adjustment of an input depends on the difference between 
desired and actual stocks of all capital goods. However, the equivalent of the desired 
capital stocks derived from this model with the one from the static model is still 
maintained as in Eisner and Strotz (1963). In particular, they are symmetrically and 
negatively related to factor rents. 
Gould (1968) showed that the results in Eisner and Strotz (1963) and Lucas 
(1967a) depend crucially on the assumption of static price expectation. When time 
dependent prices are introduced, the investment path is no longer a simple geometri­
cally declining distributed lag. Furthermore, the investment demand will depend on 
the entire path of prices. 
Treadway (1971) and Mortensen (1973) pointed out that in general the desired 
capital stocks implied by the dynamic adjustment model is not similar to that based 
on the static model. Although the rental price effects on the long-run capital stocks 
are negative, they are not necessarily symmetric. The clear-cut results in Eisner and 
Strotz (1963) and in Lucas (1967a) is a consequence of the separability assumption 
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of the production and investment decisions in those studies.Finally, Tread way 
(1974) indicated that the adjustment matrix derived from this model depends on the 
desired capital stocks and relative prices. 
The relationship between the dynamic adjustment cost theory and the optimal 
variable input demands, the investment demands for quasi-fixed inputs, and output 
supplies has also been analyzed in economic theory literature. For example, Lucas 
( 1967b) derived some properties of these optimal solutions under the assumption that 
the production is weakly separable to investment rate and homogeneous of degree 
one.^'^ He showed that the variable input demand is negatively sloped and that 
the investment demand for the quasi-fixed input is negatively related to its relative 
prices, interest rates, and wage rates. However, the slope of output supply curve in 
the short-run can not be determined a priori. 
Tread way ( 1969) generalized Lucas' analysis to consider behavior in regions of in­
creasing returns-to-scale but still maintained the separability assumption. He showed 
that the investment demand is still inversely related to interest rates and quasi-fixed 
input rental rates. However, its response to a wage rate change is unknown a priori. 
It will increase or decrease depending on whether the cross marginal product between 
capital and labor is negative or positive. 
The case of non-separable between production and investment decisions was in­
vestigated fully by Tread way (1970). The study showed that the negatively sloped of 
l^That is, the production function is of the form, F { L , K , I )  —  F { L , K )  —  C { I ) ,  
where is a variable input and K is a quasi-fixed input which grows at a gross 
investment rate /. 
l^That is, the production function F { L , K , I )  =  F { K , L )  —  C ( I )  and is linear 
homogeneous in £, A', and I. Note that this restriction does not imply constant 
return to scale in the usual case. 
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the long-run demand for quasi-fixed input still holds, although its short-run property 
is difficult to assess. However, he was unable to demonstrate that (a) the demand 
curves for variable inputs are non-positively sloped either in the short-run or long-
run, (b) the output supply curve is non-negatively sloped either in the short-run 
or long- run, and (c) the short-run effects are less elastic than the long-run effects. 
In addition, the symmetric long-run variable input demand only attains when the 
variable input and the investment rate are separable in the production function. 
Although the primal model of dynamic optimizing firm behavior has provided 
a sound theoretical analysis, it has not made the task of econometricians seeking 
empirical analyses easier. The researchers usually have to assume a functional form 
either for the production function or the quasi-profit function and then derive the 
optimal solutions for the factor demand, investment demand, and output supply func­
tions. For instance, Nadiri and Rosen (1969) used a Cobb-Douglass type production 
function for their study of interrelated factor demand functions in the manufacturing 
sector based on the multivariate flexible accelerator model. Meese (1980) assumed 
a quadratic production function in his empirical study on dynamic factor demands 
for labor and capital under rational expectations. Finally, Lopez (1985) utilized 
a normalized quadratic quasi-profit function for his study on supply response and 
investment in Canadian food processing. 
The empirical analysis of the dynamic adjustment model has benefitted from the 
inter-temporal duality theory of the firm developed recently. McLaren and Cooper 
(1980) was the first to formulate the inter-temporal duality between the short-run 
quasi-profit function and the optimal value function. The properties of the profit 
and value functions are derived. The optimal investment function, variable input 
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demand, and output supply can then be derived easily from the value function using 
the dual relationships. 
Epstein (1981) generalized the analysis to the dynamic duality between produc­
tion and value functions. He discussed the issue of flexible functional forms of the 
value function and provided some functional forms which are useful for empirical 
analysis. Although the optimal solutions will in general be non-linear in parameters, 
these theoretical developments have given a solid basis for the empirical analysis in 
this area. 
The dynamic duality theory has been applied both for non-agricultural and agri­
cultural sectors. Epstein and Denny (1983) estimated the multivariate flexible ac­
celerator implied by the theory for U.S. manufacturing sector. In another instance, 
Bernstein and Nadiri (1989) used the theory to investigate the research and develop­
ment intra-industry spillovers in non-agricultural sectors. 
In the agricultural sector, the dynamic duality theory has also been applied to 
estimate the investment demand functions for quasi-fixed inputs (Taylor and Monson, 
1985; Lyu and White, 1985; Vasavada and Chambers, 1986; Vasavada and Ball, 
1988; Howard and S hum way, 1988). The analysis usually focuses on investigating 
the nature of slow adjustment in farm resources and testing the quasi-fixity of these 
inputs. Vasavada and Chambers (1986) also incorporated variable input demand 
and output supply functions for U.S. agriculture while Howard and Shumway (1988) 
provided similar analysis for U.S. dairy industry. The dynamical nature of price 
responses are then estimated in term of short-run and long-run price elasticities. 
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Statement of the Problems 
The literat ure reviewed in the preceding section shows that most of the empirical 
studies have been partial. Specifically, they have not incorporated simultaneously 
the role of agricultural research and the slow adjustment nature of farm resources 
in U.S. agriculture. For example, almost all of studies on measuring the returns on 
agricultural research are based on the static model. Although it is useful for a first 
approximation, these studies have an unduly serious limitation. In the profit function 
approach, the effects of fixed inputs and agricultural research are generally inserted 
as additional variables in equations for variable input demands and output supplies. 
Both theoretical justification and empirical analysis of farmers' behavior in deciding 
the optimal rates of investments on those fixed inputs are ignored. This is a serious 
drawback because U.S. agriculture becomes more and more capital intensive, and 
thus the investment decisions on fixed inputs should be an important ingredient of 
the analysis. 
The empirical analysis based on the dynamic duality theory has been success­
ful in portraying the slow adjustment of some farm resources in U.S. agriculture. 
However, a few studies have analyzed the impacts of agricultural research using this 
theory. Most previous studies included a time trend to represent technical changes 
(Taylor and Monson, 1985; Vasavada and Chambers,, 1986; Vasavada and Ball, 1988; 
Howard and S hum way, 1988). Although this is a standard practice derived from 
static models, "this naive approach is not acceptable in a dynamic framework" (Lar­
son, 1989, p. 799). This is because, when farmers expect technical changes to occur 
continuously over the planning horizon, the optimal solutions will in general depend 
also on the changes in the marginal current value of such technological impacts due 
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to changes in prices. More importantly, this type of analysis ignores the important 
role of research expenditures both by public and private sectors in generating the 
technological advances in U.S. agriculture. 
The only study which incorporates both the slow adjustment of farm resources 
and the impacts of research expenditures is Lyu and White (1985). Using time series 
and cross section data covering the period 1949-1979 and ten production regions, they 
computed the elasticities of output and inputs with respect to a public research and 
extension variable. The analysis with multi-outputs, private research expenditures, 
and at state-level data, however, has not been conducted. In addition, they did 
not investigate in detail the nature of slow adjustment and inter-dependency in the 
adjustment of the quasi-fixed inputs under the presence of such research expenditures. 
.Another issue concerns the presence of serial correlation in the disturbances. 
Most previous studies based on the dynamic duality theory assume that the errors 
are serially uncorrelated. This is a rather restrictive assumption because one has to 
use time series data to fit this model, and thus the presence of serially correlated errors 
seems likely. Furthermore, there are lagged effects in the system. Since the errors are 
intended to capture left-out variables, it is common to suspect the presence of lagged 
effects in the errors too. In any case, it would be interesting to investigate the effects 
of such autocorrelations on the results of resource adjustments, price responses, and 
research impacts. 
The final issue relates to the assumption about price expectation formation. 
Most previous studies for U.S. agriculture have assumed static price expectations. 
Although this is a good start for conducting the analysis, the robustness of the 
results to the expectation assumption needs to be investigated. Other alternative 
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price expectation schemes need to be experimented and their effects on the empirical 
results need to be analyzed further. 
Purposes of the Study 
The purpose of this study is to provide further economic and empirical analy­
ses of resource adjustments, dynamic price responses, and research impacts in U.S. 
agriculture using the dynamic duality theory. Both public and private research stock 
variables will be incorporated in the theoretical analysis and thus appear as additional 
explanatory variables in a system of investment demand equations for the quasi-fixed 
inputs, the dynamic variable input demand functions, and the dynamic output sup­
ply equations. The empirical analysis consists of two main parts. The first part 
focuses on estimating the investment demand equations for the quasi-fixed inputs. 
The nature of slow adjustment in the farm resources and their intr''r-dependencies 
in the adjustment will be analyzed in greater detail. The second part focuses on 
estimating the dynamic price responses and the impacts of research variables under 
the slow adjustment nature of the quasi-fixed inputs. 
The analysis is based on a dynamic multiproduct model. There are two major 
groups of outputs: crops and livestock. The nature of resource adjustments will 
be investigated for automobiles and trucks, tractors, other equipments, and service 
structure (i.e., building and fencing), land, and labor. For estimating the dynamic 
price responses and research impacts, the inputs will be classified into four groups: 
labor, land, capital, and intermediate inputs. The data are at state-level covering 42 
states from 1950 to 1982. All the data are taken from Huffman and Evenson (1988). 
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Objectives of the Study 
Specifically, the objectives of the study are: 
1. to present an economic model of farm decision making based on the dynamic 
duality theory which incorporates both the role of agricultural research and the 
slow adjustment of some farm resources, 
2. to estimate the investment demand equations for a set of quasi-fixed inputs and 
investigate the nature of slow and inter-dependency in their adjustments, 
3. to estimate the short- and long-run price elasticities of output supplies and 
factor demands, 
4. to estimate the short- and long-run elasticities and direction of technical changes 
due to public and private research expenditures, 
5. to investigate the presence of serial correlations in the model and analyze its 
effects on the resource adjustments, dynamic price responses, and research im­
pacts, and 
6. to propose some alternative price expectation schemes and analyze their im­
pacts on the empirical results. 
Organization of the Study 
This dissertation is divided into seven chapters. After introduction in this Chap­
ter, Chapter 2 presents the economic model employed in this study. The model that 
incorporates both the adjustment cost problems and the research impacts is based on 
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the dynamic duality theory for multiproduct farms. An alternative price expectation 
scheme is proposed and its effects on the model is derived. Since the data are for 
state-aggregates, the aggregation problem is also discussed. 
After descriptions of the data and sources are given in Chapter 3, Chapter 4 
develops the econometric model of the study. First, a functional form will be se­
lected. Next, the econometric specification for the investment demand functions for 
quasi-fixed inputs will be presented. Some parameter restrictions on the investment 
demand equations for testing the input quasi-fixity and input inter-dependency are 
derived. The specification for the complete system is then provided. Some formulas 
for deriving price and research elasticities are then derived for both short-run and 
long-run. The Chapter concludes with discussions of the estimation procedures. 
Chapter .5 and 6 report the empirical results for U.S. agriculture. The results 
from estimating the investment demand equations for the quasi-fixed inputs are pre­
sented in Chapter 5. It includes an analysis of test results of input quasi-fixity and 
inter-dependency in resource adjustments. The effects of serial correlations in the 
residuals are investigated. Chapter 6 presents the results for the complete system of 
investment demand equations, variable input demand equations, and output supply 
equations. The dynamic price responses and the nature and direction of research 
impacts are then analyzed. The Chapter includes also analyses of the effects of al­
ternative price expectation schemes and serial correlations in the residuals. 
Chapter 7 summarizes and concludes the study. It also discusses some policy 
implications of the findings. 
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CHAPTER 2. THE ECONOMIC MODEL 
In summarizing the characteristics of the U.S. agriculture industry, Hathaway 
(1963, p. 126) mentioned 5 stylized facts: 
They are : (1) a highly inelastic demand for product; (2) a low income 
elasticity for products; (3) rapid rates of technological change which in­
crease the physical productivity of certain inputs; (4) a competitive struc­
ture; and (5) a high degree of asset fixity which reduces resource mobility 
from the industry. 
The first two characteristics correspond to the nature of demand for agricultural 
products. Note that exports of U.S. agricultural products are now much more im­
portant than in 1963 so that the total demand, both domestic and foreign, may be 
more price elastic nowadays. Characteristic (3) and (5) are factors that influence the 
ability of farmers in supplying the products. Characteristic (4) describes the mar­
ket environment where these demand and supply forces are operating. A complete 
modelling of U.S. agriculture must considers these characteristics in the analysis. 
This study is about farmers' behavior in adjusting farm resources and in sup­
plying agricultural products. An appropriate model for this analysis should take into 
account both the quasi-fixity nature of some farm resources and the effects of techno­
logical advances generated from agricultural research expenditures. The adjustment 
cost and dynamic duality theory can be extended to fulfill this need. In particular, 
the idea that there are high adjustment costs for certain inputs in this theory can 
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explain the over-capitalizing feature of U.S. agriculture. By incorporating the effects 
of agricultural research into the analysis, a much richer model can fit perfectly in 
explaining these two characteristics. 
Model Set Up 
Lucas (1967b) indicated that there are two ways to build the adjustment cost 
hypothesis into a dynamic optimizing model of the firm. The internal adjustment cost 
view is that firms suffer short-run output losses when adjusting their stocks of quasi-
fixed inputs from one period to another. This may be because there are high costs 
for installing such inputs or there is a learning period before such inputs contribute 
directly to the production process. The external adjustment cost view introduces a 
non-linear concave investment cost function into the analysis. This can be justified 
by the presence of imperfect markets for capital goods. However, as indicated by 
Treadway (1970) and Mortensen (1973), the mathematical formulation of the two 
models can be unified. He pointed out that the internal adjustment formulation is 
more general and that the external adjustment cost assumes a separability between 
production and investment decisions. 
In terms of a multiproduct firm, the transformation function of the internal 
adjustment cost view takes the following form: 
(/o = r(r,A',z:,/,Z) (2.1 ) 
Here i/q is the first output, Y is a vector of other outputs, fis a vector of variable 
inputs, and K is a vector of quasi-fixed inputs which grow at gross investment rates 
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/. Thus, 
k = 1 + 6K (2.2) 
where A = d k j d t  and 6 is a constant depreciation rate. Quasi-fixed inputs are fixed 
in the short-run but variable in the long-run. Z in (2.1) reflects technological effects 
on production. In this study, it consists of agricultural research variables. Unless 
mentioned otherwise, all variables depend on time, t. To avoid tedious notation, the 
time subscripts will be mentioned only when it is necessary. 
The presence of an investment variable / in the transformation function (2.1) 
reflects the adjustment cost problems in U.S. agriculture. To see this, consider the 
marginal change of the i-th output when the j-th quasi-fixed input is augmented or 
depleted, dYildlj. In the absence of adjustment costs, this derivative would be zero 
as adjusting the j-th quasi-fixed input would not be penalized. The transformation 
function (2.1) then reduces to the form usually encountered in static models. In the 
presence of adjustment costs, however, this derivative will be negative since adjusting 
the j-th quasi-fixed input decreases current outputs. Here the adjustment costs are 
measured in terms of forgone outputs and thus internal. 
Facing adjustment problems with their quasi-fixed inputs and technological ad­
vances, farmers are assumed to select their optimal levels of variable inputs, invest­
ment rates for their quasi-fixed inputs, and the levels of output supplies so as to 
maximize the value of their farms. The value of a farm can be represented as a 
present discounted value of current and future net earnings.^ This implies that at 
^ Recall that in the finance theory, the value of a firm equals to the present dis­
counted value of current and future dividends. Since in the agriculture, farmers act 
in general as both the managers and the owners, the dividends will exactly be equal 
to the net earnings. 
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any period farmers are accumulating some part of their earnings to finance their 
investments on the quasi-fixed inputs. Equivalently, if the farmers finance their in­
vestments by borrowing from the banks, the net earnings are the amounts that they 
must put aside to pay back their debts. 
Mathematically, at time /q a representative farmer solves a problem of dynamic 
optimization: 
yoo 
V ( p ,  w . q , K ^ Z ]  =  M a x ^ Y  I  / )  e"' { p Y  -  w  L  —  q  K ) d t  (2.3) 
subject to (2.1), (2.2), and /v(0) = Kq- Here p, w, and q  are appropriately dimen­
sioned vectors of normalized (with respect to the first output price) output prices, 
variable input prices, and quasi-fixed input rents, respectively, while r denotes a 
constant discount rate. Thus, the quantity in the parenthesis is the net earning ac­
cumulated in each period.^ It is measured as the difference between sale revenues 
above the costs for purchasing variable inputs and renting quasi-fixed inputs. 
' V ..... 
static Price Expectation 
Assume for the moment that the representative farmer has a static price ex­
pectation in the sense that the relative prices observed at the base period are to 
persist indefinitely. That is, all of p, w, and q in (2.3) are independent of time. This 
assumption can be rationalized as follows. At each base period, the farmer observes 
prices and uses them to solve problem (2.3). As the base period changes, the farmer 
updates his (her) expectation since new information is acquired so that previous de-
^Alternatively, the problem could as well be represented in term of cash flow, 
i.e., by replacing q'K with v'I where v is the price of the investment. However, by 
selecting q = i'(r + S) both problems are identical. 
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cisions are no longer optimal. Only that part of decision corresponding to each base 
period is actually implemented. The analysis will be extended to incorporate some 
alternative price expectation schemes in a later section. 
If the farmer produces only a single output and if there is a separability between 
the output and inputs, the transformation function (2.1) could be represented as 
a production function, y — F{K, L, I, Z), and could be inserted in problem (2.3). 
In this case, Epstein (1981) has shown that, by assuming regularity conditions on 
F ( K y  L ,  I ,  Z ) .  t h e r e  i s  a n  i n t e r - t e m p o r a l  d u a l i t y  b e t w e e n  t h e  p r o d u c t i o n  f u n c t i o n  F  
a n d  t h e  v a l u e  f u n c t i o n  V .  I n  p a r t i c u l a r ,  i f  t h e  p r o d u c t i o n  f u n c t i o n  s a t i s f i e s  F  >  0 ,  F  
is twice continuously diflerentiable, Fj^ > 0, Fj^ > 0, Fj < 0, F is strictly concave 
in L and /, and that a unique solution to (2.3) exists, then the value function obeys 
V > 0, I' and are twice continuously differentiable, > 0, and V is convex in 
w and q. See Epstein (1981) for details and proofs. 
In a multiproduct farm, however, it is often convenience to think of the problem 
(2.3) as a two-stage optimization problem as suggested by McLaren and Cooper 
(1980). In the first stage, for given stock of quasi-fixed inputs K and their investment 
rates /, the representative farmer chooses optimal levels of variable inputs L* and 
output level Y' to maximize his (her) quasi-profit (or, variable profit) function: 
57*(p, w, A',/, Z )  =  M a x ^ Y  -  I V  L )  (2.4) 
subject to (2.1). This is nothing more than the optimization problem of the static 
model. The profit function, therefore, satisfies the standard regularity conditions: 
(i) a twice differentiable; (ii) non-decreasing in p and non-increasing in xu\ (iii) non-
decreasing in K and Z but non-increasing in /; (iv) convex in xo and p; and (v) 
concave in A', /, and Z. (See, e.g., Diewert, 1974). Furthermore, by Hotelling's 
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lemma, the following relationships hold: 
T T w  =  - L * ( p , w , A ' , I , Z )  
T T p  =  Y * { p , w , K J , Z )  (2.6) 
(2.5) 
where txx denotes the sub-gradient of tt with respect to x .  These relationships will 
be useful in deriving the optimal solutions for the dynamic optimization problem. 
Given the optimal profit function solved in each period, in the second stage 
the representative farmer chooses the optimal investment rates for the quasi-fixed 
inputs, /*, so as to maximize the value of the farm. Recall that the value of the 
farm represents the present value of future streams of net earnings. In each period, 
however, any differences on the optimal variable profit above the total rents of the 
quasi-fixed inputs is the fund that the farmer accumulates to finance his (her) in­
vestments. Therefore, given (2.4), the problem (2.3) can identically be represented 
as the following dynamic optimization problem: 
subject to (2.2) and A'(0) = Kp > 0. 
It is well known (Kamien and Schwartz, 1981, Section 20) that given the regu­
larity conditions on TT* indicated earlier, the constant discount rate, and the static 
price expectation assumption, the value function V in (2.7) satisfies the following 
Hamilton-Jacobi equation: 
r V { p ,  i v , q , K , Z )  =  M a x ^ j ^ { T T * ( p ,  i v ,  K J , Z )  -  q ' K  
where V x  is the sub-gradient of V  with respect to x .  The problem (2.8) can be 
thought as a static approximation to the dynamic optimization (2.7). 
+ Vi^{p,w,q,K,Z){I - SK) + V^(p, iy,(j, A',Z)Z] (2.8) 
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Economically, the equation (2.8) has an interesting interpretation. The left hand 
side of (2.8) is the capital gain that the farmer accumulates in period t. It can be 
decomposed into three parts. First, the farmer can increase his (her) value of the 
farm by accumulating net earning from his (her) farming. This is represented by the 
first two terms in the right-hand side of (2.8). Second, as indicated in the second term 
of the right-hand side of (2.8), the value of the farm can also be increased by new 
investment in the quasi-fixed inputs with a per unit marginal value of Vj^. Finally, 
since new technological innovations can increase farm productivity and production, 
the farmer can obtain additional capital gains by adopting them. Thus, measures 
the marginal value of a unit technical change. 
Mathematically, the formulation (2.8) is very useful in establishing the duality 
between tt* and V. In particular, following Epstein (1981), problem (2.8) can equally 
be represented in terms of its inverse problem: 
7 r ( p , w , I \ J , Z )  =  M i n ^ ^ ^ \ r V ( p , w , q , K , Z )  +  q  K  
- V j ^ ' { p , w , q , K , Z ) { I  -  6 h ' ]  -  V ^ ( p , i u , q , K , Z ) Z ]  (2.9) 
Problem (2.9) can be interpreted as defining a dual profit function TT, given a value 
function that satisfies regularity conditions pertaining to its primal profit function 
7r*. Thus, by noting these regularity conditions on TT and the existence of a unique 
solution to the problem (2.9), the properties of the value function V can be derived. 
Specifically, McLaren and Cooper (1980) has demonstrated that the value function 
obeys (i) K is a proper differentiable function, (ii) V is non decreasing in p but non-
i n c r e a s i n g  i n  l u  a n d  g ,  ( i i i )  V  i s  n o n - d e c r e a s i n g  i n  K  a n d  Z ,  ( i v )  V  i s  c o n v e x  i n  p ,  w  
and q, and (v) V is concave in K and Z. See McLaren and Cooper (1980) for details 
and proofs. 
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The interesting thing about the dynamic duality theory set above is that the 
optimal solutions for the dynamic optimization problem (2.3) can easily be derived 
by applying the envelope theorem to (2.9). Specifically, the followings hold: 
0 = rVq + K-Vf^^^(I-6K)-v'^^Z (2.10) 
- V>^-^,(/-<5A')-I4^2 (2.11) 
TTp =  r V p  —  —  S K )  -  (2.12) 
The first equation is the usual first order condition pertaining to (2.9). Note that 
the second order condition requires that both V, and are twice continuously 
differentiable in q, and thus V must be a third differentiable function in q. The 
equation (2.11) and (2.12) are derived from applying the envelope theorem to (2.9) 
with respect to w and p, respectively. 
Recalling (2..5), (2.6) and that K  =  I  -  S K ,  the system of investment demands 
for the quasi-fixed inputs, dynamic variable input demands, and dynamic output 
supplies have a form as: 
/r = yKlirVq + K-v'zqZ) (2.13) 
I* = + KgwZ ^L14) 
r* = rVp-v'j^^pk-VzpZ (2.15) 
The numeraire output supply, ^/g, can be derived by noting that in optimal, equations 
(2.4) and (2.9) hold. By substituting (2.10) for K into (2.9) and then substitute (2.9) 
for TT, (2.14) for L, and (2.15) for Y into (2.4), the optimal output supply for is: 
% = ''{V - p'Vp - w'Vxu - qVq) - {V[f - p'Vj^p-xJVi^y, - k 
- [ V z  -  v ' V z p  -  -  q ' V z ^ ) ' Z  (2.16) 
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Thus, by specifying a functional form for the value function V, a system of equations 
(2.13)-(2.16) can empirically be estimated. 
The interpretation of the system (2.13)-( 12.16) is straightforward. Since the 
value function depends on the relative prices, the quasi-fixed input stocks, and the 
technical factors, all of the optimal solutions ( 12.13)-( 12.16) are functions of p, 
q, A', and Z. The effects of the relative prices and technical factors can be direct 
or indirect. The direct effects are because they influence directly the value function 
(i.e.. terms involving V'^, Vw, and V'^) and the marginal values of the quasi-fixed input 
s t o c k s  a n d  t h e  t e c h n i c a l  f a c t o r s  ( i . e . ,  t e r m s  i n v o l v i n g  a n d  V ^ -  f o r  i  =  p ,  i u , q ) .  
The indirect impacts of prices and technical factors are through their efleets on the 
net investment rates of the quasi-fixed inputs, A. Since there are high adjustment 
costs in the quasi-fixed inputs, farmer's decision on the investment rates of these 
inputs will certainly affect the variable inputs purchased and the outputs supplied. 
Finally, both technical factors that already exist, Z, and new innovations, Z, aft'ect 
the optimal solutions. 
The system (2.13)-(2.16) has several advantages compared to those either in the 
static model or the usual adjustment cost theory. In the static model, the fixed 
inputs and the technical changes are usually inserted as additional variables in the 
equations for variable input demands and output supplies without providing how 
the investment rates on the fixed inputs are optimally determined. In the usual 
adjustment cost model, the effects of technological changes due to public and private 
research expenditures are not in general incorporated in the analysis. In contrast, the 
system (2.12)-(2.1.5) includes both the optimal decision of the investment rates for 
the quasi-fixed inputs and the effects of public and private researches. Therefore, this 
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system is rich enough in incorporating some of the U.S. farm characteristics alluded 
to earlier. 
The complexity of the system (2.13)-(2.16) is not, however, without cost. Unlike 
the static models, it is difficult to derive certain properties of the system from the 
properties of the value function V''. This is because there is no simple relationship 
between the value function V and the optimal solutions for A', L, and Y. For example, 
the convexity of V in w and q implies nothing about the non-negativity sloped nor 
the symmetry of cross price effects in the investment demand (2.13) and variable 
input demand (2.14) functions. Also, looking at equation (2.15) and (2.16), there 
is no guarantee that the output supply curves will be positively sloped. However, 
this is usual in the dynamic optimization model of firm behavior and consistent with 
general findings from the analysis of the primal model (Treadway, 1970). 
Alternative Price Expectations 
Some alternative forms of price expectation can be incorporated into the analysis. 
Suppose that, as in Epstein and Denny (1983) and in Vasavada and C'hambers (1986), 
the relative normalized prices evolve according to a first-order auto-regressive process: 
A'j-(0 = tiq + - 1) (2.17) 
where A'j-(i) is relative prices (i.e., i  =  p , w , q )  observed at period Empirically, the 
parameter t^q and can first be estimated based on current and past observations 
on these relative prices. These estimates can then be used to obtain forecasted values 
^Vasavada and Chambers (1986) also included a time trend in their specification. 
In a rather different model, Meese (1980) used rational expectation approach in his 
study of dynamic factor demand for labor and capital. 
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for the normalized prices. Finally, the analysis proceeds by replacing all of the relative 
prices p, w, and q with their forecasted values instead of the actual ones. 
The alternative price expectation can also be built into the optimization problem 
(Epstein and Denny, 1983). For expository purposes, suppose that only the relative 
output prices evolve according to a first-order, linear differential equation: 
p ( t ) ^ a  +  e p { t )  ( 2 .18) 
where a and 6 are parameters to be estimated.'^ With such a specification, the 
Hamilton-.!acobi equation becomes: 
rV = - q'K + - 6I<) + + Vp(a + Pp)] (2.19) 
The dual profit function is then as follows; 
^  +  q K  -  l{-(/ -  6 K )  -  V ^ Z  -  V p { a  +  O p ) ]  (2.20) 
In (2.19) and (2.20), the arguments in the value function V  and the profit function 
IT have been suppressed as they are clear from previous analysis. 
.As before, by applying the envelope theorem to (2.19), the following relationships 
hold: 
0 = rVq -f A — ^- SK) - ~ ^pq^'^ + ^P) (2.21) 
— ''Ki'— + ^P) (2.22) 
TTp = rVp — ^[^p{f — bh) — — Vpp[a + Bp) - V p 6  (2.23) 
^This analysis can be extended to include all of the relative prices. Epstein and 
Denny ( 1983) also used similar specification for output expectation. 
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The system of dynamic factor demands and output supplies are as follow: 
À" = l7^ '^lrV, + A--l4,Z-l4(a + «p)l (2.24) 
L* = -rVw + 4- 9 p )  (2.25) 
Y* = rVp - V/^-pA - ~ + ^P) ~ ^'p^ (2.26) 
J/q ~ '•(V - p'Vp - q\'q - iv'Vic) - ( - T>^'i(p - ~ 
- i ^ Z  ~  P ' ^  Z p  ~  ~  
- ( I ' p  -  p V p p  -  -  qv' p q )i> + A'pO (2.27) 
The optimal solution for the numeraire output supply, ^q, has been solved by a 
similar procedure. 
.As can be seen, the inclusion of the alternative price expectation in the opti­
mization problem does not change the fundamental analysis. It merely adds more 
terms in the optimal solutions, and thus the econometric models would be much more 
complicated. 
Consistent Aggregation 
The previous analysis considers the dynamic optimization decision of a represen­
tative farmer. The data used in this study, however, are at the state-level. Since the 
stocks of the quasi-fixed inputs are arbitrarily distributed across farms, a discussion 
of aggregation from the farm-level to the state-level is in order.^ 
The basic problem is to derive some conditions under which there exists a consis­
tent aggregate or state-level optimal value function that depends only on state-level 
'^The other state variable in the dynamic optimization problem (2.3), the research 
stock Z, is distributed equally across farmers. In fact, due to the public good nature of 
the agricultural research, all farmers are facing the same vector of research variables. 
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stocks of quasi-fixed inputs and not on their distribution across farmers (Chambers 
and Lopez, 1984). It is desirable that this state-level optimal value function exhibits 
the same properties as those at the farm-level. More formally the aggregation prob­
lem is to find a state-level value function, K(/j, w, g. A', Z), that satisfies the following 
restrictions: 
V { p , w , q , K , Z )  -  ^ V - ^ { p , w , q , K f  , Z )  (2.28) 
/ 
K = ^ A'/ (2.29) 
/ 
where vf is the farm-level optimal value function, is the stock of quasi-fixed 
input for farmer /, and A is the state-level stock of quasi-fixed input. 
Differentiating (2.28) with respect to A'/ yields: 
( d v i d K ) { d K / d i < f  ) = d v / d K  = d v f i p , w , q ,  A'/, z ) / d K f  ( 2 .30) 
For the aggregate optimal value function to exist, this condition requires that the 
marginal effect of farm quasi-fixed input stock on the farm optimal value function 
be identical across farms and equals to the marginal effect of the aggregate quasi-
fixed input stock on the aggregate optimal value function. Since the stock of quasi-
fixed input varies across farms, condition (2.30) can only be satisfied if dV^/dK^ is 
independent of A'/ for all farms. This requires that the farm optimal value function 
must be afline in farm quasi-fixed input stock, i.e., 
A'-^,Z) = <t){p,w,q,Z) + i>^ip,iu,q,Z) (2.31) 
where 4> and ^ are some functions of p, w, g, and Z. It follows that the aggregate 
optimal value function must also be affine in the aggregate quasi-fixed input stock, 
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I.e., 
V { p ,  t u ,  q ,  A', Z) = ^ V'-^ = (/){p, lu, q, Z)K + V'(P» w, ?, Z )  (2.32) 
/ 
where w, g, Z) = Vy (/'/{ p ,  w , q ,  Z ) .  See Chambers and Lopez (1984) for more 
details. 
It is useful to derive some implications of the structures of the value functions 
(2.31) and (2.32). First, it is clear that the aggregate value function is independent 
from the distribution of the quasi-fixed inputs across farmers. Second, the marginal 
effect of the quasi-fixed inputs on the value function, and thus the adjustment 
matrix M = I depends only on the relative prices and technological change and 
not on the stocks of quasi-fixed inputs. Finally, we could set = 0 in the 
econometric analysis to impose the consistent aggregation condition and thus reduce 
the number of parameters to be estimated. The last implication turns out to be very 
useful because the estimation process in this analysis involves a system of equations 
that are highly non-linear in parameters. 
Epstein and Denny (1983) provided an alternative way for deriving these con­
sistent aggregation conditions. They started by aggregating the optimal solutions 
(2.13)-(2.15) across farms. For an aggregate optimal value function to exist, the 
optimal solutions for the aggregate optimization problem must have the following 
form: 
^ A ' /  =  V j ~ ^ ^ { p , w , q , K , Z ) [ r V q ( p , w , q , K , Z )  +  K  
—  V ^ q  ( p , w , q ,  K ,  Z ) Z ]  (2.33) 
= ~ r V w { p , w , q , K , Z )  +  V j - ^ { p , w , q J { , Z ) ' ^ k f  
f f 
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(2.34) 
y/ = rVpip, III, q,K\Z)- Vj^pip, lu, 9, A', Z) ^  K^ 
f f 
A,Z)Z (2.35) 
They then proved that these optimal solutions exist if and only if the farm optimal 
value function is affine in the farm quasi-fixed input stocks, , as in Chambers 
and Lopez (1984). It follows that the aggregate optimal value function must also be 
^ffiqe in the aggregate quasi-fixed input stocks, K. See Epstein and Denny (198.3) 
for proofs.^ 
^Blackorby and Schworm (1982) derived slightly weaker conditions for consistent 
aggregation. They specify that the farm optimal value function is of the form: -
1]jiK'f )4> + . This implies that the aggregate quasi-fixed input stock is K = 
)• However, since we have only data on K and in general do not know the 
form of ), this aggregation rule does not seem to be very useful for empirical 
purposes. 
CHAPTER 3. DATA DESCRIPTION 
The model will be applied to U.S. agriculture. The data are at the state-level for 
42 states covering the period of 1950 to 1982. The data are taken from Huffman and 
Evenson ( 1988). Brief descriptions of the data are given below; detailed explanations 
can be found in .Appendix II of C^hapter 10 in Huffman and Evenson (1988). 
The Inputs 
The inputs are classified into four groups: labor, capital, land, and intermediate 
inputs. Table 3.1 reports the sample mean values of quantities and prices of these 
inputs. All aggregation are based on Tornquist-Theil indices using 1977 as the base 
year (i.e., 1977=100). Specifically, the quantities are the Tornquist-Theil indices and 
the prices are the associated implicit prices (i.e., revenues or expenditures divided by 
the quantity indices). 
Labor input 
The labor input is an estimate of man-hours of labor used in the agricultural 
production. It includes both hired labor and unpaid operator and family labor. For 
the hired labor, it is constructed as follows. First, expenditures on labor are taken 
from State Farm Income and Balance Sheet Statistics. These dollar expenditures 
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are then converted into labor man-hours using the hourly wage paid to employees 
working for cash wages only as published in Farm Labor. 
Table 3.1: The sample means of quantity indices and implicit prices 
of the inputs^ 
Inputs Quantity indices Implicit prices 
(1977=100) (million $) 
Labor 150.03 3.108 
-Hired labor 121.24 0.990 
-Family labor 168.72 2.116 
Capital stocks 97.98 14.077 
-Automobiles and trucks 172.47 0.374 
-Tractors 86.57 2.936 
-Equipments 89.74 5.901 
-Service structures 109.94 4.844 
Land 97.41 2.060 
Intermediate inputs 82.33 8.780 
-Feed 97.01 3.315 
-Seed 94.81 0.378 
-Fertilizer 65.75 1.180 
-Repair and operation 84.05 1.728 
-Miscellaneous inputs 70.76 2.216 
^Total number of observations is 1386. 
The construction of operator and family labor is more complex. The U.S. De-
partment of Agriculture has published state-level estimates of unpaid operator and 
other family labor work on the farms for the period of 1960 to 1980 in Farm Labor. 
These estimates are based on a mail survey conducted monthly for 1960-1974 and 
quarterly for 1974-1980 on the number of persons and their average hours of work on 
the farm for each category (operator, family labor, and hired). Extrapolation to 1981 
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and 1982 is based on the regression of the 1974-1980 observations on a linear trend. 
For the period 1949-1964, the extrapolation is based on the number of workers for 
each type surveyed monthly in this period. The wage rate for hired labor is assumed 
to be the marginal cost for the operator and family labor. 
Capital stock 
The capital stock consists of automobiles and trucks, tractors, equipment, and 
service structure (i.e., building and fencing). The values of these inputs are derived 
from unpublished U.S. Department of Agriculture data on the annual depreciation 
of various capital items at the state-level. These depreciation figures are calculated 
at current replacement costs on a straight-line basis. Therefore, the values of the 
stocks can be calculated by dividing these depreciation figures with the correspond­
ing depreciation rates. These values are then converted into stocks using the U.S. 
Department of Agriculture national indices on prices paid for automobiles and trucks, 
tractors, farm equipment, and building and fencing supplies. 
The rental costs are derived by multiplying the national price indices of these 
inp u t s  b y  t h e  s u m  o f  i n t e r e s t  a n d  d e p r e c i a t i o n  r a t e s .  T h a t  i s ,  q  =  v { r  +  S ) ,  w h e r e  q ,  
V, r, and ê are respectively rental costs, prices, interest rates, and depreciation rates 
of the capital stocks. Farmers are assumed to have a long-term interest rate of 4% 
to which the marginal product of capital corresponds. As indicated in footnote 2 of 
Chapter 2, the economic analysis can equally be represented either in terms of net 
earnings or cash flows by relating the rental costs and the prices of the quasi-fixed 
inputs in this manner. 
45 
Land input 
Land input is an estimated cropland equivalent unit based on the acreage figures 
of irrigated land, cropland used for pasture, cropland used for crops, other cropland 
(including idle), woodland for pasture, and other pasture (grassland) in the Census of 
Agriculture. After interpolated between census years, each type of land was converted 
into cropland equivalent units using weights in Hoover (1961). Data on land rents 
for the period of 1960-1979 are taken from "A Comparison of Cash Rents and Land 
Values for Selected U.S. Farming Regions," by John P. Doll and Richard Widdows 
(1982). For the other years, data on rents are furnished by the Economic Research 
Service of U.S. Department of Agriculture. 
Intermediate inputs 
The intermediate inputs encompass expenditures on feed, seed, fertilizer, repairs 
and operation, and miscellaneous inputs. Both purchased and non-purchased feed 
are included. The expenditures on both purchased commercially-prepared feed and 
harvested grain, soybeans, and hay purchased from other farms are published in the 
Slate Farm Income series. This figure is then converted to quantity of the purchased 
feed by dividing with the price of 16% protein dairy feed observed in June for each 
state as reported in the Agricultural Prices. 
The non-purchased feed consists of harvested grains, soybeans and hay fed to 
animals on the farms where grown. Estimates of wheat, soybeans, and feed grains 
used on the farms for 1949-1980 are published by U.S. Department of Agriculture. 
After allocating to years according to the assumed timing of feeding, these farm-fed 
grains and soybeans are valued at the season average price received by farmers for 
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the crop being fed. The expenditures on hay as an input have been included in the 
expenditures on purchased feed. 
The quantity of seed used is constructed as the product of the acreage planted 
and seeding rates for various crops. The seeding rates of each state for 1956 and 1982 
are taken from Agricultural Statistics and then interpolated for other years. The 
seed price is constructed from the expenditure on seed published annually in State 
Farm Income statistics. This expenditure is first corrected for seed carryover and 
non-purchased seed before dividing it with the quantity of seed used to get the seed 
price. 
The expenditures on fertilizer used in the agricultural production are published 
annually in State Farm Income. The U.S.Department of Agriculture also publishes 
annual estimates of fertilizer use in the ten major production regions by major compo­
nents (nitrogen, potassium, and phosphate) in Production and Efficiency Statistics. 
A regional price of fertilizer is then constructed by dividing the regional subtotal 
of fertilizer expenditures from State Farm Income with these regional fertilizer uses. 
The state quantity of fertilizer use is then the state fertilizer expenditures divided by 
these regional fertilizer prices. 
State Farm Income also reports the expenditures on repairs and operation of 
machinery and buildings. The price of this item is based on the indices of the price of 
farm and motor supplies (IFM) and of building and fencing supplies (IBF) published 
at the national level by U.S. Department of Agriculture in the Agricultural Prices. 
To construct the overall price index of repair and operation, the weights given in 1958 
of 6.3% for IFM and 2.9% for IBF are used. The quantity of repair and operation is 
calculated by dividing its expenditures by this overall price index. 
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A catch-all item of expenditures for miscellaneous inputs is also included in the 
State Farm Income. To obtain the quantity of this item, the expenditure is divided 
by an index of prices paid for all production items (IPR) computed at the national 
l e v e l  a n d  p u b l i s h e d  i n  A g r i c u l t u r a l  P r i c e s .  
In this study, the model will include two outputs: crop and livestock. Table .3.2. 
presents the quantity indices (1977=100) and the implicit prices of these outputs. 
In Huffman and Evenson (1988), various commodities have been grouped into crops, 
livestock, fruit, and vegetables. For most of the output categories, quantity is produc­
tion as reported by U.S. Department of Agriculture. For crops, production is harvest 
of that year. For some livestock (e.g., milk, eggs, broilers, and turkeys), production 
is estimated as the calendar year receipts from sales divided by the season average 
price. For meat animals, production is in terms of pound added, i.e., the weights of 
slaughtered animals less changes in inventory. Thus, livestock breeding stock as an 
input has been netted out from livestock output. 
Table 3.2: The sample means of quantity indices and implicit prices 
The Outputs 
of the outputs'' 
Outputs Quantity indices 
(1977=100) 
Implicit prices 
(million $) 
Crops 
Livestock 
86.26 
95.72 
646.447 
1,972.122 
^Total number of observations is 1386. 
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U.S. Department of Agriculture also reports the season average prices received 
by producers for most outputs. Measures of expected prices for the output indices 
are sought. For crops with well-defined growing seasons and meat animals having 
long gestation and feeding periods, one year lagged prices are used as a proxy of 
the expected prices. Current prices are employed for outputs produced continuously 
throughout the year (e.g., dairy and poultry products) and whose main current pro­
duction decisions involve harvest and marketing (e.g., tree and vine crops). 
The Research Variables 
There will be two research variables in this study: public and private. The pub­
lic research includes research conducted both in U.S. Department of Agriculture and 
the SAES. Both federal and non-federal funds are included in the public research ex­
penditures. The private research expenditures encompass the total applied research 
expenditures on food and kindred products, textile mill products, agricultural chem­
icals, drugs and medicine, and farm machinery obtained from reports of the National 
Science Foundation, For the period 1840-1949, the private research expenditures are 
estimated based on the number of patents awarded in the agricultural sector using 
the private research expenditures in 1956. Details explanation for the estimation of 
private research expenditures can be found in Chapter 2 of Huffman and Evenson 
(1988). 
The research variables that will be used in the estimation are in terms of stocks 
rather than expenditures. These stocks are intended as a proxy for production know-
how that farmers derived from the agricultural research expenditures. There are 
generally long periods for the research expenditures to affect agricultural produc­
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tions. It takes time since a research project is proposed until a new technology is 
discovered and applied by farmers into their production activities. Once it is adopted 
by farmers, the effect of the new technology is first to increase production but later 
may deteriorate because of, e.g., exposure to pests or new inventions. Huffman and 
Evenson (1988) used a trapezoidal lag patterns to represent the impact over time of 
a one dollar increase in research expenditures. After a gestation period of 2 years, 
the research expenditures are assumed to increase productions linearly for 7 years, 
constant for 6 years, and then declines for 20 years. 
Because of the public good nature of research, the effects of agricultural research 
in one state may spill to other states. For example, a technology used in a state 
may have originated in another state or even in another country. However, spilling is 
likely constrained by local conditions of soil, climate, and economic factors. Huffman 
and Evenson ( 1988) used information on geographical distribution of similar soils and 
climates to divide the U.S. continent into 16 geoclimatic regions. Research variables 
which incorporate both state's own research stocks and spill-in research stocks from 
other states are then estimated. The sample mean values of public and private 
research stocks in 1984 prices are $46.6 and $7,431.8 millions, respectively. 
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CHAPTER 4. THE ECONOMETRIC MODEL 
This chapter develops the econometric specifications for the investment demand 
and the complete system that will be estimated empirically in Chapter 5 and 6, 
respectively. These specifications will be presented after discussing issues associated 
with choice of functional form. The estimation procedures are then reviewed in the 
last section. 
Functional Form 
The advantage of using the inter-temporal duality theory presented in Chapter 
2 is that one can avoid deriving a tedious dynamic optimization problem. In the 
primal model, one must specify either a production function or a variable (or, quasi) 
profit function and then solves the dynamic optimization problem to obtain empir­
ical specifications of the optimal solutions. This process is often cumbersome. The 
dynamic duality theory enables one to derive empirical specifications of the optimal 
investment demand functions for the quasi-fixed inputs, the variable input demand 
functions, and the output supply functions simply by taking derivatives of a value 
function implied by the dynamic optimizing behavior as in the equations (2.13)-
( 2 . 1 6 ) .  F o r  t h i s  p u r p o s e ,  a  f u n c t i o n a l  f o r m  f o r  t h e  v a l u e  f u n c t i o n ,  V { p , t v , q ,  K ,  Z ) ,  
must be selected. 
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Several criteria have been discussed in the literature for choosing a functional 
form (Diewert, 1974; Fuss, McFadden, and Mundlak, 1978). First, the function 
must be consistent with the assumed optimizing behavior of the firms. Second, the 
function should be parsimonious in parameters in the sense that it contains no more 
parameters than are necessary for the consistency with the assumed theory. Finally, 
the function should be sufficiently simple so that existing econometric techniques can 
be used to estimate the unknown parameters. 
In the dynamic duality theory, Epstein (1981) proposed some functional forms 
for the value function, V{p, w,q^ A', Z), which are useful for empirical purposes. One 
of them that will be used in this study is the normalized quadratic value function: 
V { p , i u , q J { , Z )  =  O Q  +  ai 02 «3 «4 05 
P  
w  
9 
K  
Z  
P  
1 0  
g (4.1) 
K  
Z  
where ag,...,05,-4,...,J, L, 0,/Î, 5, T are matrices with appropriate dimen­
sions. 
There are several reasons why this functional form is chosen. First, this func­
tional form has been used in previous studies of the agricultural sector (see, e.g.. 
+•5 p  w  q  K  Z  
A F '  G '  h '  J '  
F  B  L '  n '  0 '  
G  L  C  R-^  s' 
H N R-^  D t '  
J  0  S  T  E  
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Vasavacla and Ball, 1988; Vasavada and Chambers, 1986; Lyu and White, 1985). 
Second, since it is a second-order Taylor approximation to an arbitrary unknown 
value function, the quadratic form (4.1) is in the class of flexible functional form in 
Diewert (1971, 1974) sense.^ 
Third, the properties of the value function can be satisfied by suitable param­
eter restrictions on (4.1). In particular, V in (4.1) is non-decreasing in p and non-
i n c r e a s i n g  i n  w  a n d  ?  i f  +  A p  - f  w  +  G ' q  +  / / ' / v  +  Z  >  0 ,  0 2  +  F p  +  B w  +  
L'q r N'K + O'Z < 0, and 03 -r Gp -f Lw + Cq -f R~^K + Z < 0. The convexity 
of V in p, w, and q requires thai .4, B, and C are positive semi-definite while the 
concavity of I in A and Z requires that D and E are negative semi-definite matrices, 
respectively. The differentiability of V with respect to its arguments is obvious in 
(4.1). 
Finally, the quadratic form of the value function, V { p ^  w, q ,  K , Z ) ,  implies that its 
dual variable profit function, 7r(p, w, A\/,Z), is also quadratic (Epstein, 1981). The 
dual profit function for (4.1) can be found, first, by solving the minimization problem 
of (2.9) under the assumed quadratic form of the value function. The optimal rental 
prices q from this minimization will be linear in p, w, A, I, and Z. By substituting 
this optimal rental prices and the value function (4.1) in (2.9), a quadratic variable 
^Epstein(1981) defined a flexible functional form for the value function rather dif­
ferently. His definition is based on an assertion that the ultimate objective of most 
empirical analyses is to estimate the demand and supply elasticities. Therefore, he 
proposed that "[a] functional form for a value function is said to be flexible if the 
derived policy and shadow price functions ... can provide a first order approxima­
tion at a point to a corresponding set of functions generated by an arbitrary value 
function" (p. 87). However, looking at the system (2.13)-(2.16) this definition calls 
for a third-order Taylor approximation, and thus the empirical models would be very 
difficult to estimate. 
profit function can be found. This relationship is very useful since the properties of 
the quadratic variable profit function is well-known. In particular, it is in the class 
of flexible functional form. It imposes homogeneity in prices and is self-dual (Lau, 
1974). Furthermore, its Hessian matrix is of constants so that local convexity in 
prices implies global convexity (Lau, 1976). 
Under the assumed normalized quadratic value function (4.1), the optimal so­
lutions of the farm dynamic optimizing behavior corresponding to equations (2.13)-
(2.16) has the following forms: 
K ( t )  =  { r U  - f  R ) K { t  - 1) + v R a ^  + r R G p ( t  -1)4 -  r R L w ( t )  
~ r R C q { t )  +  r R S ' Z ( t  - 1) - R S ' Z { t )  (4.2) 
L ( t )  =  - ' ' < > 2  ~  - 1) — r B i L ' ( t )  —  r L ^ q ( t )  —  r N ^ K { t  — 1) 
- r O ' Z ( t  - 1) + N ' k { t )  -f O ' Z i t )  (4.3) 
} ' ( / . )  =  raj +  r A p { t  -1)4- r F ^ t u ( t )  +  r G ' q ( t )  4- r U ' K { t  — 1) 
+  r j ' Z ( t -  I ) -  H ' k [ t ) - j ' Z { t )  (4.4) 
i/0(O = roQ 4- r a ^ K { l  -1)4- r a ^ Z ( t  - 1) - . ô r p ' ( t  - l).4p(< - 1) 
—  , b r i u ' { t ) B I L > { t )  —  . b r q  { t ) C q [ t )  —  r p \ i  —  l ) F ' i v { t )  
- r p ' i t  -  l ) G ' q ( t )  -  r w ' ( t ) L ' q { t )  4- . b r K ' ( t  -  \ ) D K { t  - 1) 
- ^ . b r Z ' i i  -  l ) E Z { t  -1)4- r K \ t  -  l ) T ' Z { i  - 1) 
-a^k{t)- k'(t)DK{t - 1) - k'{t)T'Z[t - 1) 
- a ' ^ Z { t )  -  z ' { t ) E Z { t  - 1) - z \ t ) T K { t  - 1) (4.5) 
where U is an identity matrix with an appropriate dimension. In the specifications 
above, t in the parentheses denotes the time period. It is assumed that the farmer, 
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when making decisions, observes the current input prices but only previous year's 
output prices. Equation (4.2) is the system of investment demand functions for the 
quasi-fixed inputs, equation (4.3) is the dynamic variable input demand functions, 
and equations (4.4)-(4.5) are the dynamic output supply functions. The system of 
equations (4.2)-(4.5) forms the basis for the econometric analysis in this study. 
Some economic explanations to the system (4.2)-(4.5) are in order. In general, 
the equations (4.2)-(4.5) are rich enough in incorporating some stylized facts of the 
U.S. agriculture discussed in Chapter 1 and 2. For example, the investment demand 
functions for the quasi-fixed inputs (4.2) reflect the nature of slow adjustment in these 
inputs. That is, the rate at which farmers want to invest in these inputs depends on 
its previous stocks due to high adjustment costs. This implies that the adjustment 
matrix {rU R) will in general be neither singular nor (negative) unity. Second, high 
adjustment costs cause farmers' decision on the rate of investment in the quasi-fixed 
inputs to affect their decisions on variable inputs, (4.3), and outputs, (4.4) and (4.5). 
Thus, the equations (4.2)-(4.5) form a simultaneous equation system on the rates of 
investment for the quasi-fixed inputs. 
Third, public and private expenditures on agricultural research affect farmers' 
decisions either on investment rates, variable inputs demanded, or outputs supplied. 
In addition, slow adjustments of the quasi-fixed inputs causes these research impacts 
to be distributed over time. Finally, changes in opportunity benefits in the output 
prices and opportunity costs either in the variable input prices or the quasi-fixed 
input rents certainly affect farmers' behavior. These impacts are also distributed 
over time due to the slow adjustment nature of the quasi-fixed inputs. 
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The Investment Demands 
One task of this study is to estimate the investment demand equations for the 
quasi-fixed inputs and investigate the nature of adjustments over time. For this 
purpose, rewrite the investment demand system (4.2) in the following form: 
I < ( t )  =  M K { t  - \ )  + / 3 i p ( t  -  I )  +  0 2 M t )  +  
-'t-3i^ [ r Z { t  — 1) — Z [ t ) \  + /^o + (4.6) 
where M  = { v U  + /?), = r R G ^  3 - 2  = r R L ,  = v R C ,  and l 3 ^  = R S ' . 
A vector of disturbances, e(/.), has been inserted in the system to capture the effects 
of any left-out variables. For instance, there might be effects of weather, education, 
or other factors on farmers' investment demand behavior. Thus, e(t) characterizes 
the randomness of the investment demands so that econometric procedures can be 
applied to estimate them empirically. 
The investment demand specification (4.6) is a linear version of (4.2). It has sev­
eral advantages. First, more quasi-fixed inputs can be investigated for their nature of 
adjustments over time. For example, if the non-linear specification (4.2) is used, 87 
distinct parameters in an investment demand system for 6 quasi-fixed inputs must be 
estimated. With this number of parameters enter non-linearly in a system, the inves­
tigation becomes cumbersome. The non-linear system of investment demands (4.2) 
will be estimated in the complete system where the quasi-fixed inputs are classified 
into a smaller group. 
Second, the linear system facilitates comparison with empirical results in previ­
ous studies. For instance, it can be used to test whether the univariate adjustment 
model as in Griliches (1960) and in Heady and Tweeten (1963) is appropriate. Com­
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parisons with the aggregate investment demand equations in Vasavada and Chambers 
(1986) can also be performed. Finally, the linear system also enables one to study the 
effects of auto-correlated errors on quasi-fixed input adjustments. This task would 
be very difficult to perform with the non-linear in parameter system. 
The investment demand equations (4.6) can be rewritten in the form of the 
multivariate flexible accelerator (MFA) model; 
k { t )  =  M [ K ( t  - 1) - /?] -f e { t )  (4.7) 
f \  =  -  1 )  +  
• v 3 ^ { r Z { t - l ) - Z { t ) ) \  (4.8) 
where K  denotes the long-run or desired level of the quasi-fixed input stocks, K { t ) ,  
and M represents the adjustment matrix. The system (4.7) and (4.8) reflects the 
nature of slow adjustments in the quasi-fixed inputs. In particular, the presence of 
high adjustment costs prevents farmers from attaining their desired level of quasi-
fixed inputs. Thus, the adjustment costs drive a wedge (or, a disequilibrium) between 
the short-run (or actual) and long-run (or desired) levels. The matrix M characterizes 
how fast farmers adjust to their long-run equilibrium level.^ 
Readers familiar with the Nerlovian partial adjustment model will notice that 
some variants of the investment demand equations (4.7) and (4.8) have been analyzed 
widely either in the univariate form (Griliches, 1960; Heady and Tweeten, 1963; 
Eisner and Strotz, 1963) or in the multivariate form (Lucas, 1967a; Nadiri and Rosen, 
1969). However, there is a fundamental diff"erence inherence in the above investment 
^The discussions of equilibrium throughout this study correspond to the equality 
between the actual and the desired levels of the quasi-fixed input stocks, and not 
between the supply and demand of such inputs in the market. 
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demand equations. In particular, the equations for the desired quasi-fixed input 
stocks (4.8) are not derived from static models. Although the long-run demand 
equations for the quasi-fixed inputs will in general be negatively sloped, there is no 
guarantee that the rental price effects in (4.8) are symmetric. Furthermore, the short-
run own price effects in (4.7) are difficult to assess. Thus, the specifications (4.7) and 
(4.8) are in the spirit of analyses by Tread way (1971) and Mortenson (1973). 
Since the system (4,7) is a first-order differential equation, the stability of the 
adjustment matrix, A/, reflects the stability of the investment demand system. This 
requires that all the eigenvalues of M must lie within a unit circle. Note that the 
adjustment matrix, j/, in (4.7) is of constants. This result is peculiar to the quadratic 
form of the value function (4.1), i.e., since V[^'q is a constant matrix in this functional 
form. In general, however, the adjustment matrix depends on relative prices and 
quasi-fixed input stocks in the farm-level (Treadway, 1974) or on the relative prices 
only in the aggregate-level (Chambers and Lopez, 1984). 
The investment demand equations (4.6) will be estimated empirically for the 
farm structures. This will include separate equations for automobiles and trucks, 
tractors, equipment, service structure, and land. Most previous studies (e.g., Lyu 
and White, 1985; Vasavada and Chambers, 1986; Vasavada and Ball, 1988) reported 
the quasi-fixity of the capital inputs (i.e., the first four farm structures). However, the 
test results for land fixity are mixed. Lyu and White (1985) rejected while Vasavada 
and Ball (1988) could not reject the hypothesis that land is variable. Vasavada and 
Chambers (1986) also reported high adjustment in land, although they reject the 
hypothesis that land is variable. 
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Several studies have also reported slow adjustments in farm labor. Vasavada and 
Chambers (1986) rejected the hypothesis that labor is variable. Vasavada and Ball 
(1988) reported a similar result for family labor. Our experimental results (aggregate 
data) also indicated that both hired and family labors are quasi-fixed. Therefore, 
labor will be included in the system of investment demand equations (4.6). 
An issue could be raised about estimating investment demand equations of the 
form (4.6) for inputs whose services are perishable (e.g., labor). It is true that the 
system (4.6) is initially intended for the investment demand of durable inputs. How­
ever, this system can be interpreted as the system (4.7) and (4.8) which characterizes 
how farmers response in adjusting their input usages to opportunity cost changes, 
irrespective of how these inputs are used in the production process. In particular, 
farmers might not want to adjust instantaneously some perishable inputs as the op­
portunity costs changes because they believe that the costs of adjusting these inputs 
are greater than the benefits they could attain. The tenure system in the farm sector, 
as indicated in Heady and Tweeten (1963), is one of the reasons. 
Therefore; the system of investment demand equations (4.6) will consist of six 
equations, one each for automobiles/trucks, tractors, equipment, service structure, 
land, and labor. More detailed explanations will be given in Chapter 5 along with 
their estimation results. 
The properties of matrix M determine the nature of adjustments in the stocks of 
quasi-fixed inputs. In particular, some parameter restrictions could be developed to 
test for input quasi-fixity (i.e., their nature of slow adjustments) and inter-dependency 
in adjustments. The following two sections will discuss this issue. 
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Inter-depeiidency in resource adjustments 
Consider first the inter-dependency in adjustments among the quasi-fixed inputs. 
Investigation of this issue is a useful exercise. In particular, the absence of inter-
dependency in adjustments for all inputs implies the univariate partial adjustment 
model. In such a model, the adjustment of a stock of quasi-fixed input from one period 
into another is independent from stocks of other quasi-fixed inputs. Therefore, no 
indirect effect of relative price changes on the investment demand for a quasi-fixed 
input through the stocks of other inputs will occur. The indirect effects of such 
changes in opportunity costs are channelled only through its own lagged stocks.*^ 
The univariate partial model can easily be incorporated into the system (4.7) 
and (4.8). In particular, if this hypothesis is true, then the adjustment matrix M 
would be diagonal. The system will collapse into six separate investment equations, 
each depending only on relative prices and its own lagged stock of quasi-fixed input. 
Such specifications were basically what have been employed by Griliches (1960) and 
Heady and Tweet en (1963). 
A more interesting issue is whether there is independent adjustment in some 
groups of quasi-fixed inputs. For instance, the six inputs mentioned earlier can be 
grouped into capital, land, and labor. Thus, it is natural to investigate whether there 
is inter-dependency in adjustments among these groups. This exercise can also be 
incorporated easily in the system (4.7) and (4.8). This hypothesis requires that the 
adjustment matrix M be a block diagonal with each block containing the adjustment 
coefficients of the inputs belonging to each group. 
•^In any case, the relative prices affect directly the investment demands as this is 
clear from the presence of p, w, and q directly in the system (4.6). 
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Another issue that could be raised is whether or not the adjustment in the 
quasi-fixed inputs is symmetric. Basically this issue can also be tested empirically. 
However, the adjustment cost theory does not require such adjustment be symmetric. 
Testing the input quasi-fixity 
The system of investment demand equations (4.7)-(4.8) can also be employed 
to investigate the nature of slow adjustment in the quasi-fixed inputs. Consider 
first the significance of the adjustment cost hypothesis. Note that in the absence 
of adjustment costs for all inputs, farmers, when facing changes in relative prices, 
can always adjust their quasi-fixed input stocks freely without suffering short-run 
output losses. In that case, the actual quasi-fixed input stocks will always be equal 
to their desired levels so that no short-run disequilibrium exists in the input uses. 
This requires that K{t) = 0 so that K{t) = K for all t, and that the adjustment 
matrix M is an (negative) identity matrix. 
It is worth observing that a test for the adjustment cost hypothesis is also a 
test that all inputs are variable. This provides a basis for testing the quasi-fixity of 
each input. Specifically, the i-th input is variable and hence is not quasi-fixed, if the 
following restrictions on the adjustment matrix M hold: 
A/jj = — OVj ^ i (4.9) 
The first restriction says that no disequilibrium exists in the usage of variable input 
i (i.e., h'lit) = 0 and h'(it) — A'j for all t). The second restriction requires that the 
lagged stock of variable input i does not appear in the investment demand equations 
for the other inputs. The variable inputs, by definition, are always in equilibrium 
and perishable. 
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Note that these restrictions do not require that = 0 for all j  and k  ^ i  
since the restrictions (4.9) apply only on the i-th column of the adjustment matrix 
M. This implies that the variable input demand equations can still be affected by the 
stocks of other quasi-fixed inputs. Furthermore, the inter-dependency in adjustments 
among the other quasi-fixed inputs can still be maintained. Thus, the tests for the 
quasi-fixity of inputs can be conducted in the context of the M FA hypothesis. 
Table 4.1 summarizes the parameter restrictions on the adjustment matrix M 
for testing the hypotheses of interest. Some of the hypotheses (e.g., symmetry) are 
not listed since they are clear from the context. 
The Complete System 
For investigating the dynamic price responses and research impacts, a complete 
system of investment demand equations for the quasi-fixed inputs, variable input 
demand equations, and output supply equations must be estimated simultaneously. 
These can be performed first by rewriting the system of equations (4.2)-(4.5) in the 
following forms: 
K { t )  =  { r U  +  R ) K ( t  -1)4- r R G p ( t  - 1) -f r R L i u ( t )  -f r R C q ( t )  
• j - R S  — 1) — Z { t ) ]  + (() (4.10) 
L { t )  =  - r F p ( t - l ) - r B w { t ) - r L ' q ( t ) - N ' [ r K i t - l ) - k i t ) ]  
—  0 ^ [ r Z { t  — 1) — Z { t ) ]  + CQ -j- 62(0 (4.11) 
Y ( t )  =  r A p { t  - 1) -f r F ' i v { t )  -f r G ' q i t )  +  H ' [ r K { t  - 1) - A'(0] 
+ J ^ [ r Z { t  — 1) — Z ( t ) ]  + C/Q -F 63(0 (4.12) 
t / 0 ( O  =  r a ^ K { t  -  I )  +  r a ^ Z { t  -  I )  -  . b r p ' { t  -  l ) A p { t  -  I )  
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Table 4.1: Hypotheses of interest and the implied parameter restric­
tions on the system of investment demands® 
Parameter restrictions 
Hypotheses on the adjustment matrix M 
Independent adjustment M 1 2  — A/ I3 = A/14 = ^15 = ^^16 = 
among all inputs = A/23 = ^^^24 = ^ ^^26 = 
(i.e., univariate = A/32 = A/34 = A/35 = = 
partial adjustment iV/41 = A/42 = ^^^43 = - ^ ^46 = 
model) = A/52 = A/53 = ^^4 = ^^56 = 
A/62 = = %4 = %5 == 0 
Independent adjustment = A/16 = A/51 = A/QI = M25 = JV/26 = 
among groups Af52 A/62 = ^^35 = ^^36 = K53 = ^^63 = 
jV/45 = A/46 = A/54 = %4 = A/56 = A/65 = 0 
All inputs are A/11 A/22 = A/33 = A/44 = A/55 = A/66 = -1, . 
variable (i.e., the =: A/13 = A/14 = A/15 = iV/i6 = 
absence of adjustment A/21 = A/23 = A/24 = = 
cost theory) A/31 A/32 = A/34 = jV/35 = M36 = 
A/41 A/42 = ^^43 = ^ ^45 = A/46 = 
^51 
= A/52 = A/53 = ^^54 = A/56 = 
^^^61 A/62 = A/63 = A/64 = A/gS = 0 
Automobile/truck A/11 = -1, A/21 = A/31 = A/41 = A/51 = A/61 = 0 
stock is variable 
Tractor stock is variable M22 — -1, A/12 = A/32 = iV/42 = A/52 = A/62 = 0 
Equipment is variable 
'%3 = 
C
O
 
f
 
II CO II CO II CO II CO 1 = 0 
Service structure A/44 = 
11 11 II II 1 = 0 
is variable 
Land is variable = -1, iV/51 = jV/52 = A/53 = A/54 = A/56 = 0 
Labor is variable 1^% 
# II il CO II II 1 = 0 
is for automobiles/trucks, 2 is for tractors, 3 is for equipment, 4 is for service 
structures, 5 is for land, and 6 is for labor. 
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- . b r w \ t ) B w ( t )  -  . b r q ' { t ) C q ( t )  -  r p  [ i  -  l ) F ' w [ t )  
- r p ' { i  -  l ) G ' q ( t )  -  r w \ t ) L ' q { t )  +  . b r Z ' ( t .  -  l ) E Z ( t  - 1) 
+  r ' K ' { t  -  l ) T Z { t  - 1) - a ^ h ' i t )  -  k ' ( t ) T ' Z ( t  - 1) 
— a t ^ Z ( t )  —  Z  { t ) E Z { t  — 1) — Z \ t ) T h { t  — 1) + cq + (4.13) 
where U is an identity matrix, 6Q = rRa^ ,  CQ = —rRa/^ ,  CI Q  = and eg = rag. 
Vectors of disturbances ej(/),..., e,j(<) have been inserted to capture the effects of 
any left-out variables and to characterize the randomness of the system. In addition, 
the condition for consistent aggregation, Vj{= D = 0, has been imposed. 
As can be seen, equations (4.10)-(4.13) form a non-linear in parameter simulta­
neous equation system. The simultaneity comes from the nature of slow adjustments 
in the quasi-fixed inputs (4.10), and thus affects the variable input demand equations 
(4.11) and the output supply equations (4.12) and (4.13). Furthermore, there are 
some parameter restrictions both within and across equations. Thus, the burden of 
investigating the dynamic price responses and research impacts is on the estimation 
of this system. 
To ease the burden of estimation, the inputs are classified into four groups: 
capital, land, labor, and intermediate materials. The empirical results from previous 
studies suggest that capital, land, and labor can be considered quasi-fixed inputs, 
and thus the investment demand functions (4.10) will consist of three equations. 
The variable inputs demand equations (4.11) are then for the intermediate materials. 
The numeraire price is the livestock price, and hence equation (4.12) is for crop and 
equation (4.13) is for livestock. 
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Dynamic price responses 
The investment demand equations (4.10) are first-order differential equations in 
the quasi-fixed inputs. This reflects the slow adjustment nature of these inputs. Thus, 
if there is a change in the relative prices, there will be short-run and long-run effects. 
Furthermore, since the investment rates of these quasi-fixed inputs enter in equations 
(4.11 )-(4.1.3), there will also be short-run and long-run responses of variable inputs 
demanded and outputs supplied with respect to relative price changes. The price 
effects on these intermediate inputs, crop outputs, and livestock outputs can be direct 
or indirect. The direct effects occur because relative price changes affect directly these 
optimal decisions while the indirect effects are due to the slow adjustment nature of 
the quasi-fixed inputs. 
In the short-run, farmers can not adjust their quasi-fixed inputs instantaneously 
in response to price changes. Thus, K{t) ^ 0 in (4.10)-(4.1.3). Short-run price 
elasticities can then be derived first by taking the partial derivatives of (4.10)-(4,13) 
with respect to the relative prices. In the long-run, the adjustments of the quasi-fixed 
inputs to price changes are completed. Thus, K(t) = 0 in (4.10)-(4.13). Equation 
(4.10) can then be solved for the long-run demand equations for quasi-fixed inputs 
as in (4.8). Although h'(t) = 0 in (4.11)-(4.13), the stocks of quasi-fixed inputs still 
affect the long-run variable input demand and output supply equations since A'(( — 1 ) 
also enter in these equations. Long-run. price elasticities can then be derived first by 
taking partial derivatives of these long-run decision functions with respect to prices. 
Table 4.2 presents the formula for calculating partial derivatives of quasi-fixed inputs, 
intermediate inputs, crop, and livestock with respect to prices both in the short-run 
and the long-run. 
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Table 4.2: Short-run and long-run marginal price effects 
Relative price effects of 
Quantity 
changes for 
Quasi-fixed 
inputs 
Intermediate 
inputs Crop outputs 
Quasi-fixed 
inputs r R C  
Short-run effects: 
r R L  r R G  
Intermediate inputs 
- D i r e c t  ~ r L  
- I n d i r e c t  r N ^ R C  
—  r B  
r N ' R L  
—  r F  
r N ' R G  
C'rop outputs 
-Direct 
-Indirect 
r G  
- r H ' R C  
r F  
- r H ' R L  
r A  
- r H ' R G  
Livestock outputs 
-Direct — r C q  —  r G p  -  r L t v  
-Indirect - r ( a ^  +  T '  Z ) R C  
—  r B i v  —  r F p  —  r q '  L  
- r ( a 4  +  T ' Z ) R L  
—  r A p  —  n u '  F  —  r q ^ G  
- r ( a 4  - f  T ' Z ) R G  
Quasi-fixed 
input - r M - ^ R C  
Long-run effects: 
- r M - ^ R L  - r M - ^ R G  
Intermediate inputs 
- D i r e c t  — r L  
- I n d i r e c t  M ~ ^  R C  
— r B  
r ' ^ N ' M - ' ^ R L  
—  r F  
r ^ N ' M - ^ R G  
Crop outputs 
-Direct 
-Indirect 
r G  
- r ' ^ H ' i M - ^ R C  
r F  
- r -H 'M- ' ^RL  
r A  
- r ' ^ H ' M - ^ R G  
Livestock outputs 
- D i r e c t  — r C q  —  r G p  —  r L w  
- I n d i r e c t  —  r ( r a ^  - f  r T ' Z 
-Z 'T )M-^RC 
—  r B w  —  r F p  —  r q '  L  
— r ( r a 4  +  r T '  Z  
- z ' t )m-^r l  
—  r A p  —  T x u '  F  —  r q ' G  
— r ( r a 4  - j -  r T ' Z  
- z ' t )m-^rg  
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Dynamic research impacts 
By similar reasons, there are also short- and long-run elasticities of the factor 
demand and output supply equations with respect to research variables. The dynamic 
research impacts for intermediate inputs, crop outputs, and livestock outputs can 
also be direct or indirect. Table 4.3 presents the formula for calculating partial 
derivatives of quasi-fixed input demands, variable input demands, and output supplies 
with respect to research variables both in the short-run and long-run. Note that the 
research variables enter in the system in two ways. First, farmers' behavior is certainly 
influenced by the existing stock of technology that is available in the beginning period 
resulted from past research expenditures (i.e., terms involving Z{t — 1)). In addition, 
technological innovations that are brought into farmers' technology set in the current 
p e r i o d  a l s o  a f f e c t  t h e i r  d e c i s i o n s  ( i . e . ,  t e r m s  i n v o l v i n g  Z { t ) ) .  
The nature of biased in technical changes due to research variables can then be 
determined from the elasticities. The bias is factor-using, factor-saving, or neutral 
if the elasticity coefficient with respect to research variables is positive, negative, or 
zero, respectively. Previous studies for U.S. agriculture showed that research has 
been factor-using for farm real estates and machinery and factor-saving for labor 
and intermediate inputs (Lyu and White, 1985). Using a static model, Huffman and 
Evenson (1989) found that both public and private research caused relative input 
bias effects in favor of fertilizer usage and against farm labor and machinery. 
Autoregressive Output Price Expectation 
In the preceding sections, the econometric specifications for the system are given 
for the case of static price expectation. In particular, the implicit assumption is that 
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Table 4.3: Short-run and long-run marginal research effects 
Quantity Existing technology New technology 
c h a n g e s  f o r  \ Z [ t  -  1 ) ]  [ Z { t ) ]  
Short-run efleets: 
Quasi-fixed 
inputs r R S '  — R S '  
Intermediate inputs 
-Direct — rO' rO^ 
-Indirect vN 'RS ' -N 'RS ' 
Crop outputs 
r  
-Indirect - r H ' R S '  H ' R S '  
•Direct j ' —j' 
Livestock outputs 
-Direct rog -r r E Z  -f vK ' t '  -  K ' t '  -  Z ' E  -«5 -  T K  -  E Z  
-Indirect - r i a ^  +  T ' Z ) R S '  ( a ^  +  T ' Z ) R S '  
Long-run effects: 
Quasi-fixed 
inputs -rM-^RS' M-^RS' 
Intermediate inputs 
-Direct —rO' O' 
-Indirect r'^ N ' R S '  - tN ' M - ' ^ R S '  
Crop outputs 
-Direct r j '  - j '  
-Indirect H ' R S '  r H ' M ' ^ R S '  
Livestock outputs 
-Direct rag -f r E Z  +  tK ' t '  -  Z ' E  -05 - T K  -  E Z  
- I nd ire c t -r jra^  -j- rT'Z - Z'T)M-^RS' (ra* -f tT'Z - Z'T)M-'^RS' 
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the farmer observes an array of current, input prices and last year's output prices. 
The farmer is then assumed to use these observed prices to solve his (her) dynamic 
optimization problem. In some cases, it may be appropriate to assume that the farmer 
uses a first-order autoregressive process in forming his (her) expectations about future 
output prices. That is, the output price evolves according to a first-order differential 
equation (2.18) and thus the optimal solutions are equations (2.24)-(2.27). 
The econometric specifications for the system corresponding to (2.24)-(2.27) are 
as follow: 
Â ' ( t )  -  ( r U  +  R ) h ' ( t  — 1) + ( r R G  -  R G Q ) p ( t  — 1) + r R L w { t )  +  r R C q { t )  
• tRS [rZ(/. — 1) — Z { t ) \  + -j- ^^(f) (4.14) 
L { t )  =  - { r F  -  F e ) p { t - -  \ )  -  r B w { l ) - r L ' q { t ) - N ' [ r K { t  k { i ) ]  
- 0 ' \ r Z [ t  - 1) - Z ( t ) ]  + t'o + e 2 ( t )  (4.15) 
y ' ( 0  =  { r A  -  ' 2 A 0 ) p ( t  -  1 )  +  ( r f '  -  F ' e ) i u ( t )  +  ( v G '  -  G ' e ) q ( t )  
+ ( r / / '  -  H ' e ) K i t  -  1 )  +  { r j '  -  j ' e ) Z [ i  -  1 )  -  H ' k { t )  
- j ' Z { t )  +  d ç ^  +  e ^ { t )  (4.16) 
y Q ( t )  =  r a ^ K ( t  - 1) + r a ^ Z { t  - 1) - . ^ r p ' { t  —  l ) A p [ t  - 1) 
—  . ô r i v { t ) B w ( t )  —  . h r q ' { t ) C q [ t )  -  r p  [ t  -  l ) F ' w { t )  
- r p ' ( t  -  l ) G ' q { t )  -  r i u ' ( t ) L ' q { t )  +  . ^ r Z ' { t  -  l ) E Z { t  -  1 )  
+rK'{t - l)T'Z{t - 1) - a^h'it) - k'(t)T'Z(t - 1) 
- a f ^ Z { t )  -  Z { t ) E Z { t  - 1) - Z ' { t ) T K { t  -  1) 
- a ' n ' K i t  -  1 )  -  a ' f Z { t  -  1 )  -  p ' { t  -  l ) A e p { t  -  1 )  
- w ' ( t ) F 6 p ( t  - 1) - q \ t ) G 9 p ( t  - 1) + eg + f^ff) (4.17) 
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where fcg = { r R a ^  4- R G O ) ,  CQ = —(rag — F 6 ) ,  —  (roj — AQ — CQ = 
(roQ - art^), U is an identity matrix, and ..,,) are vectors of random 
disturbances. The condition for consistent aggregation, V j { [ {  = D = 0, has been 
imposed in the system (4.14)-(4.17). 
It is interesting to compare the specifications (4.14)-(4.17) to the system (4.10)-
(4.13). .Apart from additional expectation parameters in the intercept terms and 
output prices, the investment demand and variable input demand equations are sim­
ilar. In particular, the investment demand equations (4.6) can still be used as a 
linear version of investment demand equations (4.14) with Iq = (t'Ra^ -f rGa) and 
= (rRG — RGB). However, this is not the case in the specifications for output 
supply equations. All of the variables p, w, q, A', and Z in (4.16) have additional 
expectation parameters 9. The specification for the numeraire output supply has as 
many as six additional terms, all involving the expectation parameter 0 and a. Thus, 
the econometric specification of autoregressive output price expectation is much more 
complicated than of the static price expectation. 
The Estimation Procedures 
The system of investment demand equations (4.6) forms a seemingly unrelated 
six equation system, one each for the quasi-fixed inputs."^ Thus, when the vector of 
disturbances e{t) is assumed to be contemporaneously but not serially correlated, the 
Seemingly Unrelated Regression (SUR) estimation procedures developed in Zellner 
(1962) is a choice for conducting the empirical analysis. 
^The discussion in this section focus primarily on estimating the system with static 
price expectation. For the autoregressive output price expectation, the estimation 
procedures are similar. 
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When autocorrelations in the errors of (4.6) is presence, other estimation proce­
dures must be used. For example, suppose that the disturbances e{t) follow a vector 
autoregressive process of first degree. That is, 
E(() == 4ie(( -- 1) 4- f(<) (4.18) 
where f(() is a vector of white noises with mean 0 and covariance matrix S. With this 
specification, the system of investment demand equations (4.6) can be transformed 
into: 
k i t )  =  <&A'(< - 1)-f A/(/v(i - 1) - <fA'(^ - 2)] 
-ri3i[p(t - 1) -  ^p{t - 2)] -f - *?(( - 1)] 
— 1) — Z { t ) \  —  ' l > { r Z { t  — 2) — Z { t .  —  1)}] 
+((() (4.19) 
where /3q = 6q(1 - <p). Several estimation procedures have been proposed in the 
literature for a system of this type. 
Since the system (4.6) with error structure of (4.18) is just a special case of a 
general class of simultaneous equation system with a first-order vector autoregressive 
errors, the Full Information Maximum Likelihood (FIML) estimation method devel­
oped in Sargan (1961) can be applied. The procedure is to transform the system of 
equations (4.6) into the system of equations (4.19) and then, under the assumption 
that the random errors £,(t) are distributed as multivariate normal with mean 0 and 
covariance matrix S, to apply the FIML estimation to the transformed model. The 
method becomes a problem of solving a non-linear system of equations. Several algo­
rithm methods have also been proposed in literature, Hendry (1971) prefers Powell's 
procedures while Chow and Fair (1973) suggest Newton's method. 
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Since the FIML estimation procedure is in general expensive, several approxi­
mating methods have also been proposed in literature for estimating the SUR system 
with vector auto-regressive errors. The idea is to extend the two-step procedures 
suggested in Zellner (1962) to incorporate the serial correlation in the system. For 
models which do not include lagged dependent variables. Parks (1967) provides pro­
cedures for the case where the autoregressive vector is restricted to be diagonal while 
Guilkey and Schmidt (1973) present a method that generalize to the case where such 
matrix is unrestricted. 
Recently, Spencer (1979) has adapted the two-step procedures suggested both 
in Hatanaka (1976) and in Dhrymes and Taylor (1976) for estimating the models 
that include lagged dependent variables. In the first step, consistent estimates of the 
parameters in the system are obtained either from an instrumental variable procedure, 
a non-linear least squares estimate of each equation, or Hatanaka s single equation 
estimation technique. The "preliminary" estimates of the autoregressive matrix (<&) 
and cross-covariance matrix of residuals (S) are then calculated. In the second step, 
the generalized least square procedure is applied to the transformed system using the 
"preliminary" estimates of S and This stage provides the final estimates of the 
parameters in the model and "corrections" to the "preliminary" estimate of The 
resulting estimates are shown to be consistent and asymptotically efficient although 
iteration processes can be avoided. 
Another estimation procedure is to view the transformed system (4.15) as non­
linear in parameters. Thus, non-linear estimation procedures either based on the 
maximum likelihood estimation or least-squares methods must be employed. Gallant 
(1975) provided a procedure for estimating non-linear SUR equations based on the 
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least-square method. Apart from non-linearity in the system, the procedure is similar 
to that of linear system. In particular, the estimated covariance matrix from estimat­
ing each equation is then used to estimate the complete system using Aitken-type 
estimation method. This procedure will be applied in the empirical analysis in this 
study. 
For estimating the dynamic price responses and research impacts, the estimation 
for the complete system of equations (4.10)-(4.13) must be pursued. This system is 
highly non-linear in parameters. In addition, there are some restrictions both within 
and across-equations. The estimation procedures are hence much more complicated, 
especially when vector autoregressive errors are also included. 
When the presence of the autoregressive errors in all equations are ignored, 
equations (4.10)-(4.13) form a simultaneous system that is non-linear in parame­
ters. Several full-information methods have been proposed in literature to estimate 
such a system. Amemiya (1977) proposed a non-linear FIML (NLFIML) estima­
tion procedure and proved its asymptotic properties. On the other hand, Jorgenson 
and Laffont (1974) suggested non-linear three-stage least-squares (NL3SLS) for esti­
mating explicit simultaneous systems while Gallant (1977) extended the analysis for 
implicit systems. Finally, Hausman (1975) provided instrumental-variable interpre­
tations of the maximum likelihood and three-stage least-square estimators both for 
certain linear and non-linear in parameter models. 
In obtaining the estimators, all of the methods involve solving a non-linear sys­
tem of equations. Thus, the choice of the method must weigh computational efficiency 
of each method. Several algorithms have also been suggested to solve such a system. 
Some modified Newton's methods were presented both in Eisenpress and Greenstadt 
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(1966) and in Chow (1973). Other alternative computation methods have also been 
proposed, e.g., in Berndt, Hall, Hall, and Hausman (1974) and in Parke (1982). 
Belsley (1979) compared the computation of NLFIML and NL3SLS in the esti­
mation of some non-linear, simultaneous equation models. Using Davidson-Fletcher-
Powell algorithm, he found that NLFIML is not computationally dominated by 
NL3SLS although it is still more expensive. Therefore, "for much econometric re­
search, it seems reasonable to conclude that NLFIML is indeed computationally 
competitive with NL3SLS and need no longer blindly be excluded from the econo­
metric! an's standard kit of tools" (p. 335). Nevertheless, the NL3SLS estimation 
method will be employed in the empirical analyses of this study. 
When the presence of autoregressive disturbances is taken into account, the esti­
mation procedures are much more complicated. As before, assume that each distur­
bance vector in the complete system (4.10)-(4.13) follow a first-order autoregressive 
process. That is, 
q(0 = $ici((-l) + (i(() (4.20) 
(2(Z) = ~ U + ^2(0 (4.21) 
^3(() = (4.22) 
e4(0 = <^464(^-1)4-^4(0 (4.23) 
where are vectors of white noises. With these specifications, the 
system (4.10)-(4.13) can be transformed into the following forms: 
k i t )  = 'fiA'(<-l) + (rC/ +/?)[/!(<-l)-<fl/i(<-2)1 
- \ - r R G [ p { t  — 1) — $jp(^ — 2)] -j- r R L [ w { t )  — $yu;(( — 1]) 
+  R S ' [ { r Z i t  - 1) - Z { t ) }  -  ^i { r Z ( t  - 2) - Z ( t  - 1)}] 
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where 6Q = 6o(l - '^i), CQ = co(l - «Dg), RFG = RFG, and eg = eQ(l - $3). The 
NLFIML and NL3SLS estimation methods discussed above can now be applied to 
the transformed system instead of the original one. This of course would increase the 
non-linear nature of the system and thus the difficulty of obtaining the estimates. 
76 
CHAPTER 5. INVESTMENT DEMANDS AND RESOURCE 
ADJUSTMENTS 
This chapter presents the econometric analysis of the investment demand equa­
tions for automobiles/trucks, tractors, equipment, service structure, land, and labor. 
The focus is on investigating the slow adjustment nature of these quasi-fixed inputs 
and the inter-dependency in their adjustments. The effects of serial correlation in 
the residuals on the empirical results are analyzed in the last section. 
The Estimated Parameters 
Using aggregate state level data for 1951-1982, the estimated parameters of the 
system of investment demand equations (4.6) under the assumption that the errors 
are contemporaneously but not serially correlated are reported in Table .5.1. Recall 
that this system represents a linear version of the non-linear investment demand 
equations either based on static-price expectations or on autoregressive output price 
expectations. Since the system forms seemingly unrelated equations, it has been 
estimated using Zellner's SUR estimation procedure. The investment rates, A'(0> 
well as the technical change rates, Z{t)^ have been approximated by first-differences 
in the corresponding stocks. Except for the outputs that are produced continuously, 
the output prices are the prices that were observed in last year's market while the 
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input prices are the prices in current year. The estimated cross model correlation 
matrix is reported in Appendix A. 
The empirical results are in general satisfactory. Most of the estimated param­
eters are statistically significant. The coefficients of determination are low due to 
first-difference specifications of the system. As expected, all the diagonal elements of 
the estimated adjustment matrix, M, have negative signs and are statistically signifi­
cant. The eigenvalues of this matrix are —0.143, -0.052, —0.131, —0.099, -0.068, and 
— 0.027. Since all of the eigenvalues are below unity in absolute value, the adjustment 
matrix and thus the investment demand ecjuations are stable systems. It is interest­
ing to see that all of the own-price effects are negative and statistically significant. 
Examination of the estimated cross model correlation matrix of the residuals shows 
that the largest estimated correlation is between equations for automobiles/trucks 
and for land of 0.220 (Appendix .A). 
Interdependency in Resource Adjustments 
Table 5.2 reports the results from testing hypotheses about the specifications 
of the investment demand equations. First, the result for the multivariate flexible 
accelerator model of the investment demands is presented. As can be seen in Table 
5.2, the hypothesis of independent adjustment in all inputs is easily rejected at a 5% 
significant level. The sample F-statistic of 7.61 exceeds the critical F-value of 1.46 
at 30 and 1000 degrees of freedom. This means that there are inter-dependency in 
adjustments among some or all of the six quasi-fixed inputs. This provides further 
evidence that the multivariate flexible accelerator model is better than the univariate 
adjustment model for modelling the investment demands for the quasi-fixed inputs 
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Table 5.1: SUR estimates of the investment demand system under 
serially tincorrelated errors" 
Dependent variables: net investment rates for 
Autos & Service 
trucks Tractors Equipment structure Land Labor 
.\ulos & 
trucks 
-0.107 
(12.35) 
Lagged stocks of: 
-0.011 -0.025 
(4.52) (3.33) 
0.010 
(1.66) 
0.001 
(0.62) 
0.016 
(2.42) 
Tractors -0.105 
(2.51) 
-0.067 
(5.33) 
0.067 
(1.86) 
-0.061 
(2.17) 
0.018 
(3.39) 
-0.089 
(2.75) 
Equipment 0.016 
(1.07) 
-0.003 
(0.74) 
-0.143 
(11.38) 
-0.008 
(0.77) 
0.007 
(3.51) 
0.007 
(0.63) 
Service 
structure 
-0.001 
(0.04) 
0.011 
(2.83) 
0.023 
(2.12) 
-0.070 
(8.10) 
-0.001 
(0.81) 
-0.011 
(1.07) 
Land 0.066 
(2.93) 
0.012 
(1.82) 
0.071 
(3.69) 
-0.020 
(1.31) 
-0.072 
(24.71) 
-0.011 
(0.62) 
Labor 0.049 
(6.57) 
0.001 
(0.22) 
-0.006 
(1.00) 
0.013 
(2.55) 
-0.004 
(3.84) 
-0.085 
(14.36) 
Autos k 
trucks 
-0.711 
(4.46) 
Relative prices of: 
-0.577 0.141 
(12.02) (1.03) 
-0.509 
(4.72) 
-0.158 
(7.66) 
0.012 
(0.10) 
Tractors 1.737 
(6.90) 
-0.426 
(5.62) 
0.228 
(1.05) 
0.115 
(0.68) 
-0.248 
(7.60) 
0.366 
(1.87) 
Equipment -1.551 
(5.95) 
0.725 
(9.23) 
-0.548 
(2.44) 
0.568 
(3.22) 
0.350 
(10.39) 
-0.449 
(2.21) 
^Numbers in parentheses are the absolute sample t-values. The numeraire is the 
p r i c e  o f  l i v e s t o c k .  T h e  n e t  r e s e a r c h  v a r i a b l e  i s  d e f i n e d  a s  —  1 )  —  Z { t ) ] .  
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Table 5.1 (Continued) 
Dependent variables: net investment rates for 
Autos & Service 
trucks Tractors Equipment : structure Land Labor 
Service 0.568 0.075 0.066 -0.054 0.045 0.160 
structure (6.44) (2.83) (0.86) (1.63) (3.95) (2.33) 
Land -0.033 0.005 -0.004 0.012 -0.004 -0.016 
(2.79) (1.37) (0.44) (1.51) (2.85) (1.78) 
Labor -0.146 0.025 0.023 -0.036 0.001 -0.048 
(3.44) (1.95) (0.61) (1.26) (0.15) (1.84) 
Intermedi­ 0.209 -0.069 -0.076 -0.052 0.018 0.044 
ate input (2.45) (2.86) (1.03) (0.90) (1.62) (0.67) 
Crops 0.010 0.134 0.111 0.046 -0.009 -0.089 
(1.73) (7.49) (2.16) (1.14) (1.12) (1.92) 
Net research variables: 
Public 3.969 -0.051 -0.480 0.335 0.143 0.757 
(9.05) (0.39) (1.27) (1.13) (2.53) (2.21) 
Private 12.906 00
 
1.595 -0.448 1.010 -2.559 
(4.72) (5.44) (1.66) (0.24) (2.85) (2.20) 
Others: 
Intercept 5.584 9.069 5.825 6.936 7.294 16.399 
(1.27) (6.82) (1.53) (2.32) (12.77) (4.77) 
0.414 0.392 0.129 0.149 0.544 0.288 
RMSE 11.104 3.347 9,594 7.511 1.439 8.649 
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in U.S. agriculture. Rejection of the univariate partial adjustment model has also 
been reported in previous studies (see, e.g., Vasavada and Ball, 1988; Vasavada and 
Chamber, 1986; Epstein and Denny, 1983). Thus, the result casts doubt on previous 
analyses of the investment demand based on such a model as in Griliches (1960), 
Heady and Tweeten (1963), Penson, et. al.(1981). 
The next hypothesis to be tested is independent adjustments among groups of 
inputs. For this purpose, the inputs have been classified into three groups: capital, 
land, and labor. Thus, the null hypothesis states that it is appropriate to use a 
univariate partial adjustment model for estimating the investment demand equations 
for capital, land, and labor. The capital group includes automobiles/trucks, tractors, 
equipment, and service structure. This hypothesis is rejected at 5% significant level. 
Thus, there are also inter-dependency in the adjustment among groups of the quasi-
fixed inputs. For example, the previous year's usage of land and labor affect farmer's 
decision on the investment rates of capital inputs in the current period. Similarly, the 
stocks of capital inputs also influence how much farmers want to invest in land and 
labor. In short, the conclusions of the first two hypotheses show the inter-dependent 
nature of resource adjustments in U.S. agriculture.^ 
Resource Slow Adjustments 
The nature of slow adjustments on the resource usage in the U.S. agriculture is 
interesting to investigate. This exercise is very useful for policy analysis since knowing 
the adjustment speeds of these inputs can help policy makers in determining how 
^The next two hypotheses in Table 5.2 concern about the symmetry in resource 
adjustments either in all inputs or in capital group. Both hypotheses are rejected at 
5% significant level. 
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Table 5.2: Tests of hypotheses on the investment demand equations 
under serially uncorrelated errors 
Degree of 
Hypotheses F-values freedom® Conclusion 
Independent in adjustments 
of all inputs 7.61 30,7962 Reject 
Independent in adjustments 
among groups 9.74 18,7962 Reject 
Symmetry in adjustments 
of all inputs 5.55 14,7962 Reject 
Symmetry in adjustments 
of capital group 3.96 6,7962 Reject 
All inputs are variable 5851.28 36,7962 Reject 
Automobile stock is variable 1934.11 6,7962 Reject 
Tractor stock is variable 969.74 6,7962 Reject 
Equipment stock is variable 786.23 6,7962 Reject 
Service structure 
is variable 2063.89 6,7962 Reject 
Capital group 
is variable 1680.53 24,7962 Reject 
Land is variable 17913.70 6,7962 Reject 
Labor is variable 4286.03 6,7962 Reject 
Independent price effects 
of all inputs 18.58 30,7962 Reject 
Independent price effects 
among groups 10.45 18,7962 Reject 
Symmetric price effects 
of all inputs 23.51 14,7962 Reject 
Symmetric price effects 
of capital group 25.89 6,7962 Reject 
®The first term is for the numerator, the second is for the denominator. 
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long the impacts of economic shocks would affect farmers' decisions. For example, 
the policy makers can analyze how fast farmers adjust their optimal farm decisions 
when there is a once-and-for-all drop in agricultural output prices. Similarly, how 
fast farmers react to the increases in agricultural research expenditures can also be 
investigated. 
Looking at the diagonal elements of the estimated adjustment matrix in Table 
5.1, it is clear that all the six inputs are very slow to adjust over time. In fact, the 
hypothesis that all inputs are variable can easily be rejected at 5% significant level. 
The quasi-fixity of some of these inputs is therefore prevalent. Thus, if relative prices 
change, farmers can not adjust the utilizations of these inputs to new optimal levels 
instantaneously due to high adjustment costs. Instead, the impacts are distributed 
over time. Table .5.1 shows that the estimated adjustment coefficients of these inputs 
are not greater than 0.15 in absolute value. This means that less than 15% of the 
discrepancy (or disequilibrium) between the actual (or short-run) and desired (or 
long-run) levels of these inputs is corrected each year. Most previous studies have 
also reported the quasi-fixity of some of the inputs. 
The quasi-fixity of each input has also been investigated. For example, the 
hypotheses that the inputs classified as capital input are variable either taken as 
a group or individually are all rejected at 5% significant level. The adjustment 
coefficients for automobiles/trucks, tractors, equipment, and service structure are 
respectively 0.11, 0.07, 0.14, and 0.07 in absolute value. This implies that only about 
7% to 14% of the disequilibria between short-run and long-run levels of these inputs 
are corrected each year. Thus, it will take at least 15 years for these inputs to attain 
a new long-run equilibrium level in response to a one-time price or research change. 
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The estimated adjustment coefficients for the capital inputs seem in accord with 
the results reported in previous studies based either on the univariate or multivariate 
partial adjustment model. For example, Griliches (1960) found that the estimated 
adjustment coefficient for tractors was around 0.17. Heady and Tweeten (1963) re­
ported that the estimated adjustment coefficient for all machinery, motor vehicles, 
and equipment was about 0.20. A breakdown of these inputs indicated that the ad­
justment coefficients were slightly larger for autos and trucks (average of 0.30) but 
smaller for tractors (0.09). The adjustment coefficient for building improvements 
(service structure in our case) was about 0.04. In another instance, using the mul­
tivariate flexible accelerator model, Vasavada and CUiambers (1986) concluded that 
the adjustment coefficient for capital was 0.12 while Lyu and White (1985) reported 
an estimate of 0.09 for machinery. 
The quasi-fixity of land is also present. Its adjustment coefficient is only 0.07 
in absolute value implying that only 7% of the disequilibrium is corrected each year. 
This estimated adjustment coefficient is higher than Lyu and White's ( 1985) estimate 
of 0.034 for real estate. However, it is surprisingly low compared to some results in 
other studies. For example, Vasavada and Chambers (1986) reported an estimate 
of 0.59. Vasavada and Ball (1988) reported a much higher estimated adjustment 
coefficients (i.e., 0.74) for their real estate which encompasses both farmland and ser­
vice structure. One reason for these discrepancies may be differences in the measure 
of land. These two studies employed the aggregate data from Ball (1981) where, 
"[t|o estimate the stock of farmland, Tornquist-Theil price and implicit quantity in­
dexes are constructed using as prices land values (excluding buildings) per acre" (p. 
478). In Huffman and Evenson (1988), however, the construction of the land variable 
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was rather direct. The quantity of land is the cropland equivalent unit based on 
the acreage figures of various land types while the rental price of land is the land 
rent obtained directly from Doll and Widdows (1982) and from U.S. Department of 
Agriculture (Chapter 3). 
The hypothesis that labor is a variable input is also rejected at 5% significant 
level. The sample F-value of 4286.03 is well above the critical F-value with 6 and 
7962 degrees of freedom. Its adjustment coefficient is 0.09 in absolute value implying 
that it takes as long as 20 years to correct about 90% of disequilibrium in response to 
price and research shocks. This estimate is in accord with estimates both in Vasavada 
and Chambers (1985) of 0.07 for labor and in Vasavada and Ball (1988) of 0.17 for 
family labor. Thus, the empirical results show that labor is best characterized as a 
quasi-fixed input. This is in contrast to a priori classification in the static model that 
labor is a variable input. 
One possible explanation for the rigidity of labor adjustment is in the context 
of human capital theory. Most of labor skills in the agricultural sector are specific 
to farming. When the profitability of farming declines, it would therefore be difficult 
for farmers to switch to non farm jobs. This would require a significant retraining 
process to adapt their labor skills to nonfarm jobs. Therefore, in the short-run, it 
is reasonable that farmers continue in the agricultural sector when profitability of 
farming deteriorates. 
Because the data are cross-section for 42 states, a concern may be raised for 
differences in parameter estimates across states. Appendix B reports parameter es­
timates of the investment demand system with state dummy variables. In general, 
the results do not differ very much. In particular, the univariate partial adjustment 
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model is also rejected and thus the results also provide evidence for interdependency 
in adjustments among the inputs. The hypotheses that the inputs are variable, 
either taken as a whole, as a group, or individually, are all rejected. Hence, the 
quasi-fixity of each input is also evidenced. The estimated adjustment coefficients 
for automobiles/trucks, tractors, equipment, service structure, land, and labor are 
—0.187, —0.098, -0.220, -0.069, —0.053, and —0.086, respectively. Thus, the es­
timates for service structure and labor are almost the same while the estimates for 
automobiles/trucks, tractors, and equipment only increase slightly. 
The Rental Price Effects 
Although more full discussion of the dynamic price responses will be given in 
Chapter 6, some effects of rental price changes on investment in quasi-fixed inputs 
are presented in this Chapter. Recall that all of the own rental price effects on the 
investment demands are negative and statistically significant. This is a surprising 
result because the dynamic adjustment cost theory does not provide a priori directions 
for these price effects. The effects of rental prices of other quasi-fixed inputs on an 
investment rate for a particular quasi-fixed input are also highly significant. The 
hypothesis that one investment rate is independent from price effects of other quasi-
fixed inputs is easily rejected at 5% significant level. The hypothesis of independent 
price effects among groups is also rejected. Therefore, the results in Table 5.1 provide 
evidence that the investment schedules are negatively sloped and affected by changes 
in rental prices of other inputs. 
.Another issue is whether rental price effects are symmetric. The dynamic ad­
justment cost theory (Treadway, 1970, 1971; Mortenson, 1973) does not dictate sym­
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metry. However, Vasavacia and Chambers (1986) imposed symmetric rental price 
effects in their empirical analysis of investment demands for U.S. agriculture. The 
results from hypothesis testing reported in Table 5.2 do not support such a symme­
try condition. The hypotheses of symmetry rental price effects for all inputs and 
among groups are rejected at 5% significant level. The sample F-values of 23..51 and 
25.89 are well above the critical F-values. Thus, the results are in accord with the 
theoretical analysis in the general dynamic adjustment cost theory. 
The Effects of Autoregressive Errors 
It is important to remember that the empirical results presented in the preceding 
sections are based on the assumption that the disturbances in the investment demand 
system are white noise. If, instead, the errors are a first-order vector auto-regressive 
process, the correct empirical specification is the system of equations (4.19). This 
transformed model of investment demand equations is non-linear in parameters, and 
thus the non-linear SUR estimation procedure as developed in Gallant (1975) can be 
employed. 
Table 5.3 presents the non-linear SUR estimates of the investment demand sys­
tem under a diagonal first-order vector autoregressive error structure. Although it 
is a special case of a more general vector autoregressive specification, the estimation 
is already somewhat difficult because it involves about 108 parameters to be esti­
mated. The estimations have been done using the non-linear SUR option of PROC 
SYSNLIN in SAS.^ The estimated parameters of the linear investment demand equa­
tions reported in Table 5.1, including its estimated autoregressive coefficients, have 
^See SAS/ETS User's Guide, Version 5, SAS Institute Inc., NC: Carry, 1984, 
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been used as the starting values for the iterations in this estimation. The estimation 
converged globally after a total of 16 iterations in about 818 CPU second execution 
time for both the first and second stages of the SUR procedures. 
Table 5.4 reports the results from testing hypotheses on this system. The testing 
procedure is based on the strategy that has been developed in Gallant and .Jorgenson 
(1979). In general tests across several equations, the estimated covariance matrices 
between the unrestricted and the restricted models must be forced to be the same. 
Thus, the procedure is first to run the unrestricted model and then to input the 
estimated covariance matrix from the unrestricted model into the restricted model. 
Gallant and Jorgenson (1979) showed that the change in the least-squares criterion 
function between the unrestricted and the restricted model using this procedure can 
be used as an asymptotically valid chi-square test with a degree of freedom equals to 
the number of restrictions. 
.\s can be seen in Table 5.3, the estimated coefficients of autocorrelation in the 
residuals are high in the investment demand equations for automobiles/trucks (0.837) 
and for land (0.832) while it is moderate for equipment ( — 0.307). Except for tractors, 
all of the estimated autocorrelations are significant at 5% significant level. Overall, 
the hypothesis that all of the auto-correlation coefficients are zeros can easily be 
rejected at 5% significant level. The sample Gallant and Jorgenson (G-J) statistic of 
3130.07 is well above the critical chi-square value of 12.59 with 6 degrees of freedom. 
This results provide strong evidence for the important of incorporating autocorrelated 
errors in estimating the investment demand equations for U.S. agriculture. Thus, it 
casts doubt on the empirical results reported in previous studies which generally 
ignore the presence of such autocorrelation. 
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Table 5.3: Nonlinear SUR estimates of the investment demand system 
under diagonal first-order vector autoregressive errors" 
Dependent variables: net investment rates for 
Autos & Service 
trucks Tractors Equipment structure Land Labor 
Autos & 
trucks 
-0.369 
(15.91) 
Lagged stocks of: 
-0.012 -0.026 
(4.45) (4.37) 
0.014 
(2.00) 
-0.001 
(0.59) 
0.017 
(2.92) 
Tractors 0.046 
(0.66) 
-0.068 
(4.85) 
0.047 
(1.63) 
-0.036 
(1.05) 
0.010 
(1.29) 
-0.091 
(3.12) 
Equipment -0.013 
(0..57) 
-0.001 
(0.11) 
-0.096 
(9.53) 
-0.006 
(0.54) 
0.005 
(2.07) 
0.008 
(0.77) 
Service 
structure 
0.057 
(2.06) 
0.013 
(3.20) 
0.025 
(3.01) 
-0.088 
(8.02) 
-0.007 
(2.28) 
-0.012 
(1.45) 
Land 0.445 
(3.98) 
0.011 
(1.42) 
0.042 
(2.72) 
-0.021 
(1.10) 
-0.133 
(3.61) 
-0.022 
(1.41) 
Labor 0.127 
(4.99) 
-0.002 
(0.61) 
-0.002 
(0.48) 
0.014 
(2.14) 
-0.006 
(2.19) 
-0.076 
(14.20) 
Autos & 
trucks 
-0.550 
(9.41) 
Relative prices of: 
-0.572 0.189 
(11.42) (1.67) 
-0.338 
(2.79) 
-0.057 
(3.13) 
-0.042 
(0.38) 
Tractor 1.610 
(6.32) 
-0.446 
(5.74) 
0.158 
(0.89) 
0.254 
(1.38) 
-0.130 
(4.41) 
0.607 
(3.45) 
Equipment -2.798 
(11.98) 
0.713 
(8.88) 
-0..501 
(2.71) 
0.267 
(1.40) 
0.213 
(8.18) 
-0.690 
(3.77) 
^Numbers in parentheses are the absolute sample t-values. The numeraire is the 
price of livestock. The net research variable is defined as \rZ{i — 1) — Z{t)]. The 
independent variables are the transformed variables. 
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Table 5.3 (Continued) 
Dependent variables: net investment rates for 
Autos & 
trucks Tractors Equipment 
Service 
structure Land Labor 
Service 
structure 
-0.225 
(2.15) 
0.096 
(3.51) 
0.064 
(1.03) 
-0.042 
(0.64) 
-0.013 
(1.10) 
0.211 
(3.41) 
Land 0.008 
(0.42) 
0.005 
(1.32) 
-0.004 
(0.54) 
0.019 
(2.02) 
-0.002 
(1.20) 
-0.016 
(1.94) 
Labor -0.242 
(3.77) 
0.019 
(1.38) 
0.006 
(0.21) 
-0.040 
(1.24) 
-0.007 
(0.97) 
-0.010 
(0.36) 
Intermediate 
input 
0.050 
(0.57) 
0.014 
(0.53) 
-0.057 
(0.95) 
-0.081 
(1.27) 
-0.001 
(0.03) 
0.016 
(0.26) 
Crops 0.091 
(1.65) 
0.128 
(6.93) 
0.104 
(2.47) 
0.057 
(1.30) 
-0.006 
(0.96) 
-0.085 
(2.02) 
Public lAZh 
(5.49) 
Net research variables: 
-0.062 -0.366 
(0.45) (1.26) 
0.088 
(0.25) 
0.042 
(0..30) 
0.549 
(1.85) 
Private 48.563 
(5.77) 
-4.453 
(5.20) 
1.205 
(0.67) 
-0.885 
(0.41) 
0.703 
(0.90) 
-2.638 
(1.45) 
Intercept -1.564 
(0.74) 
8.739 
(6.21) 
Others: 
5.505 
(1.32) 
3.924 
(1.29) 
2.357 
(9.90) 
18.301 
(4.86) 
<b ,. 0.837 
(47.20) 
0.026 
(0.88) 
-0.307 
(11.09) 
0.148 
(4.48) 
0.832 
(18.46) 
-0.181 
(6.35) 
FP' 0.631 0.366 0.197 0.165 0.816 0.282 
RMSE 8.177 3.387 9.311 7.492 0.901 8.611 
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Table 5.4: Tests of hypotheses on the investment demand equations 
under diagonal first-order vector autoregressive errors 
Chi- Degree of 
Hypotheses squares" freedom Condi 
Absence of auto-correlations 3,130.07 6 Reject 
Independent in adjustments 
of all inputs 141.69 30 Reject 
Independent in adjustments 
among groups 92.18 18 Reject 
All inputs are variable 394,386.65 42 Reject 
Automobile stock is variable 19,465.68 7 Reject 
Tractor stock is variable 5,296.33 7 Reject 
Equipment is variable 4,748.17 7 Reject 
Service structure is variable 11,645.73 7 Reject 
Capital group is variable 49,438.64 28 Reject 
Land is variable 239,572.65 7 Reject 
Labor is variable 21,966.41 7 Reject 
^The chi square statistics are based on Gallant and Jorgenson (1979). The entries 
in this column are the differences of the products of the objective function and the 
number of observations in the full and restricted models. 
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As expected, the estimated diagonal elements of the adjustment matrix are neg­
ative and statistically significant. The estimated adjustment coefficients for automo­
biles/trucks, equipment, and land have changed considerably while for the tractors, 
service structure, and labor are almost the same. The eigenvalues of the adjustment 
matrix are -0.377, -0.133, —0.065, —0.022, —0.093, and —0.097. Thus, the stability 
of the estimated adjustment matrix M and the investment demand system are likely 
satisfied. Examination of the estimated cross model correlation matrix reveals that 
the largest estimated correlation is between equations for tractors and land of -0.203 
(.Appendix .A). 
When vector autoregressive errors are incorporated into the investment demand 
system, the parameter restrictions for investigating the nature of resource adjust­
ment are slightly different. Looking at the transformed investment demand equations 
(4.19), parameter restrictions on the adjustment matrix M alone are not sufficient 
for testing either the inter-dependency of adjustments or the input quasi-fixity. Fur­
ther restrictions on the vector autoregressive coefficient matrix '!> are required. For 
example, the fact that M is a diagonal matrix does not necessarily imply that the 
univariate partial adjustment hypothesis holds. As long as $ is unrestricted, the 
inter-dependency in the adjustments of the quasi-fixed inputs is still prevalent either 
directly from K{t - 2) or indirectly from K{t - I). It turns out that the univariate 
partial adjustment model holds when one can not reject a joint hypothesis that both 
the adjustment matrix M and the vector autoregressive coefficient are diagonals. 
An example showing the derivation of the parameter restrictions on the investment 
demands for first-order vector autoregressive errors and two inputs is presented in 
Appendix C. 
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The analysis can be extended easily for testing the quasi-fixity of each input. 
Recall from (4.9) that the i-th input is variable and hence is not quasi-fixed if one 
can not reject the joint hypotheses that = -1 and Mji = 0 for all j ^ i. As 
before, these parameter restrictions are valid only if the vector auto-regressive matrix 
is null. If is unrestricted, however, the instantaneous adjustment of the i-th input 
can not hold when is non-zero. Furthermore, the stock of the i-th input still 
affects the investment rates of the j-th input as long as is non-zero. Thus, as 
shown in .Appendix C\ the i-th input is said to be variable and hence is not quasi-fixed 
if one can not reject a joint hypothesis that M-- = -1, Mjj = 0 for all j ^ i, and 
- 0 for all j. For the hypothesis that all inputs are variable, it is necessarily that 
the adjustment matrix M be an (negative) identity and that the vector autoregressive 
coefficient ^ be a null matrix. 
With these parameter restrictions and testing procedures developed in Gallant 
and .Jorgenson (1979), we are ready to investigate the nature of resource adjustment 
in U.S. agriculture under a diagonal first-order vector autoregressive error structure. 
These parameter restrictions were imposed on the system (4.19) and the restricted 
models were estimated. Except for testing that equipment is variable, the estimations 
of all the restricted models for testing the hypotheses reported in Table 5.4 converged 
after not more than 50 iterations. The number of iterations vary from only 1 iteration 
(i.e., for testing the absence of autocorrelations and all inputs are variable) to 26 
iterations (i.e., for testing independent adjustments in groups). Thus, the execution 
time also vary from 16 CPU seconds to as many as 1591 CPU seconds. 
The evidence shown in Table 5.4 does not support the univariate partial adjust 
ment model of the investment demand for U.S. agriculture either. The hypothesis of 
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independent adjustments in all inputs is easily rejected at 5% significant level. The 
sample G-J statistic of 141.69 is well above the critical chi-squares of 43.78 with 30 
degrees of freedom. The independent of resource adjustments among the input groups 
(capital, land, and labor) is also rejected at 5% significant level. Thus, these results 
once again provide strong support for the use of the multivariate flexible accelerator 
model in modelling the investment demands for U.S. agriculture. 
The nature of slow adjustments in automobiles/trucks, tractors, equipment, ser­
vice structure, land, and labor is also apparent in Table 5.4. The hypotheses that 
these inputs, taken as a whole, as groups or individually, are variable are easily re­
jected at 5% significant level. .All of the sample G-J statistics are well above the 
critical chi-squares. Thus, the quasi-fixity of these inputs is clear. This means that 
farmers can not adjust the usage of these inputs to their optimal levels instanta­
neously when changes in relative prices or agricultural research expenditures occur. 
Instead, the effects are distributed over time. 
When the presence of serial correlation in the residuals are taken into account, 
the speed of adjustments for some quasi-fixed inputs are quite different than for 
the no serial correlation case. For example, the adjustment coefficients for automo­
biles/trucks and land have increased in absolute value from 0.11 and 0.07 to 0.37 and 
0.13, respectively. This means that it takes now no longer than 5 and 15 years, re­
spectively, for the automobiles/trucks and land to correct about 90% of disequilibria 
that occur when changes in the relative prices or research variables occur. The ad­
justment coefficient for equipment has decreased from 0.14 to 0.10 in absolute value 
while for tractors, service structure, and labor are almost the same. 
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This chapter has presented evidences for the quasi-fixity of automobiles/trucks, 
tractors, equipment, service structures, land, and labor. The results showed that 
these quasi-fixed inputs are indeed slow to adjust in response to price or research 
shocks. In some cases, the speed of adjustments are extremely slow. For instance, the 
estimates for tractors and labor suggest that it takes 20 years or more to adjust to new 
desired levels. .Although these results are in general in accord with the results reported 
in previous studies, other factors may have caused these rather extremely slow speed 
of adjustments. Data construction process maybe one of them. For example, the 
values of capital stocks may include the values of machinery and equipment that 
have not already been used on the farm (i.e., scrap values). The assumption that 
the marginal cost of family labor equals to the wage rate of hired labor is another 
instance. These factors should be kept in mind when interpreting the results reported 
in this chapter. 
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CHAPTER 6. DYNAMIC PRICE RESPONSES AND RESEARCH 
IMPACTS 
This chapter reports estimates of the complete system. The analysis focuses 
on the dynamics of price responses and research impacts. The effects of alternative 
output price expectations and of auto-regressive errors are also analyzed. 
The System With Static-Price Expectation 
The complete system of equations (4.10)-{4.13) with the static-price expectation 
scheme is first reported and discussed. The investment demand system (4.10) is for 
capital, land, and labor. Equation (4.11) is the demand equation for intermediate 
inputs. The numeraire is the price of livestock, and thus the output supply equations 
(4.12) and (4.1.3) are for crops and livestock, respectively. Together the equations 
(4.10)-(4.13) form a simultaneous system with net investment rates, A'(f), affecting 
the intermediate input demand and output supply equations. Moreover, the system 
is non-linear in parameters with some restrictions both within and across equations 
implied by the model. The total number of parameters to be estimated is 60. 
The non-linear three-stage least-squares (NL3SLS) procedure has been used for 
estimating the system (4.10)-(4.13). The estimation has been done by using the 
NL3SLS option of PROC SYSNLIN in SAS. The Gauss algorithm method has been 
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chosen in the estimation. A linearized version of (4.10)-(4.13), together with the im­
plied parameter restrictions, has been estimated by 3SLS method and solved to obtain 
the starting values for the iterations (see Appendix D). The estimation converged af­
ter a total of 16 iterations for both the second and third stages of the NL3SLS in 
about 1379 CPU seconds or 28.26 minute execution time. To investigate whether the 
estimation has converged locally or globally, a system with starting values of ones 
for all the parameters has also been estimated. The result is identical, and thus the 
globality of the solution is most likely. 
Table 6.1. presents the estimated parameters of the complete system (4.10)-
(4.13). X long-run discount rate of 4% has been assumed throughout this study. In 
general, the results are satisfactory. Most of the estimated parameters are statistically 
significant. Properties of the value function have been checked and most of them are 
satisfied. For example, the estimated value function is increasing in p and decreasing 
in w and q. The estimated marginal effects of the crop price, intermediate input price, 
and quasi-fixed rental prices on the value function (i.e., Vp, Vw, and Ig) evaluated 
at the sample means are 984.88, -1023.29, and (-1414.60, -2288.03, -3154.52), 
respectively. 
The convexity of the estimated value function in p, w, and q is also satisfied. The 
convexity with respect to p and w requires that Vpp = A and Vwiu = B are positive 
semi-definite. These conditions are indeed satisfied since the estimated parameter of 
.4=51.372 and 5=4.117 are both positive. The convexity of V in q requires that Vqq = 
C be a positive semi-definite matrix, which at minimum implies that C is symmetric 
with non-negative diagonal elements. The symmetry of C has been imposed during 
the estimation while all of the estimated diagonal elements of C are positive. 
Table 6.1: The estimated parameters of the complete system with 
static price expectation'' 
Parameter Estimate T-value Parameter Estimate T-value 
^0,1 8.838 7.68 F 45.063 5.21 
^0,2 7.045 20.84 B 4.117 0.85 
8.084 4.77 iVi -1.973 11.76 
^0 48.778 29.82 /V2 -2.060 7.17 
(^0 36.322 15.72 A^3 0.008 0.11 
^0 70.970 16.43 Ol 2.613 4.14 
^11 -0.161 15.16 O2 63.154 19.59 
R I 2  0.014 1.33 .4 51.372 1,79 
^13 0.009 3.24 /^1 1.577 7.14 
Roi 0.001 0.37 H2 2.750 7.15 
R22 -0.107 33.54 ^3 0.952 9.56 
^23 -0.007 9.04 /l -2.140 2.54 
%1 -0.013 0.81 ^2 -80.184 18.34 
0.001 0.03 «4,1 5.610 9.19 
^33 -0.117 27.46 «4,2 -0.211 0.21 
^'1 -39.648 0.93 «4,3 -0.791 3.36 
Go 23.290 1.95 «5,1 -12.1.30 2.07 
^'3 -72.791 4.99 «5,2 88.144 2.55 
h 54.938 3.50 ^11 0.026 0.66 
h -18.392 3.52 ^12 -0.082 0.58 
h 32.505 4.01 ^22 0.180 0.21 
f i l  568.300 4.68 Tii -0.016 0.77 
Ci2 -33.813 1.49 ^12 0.106 1.52 
^ ' l3  64.053 2.53 0.023 2.16 
f'22 6.073 0.63 T2I -0.277 2.18 
f'23 .39.706 4.06 T22 -0.525 1.42 
f'33 56.386 3.54 ^23 -0.080 1.34 
•?11 -0.869 0.71 
-^12 0.777 1.36 Objective function 1.5701 
-^13 -7.046 2.71 Number of observations 1344 
521 31.989 4.96 
S22 12.8.33 4.34 
^23 -1.717 0.13 
G See the system of equations (4.10)-(4.13) for description of the parameters. For 
equation (4.10), 1 is capital, 2 is land, and 3 is labor. For the research variables, 1 is 
for pubHc sector and 2 is for private. 
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The non-decreasing property of the value function in research variables is likely 
satisfied. The estimated marginal effects of public and private research variables on 
the value function evaluated at the sample means are 1.16 and 404.33, respectively. 
However, the concavity of V in Z is likely not satisfied. After imposing symmetry 
of Vzz ~ estimated diagonal elements of E are both positive. The same is 
also likely true for the non-decreasing property of V in the quasi-fixed stocks. The 
estimated marginal efleets of K on the value function evaluated at the sample means 
are -14.34, -21.80, and -21.58 for capital, land, and labor, respectively. 
It is interesting to investigate whether the estimated adjustment parameters of 
the investment demand equations implied by Table 6.1 differ from those of Chapter 
5. With the assumed long-run discount rate of 4%, the eigenvalues of the adjustment 
matrix are —0.118, —0.082, and —0.066. Since all of the eigenvalues are less than 
unity in absolute value, the stability of the investment demand equations and thus 
the complete system is satisfied. 
The quasi-fixity of each input has also been tested. Each of the hypotheses 
that capital or land or labor is variable has been rejected at 5% significant level. The 
sample G-J statistics are 6260.04, 84011.64, and 41701.50 for capital, land, and labor, 
respectively. Thus, the results are consistent with the findings in Chapter 5 that these 
inputs are best characterized as quasi-fixed. The estimated adjustment coefficients 
of capital, land, and labor are —0.121, —0.067, and —0.077, respectively. These 
estimates are surprisingly similar to those reported in Chapter 5. Thus, only about 
12%, 7%, and 8% of the discrepancies between actual (or short-run) and desired 
(or long-run) stocks of capital, land, and labor are corrected each year. All price 
and research shocks will not only affect the current optimal levels but also will be 
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distributed over time. Furthermore, the slow adjustments of these quasi-fixed inputs 
will also affect the optimal levels of intermediate inputs demanded and crops and 
livestock supplied. 
The dynamic price responses 
The empirical results in the preceding section and in Chapter 5 showed that cap­
ital, land, and labor in U.S. agriculture are best characterized as quasi-fixed inputs. 
The adjustments of these quasi-fixed inputs are very slow, and thus the dynamic na­
ture of any price change can be investigated. The price responses can be measured in 
terms of short-run and long-run price elasticities. In the short-run, the adjustments 
of capital, land, and labor have not been completed. Thus, the short-run price elas­
ticities measure the effects of current price changes on the indices of current optimal 
stocks under such a disequilibrium condition in the quasi-fixed inputs. However, if 
the period is long enough, these disequilibria can be corrected and their adjustments 
can be completed (i.e., Kit) = 0 for all <). For example, the estimated adjustment 
coefficients of capital, land, and labor reported earlier indicate that it takes as long 
as 1.5, 25, and 20 years, respectively, to correct about 90% of the disequilibria. Then, 
it would be interesting to analyze what the ultimate price effects in the long-run as 
the adjustments of these quasi-fixed inputs have been completed. 
The slow adjustments of capital, land, and labor will also affect the optimal 
levels of intermediate inputs demanded and crops and livestock supplied. Thus, any 
price response on these inputs and outputs can also be measured in terms of short-
run and long-run price elasticities. In addition, two types of price effects occur both 
in the short-run and long-run. The first is the direct effect of price changes on the 
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optimal stocks of intermediate inputs, crops, and livestock. This is because changes 
in prices affect directly opportunity benefits and costs and thus farmers' decision on 
these inputs and outputs. The second is the indirect effect of price changes through 
the current stocks of the quasi-fixed inputs. Because it is costly to adjust capital, 
land, and labor instantaneously, farmers' decision on their investment rates affect 
the decision on the intermediate inputs demanded and crops and livestock supplied. 
Thus, the effects of price changes on the stocks of capital, land, and labor will also 
affect indirectly intermediate inputs and crop and livestock outputs. 
Before discussing the estimates of the price elasticities, it is important to recall 
the properties of the optimal solutions implied by the dynamic adjustment cost theory 
(see Chapter 1 and 2). In the primal model, Tread way (1970) and others have 
shown that long-run investment demand for quasi-fixed inputs are negatively sloped, 
although its short-run property is difficult to asses. However, the demand curves for 
variable inputs are not necessarily negatively sloped either in the short-run or long-
run. The theory also implied that the output supply curves might not be positively 
sloped either in the short-run or long-run. In addition, the cross-price effects are not 
in general symmetric. Thus, in general it is difficult to asses whether the relationships 
among inputs and outputs are substitute or complement. 
Table 6.2 reports the estimated short-run price elasticities of stocks evaluated 
at the sample means of the data. The short-run investment demand equations for 
capital, land, and labor are all negatively sloped. Thus, an increase in the rental price 
of capital, land, or labor will decrease the demand for investing in corresponding 
stocks. This is a surprising result since the theory does not give the direction of 
these effects. The cross-price effects between capital and land are positive while 
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between capital and labor and between land and labor are negative. An increase in 
intermediate input price decreases the demand for capital and increases the demand 
for both land and labor. Capital and labor are normal inputs since rises in the 
prices of crops and livestock increase their investment demands. Land seems to be 
an inferior input. 
Table 6.2: Short-run price elasticities of stocks: system with static 
price expectation 
Prices 
Stocks Capital Land Labor Interm. Crop Li vest. 
Capital -0.0191 0.0031 -0.0100 -0.0253 0.0013 0.0499 
Land 0.0008 -0.0005 -0.0049 0.0061 -0.0005 -0.0010 
Labor -0.0019 -0.0014 -0.0050 0.0052 0.0012 0.0018 
Intermediate 0.0260 0.0099 0.0521 0.0312 -0.0139 -0.10.53 
inputs 
-Direct -0.0137 0.0116 0.0417 -0.01.32 -0.0119 -0.0145 
-Indirect 0.0397 -0.0017 0.0104 0.0444 -0.0020 -0.0908 
Crop 0.0357 0.0185 -0.0693 0.1548 0.0097 -0.1495 
output 
-Direct -0.0094 0.0142 -0.0889 0.1377 0.0129 -0.0665 
-Indirect 0.04.51 0.0043 0.0196 0.0171 -0.0032 -0.0830 
Livestock -0.1029 -0.0029 0.0551 0.1573 -0.0352 -0.0714 
output 
-Direct -0.1602 0.0071 
% 
0.0228 0.0813 -0.0322 0.0811 
-Indirect 0.0573 -0.0100 0.0323 0.0759 -0.0031 -0.1525 
The direct own-price effect on intermediate input demand is negative in the 
short-run. This is in accord with prediction of the static models. However, the 
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indirect own-price effect through the stocks of capital, land, and labor is positive. 
Overall, the net own-price effect on intermediate input demand is positive. Thus, 
the slow adjustments of capital, land, and labor have caused the demand curve for 
intermediate inputs to be positively sloped in the short-run. Increases in the prices 
of capital, land, and labor are likely to increase the demand for intermediate inputs. 
Intermediate inputs seem to be inferior because increases in the prices of crop and 
livestock products decrease its demand in the short-run. 
How do these results compare to those in previous studies? Vasavada and Cham­
bers (1986) and Taylor and Monson (1985) also classified inputs into capital, land, 
labor, and intermediate inputs. Using the aggregate U.S. agriculture data, Vasavada 
and Chambers (1986) found that own-price elasticities of labor and capital are pos­
itive in the short-run while of land and intermediate materials are negative. Taylor 
and Monson (198.5) reported that in the Southeastern production region all of the 
input demand curves are negatively sloped in most of the periods. Thus, our results 
for capital, land, and labor are consistent with findings in Taylor and Monson ( 1985). 
Although it is not inconsistent with prediction of the dynamic adjustment theory, the 
finding that labor and capital demand curves are positively sloped in Vasavada and 
Chambers (1986) is somewhat difficult to rationalize. Our result for the intermediate 
input is in contrast to both studies. However, we have provided an explanation that 
the positively sloped of the demand curve for the intermediate inputs is due to the 
slow adjustment of the quasi-fixed inputs and not because of the direct own-price 
effects. 
The crop supply curve is positively sloped in the short-run. Thus, an increase 
in the crop price will increase farmers' ability to supply crop products. However, the 
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effect has been partially offset by the presence of slow adjustments in stocks of capital, 
land, and labor. Additional crop output is likely to be a substitute for additional 
livestock output. An increase in the price of capital, land, or intermediate input will 
shift the supply curve of crop products rightward while the effect of a rise in labor 
wage is the opposite. The supply curve of livestock products is likely to be negatively 
sloped. This is because the positive direct own-price effect is not large enough to 
offset the negative indirect own-price effects due to the slow adjustment nature of 
capital, land, and labor. .\n increase in the price of capital or land will likely decrease 
the supply of livestock while the effects of labor and intermediate input prices are the 
opposite. Vasavada and Chambers (1986) found that the output supply relationship 
(for all products) is positively sloped and affected positively by the price of capital 
or labor but negatively by the price of land or intermediate input. 
Table 6.3 presents the estimated long-run price elasticities of stocks evaluated 
at the sample means of the data. These elasticities measure the effects of unit price 
changes on the indices of the optimal stocks when the adjustments of capital, land, 
and labor have been completed. Note that although K{t) = 0 in the long-run, the 
stocks of capital, land, and labor still enter in the equations for intermediate input 
demand and crop and livestock output supplies. Thus, as in the short-run, the long-
run price elasticities of the intermediate input demand and of crop and livestock 
output supplies can be decomposed into direct and indirect effects. 
The long-run demand curves for stocks of capital, land, and labor are all nega­
tively sloped, and thus are in accord with the theory. As in the short-run, the long-run 
cross price effects between capital and land are positive while between capital and 
labor and between land and labor are negative. An increase in the intermediate in-
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Table 6.3: Long-run price elasticities of stocks: system with static 
price expectation 
Prices 
Stocks Capital Land Labor Interna. Crop Li vest. 
Capital -0.1581 0.0229 -0.0967 -0.1908 0.0118 0.4109 
Land 0.0107 -0.0038 -0.0658 0.0727 -0.0092 -0.0046 
Labor -0.008G -0.0203 -0.0544 0.0868 0.0148 -0.0185 
Intermediate -0.0246 0.0120 0.0367 -0.0240 -0.0117 0.0115 
inputs 
-Direct -0.0137 0.0116 0.0417 -0.0132 -0.0119 -0.0145 
-Indirect -0.0109 0.0004 -0.0050 -0.0108 0.0002 0.0260 
Crop -0.0231 0.0119 -0.0983 0.1392 0.0136 -0.0433 
output 
-Direct -0.0094 0.0142 -0.0889 0.1377 0.0129 -0.0665 
-Indirect -0.0137 -0.0023 -0.0094 0.0015 0.0007 0.0232 
Livestock -0.2062 0.0144 -0.0089 0.0268 -0.0299 0.2037 
output 
-Direct -0.1602 0.0071 0.0228 0.0813 -0.0322 0.0811 
-Indirect -0.0459 0.0073 -0.0317 -0.0545 0.0023 0.1226 
put price is likely to decrease the demand curve for capital and increase the demand 
curves for land and labor in the long-run. The demand curves for capital and labor 
will shift rightward in response to an increase in the crop price, while its effect on 
the demand curve for land is the opposite. An increase in the livestock price will 
decrease the demand curves for land and labor and will increase the demand curve 
for capital. 
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The results shown in Table 6.3 indicate that the long-run demand curve for in­
termediate input is negatively sloped. This is because the indirect own-price effect 
through the stocks of quasi-fixed inputs reinforces the negative direct own-price ef­
fect. As in the short-run, the rental prices of land and labor rightwardly shift the 
demand curve for intermediate input. The efleet of the capital rental price, how­
ever, is negative. An increase of the crop price decreases while of the livestock price 
increases the demand curve for the intermediate input. 
Vasavada and Chambers (1986) found that the demand curve for capital is pos­
itively sloped in the long-run. This is not consistent with the prediction of the 
dynamic adjustment theory. The findings in Taylor and Monson (1985) that all of 
the quasi-fixed inputs are negatively sloped are in accord with our results, and thus 
are consistent with the theory. Our result that the intermediate input demand curve 
is negatively sloped in the long-run is also in accord with the results in both studies. 
The supply curve of crop products is also positively sloped in the long-run with 
a larger magnitude than in the short-run. A rise in the price of land or intermediate 
input increases the supply of crop outputs in the long-run, but a rise of the wage 
decreases it. An increase in the capital rental price affects negatively the ability 
of farmers to supply crop products in the long-run. As in the short-run, livestock 
products are a substitute for crop products in the long-run. Another interesting result 
in Table 6.3 is that the supply curve of livestock products is positively sloped in the 
long-run. This is because the indirect own-price effect due to the slow adjustments 
of capital, land, and labor reinforces the positive direct own-price effect. As in the 
short-run, a rise of the capital rental price continues to adversely affect while of the 
intermediate input price positively influences farmers' willingness to supply livestock 
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products. However, the effects of rental prices of land and labor on the livestock 
supply in the long-run are opposite to those in the short-run. Our result is in accord 
with finding in Vasavada and Chambers (1986) that the supply curve for all products 
is positively sloped in the long-run. 
The dynamic research impacts 
Agricultural research produces new technology that farmers adopt. This fre­
quently changes the production process. Table 6.4 reports the short-run research 
impact elasticities of stocks. There are several differences of research impacts in the 
dynamic duality theory relative to those in the static model. In the dynamic duality 
theory, agricultural research affects farmers' decisions in two ways. Entering any 
production period, farmers have accumulated stocks of technology generated from 
past agricultural research expenditures. Thus, the columns labeled as "Existing" in 
Table 6.4. estimate the impacts of this existing stock of technology (i.e., the effect 
of Z{1 — 1) in the system (4.10)-(4.13)). In addition, in the current production pe­
riod farmers obtain new technological innovations resulting from more agricultural 
research. Thus, the columns labeled as "New" in Table 6.4. estimate the impacts 
of the new technology on current decisions (i.e., the effect of Z{t) in the system 
(4.10)-(4.1.3)). The net research impacts are the summations of these two effects. 
In addition to differentiating between the impacts of existing and new technology, 
the dynamic duality theory also classifies whether the research impacts are direct or 
indirect and short-run or long-run. Both existing and new technology alter farmers' 
decisions directly because they affect farmers' ability to produce outputs and the value 
of the farms. Moreover, farmers' decisions on the intermediate input demands and 
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Table 6.4: Short-run research elasticities of stocks: system with static 
price expectation 
Public research Private research 
Stocks Existing New Net Existing New Net 
Capital 0.0016 -0.0001 0.0015 -0.0139 0.0010 -0.0129 
Land -0.0006 0 -0.0006 -0.0037 0.0003 -0.0034 
Labor 0.0093 -0.0004 0.0089 -0.0003 0 -0.0003 
Intermediate -0.0580 0.0699 0.0119 -0.1677 0.3076 0.1399 
inputs 
-Direct -0.0559 0.0673 0.0115 -0.2092 0.38.38 0.1746 
-Indirect -0.0021 0.0026 0.0004 0.0415 -0.0761 -0.0346 
Crop -0.0609 0.0733 0.0125 -0.2162 0.3967 0.1805 
output 
-Direct -0.0436 0.0525 0.0090 -0.2.530 0.4642 0.2112 
-Indirect -0.0173 0.0208 0.0035 0.0368 -0.0676 -0.0346 
Livestock 0.0485 -0.0181 0.0304 0.0207 -0.1113 -0.0906 
output 
-Direct 0.0476 -0.0170 0.0306 -0.0252 -0.0271 -0.0.523 
-Indirect 0.0009 -0.0011 -0.0002 0.0459 -0.0842 -0.0383 
output supplies are influenced by the slow adjustments of capital, land, and labor. 
Thus, there will also be indirect research impacts on the intermediate input and 
outputs through their effects on the stocks of the quasi-fixed inputs. These research 
impacts can be short-run or long-run depending on whether or not the adjustments 
of the quasi-fixed inputs have been completed. 
Let us discuss first the effects of the existing stock of technology on farmers' 
decisions in the short-run. The results shown in Table 6.4 indicate that agricultural 
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research in the U.S. has biased production decisions of the farmers. Public research 
has been factor-using in capital and labor but factor-saving in land while private 
research has been factor-saving in these three quasi-fixed inputs. Thus, it seems that 
public and private research are substitutes for capital and labor but complement 
for land. Both the direct and indirect effects of the existing public research have 
been factor-saving on intermediate input while the indirect effect of the existing 
private research is not large enough to offset the factor-saving nature of its direct 
effect. Thus, public and private research are complements for the factor-saving on 
intermediate input. 
The evidence in Table 6.4 shows that the existing technology from both public 
and private research has been biased in favor of livestock products and against crop 
products in the short-run. For crop products, the direct and indirect effects of public 
research reinforce each other while the indirect effect of private research has not been 
large enough to offset its negative direct effect. For livestock products, the direct and 
indirect effects of public research also reinforce each other while the positive indirect 
effect of private research offset its negative direct effect. Thus, it seems that public 
and private research are complements in affecting outputs supplied. 
The effects of new technology generated by public and private research have 
been different from those of existing technology. Their effects on the capital, land, 
and labor are negligible in the short-run, and thus they are unlikely to affect the 
qualitative effects of the existing technology. However, their effects on intermediate 
input, crops, and livestock are large. For example, both new public and private 
research are factor-using in the intermediate input with larger magnitudes than those 
of the existing technology. Both new public and private research have caused biases 
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in favor of crop products and against the livestock products and thus are opposite to 
the effects of the existing technology. 
Overall, the net effects of the public and private research in the short-run are 
as follow. Public research has been factor-using in capital, labor, and intermediate 
input but factor-saving in land. Private research is factor-saving in capital, land, 
and labor but factor-using in intermediate input. Thus, public and private research 
have been complements for land and intermediate input but substitutes for capital 
and labor. Public research has increased the supplies of both crop and livestock 
products while private research has been biased in favor of crop products but against 
livestock products. Thus, public and private research are complements for crops but 
substitutes for livestock products. 
Our study can also be used to analyze the dynamic nature of research impacts. 
Because technological change is a long-run process, it may be interesting to investigate 
the ultimate effects of agricultural research when adjustments of the quasi-fixed inputs 
have been completed. Table 6.5 presents the estimated research elasticities of stocks 
in the long-run. As in the short-run, the research impacts have been classified as the 
existing or new technology and as the direct or indirect effects. 
Research impacts are different in the short-run than in the long-run. For exam­
ple, public research is factor-saving in capital and labor but factor-using in land in 
the long-run. Private research is factor-using in capital and land but is still factor-
saving in labor. Thus, the effects of public research on capital, land, and labor and 
of private research on capital and land in the long-run have been opposite to those 
in the short-run. These differences occur because the effects of new technology have 
been large enough in the long-run to offset the effects of the existing technology. Both 
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Table 6.5: Long-run research elasticities of stocks: system with static 
price expectation 
Public research Private research 
Stocks Existing New Net Existing New Net 
Capital 0.0238 -0.0286 -0.0049 -0.1209 0.2217 0.1009 
Land -0.0292 0.0352 0.0060 -0.0584 0.1072 0.0488 
Labor 0.1181 -0.1424 -0.0243 0.0077 -0.0141 -0.0064 
Intermediate -0.0566 0.0682 0.0116 -0.2263 0.4151 0.1888 
inputs 
-Direct -0.0559 0.0673 0.0115 -0.2092 0.38.38 0.1746 
-Indirect -0.0007 0.0009 0.0001 -0.0171 0.0313 0.0142 
Crop -0.0.37.3 0.0450 0.0077 -0.2684 - 0.4925 0.2241 
output 
-Direct -0.0436 0.0525 0.0090 -0.2530 0.4642 0.2112 
-Indirect 0.0063 -0.0076 -0.0013 -0.0154 0.0282 0.0129 
Livestock -0.0189 -0.0178 -0.0367 -0.0453 0.0473 0.0020 
output 
-Direct -0.0196 -0.0170 -0.0366 -0.0047 -0.0271 -0.0318 
-Indirect 0.0007 -0.0009 -0.0001 -0.0405 0.0744 0.0339 
public and private research have been factor-using for the intermediate input in the 
long-run as well as in the short-run. Thus, public and private research are substitutes 
for capital but complements for other inputs in the long-run. 
As in the short-run, both public and private research biases have been in favor 
of crop products. The long-run magnitude is rather large for private research but 
almost the same for public research. The effects of public and private research on 
livestock products in the long-run have been opposite to those in the short-run. In 
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the long-run, public research is against while private research is in favor of livestock 
products. 
How do these results compare to those in previous studies?. In the dynamic 
duality theory, only Lyu and White (1985) have investigated the effects of public 
research expenditures on farm real estate, machinery, labor, intermediate input, and 
output (of all products). They found that the short-run public research elasticities 
have been positive for real estate, machinery, and output but negative for labor and 
intermediate input. In the static model, Huffman and Evenson (1989) reported that 
both public and private research have caused input-bias effects in favor of fertilizer 
usage and against farm labor and machinery usage on cash grain farms. 
Thus, our result for farm labor is consistent with both studies. That is, both 
public and private research have been one cause of the decreasing in farm labor over 
time. Our results for the intermediate input, both in the short-run and long-run, 
are consistent with finding in Huffman and Evenson (1989) and with the general 
perception that technological advances in U.S. agriculture have resulted in the in­
creased use of intermediate inputs. This evidence suggests that the large increase in 
the purchased intermediate inputs in U.S. agriculture has been affected by both the 
technological advances and prices. 
Our finding that the short-run effects of both public and private research are 
to decrease the acreage of land planted is in contrast to that of Lyu and White 
(1985). In U.S. agriculture, it is more likely that the increases in the output are the 
results of higher yield per unit of farm land. Thus, it is plausible that the effects of 
technological changes on land usage are negative. However, our estimates of research 
impacts on land in the long-run have given mixed conclusions. Although the effects 
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of the existing technology from both public and private research are still negative, 
the effects of new technology are positive and large enough to offset them. 
The results for the capital are contradictory. Our estimates that the long-run 
effect of private research is to increase capital purchases seem plausible. In general, it 
is the private sector which develops and sells more and more advanced machinery to 
farmers. It is not clear whether or not public research has increased the purchases of 
capital. Our results suggest that its short-run effect is to increase capital purchases. 
This is in accord with Lyu and White (1985). Its long-run effect, however, maybe 
negative as in Huffman and Evenson (1989). 
The Effect of Alternative Price Expectations 
To examine the robustness of the empirical results to the assumption of farm­
ers' price expectation specification, two modified systems have been estimated. One 
system simply replaces lagged output prices with forecasted output prices based on 
AR( 1) models as in Vasavada and Chambers ( 1986). The second system assumes that 
over time the relative output price evolves according to a first-order autoregressive 
process (Chapter 2). This autoregressive output price expectation is then incorpo­
rated into the dynamic optimization problem as in Epstein and Denny (1983). Lets 
discuss the results of the two in turn. 
The system with forecasted output prices 
In this model, it is assumed that at the beginning of a production period farmers 
observe the input prices but not the output prices. Farmers predict the future output 
prices by relating them to past actual prices. For example, an AR(1) model can be 
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fitted to the prices of crops and livestock. Thus, rather than using lagged output 
prices, the predicted values from this estimation can be employed to compute the 
relative prices for estimating the complete system. 
Table 6.6 reports the estimation results for the complete system when these 
forecasted output prices are used in place of last year's output prices. The estimation 
converged globally after a total of 14 iterations in the second and third stages of the 
NL3SLS with a total of 1115 CTU seconds or approximately 33 minute execution 
times. In general, the results are satisfactory. Most of the estimated parameters are 
significantly different from zero at the 5% significant level. Most properties of the 
value function are satisfied. For example, the estimated value function is increasing 
in p and decreasing in w and g. The estimated Vp, V^,, and Vq evaluated at the 
sample means are 1003.37, -1159.51, and -(2207.68, 2268.57, 3258.65), respectively. 
The convexity of V in p, w, and q is also satisfied since the estimated .4, B, and C 
are all negative definite. The estimated V is also increasing in the research variables. 
However, the increasing in K and concavity in Z of V are likely not satisfied. 
Surprisingly, the estimated adjustment matrix M is very similar to that of the 
static-price expectation model. The estimated adjustment coefficients for capital, 
land, and labor are —0.12, -0.07, and -0.08, respectively. These are identical to 
those of the static-price expectation model. Thus, it takes about 15, 25, and 20 years 
respectively for capital, land, and labor to correct about 90% of the disequilibria that 
might occur. The hypothesis that either capital, land, or labor is variable is rejected 
at 5% significant level. The stability of the investment demand equations and of 
the complete system is also satisfied. The eigenvalues of M (—0.1.54, —0.123, and 
—0.108) are all less than unity in absolute value. 
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Table 6.6; The estimated parameters of the complete system with 
forecasted output prices" 
Parameter Estimate T-value Parameter Estimate T-value 
8.410 7.48 F 3.339 0.32 
^0,2 7.266 21.73 B 23.915 4.31 
^0.3 8.0.34 4.85 iVi -1.869 12.19 
52.355 34.89 ^2 -2.617 9.60 
<^0 42.067 20.79 0.185 2.62 
^0 81.525 13.17 2.220 3.66 
-0.159 15.80 O2 66.028 21.28 
^12 0.018 1.75 A 150.600 2.45 
^13 0.008 2.77 "l 1.160 5.88 
^21 -0.002 0.57 H2 2.732 7.77 
^22 -0.108 33.09 ^3 0.994 10.77 
^23 -0.007 8.03 -2.391 3.02 
^31 -0.014 0.95 Jo -79.451 19.30 
^32 0.004 0.26 "4,1 8.029 9.44 
%3 Ô
 
00
 
27.79 «4,2 -0.747 0.48 
G'l 250.390 2.94 "4,3 -1.242 3.55 
(^2 47.0.32 2.33 "5,1 -6.110 0.70 
^'3 -85.863 3.89 «5,2 -38.114 0.75 
-124.450 6.59 ^11 -0.001 0.01 
h -32.174 4.94 ^12 0.054 0.26 
h -10.707 0.76 ^22 0.743 0.60 
f'li 1297.870 7.10 ni -0.039 1.34 
f 'l2 -28.700 0.81 Tu 0.116 1.05 
^'l3 14.493 0.40 ^13 0.034 2.15 
^22 28.971 1.86 T21 -0.331 1.84 
f'23 49.396 3.28 T22 0.489 0.84 
C33 0.143 0.00 ^23 -0.214 2.29 
^11 0.100 0.08 
•^'12 0.991 1.73 Objective function 1.3596 
^'13 -7.347 2.83 Number of observations 1344 
^21 23.429 3.63 
*^22 12.756 4.26 
^23 -8.756 0.66 
"See the system of equations (4.10)-(4.13) for description of the parameters. For 
equation (4.10), 1 is capital, 2 is land, and 3 is labor. For the research variables, 1 is 
for public sector and 2 is for private. 
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Lets examine the effects of this alternative output price specifications on the 
estimated price responses. Table 6.7 presents the estimated price elasticities in the 
short-run for this model. .4s in the static-price expectation model, own-price elas­
ticities of the demand for capital, land, and labor are all negative. An interesting 
result of this model is that the demand curve for intermediate input is now negatively 
sloped and that the livestock supply curve is positively sloped. Although the theory 
does not give guidance for this matter, this finding is appealing. .Another interesting 
result is that the output prices affect positively the demand for intermediate input, 
and vice versa. However, increases in output prices tend to decrease the demand for 
capital under this model. This is hard to interpret and seems to be a contradiction 
of U.S. agricultural development. 
Table 6.8 presents the estimated long-run price elasticities of stock under this 
model. .As in the static-price expectation model, all input demand curves are nega­
tively sloped and all output supply curves are positively sloped. However, there are 
several disturbing results under this model. For example, an increase of the output 
prices tends to shift down-ward the demand curves for capital and intermediate in­
put. .Another estimate is that intermediate input and capital are substitute. These 
are in contrast to those of the static-price expectation model. Thus, it seems that 
the static-price expectation model is able to provide more interesting predictions of 
price responses in the long-run. 
It is also interesting to examine how dynamic research impacts are affected by 
the alternative price expectation. Table 6.9 and 6.10 present the estimated research 
elasticities of stocks in the short-run and long-run, respectively. Surprisingly, the 
predictions of both models are similar. The only different is that under this model 
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Table 6.7: Short-run price elasticities of stocks; system with fore­
casted output prices 
Prices 
Stocks Capital Land Labor Interm. Crop Li vest. 
Capital -0.0283 0.0021 -0.0009 0.0326 -0.0050 -0.0006 
Land 0.0001 -0.0013 -0.0033 0.0064 -0.0006 -0.0013 
Labor -0.0017 -0.0013 -0.0001 0.0030 0.0005 -0.0006 
Intermediate 0.0796 0.0165 0.0147 -0.1401 0.0217 0.0167 
inputs 
-Direct 0.0203 0.0148 0.0078 -0.0487 -0.0005 0.0063 
-Indirect 0.0593 0.0017 0.0069 -0.0914 0.0131 0.0104 
Crop 0.0887 0.0273- -0.0532 -0.0617 0.0289 -0.0300 
output 
-Direct 0.0389 0.0205 -0.0598 0.0065 0.0214 -0.0276 
-Indirect 0.0498 0.0067 0.0067 -0.0682 0.0075 -0.0025 
Livestock 0.1158 0.0099 0.0413 -0.2024 0.0190 0.0163 
output 
-Direct 0.0019 0.0110 0.0121 -0.0223 -0.0076 0.0048 
-Indirect 0.1139 -0.0011 0.0292 -0.1801 0.0266 0.0115 
public research is factor-saving in the short-run but factor-using in the long-run with 
respect to capital, and that private research is factor-using in the short-run with 
respect to labor. Thus, under both models, public and private research are factor-
saving in the short-run but factor-using in the long-run with respect to farm land. 
Both models also predict that public and private research tend to increase the demand 
for intermediate input and the supply of crop products both in the short-run and the 
long-run. Finally, public research tends to increase and private research tends to 
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Table 6.8: Long-run price elasticities of stocks: system with forecasted 
output prices 
Prices 
Stocks Capital Land Labor Interm. Crop Livest. 
Capital -0.2.373 0.0132 -0.0147 0.2896 -0.0422 -0.0086 
Land 0.0068 •0.0167 -0.0480 0.0856 -0.0098 -0.0179 
Labor 0.0047 -0.0183 •0.0001 0.0099 0.0112 -0.0074 
Intermediate 0.0024 0.0133 0.0035 -0.0124 -0.0056 -0.0012 
inputs 
-Direct 0.0203 0.0148 0.0078 -0.0487 •0.0005 0.0063 
-Indirect -0.0179 -0.0014 •0.0043 0.0362 •0.0051 -0.0075 
Crop 0.0238 0.0168 -0.0639 0.0330 0.0188 -0.0285 
output 
-Direct 0.0389 0.0205 -0.0589 0.0065 0.0214 -0.0276 
-Indirect -0.0151 -0.0038 -0.0041 0.0265 -0.0026 -0.0010 
Livestock -0.0983 0.0200 0.0149 0.0822 -0.0236 0.0047 
output 
-Direct 0.0019 0.0110 0.0121 -0.0223 -0.0076 0.0048 
-Indirect •0.1002 0.0090 0.0028 0.1045 -0.0160 -0.0001 
decrease the supply of livestock products in the short-run while opposite effects are 
true in the long-run. 
The system with autoregressive output price expectation 
Rather than just replacing lagged output prices with their forecasted values, the 
autoregressive output price expectation can be built into the model as in Epstein 
and Denny (1983). Thus, the appropriate model to be estimated is the system of 
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Table 6.9: Short-run research elasticities of stocks: system with fore­
casted output prices 
Public research Private research 
Stocks Existing New Net Existing New Net 
Capital -0.0010 0.0001 -0.0010 -0.0099 0.0007 -0.0092 
Land -0.0010 0.0001 -0.0010 -0.0038 0.0003 -0.0035 
Labor 0.0096 -0.0005 0.0092 0.0013 -0.0001 0.0012 
Intermediate -0.0386 0.0465 0.0079 -0.1845 0.3385 0.1540 
inputs 
-Direct -0.0475 0.0572 0.0097 -0.2187 0.4013 0.1825 
-Indirect 0.0089 -0.0107 -0.0018 0.0342 -0.0628 -0.0286 
Crop -0.0617 0.0743 0.0127 -0.2284 0.4191 0.1906 
outputs 
-Direct -0.0487 0.0587 0.0100 -0.2507 0.4600 0.2093 
-Indirect -0.0130 0.0156 0.0027 0.0223 -0.0409 -0.0186 
Livestock 0.2551 -0.1968 0.0584 -0.1594 0.1191 -0.0403 
outputs 
-Direct 0.2239 -0.1592 0.0648 -0.2327 0.2535 0.0208 
-Indirect 0.0312 -0.0376 -0.0064 0.0732 -0.1343 -0.0611 
equations (4.14)-(4.17). Table 6.11 reports the estimated parameters of this system. 
The estimation converged after a total of 39 iterations in about 4235.89 CPU seconds 
or approximately 157.54 minute execution times. Thus, the estimation process of this 
model is much more difficult than of the static-price expectation model and the model 
with forecasted output prices. 
In general, the estimation results are satisfactory. Most of the estimates are 
significantly different from zero at 5% significant level. Most properties of the value 
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Table 6.10: Long-run research elasticities of stocks: system with fore­
casted output prices 
Public research Private research 
Stocks Existing New Net Existing New Net 
Capital -0.0005 0.0006 0.0001 -0.0897 0.1645 0.0748 
Land -0.0348 0.0419 0.0071 -0.0572 0.1050 0.0478 
Labor 0.123.3 -0.1486 -0.0253 0.0248 -0.0455 -0.0207 
Intermediate -0.0.536 0.0646 0.0110 -0.2342 0.4296 0.1954 
inputs 
-Direct -0.0475 0.0572 0.0097 -0.2187 0.4013 0.1825 
-Indirect -0.0061 0.0074 0.0013 -0.01.55 0.0284 0.0129 
C'rop -0.0440 0.0531 0.0091 -0.2607 0.4784 0.2176 
output 
-Direct -0.0487 0.0587 0.0100 -0.2507 0.4600 0.2093 
-Indirect 0.0046 -0.0056 -0.0009 -0.0100 0.0184 0.0084 
Livestock 0.1226 -0.1633 -0.0408 -0.1996 0.3035 0.1039 
output 
-Direct 0.1191 -0.1592 -0.0401 -0.1723 0.25.35 0.0811 
-Indirect 0.0035 -0.0042 -0.0007 -0.0273 0.0501 0.0228 
function V are satisfied. The estimated Vp is positive while Vui and Vq are both 
negative. Thus, the estimated V is increasing in p and decreasing in w and q. The 
convexity of I in p and w is satisfied because the estimates of A and B are posi­
tive. The estimate of C'22's negative but not significantly different from zero at 5% 
significant level. Thus, it is likely that the estimated V is also convex in q. 
The estimated adjustment matrix M is similar to those of the static-price ex­
pectation model and the model with forecasted output prices. In particular, the 
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Table 6.11: The estimated parameters of the complete system with 
autoregressive output price expectation^ 
Parameter Estimate T-value Parameter Estimate T-value 
^0,1 9.449 8.18 F -49.538 5.71 
^0,2 7.137 21.30 B 11.405 2.25 
^0,3 9.717 5.73 iVi -2.022 12.34 
^0 50.530 30.78 No -1.949 7.04 
^0 106.660 15.55 0.020 0.28 
^0 -46.327 3.33 Ol 1.663 2.82 
^11 -0.163 15.47 O'l 63.792 20.27 
/^12 0.011 1.04 A 1.637 0.17 
^13 0.008 2.91 ih 2j#9 7.62 
^21 0.001 0.26 ^2 9.165 11.26 
^22 -0.107 35.20 ^3 2.000 11.52 
^23 -0.008 10.01 'h 1.281 4.01 
%1 -0.014 0.93 h -38.087 17.64 
^32 -0.010 0.65 «4,1 4.042 5..33 
^33 -0.121 .30.45 «4,2 -10.979 6.24 
Gl 81.488 1.98 «4,3 -3.485 7.17 
Go -18.556 1.53 «5,1 -4.780 0.73 
G'3 77.201 5.25 «5,2 -61..396 1..34 
h 
h 
-54.674 3.53 ^11 0.100 2.24 
-21.153 4.08 Ei2 -0.053 0.35 
h -40.200 4.74 ^22 -3.316 3.12 
Cn 474.060 3.99 Tn -0.028 1.24 
^'l2 -19.187 0.85 Tn -0.045 0.57 
f l 3  72.668 2.86 Tn 0.031 2.65 
^22 -0.690 0.07 T21 -0.097 0.68 
^23 40.901 4.18 T22 0.444 0.98 
^33 63.837 3.81 % 0.139 1.90 
^11 -1,828 1.58 8 -0.082 22.31 
•5'I2 0.470 0.83 a 0.149 9.18 
-''13 -10.821 4.64 
.521 30.814 4.91 Objective function 1,434 
^22 13.208 4.46 Number of observations 1344 
^23 0.211 0.02 
^See the system of equations (4.14)-(4.17) for description of the parameters. For 
equation (4.14), 1 is capital, 2 is land, and 3 is labor. For the research variables, 1 is 
for public sector and 2 is for private. 
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estimated adjustment coefficients for capital, land, and labor under this model are 
also —0.12, —0.07, and —0.08, respectively. Thus, it seems that the results for the 
quasi-fixity nature of these inputs are quite robust to the alternative specifications 
about output price expectations. The eigenvalues of M are —0.160, —0.129, and 
-0.102. Thus, the investment demand and the complete system are stable. 
The system with the static-price expectation can be nested into this model. In 
particular, if both o and 6 are zeros, the expected output price equals exactly its 
lagged value. The hypothesis that both parameters a and $ are zeros is rejected at 
.5% significant level. The sample value of the G-J statistic of 2.30.84 is well above the 
critical chi-square of .5.99 with 2 degrees of freedom. Thus, we reject the static-price 
expectation model. However, the estimates for a of 0.149 and 0 of —0.082 are very 
small. This implies that the expected output price is almost the same as its lagged 
value. Thus, it seems that the system with static-price expectations can provide a 
good approximation to the more complex model. This is particularly appealing if 
one considers the difficulty in estimating the model with autoregressive output price 
expectation. 
Table 6.12 presents the estimates of short-run price elasticities of stocks for 
the autoregressive output price expectation model. As in the previous models, the 
demand curves for capital, land, and labor are negatively sloped in the short-run. 
The intermediate input demand curve is also negatively sloped. However, the output 
supply curves for both crop and livestock products are negatively sloped. Moreover, 
the direct own-price effects are negative for both products. Although this result is 
not inconsistent with the theory, the findings are difficult to rationalize. 
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Table 6.12: Short-run price elasticities of stocks: system with autore-
gressive output price expectations 
Prices 
Stocks Capital Land Labor Interm. Crop Li vest. 
Capital -0.0161 0.0018 -0.0118 0.0226 0.0030 0.0005 
Land 0.0004 -0.0001 -0.0052 0.0068 -0.0003 -0.0015 
Labor -0.0020 -0.0015 -0.0061 0.0098 0.0015 -0.0016 
Intermediate 0.0497 0.0118 0.0627 -0.1064 -0.0202 0.0024 
inputs 
-Direct 0.0136 0.0133 0.0515 -0.0.366 -0.01.38 -0.0281 
-Indirect 0.0.361 -0.0015 0.0112 -0.0698 -0.0064 0.0306 
Crop, 0.0475 0.0228 -0.0448 -0.0044 -0.0109 -0.0102 
output 
-Direct -0.0204 0.0118 -0.0996 0.1598 -0.0013 -0.0.503 
-Indirect 0.0679 0.0110 0.0.547 -0.1642 -0.0096 0.0402 
Livestock 0.0351 0.0086 0.0166 0.1965 -0.0319 -0.2248 
output 
-Direct -0.0005 0.0170 0.0554 0.1576 -0.0248 -0.2048 
-Indirect 0.0356 -0.0084 -0.0388 0.0388 -0.0072 -0.0200 
Table 6.13 reports the long-run price elasticities of stocks under this model. A 
disturbing result is that the demand curve for land is positively sloped in the long-
run. This contradicts the predictions of the theory. The demand curves for capital, 
labor, and intermediate input are negatively sloped as in the previous two models. 
However, the supply curves for livestock products is negatively sloped in the long-run 
while the positive own-price effect of crop supply curve is very small. The direct own-
price effects are also negative for both products. These are in contrast to those in 
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previous two models. Thus, it seems that the predictions of dynamic price responses 
in the static-price expectation model and the model with forecasted output prices 
are more appealing than those in the autoregressive output price expectation model. 
Table 6.13; Long-run price elasticities of stocks: system with autore­
gressive output price expectation 
Prices 
Stocks Capital Land Labor Interm. Crop Li vest. 
Capital -0.1315 0.0129 -0.1076 0.2007 0.0255 0 
Land 0.0063 0.0019 -0.0675 0.0866 -0.0078 -0.0196 
Labor -0.0108 -0.0205 -0.0587 0.0923 0.0163 -0.0186 
Intermediate 0.0035 0.0141 0.0466 •0.0094 -0.0121 -0.0428 
inputs 
-Direct 0.0136 0.0133 0.0515 -0.0366 -0.0138 -0.0281 
-Indirect -0.0101 0.0007 -0.0049 0.0272 0.0017 -0.0147 
Crop -0.0369 0.0085 -0.1232 0.2297 0.0005 -0.0786 
output 
-Direct -0.0204 0.0118 -0.0996 0.1598 -0.0012 -0.0503 
-Indirect -0.0165 -0.0033 -0.02.36 0.0699 0.0017 -0.0282 
Livestock -0.0676 0.0217 -0.0714 0.3572 -0.0343 -0.2056 
output 
-Direct -0.0005 0.0170 0.0554 0.1576 -0.0248 -0.2048 
-Indirect -0.0671 0.0047 -0.1268 0.1995 -0.0096 -0.0007 
The dynamic research impacts in the autoregressive output price expectation 
model are somewhat different than those in the previous two models. Table 6.14 
and 6.15 present the estimated short-run and long-run research elasticities under 
this model. A fundamental difference is that public research tends to decrease the 
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supply of crop products both in the short-run and in the long-run in this model. 
This is in contrast to the results in the static-price expectation model and the model 
with forecasted output prices. While the negative impact of private research on 
livestock supply in the short-run under this model is in accord with that in the two 
previous models, its negative impact in the long-run is different. It is arguable which 
predictions make more sense. In any case, the findings that both public and private 
research increase the demand for intermediate input in the short-run and long-run but 
decrease the demand for labor in the long-run seem quite robust to alternative price 
expectations. This result is in accord with findings in other studies (e.g., Huffman 
and Evenson (1989)) and consistent with the induced innovation hypothesis. 
The Effect of Autoregressive Errors 
It is important to remember that the empirical results presented in the previ­
ous sections are conditional upon the assumption that the errors in the system are 
serially uncorrelated. If, however, the disturbances are of first-order vector autore­
gressive processes as in equations (4.20)-(4.23), the analyses should be based on the 
transformed system as in equations (4.24)-(4.27). Table 6.16 reports the estimated 
parameter of this system under the assumption that the autoregressive coefficient 
matrix is diagonal. Including the autoregressive coefficients, a total of 66 parameters 
in this system are to be estimated. The estimated parameters of the system with the 
static-price expectation (Table 6.1.) were used as the starting values. The estima­
tion converged after a total of 21 iterations with 4241 CPU seconds or about 85.26 
minutes execution time. 
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Table 6.14: Short-run research elasticities of stocks: system with au 
toregressive output price expectation 
Public research Private research 
Stocks Existing New Net Existing New Net 
Capital 0.0039 -0.0002 0.0037 -0.0136 0.0010 -0.0126 
Land 0.0006 0 0.0006 -0.0039 0.0003 -0.0036 
Labor 0.0148 -0.0007 0.0141 -0.0010 0.0001 0.0009 
Intermediate -0.0458 0.0552 0.0094 -0.1698 0.3112 0.1416 
inputs 
-Direct -0.0356 0.0429 0.0073 -0.2113 0.3877 0.1764 
-Indirect -0.0102 0.0123 0.0021 0.0417 -0.0765 •0.0348 
Crop -0.0977 0.0531 -0.0446 0.2055 0.0763 0.2818 
output 
-Direct -0.0276 -0.0315 -0.0590 0.1269 0.2205 0.3474 
-Indirect -0.0702 0.0846 0.0144 0.0786 -0.1442 -0.0656 
Livestock 0.0567 0.0363 0.0931 -0.3122 0.1788 -0.1334 
output 
-Direct 0.0304 0.0681 0.0984 -0.3008 0.1579 -0.1429 
-Indirect 0.0263 -0.0317 -0.0054 -0.0114 0.0209 0.0095 
The estimation results look satisfactory. Most of the estimated parameters, 
especially the autoregressive coefficients, are statistically different from zero at 5% 
significant level. The estimated autoregressive coefficients in the equations for inter­
mediate input, crops, and livestock are large (around 0.90). This is as expected due 
to the level specifications of the equations. The surprising result is that the estimated 
autocorrelation coefficient of the investment rate for land is very large (0.827). Over­
all, the hypothesis of the absence of autocorrelations in the system is easily rejected 
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Table 6.15: Long-run research elasticities of stocks: system with au-
toregressive output price expectations 
Public research Private research 
Stocks Existing New Net Existing New Net 
Capital 0.0483 -0.0582 -0.0099 -0.1153 0.2116 0.0963 
Land -0.0243 0.0293 0.0050 -0.0597 0.1096 0.0499 
Labor 0.1796 -0.2164 -0.0369 0.0044 -0.0081 -0.0037 
Intermediate -0.0335 0.0403 0.0069 -0.2279 0.4182 0.1902 
inputs 
-Direct -0.0355 0.0429 0.0073 -0.2113 0.3877 0.1764 
-Indirect 0.0021 -0.0025 -0.0004 -0.0166 0.0305 0.01.39 
Crop -0.0065 -0.0568 •0.0633 0.0910 0.2864 0.3774 
output 
-Direct -0.0278 -0.0315 -0.0590 0.1269 0.2205 0.3474 
-Indirect 0.0211 -0.0254 -0.0043 -0.0.359 0.0659 0.0300 
Livestock -0.0140 0.0208 0.0068 -0.4756 0.3638 -0.1118 
output 
-Direct -0.0532 0.0681 0.0148 -0.3634 0.1579 -0.2055 
-Indirect 0.0392 -0.0473 -0.0081 -0.1123 0.2060 0.0937 
at 5% significant level. The sample value of the G-J statistic is 19873.88, which is 
well above the critical chi-square of 12.59 with 6 degrees of freedom. 
The properties of the estimated value function can be checked. The prop­
erty with respect to output price is satisfied since the estimated Vp—1375.92 and 
Vpp—A=b6.0% are both positive. However, the properties with respect to lu and 
q are likely not satisfied. Although the estimated = —735.01 is negative, the es­
timated V is likely concave to iv since the estimated B is negative. Similarly, not 
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Table 6.16: The estimated parameters of the complete system with 
diagonal vector autoregressive errors® 
Parameter Estimate T-value Parameter Estimate T-value 
6.301 5.51 f -21,137 2.19 
^0,2 2.209 10.27 b -1.181 0,36 
^0,.3 9.600 5.09 iVi -0.022 1.19 
CQ 2.212 4.79 n'l -1.720 9.23 
3.532 1.74 /V3 0.010 0.94 
^0 5.653 10.70 Oi -2.161 2.44 
^11 -0.129 14.04 O2 24.004 3.37 
^12 0.025 2.80 a 56.096 1.87 
^13 0.006 2.68 hi -0.407 6.47 
^21 0.009 1.76 h2 -0.542 0.83 
^22 -0.167 5.11 hz -0.055 1.46 
^23 -0.012 4.31 h 1.113 0.38 
^31 -0.027 1.73 j'l -70.111 3.65 
^32 0.002 0.11 "4,1 0.087 1.44 
^33 -0.112 27.93 «4,2 1.004 1.77 
G'l 18.551 0.38 «4,3 -0.025 0.71 
6-2 -1.862 0.15 «5,1 2.830 1.13 
16.069 0.96 «5,2 -5.569 0.32 
h -44.914 2.85 ^11 0.060 1.90 
h 0..321 0.08 ^12 -0.143 1.25 
h 5.055 1.09 ^22 0.095 0.17 
^'ii 582.240 4.74 ni -0.003 1.89 
f'l2 -30.337 1.36 -0.026 1.39 
^i3 15.525 0.68 0.001 1.05 
^22 7.837 0.99 t2i 0.012 1.18 
<^23 4.678 0.66 t22 0,074 0.64 
(^'33 -8,894 1.00 ^23 -0,003 0.52 
5'll -1.264 1.05 *1J1 -0.188 6.53 
*^'12 0.630 0.72 ^1,22 0,827 20.51 
"^13 -6.761 2.71 *^1,33 -0.129 4.65 
521 26.521 4.12 $2 0.909 153.17 
•^22 3.534 0,82 *3 0.855 39.82 
*^23 0.645 0,05 ^4 0.918 188,75 
^See the system of equations (4.24)-(4.27) for description of the parameters. For 
equation (4,24), 1 is capital, 2 is land, and 3 is labor. For the research variables, 1 is 
for public sector and 2 is for private. 
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all of the estimated V'q are negative while the estimated C matrix is not positive 
semi-definite. The properties with respect to K and Z are likely not satisfied either. 
Not all of the estimated elements of Vjç and are positive while the matrix E is 
likely to be convex rather than concave. In short, it is unfortunately that most of the 
properties of the estimated value function can not be satisfied when autocorrelations 
in the errors are taken into account. 
When the serial correlations in the investment demand equations are taken into 
account, the estimated adjustment matrix M changes slightly. In particular, the 
estimated adjustment coefficient of capital has decreased in absolute value from 0.167 
to 0.129, and of land has increased from 0.107 to 0.167. The estimated adjustment 
coefficient for labor is almost the same. Thus, the slow adjustments of capital, land, 
and labor are again supported. The eigenvalues of the estimated M are -0.126, 
— 0.113, and -0.168. This implies that the estimated investment demand equations 
and complete system are stable. 
Dynamic price responses 
It is interesting to analyze how the presence of error autocorrelations in the 
system affects the dynamic of price responses. Note that, because of the serial cor­
relations, both the prices that currently observed and the lagged prices enter in the 
transformed system (4.20)-(4.23). We seek a measure of price elasticity that takes 
into account price changes in both periods. Thus, it can be thought of as measuring 
the effects of a permanent price change rather than a temporary shock. Table 6.17 
and 6.18 report the estimated short-run and long-run price elasticities of stocks under 
this model. 
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Table 6.17: Short-run price elasticities of stocks: system with diagonal 
vector autoregressive errors 
Prices 
Stocks Capital Land Labor Interna. Crop Livest. 
Capital -0.0159 0.0022 -0.0021 0.0157 -0.0005 0.0006 
Land 0.0021 -0.0009 -0.0006 -0.0014 0.0001 0.0007 
Labor •0.0023 0.0001 0.0004 0.0011 -0.0003 0.0010 
Intermediate 0.0003 0.0016 -0.00.59 0.0063 0.0054 -0.0077 
inputs 
-Direct 0.0112 -0.0002 -0.0064 0.0038 0.0055 -0.0139 
-Indirect -0.0109 0.0018 0.0006 0.0025 -0.0001 0.0061 
Crop -0.0008 -0.0012 0.0193 -0.0.581 0.01.39 0.0269 
output 
-Direct 0.0044 -0.0011 0.0196 -0.0646 0.0141 0.0276 
-Indirect -0.00.52 -0.0001 -0.0003 0.0065 -0.0002 -0.0007 
Livestock -0.0031 -0.0041 -0.03.52 0.0777 0.0133 -0.0486 
output 
-Direct -0.0029 -0.0043 -0.0355 0.0777 0.0133 -0.0483 
-Indirect -0.0003 0.0003 0.0003 0 0 -0.0003 
Similarities and differences of short-run price elasticities exist under this model 
and those of the static-price expectation model. As in the static-price expectation 
model, the investment demand curves for capital and land are negatively sloped 
while the supply curve of crops is positively sloped in the short-run. However, the 
investment demand curve for labor is positively sloped in this model. Although 
the demand curve for intermediate input is upward sloping and the supply curve of 
livestock products is downward sloping as in the static-price expectation model, the 
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Table 6.18: Long-run price elasticities of stocks: system with diagonal 
vector autoregressive errors 
Prices 
Stocks Capital Land Labor Interm. Crop Livest. 
Capital -0.1765 0.0229 -0.0245 0.1755 -0.0060 0.0087 
Land 0.0027 -0.0046 -0.0079 0.0053 0.0005 0.0040 
Labor 0.0097 -0.0040 0.0110 -0.0259 -0.0259 0.0122 
Intermediate 0.0150 -0.0007 -0.0068 0.0044 0.0056 -0.0175 
inputs 
-Direct 0.0112 -0.0002 -0.0065 0.0039 0.0056 -0.0139 
-Indirect 0.0038 -0.0005 -0.0003 0.0006 0 -0.0037 
Crop 0.0070 -0.0011 0.0198 -0.0678 0.0142 0.0280 
output 
-Direct 0.0044 -0.0011 0.0196 -0.0646 0.0141 0.0276 
-Indirect 0.0026 0 0.0002 -0.0032 0.0001 0.0004 
Livestock -0.0031 -0.0044 -0.0359 0.0783 0.01.34 -0.0482 
output 
-Direct -0.0029 -0.0043 -0.0355 0.0777 0.0133 -0.0483 
-Indirect -0.0003 -0.0001 -0.0003 0.0006 0 0.0001 
prediction of direct own-price effects of this model is somewhat difficult to rationalize. 
It is more appealing to argue that an increase in the price of intermediate input 
reduces its quantity demanded and of livestock price increases its quantity supplied. 
Another difference is that crop and livestock products are complements rather than 
substitutes in this model. 
In the long-run, the investment demand curves for capital and land are negatively 
sloped and for labor is positively sloped. Because not all of the long-run investment 
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clemancl curves are negatively sloped, this finding is not in accord with predictions of 
the theory. The direct as well as the net own-price effects of the intermediate input 
demand is positive while of the livestock supply is negative as in the short-run. Crop 
and livestock products are also complements in the long-run. Although these are not 
inconsistent with the theory, they are difficult to rationalize. In short, it seems that 
the empirical findings for the dynamic price responses of the static-price expectation 
model are more appealing if the errors are assumed to be serially uncorrected rather 
than serially correlated. 
Dynamic research impacts 
Unlike the dynamic price responses, the predictions on the dynamic research 
impacts seem quite robust to the specification of the error terms in the model. Table 
6.19 and 6.20 present the estimated short-run and long-run research elasticities. The 
research impacts both in current period and last year are incorporated. Thus, as in the 
price elasticities, the estimated research elasticities in both tables are for permanent 
rather than temporary shocks. 
As in the static-price expectation model without serial correlations, an addi­
tional public research tends to increase capital purchased and labor employment but 
decrease the acreage planted in the short-run. The effect of an additional private 
research is to reduce the usage of these three inputs in the short-run. Both models 
also predict that private research increases the purchases of the intermediate input 
and the supply of crop products. However, under this model public research tends 
to reduce the demand for intermediate input and the supplies of both crops and 
livestock. 
Table 6.19: Short-run research elasticities of stocks: system with di­
agonal vector autoregressive errors 
Public research Private research 
Stocks Existing New Net Existing New Net 
Capital 0.0025 -0.0001 0.0024 -0.0093 0.0007 -0.0086 
Land -0.0007 0 -0.0007 -0.0010 0,0001 -0,0009 
Labor 0.0088 -0.0004 0.0084 -0.0014 0.0001 -0.0013 
Intermediate 0.0477 -0.0575 -0.0098 -0.0773 0.1418 0.0645 
inputs 
-Direct 0.0462 -0.0.557 -0.0095 -0.0795 0.1459 0.0664 
-Indirect 0.0015 -0.0018 -0.0003 0.0022 -0.0041 -0.0019 
Crop 0.024.3 -0.0292 -0.0050 -0.2263 0.4151 0.1889 
output 
-Direct 0.0227 -0.0273 -0.0047 -0.2213 0.4059 0.1847 
-Indirect 0.0016 -0.0019 -0.0003 -0.00.50 0.0092 0.0042 
Livestock 0.0099 -0.0410 -0.0311 0.0083 0.0157 0,0241 
output 
-Direct 0.0096 -0.0407 -0.0310 0.0077 0.0170 0,0247 
-Indirect 0.0003 -0.0003 -0.0001 0.0007 -0.0013 -0,0006 
In the long-run, both models predict that public and private research are factor-
using in land and factor-saving in labor. The effect of public research is to reduce 
while of private research is to increase the capital purchases. Both models also suggest 
that private research tends to increase the demand for intermediate input and the 
supply of both crop and livestock products. Public research is predicted to be biased 
against livestock products in both models. However, if the serial correlations in 
the residuals are taken into account, public research tends to be factor-saving in 
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Table 6,20: Long-run research elasticities of stocks: system with di­
agonal vector autoregressive error 
Stocks 
Public research Private research 
Existing New Net Existing New Net 
Capital 0.0350 -0.0421 -0.0072 -0.1082 0.1985 0.0903 
Land -0.019T 0.0238 0.0040 -0.0165 0.0302 0.0137 
Labor 0.1143 -0.1378 -0.0235 0.0062 -0.0114 -0.0052 
Intermediate 
inputs 
-Direct 
-Indirect 
0.0445 -0.0537 
0.0462 
-0.0017 
-0.0557 
0.0020 
-0.0092 
-0.0095 
0.0003 
-0.0810 
-0.0795 
•0.0015 
0.1486 0.0676 
0.14.59 0.0664 
0.0027 0.0012 
Crop 
output 
-Direct 
-Indirect 
0.0220 -0.0266 
0.0227 
-0.0006 
-0.0273 
0.0007 
-0.0045 
-0.0047 
0.0001 
-0.2189 
-0.2213 
0.0024 
0.4016 0.1827 
0.4059 0.1847 
-0.0044 -0.0020 
Livestock 
output 
-Direct 
-Indirect 
0.0072 -0.0398 
0.0079 
-0.0007 
-0.0407 
0.0009 
-0.0326 
-0.0.328 
0.0001 
0.0079 0.0184 0.0263 
0.0087 0.0170 0.0257 
-0.0008 0.0014 0.0006 
the intermediate input and against the crop products. This is in contrast to the 
predictions of the no autocorrelation model. 
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CHAPTER 7. SUMMARY AND CONCLUSION 
This Chapter provides a summary of the important results reported in this study. 
The focus is on the empirical findings of the resource adjustments, dynamic price 
responses, and research impacts. Some implications of the results are presented in a 
later section. 
Summary 
In this study, we have provided a comprehensive analysis of the resource ad­
justments, dynamic price responses, and research impacts of U.S. agriculture. The 
economic model is rich enough to incorporate both the slow adjustment nature of 
some farm resources and the role of public and private agricultural research. The 
model is based on the dynamic duality of the adjustment cost theory for a multi-
product farm. The empirical analysis employs data for 42 states from 1950 to 1982. 
We presents the summary of the important results in the following sub-sections. 
Resource adjustments 
The investment demand equations have been estimated and the nature of ad­
justments have been investigated for automobiles/trucks, tractors, equipment, service 
structure, land, and labor. The empirical analyses provided further evidences on the 
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slow adjust nient s of these inputs in response to economic shocks. The results showed 
that farmers correct about 7% to 14% of the discrepancies between act ual and desired 
stocks each year for the capital group which includes automobiles/trucks, tractors, 
equipment, and service structure. This implies that it takes at least 15 years for these 
inputs to attain the new equilibrium level after the economic shocks occur. The speed 
of the adjustment is much slower for land (7%). Our study also provided evidence 
of the rigidity of labor in U.S. agriculture. The results showed that the speed of 
adjustment for labor is only 0.09, and thus it takes as long as 20 years to correct 
about 90% of the disequilibrium that might occur due to an economic shock. 
The findings are quite robust' to the error specification of the model. In partic­
ular, in all specifications the six inputs are best characterized as quasi-fixed inputs. 
The speed of adjustment for tractors, service structure, and labor in the model with 
first-order autoregressive errors are almost the same as in the specification with­
out such autoregressive errors. The adjustment coefficient for equipment is slightly 
smaller when the autocorrelations are taken into account. However, the adjustment 
coefficients for automobiles/trucks and land have increased to 37% and 13%, respec­
tively, implying that it takes as long as 5 years for automobiles/trucks and 15 years 
for land to correct about 90% of the disequiiibria. 
Our empirical results also provided further evidence in favor of the multivariate 
flexible accelerator than the univariate partial adjustment specification for modelling 
the investment demands for farm structures in U.S. agriculture. The hypotheses 
of independent adjustments in all inputs and among groups were rejected. Inter-
dependency in the adjustments among the quasi-fixed inputs is prevalent. Thus, 
the conventional use of the univariate partial adjustment for modelling investment 
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cleiuaiicl in the U.S. agriculture is inappropriate. This finding is robust to the autore-
gressive specification of the errors in the system. 
Dynamic price responses 
Our model is rich enough to classify the price responses of the input demand and 
output supply equations according to their sources. In particular, it distinguishes be­
tween direct and indirect price effects. As in the static model, the price changes affect 
directly all the input and output decisions. Our model, however, is able to determine 
the indirect price effects on intermediate input demand and output supplies due to 
the slow adjustments of capital, land, and labor. Furthermore, it is also possible to 
differentiate between price responses in the short-run when the adjustments of the 
quasi-fixed inputs are not completed and in the long-run when the adjustments are 
completed. 
Under static-price expectation assumption, the results showed that the demand 
curves for capital, land, and labor are negatively sloped in the short-run. The supply 
curve of crop product is positively sloped. However, this positive price effect has 
been reduced by the presence of the slow adjustments in the quasi-fixed inputs. 
The demand curve for intermediate input is up ward sloping and the supply curve of 
livestock products is down-ward sloping in the short-run. This is because the indirect 
own-price effects on the intermediate input demand and livestock supply have offset 
their direct effects. 
In the long-run, the predictions of the static-price expectation model are appeal­
ing. As predicted by the dynamic adjustment cost theory, all of the demand curves 
for the quasi-fixed inputs are negatively sloped. Furthermore, as in the static models, 
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the demand curve for intermediate input is down-ward sloping and the supply curves 
for crop and livestock products are up ward sloping. In general, the indirect price 
effects due to the slow adjustments of the quasi-fixed inputs have reinforced the direct 
effects in the long-run. 
To investigate the robustness of the findings to the assumptions about price 
expectation, experiments with alternative models were performed. In particular, one 
model used forecasted output prices based on an AR(1) specification rather than 
last year's output prices as in the static-price expectation model. The predictions 
of dynamic price responses in this model are surprisingly similar to those in the 
static-price expectation model. In particular, the demand curves for capital, land, 
and labor are all negatively sloped both in the short-run and in the long-run. This 
model, however, is able to provide slightly more interesting results. For example, the 
indirect own-price effects on the demand for intermediate input and on the supply of 
livestock have reinforced the direct own-price effects so that the intermediate input 
demand curve is negatively sloped and the livestock supply curve is positively sloped 
in the short-run. In the long-run, the slow adjustments of the quasi-fixed inputs have 
reduced the responsiveness of the intermediate input demand and output supplies 
with respect to their direct own-price effects. 
Results from a model with a first-order autoregressive relative output price ex­
pectation were also estimated. The estimation of this model was much more difficult 
than the other two models. Unfortunately, the predictions of the dynamic price 
responses of this model seem contradictory. For example, the positively sloped in­
vestment demand curve for land in the long-run is not in accord with the prediction 
of the adjustment cost theory. In addition, the negatively sloped of crop and live-
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stock supply curves in the short-run and of livestock supply curve in the long-run are 
difficult to rationalize. 
The effects of autocorrelations in the residuals have also been investigated. The 
estimated autocorrelation coefficients are all statistically different from zero at the 
•5% significant level. However, most properties of the estimated value functions are 
likely not satisfied. Furthermore, the predictions of the dynamic price responses 
from this specification are contradictory. For example, the positively sloped of the 
demand curve for labor in the long-run is inconsistent with the theory. The results 
also showed a positively sloped intermediate input demand curve and a negatively 
sloped livestock supply curve both in the short-run and long-run. 
Dynamic research impacts 
Our model is also rich enough to characterize several aspects of the research 
impacts on farmers' behavior. In particular, it distinguishes whether the impacts on 
production and investment decisions are due to the existing production know-how 
that already exists in the beginning period or to the new technological innovations 
from more agricultural research. It also classify whether the effects are direct or 
due to the slow adjustment nature of the quasi-fixed inputs. Finally, it predicts the 
impacts both in the short-run and in the long-run. 
Under the static-price expectation, public research is in the short-run factor-
using in capital, labor, and intermediate input but factor-saving in land and in favor 
of both crop and livestock outputs. Private research is factor-using only in the inter­
mediate input and in favor of crop products. In the long-run, the impacts of both 
public and private research are to increase the intermediate input, land, and crop but 
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to decrease labor. The effects on capital and livestock are mixed. Private research 
tends to increase capital purchases and livestock supply in the long-run while the 
effects of public research are the opposite. 
The findings on the dynamic research impacts seem quite robust to the assump­
tion about price expectation formations. For example, the only differences under 
the forecasted output price is factor-saving in the short-run but factor-using in the 
long-run with respect to capital and that private sector is factor-using in labor in the 
short-run. In the auto-regressive price expectation model, both public and private 
research increase the usage of land and labor in the short-run. Public research is 
predicted to reduce the supply of crops both in the short-run and the long-run. 
The results are also quite robust to the specification of the errors in the system. 
One difference is that public research tends to reduce the demand for intermediate 
input and the supply of crop products in the short-run and the long-run when the 
autocorrelations in the residuals of each equation are taken into account. In addition, 
public research is against while private research is in favor of livestock outputs under 
this specification. 
Conclusion 
One major finding from this study is that both the slow adjustment nature of 
some farm resources and the role of public and private agricultural research influence 
simultaneously farmers' behavior in U.S. agriculture. Farmers choose not to adjust 
their resource utilization instantaneously in response to economic shocks because 
of high adjustment costs in terms of forgone outputs. The effects of price changes 
and agricultural research are distributed over time. In addition, the existing and new 
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technological advances generated from agricultural research affect differently farmers' 
behavior. 
The findings have several implications. First, the strong evidence for the quasi-
fixity of some farm resources in this study could help policy makers in designing 
stabilization policies. It is widely known that policy instruments in the U.S. agricul­
ture are generally intended to distort the market-based opportunity costs to benefit 
some groups in the society. The results in this study suggested that it will take a 
number of years for farmers to adjust to the new equilibrium levels after policy shocks 
occcur. In particular, it takes at least 1.5 years to correct about 90% of disequilibrium 
in capital, land, and labor in response to economic shocks. 
Second, the implications for economic modelling of the U.S. agriculture are clear. 
Both the slow adjustments of the quasi-fixed inputs and the role of agricultural 
research should be incorporated in the analysis. The dynamic duality theory can 
also be extended to include some other policies such as government support programs 
and general macroeconomic policies. For modelling the investment demand for farm 
structures, the results showed that the multivariate flexible accelerator model is a 
better representation than the univariate partial adjustment model. 
Third, the study examined the sensitivity of the empirical results to the error 
specifications of the model. Unfortunately, the results for the dynamic price responses 
are mixed. .Although the long-run investment demand curve for capital and land are 
negatively sloped, it is positively sloped for labor. This is inconsistent with the 
predictions of the adjustment cost theory. However, the results on the dynamic 
research impacts seem quite robust to the specifications in the error structures as 
well as the price expectations. 
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Some suggestions on the direction of future research are in order. For example, 
other policy variables can be included in the model. Estimations on regional basis are 
also important because some regions may response differentially to economic shocks. 
Finally, further refinery on the model to investigate the effects of auto-correlations 
in the disturbances is needed. 
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APPENDIX A. ESTIMATES OF CROSS MODEL CORRELATION 
MATRIX 
This appendix reports the estimated cross model correlation matrix of the in­
vestment demand system. The order of equations is: automobiles/trucks, tractors, 
equipment, service structures, land, and labor. For the system without autocorrela­
tion in the residuals, the estimated cross model correlation matrix is as follows: 
1 -0.004 0.014 0.163 0.220 0.169 
1 0.048 0.165 -0.048 0.114 
1 -0.006 -0.013 0.050 
1 -0.026 0.0.36 
1 0.0.50 
s y m  1 
For the system with autocorrelation in the residuals, the estimate is as follows: 
1 -0.019 -0.005 0.0.58 0.038 0.116 
1 0.071 0.165 -0.203 -0.134 
1 -0.003 -0.037 0.036 
1 -0.117 0.052 
1 -0.036 
sym 1 
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APPENDIX B. ESTIMATES OF THE INVESTMENT DEMAND 
, 1' 
SYSTEM WITH STATE DUMMY VARIABLES 
Table B.l presents the SUR estimates of the investment demand system with 
state dummy variables under the assumption that the errors are contemporaneously 
but not serially correlated. The estimated state dummy variables are reported in 
Table B.2. Except for Alabama, the state dummy is defined as = 1 if state=i 
and Dj = 0 otherwise. Table B.3 reports the results of hypothesis testing about the 
specifications of this system. 
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Table B.I: SUR estimates of the investment demand system with 
state dummy variables® 
Dependent variables: net investment rates for 
Autos & 
trucks Tractors Equipment 
Service 
structure Land Labor 
.Autos & 
trucks 
-0.187 
(18.75) 
Lagged stocks of: 
-0.015 -0.027 
(4.40) (2.84) 
0.015 
(1.92) 
0.001 
(0.08) 
0.023 
(2.61) 
Tractors 0.162 
(3.27) 
-0.098 
(5.85) 
0.099 
(2.07) 
-0.068 
(1.79) 
0.028 
(3.96) 
-0.089 
(2.06) 
Equipment 0.010 
(0.57) 
-0.006 
(1.11) 
-0.220 
(13.35) 
-0.013 
(0.96) 
0.008 
(3.19) 
-0.009 
(0.59) 
Service 
structure 
0.011 
(0.77) 
0.012 
(2.51) 
0.025 
(1.83) 
-0.069 
(6.37) 
-0.003 
(1.53) 
-0.006 
(0.44) 
Land 0.028 
(0.98) 
0.022 
(2.25) 
0.152 
(5.47) 
-0.014 
(0.64) 
-0.053 
(13.19) 
0.037 
(1.48) 
Labor 0.089 
(10.07) 
-0.008 
(2.62) 
-0.021 
(2.42) 
0.020 
(2.95) 
-0.006 
(4.40) 
-0.086 
(11.03) 
•Autos & 
trucks 
-0.133 
(0.86) 
Relative prices of: 
-0.659 0.118 
(12.64) (0.79) 
-0.439 
(3.73) 
-0.120 
(5.52) 
0.202 
(1.50) 
Tractors 1.644 
(6.90) 
-0.328 
(4.07) 
0.263 
(1.14) 
-0.160 
(0.89) 
-0.258 
(7.68) 
0.062 
(0.30) 
Equipment -1.573 
(6.62) 
0.668 
(8.29) 
-0.608 
(2.64) 
0.741 
(4.08) 
0.346 
(10.30) 
-0.321 
(1.54) 
Service 
structure 
0.379 
(4.35) 
0.067 
(2.26) 
0.073 
(0.87) 
0.030 
(0.45) 
0.029 
(2.33) 
0.250 
(3.28) 
®Numbers in parentheses are the absolute sample t-values. The numeraire is the 
p r i c e  o f  l i v e s t o c k  o u t p u t .  T h e  n e t  r e s e a r c h  v a r i a b l e  i s  d e f i n e d  a s  l r Z ( t  —  1 )  —  Z ( t ) j .  
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Table B.l (Continued) 
Dependent variables: net investment rates tor 
Autos & 
trucks Tractors Equipment 
Service 
structure Land Labor 
Land -0.122 
(6.96) 
0.014 
(2.35) 
-0.008 
(0.48) 
0.022 
(1.63) 
-0.013 
(5.40) 
-0.027 
(1.73) 
Labor -0.237 
(4.89) 
0.043 
(2.60) 
0.063 
(0.34) 
-0.056 
(1.51) 
-0.001 
(0.12) 
-0.137 
(3.24) 
Intermedi­
ate input 
0.066 
(0.74) 
0.0.35 
(1.18) 
-0.089 
(1.03) 
-0.071 
(1.04) 
0.014 
(1.15) 
0.045 
(0.57) 
Crops 0.105 
(1.74) 
0.112 
(5.51) 
0.120 
(2.07) 
0.031 
(0.68) 
-0.002 
(0.24) 
-0.090 
(1.71) 
Public 6.196 
(12.45) 
Net research variables: 
-0.197 -0.334 
(1.17) (0.69) 
1.319 
(3.47) 
0.087 
(1.24) 
1.229 
(2.81) 
Private 44.240 
(13.21) 
-4.637 
(4.08) 
3,689 
(1.14) 
-1.904 
(0.74) 
1.653 
(3.49) 
-4.619 
(1.58) 
Intercept -7.809 
(1.37) 
12.324 
(6.38) 
Others: 
2.147 
(0.39) 
6.322 
(1.45) 
4.060 
(5.04) 
9.812 
(1.97) 
0.555 0.417 0.168 0.174 0.588 0.317 
RMSE 9.831 3.331 9.519 7.514 1.388 8.607 
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Table B.2: Estimates of the state dummy variables^ 
Dependent variables: net investment rates for 
Autos & Service 
State trucks Tractors Equipment structure Land Labor 
AZ 17.81** -0.07 -0.53 1.33 1.48** 3.71 
AR -5.23* 1.32 4.56* -0.87 1.86** 1.35 
CA 32.12** -1.95** 2.48 6.26** 1.87** 5.09** 
CO 4.67* -0.37 6.11** 1.01 0.68* 5.26** 
DE -2.16 0.66 4.73* -1.90 1.79** 3.38 
FL 27.65** -1.28 6.47** -0.01 2.28** 2.77 
G A 5.92** 0.95 4.09* -0.70 0.25 -0.02 
ID 7.70** -0.72 4.45* 1.20 1.27** 4.32* 
IL -5.06* -0.26 1.33 -0.40 0.76** 2.46 
IN •3.99 0.26 1.50 -0.25 0.80** 1.66 
lA -3.80 -0.03 2.65 -0.69 0.71* 4.24* 
KS -0.97 •0.29 3.68 1.79 0.88** 4.29* 
KY 3.99 -0.95 1.73 -0.87 1.32** 0.81 
LA 3.67 2.27** 9.81** -0.37 1.85** 2.91 
MD 19.40** -1.54 4.38 -2.23 2.84** 3.20 
MI 2.80 0.62 6.01** -0.42 1.25** 3.93* 
MN -1.67 0.08 -1.15 0.41 0.88** 2.15 
MO 4.59* -0.51 3.92 2.40 1.13** 6.58** 
MS -3.72 0.05 -0.02 0.50 1.27** 3.58 
MT -3.16 2.45** 2.69 -0.58 1.75** -0.19 
NC 9.39** 0.75 1.98 -1.47 1.55** 2.52 
ND -2.91 -0.20 6.25** 1.03 0.50 2.11 
NB 1.93 -0.55 2.01 1.51 1.14** 5.12** 
NV 5.91** -1.53 -0.73 1.89 1.56** 5.41** 
NJ 16.65** -0.95 2.40 -1.58 1.65** 3.25 
NM 6.35** -0.91 3.48 1.04 0.86** 3.58 
NY 15.76** -0.15 1.12 -0.50 0.79** 3.03 
OH 0.01 -0.26 1.71 -0.69 0.79** 1.61 
OK -0.17 -0.30 4.60* 1.73 0.31 1.07 
OR 13.25** 0.47 4.33* 2.52 0.76** 4.15* 
^^Significant at the 10% level. """Significant at the 5% level. 
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Table B.2 (Continued) 
Dependent variables: net investment rates for 
State 
.Autos & 
trucks Tractors Equipment 
Service 
structure Land Labor 
PA 6.01** 0.26 -1.59 -0.42 0.58 0.45 
SC 1.79 1.69* 4.79* -3.46* 0.75** -1.61 
SD 2.32 -0.81 2.49 2.53 0.72* 4.53** 
TN 0.68 -0.15 2.80 -0.95 1.02** 0.05 
TX 5.77** -0.48 2.35 -1.08 1.62** 2.27 
UT 10.54** -1.03 3.50 0.50 1.19** 6.08** 
VA -1.19 0.76 5.96** -2.17 1.53** 2.40 
VVA 9.92** 0.97 8.54** 1.63 1.09** 5.26** 
VVV 18.45** 0.92 4.12 -1.62 -0.42 -3.98 
VVI 2.86 -0.16 2.66 0.68 0.98** 4.09* 
VVY 5.72*' -0.26 11.80** 1.68 0.69* 5.99** 
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Table B.3: Tests of hypotheses on the investment demand equations 
with state dummy variables 
Hypotheses F-values 
Degree of 
freedom® Conclusion 
Independent in adjustments 
of all inputs 11.47 30,7716 Reject 
Independent in adjustments 
among groups 16.40 18,7716 Reject 
All inputs are variable 3446.54 36,7716 Reject 
Automobile stock is variable 1215.29 6,7716 Reject 
Tractor stock is variable 510.59 6,7716 Reject 
Equipment stock is variable 376.54 6,7716 Reject 
Service structure 
is variable 2063.89 6,7716 Reject 
Capital group 
is variable 978.48 24,7716 Reject 
Land is variable 9613.92 6,7716 Reject 
Labor is variable 2348.64 6,7716 Reject 
^The first term is for the numerator, the second is for the denominator. 
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APPENDIX C. PARAMETER RESTRICTIONS OF THE 
INVESTMENT DEMAND SYSTEM WITH VECTOR 
AUTOREGRESSIVE ERRORS 
This appendix provides a work-out example for deriving parameter restrictions 
on the investment demands under a first-order vector autoregressive process for the 
case of only two quasi-fixed inputs. Generalization to N inputs can be done in a 
straightforward manner. To begin, ignoring terms other than stocks of quasi-fixed 
inputs since they will not affect this analysis, the transformed investment demands 
(4.15) can be written in full as follows: 
A j l O  =  ^  1 1  ^  1  (  ^  —  1  )  +  " ^ 1 2  —  1 )  +  —  1 )  
+MI2/v2(< - 1) - (<f jlA/ll -f ^12^^21 - 2) 
4- ^12^^^22)'^2(^ - 2) -f (C.l) 
A'2(0 = '^21^l(^ -1) 4 -  $ 2 2 -  1 )  +  M 2 i A % ( <  -  1 )  
-f A/22A'2(^ - 1) - (<^21^^11 + ^22'^2l)^l(^ ~ 2) 
-(^21^12 + '^22-'^^22)^2(^ ~ 2) + ^ "2(0^2 (C'-2) 
where A'j(^) and A'2(0 are vectors of other terms in the system. In the following 
some parameter restrictions are derived fortesting some hypotheses of interest. 
161 
Univariate partial adjustment hypothesis 
This hypothesis exerts that the adjustment of a stock of quasi-fixed input do not 
depend on the stocks of other inputs. This can be attained if both the adjustment 
matrix M and the autoregressive matrix 0 are restricted to be diagonal. Thus, we 
need that M^2 — ~ ® «^rid = '^21 ~ 0. This is because, under such 
restrictions, the system becomes: 
A'i(0 = ++ (C.3) 
A'2(0 = — 1) + M'22^^2^^ — 1) + ^22 •'^^22 ^ ^2 — 2) + A'2(0'î'i^^'-4) 
As can be seen, the adjustment of each input only depend on its own stock. Notice 
how this specification differs from those in previous studies. There are still some 
autoregressive coefficients in the system in this specification. 
All inputs are variable 
When all inputs are variable, this means that their adjustments are instantaneous 
so that their stocks would not affect the adjustment of other inputs. This can be 
attained simply by restricting AI to be an (negative) identity matrix and $ to be 
null. Under such restrictions, the system becomes: 
By rewriting in the level forms, the system will build down into demands for stocks 
(as opposed to investments) for inputs as those in the static model specifications. 
A ' L ( É )  =  1 )  +  X I ( 0 ^ I  
A"2(^) = -A'2(^ - 1) + A'"2(<)^2 (C.6) 
(C.5) 
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Input quasi-fixity tests 
To test the quasi-fixity of the inputs, we should be able to show that it is not 
variable. The i-th input is variable if its adjustment is instantaneous so that its stock 
does not affect the adjustment of other inputs. To test the variability of the i- th input, 
it is necessary and sufficient that M(i = — I and the i-th columns of both M (except 
Mii) and matrices are deleted. For instance, if we want to show that the first input 
is variable, impose restrictions that = -1 and A/gi = = «^gi = 0. Under 
such restrictions, the system becomes: 
— 1) — — 1) 4- A/12^2(^ — 1 ) 
-($11^/12 + $i2M22)A'2(< - 2) + (C.T) 
Koit) = (^22- 1) + A/22^2(^ - U 
-(*^21^^42 + *^22^^^22)^2(^ - 2) + .^2(^)^2 (C.8) 
It can be seen that the stock of first input disappears in the second equation. The 
stock of the second input, however, can affect the first input because it is quasi-fixed 
input. Notice how the autoregressive coefficient is still kept in general forms. 
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APPENDIX D. STARTING VALUES FOR ESTIMATING THE 
COMPLETE SYSTEM 
This appendix describes procedures of obtaining the starting values for estimat­
ing the complete systems. For the system with static-price expectation, the procedure 
begins with rewriting the system (4.10)-(4.13) in the following linear forms: 
A'i(0 = 710 + 7llP(0 + 712^(0 + 71391(f) 
+714<?2(^) + 71593(0 + 7l6^l(( - 1) + 71%A2(< - 1) 
+718A:3(< - I) + 7l9Cl(0 + 7l,10C2(O (D.l) 
h'oit) = 720 + 721^(0 + 731 «^(0 + 723 91 (0 
+72492(0 + 72593(0 + 726^l(^ - 1) + 727-^2(^ ~ 0 
+728^^3)^ - 1) + 729Cl(0 + 72,10^2(0 (D-2) 
^3(0 = 730 + 731X0 + 732 MO + 73391(0 
+73492(0 + 73573(0 + 736^l(^ - 1) + 737^2(f - 0 
+738^'3(f - 1) + 739(1(0 + 73,10(3(0 (D.3) 
L { t )  =  740 + 741X0 + 742*^(0 + 7439l(0 
+74492(0 + 74593(0 + 746^l(^ - 1) + 747^2(^ ~ 
+748^'3(^ - 1) + 749(1(1) + 74,10(2(0 
+74,11^(0 + 74,12^2(0 + 74,13^^^3(0 (D.4) 
164 
no = 750 + + 752^(0 + 75391(0 
+75492(0 + 75593(0 + 756^l(^ - 1) + 757^'2(^ - 0 
+758^^3(^ - 1) + 759(1(0 + 75,10(2(0 
+">5,11^^(0 + 75,12 ^ ^'2(0 + 75,13^*3(0 (D.5) 
^0(0 = 760 + 76l[f(0 * PU)\ + 762k(0 * "^(01 
+763(91(0 * 9l(0] + 764(92(0 * 92(0] + 765(93(0 * 93(0] 
+766(91(0 * 92(0] + 767(9I(0 * 93(0] + 768(92(0 * 93(0] 
+769(f(0 "'(0] + 76,10(X0 * 9l(0] + 76,ll[/'(0 * 92(0] 
+76,12(^(0 * 73(0] + 76,13(MO * 9l(0] + 76,14(^^(0 * 92(0] 
+76,15('('(0 * 93(0] + 76,16Ù(0 + 76,17(2(0 
+"y6,18((l(0 * - 0] + 76,19(Ci(0 * ^2(^ - 0] 
+">6,20((2(0 * ^ l(( - 0] + 76,21 ((2(0 * ^ 2(^ - 0] 
+T6,22(Cl(0 '  A'i(< - 1)] + 76,23((l(0 * A'2(i - 1)] 
+'>6,24((l(0 * A'3(« - 1)] + 76,25((2(0 * A'l(^ - 0] 
+76,26((2(0 * A'2(( - 1)] + 76,27(^2(0 * A'3(' " 1)] 
+76,28A'I(^ - 0 + 76,29A'2(^ " 0 + 76,30^3(^ ~ 0 
+1'6,31^^'l(0 + 76,32^2(0 + 76,33^(0 (D.6) 
where Q(() = rZi(t - 1) - Zi(t) and Cf(0 = .5rZ;(( — 1) - Zi(t). 
The system (4.10)-(4.13) requires the following restrictions be imposed on the 
linear system (D.1)-(D,6): 
74,11 = -749/^,74,12 = -749/^74,13 = -74,10/^ 
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-75,11 = 758/^-75,12 = 759/^-75,13 = 75,lo/'" 
-76,11 = 768/^-76,12 = 769/^' "76,13 = 76,lo/^' 
-741 = 751 = -769'-742 = -2762»-743 = "76,13 
-744 = -76,14'-745 = "76,15'751 = -^761 
753 = -76,10'754 = -76,11'755 = -76,12'76,18 = 76,19 (^.7) 
As can be seen, the system of equations (D.1)-(D.6) forms a linear simultaneous sys­
tem. Together with the parameter restrictions (D.7), the system has been estimated 
by three stage least square method. Finally, the starting values of the complete 
system can be found by solving the following identities: 
^ = -741/r = 752/r = -769/'' 
B = -742/'" = 2762/^ 
^ = (743'744'745)/''= (76,13'76,14.76,15)/'' 
= -(748'749'74,10)/''= (74,11-74,12»74,13) 
0 = -(746'747) 
,4 = 751/'' = -2761/^ 
^ = (7.53'754'755)/''= -(76,10'76,11.76,12)/'' 
^ = (758'759'75,10)/''= (75,11'75,12'75,13) 
J = (756'757) 
^4 = (76,28'76,29'76,30)/''=-(76,31'76,32'76,33) 
05 = (76,16,76,17) 
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C = — 2 / r * 
763 766 767 
766 764 768 
767 768 765 
E = 76,18 76,19 
76,20 76,21 
T = 
R -1 (D.8) 
76,22 76,23 76,24 
76,25 76,26 76,27 
719 71,10 
729 72,10 
739 73,10 
Table D.l reports the starting values for the complete system with static price ex­
pectation scheme. 
The starting values for estimating the complete system with forecasted output 
prices and with the autoregressive price expectation can be found by similar pro­
cedures. For the complete system with vector autoregressive errors, the estimated 
parameters of the complete system with the static price expectation are used as the 
starting values. 
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Table D.l: The starting values for estimation of the complete system 
with static-price expectations 
Parameter Value Parameter Value Parameter Value 
^0,1 3.431 C'll 4775.970 Hi 1.434 
60,2 2.946 to
 
-234.590 H2 1.594 
60,3 13.354 f'l3 53.408 ^3 1.154 
("0 .59.409 ^'22 50.266 4 -1.710 
(/o 41.228 f'23 82.118 Jo -73.930 
^0 114.300 ^33 5.142 *4,1 -2.351 
^11 -0.124 •^11 2.939 «4,2 -17.940 
^12 0.038 •^12 3.742 *4,3 2.796 
^13 0.006 CO
 
-4.983 *5,1 -43.722 
^21 0.031 -^21 12.739 «5,2 -244.978 
^22 -0.085 -^22 -21.855 ^11 0.191 
^23 -0.010 ^23 34.720 ^^12 -0.747 
^31 -0.057 F 9.422 ^22 0.954 
^32 -0.040 B 21.267 Til -0.498 
^33 -0.110 -0.969 Tn 1.184 
G'l 379.538 iV2 -0.758 ^13 -0.168 
G'2 20.405 ^V3 0.129 ^21 9.029 
G'3 -84.145 Ol 1.923 T22 -7.391 
^1 -212.686 O2 56.932 ^23 -0.0.30 
h -30.693 .4 20.273 
h -39.120 
