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Stability properties similar to A-stability are established for implicit linear 
multistep formulas, LMF, when applied to nonlinear stable systems. Sufficient 
criteria are given which guarantee the fixed-h stability of the global numerical 
error for various classes of nonlinearities. These criteria relate the behavior of 
the root-locus curve defmed by the LMF to the dissipative properties of the 
system. A simple criterion for the stability of a composite system is also given. 
This paper is concerned with some nonlinear stability properties of the 
classical linear multistep formulas (LMF). These properties are important for 
the efficient use of LMF in the numerical integration of stiff systems of ordinary 
differential equations. LMF have the form 
(1) 
where h is the constant time increment (step size), k is the step number, and 
:he dot denotes differentiation with respect to time. If one applies (1) to a smooth 
system of equations 
E(x) - I -f(X, t) = 0, (4 
hen the discrete approximations to the solutions of (2) satisfy the difference 
quation 
N(y,) = i aiyn-j - h i bJ(y,-j , tnmj) = 0, 
j=l j=l 
n 3 4 (34 
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together with appropriate initial conditions. It is then natural to ask for condi- 
tions on the difference scheme (1) such that some, or all, of the stability properties 
of the differential operator E are inherited by the difference operator K’. In 
particular, one is interested in the behavior of the global numerical error 
e, = yn - x, , where x2’, = x(nh) = exact solution of (2) at time t, = nh. 
This error satisfies an equation of the form 
M(em) -- N(xn + e,) - N(xn) = d,, , n 3 k, (3b) 
where the sequence {d,) is a measure of the truncation error associated with (1). 
We are specifically interested in the global input-output stability of (3), i.e., 
in estimates of the form 
(!eli <K/jdlI, (4) 
where e, d denote the sequences (e,}, {d,); the norms are appropriate measures, 
for example la-norms, of the sequences under consideration and K is some 
constant which is independent of time (n). It should be emphasized here that, 
for this stability concept to be useful when the system (2) is stiff, the derivation 
of the estimates (4) should not be made in the classical limit h + 0. 
For convenience in describing the stability results, let r(x) = 2 ajzj, s(z) = 
C b,,aj and R = the image of the unit circle under the map rs-l. We now outline 
the plan of the paper. 
In Section la we consider the case when the nonlinear vector function f is 
monotone (decreasing) with respect to some fixed scalar product. Then the 
system (2) is stable. Our first stability result-Theorem l-asserts, roughly 
speaking, that if (i) the curve R is bounded and lies in the half-plane Re z 2 m 
and (ii) the eigenvalues of the symmetric part of /zf$, wheref, is the Jacobian of 
f, lie in Re z < m, then one obtains the stability estimate (4) in an averaged (1,: 
sense. In Section lb the same estimate is obtained for the maximum norm 
under the assumption that the roots of s are strictly inside the unit circle. Also 
the exponential decay of solutions to the homogeneous equation M(e) = 0, i! 
proved. In Section lc the monotonicity condition on f is relaxed and assumed tc 
hold only asymptotically, i.e., for large X. In this case we prove only the existencs 
and average boundedness of the, not necessarily unique, solutions to the dif 
ference equation (3b). Since stability, given by estimate (4), is equivalent t 
global Lipschitz continuity at the origin of the inverse operator M-l, we mak 
some remarks on the continuity of the (many-valued) operator M-r in this cas 
also. 
Xonlinearities f which satisfy a Lipschitz condition are treated in Section 
The treatment in this section is similar to that of Sandberg [l]. We give cond 
tions relating h, the spectrum off. and the curve R which insure stability. Or 
may think of these conditions as appropriate for small hjZ. The opposi 
extreme, when, loosely speaking, hfZ is large and negative, is treated in Section 
Here, the concept of A,-stability [2] is generalized to nonlinear monoto 
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systems and we prove that conditions for &-stability which were derived in the 
linear case [2] are also sufficient for this case. Here, use is made of a recent 
transformation of Dahlquist [3] which relates solutions of LMF to those given, 
in [3], the name “l-leg Formulas.” 
In Section 4, the monotone nonlinear function f is further restricted to be 
the gradient of a concave scalar function. Stability in this case generalizes the 
concept of &stability in the linear case [4]. We derive in this section, using 
simple convexity arguments, a sufficient condition for stability which is the 
analog of Popov’s frequency criterion in the stability theory of scalar ordinary 
differential equations [5]. This criterion is more flexible than the criteria of the 
preceding sections and, as an example, we use it to show the nonlinear A,- 
stability of the three-step backward differentiation formula. 
In the final section some simple propositions are given concerning the stability 
of a composite system when the individual components of such a system are 
input-output stable. The consideration is motivated by the fact that, when the 
differential equation (2) corresponds to a simple stiff system, then the difference 
equation (3b) governing the numerical error may be viewed as a composite 
system. 
1. SI~NOTONE X~NLINEARITIES 
a. E,-Stability 
Consider integrating the smooth system of ordinary differential equations 
i” = f(X, t) (1.1) 
by applying to it the linear multistep formula 
to %-%-j  h $. b Lj =0, (1.2) 
where h is the constant step size. Let r(z), s(z) denote the polynomials 
s(z) = i b,zj. 
j=O 
Let T denote the backward shift operator defined by T{y,} = {yn-r), for 
my sequence of vectors {y-f. Then the approximate solution {z,) is defined 
ly the difference equation 
A+,) E r(T)z, - hs(T)f (z, ) nh) = 0, n > k, (1.3) 
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together with appropriate initial data. The values of the exact solution of (1.1), 
X, = r(nh), satisfy 
N&J k: Y(T) x, - hs(T)f(x, , nh) = p,i ) n 3 k (1.4) 
where p, is (related to) the truncation error at time nh. For simplicity in writing 
we drop, in the following, the dependence of the nonlinearity f on time. Define 
4% = -p, , n 2 k, 
4 = W4 - Nx,), n<k 
(1.5) 
(with the understanding that all quantities such as X, , f(~~),... are zero for 
n < 0). Then the (global) error 
satisfies the error equation 
e, = 2, - x, (1.6) 
M(e,) = r(T) e, - hs(T) WG + 4 -f&J> = 4 , n >, 0. (1.7a) 
Note that (d,}, for n < k, measures the error in the starting values for the 
approximate equation (1.3) (and may be taken to be zero if the initial values are 
exact). Round-off errors may be incorporated in {d,}, n > k, by redefining {d-j. 
Assume, as usual, that the sequence of local perturbations {d,), 0 < n < N < cx), 
is bounded in some convenient norm () d // , for example, in the discrete la-norm. 
Then the integration scheme (1.2) will be called (A-)stable, with respect to the 
system (].I), if the norm of the corresponding sequence of errors {e,), 0 < n < 
N < E’, satisfies 
where the constant K is independent of (the time interval) N. 
We now derive two convenient forms of the error equation (1.7a). Define 
6, = h[f(Xn i- 4 -f(d - Cd, (1.9) 
where C is an arbitrary constant matrix (to be chosen later). Then (1.7a) may be 
written as 
[Y(T) - hs( T) C] e, - s(T) 6, = d, . (1.7b) 
Considering (1.7b) as an equation for 6, one has the following 
LEMMA 1. The solutions (6,) of the inhomogeneous equation (1.7a) satisfy 
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where KL”, KA” are the inverse z-transforms of 
p,(z) = (r(z-l) - hs(z-l) C)/s(z+) (l.lOb) 
and 
p*(z) = [s(z-‘)I-‘. (l.lOc) 
Pro0f.l Let N > 0 be an arbitrary integer. Truncate the sequence (e,}, {d,) 
at N, then let (1.7b) define the-new-sequence (6,). It is clear that all quantities 
in (1.7b) are z-transformable and that (8,) is unaltered for n < A? Denoting the 
z-transform of a sequence {a} by ( ) ci z , one obtains from the truncated equation 
(1.7b) the relation 
A(4 +4 - w = P2(4 44. (1.11) 
Equation (1.10) now follows by taking the inverse x-transform of (1.11). 
Equation (1.11) describes the behavior of the global error in the frequency 
domain. It is convenient to write it in a more condensed form. Assume that 
p,(z), pa(z) are analytic in a neighborhood of some circle L: {z 1 z = beiw}, 
0 < w < 2i~, for some b > 0. Then 8(z), “( ) e x , z EL are 2-rr-periodic functions 
of w. Given 8(x), z EL, then e(z) is defined (possibly nonuniquely) by d = H6, 
where H is 
fw 4 +z) 
z-l1 p 
h2 - en 
defined by the diagram; 2, Z-l denote, respectively the z-transform and its 
inverse and e, is obtained from 6, by solving (1.9). Let the operator F be defined 
bY 
F&j) = p&Y) 2(z), x EL. (1.12) 
Let 
&> = P2(4 44. (1.13) 
Then Eq. (1.11) may be written in the form 
[I-F]8 =g. (1.14) 
With b fixed, introduce the following norm for vector-valued functions 
h(z), z = be% 
I/ h II2 = (2n)-’ I’m 1 h(beiw)12 dw = 1 / b-“h, 12, 
0 
(1.15) 
1 See [l] for a direct calculation in a similar situation. 
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where {A,] is the sequence whose x-transform is h. Note that the last equality 
in (1.15) follows from Plancherel. 
The operator F may be thought of as operating either on the function 8(a), 
z EL, or on the associated sequence {S,, . x Define a norm (1 F/j of this operator by 
~lFi/ ===Wl~~/l/Il~/i, s f0. (1.16) 
Choose the matrix C in (1.9) to be 
c = XI, x > 0. (1.17) 
We now assume that, for all X, e, one has the monotonicity relation 
h(f(x + e) -f(x), e) < CL 1 e 12, p <o, (1.18) 
where brackets ( , > denote some fixed scalar product. 
LEMMA 2. The norm of the operator F satisfies 
(IF (/ < p * (-TV + hh)-‘9 
Proof. By definition 
Hence 
W) = ~44 W. 
liF(W2 = & j- I P,(~I~ I 64l” dw 
ZEL 
GPP&J 2n 1 e”(b exp(iw))l” dw 
0 
= P2 n$o I b-X 12. 
However, from (1.9) 
<en , f%>-= Wf (xn + 4 - f (4 - Ce, ,e,> 
< -3-p + hh) I e, 1’. 
Therefore, 
l<e, 9 %>I 2 C-P + W I en 12, 
(1.19) 
(1.20) 
(1.21) 
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which implies, using the Schwarz inequality, that 
Hence 
11 e j/ z (2 6k211 [ e, i2)li2 < (hX - /~)-l t 6-2n [ 6, j2 “’ 
The lemma follows from (1.21), (1.22). 
A simple condition which is sufficient to make F contractive is given in the 
next lemma. 
LEMMA 3. Suppose that s-~(z+) does not vanish on the circZeL = {z / 1 z 1 = 6). 
Let 
m = y$ Re (r(~-~)[s(x-~)]-~). (1.23) 
Then, if m > p, the operator F = F(X) defined in (1.12), (1.17) is a contraction, 
for all large enough hh. 
Proof. Because of the first hypothesis, the image of L under the map 
r(.z-l) [s(z-‘)1-i is bounded. Now by (1 .lOb, 1.20) 
P = yEy 
r(z-l) 
~ - hh 
s(z-1) 
< (h/I - m) -t O(hX)-l 
if (hh) is large enough. The lemma now follows directly from estimate (1.19). 
Note: If one uses the standard (p, CT) notation for LMF [2], then rs-l(z-l) = 
~u-~(,z). Hence, when L is the unit circle, the image considered in Lemma 3 is the 
familiar root-locus curve. 
The above lemma shows that, for 111 > p, the error Ii 8 !j is bounded in terms 
of 1) g(z)11 , where g was defined by (1.13). To obtain a stability estimate (1.8), 
it is necessary to impose some conditions on pa(z) = [s(x-‘)I-’ = z-%(z). 
THEOREM 1. Assume 
(i) The roots of u(z) lie strictly inside the unit circle, and 
(ii) the dissipation condition m > TV is satisfied. 
Then the error equation (I .7a) is 1, input-output stable. 
Proof. The functions pi(z), pz(z) are analytic for 1 z / > 1 by assumption (i). 
The circle L may therefore be taken to be the unit circle, and 
(1.24) 
698 ODEH AND LINIGER 
where 
Since F is a contraction, assumption (ii) and Lemma 3 imply 
independently of N. 
But the I,-norm of the sequence {e,) is bounded in terms of that of (6,) 
by (1.22). Hence, the stability estimate (1.8) is valid, with the constant 
K = c(m - d)-l, which proves the theorem. 
b. Pointwise Estimate 
To prove the stability in the maximum norm of the error equation (1.7a), 
one may use a standard device (exponential weighting). Let the roots of o(z) 
be at a distance > 01 > 0 from the unit circle. In (1.7b), define 8, = ea”S, where 
0 < /3 < cz; similar for & , dn . Let jr(z) ==p,(ze-a) and f”(&,J = ea”f(&) for 
any h, . Writing Eq. (1 .lOa) in the form 
one has 
Notice that 
6 =K(l)*e+u 
8 = K(l) * t? + zi. 
(l.lOd) 
(l.lOe) 
8, = f(i?, + Zn) - J&J - ct?, . (1.9a) 
Therefore, by choosing /3 small enough [such that max 1 j,(z)I . (hh - p)-i < 11, 
the corresponding operator p (see (1.12)) is contractive. Thus, for any N 
f j&12 < B N C / 22, I2 = B 5 e2fln / u, 12. (1.26) 
where B is some (generic) constant. Now consider Eq. (l.lOd): 
1 6, j = e-B”{1 X(l) * CT 1 + j lP2) * d I> 
(1.27) 
/ d I < (hh - p)-1 I sI . (1.28) 
Because of (1.9a) one has 
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The sequences {x$)}, {Rh2)} are exponentially damped because of the choice 
/3 < 01. Therefore, combining (1.26), (1.27), (1.28) one obtains 
Since the operation {C&J + {un} is bounded in the sup norm, (1.29) implies that 
SUP /%I <Bsup I&I. (1.30) 
Remarks. (I) In the above inequalities, B does not everywhere denote the 
same constant. 
(2) If all d, , except for a finite number, vanish, as in the case of the 
difference of solutions to the homogeneous difference equation (1.3), then (1.29) 
shows that 6, is exponentially damped (uN N edeN). 
c. The Asymptotically Monotone Case 
In this subsection the nonlinearity f is assumed to be monotone near infinity 
only. More precisely, in the error equation (1.7a), we impose the condition 
Kf lx + 4 - f (4, e> < CL I e I2 for / e / > B > 0, (1.31) 
where p < 0 and B is some large constant. The solutions to the differential 
system are therefore bounded, and the object of this subsection is to prove 
some boundedness results for (1.7) as well. The existence of any solution to 
(1.7) with given initial data, is not a priori guaranteed and we prove it in the 
following lemma. Recall, from Lemma 3, that 
m = ysp WWl+)), L = unit circle. 
LEMMA 4. If m > p, then there exist solutions to (1.7), for all n. 
Proof. Given the initial data, Eq. (1.7) has the form 
alien - %[f(x, + en) - f (4 + ml = 0, 
where yn is some known forcing term. 
Equation (1.7c), for the unknown e = e, , has the form 
(1.7c) 
G(e) = 0 (1.7d) 
nd, by a well-known topological principle [6], solutions to (1.7d) exist, inside 
‘ome sphere 1 e 1 < R if 
<G(e), 4 > 0, for 1 e j = R. (1.32) 
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<G(e), > == (w - Wdf(~n +4 -f(G), 4 + Cm y e> 
3 (CQ - A%) I e I2 + On, ei, lel >B. 
(1.33) 
Now p(z)/a(z) is analytic for 1 z 1 > 1; hence by the maximum principle, 
minlzlal Re(p/a) occurs on the boundary j z j = 1; therefore 
~~$4GW) = (4Bk) > m > CL- (1.34) 
Substituting in (1.33) one finds (G(e), e) > 0 for large enough j e 1, which 
completes the proof. 
The following lemma gives a rather crude bound on the norm jj 6 11: r; 
UIWCN I %I 12. 
LEMMA 5. If the nonlinearity f satis$es (1.31), the data d are uniformly 
bounded, and p < m, then j/ 6 IIN is bounded uniformly in N. 
Proof. We first derive a bound on I( F(8)ij in the error equation (1.14). 
llF(8)ll = li(f$ - hh) 8(z) 11 < 2%~ ( $$ - hh 1 (t / e, 12),:, (1.35) 
A simple calculation, similar to Lemma 2, shows that 
1’2 < (hX L EL) (2 1 6, i2)li2 + BW”. (1.36) 
Hence, with p defined in (1.20) and for some 6 > 0, 
l~F@)ll -<, p - BN1’2 + p * (hX - p)-l(t I 6, 12)li2 
(1.37) 
< p - BN1’2 + (1 - 6) (2 I 6, /8)li2 
if hh is large enough. Then, from (1.14) again, one obtains 
‘2 (c I %I 12y2 < PBW’~ + !I g IL (1.38: 
Since g is a bounded operation on the data {d,,) in both the 1, and sup norms 
(1.37) implies the estimate (l/N) C” 1 6, I2 < C, where C is a constant inde. 
pendent of N, as stated. 
Remark (on the continuity of 6 w.r.t. d). The stability discussion in Section 1: 
shows a global Lipschitz continuity of the error {e,}, normed by Ij e jj = 
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EN I e,, ,2)1,‘*, with respect to the data (d,), with the same norm. The Lipschitz 
constant is independent of N. To see this, one may assume that {d,} depends 
smoothly on some parameter E, differentiate the error equation with respect 
to E, then show the boundedness of the operator which takes adI& to i%/& 
(the inverse of the variational equation). This boundedness follows from the 
proof of Theorem 1. In this section, since even the existence of (e,} follows 
from qualitative arguments which do not guarantee uniqueness, the stability 
of the operator M [Eq. (1.7)] as defined by estimate (1.8) is not assured. 
However, if one introduces the average norm ill e jj = limN.&l/N)CN 1 e, j2 
then by Lemma 5, all solutions to the error equation are bounded. If the non- 
linearity f is smooth, then it is easy to check that the multivalued operator F 
in (1.14) is closed, but not necessarily compact, in this averaged norm. This 
fact is sufficient to prove that the multivalued maps 6 = 6 (d) and e = e (d) 
are what is sometimes called Lu-continuous (which essentially means that 
their graphs are closed). This continuity may be interpreted as a rather weak 
form of stability. For a detailed discussion of Lu-continuity see the recent 
report of 2. Artstein [“Continuous Dependence of Solutions of Operator 
Equations,” 1975, Brown University, especially pp. 23, 321. 
2. BOUNDED-DERIVATIVE NONLINEARITIES 
In this section we consider nonlinearities f whose Jacobian is bounded. 
The following discussion is very similar to that of Section la and we omit 
most of the details. 
The error equation is again (1.7b), with C an arbitrary, but constant, matrix. 
Truncate 6,, , d, and take the z-transform to get 
[Y(.r’) - hs(z-l)C] 6(z) - s(.z-1) S(z) = d(z) 
)r 
We assume that the spectrum of hC lies in the “outside” [2] of the image 
If the unit circle under the mapping rs-r(.z-l) = p&(z). Then the coefficients 
n (2.1) are analytic for 1 x 1 3 1 and we may consider (2.1) as an equation 
3r 8(z), z = eiw, 0 < w < 27r. Let g(z) be the right side of (2.1) and define 
le operator F by 
F(&) = [po-l - IzC]-~& (2.2) 
‘hen (2.1) has the form 
(I - F)e^ = g. (2.3) 
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To estimate the norm of F, one has to bound the two factors in (2.2). Now 
But 
6, = h ,l {J(G + te,) - C> e, dt, s (2.5) 
where J denotes the Jacobian of f. There are various types of restrictions 
which lead to useful estimates for 6, and we now give one of them. Assume 
that the antisymmetric part J& of the Jacobian J is almost a constant and that 
the symmetric part JS lie between /31, OJ (/3 < 01 < 0), then 
J=Js+A+E, 
where 
PI < Js < OJ < 0, 
Choosing 
one has 
A is a constant antisymmetric matrix, 
II E II < E> for some small E > 0. 
C=J(P+++A, 
P-6) 
(2.7) 
II 6 II < h[@ - /3)/2) + 61 II e II. cw 
If R is the image of the unit circle under PO-~(Z), then, since the matrix C 
is normal, one has 
N&>/~W - w-1 G I/a (2.9; 
where 
a = minimum distance of R to the spectrum of hC. (2.10: 
Combining (2.8), (2.9), (2.10), one has 
II F II < (l/4 . W@ - PM + 4 (2.11 
Hence, under the above assumption on the nonlinearity, one has immediatel: 
the following theorem. 
THEOREM 2. Assume 
(9 hK(a - /3)/2) + d/a <: 1. (2.12 
(ii) The roots of o lie inside the unit circle. (2.12 
Then the error operator M de$ned by (1.7a) is l,-stable. 
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Proof. Assumption (ii) and the fact that the spectrum of hC lies outside 
R show the stability of the linear operator r(T) - hs(T)C [2]. Hence, in the 
error equation (2.3) one has 
IIRI < clldll (2.14) 
for some constant c > 0. 
The theorem then follows from assumption (i), the estimate (2.11) and the 
contraction mapping principle. 
EXAMPLE. To illustrate the type of restrictions that assumption (i) in the 
preceding theorem imposes on the nonlinearity f, we consider the case when 
no information is given about the antisymmetric part, Ja, of the Jacobian. 
This case was discussed in [l]. Choose the matrix C in (2.7) to be #3 + ol)l. 
Then in (2.12), E = /( lit jl and, in (2.9), a = the distance of R to the point 
P = (y, 0) = (#(a + /3), 0). c onsider the special case where the integration 
formula is A(B)-stable [7] for some angle 0, 0 < 0 < r/2. Then, as depicted 
in Fig. 1, for condition (i) to be satisfied, it is sufficient that h(((ol - /3)/2) + c) < 
a’, where n’ = y / sin 0 is the radius of the largest circle of center P contained 
in the wedge S, = {z j 1 r - arg z 1) < 0. For fixed y and a’, subject to this 
constraint, the largest possible open rectangles, such that the spectra of hJs 
and hJa lie inside them, are those whose vertices F, G, H, and J lie on the 
“diamond” A, B, D, and E. It is easy to show that, as y varies, the points D 
and E vary on the broken straight lines OD and OE which form an angle /I, 
0 < 4 < ~;‘4, with the negative real axis, defined by tan 4 == sin 8. If r = 
tan(ej2) and K = tan(#/2), th en K = K(T) = [-(I $ ?) + (1 + 6~~ + T~)I/~]/~T. 
The function K(T) is monotone increasing, with K(T) N 7 for r -+ 0. In the 
case of A-stability (0 = r/2), we have 7 = 1, ~(1) = -1 + 2112, and # = 7r/4; 
FIG. 1. Illustration of a one-circle stability criterion (Theorem 2). 
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in this case, (and only in this case), we may have OL = 0 for a real spectrum 
(c = 0), independently of j3 and y. 
Remarks. (i) Assumption (2.12) is a multicircle criterion. It states that 
circles of radius $h(a: - /3) + he, centered at the spectrum of the matrix K’, 
i.e., at h[((a - /3)/2) + ivj] where {ivi>, j = l,..., n, are the eigenvalues of A, 
do not touch the curve R. If h is small, then such a condition is satisfied if the 
antisymmetric part of the Jacobian is not large relative to its symmetric part. 
In the limit h + 0, it will be always satisfied if the scheme (p, u) has a high 
degree of accuracy. 
(ii) If one is given bounds on the elements of J (instead of bounds 
on its spectrum), then the matrix C can be chosen as some approximation 
to J (for example, cij = average of Jij). If ((p/o) - hC) is also diagonally 
dominant, then it is easy to estimate its inverse. Then one would obtain another 
stability criterion in the spirit of (2.12). 
(iii) Pointwise estimates for the error e,, in terms of the data may be 
derived in the same manner as in Section lb. 
3. &-STABILITY 
Consider the case when the nonlinearity f is monotone and satisfies 
h(f (x + e) -f (zc), e) < p j e I2 where -p is large. If the roots of (J are inside 
the unit circle, then the stability of the difference scheme (1.3) follows from 
Theorem 1. In fact by Remark (2) of Section lb, errors produced by initial 
data perturbations decay exponentially. The corresponding situation in the 
linear theory was called &-stability in [2]. We shall now give an alternative 
discussion of .&-stability in the nonlinear case which does not depend on 
transform methods. We also prove directly the exponential decay of differences 
of solutions to the homogeneous difference operator (1.3). The notation in 
this section is the standard (p, u) notation for LMF. 
Let x,~ be a solution to the LMF 
~(E)xn - ho(E) f (xn) = 0, (3.11 
where E = forward shift; then, following Dahlquist [3], if 
y(n) = P(E) x, - hQ(E) f (x,), (3.2: 
where P, Q are polynomials satisfying Pa - Qp =: 1, then y(n) satisfies the 
1 -Leg formula 
PP)Y, - hf (@)yn) = 0. (3.3 
Also, if y(n) satisfies a l-Leg formula, then 
e) = 4E) Y ?I (3.4 
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satisfies the LMF, and in fact, on the space of solutions to the LMF, Eq. (3.4) 
inverts the relation (3.2). Therefore, if the difference between any two solutions to 
(3.3) decays (exponentially), the same is true for solutions of (3.1). It is sufficient 
therefore to discuss two solutions yn , yR + z, to (3.3) and prove the decay 
of z, . The error z, satisfies 
Let 
P(E) zn - h{f[4E)(Yn + %J -fw9YJ~ = 0. (3.5) 
‘)-n+k I o(E) yn , n = 0, l,..., 
&z+k = 4q %z 
(3.6) 
(the shift in the subscript in (3.6) is made for sake of conformity with Section 1). 
From the assumption on the roots of u, (3.6) implies 
z, == i A,-,&,, , (3.7) 
where A, is exponentially decreasing in n [8]. Therefore (3.5) implies that 
the error at the forward point, fnflc , satisfies 
4l+rz - Nf(Yn+n+k + kcl+k) - f(Yn+r;)l 
where a = olkAO . Changing n -+ K to n, the above equation takes the form 
4, - hEf(Yn + f7J -f(Yn)l = y7l > (3.8) 
where 
k-l Q-1 
Y n = -F. %%-(k-4) - O1k c ~4n-m&n * 
Scalar multiplying (3.8) by 6, one obtains 
(3.9) 
/ sn I -=l (l/l a - P i) I Y,L I. (3.10) 
Also, by the argument in Lemma 4, there exist solutions to (3.8) inside the 
sphere defined by (3.10). Th e ex . p onential decay of J 6, j is proved next. 
THEOREM 3. If the roots of o lie strictly inside the unit circle, then the solutions 
{xn} in (3.5) decay exponentially. 
Proof. It is sufficient to prove the exponential decay of 6, . For some K, 
a: > 0, one has 
A,, ~ < Kc-an. (3.11) 
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Choose 0 < ,8 < 01, and let M be such that 
1 sj ( < Me+, ; = 0, l,...) 72 - 1. (3.12) 
Then it is enough to show that 
j (, 1 < Me-“8. (3.13) 
Let c be an upper bound on the magnitude of 01~) 0 < j < k, then it follows 
from (3.9), (3.10) that 
(3.14) 
A simple calculation using (3.1 I), (3.12) shows that 
n-1 
c 1 A,-, [ 1 [, 1 < K[e”-s - 11-l Me-6s. (3.15) 
Hence if -p is large enough that 
(K/(a - p))(k i- I) c[eae6 - 11-l < 1 (3.16) 
the decay estimate (3.13) is satisfied, which proves the theorem. 
4. GRADIENT NONLINEARITIES 
This section is concerned with the nonlinear analog of As-stability [4]. 
The nonlinear function f is assumed monotone and has a symmetric Jacobian. 
Hence it is the gradient of a concave function. We shall derive a stability 
criterion for the vector difference equation (1.7a) which is similar to that of 
Popov [5] in the theory of stability of scalar ordinary differential equations. 
Consider the error equation (1.7a) written in the form 
6, - [s(T)]-l r(T) e, = -[s(T)]-l d, 
or, dropping the subscript 71, in the abbreviated form 
(4.1) 
6---He=u, (4.2) 
where H is a translation-invariant convolution operator and u is the right side 
of (4.1). Note that, if the matrix C in (1.9) is chosen to be zero, then H = K(l) 
of Lemma 1. 
From the definition of 6 (Eq. (1.9)) one has 
e, = C(S, , n). (4.3) 
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The function + has the following properties: 
(9 4(O) = 0 
(ii) $ is monotone decreasing; in fact 
(#5,) - $(S,), 6, - 8,) = h<e, - e2 ,f(~ + 4-f(d -fb + e2) +fhD 
< E I el - e2 I2 = E /4(M - #@2)l’, (4.4) 
where we have assumed that hfz < c < 0. Let C denote the backward difference 
operator V = I - T and define, on the space of finite sequences, a discrete 
norm via the scalar product 
where IV is a fixed large integer. Then, from (4.2), one has 
and 
6 - H+(s) = u 
Vi3 - VH@) = Vu. 
Hence, for any number 4 > 0, one has 
(4.6) 
[u + qW @)I = [a + qW #@)I - W + CW NV, +(*)I 
= [a - 4, #)I - [W + qvff - CM, 41 (4.7) 
+ 4F% 4m 
Consider the right side of (4.7). The first term is negative by (4.4). To estimate 
the last term, introduce the (time-dependent) function, 
which is the potential for the operator +(a, n) = +(S, t). Assume that 
aqat 3 0. (4.8) 
Then, a typical term in [VS, I#)] is 
@, - %L-1 9 5q% , 4) < @(& > n) - WL-1 > n). (4.9a) 
Inequality (4.9a) follows from the fact that Q, is concave. Applying inequalities 
(4.9a) for all n < N, using (4.8) and summing over n one obtains 
P[V& $@)I < q@@(W G 0. (4.9b) 
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Hence, if one assumes that, for some 4 > 0, 
(4.10) 
for some positive m, (4.7) would then imply 
-[u + qVu, 41 2 m !i 4 /12. 
Therefore 
which implies stability. 
(4.11) 
Since His translation invariant, the stability criterion (4.10) has a convenient 
frequency domain representation, namely 
W(l + q(1 - 4>(&M4)> - E b m > 0, for all 1 z ! = 1. (4.12) 
The stability criterion (4.12) may be called the discrete Popov criterion. 
Notes. (1) Since m > 0, it is clear that the last term in (4.7) may be allowed 
to become slightly positive without losing stability. Examining the proof of 
the stability inequality (4.11) one finds that it stays valid, with a slightly smaller 
m, also in the case that the Jacobian offis bounded and has a small antisymmetric 
part. 
(2) Under the assumption x,, = constant (which becomes appropriate as 
n -+ co, $(a; n) becomes independent of n and condition (4.8) is not necessary. 
Otherwise, (4.8) imposes a slightly complicated condition on the nonlinearity 
which we now derive. From the definition of @, 
Differentiate the identity 
with respect to time, to obtain 
m(t) + 4, tl(* + A> +ftw) + 4, tl -.fAw, tl* = 0. 
Solving for & , one gets 
Two special cases are: (i) f is linear, 
f = A(t)x, A(t) < 0. (4.13) 
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If 
ayat < 0, (4.14) 
then &@/at < 0, and the Popov criterion insures stability. Condition (4.14) 
may be interpreted as saying that dissipation in the differential system increases 
as time does. 
(ii) Suppose f is independent of t; then it suffices to have 
or 
(fi’(s + e>[fz(x + e) - .f&)l~, a> G 0. (4.15) 
Noticing that 6 is the increment, Of of the nonlinearity, (4.15) has the more 
convenient form 
WV U//>(~JP) G 0. 
EXAMPLE (Three-step backward differentiation formula). To apply the 
Popov criterion (4.12) to special LMF, it is more convenient to transform the 
unit circle by 
5 = (2 + l)(z - 1)-l; 
then 1 B j = 1 goes to the imaginary axis [ = iw. If pr(w), p,(w) are defined by 
P,(w) + +2(w) = Pc4bW /z’ = 1, (4.16) 
then (4.12) takes the form 
%[(A - 2mMl + w”)l > 6 -PlhJ)~ --oo<w<co. (4.17) 
For the backward differentiation formula, if 
then, 
s(w) = 6 + 18(iw) + 18(zk0)~ + 6(i~)~ 
/ s 12p2 = -14~ + 28w3 - 120~~. 
It is sufficient to check (4.17) for --co < w < 0. Note that p, becomes negative 
as w -+ --co and is positive at w = -Q . A simple check on the image of 
unit circle under p/a [2] shows that p, > 1 p, /, for p, < 0. Hence 
---2+2(w) > I PI IT -co<w<wo<-4. 
I’herefore, 
(Pl - 24J2Ml + w2> 3 0 for all w. 
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Now a simple checking (see Fig. 2) shows that for any E > 0, one may choose 
q > 0 large enough that (4.17) is satisfied. This proves the As-stability of this 
class of LMF. 
FIG. 2. Schematic representation of the right side, and of the left side divided by 2q, 
resp., of the stability condition (4.17). 
5. COMPOSITE SYSTEM STABILITY 
In the previous sections we proved input-output stability, estimate (1.8), 
for LMF when they are applied to some specific classes of nonlinear systems. 
A general stiff system would seldom belong to any one of these classes. However, 
by thinking of the stiff system as a composite one, each of its subsystems 
(components) may belong to one or another of the classes of nonlinearities 
discussed. We are concerned in this section with deriving a simple condition 
which insures that a composite system is stable when each of its components 
is stable. As a simple composite stiff system, we consider 
where xi is an m,-dimensional vector. Hence system (5.1) is m-dimensional, 
where m = C,“=, mi . If one applies LMF formulas (pi , ui) (they could all be 
the same) to (5.1) then, in an obvious notation (compare with (1.7a)), one has 
fi(E) ei - WNf& + 4 - fddl 
1 < i < 1. (5.2) 
Rewrite (5.2) as 
Miei = d, + c Cij(ej), 
izi 
(5.3) 
where M, is defined by (1.7a) and the Cij are the remaining (connection) 
terms in (5.2). Assume now that each Mi is stable, namely that 
II(l II < si (5.4) 
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and that the operators Cij are bounded 
Introduce the column vectors e = (1 e, I,..., 1 e, i)f, d = (i dl I,..., / dz i)t, where 
t denotes transpose, and the matrix B is defined by 
Bij = -cij . 
(5.7) 
The inequalities (5.6) now read 
Be < d, 
e 2 0, (5.8) 
d > 0. 
Then one has the following 
PROPOSITION 1. If B is an M-matrix, then the composite system (5.3) is 
input-output stable. 
Proof. From (5.8), and the positivity of the inverse of B 
e < B-ld. 
Remarks. (1) Since B has the right form (positive on the diagonal, negative 
off it) a sufficient condition for it to be an M-matrix is that 
all i, 
which means that very stable systems can tolerate rather large interconnections 
without loss of stability, as expected. 
(2) It is almost necessary, if (5.8) is to imply stability, that B be an 
JV-matrix. In fact one has 
PROPOSITION 2. If B is irreducible, then for a giver1 d, the set of solutions 
of (5.8) is bounded iff B is an M-matrix. 
Proof. The set of solutions to (5.8) is the algebraic sum of the convex 
hull of its extreme points and the solutions to 
Be < 0, e > 0. (5.9) 
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Hence it is sufficient to prove that if B is irreducible, and not M, then there 
exists nontrivial solution(s) to (5.9). N ow, since B and its so-called comparison 
matrix [9] are the same, B is an AJ-matrix iff [9] 
there exists u > 0 such that Bu > 0. (5.10) 
For large enough p, (B $ CL) is M; hence its leading eigenvalue, the one with 
greatest real part, is real, with a positive eigenvector X. Let (A,, + II) denote 
this eigenvalue; then 
(B + + = (A, + p)s, 
x > 0. 
(5.11) 
Therefore, x is the eigenvector for the leading eigenvalue A, of B itself. If 
A,, > 0, then B will be M (by (5.10)); h ence A,, < 0 and x is a nontrivial solution 
of (5.9), which completes the proof. 
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