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CHAPTER I: INTRODUCTION 
Although the manifest function of a college is to provide its 
students with an education it often happens that its latent functions achieve 
more significance. This is particularly true in the area of the student's 
social life where the emphasis placed on achieving success in dating is 
often stronger than the emphasis on the academic aspect. As an illus­
tration, the following comments of students from a previous study of the 
author's (26) maybe offered: 
Although it may be shameful to fail one's exams, it is far more 
shameful to be without a date for the Spring Prom. 
Dating is such an important part of university life that sometimes 
it scares me -- it is unspeakably embarrassing if a girl doesn't 
have a date in 3 weeks. 
It seems that once you get past the age of 18 and you do not have 
a steady boyfriend you're shunned by your girlfriends who do 
have boyfriends and you feel obligated to get tied down fast. I 
feel that there is too much emphasis placed on dating at the 
college level. Sanctions for nondaters are too high to pay. 
Although some might not agree with the above comments, there 
can be little doubt that for most college students, one area of particular 
importance is that of their dating life. As an example, Bolton and 
Kammeyer (8), in their study of student life, found that although dating 
occupied only a small segment of the entire week, it was considered to 
be of immense importance for many students, especially for the develop­
ment of their self-identify. 
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Despite the stereotyped notion of many adults who perceive dating 
among youth to be generally happy and carefree, many young people 
report considerable anxiety and unhappiness about their dating relation­
ships. Melvin J. Williams (60), in his survey of 1, 500 high school 
students in rural and urban communities in Georgia and Michigan, found 
that well over one-fourth of the young people felt they were failures in 
dating. While more than half of his respondents wanted to date more 
often, a large percentage of these sai.d they were unsure of what to do or 
how to act on dates. About a third of them experienced fear while dating 
and did not find their dating experiences very satisfactory. This, 
Williams points out, illustrates the frustration which arises as a result 
of conflicts between what is upheld as valuable (namely popularity and 
dating) and the ability of many youth to make a satisfactory adjustment 
to these social goals. 
In a national sample of high school students, Christensen (14) 
reported common feelings of inadequacy in dating and feelings of shyness, 
self-consciousness, or being ill at ease. Furthermore, large per­
centages of each sex were anxious for the other sex to assume more 
initiative in making dates. 
Problems of adjusting to dating are found not only among high 
school students. Of 98 personal problems listed on a personal ad­
justment inventory and submitted to a sample of 92 students at the 
Virginia Polytechnic Institute, only 19 were rated as problems by at 
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least one-half of the individuals. Problems which were ranked highest 
and which were listed by more than two-thirds of the students were: 
(1) understanding members of the opposite sex, (2) establishing a true 
companionship with members of the opposite sex, and (3) opportunities 
to meet the opposite sex (53). 
In a study of 235 unmarried coeds asked to make an assessment 
of their dating experience. Bell found that about half wished they had 
dated more often (3, p. 86). 
Ehrmann (19) in his study of dating at Florida State University, 
reported that for males frequency of dating was directly related to 
happiness. The relationship between unhappiness and low frequency was 
particularly strong. Although there were almost twice as many "very 
happy" as "unhappy" males in the high and medium categories of dating 
frequencies, there were seven times as many "unhappy" as "very happy" 
males in the low frequencies. In another study by Kirpatrick and 
Caplow (33), satisfaction with dating was associated with personal 
happiness among University of Minnesota students. 
From the above studies, one can conclude that although dating is 
considered a very important part of most students' lives, many students, 
both in high school and college, have not made an adequate adjustment to 
dating and are not satisfied with their dating experience. 
Because this is an important problem faced by so many young 
people, the first objective of this dissertation will be to analyze the 
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concepts of dating adjustment and dating satisfaction. This will be 
accomplished by constructing a dating adjustment scale and an item of 
dating satisfaction. Although several scales of marriage adjustment 
have been developed in an attempt to assess marital adjustment among 
married persons, to the author's knowledge, no one has constructed a 
similar scale of dating adjustment which might be used to better counsel 
individuals who are having problems in this area. It is hoped that by-
constructing a scale to measure the concept of dating adjustment, the 
author can make an original and significant contribution to the study of 
family sociology. 
Having chosen the problem for analysis, the next decision is the 
choice of a theoretical framework which will be useful in analyzing this 
problem. 
Bower man (9), in his discussion of suggested improvements in 
marital adjustment studies, states that the most important need is for a 
body of theory on which research can be more effectively based. In 
particular, he stresses the need for theory to provide a network of 
independent variables that can be meaningfully related to the dependent 
variable. 
In the sociology of the family various conceptual frameworks 
have been delineated. Hill and Hansen (27) identified five major frame­
works; the institutional, the structural functional, the interactional, 
the developmental, and the situational. In addition to these, Nye and 
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Berardo (40) added six others: the anthropological, the psychoanalytic, 
the social-psychological, the economic, the legal and the Christian. 
Although the above authors, in identifying their conceptual frameworks, 
were hopeful that future research would be guided by these frameworks, 
their efforts have not been proven to be fruitful. A review of recent 
research in the family found only a very small percentage of research 
efforts being guided by any kind of conceptual framework (34). One 
possible reason for this is that conceptual schemes developed thus far 
are, perhaps, not as helpful in assisting research as was previously 
hoped. Edwards (18) feels that a more fruitful alternative than any of 
the previous approaches listed above is exchange theory. Following the 
suggestion of Edwards, this dissertation will be used to explore the 
capacity of the exchange framework to deal with the problem of dating 
adjustment, or more specifically, the framework will be used to de­
lineate variables which can predict the dating adjustment and satisfaction 
of college students. 
It should be noted, here, that in terms of Blalock's (5, p. 192) 
question of whether scientific objectives should involve generalizations 
to populations or to relationships amqng variables, the objective of this 
research will be to look at the latter. 
The bulk of studies in the area of social exchange have been car­
ried out in the laboratory or in formal organizations, especially 
utilitarian organizations. Schafer (46) extended the use of exchange 
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theory to account for the exchange between an actor and a normative 
organization, specifically, local civil defense directors and the organ­
ization of Civil Defense. To the author's knowledge, no one has made an 
explicit attempt to use exchange theory in research on dating. Thus, the 
second major objective of this dissertation will be to further evaluate the 
utility of the social exchange framework by testing it empirically in the 
substantive field of the family, or more specifically, in the sub-field of 
the family known as dating and courtship. 
Following Schafer's example, the general hypothesis from 
exchange theory that will be tested is: in an exchange relationship the 
investments of actors vary positively with the rewards they receive. 
In summary, the two general objectives of this dissertation are; 
1. to analyze the concepts of dating adjustment and dating 
satisfaction, 
2. to further evaluate the utility of the social exchange frame­
work. 
To meet these general objectives the following more specific 
objectives are proposed: 
1. The identification at a theoretical level of investment specific 
sub-concepts hypothesized to be related to the reward specific 
sub-concepts of dating adjustment and dating satisfaction. 
2. The operationalization of the specific sub-concepts. 
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3. The determination for males and females, separately, of: 
(a) the single variable relationships that exist between 
each of the investment variables and dating 
adjustment, 
(b) the single variable relationships that exist between 
each of the investment variables and dating satis­
faction, 
(c) the sub-set of investment variables that "best" 
predicts dating adjustment, 
(d) the sub-set of investment variables that "best" 
predicts dating satisfaction. 
To accomplish these objectives. Chapter II will be devoted to a 
development of the theoretical framework used to analyze investments 
and rewards in dating. Past theory and research using the exchange 
framework will be discussed, followed by a presentation of the general 
hypothesis of the dissertation relating rewards to investments. Next, a 
framework to test the general hypothesis will be presented, outlining the 
major concepts to be used. 
The third chapter will contain a discussion of the methods used 
including: questionnaire development, sample and field procedures, 
operationalization of the concepts, analysis procedures, and statistical 
techniques. Also, empirical hypotheses will be presented. 
The fourth chapter will contain the statistical findings of the 
empirical hypotheses including the results of multiple regression model 
building. 
The fifth chapter will contain a discussion and some conclusions 
about the relationships examined in the dissertation. Limitations of 
the research and suggestions for future research will be presented. 
The final chapter will contain a summary of the dissertation. 
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CHAPTER II: THEORETICAL FRAMEWORK 
Introduction 
In this chapter a theoretical framework to analyze investments 
and rewards in dating will be developed. First, there will be a dis­
cussion of exchange theory followed by examples of the implicit use of 
this theory in family research. Second, the general hypothesis relating 
rewards and investments will be presented. Third, sub-concepts and 
specific sub-concepts representing investments and rewards will be 
derived. Fourth, specific sub-hypotheses will be presented. Fifth, 
model building will be discussed. 
Exchange Theory 
The major contributors to the development of exchange theory 
have been George Homans and Peter Blau. They both developed 
somewhat similar orientations to exchange theory. Others, such as 
John Edwards and Michael Mc Call, have discussed some of the basic 
/ 
assumptions of exchange theory and have offered suggestions for its 
usage in the family area. It should be noted that as social exchange is 
one of the more recent theoretical schemes to be developed, compara­
tively few social scientists have done any writing in this area. A brief 
summary of theoretical positions in exchange theory is presented below. 
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George Homans 
George Homans (31) bases his exchange theory on behavioral 
psychology and elementary economics, both of which view human behavior 
as a function of its pay-off, Homans conceptualizes social behavior "as 
an exchange activity tangible or intangible and more or less rewarding or 
costly between at least 2 persons" (31, p. 13). Two of his key concepts 
are value of the unit of activity (the degree of reinforcement of other's 
activity) and the quantity of the exchange (the number of units received 
within a period of time). The cost of an activity is the foregoing of an 
alternative rewarding activity. The profit of an activity is the reward 
gained from the activity minus its cost. Distributive justice is obtained 
when the profits (reward less cost) of each man is directly proportional 
to his investments which could include such things as age, seniority, or 
acquired skill. Thus, when a man increases his investments he feels he 
deserves new rewards or more of the old ones. If a man feels that his 
standards of justice have been violated he feels angry as well as dis­
satisfied. 
Homans combined the above concepts and ideas to formulate the 
! 
following propositions about human exchange; 
1. If in the past the occurrence of a particular stimulus situation 
has been the occasion on which a man's activity has been 
rewarded, then the more similar the present stimulus situation 
is to the past one, the more Ijkely he is to emit the activity 
or some similar activity now (31, p. 53). 
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2. The more often within a given period of time a man's activity 
rewards the activity of another, the more often the other will 
emit the activity (31, p. 54). 
3. The more valuable to a man a unit of the activity another gives 
him, the more often he will emit activity rewarded by the 
activity of the other (31, p. 55). 
4. The more often a man has in the recent past received a 
rewarding activity from another, the less valuable any further 
unit of the activity becomes to him (31, p. 55). 
5. The more to a man's disadvantage the rule of distributive 
justice fails of realization, the more likely he is to display 
the emotional behavior we call anger (31, p. 75). 
Peter Blau 
According to Blau (6), social exchange is limited to actions that 
are dependent on being rewarded by others and that end if the expected 
rewards do not appear. Social exchange differs from purely economic 
exchange in that unspecified obligations are incurred in social exchange, 
while specified obligations such as money wages are incurred in economic 
exchange. 
In describing social exchange, Blau states that it "refers to 
voluntary actions of individuals that are motivated by the returns they are 
expected to bring and typically do in fact bring from others" (6, p. 91). 
This desire to obtain social rewards of various sorts and the resulting 
exchanges of benefits shape the structure of social relations. An indi­
vidual is attracted to another if he expects associating with him to be in 
some way rewarding. Individuals choose between alternative potential 
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associates or courses of action by evaluating the expected rewards from 
each in terms of a preference ranking and then selecting the most re­
warding one. Blau does not assume that men, in choosing their prefer­
ences, act on a completely rational basis. For example, they may lack 
information regarding the choices open to them or the consequences of 
the choices they do make. Also, they may not be entirely consistent in 
their preferences. 
A person who is attracted to others has to prove himself attractive 
to them in order for them to want to associate with him. The strategies 
used to impress others vary widely among groups and among individuals. 
They are contingent on the values that determine what group members 
find impressive. Mutual attraction prompts people to establish an associ­
ation and the rewards they provide each other maintains their mutual 
attraction and continuing association. The mutual attraction of two 
persons and the exchanges between them are affected by the alternative 
opportunities of each resulting in a competition for scarce resources. 
Like HomanSs Blau, also, emphasizes the concept of opportunity 
cost as being important in determining where one might best invest his 
scarce resources. Investments an individual makes in one association 
cost him resources, such as time, that he might have been able to invest 
in another association. Such investments are important because they are 
necessary to attract rewards from others. As Blau states: 
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Investments in time and effort are necessary to acquire the skills 
required for furnishing many instrumental services and such 
investments are also necessary to command respect for one's 
approval and thereby make it valuable for others (6, p. 101). 
The pattern of interaction between two individuals is influenced by 
the social context in which it occurs. For example, exchange processes 
often give rise to a differentiation of power if a person who commands 
services other need is independent of any at their command. The power 
of an individual over another, thus, depends upon the alternatives or lack 
of alternatives of the subjected individual. In a dating relationship, for 
example, the person who is popular with the opposite sex will have power 
over the person who is not popular. Having superior power makes it 
possible for one to exploit others. This will be discussed later with 
regard to the "principle of least interest". Another aspect of power is 
the amount of knowledge different individuals have. This generally varies 
with their social power and status, thus, giving those with higher status a 
still greater competitive advantage. 
The study of exchange processes needs to take into account the 
ways in which the rewards being exchanged are modified by the expec­
tations of the participants. The satisfactions individuals experience in 
associating with others depend on their expectations as well as their 
attainments. Expectations of social rewards are based both on the benefits 
they themselves have attained and on learning what benefits others in 
similar situations have obtained. The attainments of people modify their 
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expectations of what rewards need to be realized to maintain their 
satisfaction. 
Finally, it should be noted that a variety of conditions affect the 
process of social exchange, Blau gives the following as examples: 
. . . the stage in the development and the character of the relation­
ship between exchange partners, the nature of the benefits that 
enter into the transactions and the costs incurred in providing 
them and the social context in which exchange takes place (6, p. 97), 
John Edwards 
John Edwards (18) states that the social exchange approach has 
been largely ignored in family studies despite its potential usefulness as 
an explanatory and predictive theory. In an attempt to encourage the 
explicit recognition of exchange theory, Edwards, using as major refer­
ences Homans and Blau, presents what he considers to be the basic 
assumptions of the theory, which are summarized below: (18, pp. 518-
520) 
1. Behavior is goal oriented and not random. Man engages in 
behavior that is rewarding and avoids non-rewarding behavior. 
2. Because individuals are interdependent, the attainment of one 
person's goals entails a cost on the part of the other. 
3. In an exchange situation the mutually held expectation is that 
reciprocation will occur in a fair manner. Homans refers to 
this as distributive justice, while Blau uses the concept of 
fair exchange. 
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4. Resources relevant to particular exchange situations may vary. 
5. Resources are ranked in an evaluative system. However, as 
resources are situation relevant, there are "multiple hier­
archies of valued exchange resources" (18, p. 519). 
6. Each person in an exchange situation attempts to maximize his 
gains at the least cost. 
7. If one party possesses more power, the other person, in being 
at a disadvantage, may find that his cost in the transaction is 
exceeding his gain. 
8. The value of resources can be assessed only through partici­
pation in actual markets and in interaction with other actors. 
9. The availability of exchange equivalents or alternatives 
influences the valuation of resources. 
10. The more an individual participates in an actual market, the 
more skill and knowledge he acquires concerning the maximum 
exchange he can receive. 
Edwards feels that one of the more difficult problems of the 
exchange approach pertains to what is actually exchanged. For example, 
he raises the question of whether the attractiveness of a woman is a 
commodity which is exchanged, perhaps for the entertainment provided 
by the male, or whether her attractiveness merely qualified her as a 
legitimate exchange in dating and marriage markets. In addition, Edwards 
posits different stages or levels of exchange. For example, in the initial 
stages of dating, a woman's beauty alone may be sufficient to obtain 
rewards from her dating partner; whereas, at later stages she must 
bring more rewards if the relationship is to last. 
Michael Mc Call 
Michael Mc Call (38) distinguishes exchange from bargaining. 
Bargaining implies a greater awareness of the exchange of rewards than 
does simple exchange. To be able to bargain one needs to have knowledge 
of and access to alternative sources of reward as well as a realistic 
estimate of how much one can expect to get in different social exchanges. 
There are basically two types of bargains in dating and courtship. The 
first is bargaining over eligibility. (Does the individual have enough 
resources to date those whom he would like to date? Which girls will 
date him?) The second is bargaining over the conditions of association. 
(What rewards must he receive?) 
It is through dating that the individual learns bargaining skills, 
i. e., how to form, maintain, and leave relationships. The individual by 
forming numerous dating relationships at different times gets an idea of 
the value of his resources and of the conditions of the dating market. 
Thus, the person who has had the most dating experience should be in a 
position to get the "best buy". 
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William Goode 
Goode (22) makes use of the exchange approach in the area of 
dating and mate selection by comparing it with a market system, in 
which the participants attempt to gain the best bargain for themselves. 
The participants, he points out, may not be consciously aware of this 
process. Parents may see themselves as "seeking the best for their 
children" or a young man may see himself as "seeking the hand of his 
beloved". Few clearly see the factors affecting their choice. 
Empirical Examples 
One of the main contentions of Edwards (18) is that although 
exchange theory has not been given explicit recognition by family 
researchers, it is often used implicitly. To illustrate this point, ex­
amples will be given from family research that has focused on: (1) 
prestige and personality factors in dating, (2) the "principle of least 
interest", and (3) differential status in mate selection. 
Prestige and personality factors in dating 
One of the more widely researched areas in dating is that of 
factors considered important in dating. Researchers tend to be split 
into two groups with one group, Smith (51), Blood (7), and Christensen 
(14), stating that personality factors such as dependability and consider-
ateness are the moat important ones and the other group. Waller (56), 
Rogers and Havens (44), and Reiss (43), stating that prestige factors 
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such as good looks and social status are the key ones. It should be 
noted that a possible explanation for the different conclusions obtained 
in this area is that researchers have used different methods, with the 
"personality" group relying on closed-end attitude questionnaires and the 
"prestige" group depending on behavioral indicators of actual dating 
experience. 
One interesting study in this area was that of Hollingshead (30), 
who, in his research on Elmtown's youth, found that freshmen high 
school boys were at a disadvantage in dating. Older girls did not like to 
date younger boys unless they possessed specific prestige factors such 
as athletic prowess, family background, or good looks. Freshmen boys 
were restricted in their high school dating to freshmen girls and here 
they competed with older boys who had more prestige and resources. 
The older boys were more sophisticated, more experienced in dating, 
usually had more money, could give the girls more prestige, and thus, 
could have had their pick of the popular and pretty freshmen girls. 
The "principle of least interest" 
One of the basic assumptions of exchange theory is that exchange 
processes often give rise to a differentiation of power. This is clearly 
shown in the case of Waller's (5 6) "principle of least interest" which 
states that the person who is least interested in maintaining a relation­
ship has control of that relationship. He has the better bargaining 
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position because he is not as likely to give concessions as is the individual 
who is more interested in maintaining the relationship. If one person does 
control the relationship, exploitation is often the result. Waller (56), in 
his Penn State study, reported that students would often try to get their 
dating partners to become emotionally committed so that they could 
control the relationship. Women would exploit to obtain presents and 
expensive amusements, while the male exploiter would seek sexual thrills. 
Winston Ehrmann (19), in his study of Florida college students, 
found that although most persons of each sex restricted their dating to 
persons of the same social class, when males dated girls below their 
own social class they were often motivated by a desire to find willing sex 
partners. The boys were exchanging some of their material resources 
and social prestige for sex. On the oiher hand, several girls reported 
exploiting males as a means of increasing their social status, of over­
coming boredom, or of getting to go to a dance or movie. 
A more recent study of the "principle of least interest" is that of 
Skipper and Nass (50) who suggest that dating motivation and emotional 
involvement are key factors. In their study of the dating relationship of 
student nurses and college males in a large city, it was found that the 
males' primary motivation in dating was recreation, while the females' 
primary motivation was courtship. Because the student nurses' moti­
vation in dating involved a higher degree of instrumental orientation and 
emotional involvement than the males', the males tended to control the 
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relationship because they had less to lose if it were discontinued. There, 
the student nurses were in a poor bargaining position and often made the 
concession of being more sexually permissive than they would like in 
order to maintain the relationship. 
Differential status in mate selection 
Glen Elder (20), in studying the dynamics of equitable exchange in 
mate selection, tested the proposition that the more a man's social rank 
exceeds his wife's premarital social rank, the more likely is his wife to 
possess exceptional qualities such as attractive physical appearance. 
Elder's results indicated that adolescent girls who were rated high on 
attractiveness of physique, sex appeal, and over-all appearance were 
later more likely to marry men of a higher social status than were girls of 
similar class origin who were rated low. Elder explains this finding 
theoretically by stating that the social gains for the low status girl are 
status costs for the man. However, equity is obtained when the woman is 
physically attractive which is defined as a highly desired characteristic 
in our society. Elder states that beauty is especially desired among men 
who are upwardly mobile or strongly ambitious because acquiring a 
beautiful woman is considered by them to be a sign of their prowess. 
From the above studies it can be seen that exchange theory is 
applicable to the study of the family, especially if we focus on the re­
sources that individuals have and on their motivation in investing them in 
dating or marriage relations. 
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General Level Hypothesis 
One of the major propositions of the exchange approach that is 
common to both the exchange theorists and family researchers presented 
above is that investments and rewards tend to be in balance. It can be 
recalled that Homans (31) refers to this as distributive justice while Blau 
(6) uses the concept of fair exchange. Schafer (46), after reviewing the 
empirical evidence which had been obtained for this hypothesis in utili­
tarian organizations, attempted to extend its generality by testing its 
applicability to a normative organization. This dissertation will attempt 
to extend the generality of the hypothesis by testing its applicability to 
the situation of college dating. To accomplish this the following general 
level hypothesis is proposed: in an exchange relationship the investments 
of actors vary positively v/ith the rewards they receive. The higher the 
investments, the higher are the rewards. Before continuing, the central 
concepts of investment and reward need to be defined. It should be 
pointed out that the exchange theorists presented earlier have not defined 
these concepts. 
Investment 
Investment refers to furnishing an actor with the means necessary 
to obtain desired goals. The means may be acquired by the actor himself, 
or may be given to him by others, or both. 
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Reward 
Gould and Kolb define reward in psychological terms as "any 
stimulus which increases the probability of occurrence of, or strengthens 
a response (or class of behavior) upon which it was based" (23, p. 604). 
If we were to substitute the concept of investments for response, it 
follows from this definition that rewards would cause investments. As, 
in this dissertation, it is assumed that the causal process runs in the 
opposite direction, namely, that investments lead to rewards, an alterna­
tive definition is proposed. Reward refers to consequences that satisfy 
an actor's needs and are pleasing to him. 
To examine the relationship between the general concepts of 
investments and rewards, sub-concepts at a lower level of generality will 
be explicated. Following each sub-concept, one or more specific sub-
concepts at still a lower level of generality will be introduced, followed 
by a specific hypothesis. These concepts and their corresponding levels 
of generality are shown below: 
Sub-concepts 
Type of concept Level of generality 
General concept High 
Sub-concept Middle 
Specific sub-concept Low 
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Reward sub-concepts 
The rewards received in a dating relationship are certainly less 
tangible than, say, wages received in a factory and, thus, are more diffi­
cult to conceptualize. One means of determining rewards received in 
dating is to examine the functions of dating with the assumption that if 
dating is functional to the individual it is also rewarding to him. Functions 
of dating discussed by Winch (61) and Bell (3) are presented below: 
Dating as recreation and pleasure Dating can be an end in 
itself, a popular form of recreation. To the extent that the individual 
gains pleasure and satisfaction in dating he finds it rewarding. 
Dating as status achieving There are often strong social 
pressures, not only to date, but to date individuals having high prestige. 
Dating can be a highly competitive activity with individuals trying to outdo 
each other to date the most popular and attractive members of the oppo­
site sex in order to rank high among their peers. 
Dating as sex role learning and personality development 
Dating provides males and females with the opportunity to associate with 
one another in an informal setting which permits them to learn how to 
interact with each other with confidence. Also, through dating one can 
continue to develop his personality by trying it out on a person of the 
opposite sex. 
Dating as mate selection Another function of dating is to 
assist the individual in discovering the types of persons with whom he is 
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most compatible so he can make a wise selection when choosing a 
marriage partner. 
To examine rewards in dating this dissertation will focus on the 
functions of dating as sex role learning and personality development, and 
dating as pleasure. ^ Dating as sex role learning and personality ad­
justment will be examined in terms of the reward of dating adjustment, 
while dating as pleasure will be examined in terms of the reward of 
dating satisfaction. For the purpose of this study, dating adjustment and 
dating satisfaction are considered as specific sub-concepts which can be 
subsumed under the more general sub-concepts of adjustment and satis­
faction. The two sub-concepts, in turn, can be subsumed under the 
general concept of reward. This is illustrated below: 
Type of concept Dependent variable 
General concept Reward 
Sub-concept Adjustment Satisfaction 
Specific sub-concept Dating Dating 
adjustment satisfaction 
Adjustment The definition of adjustment used here is taken 
from Gould and Kolb: 
In its most general sense, adjustment denotes the process whereby 
an organism, organ, or individual entity enters into a relationship 
of 'harmony' or 'equilibrium' with its environment; and the con­
dition of having attained such à relationship (23, p. 9). 
The function of mate selection was not examined because the 
sample included only single students. The function of dating as status 
achieving was not examined because this is such a complex area that it, 
in itself, could serve as the focus of a separate study as has been done 
by Waller (5 6), Smith (51), and Reiss (43). 
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Dating adjustment A person who has positively 
benefited from dating with regard to sex role learning and personality-
development should be better adjusted to dating than one who has not so 
benefited. Dating adjustment is defined as the degree to which a student 
is confident about his dating abilities, has no difficulty in getting dates, 
and is satisfied with his dating experience. It is assumed that a student 
who is highly confident about his dating abilities, has no difficulty in 
getting dates, and is highly satisfied with his dating life would have a high 
dating adjustment. It should be noted that, in terms of the above defi­
nition, dating satisfaction is considered to be an aspect of dating ad­
justment. Nevertheless, dating satisfaction is also being analyzed apart 
from adjustment as the author feels that it is worthy of investigation in 
its own right. 
Satisfaction Satisfaction is defined as the degree to which 
an actor's need expectations are met. 
Dating satisfaction Dating satisfaction is defined as 
the degree to which a student's need expectations in dating are met. It is 
assumed that a student who gains pleasure and enjoyment from his dating 
is more likely to be satisfied than a person who does not. 
Investment sub-concepts 
One major criticism of researchers who have used exchange 
theory is that they have not provided a useful classification of investment 
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variables. Perhaps one reason for this is that, while some investment 
variables are applicable to almost all situations, others are situation 
specific. In an attempt to bring some order into the use of particular 
independent variables as representing investments, the following classi­
fication of investment sub-concepts and specific sub-concepts is 
proposed: 
Investment sub-concepts Investment specific sub-concepts 
Investment orientation Social-academic orientation 
Family background resources Social class background 
Social resources Direct dating experience 
Indirect dating experience 
Age 
Economic resources Access to a car 
Personal appearance resources Physical attractiveness 
Following the discussion of each specific sub-concept, two 
specific hypotheses will be stated relating the specific investment sub-
concept to the specific reward sub-concepts of dating adjustment and 
dating satisfaction. 
Investment orientation Investment orientation refers to the 
goal toward which an actor wishes to commit his resources. Blau (6) 
makes the assumption that actors choose between alternative courses of 
action by evaluating the expected rewards from each in terms of a prefer­
ence ranking and then selecting the most rewarding one. As discussed 
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above, both Blau (6) and Homans (31) state that an orientation toward the 
attainment of any goal involves the commitment of resources which limits 
the resources (especially time resources) available to the pursuit of other 
goals. However, we should be cautious in expecting to predict behavior 
with a high degree of accuracy on the baisis of investment orientation 
alone, for variables such as knowledge, abilities, and the social situation, 
also, influence behavior and may serve to change substantially the impact 
of investment orientation. 
Social-academic orientation One of the basic de­
cisions a college student has to make is whether to place more or less 
emphasis on academic activities versus social activities. Social-academic 
orientation is defined as the degree to which a student considers social 
activities such as parties and spending time with friends more important 
than doing school work and getting good grades. It is assumed that the 
higher the value the individual places on social activities, the more suc­
cessful and rewarding his social life, including his dating will be. 
The idea for using social-academic orientation to represent 
general investment orientation came to the author from a term paper 
written by a nursing student taking introductory sociology at the Uni­
versity of Manitoba. This student writing about her fellow students 
categorized them as follows: 
Members of one group have decided that studies and assignments 
come first and social life is second. They are not concerned 
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about a date for the weekend or having someplace to go. Members 
of the second group are very conscious of society, friends and 
great weekends. Most of the girls interested in studies planned 
to do at least 2 years of post grad work. 
In terms of Parson's (41) "pattern variables" the choice would be 
expressed as between "affective" (social activities) and "affective neu­
trality" (academic activities). Another possible way of viewing the choice 
is in terms of the expressive-instrumental orientation of Parsons and 
Bales (42), with the choice of social activities indicating an expressive 
tendency and the choice of academic activities indicating an instrumental 
tendency, * 
Research support for the use of the social versus academic 
orientation comes from a study by Weiss (59) who found that Chinese-
American males were less successful at dating than were Chinese-
American females. Weiss states that a major factor accounting for the 
difference was that the males were so dedicated to their studies in their 
striving for social status through educational means that their ability to 
"socialize" with other people was impaired. On the other hand, the 
females were less committed to academic success and were more inter­
ested in interpersonal relationships. 
An alternate schema which could have been used to classify 
investment orientation is that of Clark and Trow (15) who categorized 
college students of the 1950's and early 1960's as: (1) collegiate, (2) non­
conformist, (3) vocational, and (4) academic. This classification was 
not used because the non-conformists are only a small percentage of the 
total, and because the vocational and academic are both similar in their 
de-emphasis of social activities so that for the purposes of this study 
they could both be considered to be academic oriented. 
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S. H, 1: There is a positive relationship between the social-
academic orientation of students and their dating 
adjustment. The higher their social (versus academic) 
orientation, the higher is their dating adjustment. 
S. H, 2: There is a positive relationship between the social-
academic orientation of students and their dating 
satisfaction. The higher their social (versus academic) 
orientation, the higher is their dating satisfaction. 
Family background resources Family background resources 
refer to those social interaction situations and relationships in an actor's 
family history which can influence his choice of goals or his ability to 
achieve chosen goals. Although research has indicated that numerous 
family variables can influence behavior, few of those variables are as 
significant an influence as social class, Cavan (13), 
Social class background The concept of social class 
has no precise, well-agreed upon meaning, other than referring to the 
stratification of a population into higher and lower categories by means of 
factors such as: wealth, occupation, education, consumption level, 
family background, etc. , Gordon (21). Income was not used as an indi­
cator of social class because students often don't know their fathers' 
income. Occupation was not used because of the difficulty of ranking 
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together farm and non-farm occupations. ^ For the purposes of this study, 
social class is defined as the amount of formal education completed by 
the student's father. It is assumed that the higher the father's education, 
the higher is the student's social class. 
It is assumed that the higher a student's social class, the more 
resources he has in terms of such things ad money, cars, clothes, and 
socio-cultural influences which would facilitate his being successful in 
dating. Support for this assumption comes from Hollingshead's study 
(30) presented earlier, which suggested that the opportunity to date 
prestigeful individuals was influenced by social class background. 
Similar findings were reported on a sample of college students by Ira 
Reiss (43). 
S. H. 3; There is a positive relationship between the social 
class background of students and their dating adjustment. 
The higher their social class background, the higher is 
their dating adjustment. 
S. H. 4: There is a positive relationship between the social class 
background of students and their dating satisfaction. 
The higher their social class background, the higher is 
their dating satisfaction. 
^This difficulty is compounded by the fact that scales which do 
attempt to rank farm and non-farm occupations disagree on how they 
should be ranked, Miller (39, pp. 98-105). 
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Social resources Social resources are defined as the social 
experience an actor acquires by engaging in social interaction situations 
and relationships which enable him to achieve his goals. Social experi­
ence can be gained by directly participating in a social relationship or 
indirectly through contact with others who have participated in the social 
relationship. In discussing the importance of social experience in 
achieving the goal of successful role-taking, Heiss states that, 
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Other things being equal, the breadth of an actor's role-taking 
ability reflects the extent of his social experience and his ability 
to take a particular role is largely determined by the extent of 
his experience with it as actor, other, or observer (25, p. 7). 
Blau (6) as presented earlier, has discussed the importance of 
making oneself attractive to others if an actor wishes to interact with 
them to achieve his goals. One factor which makes an individual at­
tractive to others is the social experience he has had. As Blau (6, p. 101) 
states, "investments in time and effort are necessary to acquire the skills 
required for furnishing many instrumental services. . . " 
^r^cWatingjexgerien^ Direct dating experience is 
defined as the degree of the student's own participation in dating. It is 
assumed that the more experience a student has had with dating, the more 
rewarding and successful his dating is likely to be. Indicators of dating 
experience that will be presented in the next chapter are: age of initial 
dating, frequency of high school dating, recent dating frequency, and 
emotional involvement in dating. 
s. H. 5: There is a positive relationship between the direct 
dating experience of students and their dating 
adjustment. The greater their direct dating experience, 
the higher is their dating adjustment. 
S. H. 6: There is a positive relationship between the direct 
dating experience of students and their dating 
satisfaction. The greater their direct dating experience, 
the higher is their dating satisfaction. 
IWirect dating experience Indirect dating experi­
ence is defined as the interaction of the student with others who have 
directly participated in dating. According to Shibutani (48, p. 163), for 
most people the groups of greatest significance are their reference 
groups or the groups whose perspectives they adopt, and for most people 
these are their membership groups or the groups in which they participate. 
This is also true in dating where friends are often a reference group, not 
only helping to develop one's attitudes and self-concepts regarding dating, 
but also in terms of assisting in the obtaining of dates. Students are often 
highly dependent upon their friends for the getting of dates. In one study. 
Bell (3) found that getting a date through a friend accounted for about 50 
percent of the dates of college .students. 
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S. H. 7: There is a positive relationship between the indirect 
dating experience of students and their dating ad­
justment. The greater their indirect dating experience, 
the higher is their dating adjustment. 
S. H. 8: There is a positive relationship between the indirect 
dating experience of students and their dating satis­
faction, The greater their indirect dating experience, 
the higher is their dating satisfaction. 
Age is defined as the student's chronological 
age. It is assumed that the older a student is, the greater his social 
experience has been and; consequently, the more competent he will be in 
his relationships with others. Hollingshead (30), in Elmtown's youth, 
reports that age was considered an important factor in dating by high 
school students. Girls, especially, preferred to date older boys whom 
they considered more "sophisticated" than the younger ones. 
S. H. 9: There is a positive relationship between the age of 
students and their dating adjustment. The older they 
are, the higher is their dating adjustment. 
S. H. 10: There is a positive relationship between the age of 
students and their dating satisfaction. The older they 
are, the higher is their dating satisfaction. 
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Economic resources Economic resources include owner­
ship and/or access to wealth, property, or other such physical means 
which can assist an actor to attain his goals. It is a generally accepted 
proposition that the ownership of wealth or property is éin important 
advantage in the goal achievement process, Gordon (21). A major 
economic resource in dating, especially for males, is the possession of 
a car. 
Access to a car Access to a car is defined as the 
extent to which a student has the use of a car for dating purposes. 
Having a car is important to many young people, largely because it helps 
to raise their self-confidence. Many boys who do not have cars are 
hesitant to ask a girl for a date because they fear being rejected when the 
girl finds out they don't have a car, Ehrmann (19). 
S. H. 11: There is a positive relationship between the access to a 
car of students and their dating adjustment. The 
greater their access to a car, the higher is their dating 
adjustment. 
S. H. 12; There is a positive relationship between the access to a 
car of students and their dating satisfaction. The 
greater their access to a car, the higher is their dating 
satisfaction. 
Personal appearance resources Personal appearance 
resources are defined by the external bodily characteristics of an actor. 
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These include: physique, good looks, skin coloring, grooming, and 
dress. Because a great deal of emphasis is placed on appearance in our 
society, individuals who are attractive in appearance have a distinct 
advantage over others, especially in the area of dating and mate selection. 
Physical attractiveness Physical attractiveness is 
defined as the degree to which a student has a good looking face and 
physique. Although there is disagreement as to the relative value of 
physical attractiveness versus other values, such as personality, there 
can be little doubt that an attractive appearance is a great asset in dating 
and mate selection. This was clearly demonstrated in a field study by 
Walster, et al. (57), in which students were randomly paired with one 
another at a "computer dance". It was found that the largest determinant 
of how much the student liked his partner, how much he wanted to date 
her again, and how often he actually asked the partner out, was simply 
how attractive, physically, his partner was. This was as true for men as 
for women. Personality and intellectual measures did not predict liking 
for the partner. Similarly, in Elder's (20) study reported earlier, it was 
found that attractive girls were far more likely to move up the social 
status ladder when they married than were unattractive girls. 
S. H. 13: There is a positive relationship between the physical 
attractiveness of students and their dating adjustment. 
The greater their physical attractiveness, the higher is 
their dating adjustment. 
s. H. 14: There is a positive relationship between the physical 
attractiveness of students and their dating satisfaction. 
The greater their physical attractiveness, the higher 
is their dating satisfaction. 
Summary of Specific Hypotheses 
Seven investment and two reward specific sub-concepts have been 
defined above. Using these variables, fourteen specific hypotheses were 
derived. To efficiently present these specific hypotheses, the matrix 
form of ordering hypotheses, suggested by Zetterberg (63) and adapted by 
S chafer (46), will be used. In this matrix the investment variables will 
comprise the rows and the reward variables, the columns. Any hypothesis 
can be located by selecting the desired investment variable in the row 
and relating it to one of the two variables in the column axis. The matrix 
shown in Table 1 can be used to locate all possible zero-order theoretical 
relationships between the investment and reward specific sub-concepts. 
All numbers are used to refer to the specific hypotheses. Examples of 
specific hypotheses in the matrix are: 
S. H. 1: There is a positive relationship between the social-
academic orientation of students and their dating 
adjustment. The higher their social (versus academic) 
orientation, the higher is their dating adjustment. 
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S. H. 6; There is a positive relationship between the direct 
dating experience of students and their dating satis­
faction. The greater their direct dating experience, the 
higher is their dating satisfaction. 
Table 1. Theoretical matrix showing relationships of investment and 
reward specific sub-concepts®-
Rewards 
Investments Dating Dating 
adjustment satisfaction 
Social-academic orientation S. H. 1 S. H. 2 
Social class background S. H. 3 S. H. 4 
Direct dating experience S. H. 5 s. H. 6 
Indirect dating experience S. H. 7 s. H. 8 
Age S. H. 9 s. H. 10 
Access to a car S. H. 11 s. H. 12 
Physical attractiveness S. H. 13 s. H. 14 
^It is hypothesized that there is a positive relationship between 
each of the investment variables in the rows and each of the reward 
variables in the columns. 
Model building 
The above two-variable hypotheses relate each investment 
variable, separately, to each of the reward variables of dating adjustment 
and dating satisfaction. If all of the investment variables were combined, 
together, we would expect to do a better job of predicting the dependent 
variables for not only could the total contribution of the investment 
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variables be examined but their inte r r elation ship s could be examined as 
well. A major drawback of this procedure is that it is inefficient 
because some of the investment variables would probably not contribute 
significantly to prediction. A more efficient procedure would be to 
determine the sub-sets of variables that "best" predict the variables of 
dating adjustment and dating satisfaction. It should be emphasized that, 
as this is an exploratory study, models from theory and research are not 
available in the areas pertinent to this: dissertation. Consequently, the 
concern will be with model building rather than with model testing. 
In summary, model building will be used in this dissertation to 
determine, separately, for males and females: 
(1) the sub-set of investment variables that "best" predicts dating 
adjustment, 
(2) the sub-set of investment variables that "best" predicts 
dating satisfaction. 
This means that four models will be developed. The procedure to be used 
for developing these models will be discussed in the Methods Chapter. 
Summary 
In the first section of this chapter, contributions to the develop­
ment of exchange theory, especially by Homans éind Blau, were presented. 
In the second section, empirical examples of the implicit use of exchange 
theory that have focused on: prestige and personality factors in dating. 
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the "principle of least interest", and differential status in mate selection 
were discussed. In the third section, the general hypothesis of the 
dissertation, that in an exchange relationship the investments of actors 
vary positively with the rewards they receive, was introduced. In the 
fourth section, the dependent reward variables of dating adjustment and 
satisfaction were presented followed by the independent investment sub-
concepts of: investment orientation, family background resources, social 
resources, economic resources, and personal appearance resources, 
along with their respective specific sub-concepts of: social-academic 
orientation, social class, direct dating experience, indirect dating experi­
ence, age, access to a car, and physical attractiveness. These concepts 
are recapitulated in Table 2. Following each investment specific sub-
concept, specific hypotheses were formulated and later summarized. In 
the final section, model building was discussed. 
In the next chapter, the specific sub-concepts introduced in this 
chapter will be operationalized. 
Table 2, Levels of abstraction of concepts 
Level of 
abstraction 
Type of 
concept 
Independent variables 
High 
general 
Concept Investments 
Middle 
general 
Sub-concept Investment 
orientation 
Family 
background 
resources 
Social 
resources 
Low general Specific 
sub-concept 
Social-
academic 
orientation 
Social 
class 
Direct 
dating 
experience 
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Independent variables Dependent variables 
I n v e s t m e n t s  R e w a r d s  
Social resources Economic 
resources 
Personal 
appearance 
resources 
Adjustment Satisfaction 
Indirect Age 
dating 
experience 
Access to 
a car 
Physical 
attractive­
ness 
Dating 
adjustment 
Dating 
satisfaction 
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CHAPTER III: METHODS AND PROCEDURES 
Introduction 
The methods and procedures of this study are presented in four 
main sections of this chapter. Included are discussions of: (1) collection 
of data, (2) characteristics of the sample, (3) measurement of the 
concepts and derivation of the empirical hypotheses, and (4) the statisti­
cal analysis used. 
Collection of Data 
Questionnaire 
The data were obtained by means of a two-part questionnaire. 
The first part consisted of objective-type questions designed to elicit 
information about particular background and behavioral characteristics 
of the respondents. The second part consisted of subjective-type 
attitude statements designed to measure the respondent's orientation 
toward academic and social life and his disposition toward selected 
aspects of dating. The first part of the questionnaire was precoded while 
the second part was not. (The complete questionnaire can be found in 
Appendix A, pp. 15 7-163. ) 
Pretest of questionnaire 
The first draft of the questionnaire was pretested in April, 1970 
on 20 students enrolled in the author's section of Sociology 319, Courtship 
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and Marriage, at Iowa State University. As a result of the pretest, 
several changes were made in the original questionnaire, particularly 
in the dating adjustment scale. 
Sample and field procedures 
The questionnaire was administered in regular class periods to 
18 discussion sections of introductory sociology students and 2 sections 
of students in the social problems course resulting in a total of 405 
questionnaires being collected. It was originally intended to use only 
introductory sociology students but the social problems sections were 
included so that more females could be added to the sample. The sex 
ratio in the social problems sections was about even; whereas, there 
were about twice as many males as females in the introductory sections. 
Permission to administer the questionnaire was obtained from the coordi­
nator of the introductory sociology program. Professor Brent Bruton, and 
the individual teaching assistants. The instructor of each section, before 
introducing the researcher, emphasized the seriousness of the study and 
requested the cooperation of the students. The researcher, in briefly 
explaining the purpose of the study, attempted to impress on the students 
that their responses would aid in finding, in a scientific manner, some of 
the factors associated with dating and would be very helpful in teaching 
courses such as Courtship and Marriage. In obtaining the voluntary, 
anonymous responses, oral directions were pointed toward arousing the 
interest of the students. 
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After all of the questionnaires had been collected, they were 
carefully checked by the researcher for completeness and for control 
variables. Fifteen questionnaires which were too incomplete to be useful 
and 60 questionnaires completed by students who were married, or juniors 
or seniors, or non-white were put aside and not used in the analysis of 
results. Five questionnaires which were complete except for one item on 
the dating adjustment scale were given a score for that item approxi­
mating the mean of the responses to the rest of the scale items. For the 
most part, student responses on the schedules were fully complete and 
indicated a serious attitude on the part of the students toward the study. 
After all of the questionnaires had been checked for completeness 
and eligibility, they were grouped according to sex and given an identi­
fying number. Responses to the second part of the questionnaire were 
coded by the researcher with the assistance of his wife. Key punch 
operators of the Iowa State University Statistical Laboratory transferred 
the data directly from the questionnaires to IBM cards. Computer 
programjning was written by a programmer from the I. S, U. Statistical 
Laboratory. The reported correlation matrices and regression analyses 
as well as supplementary statistics were calculated by the university's 
digital computer. 
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Characteristics of the Sample 
As indicated in the previous section, certain controls were used 
in selecting the sample. To eliminate the influence of variables such as 
race or marriage, non-whites and married persons were excluded from 
the analysis. The factor of year in school was partially controlled by 
excluding juniors and seniors. The variable of sex was controlled by 
analyzing the results for each sex separately. 
The students meeting the criteria for inclusion in this study were 
not intended to be a representative random sample of I. S. U. students. 
While this group is referred to in this report as a "sample", it is not a 
sample, in the strict sense of the word, in that it was not selected by a 
random procedure. Therefore, any generalization of the findings of this 
study to the entire student body is not warranted. ^ 
The following characteristics of the sample are discussed here; 
sex, rural-urban background, college, year in. school, fraternity-sorority 
membership, number of persons dated, and dating outside of Ames. 
Other characteristics will be discussed in the measurement section. 
Sex 
The sample included 200 males and 130 females. As each sex 
was analyzed separately there were, in effect, two sub-samples. It might 
^The reader is reminded that the objective of this research is to 
examine relationships among variables rather than to generalize to 
populations. 
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noted here that at Iowa State University there are about 2. 5 boys to every 
girl. 
Rural-urban background 
Rural-urban background was defined by the size of the community 
in which the student had lived most of his life. Table 3 shows that slightly 
more males than females (33. 5 percent versus 26. 2 percent) came from 
farm backgrounds. Also, slightly more males (15 percent) than females 
(13. 1 percent) came from large cities of 100, 000 or more. 
Table 3. Rural-urban background of student sample 
Background Males Females 
(N=200) (N=130) 
% % 
Farm 3 3 . 5  26. 2 
Town up to 2, 500 12. 5 8. 5 
2, 500 - 10, 000 14.5 16. 2 
10,000 - 25,000 6. 0 8 . 3  
25, 000 - 50,000 1 0 . 0  1 2 . 3  
50,000 - 100,000 8 . 5  1 5 . 4  
100,000 or more 15. 0 13. 1 
Total 1 0 0 . 0  100. 0 
College 
Table 4 shows that almost one-half of the students were in the 
College of Sciences and Humanities. Most of the other males were 
in Agriculture or Engineering, while most of the other females were in 
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Home Economics or Education. The sample, thus, consisted of 
students from diverse fields. 
Although the sample was not chosen on a random basis, it is 
interesting to note that the distribution of students in the sample was 
similar to the distribution of the university population of freshmen and 
sophomores. As shown in Table 4, among both sexes, there was a 
small over representation of students from Sciences and Humanities, 
with a small underrepresentation of males from Engineering and 
females from Home Economics. 
Table 4. College of student sample and college population^ of 
freshmen and sophomores 
College Males Females 
Sample Population Sample Population 
(N=200) (N=4733) (N=130) (N=2396) 
% % % % 
Science & Humanities 49. 5 3 7 . 0  4 3 . 8  3 5 .  9  
Agriculture 22. 0 2 5 . 3  1. 5 2. 0 
Home Economics 1. 5 1. 1 3 7 . 0  4 3 . 2  
Education 2. 0 1. 7 1 6 . 9  1 8 . 0  
Engineering 25. 0 34. 9 0. 8 0. 9 
Total 100. 0 1 0 0 . 0  100. 0 100. 1 
^Information on student population was obtained from the 
Registrar's Office of Iowa State University. 
Year in college 
The substantial majority of the students were in their freshman 
year, 74 and 83 percent of males and females, respectively. The fact 
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that all of the students were in their early years of college is significant 
because these students tend to "play the field" more than students in 
t h e i r  s e n i o r  y e a r s ,  B l o o d  ( 7 ,  p .  5 6 ) .  
"Greek" membership 
Twenty-five percent of the males belonged to a fraternity while 20 
percent of the females were members of a sorority. These percentages 
were almost identical to the actual percentages of "Greek" membership 
for the entire undergraduate population. About 23 percent of male under­
graduates belonged to a fraternity while about 20 percent of the women 
undergraduates belonged to a sorority during the Spring Quarter of 1970. ^ 
Number of persons dated 
Table 5 shows the number of persons that students had dated 
during the school year. The campus sex ratio of about 2. 5 boys to every 
girl is clearly reflected here. Five percent of the males had not dated 
c o m p a r e d  t o  a b o u t  o n e  p e r c e n t  o f  t h e  f e m a l e s .  O n  t h e  o t h e r  h a n d ,  3 3 .  8  
percent of the females had dated 11 or more persons while the comparable 
percentage for males was 9. 
Dating outside of Ames 
One important aspect of dating that has been largely ignored by 
researchers is that of individuals who maintain a dating relationship with 
- . 
These percentages were obtained from the Dean of Student's 
Office of Iowa State University. 
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someone not living in the same vicinity. Forty-four and 28 percent of the 
males and females, respectively, were at the time of the study dating 
someone who did not live in the Ames area. Considering the unbalanced 
sex ratio it is not surprising that more males than females were dating 
outside of the community. 
Table 5. Number of persons dated during school year of student sample 
Number Males Females 
Dated (N=200) (N=130) 
% % 
0 ' 5 .  0  0. 8 
1 18. 5 20. 8 
2 - 3 2 9 . 5  6. 9 
4 - 6 25, 0 2 0 . 8  
7 - 10 13. 0 16. 9 
11 or more 9 . 0  3 3 . 8  
Total 100. 0 1 0 0 . 0  
Measurement of Specific Sub-Concepts 
The measurement of the dependent variables (specific sub-
concepts) of rewards will be discussed in the first of the following sub­
sections. In the second sub-section, the measurement of the independent 
variables (specific sub-concepts) of investments and the derived empirical 
hypotheses will be presented. 
I 
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Operationalization of the reward specific sub-concepts 
Dating adjustment Dating adjustment was defined as the 
degree to which a student is confident about his dating abilities, has no 
difficulty in getting dates, and is satisfied with his dating experience. To 
measure this concept the author attempted to construct a scale consisting 
of items from which dating adjustment could be inferred. The general 
procedure followed was based upon the work of Wolins (62), Hobbs (29), 
Himes (28), and Warren, Klonglan, and Sabri (58), 
Dating adjustment scale The initial step in the con­
struction of the scale consisted in the preparation of a number of 
statements which were believed to reflect the dimension of dating ad­
justment. These statements were derived from various sources, the first 
being that of past research measuring the related concepts of marital 
adjustment, marital success, and marital happiness. A summary of 
techniques used to measure these concepts is provided by Bower man (9). 
In reviewing over 60 studies published since 1940, Bower man (9, p. 237) 
found 23 that used a measure based on the Burgess-Cottrell (10), Terman 
(54) or Locke (3 6) indices, or some combination or modification of these. 
Ten used a single-item rating and 12 had divorce or separation as the 
criterion. Fifteen studies used some other measure of adjustment such 
as role tension, empathy, similarity of interests, or number of problems 
in the marriage. 
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Some of the items for the dating adjustment scale were adapted 
from the Burgess and Wallin (11) measure of an individual's general 
marital satisfaction. Other items were obtained from student term 
papers on dating and from several persons interested in the study. An 
attempt was made to construct statements which would cover the entire 
continuum of dating adjustment including the area near the center. This 
process led to the development of a 31 item scale. 
Following the initial statement construction stage, it was neces­
sary to determine the place of each item on the dating adjustment scale 
and to eliminate ambiguous items. To accomplish this the set of 
statements was submitted to a panel of six judges. The judges chosen 
were faculty and graduate students in the Department of Sociology at Iowa 
State University who had experience teaching family sociology courses, in 
particular, Sociology 319, Courtship and Marriage. Each judge was 
asked to evaluate every item in relation to the continuum of dating ad­
justment which was defined by polar ends and a midpoint, and decide where 
he felt an individual who would agree with the item should be placed on the 
continuum. (The instructions provided the judges, the 31 original items 
and the mean score given to each item by the judges can be found in 
Appendix B, pp. 165-167, ) 
Based on the responses of the judges, a table was set up with the 
J 
items comprising the row axis and the judges' evaluations comprising 
the colurrm axis. As indicated by the mean score value given each item 
by the judges (see Appendix B, pp. 165-167), it can be seen that the items 
did cover the continuum, ranging from one extreme to the other including 
the midpoint. The degree of dispersion among the evaluations of the 
judges was used to locate ambiguous items. Originally, an item was to be 
eliminated if the range of the judges' scores was three or greater. For 
example, if the lowest score assigned to an item were 2 and the highest 
score were 5 (out of the possible range of 1 to 12), the item would be 
eliminated because it had a range of three. However, as this procedure 
would have resulted in about one-half of the items being eliminated, it was 
decided to use a less rigorous criterion. At this point, if five of the six 
judges gave values to an item which resulted in a range of 2 or less, the 
item was retained, even if the sixth judge scored the item much higher or 
lower than the others. Under the new criteria, five items were eliminated 
from the scale because there appeared to be substantial disagreement 
among the judges as to their value. 
The remaining 26 items were submitted to the pretest sample of 
20 students mentioned earlier (see p. 41), At this time, the objective of 
the pretest was to eliminate additional items that were ambiguous to the 
students or that failed to discriminate between high and low scorers in the 
sample. Total scores were calculated for each student and comparisons 
were made on each item between students in the first and fourth quartiles. 
Five items failed to discriminate between low and high scorers and were 
eliminated from the scale, leaving 21 items. (The final scale with the 
instructions given to the students can be found in the questionnaire in 
Appendix A, pp. 161-163. ) 
The certainty method presented by Warren, Klonglan, and Sabri 
(58) was used to score the student's response. Using this method the 
student had to make two decisions regarding each item: (1) to agree or 
disagree with it, and (2) to decide how strongly he felt about his first 
decision, on a range of scores from one to five. Using this procedure 
there were eleven categories of response. 
Scoring the student's response, also, involved two steps. First, 
the categories indicating intensity 1, 2, 3, 4, 5, were assigned the values 
of 1, 2, 3, 5 and 8, respectively. It should be noted here that the 
certainty method assigns larger values to the end points of the continuum 
than an equal appearing interval scale would allow. Based on the prior 
evaluation of each item by the judges, the item was scored positively or 
negatively. The range of responses from -8 to +8 was, in the second 
step, transformed by adding 8 to each value. The possible range for each 
item is, thus, from 0 to 16. This procedure, for a positive item, is 
indicated below. 
Responses D-5 D-4 D-3 D-2 D-1 A/D A-1 A-2 A-3 A-4 A-5 
Numerical values -8 -5 -3 -2 -1 0 1 2 3 5 8 
Transformed values 0 3 5 6 7 8 9 10 11 13 16 
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One of the most important properties of a scale is additivity. 
Three conditions which are necessary to add items legitimately and the 
means of empirically evaluating each are presented by Warren, Klonglan, 
and Sabri (5 8, pp. 14-16) as follows: 
First condition; The relationships among the responses to the dif­
ferent stimuli (item) must be linear. This condition for additivity 
will be evaluated on the basis of: 
(1) A comparison between the minimum acceptable item 
total correlation coefficient (r^j.) and the calculated rit's of each 
scale based on the field sample. The minimum acceptable item 
total correlation is defined as rjt = l/Zn where n is the number of 
items in the given dimension. The minimum item-total correlation 
coefficient (r^t) may serve as a quasi significance test of linearity. 
This coefficient defines the amount of independent variance of the 
total score contributed by each item if there were no experimental 
relationship, i. e. , the amount of variance which is contributed 
only by chance. 
(2) The magnitude of the coefficient of reliability (r^t). 
Richardson (193 6) defined the coefficient of reliability as: 
• 
1 + (n-1) (r) 
where n= the number of items and r is the average inter correlation 
among the itéms. 
(3) The magnitude of the average inter correlation coef­
ficient (rjj), and 
(4) The magnitude of a majority of the inter correlations 
(rjj) among the items of each scale. 
High magnitudes of item-total correlation (rit), the coef­
ficient of reliability (rtt), the coefficient of average inter corre­
lation (fjj) and of the correlation coefficients rjj can be con­
sidered as evidence that the items in a scale are linearly related. 
Second condition; The variance of the responses to different 
stimuli must be homogeneous and independent of the means. This 
condition will be evaluated on the basis of inspecting the pattern 
of relationships between item means and item standard deviations 
and the range of the item standard deviations. 
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If the means and the standard deviations appear to be 
unrelated, the means and standard deviations will be declared as 
"relatively independent. " If there appears to be some pattern to 
the relationship between the means and standard deviations, it 
will be noted. 
However, it should be noted that the data concerning the 
relationship between the item means and item standard deviations 
can not be very meaningfully evaluated when the number of items 
of the scale is small. With only a few items, there is not enough 
data to determine accurately the nature of the relationship between 
the item means and item standard deviations. . , 
Third condition; The inter cor relations among the stimuli must be 
positive and homogeneous. This condition will be evaluated on the 
basis of examination of the inter cor relations among the items of 
each scale. The smaller the range which includes 60 percent or 
more of the inter cor relations, the more homogeneous the intercor-
relations will be considered. (58, pp. 14-16) 
Data relevant to the final items of the dating adjustment scale are 
shown in Table 6. (See Appendix C, Table 33, pp. 169-170 and Table 34, 
pp. 171-172, for the inter cor relations of the items.) 
The minimum acceptable item-total correlation for this scale is 
= . 212. All of the items for both males and females are above 
this level, although item number 49 is just barely above the minimum. 
The coefficient of reliability based on the item inter cor relations is . 91 
and . 90, for males and females, respectively. The average intercor-
relation coefficient is . 340 for males and . 317 for females. The means 
and the variances of the items appear to be unrelated except that among 
females the items with the highest means tend to have the lowest 
standard deviàtions. The item standard deviations for males cover a 
range of , 99, from 3. 88 to 4. 87. For females the range is 2. 84, from 
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2. 49 to 5. 33. An examination of the item inter cor relations (see Appendix 
C, Table 33, p. 169 and Table 34, p. 171 ) shows that they are concen­
trated in a moderately narrow range, i. e. , over 60 percent of the corre­
lations fall between . 20 and . 49. The range of the coefficients for men 
is from -.13 8 to . 73 6 and for women from . 014 to . 773. 
Table 6. Data pertaining to the items of the dating adjustment scale 
Questionnaire Sample Sample Sample 
item r it X Standard deviation 
number Males Females Males Females Males Females 
35 . 580 . 622 6. 23 10. 48 4. 67 5,33 
36 . 689 . 617 9. 09 11. 14 4. 68 4. 57 
37 . 73 7 . 786 8, 12 10. 51 4. 87 4. 65 
38 . 531 .5 62 8.48 11.44 4. 45 4. 33 
39 . 643 . 782 10. 15 11. 66 4, 27 4. 24 
40 . 759 . 766 8. 74 11.49 4. 85 5.07 
41 . 478 . 437 8. 04 12.21 4.38 3. 85 
42 . 675 . 669 9. 86 11. 28 4. 24 4. 28 
43 . 560 .428 10. 14 13. 75 4. 15 2, 49 
44 . 633 . 650 8. 93 9. 76 4. 53 4. 85 
45 . 607 . 739 8. 13 11. 15 3. 97 4. 27 
46 . 454 .470 6. 70 7. 96 3.90 4. 11 
47 , 549 . 334 9. 59 13. 06 3.97 3. 06 
48 . 481 . 5 72 6.86 8. 65 3. 89 4. 52 
49 . 247 . 271 11. 20 13. 61 4.32 3. 03 
50 . 648 . 778 8. 79 10.33 3.99 4,31 
51 . 465 . 608 9. 05 10. 14 4.46 5.29 
52 . 699 . 579 9. 80 11.07 4.30 4. 60 
53 . 75 6 . 604 9. 68 12. 98 4. 60 3.92 
54 . 680 . 650 10. 99 13. 18 4. 10 3. 72 
55 . 548 . 620 5.48 7. 53 3. 94 4. 71 
1 
The possible range of total scores on the dating adjustment scale 
is from 0 to 33 6. The actual range is for males from 27 to 333, and for 
females from 75 to 336. The mean total score is 184 and 233. 4 for 
males and females, respectively, while the standard deviation is 53. 81 
for males and 54. 62 for females. 
In addition to additivity and reliability, another problem of scale 
construction is that of validity. How do we know whether or not we are 
measuring the concept we want to measure? Although research text­
books discuss the problem of validity, there is a lack of agreement as to 
what validity is and how it should be measured. Ebel (17), in reviewing 
different approaches to validity, raises the question of whether or not 
validity is an essential criterion of a measure. He states that the only 
way to measure the validity of a measure is to correlate it with an 
adequate criterion variable. However, this raises the question of what 
a satisfactory criterion is -- for how does one know if the criterion itself 
is a valid measure? "This requires a criterion for the other criterion, 
and so on ad infinitum. " Ebel (17, p. 223) 
Blalock (4, p. 23) suggests that instead of attempting to locate 
indicators with a high degree of validity one might postulate a theoretical 
model and see what this implies in terms of verifiable predictions. 
Following Blalock, the author proposes the assumption that if the inde­
pendent variables of the model presented in this dissertation predict a 
significant amount of variance in the variable of dating adjustment, we 
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have some evidence of validity. Of course, additional research using 
diverse samples will have to be carried out to assess adequately the 
validity of the dating adjustment scale. 
Dating satisfaction Dating satisfaction was defined as the 
degree to which a student's need expectations in dating are met. 
Dating satisfaction score The student's score on 
dating satisfaction was measured empirically by item 5 6 "How satisfied 
2 have you been with your dating since you began university? " The 
responses to this question are shown in Table 7, The females were more 
satisfied in their dating than were the males. Sixty percent of the women 
were completely or very satisfied compared to only 24. 5 percent of the 
men. 
Some researchers, such as Kerlinger (32) and Sellitz, £t id.(47) 
are critical of the use of only a single item to measure an attitude 
dimension because of the fear of low reliability. However, according to 
^ A perhaps more traditional approach to validity would have been 
to have stated that there is some support for the content validity of the 
dating adjustment scale on the basis of the procedures used in the scale 
construction, especially the use of judges (see pp. 50-51). In addition, 
one could argue that as the item-total correlations of the scale were 
above the "chance" level that this offers some support for construct 
validity (see pp. 54-55). 
2 Although the item would have been more precise if it had been 
worded "since you began (to attend) university", student responses 
indicated that this was the understood meaning of the question. 
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Bowerman (9, p. 242), researchers who have used a single question 
about subjective feelings such as the degree of marital happiness have 
indicated that individuals are able to make such an evaluation with a fair 
degree of reliability and validity. 
Table 7. Dating satisfaction of student sample 
Dating Score Males Females 
Satisfaction assigned (N=200) (N=130) 
% % 
Completely satisfied 1 8.0 20. 0 
Very satisfied 2 16. 5 39. 2 
Fairly satisfied 3 30.5 20. 8 
Somewhat dissatisfied 4 28. 0 13. 1 
Very dissatisfied 5 11, 0 5. 4 
Completely dissatisfied 6 6, 0 1. 5 
Total lOO, 0 100. 0 
Some support for moderate reliability is given, in this case, by 
the fact that the item correlated fairly highly with item 40, "In general 
I feel satisfied with my dating, " which also measured dating satisfaction 
but which was worded differently from item 5 6. The items had a corre­
lation of . 824 for females and . 753 for males. 
With regard to the question of validity, the author again proposes 
the assumption mentioned earlier; namely, if the independent variables 
of the model predict a significant amount of variance in the variable of 
dating satisfaction, we have some evidence of validity. Of course, as 
with the dating adjustment scale, additional research using diverse 
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samples will have to be carried out to assess adequately the item 
measuring dating satisfaction, 
Operationalization of the investment specific sub-concepts 
The investment specific sub-concept measurements will be pre­
sented in the same order as the investment variables were introduced in 
the previous chapter, xlie derived empirical hypotheses (E. H, ) will be 
stated following the operationalization of each of the investment variables. 
Social-academic orientation In an exploratory study such 
as this, difficult decisions have to be made about which measurement 
indicators are most appropriate, especially with respect to a concept 
such as social-academic orientation. Barton (2), in his general dis­
cussion of values, offers a classification of indicators of values which 
helps to clarify how insight into values or orientations can be obtained. 
According to Barton, there are four possible indicators of values that 
can be measured: (1) explicit abstract elements of standards, criteria, 
or goals; (2) specific evaluative statements about particular objects; 
(3) statements of probable behavior in hypothetical situations; and (4) 
reported or observed behavior. The first attempts to obtain direct 
verbalizations of general values as explicit standards, while the other 
three classes provide indicators from which underlying standards may be 
inferred. Another obvious distinction between the classes is that the 
firlst three rely on the subjective definition of reality provided by the 
respondent, whereas the fourth class provides objective criteria by 
which the researcher can infer the subjective reality of the respondent. 
Barton is critical of using the first three classes as ways of obtaining 
information about people's basic values because of the low correlation 
found in numerous studies between basic values and observed behavior. 
This often results because of the artificial situation provided by an 
interview or test where a respondent is tempted to provide the socially-
desirable answers. Thus, Barton feels that one of the most valid ways 
of measuring people's values would be to measure their actual behavior, 
the roles and activities they choose and their performance in these roles 
and activities. However, this method is not perfect either, because 
behavior is influenced by situational factors and knowledge and abilities 
as well as by the internal disposition of the actor. 
Another factor that has to be considered when choosing a measure 
is the fact that different measurement techniques can produce different 
results. Ross and Smith (45, p. 350) warn that because only one 
measurement procedure is used in most research, the results obtained 
may be a function of the type of measurement used. Si eg el and Hodges 
(49, p. 55) advise that in order to improve the validity of one's measure­
ments, attempts should be made to obtain multiple indicators (equally 
plausible measurements of the same theoretical concept). The re­
searcher, in following the advice of the above methodologists, used two 
different indicators to measure the concept of social-academic 
orientation. The first indicator used was an eight item attitude scale, 
while the second consisted of questions concerning the respondent's 
actual behavior. 
Social-academic orientation scale The scale 
constructed to measure social-academic orientation consisted of eight 
items, (See Appendix A, p. 161, question items 27-34. ) In terms of 
Barton's classification system, item 27, "I plan to go to graduate or a 
professional school after graduation, " falls into the third class (statement 
of probable behavior). Item 32, "I'm at university to learn, not to have 
a good time, " falls into the first class (explicit abstract goals), The 
rest of the items fall into the second class (evaluative statements about 
particular objects). 
The data for the social-academic orientation scale are summarized 
in Table 8. The item means and standard deviations appear to be rela­
tively independent. The item standard deviations cover a range for 
males of 1, 23, from 3. 50 to 4. 73 and for females of 2. 46, from 3. 63 to 
5. 19. The reliability of the scale computed on the correlations between 
the items is . 832 for males and . 762 for females. The distribution of the 
item intercorrelations (see Appendix C, Tables 35 and 3 6, p. 173) shows 
that they are concentrated in a relatively narrow range, i. e., over 60 
percent of the intercorrelations fall between . 10 and , 29 for males and 
, 05 and , 19 for females. The range of the coefficients is for males from 
-.022 to .358 and for females from -.054 to .326. All of the item-total 
correlations are above the acceptable minimum of .343. 
Table 8. Data pertaining to the items of the social-academic scale 
Questionnaire Sample Sample Sample 
item ^it X Standard deviation 
number Males Females Males Females Males F emales 
27 . 5 69 .3 89 6 .80  9 .84  4. 71 4. 76 
28 . 497 .5 67 5 ,86  5. 01 3. 97 4, 61 
29 . 627 . 5 62 9. 21 8. 79 4. 73 5. 19 
30 .  5 64 . 498  7. 56 6. 72 3. 50 3. 63 
31 . 633 . 443 6. 59 6. 35 3 .79  3, 70 
32 . 490 . 432 8. 05 8. 22 3 .83  3. 81 
33 .352 . 484  9. 65 9.35 3. 82 4.34 
34 .582 .541 8.15 7.19 4.53 4. 73 
The possible range of total scores on the social-academic 
orientation scale is from 0 to 128. A high score indicates a high social 
orientation. The actual range is from 25 to 118 for males and 29 to 110 
for females. The mean total scores and standard deviations are for 
males, 61. 85 and 17, 86, and for females, 61.46 and 17. 14. The mean 
and the distribution of the scores indicate that the majority of the 
students scored near the center of the scale. 
An attempt was made to assess the validity of the social-academic 
orientation scale by establishing a regression equation with the five 
behavioral indicators of social-academic orientation listed below as the 
X variables and the scale scores as the Y variable. When the scale 
scores were regressed on the five behavioral indicators, it was found 
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that for males 27 percent of the variance of the scale scores was 
accounted for by the regression, while for females the figure was 29 
percent. There are three possible reasons for these low percentages: 
(1) the scale is not an adequate measure of the concept of social-academic 
orientation, (2) the behavioral indicators are not adequate measures of 
the concept, and (3) both the scale and the behavioral indicators are 
adequate measures of the concept, but additional variables are needed to 
explain more of the variance of the scale when it is regressed on the 
behavioral indicators. In other words, there is insufficient evidence 
concerning the validity of the scale used to measure social-academic 
orientation. More research is needed to help clarify the situation. 
E. H. 1: There is a positive relationship between the 
social-academic orientation scores of I. S. U. 
1 
students and their dating adjustment scores. 
E, H. 2: There is a positive relationship between the 
social-academic orientation scores of I. S. U. 
students and their dating satisfaction scores. 
Behavioral indicators of social-academic orientation 
As discussed above. Barton (2) feels that a good indicator of a person's 
orientation in life is his actual behavior. Hall (24) argues that how 
^ To help distinguish the dependent variables, dating adjustment 
will be underlined in each of the empirical hypotheses. 
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people spend their time is a much better indicator of what they consider 
important than what they say. Blau (6, p. 105) states that time is a 
general means used in competing for social rewards. It is a commodity 
which can be bought, sold or invested. Considering time as a scarce 
resource, the following variables of time use were taken as indicators 
of social-academic orientation: 
Variables of time use 
Involvement in campus activities 
Time spent on daily coffee breaks 
Frequency of attendance at parties 
Frequency of class attendance 
Time spent studying 
It is assumed that the variables of campus activities, coffee 
breaks, and parties are positive indicators of a social orientation, while 
the variables of class attendance and studying are negative indicators. In 
other words, the more time a student spends on campus activities, 
coffee breaks, and parties, and the less time he spends attending class, 
and studying, the more likely he is to value social activities over 
academic ones. 
Involvement in campus activities In­
volvement in campus activities was measured by item 18, "How active 
are you in campus activities? " Students were asked to include social, 
political, religious, and athletic activities. Table 9 shows that about 
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one-fifth of the students were very active or fairly active, while about 
one-half were not too active or not active at all. 
E. H, 3: The involvement in campus activities of 
I. S. U. students is positively related to their 
dating adjustment scores. 
E. H. 4: The involvement in campus activities of I. S. U. 
students is positively related to their dating 
satisfaction scores. 
Table 9. Involvement in campus activities of student sample 
Involvement in Score Males F emales 
campus activities assigned (N=200) (N=130) 
% % 
Very active 1 6. 5 4. 6 
Fairly active 2 14. 5 15. 4 
Somewhat active 3 21. 5 33.8 
Not too active 4 41. 0 35. 4 
Not active 5 16. 5 10. 8 
Total 100. 0 100. 0 
Time spent on daily coffee breaks Time 
spent on daily coffee breaks was measured by item 16, "On the 
average, how much time do you spend on school days between 8-5, 
having a 'coffee break' or casual conversation with friends?" Table 
10 shows that 20 percent of the males and 16.1 percent of the 
females spent no time or less than one half hour a day having "coffee 
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breaks". About 50 percent of the students spent an hour or more 
taking "coffee breaks". 
E. H. 5: There is a positive relationship between the 
time spent on daily coffee breaks by I. S. U. 
students and their dating adjustment scores, 
E. H, 6: There is a positive relationship between the 
time spent on daily coffee breaks by I. S. U. 
students and their dating satisfaction scores 
Table 10, Time spent on daily coffee breaks of student sample 
Time on Score Males F emales 
coffee breaks assigned (N=200) (N=130) 
% % 
None 1 5. 0 4, 6 
i  hour or less 2 15. 0 11. 5 
i  hour to 1 hour 3 27, 0 21. 5 
1 hour to 1& hours 4 26, 0 30. 8 
it hours to 2 hours 5 13. 5 17. 7 
2 hours or more 6 13. 5 13. 8 
Total 100. 0 99.9 
Frequency of attendance at parties Fre-
quency of attendance at parties was measured by item 17, "How 
often this year have you gone to parties where both males and 
females were present?" Table 11 shows that 5 percent of the males 
and 13. 8 percent of the females attended parties twice a week or 
68 
more. About one-half of the males and about one-third of the females 
attended parties once a month or less. 
E. H. 7: There is a positive relationship between the 
frequency of attendance at parties by I. S. U, 
students and their dating adjustment scores. 
E. H. 8: There is a positive relationship between the 
frequency of attendance at parties by I. S. U, 
students and their dating satisfaction scores. 
Table 11. Frequency of attendance at parties of student sample 
Attendance Score Males Females 
at parties assigned (N=200) (N=130) 
% % 
3 times a week or more 1 1. 5 4. 6 
2 times a week 2 3. 5 9. 2 
Once a week 3 15. 5 23, 1 
2-3 times a month 4 27. 0 27. 7 
Once a month 5 22. 0 1 1 . 5  
Less than once a month 6 24. 5 20. 0 
Never 6. 0 3. 8 
Total 100. 0 99.9 
Frequency of class attendance Frequency of 
class attendance was measured by item 14, "How often do you attend 
classes? " Table 12 shows that more than 80 percent of the students 
attended almost always or always. 
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E. H. 9: There is a negative relationship between the 
frequency of class attendance of L S. U. 
students and their dating adjustment scores. 
E. H. 10: There is a negative relationship between the 
frequency of class attendance of I. S. U. 
students and their dating satisfaction scores. 
Table 12. Frequency of class attendance of student sample 
Class attendance Score Males Females 
assigned (N=200) (N=130) 
% % 
Always 1 21. 5 24. 6 
Almost always 2 61. 0 62, 3 
Usually 3 15. 0 10. 8 
Sometimes 4 2. 5 2. 3 
Seldom 5 0. 0 0. 0 
Total 100. 0 100. 0 
Time spent studying Time spent studying 
was measured by item 13, "On the average, how many hours outside 
of class do you spend on class assignments or studying on a week day? " 
Table 13 shows that 31. 5 percent of the males and 17. 7 percent of the 
females reported that they studied an average of two hours or less a 
day. About one-quarter of the students said they studied five or more 
hours per day. 
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E. H. 11: There is a negative relationship between the 
time spent studying of I. S. U. students and 
their dating adjustment scores. 
E. H. 12; There is a negative relationship between the 
time spent studying of I, S. U. students and their 
dating satisfaction scores. 
Table 13. Time spent studying per day of student sample 
Time spent Score Males Females 
studying assigned (N=200) (N=130) 
% % 
1 or less 1 8. 0 3. 1 
2 2 23. 5 14. 6 
3 3 20. 0 30. 0 
4 4 25. 5 26. 2 
5 5 14. 5 16. 2 
6 6 6. 0 6.9 
7 or more 7 2. 5 3. 1 
Total 100. 0 100, 1 
Social class background Social class background was 
defined by the amount of formal education completed by the student's 
father. 
Father's education Father's education was 
measured by item 6, "What is the highest level of education attained by 
your father? " Table 14 shows that 16.5 percent of the males and 14. 6 
percent of the females had fathers who had less than a complete high 
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school education. Twenty-three percent of the males and 38. 4 percent 
of the females had fathers who had completed college. 
E. H. 13: For I. S, U. students, there is a positive 
relationship between the education of the 
students' fathers and the students' dating 
adjustment scores. 
E. H. 14: For I, S. U. students, there is a positive 
relationship between the education of the 
students' fathers and the students' dating 
satisfaction scores. 
Table 14. Educational attainment of fathers of student sample 
Father's Score Males F emales 
education assigned (N=200) (N=130) 
% % 
Grade school 1 7. 5 6 .  9  
Some high school 2 9.0 7. 7 
Completed high school 3 32.0 23.8 
Completed high school and 
other training 4 28. 5 23. 1 
Complete college 5 15. 0 24. 6 
Graduate or professional degree 6 8. 0 13, 8 
Total 100. 0 99 .9  
Direct dating experience Direct dating experience was 
defined as the degree of the student's own participation in dating. A 
date was defined for the student as a prearranged meeting with a person 
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of the opposite sex to go on a date, e. g., to a movie, a party, or for 
a drive. Study and coke dates were included in the definition. Indicators 
of direct dating experience that were used included: age of initial dating, 
frequency of high school dating, recent dating frequency, and emotional 
involvement in dating. It is assumed that the student's direct dating 
experience is greater, the earlier he began dating, the more often he 
dated both in high school and during the current year, and the more 
emotionally involved he is in his dating. 
Age of initial dating Age of initial dating was 
measured by item 8, "How old were you when you had your first real 
date? " Table 15 shows that 30 percent of the males compared with 40 
percent of the females began dating before they were fifteen. About 17 
percent of the males and 9 percent of the females did not date until they 
were seventeen or older. Less than one percent of the students had 
never dated. 
E. H. 15; There is a negative relationship between the age 
of initial dating of I. S. U. students and their 
dating adjustment scores, ^ 
^The empirical hypotheses containing age of initial dating are 
stated in a negative direction because it is assumed that the earlier 
the age at which students began dating, the more direct experience with 
dating they have had. 
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E. H. 16; There is a negative relationship between the 
age of initial dating of I. S. U. students and their 
dating satisfaction scores. 
Table 15, Age of initial dating of student sample 
First Score Males Females 
date assigned (N=200) (N=130) 
% % 
13 or younger 1 12. 0 16, 2 
14 2 18. 0 23. 8 
15 3 26. 0 34. 6 
16 4 26.5 15. 4 
17 5 12. 5 6. 2 
18 6 4, 5 3. 1 
Never dated 7 . 5 . 8 
Total 100, 0 100. I 
Frequency of dating in high school Frequency of 
dating in high school was measured by item 9, "On the average, how 
often did you date in your senior year of high school? " Table 16 shows 
that 41. 5 percent of the males and 3 6.1 percent of the females dated 
once a month or less or did not date at all in the senior year of high 
school. About one-third of the males and one-half of the females dated 
once a week or more. 
E. H. 17: There is a positive relationship between the 
frequency of dating in high school of L S, U. 
students and their dating adjustment scores. 
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E. H. 18: There is a positive relationship between the 
frequency of dating in high school of I. S. U. 
students and their dating satisfaction scores. 
Table 16. Dating in high school senior year of student sample 
High school Score Males F emales 
dating assigned (N=200) (N=130) 
% % 
Did not date 1 8. 5 14, 6 
Once a month or less 2 33. 0 21. 5 
2-3 times a month 3 24. 0 13. 8 
Once a week 4 14. 0 12. 3 
Twice a week 5 17. 5 23. 9 
3 or more times a week 6 3. 0 13. 9 
Total 100. 0 100. 0 
Recent dating frequency Recent dating frequency 
was measured by item 24, "On the average, how often have you dated 
during this academic year? " Table 17 shows that 41 percent of the 
males dated once a month or less or did not date at all during the school 
year compared with 13. 1 percent of the women. Twenty-two percent of 
the males had dated twice a week or more compared with 62. 3 percent 
of the females. 
E, H. 19: There is a positive relationship between the 
recent dating frequency of I, S, U, students and 
their dating adjustment scores. 
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E. H. 20; There is a positive relationship between the 
recent dating experience of I. S. U. students 
and their dating satisfaction scores. 
Table 17. Dating frequency during school year of student sample 
Dating Score Males F emales 
frequency assigned (N=200) 
% 
(N=130) 
% 
Did not date 1 6. 0 2. 3 
Once a month or less 2 35. 0 o
 
00
 
2-3 times a month 3 24. 0 11. 5 
Once a week 4 13. 0 13. 1 
Twice a week 5 16.5 3 6 . 9  
3 or more times a week 6 5. 5 25. 4 
Total 100. 0 100. 0 
Emotional involvement in dating Emotional in­
volvement in dating was measured by item 23, "What is your present 
dating status? " Table 18 shows that 19 percent of the males and 7. 7 
percent of the females were not dating at the time of the study. "Not 
dating" was defined as not having had a date in two months or more. 
About one-quarter of the males and slightly more than one-third of the 
females were either going steady, pinned, or engaged. 
E. H. 21: There is a positive relationship between the 
i 
emotional involvement in dating of I. S. U. 
students and their dating adjustment scores. 
76 
E. H. 22: There is a positive relationship between the 
e m o t i o n a l  i n v o l v e m e n t  i n  d a t i n g  o f  I .  S .  U .  
students and their dating satisfaction scores. 
Table 18. Dating status of student sample 
Dating Score Males Females 
status assigned (N=200) (N=130) 
% % 
Not dating I 19. 0 7. 7 
Playing the field 2 34. 0 28. 5 
Dating one person more than 
others 3 o
 
o
 
12.3 
Often dating the same person 4 13. 0 15.4 
Going steady 5 18. 5 26. 2 
Pinned 6 3. 5 3. 8 
Engaged 7 2. 0 6. 2 
Total 100. 0 100. 1 
Indirect dating experience Indirect dating experience was 
defined as the interaction of the student with others who have directly 
participated in dating. One indicator of indirect dating experience is the 
frequency of dating of the student's friends. 
Frequency of friends' dating Frequency of friends' 
dating was measured by item 20, "On the average, how often do most of 
your friends date during the school year?" Table 19 shows that about 
20 percent of the males, compared with less than 5 percent of the 
females, said that most of their friends dated once a month or less or 
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did not date at all. Only 12. 5 percent of the males said that most of 
their friends dated twice a week or more compared with 61. 5 percent 
of the females. 
E. H. 23: For I, S. U. students, there is a positive 
relationship between the dating frequency of the 
students' friends and the students' dating 
adjustment scores. 
E. H. 24: For I. S. U. students, there is a positive 
relationship between the dating frequency of 
the students' friends and the students' dating 
satisfaction scores. 
Table 19. Frequency of friends' dating of student sample 
Dating Score Males F emales 
frequency assigned (N=200) (N=130) 
% % 
Do not date 1 1. 5 0. 8 
Once a month or less 2 18. 0 3 .  8  
2-3 times a month 3 35. 5 8. 5 
Once a week 4 32. 5 25. 4 
Twice a week 5 12. 5 36 .9  
3 or more times a we ek 6 0. 0 24. 6 
Total 100. 0 100. 0 
Age Age was defined as the student's chronological age. 
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Age in years Age in years was measured by 
item 5, "How old are you?" Table 20 shows that 35 percent of the males 
and 40. 8 percent of the females were 18 or younger, while 1. 5 percent 
and 1. 6 percent of the males and females, respectively, were 20 or 
older. 
E. H. 25: There is a positive relationship between the 
age in years of I. S. U. students and their 
dating adjustment scores. 
E. H. 26: There is a positive relationship between the 
age in years of I, S. U. students and their 
dating satisfaction scores. 
Table 20. Age in years of student sample 
Age Score Males F emales 
assigned (N=200) (N=130) 
% % 
18 years and younger 1 35. 0 40. 8 
19 2 47. 5 52. 3 
20 3 16. 0 5. 4 
21 4 0. 0 0. 8 
22 or older 5 1. 5 0. 8 
Total 100. 0 100. 1 
Access to a car Access to a car was defined as the extent 
to which a student has the use of a car for dating purposes. 
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Access to a car score Access to a car 
score was measured by item 22, "For dating, do you have a car or 
access to the use of a car? " Table 21 shows that 60 percent of the males 
compared with 3 7 percent of the females always or almost always had 
access to a car. Nineteen percent of the males and 39.2 percent of the 
females seldom or never had access to a car. 
E. H. 27: There is a positive relationship between the 
access to a car scores of I. S. U. students and 
their dating adjustment scores. 
E. H. 28: There is a positive relationship between the 
access to a car scores of I. S, U. students and 
their dating satisfaction scores. 
Table 21. Access to a car for dating of student sample 
Access to Score Males Females 
a car assigned (N=200) (N=130) 
% % 
Always 1 5 2. 0 24. 6 
Almost always 2 8.0 12.3 
Usually 3 7. 5 9. 2 
Sometimes 4 13.5 14.6 
Seldom 5 11.0 7.7 
Never 6 8. 0 31.5 
Total 100.0 99.9 
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Physical attractiveness Physical attractiveness was 
defined as the degree to which a student has a good looking face and 
physique. Because of the way in which the data were collected it was 
not possible to obtain an objective rating of this variable by judges; 
consequently, students were asked to rale themselves. 
Self-rating of physical attractiveness Self-
rating of physical attractiveness was measured by item 21, "Being as 
honest as you can, how would you describe yourself? " Table 22 shows 
12 and 13. 1 percent of the males and females, respectively, rated 
themselves as extremely or very good looking. Only 3 percent of the 
males and 3. 8 percent of the females rated themselves as plain or very 
plain-
E, H. 29: There is a positive relationship between the 
self-rating of physical attractiveness of I, S. U. 
students and their dating adjustment scores. 
E. H. 30: There is a positive relationship between the 
self-rating of physical attractiveness of I. S. U. 
students and their dating satisfaction scores. 
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Table 22. Physical attractiveness of student sample 
Physical Score  Males Females 
attractiveness assigned (N=200) (N=130) 
% % 
Extremely good looking 1 1. 0 0. 8 
Very good looking 2 1 1 .  0  12. 3 
Fairly good looking 3 49. 5 5 6. 2 
Average 4 3 5 .  5  26. 9 
Plain 5 2. 5 1. 5 
Very plain 6 0. 5 2. 3 
Total 100. 0 100. 0 
Statistics 
The two major statistical techniques used to analyze the data 
were the zero order correlation coefficient and multiple regression 
model building. 
Correlation coefficient 
The statistic used to test the relationships of the empirical 
measures of rewards and investments was the zero order Pearsonian 
correlation coefficient. Correlation analysis was considered the most 
appropriate technique to use because of the nature of the single variable 
relationships stated in the hypotheses, namely, the higher one variable, 
the higher, or in some cases the lower, is the other variable. 
Two of the assumptions necessary for the use of the correlation 
coefficient are interval scales and normal distribution. The researcher 
admits that the first assumption was violated in that the data are not 
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interval in nature, although the two scales of dating adjustment and 
social-academic orientation are close to being interval in nature. It 
should be noted here that there are some researchers, such as Burke 
(12) and Baker, et al. (1), who believe that interval scales are not needed 
to use parametric statistics such as correlation. All of the measures 
do meet the minimum standard of being ordinal in nature. With regard 
to the criterion of normality, tests were made for this on the two 
dependent variables of dating adjustment and dating satisfaction. The 
procedure usiad to determine normality is given in Snedecor and Cochran 
(52, pp. 84-85). The chi square test at the . 05 level of probability 
indicated that dating adjustment was normally distributed for both sexes, 
while dating satisfaction was not normally distributed for either sex. 
The . 05 level of probability was used as an acceptable indication 
of a statistically significant relationship. For males with an N of 200, 
a significant correlation at the . 05 level is .116, For females with an 
N of 130, it is . 147. At the . 01 level, a significant correlation is . 164 
for males and . 206 for females. The table used to determine the levels 
of significance of the computed correlation coefficients is given in 
Walker and Lev (55). Since direction was stated, a one tailed test was 
used. 
It should be noted that correlations found to be statistically 
significant indicate only association between variables and do not permit 
one to establish causality. 
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Multiple regression model building 
Although correlation is a useful technique for looking at single 
relationships, the researcher needs to look at multiple relationships if 
he is to get a deeper understanding of how phenomena are interrelated. 
Multiple regression is a very useful technique for accomplishing this. 
One of the major uses of multiple regression when there are many 
independent variables is to help find the sub-set that gives the best 
linear equation, or in other words, best explains the variance in the 
dependent variable. Finding the best sub-set of variables is called 
model building. It should be noted that at the present state of knowledge 
in sociology we seldom know which variables should be included in our 
model. The researcher is often confronted with several alternative 
models and has to decide which one is best for his purposes. 
Several procedures have been developed for use in model building. 
Draper and Smith (16) recommend as the best one the stepwise solution 
technique. This is a type of forward solution procedure where variables 
are systematically added rather than eliminated from the model. A 
major advantage of this technique is that at every stage of the regression 
all of the variables in the model are re-examined for significance. As 
a result, a variable which may have been one of the best variables at an 
early stage may later prove to be insignificant because of the relation­
ships between it and other variables now in the regression. Draper and 
Smith (16, pp. 171-172) outline this procedure as follows; 
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Step 1. The stepwise procedure starts with the simple correlation 
matrix and enters into .regression the x variable most highly-
correlated with the response. 
Step 2. Using the partial correlation coefficients, it now selects 
as the next variable to enter regression that x variable whose 
partial correlation coefficient with the response is highest. 
Step 3. The partial F test is calculated for both variables as 
though each variable wpre added last. If either of the variables 
falls below the predetermined significance level, it is removed 
from the regression. 
Step 4. This procedure is continued until the partial F test for 
all variables not in the regression is non-significant. 
As each variable is entered into the regression, the following 
values are examined: 
1. S. E., the standard error of estimate. This is an estimate of 
the variance about the regression. The smaller this statistic, 
the more precise will be the predictions. 
2. Partial F test. This evaluates the contribution of each 
variable as though it were the last one to enter the regression. 
It answers the question: given that all the other variables 
are in the regression, does the addition of this variable 
result in a significant contribution to the regression. 
2 3. R , the coefficient of determination. The larger this value is, 
the better the fitted equation ea^lains the variation in the 
dependent variable. 
8S 
4. R^, the shrunken multiple. This value is determined to 
adjust for the number of variables in the regression, thus 
2 
ensuring that an improvement in R due to adding a new term 
in the model has some real significance and is not due to the 
fact that the number of parameters in the model is getting 
close to the saturation point. 
Summary of Methods and Procedures 
In this chapter, the methods and procedures used in the study 
have been presented. In the first two major sections, the collection of 
data and characteristics of the sample were discussed. The data were 
collected from students in first year introductory sociology and social 
problems classes at Iowa State University. As the concern of this 
research was to examine relations among variables rather than to 
generalize the findings to the entire population of students, no attempt 
was made to select students on a random basis. The sample included 
200 males and 130 females. As each sex was analyzed separately there 
were, in effect, two sub-samples. 
In the third section of the chapter, the measurement of the 
specific sub-concepts of the study were presented and the empirical 
hypotheses were derived. A summary of the empirical measures used 
to operationalize the investment specific sub-concepts is presented in 
Table 23. The matrix format is used again in Table 24 to recapitulate 
86 
the 30 empirical hypotheses derived from relating each of the 15 
investment empirical measures to each of the two reward empirical 
measures. 
Examples of the empirical hypotheses that are summarized in 
the matrix are given below: 
E. H. 1: There is a positive relationship between the 
social-academic scores of I. S. U. students and 
their dating adjustment scores. 
E. H. 20: There is a positive relationship between the 
recent dating frequency of I, S. U. students and 
their dating satisfaction scores. 
Table 23. Empirical measures of specific sub - concepts 
I n v e s t m e n t s  
Social- Direct Indirect 
academic Social dating dating 
orientation class experience experience 
Social-
academic 
orientation 
score 
Father ' s 
education 
Age at 
first date 
Frequency of 
friends' 
dating 
Empirical 
Measures 
Campus 
activities 
Coffee breaks 
High school 
dating 
frequency 
Recent 
dating 
frequency 
Parties 
attended 
Class 
attendance 
Time studying 
Emotional 
involvement 
in dating 
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I n v e s t m e n t s  R e w a r d s  
Age 
Access to 
a car 
Physical 
attractiveness 
Dating 
adjustment 
Dating 
satisfaction 
Age in 
years 
Access to 
a car 
score 
Physical 
attractiveness 
self-rating 
Dating 
adjustment 
score 
Dating 
satisfaction 
score 
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Table 24. Matrix showing empirical hypotheses resulting when 
comparing each investment measure with each reward 
measure^ 
Investments Rewards 
Dating Dating 
adjustment satisfaction 
score score 
Social-academic orientation score E. H. 1 E. H, 2 
Campus activities E. H. 3 E. H. 4 
Coffee breaks E, H, 5 E. H. 6 
Parties attended E. H. 7 E. H. 8 
Class attendance E. H. 9 E. H. 10 
Time studying E. H. 11 E. H, 12 
Father's education E. H. 13 E. H. 14 
Age at first date E. H. 15 E. H. 16 
High school dating frequency E. H. 17 E. H. 18 
Recent dating frequency E. H. 19 E. H. 20 
Emotional involvement in dating E. H, 21 E. H. 22 
Frequency of friends' dating E. H. 23 E. H. 24 
Age in years E. H. 25 E. H. 26 
Access to a car score E. H. 27 E. H. 28 
Physical attractiveness self-rating E. H. 29 E. H. 30 
^It is hypothesized that there is positive relationship between 
each of the investment measures in the rows and each of the reward 
measures in the columns, with the exception of: class attendance, 
time studying, and age at first date, which are negatively related 
to each of the reward measures. 
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CHAPTER IV: FINDINGS 
Introduction 
The findings of this dissertation will be presented in three major 
sections of this chapter. In the first section, the hypotheses of the 
study and the results of the statistical tests of significance will be 
presented. In the second section, the results of multiple regression 
model building will be presented. The final section will consist of the 
results of additional analyses. 
Statements and Tests of Theoretical and Empirical Hypotheses 
The procedure followed in this section will be: (1) to state the 
single general hypothesis (G. H. ), (2) to state each specific hypothesis 
(S. H. ), (3) to state the empirical hypotheses (E. H. ) related to each 
specific hypothesis, (4) to state the statistical hypotheses\ and (5) to 
state the results of the statistical tests of significance. The theoretical 
hypotheses are presented in the order in which they appeared in Chapter 
II. The empirical hypotheses are presented directly under the theoreti­
cal hypotheses to which they refer which means that they are not 
2 presented in the order in which they appeared in Chapter III .  As stated 
^ A clear distinction between empirical and statistical hypotheses 
i s  m a d e  b y  L u t z  ( 3  7 ,  p p .  5 8 - 5 9 ) .  
2 This is because in Chapter III two dependent variables were 
presented with each independent variable. 
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earlier, the . 05 level of probability will be used to determine statistical 
significance. In other words, the researcher is willing to assume the 
risk that one out of every 20 times a correlation will be high enough to 
indicate that a relationship does exist when in fact it is due merely to 
chance factors. For the sample of 200 males, the correlation coefficient 
will have to be . 116 or greater if the relationship is to be considered 
statistically significant; for the sample of 130 females, the correlation 
will have to be . 147 or greater. 
General hypothesis; In an exchange relationship the 
investments of actors vary positively with the rewards they receive. 
S. H. 1: There is a positive relationship between the social-
academic orientation of students and their dating 
adjustment. The higher their social (versus academic) 
orientation, the higher is their dating adjustment, 
E. H. 1: There is a positive relationship between the 
social-academic orientation scores of I. S. U. 
students and their dating adjustment scores. ^ 
H  I :  p > 0  
H Q I :  P ^ O  
The computed r value is . 079 for males and . 004 for females. 
For both males and females these values are not significant at the . 05 
^ To help distinguish the presentation of the dependent variables, 
dating adjustment will be underlined in each of the empirical hypotheses. 
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level of probability. The null hypothesis is not rejected. The data do not 
support the statistical hypothesis that there is a positive linear corre­
lation between the soci&l-academic scores of I. S. U. students and their 
dating adjustment scores. These findings do not support the relation­
ship stated in specific hypothesis 1. 
E. H. 3: The involvement in campus activities of 1. S. U. 
students is positively related to their dating 
adjustment scores. ^ 
H^3: P>0 
H Q 3 :  p ^ O  
The computed r value is .23 7 for males and . 055 for females. 
At the . 05 level of probability, these values are significant for males 
but not for females. The null hypothesis is rejected for males but not 
for females. Only the data for males support the statistical hypothesis 
that there is a positive linear correlation between the involvement in 
campus activities of I. S. U. students and their dating adjustment scores. 
For males these findings support the relationship stated in specific 
hypothesis 1; for females they do not. 
The empirical hypotheses are not numbered consecutively 
here, instead, they are numbered according to the order in which they 
appeared in Chapter III so that consistency of presentation can be 
maintained. It will be recalled that in Chapter III two dependent 
variables were presented with each independent variable. 
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E. H. 5: There is a positive relationship between the 
time spent on daily coffee breaks by I. S, U. 
students and their dating adjustment scores. 
H ^ 5 i  p > 0  
H Q 5 :  P ^ O  
The computed r value is . 240 for males and . 087 for females. 
At the . 05 level of probability, these values are significant for males 
but not for females. The null hypothesis is rejected for males but not 
for females. Only the data for males support the statistical hypothesis 
that there is a positive linear correlation between time spent on daily 
coffee breaks by I. S. U. students and their dating adjustment scores. 
For males these findings support the relationship stated in specific 
hypothesis 1; for females they do not. 
E. H. 7: There is a positive relationship between the 
frequency of attendance at parties by I. S. U. 
students and their dating adjustment scores. 
H ^ 7 ;  p > 0  
H Q 7 :  P ^ O  
The computed r value is . 265 for males and . 158 for females. 
For both males and females these values are significant at the . 05 level 
of probability. The null hypothesis is rejected. The data support the 
statistical hypothesis that there is a positive linear correlation between 
the frequency of attendance at parties by I. S. U. students and their 
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dating adjustment scores. These findings support the relationship 
stated in specific hypothesis 1. 
E. H. 9: There is a negative relationship between the 
frequency of class attendance of I. S. U. students 
and their dating adjustment scores. 
H^9: p>0 
H Q9 :  p - - 0  
The computed r value is 158 for males and -.05 6 for females. 
At the . 05 level of probability, these values are significant for males 
but not for females. The null hypothesis is rejected for males but not 
for females. Only the data for males support the statistical hypothesis 
that there is a positive linear correlation between the frequency of class 
attendance of I. S. U. students and their dating adjustment scores. For 
males these findings support the relationship stated in specific hypothesis 
1; for females they do not. 
E .  H .  1 1 :  T h e r e  i s  a  n e g a t i v e  r e l a t i o n s h i p  b e t w e e n  t h e  
time spent studying of I. S. U. students and 
their dating adjustment scores. 
H ^ l l ;  p > 0  
A 
H QI I :  P ^ O  
The computed r value is .037 for males and .012 for females. 
At the . 05 level of probability, these values are not significant for both 
males and females. The null hypothesis is not rejected. The data do 
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not support the statistical hypothesis that there is a positive linear 
correlation between the time spent studying of I. S. U. students and their 
dating adjustment scores. These findings do not support the relation­
ship stated in specific hypothesis 1. 
Specific hypothesis 1 was tested by six statistical hypotheses. 
For males four hypotheses, those containing the variables of: 
involvement in campus activities, time spent on daily coffee breaks, 
frequency of attendance at parties, and frequency of class attendance 
were supported. For females only the hypothesis containing the variable 
of frequency of attendance at parties was supported, 
S. H. 2: There is a positive relationship between the social-
academic orientation of students and their dating satis­
faction. The higher their social (versus academic) 
orientation, the higher is their dating satisfaction. 
E. H. 2 :  There is a positive relationship between the 
social-academic orientation scores of I. S. U. 
students and their dating satisfaction scores. 
H ^ 2 :  p > 0  
H Q 2 :  p ^ O  
The computed r value is . 099 for males and -.025 for females. 
For both males and females these values are not significant at the . 05 
level of probability. The null hypothesis is not rejected. The data do 
not support the statistical hypothesis that there is a positive linear 
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correlation between the social-academic scores of I, S. U. students and 
their dating satisfaction scores. These findings do not support the 
relationship stated in specific hypothesis 2. 
E. H. 4: The involvement in campus activities of L S. U. 
students is positively related to their dating 
satisfaction scores. 
H^4: p>0 
H Q 4 :  p ^ O  
The computed r value is . 189 for men and . 004 for women. At 
the . 05 level of probability, these values are significant for males but 
not for females. The null hypothesis is rejected for males but not for 
females. Only the data for males support the statistical hypothesis 
that there is a positive linear correlation between the involvement in 
campus activities of I. S. U. students and their dating satisfaction scores. 
For males these findings support the relationship stated in specific 
hypothesis 2; for females they do not. 
E. H. 6; There is a positive relationship between the 
time spent on daily coffee breaks by I. S. U. 
students and their dating satisfaction scores. 
H  6 :  p > 0  
A 
H Q6 :  p ^ O  
The computed r value is . 187 for males and , 099 for females. 
At the . 05 level of probability, these values are significant for males 
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but not for females. The null hypothesis is rejected for males but not 
for females. Only the data for males support the statistical hypothesis 
that there is a positive linear correlation between the time spent on daily 
coffee breaks by I. S. U. students and their dating satisfaction scores. 
For males these findings support the relationship stated in specific 
hypothesis 2; for females they do not. 
E. H. 8; There is a positive relationship between the 
frequency of attendance at parties by I. S. U. 
students and their dating satisfaction scores. 
H  8 :  p > 0  
A 
H Q8 :  p ^ O  
The computed r value is .223 for males and . 069 for females. 
At the . 05 level of probability, these values are significant for males 
but not for females. The null hypothesis is rejected for males but not 
for females. Only the data for males support the statistical hypothesis 
that there is a positive linear correlation between the frequency of 
attendance at parties by I. S. U. students and their dating satisfaction 
scores. For males these findings support the relationship stated 
in specific hypothesis 2; for females they do not. 
E. H. 10: There is a negative relationship between the 
frequency of class attendance of I. S. U. students 
and their dating satisfaction scores. 
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H ^ I O :  p > 0  
A 
H^IO: p^O 
The computed r value is 103 for males and 087 for females. 
At the . 05 level of probability, these values are not significant for either 
males or females. The null hypothesis is not rejected. The data do not 
support the statistical hypothesis that there is a negative linear corre­
lation between the frequency of class attendance of I. S. U. students and 
their dating satisfaction scores. These findings do not support the 
relationship stated in specific hypothesis 2. 
E. H. 12: There is a negative relationship between the 
time spent studying of I. S. U. students and 
their dating satisfaction scores. 
H 12: p>0 
A 
HQ12: P^O 
The computed r value is 074 for males and . 003 for females. 
For both males and females these values are not significant at the . 05 
level of probability. The null Jiypothesis is not rejected. The data do 
not support the statistical hypothesis that there is a negative linear 
correlation between the time spent studying of I. S. U. students and their 
dating satisfaction scores. These findings do not support the relation­
ship stated in specific hypothesis 2. 
Specific hypothesis 2 was tested by six statistical hypotheses. 
For males three hypotheses, those containing the variables of: 
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involvement in campus activities, time spent on daily coffee breaks, 
and frequency of attendance at parties were supported. None of the 
hypotheses were supported for females, 
S. H. 3: There is a positive :.-elationship between the social 
class background of students and their dating adjustment. 
The higher their social class background, the higher is 
their dating adjustment. 
E. H. 13: For I. S. U. students, there is a positive 
relationship between the education of the 
students' fathers and the students' dating 
adjustment scores. 
H 13; p>0 
A 
HQ13; P^O 
The computed r value is . 003 for males and . 150 for females. 
At the .05 level of probability, these values are not significant for 
males, but are significant for females. The null hypothesis is 
rejected for females but not for males. Only the data for females 
support the statistical hypothesis that for I. S. U. students there is a 
positive linear correlation between the education of the students' 
fathers and the students' dating adjustment scores. For females these 
findings support the relationship stated in specific hypothesis 3; for 
males they do not. 
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s. H. 4: There is a positive relationship between the social 
class background of students and their dating satis­
faction. The higher their social class background, the 
higher is their dating satisfaction. 
E. H. 14: For I. S. U. students, there is a positive 
relationship between the education of the 
students' fathers and the students' dating 
satisfaction scores. 
H 14: p>0 
A 
HQ14: P ^0 
The computed r value is . 002 for males and ,217 for females. 
At the . 05 level of probability, these values are significant for females 
but not for males. The null hypothesis is rejected for females but not 
for males. Only the data for females support the statistical hypothesis 
that for I. S. U. students there is a positive linear correlation between 
the education of the students' fathers and the students' dating satisfaction 
scores. For females these findings support the relationship stated in 
specific hypothesis 4; for males they do not. 
S. H. 5: There is a positive relationship between the direct; 
dating experience of students and their dating ad­
justment. The greater their direct dating experience, 
the higher is their dating adjustment. 
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E. H. 15: There is a negative relationship between the 
age of initial dating of I, S. U. students and 
their dating adjustment scores. ^ 
H  1 5 ;  p > 0  
A 
H Q1 5 :  p ^ O  
The computed r value is 346 for males and 372 for females. 
At the . 05 level of probability, these values are significant for both 
males and females. The null hypothesis is rejected. The data support 
the statistical hypothesis that there is a negative linear correlation 
between the age of initial dating of I. S. U. students and their dating 
adjustment scores. These findings support the relationship stated in 
specific hypothesis 5. 
E, H. 17; There is a positive relationship between the 
frequency of dating in high school of I. S. U. 
students and their dating adjustment scores. 
H 17; p>0 
A 
H^17; p^O 
The computed r value is . 297 for males and , 440 for females. 
At the . 05 level of probability, these values are significant for both 
males and females. The null hypothesis is rejected. The data support 
^The empirical hypotheses containing age of initial dating are 
stated in a negative direction because it is assumed that the earlier the 
age at which students began dating, the more direct experience with 
dating they have had. 
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the statistical hypothesis that there is a positive linear correlation 
between the frequency of dating in high school of I. S. U. students and 
their dating adjustment scores. These findings support the relationship 
stated in specific hypothesis 5. 
E. H. 19: There is a positive relationship between the 
recent dating frequency of I. S. U. students and 
their dating adjustment scores. 
H^19: p>0 
H ^ 1 9 :  p ^ O  
The computed r value is . 543 for males and . 584 for females. At 
the . 05 level of probability, these values are significant for both males 
and females. The null hypothesis is rejected. The data support the 
statistical hypothesis that there is a positive linear correlation between 
the recent dating frequency of I. S. U. students and their dating adjustment 
scores. These findings support the relationship stated in specific 
hypothesis 5. 
E, H. 21; There is a positive relationship between the 
emotional involvement in dating of I. S. U. 
students and their dating adjustment scores. 
H^21: p>0 
H _ 2 1 :  p ^  0  O 
The computed r value is . 440 for males and . 540 for females. 
At the . 05 level of probability, these values are significant for both 
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males and females. The null hypothesis is rejected. The data support 
the statistical hypothesis that there is a positive linear correlation 
between the emotional involvement of I. S. U. students in dating and 
their dating adjustment scores. These findings support the relationship 
stated in specific hypothesis 5. 
Specific hypothesis 5 was tested by four statistical hypotheses. 
For both sexes all four hypotheses were supported. These hypotheses 
contained the variables of: age of initial dating, frequency of high 
school dating, recent dating frequency, and emotional involvement in 
dating. 
S. H. 6: There is a positive relationship between the direct 
dating experience of students and their dating satis­
faction. The greater their direct dating experience, the 
higher is their dating satisfaction. 
E. H. 16: There is a negative relationship between the age 
of initial dating of I. S. U. students and their 
dating satisfaction scores. 
H^16: p>0 
H ^ l 6 :  p ^ O  
The computed r value is -. 230 for males and -.383 for females. 
At the . 05 level of probability, these values are significant for both 
males and females. The null hypothesis is rejected. The data support 
the statistical hypothesis that there is a negative linear correlation 
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between the age of initial dating of I, S. U. students and their dating 
satisfaction scores. These findings support the relationship stated in 
specific hypothesis 6. 
E, H. 18: There is a positive relationship between the 
frequency of dating in high school of I. S. U. 
students and their dating satisfaction scores, 
H 18: p>0 
A 
HQ18: P ^0 
The computed r value is .232 for males and . 406 for females. 
At the . 05 level of probability, these values are significant for both 
males and females. The null hypothesis is rejected. The data support 
the statistical hypothesis that there is a positive linear correlation 
between the frequency of dating in high school of I. S, U. students and 
their dating satisfaction scores. These findings support the relationship 
stated in specific hypothesis 6. 
E. H. 20: There is a positive relationship between the 
recent dating experience of I. S. U. students 
and their dating satisfaction scores. 
H 20: p>0 
A 
HQ20: p^O 
The computed r value is . 635 for males and . 670 for females. 
At the . 05 level of probability, these values are significant for both ' 
males and females. The null hypothesis is rejected. The data support 
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the statistical hypothesis that there is a positive linear correlation 
between the recent dating frequency of I, S. U. students and their dating 
satisfaction scores. These findings support the relationship stated in 
specific hypothesis 6. 
E. H. 22: There is a positive relationship between the 
emotional involvement in dating of 1. S. U. 
students and their dating satisfaction scores. 
H 22: p>0 
A ^ 
HQ22: P^O 
The computed r value is .510 for males and . 751 for females. 
At the . 05 level of probability, these values are significant for both 
males and females. The null hypothesis is rejected. The data support 
the statistical hypothesis that there is a positive linear correlation 
between the emotional involvement in dating of I. S. U. students and their 
dating satisfaction scores. These findings support the relationship 
stated in specific hypothesis 6. 
Specific hypothesis 6 was tested by four statistical hypotheses. 
For both sexes all four hypotheses were supported. These hypotheses 
contained the variables of: age of initial dating, frequency of high school 
dating, recent dating frequency, and emotional involvement in dating. 
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S. H. 7: There is a positive relationship between the indirect 
dating experience of students and their dating ad­
justment, The greater their indirect dating experience, 
the higher is their dating adjustment. 
E. H, 23: For I. S. U. students, there is a positive 
relationdhip between the dating frequency of the 
students' friends and the students' dating 
adjustment scores. 
H 23: p>0 
A 
HQ23 :  0 ^0  
The computed r value is .267 for males and . 293 for females. 
At the . 05 level of probability, these values are significant for both 
males and females. The null hypothesis is rejected. The data support 
the statistical hypothesis that for I. S. U. students there is a positive 
linear correlation between the dating frequency of the students' friends 
and the students' dating adjustment scores. These findings support the 
relationship stated in specific hypothesis 7. 
S. H. 8: There is a positive relationship between the indirect 
dating experience of students and their dating satis­
faction, The greater their indirect dating experience, 
the higher is their dating satisfaction. 
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E. H, 24: For I- S. U. students, there is a positive 
relationship between the dating frequency of 
the students' friends and the students' dating 
satisfaction scores. 
H^24: p>0 
H Q 2 4 :  P ^ O  
The computed r value is . 305 for males and . 302 for females. 
At the , 05 level of probability, these values are significant for both 
males and females. The null hypothesis is rejected. The data support 
the statistical hypothesis that for I. S. U. students there is a positive 
linear correlation between the dating frequency of the students' friends 
and the students' dating satisfaction scores. These findings support 
the relationship stated in specific hypothesis 8. 
S. H. 9: There is a positive relationship between the age of 
students and their dating adjustment. The older 
they are, the higher is their dating adjustment. 
E. H. 25; There is a positive relationship between the 
age in years of I. S. U. students and their 
dating adjustment scores. 
H^25; p>0 
H Q 2 5 :  p s o  
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The computed r value is .211 for males and -, 141 for females. 
At the . 05 level of probability, these values are significant for males 
but not for females. The null hypothesis is rejected for males but not 
for females. Only the data for males support the statistical hypothesis 
that there is a positive linear correlation between the age in years of 
I. S. U. students and their dating adjustment score. For males these 
findings support the relationship stated in specific hypothesis 9; for 
females they do not. 
S, H, 10: There is a positive relationship between the age of 
students and their dating satisfaction. The older they 
are, the higher is their dating satisfaction. 
E. H. 26; There is a positive relationship between the 
age in years of I. S, U. students and their dating 
satisfaction scores. 
H 26; p>0 
A 
HQ26; pSO 
The computed r value is -.168 for males and . 040 for females. 
At the . 05 level of probability, these values are not significant for both 
sexes. The null hypothesis is not rejected. The data do not support 
the statistical hypothesis that there is a positive linear correlation 
between the age in years of I, S, U. students and their dating satisfaction 
scores. These findings do not support the relationship stated in specific 
hypothesis 10, 
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S. H. 11: There is a positive relationship between the access to 
a car of students and their dating adjustment. The 
greater their access to a car, the higher is their 
dating adjustment. 
E. H. 27: There is a positive relationship between the 
access to a car scores of I, S. U, students and 
their dating adjustment scores. 
H^27; p > 0  
H Q 2 7 :  P ^ O  
The computed r value is , 214 for males and . 231 for females. 
At the . 05 level of probability, these values are significant for both 
males and females. The data support the statistical hypothesis that 
there is a positive linear correlation between the access to a car scores 
of I. S. U, students and their dating adjustment scores. These findings 
support the relationship stated in specific hypothesis II. 
S. H. 12: There is a positive relationship between the access to 
a car of students and their dating satisfaction. The 
greater their access to a car, the higher is their 
dating satisfaction. 
E. H. 28; There is a positive relationship between the 
access to a car scores of I. S. U. students and 
their dating satisfaction scores. 
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H^28: p>0 
A 
H 28: p£0 
The computed r value is . 250 for males and .35 8 for females. 
At the . 05 level of probability, these values are significant for both 
males and females. The null hypothesis is rejected. The data support 
the statistical hypothesis that there is a positive linear correlation 
between the access to a car scores of 1. S. U. students and their dating 
satisfaction scores. These findings support the relationship stated 
in specific hypothesis 12. 
S. H. 13: There is a positive relationship between the physical 
attractiveness of students and their dating adjustment. 
The greater their physical attractiveness, the higher 
is their dating adjustment. 
E. H. 29: There is a positive relationship between the 
self-rating of physical attractiveness of 
I. S. U. students and their dating adjustment 
scores. 
H 29: p>0 
HQ29; P^O 
The computed r value is . 348 for males and . 230 for females. 
At the . 05 level of probability, these values are significant for both 
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males and females. The null hypothesis is rejected. The data support 
the statistical hypothesis that there is a positive linear correlation 
between the self-rating of physical attractiveness of I. S. U. students 
and their dating adjustment scores. These values support the relation­
ship stated in specific hypothesis 13. 
S. H. 14: There is a positive relaticnship between the physical 
I 
attractiveness of students and their dating satisfaction. 
The greater their physical attractiveness, the higher is 
their dating satisfaction. 
E. H. 3 0: There is a positive relationship between the 
self-rating of physical attractiveness of 
I. S. U. students and their dating satisfaction 
scores. 
H 30: p>0 
A 
H^30: psO 
The computed r value is .305 for males and . 301 for females. 
At the . 05 level of probability, these values are significant for both males 
and females. The null hypothesis is rejected. The data support the 
statistical hypothesis that there is a positive linear correlation between 
the self-rating of physical attractiveness of I. S. U. students and their 
dating satisfaction scores. These findings support the relationship 
stated in specific hypothesis 14. 
I l l  
Multiple Regression Model Building 
This section of the chapter will deal with the selection of the 
"best" regression models for predicting the dating adjustment scores 
and the dating satisfaction scores of I. S. U. students. The stepwise 
technique explained earlier (see p. 83) will be used to build the models. 
Four models will be developed to predict: (1) dating adjustment scores 
for I. S. U. males, (2) dating adjustment scores for I. S. U. females, 
(3) dating satisfaction scores for I. S. U. males, and (4) dating satis­
faction scores for L S, U. females. As mentioned previously (see pp. 83-
84) the criteria that will be used for evaluating each model include: 
(1) S. E, , the standard error of estimate, (2) the partial F test at the , 01 
2  - 2  level, (3) R , the coefficient of determination, and (4) R , the shrunken 
multiple. These criteria will be presented in tables showing each stage 
in the development of the models. The reader is advised to look for 
decreases in the standard error of estimate and increases in the 
2 _ 2 
cumulative size of the R and R value as each variable is put into the 
model. 
To help present the models in a parsimonious manner, the 
variables will frequently be referred to by numbers. The variables 
and the numbers assigned to them are presented in Table 25. 
11?. 
Table 25. Variables by number 
Number Variable 
Independent variables 
social-academic orientation score 
involvement in campus activities 
^3 time spent on daily coffee breaks 
frequency of attendance at parties 
^5 frequency of class attendance 
^6 time spent studying 
*7 father's education 
age of initial dating 
frequency of high school dating 
^10 recent dating frequency 
^11 emotional involvement in dating 
frequency of friends' dating 
^13 age in years 
^14 access to a car score 
physical attractiveness self-rating 
Dependent variables 
dating adjustment scores for males 
^2 dating adjustment scores for females 
^3 
dating satisfaction scores for males 
dating satisfaction scores for females 
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Dating adjustment scores for males 
Table 26 shows that the stepwise solution results in eight 
variables being obtained as predictors of dating adjustment scores for 
males. The eight variables, in the order of their appearance in the 
solution, include: (1) recent dating frequency (2) age of initial 
dating (X^), (3) age in years (X ), (4) involvement in campus activities 
o 13 
(X^), (5) frequency of class attendance (X^), (6) emotional involvement in 
dating (X^^), (7) time spent on daily coffee breaks (X^), and (8) physical 
attractiveness self-rating (X^g). The prediction equation obtained is:^ 
Y, = 155.  791 + ( -8 .  361)X_ + (4.  590)X,  + (8 .  693)X_ + ( .  6,  704)X, ,  + 
1  £ ,  5  o  o  
(10.  861)Xjq + (5.  405)XjJ + (12.  012)X^^ + (-8.312)X^g 
By substituting a male student's score on each of the eight independent 
variables in the above equation, his dating adjustment score may be 
2 
estimated. The R value is . 447 which means that forty-five percent 
of the variation in the dependent variable of this equation, namely, 
dating adjustment scores, has been explained by the eight independent 
variables in this equation. 
Because of the procedures used [in coding, some of the inde­
pendent variables may have negative beta coefficients even though 
they are related positively to the dependent variable. 
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Table 2 6. Stepwise regression solution for the dating adjustment 
scores of I. S. U. males; changes in characteristics of the 
regression equations 
Variable Partial Cumulative Addition to Cumulative 
entered S. E. F R2 R2 of last R2 
variable 
^10 45.42 82. 17* . 295 . 295 . 291 
C
O
 
X
 44. 39 10.22* . 329 . 034 . 323 
^13 43. 29 
11. 14=:= 
. 3 66 . 03 7 . 356 
42. 28 10. 52* . 398 . 032 . 386 
-s 
41. 87 4. 82* . 413 . 015 . 398 
^11 41.45 4. 93* . 427 . 014 . 406 
-3 41. 23 3. 17* . 43 7 . 010 . 416 
^15 40.94 3. 65* . 447 . 010 . 427 
Significant at . 0 1  level 
Dating adjustment scores for females 
Table 27 shows that the stepwise solution results in three 
variables being obtained as predictors of dating adjustment scores for 
women. The three variables, in their order of appearance in the 
solution, include; (1) recent dating frequency (2) emotional 
involvement in dating (X^^), and (3) age of initial dating (Xg). The 
prediction equation obtained is; 
Y = 156,197 + ( -7 ,336)Xg + (9.  672)XJQ + (14.  117)X^^^ 
By substituting a female student's score on each of the three 
independent variables in the above equation, her dating adjustment 
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2 
score may be estimated. The R value is , 432 which means that forty-
three percent of the variation in the dependent variable of this equation, 
namely, dating adjustment scores, has been explained by the three 
independent variables in the equation. 
Table 27. Stepwise regression solution for the dating adjustment 
scores of I. S. U. females: changes in characteristics of 
the regression equations 
Variable Partial Cumulative Addition to Cumulative 
entered S. E. F R^ of last R? 
variable 
XjQ 44.68 66.30- .341 .341 .33 6 
Xjj 42.59 13. 84* .406 ,065 .396 
X_ 41,81 5. 79» . 432 ,026 ,418 O 
Significant at .01 level 
Dating satisfaction scores for males 
Table 28 shows that the stepwise solution results in four 
variables being obtained as predictors of dating satisfaction scores for 
males. The four variables, in the order of their appearance in the 
solution, include: (1) recent dating frequency (XJQ), (2) emotional 
involvement in dating (X ), (3) involvement in campus activities (X ), 
11 2 
and (4) age in years The prediction equation obtained is: 
Y, = 5. 090 + (, 131)X_ + (-.438)X__ + (-. 171)X,, + 170)X,, j  Ù  1U  11  1J  
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By substituting a male student's score on each of the four 
independent variables in the above equation, his dating satisfaction 
score may be estimated. The value is . 455 which means that forty-
six percent of the variation in the dependent variable of this equation, 
namely, dating satisfaction scores, has been explained by the four 
independent variables in this equation. 
Table 28. Stepwise regression solution for the dating satisfaction 
scores of I. S. U. males: changes in characteristics of the 
regression equations 
Variable Partial Cumulative Addition to Cumulative 
entered S. E. F R^ of last R^ 
variable 
XjQ .989 133.76* .403 .403 .400 
.966 10.21* .433 .030 .427 
X .959 3.98* .444 .011 .435 
X^ . 951 3.92* .455 . Oil .444 
* Significant at . 01 level 
Dating satisfaction scores for females 
Table 29 shows that the stepwise solution results in four variables 
being obtained as predictors of dating satisfaction scores for females. 
The four variables, in the order of their appearance in their solution, 
include: (1) emotional involvement in dating (X^(2) recent dating 
frequency (X^^), (3) age of initial dating (Xg), and (4) physical attractive­
ness self-rating (Xjg). The prediction equation obtained is: 
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Y = 4. 120 + (. 119)Xg + (-. 233)X^q + (-.389)X^^ + (. l64)X^g 
By substituting a female student's score on each of the four 
independent variables in the above equation, her dating satisfaction score 
may be estimated. The value is . 680 which means that sixty-eight 
percent of the variation in the dependent variable of this equation, 
namely, dating adjustment scores, has been explained by the four 
independent variables in the equation. 
Table 29. Stepwise regression solution for the dating satisfaction 
scores of I. S. U. females; changes in characteristics 
of the regression equations 
Variable Partial Cumulative Addition to Cumulative 
entered S. E. F r2 of last 
variable 
R2 
^11 . 792 165. 86* . 5 64 . 5 64 . 5 61 
^10 . 710 32. 53* . 653 . 089 . 647 
^8 . 696 24. 78* . 669 . 016 . 661 
-15 . 687 4. 20* . 680 . Oil . 670 
Significant at .01 level 
Additional Analysis 
In the previous sections of this chapter, the analysis was 
concerned with the variables that were established as belonging to the 
exchange model presented in Chapter II. Two-variable relations were 
examined. This was followed by model building procedures. 
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In this section, the analysis will be concerned with variables 
that were not included in the original model but which might be related 
to the dependent variables of this study. The additional variables that 
will be analyzed were presented in Chapter II as characteristics of the 
sample. These variables include: (1) college of enrollment, (2) rural-
urban background, (3) year in college, (4) "Greek" membership, (5) 
number of persons dated, and (6) dating outside of Ames. First, the 
results of the tests of significance of the relationship of each of these 
variables to each of the dependent variables will be presented. Following 
this, the variables that are found to be significantly related to either 
or both of the dependent variables will be added to the appropriate 
multiple regression models presented in the previous section to see what 
effect, if any, they have on the models. 
Two-variable analysis 
As the measure to determine the student's college of enrollment 
was nominal while the measures of the other variables were ordinal, 
the chi square statistic will be used to determine if college of enrollment 
is related to each of the dependent variables, while the correlation 
coefficient statistic will be used to determine if each of the remaining 
variables is related to each of the reward variables. The two tailed 
test will be used as the direction of the relationships is unspecified. 
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Chi square values obtained when college of enrollment is related 
to scores of dating adjustment and dating satisfaction are shown in 
Appendix D, Table 3 7, p. 175. At the . 05 level of probability, according 
to these chi square values, college of enrollment is not related to either 
dating adjustment or dating satisfaction. 
The correlations between the remaining variables and the reward 
variables are given in Appendix D, Table 38, p. 175. Variables that 
appear to be significantly related to dating adjustment are for males, 
number of persons dated and for females, dating outside of Ames. 
Variables that appear to be significantly related to dating satisfaction 
are for males, number of persons dated outside of Ames and for females, 
"Greek" membership. 
Multiple regression model building 
The above variables were added to the multiple regression models 
presented in the previous section to determine what effect, if any, they 
would have on the models. When the stepwise solutions were run with 
the added variables, the models that resulted were basically unchanged 
from those presented earlier. (See Appendix D, Table 39, p. 176, for 
2 
a comparison of the R values of the original models and the models 
developed with the added variables. ) 
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CHAPTER V: DISCUSSION 
Introduction 
A discussion of the findings of this dissertation relative to the 
objectives stated in Chapter I will be presented in this chapter. First, 
in order to facilitate discussion, there will be a presentation of the 
different levels of conceptual abstraction that have been developed in this 
dissertation. Next, there will be a review of the results of operation-
alizing the concepts of dating adjustment and dating satisfaction followed 
by a presentation of the results of the statistical tests as they relate 
to the reward variables. In the third section, the results of the statisti­
cal tests as they relate to the investment variables will be presented. In 
the fourth section, the findings pertaining to model building will be 
discussed. In the final section, some of the limitations of the study and 
suggestions for future research will be presented. 
Levels of Abstraction of Concepts 
Four levels of concepts were explicated in order to test the 
general hypothesis of this dissertation. In the order of their generality, 
moving from the most general to the least, the types of concepts that 
were used in this study included: general concepts, sub-concepts, 
specific sub-concepts, and empirical measures. The main hypothesis 
of the study contained general level concepts while the hypotheses used 
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to test the general hypothesis contained empirical measures. ^ Table 
30 shows the relationships between the different levels of concepts and 
illustrates how generality is greatest at the highest level and least 
at the lowest level. 
Dating Adjustment and Dating Satisfaction 
The first general objective of this dissertation was to analyze 
dating adjustment and dating satisfaction. In Chapter II the specific 
sub-concepts of dating adjustment and dating satisfaction were derived 
from two of the functions of dating, namely, dating as sex role learning 
and personality adjustment, and dating as pleasure. To achieve 
generality of analysis, the two dependent variables were subsumed under 
the more general sub-concepts of adjustment and satisfaction; in turn, the 
two sub-concepts were subsumed under the general concept of reward. 
In Chapter III dating adjustment and dating satisfaction were operation-
alized by means of a 21 item scale, while dating satisfaction was 
operationalized by means of a single item. 
The dating adjustment scale was analyzed with respect to the 
property of additivity on the basis of criteria presented by Warren, 
Klonglan, and Sabri (58, pp. 14-16). On the basis of these criteria, it 
appeared that the dating adjustment scale did have the property of 
^Lutz (37, pp. 70-72) gives an explicit discussion of the functions 
of levels of abstraction as related to generalization and measurement. 
Table 30. Levels of abstraction and empirical measures of concepts 
Level of Type of Independent variables 
abstraction concept 
High Concept Investments 
general 
Middle Sub-concept Investment Family Social 
general orientation background resources 
resources 
Low Specific Social- Social Direct 
general sub-concept academic class dating 
orientation experience 
Empirical Empirical Social- Father's Age at 
measures academic education first date 
orientation 
Campus High school 
activities dating 
frequency 
Coffee Present 
breaks dating 
frequency 
Parties 
attended 
Class Emotional 
attendance involvement 
in dating 
Time 
studying 
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Independent variables Dependent variables 
Investments Rewards 
Social Resources Economic Personal 
resources appearance 
resources 
Adjustment Satisfaction 
Indirect Age Access to Physical 
dating a car attractive-
experience ness 
Dating Dating 
adjustment satisfaction 
Frequency Age in Access to Physical 
of friends' years a car attractive-
dating score ness self-
rating . 
Dating Dating 
adjustment satisfaction 
score score 
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additivity. All of the scale items for both males and females were 
above the minimum acceptable item-total correlation. The coefficient 
of reliability based on the item inter cor relations was . 91 and . 90 for 
males and females, respectively. The means and the variances of the 
items appeared to be unrelated. The item inter cor relation s were 
concentrated in a moderately narrow range with over 60 percent of 
them falling between . 20 and . 49. The total scores for both males and 
females showed a wide range of responses. 
With regard to the single item measuring dating satisfaction, 
some support for moderate reliability was given by the fact that the 
item had a correlation with a similar item, also measuring dating satis­
faction, of . 824 for females and . 753 for males. 
With regard to the question of validity, it was proposed that this 
would be assessed in terms of the predictive power of the independent 
variables in the investment model. The assumption was that if the 
variables of the model predicted a significant amount of the variance in 
the dependent variables of dating adjustment scores and dating satis­
faction scores, some evidence of validity would be obtained. ^ 
Stepwise models 1 and 2, presented in the previous chapter, 
accounted for 44, 7 percent and 43. 2 percent of the variance in the dating 
adjustment scores of males and females, respectively. Models 3 and 4 
^It will be recalled that the author bases this assumption on 
statements made by Ebel (17) and Blalock (4, p, 23). 
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accounted for 45. 5 percent and 68 percent of the variance in the dating 
2 
satisfaction scores for males and females, respectively. These R 
values are sufficiently high to give at least some support to the 
assumption that the measures of dating adjustment and dating satisfaction 
are valid ones. 
Having assessed the two variables on the basis of such criteria 
as reliability and validity, it is now appropriate to compare and contrast 
them with respect to their single variable relationships with the in­
vestment variables. 
Table 31 shows that each of the two reward measures had almost 
the same number of significant correlations with the investment measures. 
Dating adjustment scores had 21 significant correlations, while dating 
satisfaction scores had 19. What is even more interesting is that 
dating adjustment scores had significant correlations with the same 
variables as dating satisfaction scores. The only exceptions were that 
dating adjustment scores had significant correlations with frequency 
of class attendance for males and frequency of parties attended for 
females, while dating satisfaction scores did not. Both variables had 
their highest correlations with the investment measures of recent 
dating frequency and emotional involvement in datirg. The fact that the 
reward measures are so similar in the above respects is an indication 
that they are overlapping variables, i.e., are measuring somewhat 
similar concepts. An even greater indication of their measuring similar 
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Table 31. Computed correlations between the various investment 
and reward operational measures^ 
Investments Rewards 
Dating adjustment Dating satisfaction 
scores scores 
Males Females Males Females 
(N=200) (N=130) (N=200) (N=130) 
Social academic 
orientation score . 079 • 004 
Campus activities .237** .055 
Coffee breaks . 240** . 087 
Parties attended . 2 65** . 15 8* 
Class attendance -. 158* -. 056 
Time studying .03 7 .012 
Father's education .003 . 150* 
Age at first date -.346** -.372** 
High school dating 
frequency .297** .440** 
Recent dating frequency .543** .5 84** 
Emotional involvement 
in dating . 440** . 540** 
Frequency of friends' 
dating . 2 67** . 293** 
Age in years .211* -. 141 
Access to a car score .214** .231** 
Physical attractiveness 
self-rating . 348** . 230** 
. 099 
.189** 
.187** 
. 223** 
. 103 
. 074 
.  002 
,230** 
.232** 
63 5 ** 
510** 
305 ** 
168 
250* * 
3 05** 
. 025 
. 004 
. 099 
, 069 
, 087 
, 003 
, 217=: 
383< 
, 40 6" 
670=1 
751 =: 
3024 
040 
35 8=: 
3014 
* Significant at . 05 level 
** Significant at .01 level 
^The direction of the correlation coefficients of the measures 
which had been originally coded in a negative direction have been changed 
so as to reflect the actual direction of the relationships between the 
variables. 
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concepts is the fact that dating adjustment scores has a correlation 
with dating satisfaction scores of . 73 9 and . 714 for males and females, 
respectively. 
However, when the magnitude of the correlations with the 
investment measures is taken into consideration, there are indications 
that the two reward measures are, also, somewhat distinct from each 
other. For example, each of the social-academic orientation measures 
that was significantly correlated with the reward measures had higher 
correlations with dating adjustment scores than with dating satisfaction 
scores. On the other hand, the measures that reflected the students' 
most recent dating experience, namely, recent dating frequency and 
emotional involvement in dating, were more highly correlated with 
dating satisfaction than with dating adjustment. These differences imply 
that social-academic orientation might be more important in influencing 
dating adjustment than dating satisfaction. On the other hand, dating 
satisfaction is more influenced by recent dating experience than is 
dating adjustment. 
The discussion thus far has still left unanswered the question 
of whether dating adjustment and dating satisfaction are, indeed, 
conceptually distinct variables. It will be recalled that originally dating 
satisfaction was considered to be an aspect of dating adjustment, however, 
the researcher felt it might prove worthwhile to analyze dating 
satisfaction apart from dating adjustment. 
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Although the findings presented above are mixed with regard to 
whether or not the dependent variables are conceptually distinct, the 
researcher suggests that in future research the concepts be considered 
as conceptually separate in order to gain greater understanding of the 
situation of college dating. If dating satisfaction is dropped as a part 
of dating adjustment, dating adjustment would be defined as the degree to 
which a student is confident about his dating abilities and has no difficulty 
in terms of getting dates. The definition of dating satisfaction would 
remain unchanged. At the empirical level, the correlation between the 
scale of dating adjustment and the item measuring dating satisfaction 
might be substantially reduced if the items of the dating adjustment 
scale that represented dating satisfaction were to be dropped from the 
scale and instead used to form a separate scale measuring dating 
satisfaction. This could easily be accomplished through the use of 
factor analysis. 
Investment Specific Sub- Concepts 
The second major objective of this dissertation was to further 
evaluate the utility of the social exchange framework by testing the 
general hypothesis that in an exchange relationship the investments of 
actors vary positively with the rewards they receive. To test this 
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hypothesis it was first necessary to delineate lower level specific sub-
concepts which represented investments. Next, both the investment and 
reward specific sub-concepts were operationalized and correlated with 
each other. In this section, the two-variable statistical findings will 
be presented relative to the investment specific sub-concepts. This will 
be followed by conclusions concerning the general hypothesis that is 
being tested. 
Social-academic orientation 
The hypothesized relationship between the social-academic 
orientation of students and their dating adjustment was given support for 
males by four of the six measures used and for females by only one of 
the measures. For males, but not for females, involvement in campus 
activities, time spent on daily coffee breaks, and frequency of class 
attendance were significantly related to dating adjustment scores, 
while for both sexes frequency of attendance at parties was significantly 
related to dating adjustment scores. For both sexes social-academic 
orientation scores and time spent studying were not significantly related 
to dating adjustment scores. The fact that these two indicators of social-
academic orientation were not found to be significantly related to dating 
adjustment scores might be a result of faulty operationalization. It was 
reported earlier (see pp. 52-54) that the social-academic orientation 
scale appeared to have only moderate reliability while the test for validity 
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remained inconclusive. With regard to the measurement of time spent 
studying, it is possible that student estimates of this variable might be 
less reliable than their estimates of other variables such as frequency 
of class attendance, Bolton and Kammeyer (8, p. 50), for example, 
report that student estimates of the amount of time spent studying tend 
to be inflated as a considerable proportion of "study time" is spent 
in conversation with others, daydreaming, or listening to music. 
The hypothesized positive relationship between the social-
academic orientation of students and their dating satisfaction was given 
support for males by three of the six measures used, but for females 
by none of the measures. For males, but not for females, involvement 
in campus activities, time spent on daily coffee breaks, and frequency 
of attendance at parties were significantly related to dating satisfaction 
scores. For both sexes, social-academic orientation scores, frequency 
of class attendance, and time spent studying were not significantly 
related to dating satisfaction scores. The fact that frequency of class 
attendance for males is significantly related to dating adjustment scores 
but not dating satisfaction scores is difficult to explain. One explanation 
might be that frequency of class attendance is so weakly related to the 
dependent variables that it may be a matter of statistical chance as to 
whether or not it can reach levels of statistical significance. Some 
support for this explanation comes from Table 31 where it can be seen 
that for males frequency of class attendance has a low correlation of 
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158 with dating adjustment scores. On the other hand, for males 
frequency of class attendance has a correlation of -, 103 with dating 
satisfaction scores, which is just below the significance level of -, 116. 
In summary, for males three of the six measures of social-
academic orientation are significantly related to both of the dependent 
variables. One of the measures, the frequency of class attendance, is 
significantly related to dating adjustment scores but not to dating 
satisfaction scores. For females none of the six measures are signifi­
cantly related to both dependent variables. One measure, frequency 
of class attendance, is significantly related to dating satisfaction scores. 
Based on these results, it appears that social-academic orientation 
might be a factor in the dating adjustment and satisfaction of males, but 
not of females. One explanation of this could be that as males are the 
pursuers in dating and are expected to take most of the initiative in 
asking girls to go on dates, etc,, being socially orientated may be more 
necessary for males than for females to be successful at dating. 
However, only further research can clarify this assumption. 
In conclusion, the findings indicate that for males there is 
moderate support for the hypotheses that the social-academic orientation 
of students is positively related to (1) their dating adjustment and (2) 
their dating satisfaction; for females there is little support for these 
hypotheses. 
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Social class background 
Using father's education as a measure of social class background, 
the hypothesized positive relationships between the social class 
background of students and (1) their dating adjustment (2) their dating 
satisfaction were supported for females but not for males. That this 
relationship is supported for females but not for males might be 
explained by the fact that girls tend to be more influenced in their dating 
by their parents than do boys (35). 
In conclusion, the findings indicate that for females, but not for 
males, there is a positive relationship between the social class 
background of students and (1) their dating adjustment and (2) their dating 
satisfaction. 
Direct dating experience 
For both sexes the hypothesized positive relationships between 
the direct dating experience of students and (1) their dating adjustment 
and (2) their dating satisfaction were given support by all four measures 
of: age of initial dating, frequency of high school dating, recent dating 
frequency, and emotional involvement in dating. 
In conclusion, the findings indicate that for both sexes there is 
a positive relationship between the direct dating experience of students 
and (1) their dating adjustment and (2) their dating satisfaction. 
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Indirect dating experience 
Using frequency of friends' dating as a measure of indirect 
dating experience, the hypotheses that there is a positive relationship 
between the indirect dating experience of students and (1) their dating 
adjustment and (2) their dating satisfaction were supported for both 
sexes. 
In conclusion, the findings for both sexes indicate that there is a 
positive relationship between the indirect dating experience of students 
and (1) their dating adjustment and (2) their dating satisfaction. 
Age 
Using age in years as a measure of age, the hypothesis that 
there is a positive relationship between the age of students and their 
dating adjustment was supported for males, but not for females. That 
the relationship was supported for males but not for females might be 
explained by the fact that in our society in the dating relationship it is 
considered important for the male to be older than the female he dates, 
partly because it is believed that it takes longer for males to become 
"emotionally mature" than it does for females. 
The hypothesis that there is a positive relationship between the 
age of students and their dating satisfaction was not supported for either 
sex. It is interesting to note that the data for males fell in the opposite 
direction of that predicted. Perhaps, as males get older they expect 
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more out of their dating and thus are more easily dissatisfied. Only 
more research can clarify this. 
In conclusion, the findings for males, but not for females, 
indicate that there is a positive relationship between the age of students 
and their dating adjustment. The findings for both sexes do not indicate 
that there is a positive relationship between the age of students and their 
dating satisfaction. 
Access to a car 
Using access to a car score as a measure of access to a car, the 
hypotheses that there is a positive relationship between the access to a 
car of students and (1) their dating adjustment and (2) their dating 
satisfaction were supported for both sexes. A surprising finding was 
that these relationships appeared to be slightly stronger for females than 
for males. This finding is surprising because in our society it is largely 
the male's responsibility to provide the means of transportation in 
dating. It was first thought that this finding might be explained by the 
fact that the variable of access to a car would be related to social class 
which earlier had been found to be related to both the dating adjustment 
and dating satisfaction of females. However, it was discovered that for 
females the correlation between the measure of access to a car and the 
measure of social class was only . 004 indicating that these two variables 
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were not related. Another possible explanation might be that girls 
who are successful in their dating as indicated by their dating adjustment 
and their dating satisfaction prefer to date boys who have cars and tend 
to attract boys who have cars. Perhaps, another explanation might be 
that girls who have their own cars, consequently, feel more confident 
about their dating, as do boys who have their own cars. An examination 
of the correlations between the measure of access to a car and other 
measures indicated that for females access to a car was significantly 
related to the variables of: age of initial dating, frequency of high 
school dating, recent dating frequency, and emotional involvement in 
dating, which themselves are significantly related to dating adjustment 
and dating satisfaction. Thus, access to a car may be spuriously related 
to the reward variables. Obviously, further research is needed to 
clarify this, 
A difficulty in interpreting these results is the way in which the 
variable was operationalized. Some of the respondents were uncertain 
as to whether access to a car included their possible use of the car of 
the person they were dating or referred only to their own personal 
possession of a car. 
In conclusion, the findings for both sexes indicate that the access 
to a car of students is positively related to both their dating adjustment 
and their dating satisfaction. 
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Physical attractiveness 
Using physical attractiveness self-rating as a measure of 
physical attractiveness, the hypotheses that there is a positive relation­
ship between the physical attractiveness of students and (1) their dating 
adjustment and (2) their dating satisfaction were supported for both 
sexes. These findings are consistent with those of Walster, _et (57) 
who reported that for both sexes physical attractiveness was a crucial 
factor in determining how well they were liked by their partners at a 
"computer dance". 
In conclusion, the findings for both sexes indicate that the physical 
attractiveness of students is positively related to both their dating 
adjustment and their dating satisfaction. 
Conclusion 
Thirty statistical hypotheses were tested in this study in order 
to test the general hypothesis that in an exchange relationship the 
investments of actors vary positively with the rewards they receive. For 
males 23 of the 30 statistical hypotheses were found to be statistically 
significant. For females 17 of the 30 statistical hypotheses were found 
to be statistically significant. On the basis of these findings, it is 
concluded that the general hypothesis that in an exchange relationship 
the investments of actors vary positively with the rewards they receive 
is supported by the present study. 
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Model Building 
In evaluating the utility of the social exchange framework, one of 
the specific objectives was to determine the sub-sets of investment 
variables that would "best" predict dating adjustment and dating satis­
faction, Using the stepwise technique, four models were developed that 
would "best" predict the dating adjustment scores and the dating satis­
faction scores of I. S. U. males and females. In the first model, eight 
variables selected as predictors of dating adjustment scores for males 
2 
produced an R value of .447, The variables included were: (1) recent 
dating frequency, (2) age of initial dating, (3) age in years, (4) in­
volvement in campus activities, (5) frequency of class attendance, 
(6) emotional involvement in dating, (7) time spent on daily coffee breaks, 
and (8) physical attractiveness self-rating. In the second model, three 
variables selected as predictors of dating adjustment scores for females 
2 produced an R value of .432. The variables included were: (1) recent 
dating frequency, (2) emotional involvement in dating, and (3) age of 
initial dating. In the third model, four variables selected as predictors 
2 
of dating satisfaction scores for males produced an R value of .455, 
The variables included were; (1) recent dating frequency, (2) emotional 
involvement in dating, (3) involvement in campus activities, and (4) age 
in years. In the fourth model, the four variables selected as predictors 
2 
of dating satisfaction scores for females produced an R value of . 680. 
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The variables included were: (1) emotional involvement in dating, (2) 
recent dating frequency, (3) age of initial dating, and (4) physical 
attractiveness self-rating. 
As shown in Table 3 2, two of the variables, recent dating 
frequency and emotional involvement, are present in each of the models. 
The variable of age of initial dating is included in three of the four 
models. The models, thus, indicate the importance of the specific sub-
concept of direct dating experience for both dating adjustment and dating 
satisfaction. Direct dating experience appears to be especially 
significant for females in that it accounts for all three of the variables 
included in model 2 and three of the four variables included in model 4. 
It is interesting to compare the results of the zero-order 
correlation analyses as summarized in Table 31, p. 12 6, with the results 
of the multiple regression model building. Both types of statistical 
analysis result in very similar conclusions, namely, that recent 
direct dating experience, as measured by recent dating frequency and 
emotional involvement in dating is the most important variable in the 
dating adjustment and the dating satisfaction of both males and females, 
while social-academic orientation is important for males but not females. 
On the other hand, the variables of father's education, age at first date, 
high school dating frequency, frequency of friends' dating, and access to 
a car score do not appear in any of the models, although they have 
significant zero-order correlations with either one or both of the 
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dependent variables. A possible explanation of this might be that these 
variables are spuriously related to the dependent variables. An 
examination of the correlation matrices shown in Appendix E, Tables 
40 and 41, pp. 178-181 gives support for this explanation as indicated 
by the fact that, with the exception of father's education, all of the 
other variables listed above have significant correlations with the 
variables of recent dating frequency and emotional involvement in 
dating. 
Before discussing the models further, it is important to point out 
that the values of the regression coefficients can be affected by changes 
in the selection of the independent variables included in the models. 
For example, in model 4, dating satisfaction scores for females, the 
variable of age of initial dating (Xg) has a smaller beta coefficient than 
the variable of physical attractiveness self-rating (X^^) indicating that 
physical attractiveness is more strongly related to dating satisfaction 
than is age of initial dating. However, it would be a mistake to make 
this interpretation because the model contains two other indicators of 
direct dating experience but no other indicators of physical attractiveness, 
thus spreading the value of direct dating experience over three regression 
coefficients, while concentrating the value of physical attractiveness in 
only one coefficient. 
In contrasting the differences between the sexes, it can be seen 
that the variables of recent dating frequency and emotional involvement 
in dating appear to be less significant for males than for females, Thes 
two variables account for 31 percent and 41 percent of the variance in 
dating adjustment scores for males and females, respectively. The 
difference with regard to dating satisfaction is even more marked 
with the two variables accounting for 43 and 65 percent of the variance 
in dating satisfaction scores of males and females, respectively. That 
recent dating frequency and emotional involvement in dating are more 
important for females than for males might be explained by the fact 
that success at dating is held to be of more importance for girls than 
for boys in our society. 
The models also indicate that social-academic orientation is 
important for males, but not for females. In model 1, three indicators 
of social-academic orientation were included. These were: 
involvement in campus activities, frequency of class attendance, and 
time spent on coffee breaks. Involvement in campus activities was also 
included in model 3. No indicators of social-academic orientation 
were included in the models for females. These differences between the 
sexes might be explained by the fact that as males are the pursuers in 
dating they have to be more socially oriented than females in order to be 
successful. 
In contrasting the differences between the models, it can be seen 
that some variables appear to be more important for dating adjustment 
than for dating satisfaction and vice versa. The variables of recent 
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dating frequency and emotional involvement in dating appear to influence 
dating adjustment scores less than they influence dating satisfaction 
scores. For males, the two variables account for 31 and 41 percent 
of the variance in dating adjustment scores and dating satisfaction 
scores, respectively. For females, the two variables account for 43 and 
65 percent of the variance in dating adjustment scores and dating 
satisfaction scores, respectively. These differences between the 
dependent variables can be interpreted as meaning that dating satis­
faction is more dependent on more recent dating experience than is dating 
adjustment, thus, indicating that dating adjustment is more of a stable 
variable and more difficult to change than dating satisfaction. This 
explanation might also help to account for the fact that for males more 
indicators of social-academic orientation are included in the dating 
adjustment model than in the dating satisfaction model indicating again 
that as dating adjustment is not as influenced by recent dating experience 
as is dating satisfaction, it is thereby more influenced by other variables. 
At this point, some of the weaknesses of the models should be 
noted. First, it should be emphasized once again that in this study, 
the two dependent variables have not been conceptually distinct as 
dating satisfaction has been considered to be a part of dating adjustment. 
Thus, if the two variables were to be completely separated, the models 
might be considerably different from the present ones, especially the 
model of dating adjustment. Another obvious weakness is that not all 
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the variables that might be related to the dependent variables were 
included in the model building procedure. Consequently, if other 
variables such as personality factors were to be introduced into the 
models, the models would probably appear much differently than they 
do now. Nevertheless, in developing these models the researcher 
has done something that has not appeared in the literature on dating. 
The fact that a sizeable percentage of the variance in the dependent 
variables was "explained" by these models is an indication that 
social exchange theory is a useful approach to use in this area. It is 
the researcher's hope that others will use exchange theory as a 
means of further developing these models and in building additional 
models. For example, exchange theory might be used to analyze 
in greater detail the concept of marriage adjustment by specifying 
more precisely the type of exchanges in marriage that contribute to 
the marital adjustment of the partners. 
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Table 32. Summary of variables included in the stepwise solution 
models 
Models 
Variables Dating adjustment Dating satisfaction 
scores scores 
Males F emales Males Females 
1 2 3 4 
Recent dating frequency X X X X 
Emotional involvement 
in dating X X X X 
Age of initial dating X X X 
Age in years X X 
Involvement in campus 
activities X X 
Physical attractiveness 
self-rating X X 
Frequency of class 
attendance X 
Time spent on coffee 
breaks X 
Limitations and Suggestions for Future Research 
It is almost an inherent rule of behavioral research that every 
study has its limitations. As this study is not an exception to that rule, 
limitations of this study accompanied by suggestions for future research 
will be presented here in the areas of: theory, sampling, design, 
measurement, and analysis. 
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Theory 
A major limitation of the theory used in this study is that not all 
independent variables that might have been predictive of the dependent 
variables of dating adjustment and dating satisfaction have been used. In 
particular, variables of personality have been excluded from the study, 
not because it was felt that these variables were unimportant, but 
rather because the researcher felt it would be more efficient to analyze, 
in detail, a few key variables guided by a logical framework than to 
randomly choose numerous variables which might have had an influence 
on the dependent variables. Here the researcher was following the 
advice of Blalock (5, p. 196), who has stated, "Don't be afraid to 
oversimplify reality. " Blalock advises the researcher to begin the 
process of theory building with a simple model to be followed later by 
the introduction of additional variables, a few at a time. Thus, it is 
suggested that future research enlarge the model presented here by 
introducing more relevant variables. 
Another limitation has been that of ignoring sex differences at 
the theoretical level. Although sex was used as a control variable 
throughout the study, no hypotheses were developed that predicted sex 
differences among students with regard to the variables of dating 
adjustment and dating satisfaction. It is suggested that future research 
formulate and test hypotheses using sex as an independent variable. For 
example, based on the data of this study, it might be hypothesized that 
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first and second year female students have a higher dating adjustment 
and a higher dating satisfaction than first and second year male students. 
This hypothesis could be tested at colleges having different sex ratios to 
see what effect, if any, the sex ratio has on the relationship between 
sex and the dependent variables. 
A third theoretical limitation is in the conceptualization of dating 
adjustment. Dating adjustment has been defined in terms of indicators 
of the concept but no attempt has been made to analyze, in detail, the 
specific areas of dating adjustment. For example, dating adjustment 
might have been considered with reference to such areas as ability to 
understand the opposite sex, or ability to deal with sex in dating, etc. 
Another limitation is that dating satisfaction has been included in the 
conceptualization of dating adjustment, although theoretically they can 
be considered as separate concepts. Thus, it is suggested that future 
research clearly delineate areas of dating adjustment, and separate 
dating satisfaction from dating adjustment at the conceptual level. 
A fourth theoretical limitation of the study has been the 
assumption that dating is an important concern for all students, thus, 
overlooking the possibility that for some students dating may not be 
relevant. It is suggested that future research examine the relevance 
of dating for students, with particular analysis being given to students 
who appear not to be concerned with dating. 
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Sample 
As the sample was collected on the basis of convenience rather 
than on a random basis, any generalization of the findings of this study 
to other students is not warranted. However, this is not a severe 
limitation in that the objective of the research was to examine relation­
ships among variables rather than to generalize to populations. Never­
theless, in order to demonstrate the validity of these findings, additional 
research is needed using diverse samples, especially non-university 
samples. If generalizations to populations are desired, future studies 
will have to sample on a random basis. 
Research design 
The data for this study were collected at one point in time 
making it difficult to trace changes over time and to perform any kind of 
causal analysis. Future research using a longitudinal approach is 
needed in order to trace the causal relationships among variables over 
time. In addition, an experimental approach could be used. For example, 
two or more groups of students matched on dating adjustment could be 
exposed to different social situations to determine what kind of social 
experience best facilitates the development of dating adjustment. 
Measurement 
Although social-academic orientation was considered a major 
variable of this study, the scale developed to measure this concept 
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appeared to have only moderate reliability, while the test for validity 
was inconclusive. Consequently, it is suggested that future research 
might be used to improve this scale so as to increase its reliability 
and validity. 
Another measure which definitely needs to be improved is that 
of access to a car score. Because of the way in which the question 
measuring this variable was worded, some of the students were uncertain 
as to whether the access to a car included their possible use of the car 
belonging to the person they were dating, or referred only to their own 
personal possession of a car. Future research measuring the variable 
of access to a car should make a distinction between these different 
interpretations. 
Another measure which needs to be re-assessed is that of 
physical attractiveness self-rating. Although this variable was signifi­
cantly related to the dependent variables, the relationships might have 
been stronger if judges had been used to determine the rating of physical 
attractiveness. Also, it would have been interesting to have compared 
subjective self-ratings on this variable with the objective ratings of 
judges. Thus, it is suggested that future research use both methods of 
measuring physical attractiveness in order to determine: (1) the degree 
to which objective and subjective measures are related, and (2) Tvhich 
of the measures is more predictive of the dependent variables. 
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Analysis 
A limitation of the analysis is that no attempt was made to divide 
the dating adjustment scale into two or more sub-scales each having a 
higher internal consistency than the total scale. This was not done 
because the total scale, itself, did have fairly high reliability and did 
appear to measure adequately the concept of dating adjustment as it was 
defined. Nevertheless, an examination of the inter-item correlations 
indicated the possibility that the measure might consist of two sub-
scales, with one set of items measuring dating adjustment in terms of 
the student's personal characteristics, and the other set of items 
measuring the concept in terms of the over-all college dating situation. 
Future research using the scale of dating adjustment should explore the 
possibility of establishing sub-scales, perhaps, through the use of 
factor analysis. 
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CHAPTER VI: SUMMARY 
The two general objectives of this dissertation were: (1) to 
analyze the concepts of dating adjustment and dating satisfaction, and 
(2) to further evaluate the utility of social exchange theory. 
To accomplish these objectives, social exchange theory as 
developed by Romans, Blau, Edwards, and McCall was presented as an 
approach by which human behavior can be studied. Empirical examples 
from family research were given to illustrate ways in which exchange 
theory has been used implicitly. In doing so, it was concluded that 
the examples presented from family research and from exchange theory 
had in common the proposition that investments and rewards tend to be 
in balance. To further test the generality of this proposition, the 
following general level hypothesis was proposed: in an exchange relation­
ship the investments of actors vary positively with the rewards they 
receive. 
To examine the relationship between investments and rewards, 
concepts at three different levels of generality were introduced. On the 
reward side, dating adjustment and dating satisfaction were considered 
as specific sub-concepts of adjustment and satisfaction. These two sub-
concepts, in turn, were subsumed under the general concept of reward. 
On the investment side, the following sub-concepts and specific sub-
concepts were explicated: ' 
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Investment sub-concepts Investment specific sub-concepts 
Economic resources 
Personal appearance resources 
Investment orientation 
Family background resources 
Social resources 
Social-academic orientation 
Social class background 
Direct dating experience 
Indirect dating experience 
Age 
Access to a car 
Physical attractiveness 
Following the discussion of each specific investment sub-concept, 
two specific hypotheses were stated relating the investment specific sub-
concept to the reward specific sub-concepts of dating adjustment and 
dating satisfaction. In this way, fourteen specific hypotheses were 
developed. 
Operational measures were then prepared for each of the specific 
sub-concepts. The fifteen measures of investments and the two measures 
of rewards were related together to form 30 empirical hypotheses. 
The data were collected by means of a questionnaire administered 
in regular class periods to students in sections of introductory sociology 
and social problems courses at Iowa State University, in May, 1970. 
As the concern of this study was to examine relations among variables 
rather than to generalize the findings to all I. S. U. students, no attempt 
was made to select the respondents on a random basis. Only question­
naires from single, white, freshmen and sophomores were coded 
and analyzed. The sample included 200 males and 130 females. In • 
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order to control for the variable of sex, the data were analyzed 
separately for males and females so that there were, in effect, two 
sub - samples. 
The statistic used to test the relationships of the empirical 
measures of investments and rewards was the zero order Pearsonian 
correlation coefficient. The statistical procedure used to determine 
the sub-sets of variables that would "best" predict the variance in the 
measures of dating adjustment and dating satisfaction for both males 
and females was the stepwise solution. 
The statistical analysis of the two reward measures, dating 
adjustment scores and dating satisfaction scores, indicated that, for 
this study, they were reliable and valid measures. In addition, the 
dating adjustment scale met the criterion of additivity. An examination 
of the correlations of the reward measures with the investment measures 
indicated that social-academic orientation is more important in 
influencing dating adjustment than dating satisfaction. On the other hand, 
dating satisfaction is more influenced by recent dating experience than 
is dating adjustment. 
On the basis of the two-variable statistical findings, the following 
conclusions were reached: 
(1) For males there is moderate support for the hypotheses that 
there is a positive relationship between the social-academic orientation 
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of students and (1) their dating adjustment and (2) their dating satis­
faction; for females there is little support for these hypotheses. 
(2) For females, but not for males, there is a positive relation­
ship between the social class background of students and (1) their dating 
adjustment and (2) their dating satisfaction. 
(3) For both sexes there is a positive relationship between the 
direct dating experience of students and (1) their dating adjustment and 
(2) their dating satisfaction. 
(4) For both sexes there is a positive relationship between the 
indirect dating experience of students and (1) their dating adjustment 
and (2) their dating satisfaction. 
(5) For males, but not for females, there is a positive relation­
ship between the age of students and their dating adjustment. For both 
sexes there is not a positive relationship between the age of students and 
their dating satisfaction. 
(6) For both sexes there is a positive relationship between the 
access to a car of students and (1) their dating adjustment and (2) their 
dating satisfaction, 
(7) For both sexes there is a positive relationship between the 
physical attractiveness of students and (1) their dating adjustment and 
(2) their dating satisfaction. 
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In summary, for males 23 of the 30 statistical hypotheses 
were found to be significant, while for females 17 of the 30 statistical 
hypotheses were found to be significant. On the basis of these findings, 
it was concluded that the general hypothesis: in an exchange relationship 
the investments of actors vary positively with the rewards they receive, 
is supported by the present study. 
Four models were developed to determine the sub-sets of 
investment variables that would "best" predict dating adjustment and 
dating satisfaction for males and females separately. The models 
indicated that the most important variable for both sexes in predicting 
dating adjustment and dating satisfaction is that of direct dating 
experience. The models also indicated that social-academic orientation 
is important for males but not for females. 
In summary, this dissertation has analyzed dating adjustment 
and dating satisfaction and has indicated that social exchange theory 
can be useful in delineating variables that are related to these concepts. 
It is hoped that this research will serve as a basis for future research 
both in the substantive area of dating and in the conceptual area of 
exchange theory. 
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QUESTIONNAIRE 
This is a study by a Ph. D, student at I. S. U, to learn more about 
the academic and social activities of students. Your cooperation is 
greatly appreciated. Do not put your name on this paper. 
Circle the response that is most applicable to you and place the 
number of your response at the left above the question code number. 
1. Sex 1- Male 2. Femiale 
2. Race 
1. White 4, American Indian 
2. Negro 5. Other (Please specify) 
3. Oriental 
3. In which division are you enrolled? 
1. Science and Humanities 4, Education 
2. Agriculture 5. Engineering 
3. Home Economics 6. Others (specify) 
What is your curriculum or major? 
(for ex. Sociology, Agr., Ed. , etc. ) 
5. What is your age? 
1. 18 or younger 4, 21 
2. 19 5. 22 or older 
9 3. 20 
6. What is the highest level of education attained by your father? 
1, Grade school 5. Completed college 
2. Some high school 6. Graduate or professional 
3. Completed high school degree 
10 4, Completed high school and 
had some other training, 
e. g. , technical or business 
or some college 
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7. Where, for the most part, did you spend your childhood and 
adolescence? 
1. Farm 
2. Small town - up to 2, 500 
3. Town - 2, 500 - 20, 000 
11 4. City - 10, 000 - 25, 000 
5, City - 25, 000 - 50, 000 
6, City - 50, 000 - 100, 000 
7, Urban-suburban community in Metropolitan area of 
100,000 or more. 
8. How old were you when you had your first real date? (Define 
date as a prearranged meeting with a person of the opposite sex, 
to go on a date, e. g, , to a movie or party or for a drive, 
include study and coke dates. ) 
1. 13 or younger 5, 17 
2. 14 6, 18 
12 3, 15 , 7, Never dated 
4. 16 
9. On the average, how often did you date in your senior year of 
high school? 
1. Did not date 4, Once a week 
2. Once a month or less 5, Two times a week 
13 3. Two or three times a month 6, Three or more times a 
week 
10. What is your year in college? 
1. Freshman 4, Senior 
2. Sophomore 5. Graduate 
14 3, Junior 6, Special (specify) 
11. What is your approximate all-college grade point at the present 
time ? 
1. Under 2. 00 4. 3. 00 - 3. 49 
2. 2.00 - 2.49 5. 3. 50 - and over 
15 3. 16-18 
12. On the average, how many credit hours did you have per quarter 
this year? 
1. 12 or less 4. 19-21 
2. 13-15 5. 22 or more 
16 3. 16-18 
159 
17 
13. On the average, how many hours outside of class do you spend 
on class assignments or studying on a week day? 
1. 1 or less 5, 5 
2. 2 6. 6 
3 . 3  7 ,  7  o r  m o r e  
4. 4 
14. How often do you attend classes? 
1. Always 4, Sometimes 
2. Almost always 5. Seldom 
18 3. Usually 
15. Do you work part time? 
1. No 
If yes, how many hours per week during this year? 
19 2. 1-5 5. 16-20 
3. 6-10 6, 21 or more 
4. 11-15 
20 
16. On the average, how much time do you spend on school days, 
between 8-5, having a "coffee break" or casual conversation 
with friends? (Do not include the lunch hour, ) 
1. None 4. Hour to hour and a half 
2. Half hour or less 5. Hour and a half to two 
3. Half hour to an hour hours 
6. Two hours or more 
21 
17. How often this year have you gone to parties where both males 
and females were present? 
1. Three or more times a week 5. Once a month 
2. Two times a week 6. Less than once a month 
3. Once a week 7. Never attended any 
4. Two or three times a month 
22 
23 
18. How active are you in campus activities? (Include social, 
political, religious and athletic activities. ) 
1. Very active 4. Not too active 
2. Fairly active 5. Not active at all 
3. Somewhat active 
19. Are you a member of a fraternity or a sorority? 
1. No 2. Yes 
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20. On the average, how often do most of your friends date during 
the school year? 
1. Do not date 4. Once a week 
2, Once a month or less 5, Twice a week 
24 3. Two or three times a month 6, Three or more times a 
week 
21. Being as honest as you can, how would you describe yourself? 
1. Extremely good looking 4, Average 
2, Very good looking 5, Plain 
25 3. Fairly good looking 6, Very plain 
22. For dating, do you have a car or access to the use of a car? 
1. Always 4, Sometimes 
2. Almost always 5, Seldom 
2 6 3. Usually 6. Never 
23. What is your present dating status? 
1. Not dating (have not dated in two months or more) 
2. Playing the field 5, Going steady, lavaliered 
27 3. Dating one person more 6, Pinned 
than others 7. Engaged 
4. Often dating the same person 
24. On the average, how often have you dated during this academic 
year ? 
1. Did not date 4. Once a week 
2. Once a month or less 5. Two times a week 
28 3. Two or three times a month 6. Three or more times a 
week 
25. Are you dating someone who.does not live in the Ames area? 
1. No 2. Yes 
If yes, where does that person live ? 
29 If yes, how often do you date that person? 
2 6. How many persons have you dated since the beginning of the 
school year? 
1. None 4. Four to six 
2, One 5. Seven to ten 
30 3. Two to three 6. More than ten 
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PART B 
Following are a number of statements about school and social activities 
such as dating. After you have read each statement, please circle the 
"A" (agree) if you agree with the statement or the "D" (disagree) if 
you disagree with the statement. Once you have made this decision, 
please indicate how strongly you agree or disagree with the statements 
by circling one of the numbers which appears to the right of each 
statement. If it really doesn't make much difference to you if you 
agree or disagree with the statement, circle 1. If you very strongly 
agree or disagree with the statement, circle 5. For some statements, 
the numbers 2, 3 or 4 may better describe how strongly you agree or 
disagree with the statement. When this is the case, circle the 
appropriate number. 
For example, consider the statement; 
All men are created equal ^1 2 3 4 5 
Do you agree or disagree with this statement? Circle "A" ("D"). 
How strongly do you agree (disagree) with this statement? Circle the 
appropriate number. 
Please be sure to circle both a letter and a number after each statement, 
unless you are completely undecided whether you agree or disagree with 
the statement. In that case, circle both "A" and "D", but do not circle 
any of the numbers. This response indicates that you neither agree 
nor disagree with the statement. 
These statements are in no way designed to be a test. There are no 
right or wrong answers to the statements. The answers which will be 
most helpful to this research project are the ones which best reflect 
your own feelings about each of the statements. 
27, I plan to go to graduate or professional school 
after graduation. 
28, Obtaining high grades is not very important 
to me. 
29, I don't mind if I spend Saturday nights 
studying for a test. 
A 
D 1 2 3 4 5 
A 
D 1 2 3 4 5 
^ 3 4 5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
4 
5 
5 
5 
5 
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Spending time with my friends is more important 1 
than doing school work. 
with my social life. 
time. 
here at this University. 
something that would embarras me. 
D 
I don't believe in letting my studies interfere 1 
D 
I'm at University to learn, not to have a good 1 
D 
I admire people who study most of the time, 1 
I would rather go to a party than study any day ^ 1 
of the week. 
D 
A 
D 
It is easy to meet persons of the opposite sex ^ 1 
On dates I often worry that I might do or say ^ 1 
I lack confidence in my ability to get dates, ^ 1 
There are sufficient opportunities to meet A ^ 
potential dates here, D 
I often feel that I am a failure at dating, ^ 1 
In general I feel satisfied with my dating, A 
D 
There are lots of available potential dates ^ 
on this campus. ^ 1 
I often feel ill at ease when dating. ^ 1 
Because of the unfavorable sex ratio here it A ^ 
is futile to try to find a good date, D 
I rarely worry about getting a date when I A j 
feel the need for one, D 
I usually feel self-conscious on dates. ^ 1 
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A 46- I never worry about boring my date, ^ 1 2 3 4 5 
A 47. It's not much sense trying to get a date at this time of the year because all the good ^ 1 2 3 4 5 
ones are taken. 
48. On dates I usually worry about whether or not "^ 1 2 3 4 5 
I'm making a good impression. D 
49. There are very few individuals on this campus "^ 1 2 3 4 5 
who are worth dating. D 
50. I have no problem feeling relaxed on dates. ^ 1 2 3 4 5 
51. I often worry about my future dating life. A 
D 1 2 3 4 5 
52. I wouldn't call my dating experience a perfect "^ 1 2 3 4 5 
success but I'm pretty well content with it. D 
53. Since coming to University my dating experience "^ 1 2 3 4 5 
has been a great disappointment to me. D 
54. The good parts of my dating experience more "^ 1 2 3 4 5 
than compensate for the bad. D 
55. I wish there were a better way of getting dates A . _ _ . _ 
than there is. D 
5 6. How satisfied have you been with your dating 
since you began university? (Circle your answer) 
1, Completely satisfied 4. Somewhat dissatisfied 
2, Very satisfied 5. Very dissatisfied 
3, Fairly satisfied 6, Completely dissatisfied 
57. What characteristics are necessary for a person to be a 
successful dater on this campus? 
PLEASE CHECK TO MAKE CERTAIN YOU HAVE ANSWERED 
EVERY QUESTION. THANK YOU FOR YOUR COOPERATION, 
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APPENDIX B; INSTRUCTIONS AND ORIGINAL ITEMS OF 
DATING ADJUSTMENT SCALE AS 
PRESENTED TO JUDGES 
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The instructions given to the judges and the complete list of 
items they were asked to evaluate are presented below. Preceding each 
item is the mean value that had been assigned to it by the judges. One 
asterisk (••') denotes those items that were eliminated on the basis of 
the judges' evaluations. Two asterisks denote those items 
eliminated on the basis of the findings of the pretest. The remaining 
items were included in the final questionnaire. 
DATING ADJUSTMENT SCALE FOR COLLEGE STUDENTS 
This scale is designed to measure the degree to which a college 
student has made a successful adjustment to dating. The individual on 
the high end of the continuum has a high dating adjustment (he is confident 
about his dating abilities, has no trouble dating the type of person he 
wants to date, and is satisfied with his dating experience). The individual 
on the low end of the dating continuum has a low dating adjustment (he 
lacks confidence about his dating abilities, has difficulty getting dates, 
and is dissatisfied with his dating experience). 
For each of the following items assume that an individual agrees 
with the item. In which of the eleven categories on this Dating 
Adjustment continuum would you place him? You are not to indicate 
your own feelings about the statement but are to indicate your judgement 
about an individual who would agree with the item. 
Low Dating High Dating 
Adjustment Neutral Adjustment 
1  2  3 4  5 6 7 8 9  1 0  1 1  
Not all of the following statements are "polar" in that they all do 
not indicate an extreme orientation at one end or the other. Some of the 
statements will probably fall between the extreme positions and the 
neutral point 6. Some may even be judged to be completely neutral. In 
each case, read over the item, think about the individual who would 
agree with the statement and place your interpretation in the form of a 
number to the right of the statement. 
1 
2 
3 
4 
5 
6 
7, 
8, 
9. 
1 0 .  
1 1 .  
1 2 .  
1 3 .  
14. 
1 5 .  
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Judges' 
scale 
value 
8. 7 It is easy to meet persons of the opposite sex here at 
this university, 
3. 2 On dates I often worry that I might do or say something 
that would embarrass me. 
3 , 0  I  l a c k  c o n f i d e n c e  i n  m y  a b i l i t y  t o  g e t  d a t e s .  
7. 7 There are sufficient opportunities to meet potential 
dates here, 
3 . 5 *  I  f e e l  s h y  a t  p a r t i e s .  
7, 7 There are lots of available potential dates on this campus, 
2. 7 Because of the unfavorable sex ratio here it is futile to 
try to find a good date. 
1 . 3  I  o f t e n  f e e l  t h a t  I  a m  a  f a i l u r e  a t  d a t i n g ,  
2. 8 I often feel ill at ease when dating. 
7, 8 In general I feel satisfied with my dating. 
8. 0** I would rather go to a show with a date than with my 
friends. 
8, 2* I am seldom concerned about the possibility that 
someone whom I would like to date might not want to 
date me. 
7 . 9  I  r a r e l y  w o r r y  a b o u t  g e t t i n g  a  d a t e  w h e n  I  f e e l  t h e  n e e d  
for one. 
4. 9 I sometimes feel self-conscious on dates. 
8.0 I never worry about boring my date. 
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Judges' 
scale 
value 
16. 2. 7*'i' There are very few people who would like to date me. 
17. 6. 8* My friends often have parties where I can meet potential 
dates. 
18. 4. 0 On dates I usually worry about whether or not I'm 
making a good impression, 
19. 4, 2 It's not much sense trying to get a date at this time of 
the year because all the good ones are taken, 
20. 2, 9 There are very few individuals on this campus who are 
worth dating, 
21. 8, 9 I have no problem feeling relaxed on dates. 
22. 4, 8 I wish there were a better way of getting dates than 
there is, 
23. 3.3 I often worry about my future dating life. 
24. 5, 8*=!"= I sometimes regret having passed up potential dating 
opportunities, 
25. 5, 5'!-' My dating hasn't been a great success, but it could 
be much worse, 
2 6. 7. 3 I wouldn't call my dating experience a perfect success, 
but I'm pretty well content with it. 
27, 7, 8 The good parts of my dating experience more than 
compensate for the bad, 
28, 3. 0 Since coming to University my dating experience has 
been a great disappointment to me. 
29, 2, 2*^« Dating is a waste of time. 
30, 6. 0** My dating experience at University could be worse and 
could also be better, 
3 1 ,  3 ,  9 *  D a t i n g  i s  n o t  i m p o r t a n t  t o  m e .  
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APPENDIX C: ITEM INTER CORRELATIONS OF SCALES 
OF DATING ADJUSTMENT AND 
SOCIAL-ACADEMIC ORIENTATION 
Table 33. Intercorrelations of the dating adjustment scale items; 
males 
Questionnaire 
item number 35 36 37 38 39 40 41 42 43 44 
35 . 159 . 331 . 651 . 225 . 372 ,  5 2 6  . 227 . 529 . 284 
36 . 610 . 203 ,  5 1 4  . 4 9 5  . 184 . 721 . 213 .3 83 
37 . 194 . 689 . 611 . 187 . 550 . 320 . 43 7 
38 .  0 7 6  . 324 . 633 . 229 . 528 . 209 
39 . 598 , 022 . 488 . 170 . 440 
40 . 2 2 8  . 439 . 280 . 5 74 
41 . 169 , 574 .  1 7 1  
42 . 269 .  3 5 1  
43 . 189 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
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45 46 47 48 49 50 51 52 53 54 55 
. 0 9 8  . 027 . 461 . 0 3 0  . 291 .  1 6 6  . 0 9 1  , 3 4 3  . 492 , 340 , 481 
. 630 . 3 8 0  . 210 .  5 0 5  - . 0 2 2  , 650 , 3 2 2  , 4 2 8  , 4 1 9  . 3 63 , 173 
. 454 . 346 , 320 .  3 2 6  . 064 . 435 . 3 8 5  . 5 1 6  .  5 1 9  , 412 .  3 7 1  
.  1 5 2  . 009 . 3 8 3  . 121 . 252 . 195 -, 001 . 2 4 9  . 406 . 346 . 4 0 0  
. 412 . 281 . 207 . 285 -, 008 . 426 , 407 ,  5 8 7  , 432 . 459 . 224 
. 417 , 267 . 249 .  2 1 7  . 021 . 452 . 440 . 73 6 , 655 , 571 . 370 
.  1 2 6  . 047 . 429 . 149 . 280 . 130 - . 0 3 4  , 155 ,3 61 .  2 1 0  .  3 8 7  
.  5 5 3  . 3 1 5  . 229 . 434 - ,  0 0 6  . 634 .  3 2 6  . 4 0 7  . 4 4 2  , 422 . 201 
.  1 7 6  . 080 . 622 ,  0 7 5  . 485 . 121 - .  O i l  . 200 . 3 7 3  , 383 . 374 
. 3 9 5  .3 66 .  1 8 6  . 299 0 0 6  . 3 9 5  . 4 1 9  . 534 , 433 ,3 72 , 3 8 6  
. 3 2 8  . 202 . 4 7 0  . 025 . 567 . 293 . 4 1 1  . 3 4 7  . 340 ,  2 1 9  
.  2 1 6  , 4 6 0  -, 025 . 433 , 301 . 240 . 245 . 3 0 1  , 140 
. 132 .3 67 . 240 . 075 . 226 , 419 .  3 5 8  ,  3 5 8  
083 , 497 . 3 0 5  .  2 3 8  , 297 .  1 9 2  . 149 
. 013 -. 138 
. 3 2 0  
, 014 
. 3 9 5  
. 402 
, 212 
, 414 
, 2 9 8  
.  1 8 9  
, 409 
, 3 1 8  
.  1 6 5  
. 232 
, 223 
. 5 8 3  . 6 0 0  . 3 2 9  
. 6 0 0  . 3 8 5  
. 271 
Table 34. Inter cor relations of the dating adjustment scale items; 
females 
Questionnaire 
item number 35 36 37 38 39 40 41 42 43 44 
35 . 093 , 4 4 5  . 772 . 3 3 1  . 4 4 8  .  5 3 1  . 229 . 225 .  3 1 8  
36 .  5 5 1  .  I l l  , 620 . 364 . 055 . 624 . 125 .  4 1 7  
37 . 322 . 724 . 603 . 268 . 610 . 231 .  5 9 7  
38 . 238 .  3 5 2  . 63 6 . 129 .  2 7 8  . 232 
39 . 680 . 130 . 65 7 . 304 . 493 
40 . 144 . 503 . 205 .  5 5 0  
41 . 13 6 . 3 1 8  .  1 6 5  
42 .  1 6 7  . 4 3 1  
43 . 222 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
172 
45 46 47 48 49 50 51 52 53 54 55 
223 , 105 . 241 . 177 .  3 0 6  . 373 . 209 , 346 .472 . 3 4 7  .  5 7 8  
680 . 408 . 085 .  5 0 7  . 004 .  5 5 6  . 427 . 222 . 188 .  2 7 8  .  2 7 7  
646 . 3 8 9  .  2 1 6  . 459 .  0 2 6  . 625 . 349 .  3 8 6  . 4 4 5  .  5 1 0  , 346 
140 .  0 5 6  .  3 7 0  .  1 2 7  .3 64 . 281 . 207 .  2 9 5  . 3 8 9  .  3 2 0  . 560 
686 . 3 66 .  1 7 6  . 402 . 044 .  6 2 6  . 531 , 447 . 425 .  5 2 7  .  3 1 5  
5 0 7  . 3 1 0  .0 60 . 263 . 014 , 604 . 533 , 5 72 .5 63 . 683 . 420 
0 8 5  . 038 . 340 . 103 . 455 .  16 6  . 062 .  1 8 7  . 3 0 4  .  3 1 2  .  3 8 5  
746 .3 69 .  0 9 7  . 471 -. 003 . 605 . 435 .  1 6 7  . 2 6 0  .  3 7 6  .  2 5 7  
240 .  1 1 7  . 333 . 183 . 409 .  2 1 6  . 2 1 9  .  3 0 1  .  2 7 7  . 400 . 181 
492 . 272 . 099 . 361 .  0 1 8  , 525 . 3 4 5  . 3 1 4  . 3 3 1  . 434 .3 63 
. 425 . 163 . 605 . 073 . 684 . 4 8 0  . 3 1 1  . 3 1 1  . 3 5 1  . 338 
.  0 1 4  . 45 7 
O
 
o
 1 . 494 . 3 4 8  . 238 . 0 8 9  .  1 9 7  . 179 
.  0 9 6  . 3 1 9  . 099 . 195 .  1 8 7  . 132 . 083 . 330 
. 088 . 581 . 395 .  1 9 1  .  1 5 1  . 2 1 4  . 261 
. 030 . 007 
. 5 1 9  
. 105 
. 448 
. 298 
. 3 3 8  
. 3 4 9  
. 209 
, 4 6 4  
. 228 
. 449 
. 300 
. 468 
.  5 7 8  
. 252 
. 3 60 
. 347 
.  3 1 5  
. 423 
. 239 
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Table 35. Inter correlations of the social-academic orientation scale 
items; males 
Questionnaire 
item number 
27 28 29 30 31 32 33 34 
27 . 295 .  3 3 1  . 118 . 240 .  1 0 6  . 0 2 0  . 198 
28 .  2 2 7  . 174 . 2 9 9  - . 0 2 1  010 , 181 
29 . 214 . 324 .  1 2 7  , 100 . 255 
30 .  3 5 8  .  3 2 6  , 109 . 280 
31 . 252 . 080 . 2 5 0  
32 , 232 , 201 
33 , 080 
34 
Table 3 6. Inter cor relations of the social-academic orientation scale 
items: females 
Questionnaire 
item number 
27 28 29 30 31 32 33 34 
2 7  , 0 8 9  . 065 .  0 9 6  . 03 6 , 066 .  1 5 8  0 5 4  
28 .  1 9 6  .  2 1 6  . 194 . 161 .  1 1 8  , 225 
29 . 153 . 128 . 182 . 096 . 231 
30 .  3 2 6  . 001 .  1 2 7  . 190 
31 006 . 081 .  1 3 8  
32 .  1 7 5  . 180 
33 .  1 5 7  
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APPENDIX D: STATISTICS OF ADDITIONAL ANALYSES 
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Table 3 7. Computed chi square values of the relationships between 
college of enrollment and reward measures 
Rewards 
Dating adjustment Dating satisfaction 
scores scores 
Males Females Males Females 
Chi square value obtained 5. 01 10. 73 25,08 13. 71 
Chi square value at , 05 
level of significance 15.51 15,51 37.65 37.65 
Table 38. Computed correlations between measures of additional 
variables and reward measures 
Rewards 
Additional Dating adjustment Dating satisfaction 
variables scores scores 
Males Females Males Females 
Rural-urban background , 046 O i l  . 074 - . 0 9 6  
Year in college . 088 - ,  1 5 1  , 086 -. 100 
"Greek" membership ,  1 2 7  . 130 -. 049 240* 
No, of persons dated . 2 3 5 *  . 083 -, 15 6* ,  0 5 6  
Dating outside of Ames .  1 1 8  , 192* - .  1 9 7 *  -. 155 
Significant at . 05 level 
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Table 39. R values of original stepwise models and stepwise 
models with added variables 
Dating adjustment Dating satisfaction 
Models Males Females Males Females 
1 2 3 4 
Original stepwise , 447 , 4 3 2  , 455 . 680 
Enlarged stepwise . 456 , 4 7 0  . 4 5 5  . 704 
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APPENDIX E: ITEM INTERCORRELATIONS OF INDEPENDENT 
AND DEPENDENT VARIABLES 
Table 40. Matrix of inter correlations between measures of the 
independent and dependent variables: males 
Variables X ,  X_  X_  X ,  X_  X ,  X^ 1 Z 3 4 5 6 7 
X^ Social-academic 
s c o r e  . 2 1 9  . 1 8 6  . 1 7 2  - . 2 7 8  - . 4 3 4  - . 1 8 6  
X^ Campus activities . 080 . 135 . 120 , 091 . 099 
X Coffee breaks .239 -.187 -.077 -.012 
X Attendance at 
parties -.215 -.096 .042 
X^ Class attendance .339 . 087 
X^ Time studying . 02 6 
X^ Father's education 
X_ Age at first date 
o 
X^ High school dating 
X j Q  R e c e n t  d a t i n g  
frequency 
X Involvement in 
dating 
X^2 Friends' dating 
X^2 Age in years 
X, . Access to car 14 
score 
X^g Attractiveness 
self-rating 
Dating adjustment 
scores 
Dating satisfaction 
scores 
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^8 ^9 %10 ^11 ^12 X 13 %14 ^15 ^1 ^3 
. 022 . 064 - . 0 1 3  1 2 6  .  0 0 7  . 124 - . 0 5 3  - .  0 8 6  . 079 . 0 9 9  
006 . 082 ,  1 5 3  . 030 .  1 7 0  054 - .  0 7 5  .  2 3 7  . 23 7 .  1 8 9  
- . 0 7 6  . 077 .  1 7 5  . 045 . 045 . 133 .  0 5 1  - . 0 4 5  . 240 .  1 8 7  
-. 204 . 202 . 323 . 034 . 4 0 8  . 05 7 .0 61 . 214 . 265 . 223 
-. 104 . 023 . 065 . 0 1 4  .  0 7 7  042 - . 0 7 6  - .  0 5 0  - .  1 5 8  - . 1 0 3  
041 . 1 1 6  . 022 .  1 5 2  .  0 6 2  - .  0 7 1  .  0 9 7  - . 0 0 5  . 03 7 -. 074 
1 1 8  . 034 - .  1 0 7  - . 1 1 1  0 5 1  094 - .  1 0 6  042 . 003 . 002 
- . 5 0 6  - . 3 1 1  -  .  3 5 4  -. 142 . 122 -  .  1 5 7  -  .  2 7 6  - .  3 4 6  - . 2 3 0  
. 410 . 404 .  2 5 0  -. 103 .  1 8 4  . 228 .  2 9 7  . 232 
. 5 8 4  . 4 6 0  . 102 . 2 6 0  - . 3 6 1  . 543 . 635 
. 220 . 090 . 2 7 4  . 243 . 440 .  5 1 0  
.  0 5 6  - . 0 0 3  - . 0 6 2  . 267 .  3 0 5  
.  1 1 4  . 013 .  2 1 1  - . 1 6 8  
.  1 5 4  . 214 .  2 5 0  
. 3 4 8  . 3 0 5  
. 739 
Table 41. Matrix of inter correlations between measures of the 
independent and dependent variables: females 
Variables X, X_ X, X .  X. X ,  X_  1 Z 3 4 5 o 7 
X^ Social-academic 
s c o r e  . 2 1 9  . 1 8 6  . 1 7 2  - . 2 7 9  - . 4 3 4  - . 1 8 6  
X^ Campus activities .080 .135 .120 .091 .099 
X Coffee breaks -.239 -.187 -.077 -.012 
X Attendance at 
parties .215 -.096 -.042 
X^ Class attendance .339 .087 
D 
X^ Time studying .02 6 
X^ Father's education 
X Age at first date O 
Xg High school dating 
X j Q  R e c e n t  d a t i n g  
frequency 
X Involvement in 
dating 
X j 2  F r i e n d s '  d a t i n g  
Xj2 Age in years 
X, . Access to car 14 
score 
Dating adjustment 
scores 
Dating satisfaction 
scores 
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X,  X. X 10 X 11 X 12 13 X 14 15 "4 
. 0 2 2  - .  0 0 8  - . 0 1 3  - .  1 2 5  
- . 0 0 6  - . 0 8 2  . 1 5 3  . 0 3 0  
. 076 .077 .175 . 045 
. 0 0 7  . 1 2 4  
.  1 7 1  - . 0 5 4  
.045 . 133 
. . 0 5 3  - . 0 8 6  . 0 0 4  - . 0 2 5  
.  0 7 5  - . 2 3 7  . 0 5 5  . 0 0 4  
. 0 5 1  - . 0 4 5  . 0 8 7  . 0 9 9  
. 204 
. 104 
•. 041 
- .  1 1 8  
.  202 
- . 0 2 3  
.  1 1 6  
. 034 
- . 5 0 6  
. 323 
. 0 65 
,  022 
.  1 0 7  
3 1 1  
410 
. 034 
014 
.  1 5 2  
. .  I l l  
. 3 5 4  
. 404 
. 408 
- . 0 7 7  
. 065 
- . 0 5 1  
-. 142 
. 250 
0 5 7  
042 
071 
093 
122 
103 
061 
0 7 6  
100 
106 
1 5 7  
184 
. 214 
- . 0 5 0  
-. 005 
- . 0 4 2  
- .  2 7 6  
. 223 
,  1 5 8  
0 5 6  
012 
1 5 0  
3 7 2  
440 
. 069 
-. 087 
. 003 
.  2 1 7  
-. 383 
. 4 0  6  
. 5 8 4  . 4 6 0  . 1 0 2  . 2 6 0  . 3 6 1  . 5 8 4  .  6 7 0  
. 2 2 0  . 0 9 0  . 2 7 4  . 2 4 3  . 5 4 0  . 7 5 1  
.  0 5 6  . 1 3 9  .  2 2 2  . 2 9 3  . 3 0 2  
. 1 1 4  . 0 1 3  - . 1 4 1  . 0 4 0  
. 1 5 5  . 2 3 1  3 5 8  
. 2 3 0  . 3 0 1  
. 714 
