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Abstract
In this paper we study nonlinear boundary value problems of the form
∆
[
p(t − 1)∆y(t − 1)]+ q(t)y(t) + λy(t) = f (y(t)); t = a + 1, . . . , b + 1,
subject to
a11y(a)+ a12∆y(a) = 0 and a21y(b + 1) + a22∆y(b + 1) = 0.
The parameter λ is an eigenvalue of the associated linear problem; that is, there is a nontrivial function
u that satisfies the boundary conditions and also
∆
[
p(t − 1)∆u(t − 1)]+ q(t)u(t) + λu(t) = 0
for t in {a + 1, a + 2, . . . , b + 1}.
We establish sufficient conditions for the solvability of such problems. In addition, in those cases
where the nonlinearity is “small,” we provide a qualitative analysis of the relation between solutions
of the nonlinear problem and eigenfunctions of the linear one.
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We consider nonlinear, discrete boundary value problems of the form
∆
[
p(t − 1)∆y(t − 1)]+ q(t)y(t) + λy(t) = f (y(t)), t = a + 1, . . . , b + 1, (1.1)
and
∆
[
p(t − 1)∆y(t − 1)]+ q(t)y(t) + λy(t) = εf (y(t)), t = a + 1, . . . , b + 1 (1.2)
both subject to boundary conditions
a11y(a) + a12∆y(a) = 0 and a21y(b + 1) + a22∆y(b + 1) = 0. (1.3)
We assume p(t) and q(t) are both defined for all t in {a + 1, a + 2, . . . , b + 1} and that
p(t) > 0 for all such t ; a211 + a212 > 0 and a221 + a222 > 0; and f :R→R is continuous.
Throughout the paper we will be concerned with the existence and behavior of real
valued solutions. It is assumed that λ is an eigenvalue of the linear problem; that is, we
are considering the case where there is a nontrivial solution of the linear boundary value
problem
∆
[
p(t − 1)∆u(t − 1)]+ q(t)u(t) + λu(t) = 0 for t = a + 1, . . . , b + 1
subject to
a11u(a) + a12∆u(a) = 0 and a21u(b + 1) + a22∆u(b + 1) = 0.
If f :R→ R is continuous and bounded, we establish easily verified sufficient condi-
tions for the existence of solutions to boundary value problem (1.1)–(1.3). In problems of
the perturbation type we relax the boundedness condition on f . For problem (1.2)–(1.3) we
provide conditions which ensure the solvability of the problem for “small” values of |ε|.
A qualitative analysis is provided that describes the behavior of the solutions as a func-
tion of the parameter ε, and the relation of those solutions to eigenfunctions of the linear
problem.
In order to fully exploit the special structure of the linear part, we analyze the nonlinear
boundary value problem via a projection scheme. When f is bounded the Brower Fixed
Point Theorem is used to establish conditions for the solvability of (1.1)–(1.3). In prob-
lems of the perturbation type (1.2)–(1.3) we use the Implicit Function Theorem to provide
criteria for the existence and for the qualitative behavior of solutions.
The results of this paper complement those of Etheridge and Rodriguez [3], who studied
periodic behavior, and those of Rodriguez [9] and Etheridge and Rodriguez [4] where other
types of boundary value problems are considered.
2. Preliminaries
Here we present some of the basic results from the theory of Sturm–Liouville discrete
boundary value problems. For proofs of these results, as well as a more extensive discus-
sion of these topics, the reader is referred to Kelley and Peterson [6]. We also use this
section to provide the basic framework which will be used in the analysis of the nonlinear
boundary value problems.
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eigenspace corresponding to any such eigenvalue is one-dimensional [6]. Furthermore, if
h : {a + 1, a + 2, . . . , b + 1} → R, and (λ,u) is an eigenpair, then the nonhomogeneous
linear boundary value problem
∆
[
p(t − 1)∆y(t − 1)]+ q(t)y(t) + λy(t) = h(t); t = a + 1, . . . , b + 1,
subject to
a11y(a) + a12∆y(a) = 0 and a21y(b + 1) + a22∆y(b + 1) = 0
has a solution if and only if
b+1∑
t=a+1
h(t)u(t) = 0.
Remark. In our discussion we only consider real-valued solutions. Also, we have chosen
the eigenfunction u to be real-valued.
As a matter of notation we define X to be the collection of all maps ψ : {a, a + 1, . . . ,
b + 2} →R such that
a11ψ(a) + a12∆ψ(a) = 0 and a21ψ(b + 1)+ a22∆ψ(b + 1) = 0.
For ψ in X we let
‖ψ‖ = sup{∣∣ψ(t)∣∣: t ∈ {a, a + 1, . . . , b + 2}}.
The space Y will consist of all functions φ : {a + 1, a + 2, . . . , b + 1} → R. If φ is an
element of Y , we write
‖φ‖ = sup{∣∣φ(t)∣∣: t ∈ {a + 1, . . . , b + 1}}.
It is clear that the above are norms on X and Y , respectively, and that the finite dimen-
sionality of these spaces makes them Banach spaces.
From now on we assume that the eigenfunction u corresponding to λ, besides being
real-valued, also satisfies
∑b+1
t=a+1(u(t))2 = 1.
Remark. It is important to observe that for ψ1 and ψ2 in X, the expression
∑b+1
t=a+1 ψ1(t)×
ψ2(t) does not define an inner product on this space. This, of course, is due to the fact that
it is possible for ψ in X to be such that ψ(t) = 0 for t in {a + 1, a + 2, . . . , b + 1} and for
ψ(t) to be nonzero at t = a or at t = b + 2. For such a function ∑b+1t=1+1(ψ(t))2 = 0 even
though ψ is not the zero function.
Definition. If λ is an eigenvalue of the linear boundary value problem, L :X → Y is given
by
(Lψ)(t) = ∆[p(t − 1)∆ψ(t − 1)]+ q(t)ψ(t)+ λψ(t),
for t in {a + 1, a + 2, . . . , b + 1}.
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(Fψ)(t) = f (ψ(t)) for t in {a + 1, a + 2, . . . , b + 1}.
The proof of the following proposition is obvious.
Proposition 2.1. F is continuous on X.
It is clear that the nonlinear boundary value problem (1.1)–(1.3) is equivalent to
Lx = F(x) (2.1)
and that the boundary value problem (1.2)–(1.3) is equivalent to
Lx = εF (x). (2.2)
Definition. P :X → X is given by
(Px)(t) =
{
x(t), if t = a or if t = b + 2,
u(t)
∑b+1
s=a+1 x(s)u(s), if t ∈ {a + 1, . . . , b + 1}.
Proposition 2.2. P is a projection and the image of P is the kernel of L.
Proof. The fact that P is linear is obvious, and so is the fact that the image of P is con-
tained in the kernel of L.
If t = a or if t = b+ 2 it is clear that (P 2x)(t) = x(t) = (Px)(t). For t in {a + 1, a + 2,
. . . , b + 1} we see that
(
P 2x
)
(t) = u(t)
b+1∑
s=a+1
(Px)(s)u(s) = u(t)
b+1∑
s=a+1
u(s)
b+1∑
j=a+1
x(j)u(j)u(s)
= u(t)
b+1∑
s=a+1
(
u(s)
)2 b+1∑
j=a+1
x(j)u(j) = (Px)(t).
To see that the image of P is indeed equal to the eigenspace spanned by u, all we have
to do is observe that if v is in this eigenspace, then there is a constant α such that v = αu.
Therefore, for t in {a + 1, a + 2, . . . , b + 1},
(P v)(t) = u(t)
b+1∑
s=a+1
αu(s)u(s) = αu(t) = v(t).
Of course, if t equals either a or b + 2, then (P v)(t) = v(t). 
Definition. The map E :Y → Y is given by
(Ey)(t) = y(t) − u(t)
b+1∑
s=a+1
y(s)u(s)for t in {a + 1, a + 2, . . . , b + 1}.
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Proof. The fact that E is idempotent follows by direct computation, just as in the previous
proposition. 
For y in Y we see that
b+1∑
s=a+1
(Ey)(s)u(s) =
b+1∑
s=a+1
y(s)u(s) −
b+1∑
s=a+1
u(s)
b+1∑
j=a+1
y(j)u(j)u(s)
=
b+1∑
s=a+1
y(s)u(s) −
b+1∑
s=a+1
(
u(s)
)2 b+1∑
j=a+1
y(j)u(j)
= 0.
Consequently, for each y in Y we have that Ey is an element of the image of L. All that
remains to be shown is that the image of E actually contains the image of L. This follows
at once from the fact that for y in the image of L,
b+1∑
s=a+1
u(s)y(s) = 0,
and therefore,
(Ey)(t) = y(t).
It is clear that if I represents the identity operator, then
X = XP ⊕ XI−P and Y = YI−E ⊕ YE,
where XP , XI−P , YI−E and YE are the images of the projection operators P , I −P , I −E,
and E, respectively; of course, XP is also the kernel of L and YE is the range of L.
It is obvious that the restriction of L to XI−P is a bijection from XI−P onto YE , the
image of L. We define M :YE → XI−P by
M = [L|XI−P ]−1.
Since the kernel of L is the span of u, we see that any x in X can be written as x = αu+v
for some α in R, and v in XI−P .
For x = αu+ v we see that
Lx = F(x) ⇔
{
E(L(αu + v) − F(αu + v)) = 0 and
(I − E)(L(αu + v) − F(αu + v)) = 0,
⇔
{
Lv − EF(αu + v) = 0 and
(I − E)F(αu + v) = 0.
Since EF(αu+ v) belongs to the range of L, we see that
L(v) − EF(αu+ v) = 0
J. Rodriguez / J. Math. Anal. Appl. 308 (2005) 380–391 385if and only if
v = MEF(αu + v).
It is clear that for x = αu + v, solving
Lx = F(x) (2.3)
is equivalent to solving{
v = MEF(αu + v) and (2.4)
(I − E)F(αu + v) = 0. (2.5)
Remark. The reformulation of the original problem as a set of coupled equations is
standard in the Lyapunov–Schmidt Procedure (Alternative Method). Our presentation is
entirely self-contained; however, we do include references for those who wish to see either
a more abstract framework or applications in differential equations [1,2,5,8–12].
Definitions. g :R×XI−P → XI−P is given by
g(α, v) = MEF(αu + v)
and G :R× XI−P →R×XI−P is defined by
G(α,v) =
[∑b+1
s=a+1 u(s)f (αu(s) + g(α, v)(s))
v − g(α, v)
]
.
The following proposition summarizes the preceding discussion.
Proposition 2.4. The boundary value problem
∆
[
p(t − 1)∆x(t − 1)]+ q(t)x(t) + λx(t) = f (x(t)), t ∈ {a + 1, . . . , b + 1}
subject to the boundary conditions
a11x(a) + a12∆x(a) = 0 and a21x(b + 1) + a22∆x(b + 1) = 0
has a solution if and only if there is a pair (α, v) in R× XI−P such that G(α,v) = 0.
On the finite dimensional space R× XI−P we will use the norm given by ‖(α, v)‖ =
max{|α|,‖v‖}, where ‖v‖ represents the norm of v as an element of X; that is, ‖v‖ =
max{|v(t)|: t ∈ {a, . . . , b + 2}}.
3. Main results
Theorem 3.1. Suppose there is a β > 0 such that sf (s) > 0 for all s such that |s| β . If
f :R→R is bounded and continuous, then the boundary value problem
∆
[
p(t − 1)∆x(t − 1)]+ q(t)x(t) + λx(t) = f (x(t)); t ∈ {a + 1, . . . , b + 1}
subject to
a11x(a) + a12∆x(a) = 0 and a21x(b + 1) + a22∆x(b + 1) = 0has a solution.
386 J. Rodriguez / J. Math. Anal. Appl. 308 (2005) 380–391Proof. We will prove the result for the case when f (s) > 0 for s  β and f (s) < 0 for
s −β . The other situation is almost exactly the same and the details are omitted.
First, we show that there is a positive number r such that
α −
b+1∑
t=a+1
u(t)f
(
αu(t) + g(α, v)(t)) ∈ [−r, r]
for all (α, v) in [−r, r] × XI−P .
Let
A+ =
{
t ∈ {a + 1, . . . , b + 1}: u(t) > 0} and
A− =
{
t ∈ {a + 1, . . . , b + 1}: u(t) < 0}.
Since f :R→R is bounded, then so is g :R×XI−P → XI−P . Let
m = sup{∥∥g(α, v)∥∥: (α, v) ∈R× XI−P }
and choose α0 so that α  α0 implies
αu(t) β +m whenever t ∈ A+ and
αu(t)−β − m whenever t ∈ A−.
Since ‖g(α, v)‖m, then for α  α0,
αu(t) + g(α, v)(t) β for all t ∈ A+ and
αu(t) + g(α, v)(t)−β for all t ∈ A−.
Hence, if α  α0, then
f
(
αu(t) + g(α, v)(t))> 0 for all t ∈ A+ and
f
(
αu(t) + g(α, v)(t))< 0 for all t ∈ A−.
From this it follows that for α  α0,
u(t)f
(
αu(t) + g(α, v)(t))> 0
for all t in {a + 1, a + 2, . . . , b + 1}.
Similarly, we can show that if α −α0, then
u(t)f
(
αu(t) + g(α, v)(t))< 0
for all t in {a + 1, a + 2, . . . , b + 1}.
Let r = α0 + 2(b − a + 1)1/2m. We will show that if |α| r , then for any v in XI−P ,
α −
b+1∑
s=a+1
u(s)f
(
αu(s) + g(α, v)(s)) ∈ [−r, r].We first consider the case where 0 α  α0 + (b − a + 1)1/2m. For such an α,
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b+1∑
t=a+1
u(t)f
(
αu(t) + g(α, v)(t))
∣∣∣∣∣
 |α| +
∣∣∣∣∣
b+1∑
t=a+1
u(t)f
(
αu(t) + g(α, v)(t))
∣∣∣∣∣
 |α| +
(
b+1∑
t=a+1
(
u(t)
)2)1/2( b+1∑
t=a+1
(
f
(
αu(t) + g(α, v)(t)))2
)1/2
 |α| +
(
b+1∑
t=a+1
m2
)1/2
= |α| + m(b − a + 1)1/2  r.
Now suppose α0 +m(b− a + 1)1/2  α  α0 + 2m(b− a + 1)1/2. If this is the case we
know that u(t)f (αu(t) + g(α, v)(t)) > 0 for all t in {a + 1, a + 2, . . . , b + 1}. Therefore,
α −
b+1∑
t=a+1
u(t)f
(
αu(t) + g(α, v)(t)) α  r.
Also,∣∣∣∣∣
b+1∑
t=a+1
u(t)f
(
αu(t) + g(α, v)(t))
∣∣∣∣∣

(
b=1∑
t=a+1
(
u(t)
)2)1/2( b=1∑
t=a+1
(
f
(
αu(t) + g(α, v)(t)))2
)1/2

(
b=1∑
t=a+1
m2
)1/2
= m(b − a + 1)1/2.
Therefore, we see that for α in [α0 + (b − a + 1)1/2m,α0 + 2m(b − a + 1)1/2],
α −
b=1∑
t=a+1
u(t)f
(
αu(t) + g(α, v)(t)) 0.
Consequently, for α in [α0 + (b − a + 1)1/2m,r],∣∣∣∣∣α −
b=1∑
t=a+1
u(t)f
(
αu(t) + g(α, v)(t))
∣∣∣∣∣ r.
We have shown that for any α in [0, r],
α −
b+1∑
u(t)f
(
αu(t) + g(α, v)(t)) ∈ [−r, r].t=a+1
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b+1∑
t=a+1
u(t)f
(
αu(t) + g(α, v)(t))
∣∣∣∣∣ r.
We now establish the existence of a pair (α, v) such that G(α,v) = 0. Consider the
closed ball B in R×XI−P having center at (0,0) and radius r . Define H :B →R×XI−P
by
H(α,v) =
[
α −∑b+1s=a+1 u(s)f (αu(s) + g(α, v)(s))
g(α, v)
]
.
For (α, v) in B , we have that
∥∥H(α,v)∥∥= max
{∣∣∣∣∣α −
b+1∑
s=a+1
u(s)f
(
αu(s) + g(α, v)(s))
∣∣∣∣∣, ∥∥g(α, v)∥∥
}
Since ‖g(α, v)‖m< r for all (α, v), and∣∣∣∣∣α −
b+1∑
s=a+1
u(s)f
(
αu(s) + g(α, v)(s))
∣∣∣∣∣ r
for (α, v) in B we obtain that H maps B into itself. It follows from the Brower Fixed Point
Theorem that H has a fixed point in B and consequently, G has a zero in B .
This establishes the existence of a solution to the boundary value problem. 
We now consider the solvability of boundary value problems of the form
∆
[
p(t − 1)∆x(t − 1)]+ q(t)x(t) + λx(t) = εf (x(t)),
for t in {a + 1, a + 2, . . . , b + 1}, subject to
a11x(a) + a12∆x(a) = 0 and a21x(b + 1) + a22∆x(b + 1) = 0.
We relax the boundedness condition on f and instead we require f to be continuously
differentiable. Our existence results are for “small” values of |ε|. As before, we assume
p(t) and q(t) are defined for all t in {a + 1, a + 2, . . . , b + 1}, that p(t) is positive for all
such t , and that a211 + a212 and a221 + a222 are both positive.
In the study of this type of problem, it is standard to use the Implicit Function Theorem
in the setting of Banach Spaces. For results of this type, as well as a thorough discussion
of Differential Calculus in Banach Spaces, the reader is referred to Lang [7].
Proposition 3.2. The map F :X → Y is continuously (Frechet) differentiable on X. Fur-
thermore, if x and h belong to X, then the derivative of F at x with increment h is given
by
DF(x)(h)(k) = f ′(x(k))h(k).
Proof. We must show that for each ε > 0, there is a δ > 0 such that∥∥F(x + h) − F(x) − f (x(·))h(·)∥∥< ε‖h‖
whenever ‖h‖ < δ.
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= sup
k∈{a+1,...,b+1}
∣∣f (x(k) + h(k))− f (x(k))− f ′(x(k))h(k)∣∣.
From the Mean Value Theorem for real-valued functions of a real variable we know
that for each k in {a + 1, . . . , b + 1}, there is a v(k) in the line segment joining x(k) and
x(k) + h(k) such that
f
(
x(k) + h(k))− f (x(k))= f ′(v(k))h(k).
Therefore, for each such k,∣∣f (x(k) + h(k))− f (x(k))− f ′(x(k))h(k)∣∣
= ∣∣f ′(v(k))− f ′(x(k))∣∣∣∣h(k)∣∣ ∣∣f ′(v(k))− f ′(x(k))∣∣‖h‖.
Since x is a fixed element of X and f ′ is uniformly continuous on compact subsets
of R, it follows that there is a positive number δ such that if ‖h‖ < δ, then
sup
k∈{a+1,...,b+1}
∣∣f ′(v(k))− f ′(x(k))∣∣< ε.
Therefore, if ‖h‖ < δ,∥∥F(x + h) − F(x) − f ′(x(·))h∥∥< ε‖h‖.
Obviously, F is differentiable at each x and DF(x)(h)(k) = f ′(x(k))h(k) for each k.
Now we show that the map x → DF(x) is continuous from X into BL(X,Y ), the
bounded linear maps from X into Y .
Let x be a fixed element of X and suppose z is also an element of X,∥∥DF(x) −DF(z)∥∥= sup
‖h‖=1
∥∥DF(x)h −DF(z)h∥∥
= sup
‖h‖=1
sup
k∈{a+1,...,b+1}
∣∣f ′(x(k))h(k) − f ′(z(k))h(k)∣∣
 sup
k∈{a+1,...,b+1}
∣∣f ′(x(k))− f ′(z(k))∣∣.
Clearly, for any ε > 0 there is a δ > 0 such that if
sup
k∈{a+1,...,b+1}
∣∣x(k) − z(k)∣∣< δ,
then
sup
k∈{a+1,...,b+1}
∣∣f ′(x(k))− f ′(z(k))∣∣< ε.
This establishes the fact that F is continuously (Frechet) differentiable on X. 
Theorem 3.3. Assume f is continuously differentiable and let h :R → R be defined∑
by h(α) = b+1s=a+1 u(s)f (αu(s)). Suppose there is an α¯ in R such that h(α¯) = 0 and
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problem
∆
[
p(t − 1)∆x(t − 1)]+ q(t)x(t) + λx(t) = εf (x(t));
a11x(a) + a12∆x(a) = 0,
a21x(b + 1) + a22∆x(b + 1) = 0,
has a solution xε . Furthermore,
lim
ε→0 ‖xε − α¯u‖ = 0.
Proof. We define F :R×R×XI−P →R×XI−P by
F(ε,α, v) =
[∑b+1
s=a+1 u(s)f (αu(s) + εg(α, v)(s))
v − εg(α, v)
]
.
From our previous discussion, it is evident that for ε = 0, the boundary value prob-
lem has a solution if and only if there is a triple (ε,α, v) in R × R × XI−P such that
F(ε,α, v) = 0.
Since F :X → Y is continuously (Frechet) differentiable, it is easy to see [7] that F
is a continuously (Frechet) differentiable mapping. Also, the partial derivative of F with
respect to (α, v) at the point (0, α¯,0) with increment (α1, v1) is
∂F(0, α¯,0)
∂(α, v)
(α1, v1) =
[∑b+1
s=a+1(u(s))2f ′(α¯u(s))α1
v1
]
.
Since
∑b+1
s=a+1 u(s)f (α¯u(s)) = 0, we see that
F(0, α¯,0) =
[
0
0
]
.
The fact that ∂F (0,α¯,0)
∂(α,v)
is a bijection follows from the fact that
b+1∑
s=a+1
(
u(s)
)2
f ′
(
α¯u(s)
)= h′(α¯) = 0.
It is a consequence of the Implicit Function Theorem [7], that there is a positive num-
ber ε0, such that for |ε| < ε0 there is a pair (αε, vε) that satisfies F(ε,αε, vε) = 0. Also,
limε→0 ‖(αε, vε)−(α¯,0)‖ = 0. This establishes the solvability of the boundary value prob-
lem with solution xε = αεu+ vε . Obviously,
lim
ε→0 ‖xε − α¯u‖ = limε→0 ‖αεu+ vε − α¯u‖ = 0.
For ε = 0, the solution of the perturbed boundary value problem emanates from the
eigenfunction α¯u. The following corollary is a straightforward application of Theorem 3.3.
J. Rodriguez / J. Math. Anal. Appl. 308 (2005) 380–391 391Corollary 3.4. Suppose f (z) = ∑nk=0 akzk , and let p(α) = ∑nk=0 bkαk where bk =
ak
∑b+1
s=a+1(u(s))k+1. If p has a simple root α¯, then there is a positive ε0 such that for
each ε in (−ε0, ε0), the boundary value problem
∆
[
p(t − 1)∆x(t − 1)]+ q(t)x(t) + λx(t) = εf (x(t)),
a11x(a) + a12∆x(a) = 0 and a21x(b + 1) + a22∆x(b + 1) = 0
has a solution xε , and limε→0 ‖xε − α¯u‖ = 0.
The validity of this statement follows at once from the following observation:
b+1∑
s=a+1
u(s)f
(
αu(s)
)= b+1∑
s=a+1
u(s)
{
an
(
αu(s)
)n + · · · + a1(αu(s))+ a0}
= an
b+1∑
s=a+1
αn
(
u(s)
)n+1 + an−1 b+1∑
s=a+1
αn−1
(
u(s)
)n + · · ·
+ a0
b+1∑
s=a+1
u(s)
= p(α).
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