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CRISTAUX ET IMMEUBLES
CHRISTOPHE CORNUT ET MARC-HUBERT NICOLE
Résumé. Soit G un groupe réductif connexe défini sur Qp. L’ensemble des
cristaux contenus dans un G-isocristal donné est envisagé d’un point de vue
immobilier comme un voisinage tubulaire d’un squelette caractérisé par une
propriété de minimalité de nature métrique.
1. Introduction
La catégorie des isocristaux sur un corps algébriquement clos de caractéristique
p > 0 est semisimple, et ses objets simples sont classifiés par leur pente λ ∈ Q.
Ce travail propose un point de vue immobilier systématique sur l’ensemble des
cristaux contenus dans un isocristal fixé muni de structures supplémentaires. De
tels ensembles interviennent notamment dans la description conjecturale des fibres
spéciales des variétés de Shimura. La pertinence et le caractère structurant du
point de vue immobilier apparaissent déjà clairement dans les travaux de Vollaard
et Wedhorn sur les cristaux supersinguliers pour les variétés de groupe GU(n, 1),
voir [17] et ses références.
Dans la classification de Manin des F -cristaux à isomorphisme près, certains
cristaux dits spéciaux jouent un rôle de pivot. Dans chaque classe d’isogénie, il n’y
a qu’un nombre fini de classes d’isomorphisme de tels cristaux, mais ce nombre est
généralement supérieur à un. Parmi ceux-ci, Oort a identifié des cristaux qui sont
uniquement déterminés par leur troncature à l’échelon 1 : les cristaux minimaux.
Ils sont caractérisés par cette propriété de rigidité et forment une unique classe
d’isomorphisme, ce qui les désigne comme un candidat plus naturel autour duquel
amorcer la classification.
Dans le cadre du formalisme desG-isocristaux de Kottwitz et Rapoport-Richartz,
nous proposons de placer au coeur de la description des ensembles de cristaux ci-
dessus un lieu remarquable qui en constitue le squelette. Ce lieu est caractérisé par
une propriété de minimalité que l’on emprunte à la théorie des espaces métriques
à courbure négative, mais qui nous fut inspirée par la notion homonyme de Oort.
L’ensemble des cristaux contenus dans un G-isocristal fixé est donc vu ici comme
une sorte de voisinage tubulaire du squelette. Notre résultat principal identifie ce
dernier à l’immeuble de Bruhat-Tits du groupe des automorphismes du G-isocristal.
Il nous reste toutefois à comprendre la structure combinatoire qui puisse décrire les
sections de ce voisinage tubulaire.
2. Isocristaux
2.1. Soit G un groupe algébrique réductif connexe sur Qp, k un corps algébrique-
ment clos de caractéristique p, L le corps des fractions de W (k), et σ le Frobenius
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de L. On note Rep(G) la catégorie des représentations algébriques de G, Isoc(k) la
catégorie des isocristaux sur k et D le groupe diagonalisable sur Qp dont le groupe
des caractères est X⋆(D) = Q. Les références pour cette section sont [4, 10, 5].
2.2. A tout élément b de G(L), on associe les objets suivants :
(1) le G-isocristal βb : Rep(G) → Isoc(k),
(2) son groupe d’automorphismes Jb = Aut
⊗(βb),
(3) son morphisme de Newton νb : DL → GL, et
(4) le centralisateur Mb = ZGL(νb) de νb dans GL.
2.3. Rappelons brièvement la définition de ces objets. Tout d’abord,
∀(V, ρ) ∈ Rep(G) : βb(V, ρ) = (V ⊗ L, ρ(b) ◦ (IdV ⊗ σ)) .
Ensuite, Jb est le schéma en groupes sur Qp tel que pour toute Qp-algèbre R,
Jb(R) = {g ∈ G(R ⊗ L)|g · b = b · σ(g)} .
Enfin, νb est caractérisé par la propriété suivante : pour toute représentation (V, ρ)
de G et tout élément λ de Q = X⋆(D), la partie isocline de pente λ dans l’isocristal
βb(V, ρ) est la composante λ-isotypique pour l’action ρ ◦ νb de DL sur V ⊗ L. Il
résulte facilement de ces définitions (cf. [4, 4.4.3] ou [11, §1.7]) que
(2.1) Int(b) ◦ σ(νb) = νb dans HomL (DL, GL) .
2.4. Le Qp-schéma en groupes Jb est une forme définie sur Qp du sous-groupe de
LeviMb de GL. Plus précisément, pour toute L-algèbre R, le morphisme canonique
de L-algèbres R⊗ L → R, vu comme augmentation de la R-algèbre R ⊗ L, induit
une rétraction du morphisme G(R) → G(R ⊗ L), dont le composé
Jb(R) →֒ G(R ⊗ L)։ G(R)
avec l’inclusion de Jb(R) dans G(R⊗L) est un isomorphisme de Jb(R) sur le sous-
groupe Mb(R) de G(R) = GL(R), cf. [5, §3.3 et Appendix A]. On obtient ainsi un
isomorphisme de schémas en groupes sur L, que l’on note ιb : Jb,L →Mb.
2.5. Identifions σ(Mb) →֒ σ(GL) = GL au centralisateur de σ(νb) dansGL. L’équa-
tion 2.1 montre alors que l’automorphisme Int(b) de GL induit un isomorphisme
σ(Mb) → Mb de schémas en groupes sur L, qui n’est autre que la “donnée de
descente” sur Mb induite par ιb, i.e. le diagramme suivant est commutatif :
(2.2)
Jb,L
ιb−→ Mb →֒ GL → Spec(L)
↑ ↑ ↑ ↑ σ
Jb,L
σ(ιb)
−→ σ(Mb) →֒ GL → Spec(L)
‖ ↓ ↓ ‖
Jb,L
ιb−→ Mb →֒ GL → Spec(L)
Dans ce diagramme, tous les carrés du haut sont cartésiens et ne servent qu’à définir
la seconde ligne. La commutativité des carrés du bas (où les flèches verticales du
carré central sont induites par Int(b)) est essentiellement une tautologie.
2.6. Puisque D est commutatif, le morphisme νb : DL → GL se factorise en un
morphisme centralDL →Mb que l’on note encore νb. On déduit de (2.1) et (2.2) que
le morphisme ι−1b ◦νb : DL → Jb,L est σ-invariant. Il provient donc d’un morphisme
central νJb : D → Jb de schémas en groupes sur Qp.
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2.7. Soit g ∈ G(L) et b′ = gbσ(g)−1. Alors g induit un isomorphisme βb → βb′ ,
donc aussi un isomorphisme J(g) : Jb → Jb′ . Pour toute Qp-algèbre R, l’isomor-
phisme J(g) : Jb(R)→ Jb′(R) est induit par l’automorphisme Int(g) de G(R⊗ L).
Enfin Int(g) ◦ νb = νb′ , Int(g)(Mb) = Mb′ et Int(g) ◦ ιb = ιb′ ◦ J(g).
2.8. On dit d’un élément b de G(L) qu’il est décent si et seulement s’il existe
un entier s ≥ 1 tel que sνb : DL → GL se factorise à travers un cocaractère
(sνb) : Gm,L → GL pour lequel l’équation suivante, dite de décence, est vérifiée :
(2.3) (b, σ)s = ((sνb)(p), σ
s) dans G(L)⋊ 〈σ〉 .
On vérifie qu’alors b, νb,Mb et ιb : Jb,L →Mb sont définis sur la sous-extension Qps
de L/Qp, cf. [11, Cor. 1.9], et l’isomorphisme σ(Mb) → Mb induit par Int(b) est
alors une authentique donnée de descente sur Mb relativement à l’extension finie et
non-ramifiée Qps/Qp, cf. [11, Cor. 1.14]. La description explicite de b 7→ νb dans
[4, §4.3] montre que tout élément b de G(L) est σ-conjugué à un élément décent.
2.9. Lorsque G est quasi-déployé sur Qp, tout élément de G(L) est σ-conjugué à
un élément b tel que νb : DL → GL est défini sur Qp d’après la preuve de [4, 6.2], qui
renvoie à [3, 1.1.3]. Alors Mb est également défini sur Qp, b est un élément basique
et G-régulier de Mb(L), et Jb est une forme intérieure de Mb – cf [4, §6].
3. Immeubles
On souhaite maintenant décrire les immeubles de Bruhat-Tits des groupes réduc-
tifs de la section précédente. Bien que les corps de bases (Qp, Qps ou L) y soient tous
complets et absolument non-ramifiés, les questions de descentes sur les immeubles
nous contraindront ci-dessous à travailler aussi sur la clôture algébrique Qnrp de Qp
dans L. On se place donc plus généralement sur un corps K de caractéristique zéro,
muni d’une valuation ω : K× → R que l’on suppose discrète et non-triviale, et telle
que l’anneau de valuation {x ∈ K|ω(x) ≥ 0} soit hensélien avec un corps résiduel
parfait – ce sont les corps quasi-locaux de caractéristique zéro considérés dans [6].
3.1. On note I(H,K) l’immeuble de Bruhat-Tits d’un groupe réductif connexe
H sur K. C’est l’immeuble noté B(H,K) dans [16, §2.1] (où K est complet),
l’immeuble centré noté IK(H) dans [14, 2.1.15], ou enfin l’immeuble étendu noté
BT e(H,K) dans [6, 1.3.2]. En particulier,
(3.1) I(H,K) = I ′(H,K)× V (H,K) où V (H,K) = XK⋆ (Z(H))⊗ R.
L’immeuble I ′(H,K) est noté I ′K(H) dans [14] et BT (H,K) dans [6] ; il est canoni-
quement isomorphe à l’immeuble I(H ′,K) du groupe dérivé H ′ de H . Par ailleurs,
on a noté XK⋆ (Z(H)) = X⋆(Z
K(H)) le groupe des cocaractères du plus gros sous-
tore déployé ZK(H) du centre Z(H) de H . On note x′ et xv les composantes d’un
point x = (x′, xv) de I(H,K) = I ′(H,K)× V (H,K).
3.2. L’immeuble I(H,K) est muni d’une action à gauche deH(K), d’une structure
poly-simpliciale invariante sous H(K) (qui donne une partition en facettes), et il
est recouvert par des espaces affines (les appartements) qui sont des réunions de
facettes ; il y a une bijection H(K)-équivariante S 7→ A(S) entre l’ensemble des
tores déployés maximaux S de HK et l’ensemble des appartements de I(H,K),
l’espace vectoriel sous-jacent à A(S) est égal à X⋆(S)⊗R, l’action du normalisateur
N (S) de S dans H(K) sur A(S) est affine, et la partie vectorielle de cette action est
l’action par conjugaison deN (S) surX⋆(S). En outre, on peut munir I(H,K) d’une
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métriqueH(K)-invariante, dont la restriction à chaque appartement est euclidienne,
et qui fait de I(H,K) un espace métrique complet, géodésique, et CAT(0).
3.3. Ces structures sont compatibles avec la décomposition (3.1). En particulier,
les applications F ′ 7→ F ′ × V (H,K) et A′ 7→ A′ × V (H,K) sont des bijections
H(K)-équivariantes de l’ensemble des facettes (resp. appartements) de I ′(H,K)
sur ceux de I(H,K). L’action de h ∈ H(K) sur x = (x′, xv) ∈ I(H,K) est
h · x = (h · x′, xv + vH(h)) = (h · x
′, xv) + vH(h)
pour un vecteur vH(h) ∈ V (H,K), et le morphisme
vH : H(K)→ V (H,K)
est caractérisé par la formule suivante : pour tout caractère χ : H → Gm,K ,
〈
νH(h), χ|Z
K(H)
〉
R
= −ω(χ(h))
où 〈−,−〉R est l’extension R-linéaire de l’accouplement usuel
〈−,−〉 : X⋆(Z
K(H))×X⋆(ZK(H)) → Z.
Contrairement aux autres structures, la métrique euclidienne d sur I(H,K) n’est
pas tout à fait canoniquement associée à (H,K). Elle se décompose en
d(x, y) =
√
d′(x′, y′)2 + (xv, yv)2
où d′ est une métriqueH(K)-invariante sur I ′(H,K) qui est uniquement déterminée
à multiplication par un scalaire près, et que l’on peut même normaliser de diverses
manières, mais où (−,−) est un produit scalaire arbitraire sur V (H,K).
3.4. La fonctorialité en H et/ou K de l’immeuble I(H,K) est une question dé-
licate 1 (cf. [14, 9, 6]), mais la démonstration des cas dont nous aurons besoin
ci-dessous remonte aux travaux de Bruhat et Tits.
3.4.1. Tout d’abord, le groupe (AutH)(K) agit sur I(H,K) par “transport de
structure” - dixit [16, §2.5]. On en déduit une seconde action de H(K) sur I(H,K)
– par automorphisme intérieur. Cette seconde action coïncide avec l’action de H(K)
sur le facteur I ′(H,K), sur l’ensemble des facettes, et sur l’ensemble des apparte-
ments, mais elle est triviale sur le facteur euclidien V (H,K). On a donc
Int(h)(x) = (h · x′, xv) = h · (x′, xv)− vH(h) = h · x− vH(h)
pour tout x = (x′, xv) ∈ I(H,K) et tout h ∈ H(K).
1. On peut espérer que la construction dans [13] d’une réalisation intrinsèque de l’immeuble
I(H,K) dans l’espace de Berkovich Han des normes multiplicatives sur l’algèbre de Hopf K[H]
de H, permettra dans un avenir proche de clarifier ces questions de fonctorialité.
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3.4.2. Soit ensuite (L, ω) une extension (quasi-locale) de (K,ω), que l’on sup-
pose Galoisienne. Alors Gal(L/K) agit sur l’immeuble I(H,L), et cette action est
compatible avec l’action de H(L), i.e.
γ(h · x) = γ(h) · γ(x) (γ ∈ Gal(L/K), h ∈ H(L), x ∈ I(H,L)) .
Elle est aussi compatible avec la décomposition en facettes, avec les appartements,
avec la bijection S 7→ A(S) entre tores déployés maximaux de HL et appartements
de I(H,L), avec la décomposition I(H,L) = I(H ′, L) × V (H,L), et avec l’action
naturelle de Gal(L/K) sur le facteur vectoriel V (H,L) = XL⋆ (Z(HL)) ⊗ R. Cette
action est enfin compatible avec la métrique euclidenne sur I(H,L), pour peu que
celle-ci soit induite par un produit scalaire Gal(L/K)-invariant sur V (H,L). De
plus, il existe un plongement canonique de I(H,K) dans I(H,L) qui est G(K)-
équivariant, Gal(L/K)-invariant, compatible avec les décompositions 3.1 et avec
le plongement naturel de V (H,K) dans V (H,L), et isométrique pour un choix
convenable des métriques euclidiennes. Si L/K est non-ramifiée, ce plongement
identifie I(H,K) au sous-espace I(H,L)Gal(L/K). Voir [16, §2.6], [6, §2.1].
3.4.3. Si de plus L/K est finie, alors I(H,L) s’identifie canoniquement à I(G,K),
où G = ResLK(H) est la restriction à la Weil de H – voir [16, 2.1]. Dans cette
identification, l’action de Gal(L/K) sur I(H,L) considérée en (3.4.2) correspond à
l’action de Gal(L/K) ⊂ Aut(G)(K) sur I(G,K) considérée en (3.4.1).
3.4.4. Soit M un sous-groupe de Levi de H . Les tores déployés maximaux de M
sont les tores déployés maximaux de H qui sont contenus dans M . On note
I ′M (H,K) ⊂ I
′(H,K) et IM (H,K) ⊂ I(H,K)
la réunion des appartements qui correspondent à ces tores, de sorte que
IM (H,K) = I
′
M (H,K)× V (H,K).
D’autre part, l’isogénie ZK(H)×H ′∩ZK(M)→ ZK(M) induit une décomposition
V (M,K) = V ′(M,K)× V (H,K)
où l’on note
V ′(M,K) = X⋆
(
H ′ ∩ ZK(M)
)
⊗ R.
Pour tout tore déployé maximal S de M , ce sous-espace vectoriel de X⋆(H
′∩S)⊗R
agit sur l’appartement A′(S) de I ′(H,K) par translation, et ces actions se recollent
en une action (v, x) 7→ x+ v de V ′(M,K) sur I ′M (H,K). Il existe une injection
I ′(M,K) →֒ I ′M (H,K)
qui est M(K)-équivariante, compatible avec l’indexation S 7→ A′(S) des appar-
tements, bien déterminée à translation près par un élément de V ′(M,K), et qui
induit une bijection M(K)-équivariante de I(M,K) sur IM (H,K), à savoir
I ′(M,K)× V ′(M,K)× V (H,K) → I ′M (H,K)× V (H,K)
(x, v, w) 7→ (x+ v, w)
Référence : [6, 2.1.4 et 2.1.5].
3.4.5. Si K̂ est le complété de K, alors I(H,K) = I(H, K̂). Référence : [6, 2.1.3].
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3.5. Isométries. Pour une isométrie F d’un espace métrique I, on note
min (F) = inf {dist(x,Fx) : x ∈ I}
Min (F) = {x ∈ I : dist(x,Fx) = min(F)}
On dit que F est semi-simple si et seulement si Min(F) 6= ∅, et on dit alors que F
est elliptique ou hyperbolique selon que min (F) = 0 ou 6= 0. On renvoie à [1, II.1]
pour la définition des espaces métriques CAT(0) - tous les immeubles considérés
ci-dessus sont de tels espaces d’après [1, Exercice II.1.9.c] et [2, Lemme 3.2.1].
Proposition 1. Soit F une isométrie d’un espace métrique I qui est CAT(0).
(1) Le sous-espace Min (F) de I est convexe et fermé.
(2) Pour toute isométrie α de I,
min
(
αFα−1
)
= min (F) et Min
(
αFα−1
)
) = α (Min(F)) .
(3) Soit C ⊂ I une partie non-vide, complète, convexe et F-invariante. Alors
min (F) = min (F|C) et Min (F|C) = Min (F) ∩ C.
De plus : F est semi-simple si et seulement si F|C est semi-simple.
(4) Pour tout s > 0, F est semi-simple si et seulement si Fs l’est, et alors
min (Fs) = smin (F) et Min (F) ⊂ Min (Fs) .
(5) L’isométrie F est hyperbolique si et seulement si il existe une géodésique
c : R → I et un élément a > 0 de R tel que Fc(t) = c(t + a) pour tout
t ∈ R. Alors a = min(F). On dit que c(R) est un axe de F .
(6) Si F est hyperbolique, les axes de F sont tous parallèles, leur réunion est
égale à Min (F), et Min (F) est isométrique à un produit Min′ (F) × R
sur lequel F agit par (x, t) 7→ (x, t +min(F)). Toute isométrie α de I qui
commute avec F préserve Min (F) et s’y décompose en α|Min (F) = (α′, αv)
où α′ est une isométrie de Min′ (F) et αv une translation de R. Enfin α est
semi-simple si et seulement si α′ l’est, et Min (α)∩Min (F) = Min (α′)×R.
Démonstration. Voir [1, II.6.2, 6.7, 6.8 et 6.9]. 
3.6. Le théorème principal. On reprend les hypothèses et notations de la sec-
tion 2 : G est un groupe réductif sur Qp et L est le complété de l’extension non-
ramifiée maximale Qnrp = ∪s≥0Qps de Qp.
On fixe une métrique euclidienne invariante sous G(L) ⋊ 〈σ〉 sur l’immeuble
I(G,L), comme expliqué ci-dessus, notamment dans la section 3.4.2. Pour tout
élément b de G(L), on note Fb l’isométrie de I(G,L) induite par l’élément (b, σ) de
G(L)⋊ 〈σ〉. On définit également une fonction G(L)⋊ 〈σ〉-invariante
min : Hom (DL, GL)→ R+
de la manière suivante. Soit ν ∈ Hom(DL, GL) et S un tore déployé maximal de
GL tel que ν ∈ Hom(DL, S) = X⋆(S)⊗Q. On note νS ∈ X⋆(S)⊗R la translation
correspondante de l’appartement A(S) de I(G,L). Si θ ∈ G(L)⋊ 〈σ〉, alors θ(ν) se
factorise à travers θ(S), et θ induit une isométrie de I(G,L) qui envoie A(S) sur
A(θ(S)) en entrelaçant les translations νS et θ(ν)θ(S). La fonctionmin(ν) = min(νS)
est donc bien définie (elle ne dépend pas du choix de S) et G(L)⋊ 〈σ〉-invariante.
Théorème 2. Avec les notations ci-dessus, pour tout b ∈ G(L),
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(1) L’isométrie Fb de I(G,L) est semi-simple et min(Fb) = min(νb).
(2) L’action de Jb(Qp) = {g ∈ G(L)|gb = bσ(g)} sur I(G,L) stabilise Min(Fb).
(3) Il existe une bijection Jb(Qp)-équivariante
I(Jb,Qp)
≃
−→ Min(Fb) ⊂ I(G,L)
qui est bien définie à translation près par un élément de V (Jb,Qp).
Démonstration. Le deuxième point du théorème est évident, et c’est un cas parti-
culier du deuxième point de la proposition 1 : puisque Jb(Qp) est le commutant de
(b, σ) dans G(L), l’action de Jb(Qp) sur I(G,L) commute à Fb et stabilise donc
Min(Fb). D’autre part, si b′ = gbσ(g)−1 pour un élément g de G(L), alors
Fb′ = gFbg
−1 et νb′ = Int(g) ◦ νb
donc Min(Fb′) = g (Min(Fb)), min(Fb′) = min(Fb) et min(νb′) = min(νb). Enfin,
l’isomorphisme J(g) : Jb → Jb′ induit des isomorphismes J(g)-équivariants
I ′(Jb,Qp) → I
′(Jb′ ,Qp) et V (Jb,Qp) → V (Jb′ ,Qp).
Quitte à remplacer b par b′, on peut donc d’après 2.8 supposer qu’il existe un entier
s > 0 tel que sνb : DL → GL se factorise en un cocaractère (sνb) : Gm,L → GL avec
(b, σ)s = (sνb(p), σ
s) dans G(L)⋊ 〈σ〉 .
On rappelle qu’alors b, νb, Mb et ιb sont définis sur Qps . On choisit s suffisamment
grand pour qu’aussi V (G,L) = V (G,Qps) et V (Mb, L) = V (Mb,Qps). On pose
F = Fb, ν = νb, M =Mb, J = Jb et ι = ιb : JQps →M.
Le lemme suivant démontre et précise la première assertion du théorème.
Lemme 3. Avec les notations ci-dessus,
Min (Fs) = {x ∈ IM (G,L) : Fsx = x+ sν} = IM (G,Qps)
et Min (F) = {x ∈ IM (G,Qps) : Fx = x+ ν} 6= ∅
Démonstration. Puisque Int(b) ◦ σ(ν) = ν, Int(b) ◦ σ(M) = M et F stabilise
C = IM (G,Qps). L’équation de décence montre que Fs agit sur C comme la
translation de vecteur vM (sν(p)) = sν ∈ V (M,Qps), donc Fs|C est semi-simple
et min (Fs|C) = smin(ν). D’après (3) et (4) de la proposition 1, F est semi-simple
et min(F) = min(ν). D’après (5) et (6) (si ν 6= 0), les axes de F (resp. Fs) sont des
droites parallèles de direction ν, et leur réunion est égale à Min(F) (resp. Min(Fs)).
La réunion de toutes les droites parallèles à ces axes n’est autre que le sous-espace
IM (G,L) de I(G,L) – voir [15, §3.9]. Dans tous les cas, on a donc
Min(F) ⊂Min(Fs) ⊂ IM (G,L)
avec plus précisément
Min(F) = {x ∈ IM (G,L) : Fx = x+ ν} ,
Min(Fs) = {x ∈ IM (G,L) : F
sx = x+ sν} .
Choisissons comme en 3.4.4 une isométrie M(L)-équivariante
I(M,L)
≃
−→ IM (G,L)
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dont on peut aussi supposer, d’après [6, Proposition 2.1.5], qu’elle commute à l’ac-
tion de σs. L’équation de décence montre que l’action de Fs sur IM (G,L) corres-
pond à l’action de (sν(p), σs) sur I(M,L) = I ′(M,L)× V (M,L), i.e. à
(x′, xv) 7→ (σsx′, σsxv + sν) = (σsx′, xv) + sν.
On en déduit en utilisant 3.4.2 (et 3.4.5) que
Min (Fs) = C = IM (G,Qps) et Min (F) = {x ∈ C : Fx = x+ ν}
ce qui achève la démonstration du lemme. 
Plongeons maintenant l’immeuble I(J,Qp) dans IM (G,Qps). Pour cela, com-
mençons par choisir comme en 3.4.4 une isométrie M(Qps)-équivariante
θ : I(M,Qps)→ IM (G,Qps).
Soit Gθ l’isométrie de IM (G,Qps) définie par la commutativité du diagramme
I(J,Qps)
ι
−→ I(M,Qps)
θ
−→ IM (G,Qps)
σ ↓ ↓ Gθ
I(J,Qps)
ι
−→ I(M,Qps)
θ
−→ IM (G,Qps)
Lemme 4. Il existe un unique vecteur Vθ ∈ V (M,Qps) tel que
Gθ = F − Vθ sur IM (G,Qps).
Démonstration. On forme le diagramme commutatif suivant, analogue de 2.2 :
I(J,Qps)
ι
−→ I(M,Qps)
θ
−→ IM (G,Qps)
σ ↓ σ ↓ σ ↓
I(σJ,Qps)
σι
−→ I(σM,Qps)
σθ
−→ IσM (G,Qps)
‖ ∗ ↓ ∗ ↓
I(J,Qps)
ι
−→ I(M,Qps)
θ′
−→ IM (G,Qps)
Les flèches verticales du haut proviennent du changement de base σ : Qps → Qps ,
tandis que les flèches verticales marquées du bas sont induites par l’automorphisme
intérieur Int(b) de G (qui envoie σM sur M). La commutativité du premier carré
de gauche est une tautologie, celle du second résulte de la formule Int(b) ◦ σ(ι) = ι.
La commutativité des deux carrés de droite définit les isométries σθ et θ′, qui sont
donc nécessairement (σM)(Qps) et M(Qps)-équivariantes (respectivement), ainsi
que torales, selon la terminologie de [6, 1.3.3]. En particulier, θ′ et θ ne diffèrent
que d’une translation par un élément de V ′(M,Qps) – cf. [6, 2.1.5.ii]. D’autre part,
le composé des deux flèches de droite est induit par l’action G de l’élément (b, σ)
de G(L) ⋊ 〈σ〉 sur I(G,L), où l’on fait maintenant agir G(L) sur I(G,L) par
automorphismes intérieurs, comme dans la section 3.4.1. On a donc d’une part
Gθ = G − V
′
θ sur IM (G,Qps) pour un élément V
′
θ ∈ V
′(M,Qps), et F = G + vG(b)
sur tout I(G,L) avec vG(b) ∈ V (G,Qps). Donc Gθ = F − Vθ sur IM (G,Qps), avec
Vθ = (V
′
θ, vG(b)) dans V (M,Qps) = V
′(M,Qps)× V (G,Qps).
L’unicité est évidente. 
Par définition de Gθ et Vθ et en utilisant 3.4.2, on obtient une isométrie
I(J,Qp)
θι
−→ {x ∈ IM (G,Qps) : Gθx = x} = {x ∈ IM (G,Qps) : Fx = x+ Vθ}
qui est équivariante pour les actions de J(Qp) = {g ∈M(Qps) : bσ(g) = gb}.
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Lemme 5. Soit G = Int(b) ◦ σ agissant sur V (M,Qps) et
Zθ =
∑s−1
i=0
s−1−2i
2s · G
i(Vθ) ∈ V (M,Qps).
Alors la translation par Zθ induit une isométrie J(Qp)-équivariante
{x ∈ IM (G,Qps) : Fx = x+ Vθ}
+Zθ−→ {x ∈ IM (G,Qps) : Fx = x+ ν} .
Démonstration. Puisque Gθ est conjugué à σ, Gsθ = Id sur IM (G,Qps). Or
Gsθ = (F − Vθ)
s
= Fs −
∑s−1
i=0 G
i(Vθ) = Id + sν −
∑s−1
i=0 G
i(Vθ)
car F ◦ (Id − Vθ) = (Id − G(Vθ)) ◦ F et Fs = Id + sν sur IM (G,Qps) d’après le
lemme 3. On obtient donc l’élégante formule
ν = 1s
∑s−1
i=0 G
i(Vθ) dans V (M,Qps).
On en déduit que G(Zθ)−Zθ = ν − Vθ ; le lemme en résulte immédiatement. 
En combinant les lemmes 3 et 5, on obtient une isométrie J(Qp)-équivariante :
ιθ = (θ ◦ ι+ Zθ) : I(J,Qp) → Min(F)
qui dépend à priori de θ. Mais si l’on change θ en θ′ = θ + v avec v ∈ V (M,Qps),
alors Gθ′ = Gθ + v − G(v), donc Vθ′ = Vθ + G(v) − v puis
Zθ′ = Zθ + v0 − v et ιθ′ = ιθ + v0 avec v0 =
1
s
∑s−1
i=0 G
iv.
Puisque ι : J → MQps induit un isomorphisme de V (J,Qp) sur V (M,Qps)
G=Id, il
existe un unique u0 ∈ V (J,Qp) tel que ι(u0) = v0, et alors
∀x ∈ I(J,Qp) : ιθ′(x) = ιθ(x) + v0 = ιθ(x + u0) dans Min(F).
Cette isométrie est donc bien définie à translation près par un élément de V (J,Qp),
ce qui achève la preuve du théorème. 
3.7. Estimation immobilière. Pour tout b ∈ G(L), notons Gb et Vb les isométries
de I ′(G,L) et V (G,L) induites par l’élément (b, σ) de G(L)⋊ 〈σ〉, de sorte que
Fb = (Gb,Vb) sur I(G,L) = I
′(G,L)× V (G,L).
D’après [8, Th. 4.1] il existe une constante α0 ∈]0, π] indépendante de b telle que
∀x ∈ I ′(G,L) : dist (x,Gb(x)) ≥ sin
(
α0
2
)
· dist (x,Min (Gb)) .
D’autre part, Vb(x) = σ(x) + vG(x) pour tout x ∈ V (G,L). Notant r > 0 l’ordre
de σ sur V (G,L), un calcul élémentaire fournit la minoration suivante :
∀x ∈ V (G,L) : dist (x,Vb(x)) ≥ 2 sin
(
π
r
)
· dist (x,Min (Vb)) .
On en déduit l’existence d’une constante κ > 0 indépendante de b telle que
∀x ∈ I(G,L) : dist (x,Fb(x)) ≥ max (min (Fb) , κ · dist (x,Min (Fb))) .
Explicitement, κ = sin
(
α0
2
)
si r = 1 et κ = min
(
sin
(
α0
2
)
, 2 sin
(
π
r
))
si r > 1. Cette
minoration améliore le résultat principal de [12] selon lequel il existe une constante
k > 0 telle que dist(x,Fb(x)) > k · dist(x, I(Jb,Qps)) pour tout x ∈ I(G,L).
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4. Exemple : GLn
Pour les groupes classiques, on identifie souvent les immeubles de Bruhat-Tits
avec certains espaces de normes p-adiques. Nous illustrons ici ce que donne la trans-
position de nos constructions cristallines à ces modèles plus concrets d’immeubles
dans le cas du groupe linéaire général, c’est-à-dire pour les isocristaux sans struc-
tures additionnelles.
Soit donc h un entier positif, V un espace vectoriel de dimension h sur Qp et
G = GL(V ). On fixe un élément b ∈ G(L) et on note (N,F) l’isocristal défini par
N = V ⊗ L et F = b ◦ (IdV ⊗ σ).
On note (N,F) = ⊕(Nλ,Fλ) la décomposition isocline de (N,F) avec λ ∈ Q,
λ = d(λ)h(λ) où d(λ) et h(λ) > 0 sont relativement premiers. On pose
F(λ) =
{
x ∈ k : σh(λ)(x) = x
}
et K(λ) =
{
x ∈ L : σh(λ)(x) = x
}
et on note (N0λ,F
0
λ) l’isocristal sur F(λ) qui est donné par :
N0λ =
{
x ∈ Nλ : F
h(λ)
λ x = p
d(λ)x
}
et F0λ = Fλ|N
0
λ.
Soient J =
∏
Jλ et Jλ les groupes d’automorphismes de (N,F) et (Nλ,Fλ). Alors
Jλ(Qp) = AutL (Nλ,Fλ) = AutK(λ)
(
N0λ,F
0
λ
)
= AutD(λ)
(
N0λ
)
où D(λ) est le corps gauche de centre Qp engendré sur K(λ) par un élément πλ tel
que πλx = σ(x)πλ pour tout x ∈ K(λ) et π
h(λ)
λ = p
d(λ), que l’on fait agir sur le
K(λ)-espace vectoriel N0λ par πλ 7→ F
0
λ.
On munit A ∈ {L,K(λ),D(λ)} de la valuation normalisée par |p| = 1/p ; si X est
un A-espace vectoriel de dimension finie, on note N (X,A) l’ensemble des A-normes
de X , c’est-à-dire l’ensemble des normes α : X → R+ telles que α(ax) = |a|α(x)
pour tout a ∈ A et tout x ∈ X . L’immeuble I(G,L) s’identifie à l’ensemble N (N,L)
des L-normes de N , où G(L) ⋊ 〈σ〉 agit par (g · α)(x) = α(g−1x). L’immeuble
I(M,L) ≃ IM (G,L) du Levi M =
∏
GL(Nλ) de GL correspond au sous-ensemble∏
N (Nλ, L) des L-normes de N qui se décomposent selon N = ⊕Nλ. Enfin
Min(F) =
∏
Min(Fλ) ⊂
∏
Min(F
h(λ)
λ ) ⊂
∏
N (Nλ, L) ⊂ N (N,L)
où les sous-ensembles Min(Fλ) et Min(F
h(λ)
λ ) de N (Nλ, L) sont définis par
Min(Fλ) =
{
α ∈ N (Nλ, L) : ∀x ∈ Nλ, (Fλ · α)(x) = pλ · α(x)
}
,
Min(F
h(λ)
λ ) =
{
α ∈ N (Nλ, L) : ∀x ∈ Nλ, (F
h(λ)
λ · α)(x) = p
d(λ) · α(x)
}
=
{
α ∈ N (Nλ, L) : ∀x ∈ Nλ, α(F
h(λ)
λ x) = α(p
d(λ)x)
}
.
La dernière égalité identifie Min(F
h(λ)
λ ) et N (N
0
λ,K(λ)), puis
Min(Fλ) =
{
α ∈ N (N0λ,K(λ)) : ∀x ∈ N
0
λ, α(πλx) = |πλ|α(x)
}
= N (N0λ ,D(λ)).
Puisque I(Jλ,Qp) ≃ N (N0λ ,D(λ)), on a ainsi vérifié que Min(F) ≃ I(J,Qp).
Remarque 6. Un cristal dans N est un W -réseau M de N qui est stable par
F et V = pF−1. De tels réseaux n’existent que lorsque toutes les pentes λ de N
sont comprises entre 0 et 1. Sous cette hypothèse, la proposition [7, Prop. 5.17]
montre que les cristaux minimaux au sens de Oort sont les boules des L-normes
de N qui sont dans Min(F) =
∏
Min(Fλ) : pour tout α ∈ Min(F) et r > 0,
CRISTAUX ET IMMEUBLES 11
la boule B(α ≤ r) := {x|α(x) ≤ r} est un cristal minimal, et tous les cristaux
minimaux sont de cette forme. Pour GLn, l’unicité bien connue du cristal minimal
à isomorphisme près découle du fait que tous les sommets de I(J,Qp) sont conjugués
sous J(Qp) quand J est une forme intérieure d’un Lévi de GLn. Pour un groupe G
arbitraire, le nombre d’orbites de cette action est seulement fini.
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