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Re´sume´
COMET est un langage de programmation oriente´
objet supportant l’architecture de recherche locale ba-
se´e sur les contraintes. Ce papier propose un cadre
LS(Graph) en COMET qui simplifie la mode´lisation ainsi
que les algorithmes de recherche locale pour re´soudre
des proble`mes d’optimisation sous contraintes sur des
graphes .
1 Introduction
Des proble`mes d’optimisation sous contraintes sur
des graphes (GCSOPs) apparaissent dans de nom-
breuses applications re´elles dans des domaines tels que
les te´le´communications, les re´seaux de transport [7]
[12] [13] [16] [22] [24], la disposition des services [15],
les syste`mes d’exploitation [18], la re´cupe´ration d’in-
formations [5], etc.
COMET [9] est un langage de programmation de haut
niveau fournissant des abstractions de mode´lisation et
de controˆle innovatrices pour la recherche locale. COMET
offre une architecture base´e sur les contraintes pour
des programmes de recherche locale organise´s en deux
composants inde´pendants : un composant de´claratif
qui mode´lise le proble`me en terme de contraintes et
de fonctions et un composant de recherche qui spe´ci-
fie des algorithmes de recherche locale heuristiques et
metaheuristiques. Graˆce a` cette architecture, un algo-
rithme de recherche locale est de haut niveau, com-
positionel et modulaire. Il est aise´ d’ajouter de nou-
velles contraintes, ainsi que de modifier ou de suppri-
mer des contraintes existantes sans devoir preˆter atten-
tion a` l’impact global de ces changements. D’ailleurs,
COMET permet aux programmeurs d’expe´rimenter plu-
sieurs strate´gies de recherche heuristiques et metaheu-
ristiques sans modifier la mode´lisation du proble`me.
Ce papier propose un cadre, appelle´ LS(Graph), qui
a pour objectif de simplifier la mode´lisation de GC-
SOPs en COMET. Le programmeur ne doit plus se pre´-
occuper de structures de donne´es ou d’algorithmes
sophistique´s sur des graphes (par exemple, le calcul
du nombre de composants connexes d’un graphe non-
dirigie´ ou le diame`tre d’un arbre) parce que ceux-ci
sont de´ja` imple´mente´s dans LS(Graph). Le program-
meur peut alors se concentrer sur la mode´lisation et sur
l’exploitation de diverses strate´gies de recherche heu-
ristiques et metaheuristiques. LS(Graph) est conc¸u et
imple´mente´ en COMET (le code source COMET de la pre-
mie`re version de LS(Graph) contient environ 10,000
lignes) et inclut des contraintes spe´cifiques sur des
graphes telles que la contrainte Connected(G) qui spe´-
cifie qu’un graphe non-dirige´ G est connexe, VarTree
qui contraint le graphe a` eˆtre un arbre. Cette dernie`re
est fondamentale pour mode´liser des proble`mes de
de´couverte d’arbres sous contraintes. Les contraintes
Connected(G) et VarTree sont imple´mente´es en utili-
Fig. 1 – Architecture de LS(Graph)
sant des structures de donne´es sophistique´es et des al-
gorithmes (incre´mentaux) sur des graphes. LS(Graph)
est une environnement ouvert et extensible, permet-
tant la conception et l’imple´mentation de nouveaux
composants tels que de nouvelles contraintes sur des
graphes.
Le reste de ce papier est organise´ comme suit. Dans
la section 2, nous introduisons le mode`le de calcul de
LS(Graph). Une bre`ve description de LS(Graph) est
presente´e en section 3. La section 4 montre une ap-
plication de LS(Graph) : la re´solution du proble`me de
Edge-weighted k-cardinality Tree (KCT). Nous mon-
trons que par rapport a` un algorithme de recherche
tabou imple´mente´ avec KCTLib [10], une exploration
sur un voisinage plus large donne des resultats compe´-
titifs sur des graphes euclidiens ge´ne´re´s ale´atoirement.
Enfin, la section 5 re´sume nos contributions et pre´sente
quelques directions de recherche.
2 Mode`le de calcul
Tout comme l’architecture de la Constraint-Based
Local Search [9], l’architecture de LS(Graph) est orga-
nise´e en quatre couches, pre´sente´es en Figure 1.
La VarGraph G, appelle´e variable de graphe, est
une abstraction representant un graphe dynamique
qui peut eˆtre modifie´ au sein d’un intervalle [glb, lub]
(glb ⊆ G ⊆ lub). Une mise-a`-jour d’une VarGraph est
re´alise´e sur le graphe dynamique correspondant. Cette
mise-a`-jour peut correspondre a` l’insertion et la sup-
pression de Noeuds ou d’Areˆtes. A chaque e´tape du
calcul, l’ensemble de noeuds (areˆtes) appartenant a` la
borne supe´rieure (lub) est partitionne´ en deux classes :
les noeuds (areˆtes) qui appartiennent au graphe cou-
rant et les noeuds (areˆtes) qui n’appartiennent pas
au graphe courant mais qui peuvent eˆtre ajoute´s au
graphe courant. Les noeuds (areˆtes) de la deuxie`me
classe sont appelle´s noeuds optionnels (areˆtes option-
nelles) du graphe courant. On recherche habituelle-
ment un sous-graphe d’un graphe donne´ g qui satisfait
certaines contraintes. Le domaine de la VarGraph est
alors [, g]. La plupart de GCSOPs pre´sente´ dans lite´-
rature consiste a` trouver un sous-graphe d’un graphe
non-dirige´ donne´ satisfaisant des contraintes. De`s lors,
dans cette premie`re version de LS(Graph), nous consi-
de´rons glb ≡  et lub est un graphe non-dirige´ fixe´ ;
VarGraph repre´sente donc un graphe non-dirige´ dyna-
mique.
Le concept de GraphInvariant permet de de´crire
des objets maintenant des proprie´te´s sur des graphes,
comme par exemple le chemin simple le plus long, l’en-
semble de ponts, le nombre de composants connexes,
etc. d’un graphe. L’ensemble des areˆtes du graphe
et l’ensemble des areˆtes qui n’appartiennent pas au
graphe mais qui peuvent eˆtre ajoute´es au graphe sont
aussi des GraphInvariants. Ils sont tre`s utiles pour la
mode´lisation des GCSOPs.
Le concept de GraphConstraint permet de de´crire
des objets qui repre´sentent des contraintes sur des
VarGraphs. Il existe de nombreuses contraintes sur
des graphes, comme par exemple Tree(G) qui spe´cifie
que le graphe G est un arbre, la contrainte Simple-
Path(G,s,t) qui spe´cifie que le graphe G est un chemin
simple du noeud s au noeud t.
Dans beaucoup de proble`mes sur des graphes, on
conside`re non seulement la faisabilite´ mais aussi l’op-
timalite´. Dans ce cas, on pre´fe`re maintenir un objet
qui retourne la valeur d’une fonction objectif et qui
permet d’e´valuer l’impact des mouvements locaux sur
cette fonction objectif. Le concept de GraphObjective
permet de de´crire des objets qui repre´sentent des fonc-
tions objectifs sur des VarGraphs, comme par exemple
la somme des poids de toutes les areˆtes d’un graphe,
le nombre de noeuds, etc.
Tout comme les objets diffe´rentiables de COMET, les
GraphConstraints et les GraphObjectives sont des ob-
jets diffe´rentiables qui maintiennent un nombre de pro-
prie´te´s et qui peuvent eˆtre questionne´s pour e´valuer
l’impact des mouvements locaux sur ces proprie´te´s.
2.1 Le Mode`le
Dans la litte´rature, la plupart des GCSOPs
consistent a` trouver un ou quelques sous-graphes d’un
graphe non-dirige´ donne´, satisfaisant des contraintes,
et optimisant une fonction objectif. Nous conside´rons
donc dans cette premie`re version de LS(Graph) des
GCSOPs ou` seules des variables de graphes sont pre´-
sents dans la mode´lisation du proble`me. La mode´lisa-
tion d’un GCSOP se compose de :
– Une liste de VarGraphs G1, G2, ..., Gn. Chaque Gi
repre´sente un objet graphe dont la valeur est dans
l’interval [glbi, lubi],
– Une liste de GraphObjectives et une liste de Gra-
phConstraints qui sont de´finis sur G1, G2, ..., Gn,
– Un syste`me de contraintes GraphConstraintSys-
tem sur graphes, ou un combinateur GraphObjec-
tives qui collecte et inte`gre toutes les contraintes
et les GraphObjectives dans un objet global. Cet
objet sera utilise´ dans le composant de recherche.
2.2 La recherche
Le voisinage et les mouvements locaux Le voisi-
nage d’une solution est l’ensemble de solutions voi-
sines de la solution courante qui sont ge´ne´re´es par
un changement local sur cette solution. Un mouve-
ment local est un changement local sur la solution
courante pour ge´ne´rer une nouvelle solution. Normale-
ment, un changement local sur un graphe dynamique
consiste en une insertion ou une suppression d’un ou
de quelques noeuds (areˆtes), ou un remplacement de
quelques noeuds (areˆtes) par d’autres noeuds (areˆtes).
Dans ce papier, nous conside´rons les movements lo-
caux suivants :
– addNode(g,u) : inse´rer un noeud u dans le graphe
g.
– removeNode(g,u) : supprimer le noeud u du
graphe g ; cette action supprime implicitement
toutes les areˆtes adjacentes au noeud u.
– addEdge(g,e) : inse´rer une areˆte e au graphe g,
cette action inse`re implicitement les deux extre´-
mite´s de e si celles-ci n’existent pas.
– removeEdge(g,e) : supprimer l’areˆte e de g.
– removeCompleteEdge(g,e) : supprimer l’areˆte e de
g et ses extre´mite´s si celles-ci sont isole´es apre`s la
suppression de cette areˆte.
– replaceEdge(g,oe,ne) : remplacer l’areˆte oe de
g par une autre areˆte ne. Cette action est
en fait constitue´e par une se´quence de deux
actions conse´cutives : <removeEdge(g,oe), ad-
dEdge(g,ne)>.
– replaceCompleteEdge(g,oe,ne) : remplacer l’areˆte
oe de g par une autre areˆte ne. Cette action est
en fait constitue´e par une se´quence de deux ac-
tions conse´cutives : <removeCompleteEdge(g,oe),
addEdge(g,ne)>.
Nous pouvons e´galement combiner les actions ci-dessus
pour constituer des mouvements plus complexes. Ce-
pendant, de tels mouvements locaux complexes sont
plus couˆteux.
La proce´dure de recherche De`s qu’une mode´lisation
est disponible, nous pouvons appliquer diffe´rentes stra-
te´gies heuristiques et metaheuristiques [9] pour explo-
rer l’espace de solutions potentielles. Graˆce a` l’archi-
class VarGraph{
1. void addNode(Node v) ;
2. void removeNode(Node v) ;
3. void addEdge(Edge e) ;
4. void removeEdge(Edge e) ;
5. void replaceEdge(Edge oe, Edge ne) ;
6. void assign(Graph cg) ;
7. void assign(VarGraph g) ;
...
//** queries
8. set{Node} getNodes() ;
9. set{Edge} getEdges() ;
10. set{Node} getOptionalNodes() ;
11. set{Edge} getOptionalEdges() ;
...
}
Fig. 2 – Classe VarGraph (description partielle)
tecture du cadre propose´, la proce´dure de recherche
est inde´pendante de la mode´lisation. Il est donc facile
d’ajouter de nouvelles contraintes sans avoir besoin de
modifier le composant de recherche, ainsi qu’explorer
diverses techniques heuristiques et metaheuristiques
sans avoir besoin de changer la mode´lisation.
3 Apperc¸u de LS(Graph)
3.1 Classes du noyau
Les classes de noyau qui repre´sentent des objets re-
lie´s aux graphes sont Node, Edge. La classe Graph de´-
crit un graphe non-dirige´ fixe´. La Figure 2 est une
description partielle de la classe VarGraph qui repre´-
sente un graphe non-dirige´ dynamique. Les lignes 1-7
de´clarent les actions de mise-a`-jour sur des graphes dy-
namiques qui sont mentionne´es ci-dessus. Comme les
variables incre´mentales de COMET, les objets de type
VarGraph sont utilise´s pour de´finir des objets diffe´-
rentiables. Une mise-a`-jour sur un objet (VarGraph)
induit une propagation qui met a` jour tous les objets
diffe´rentiables qui sont de´finis sur cet objet. Les lignes
8-11 questionnent quelques proprie´te´s de graphes. Par
exemple, les lignes 8-9 retournent l’ensemble de noeuds
et l’ensemble d’areˆtes du graphe courant ; les lignes
10-11 retournent l’ensemble de noeuds optionnels et
l’ensemble d’areˆtes optionnelles du graphe courant.
3.2 Interface GraphConstraintInterface
Il existe plusieurs contraintes sur des graphes. Afin
d’assurer la compositionalite´ et la re´utilisabilite´, toutes
les GraphConstraints imple´mentent la meˆme interface
GraphConstraintInterface (voir la Figure 3). De
plus, ceci permet de concevoir des combinateurs des
contraintes sur des graphes (e.g. GraphConstraintSys-
tem).
La me´thode getVarGraphs (ligne 1) permet d’acce´-
der a` la liste de VarGraphs intervenant dans la Gra-
phConstraint. Le nombre de violations et la valeur de
interface GraphConstraintInterface{
1. VarGraph[] getVarGraphs() ;
2. var{int} violations() ;
3. var{boolean} isTrue() ;
4. int getAddNodeDelta(VarGraph g, Node v) ;
5. int getRemoveNodeDelta(VarGraph g, Node v) ;
6. int getAddEdgeDelta(VarGraph g, Edge e) ;
7. int getRemoveEdgeDelta(VarGraph g, Edge e) ;
8. int getReplaceEdgeDelta(VarGraph g, Edge oe, Edge ne) ;
...
}
Fig. 3 – Interface GraphConstraintInterface (des-
cription partielle)
class GraphConstraintSystem implements
GraphConstraintInterface{
//** ...GraphConstraintInterface...
1. GraphConstraintInterface getGraphConstraint(int i) ;
2. GraphConstraintInterface[] getGraphConstraints() ;
3. void post(GraphConstraintInterface gc, int w) ;
...
}
Fig. 4 – Classe GraphConstraintSystem (description
partielle)
ve´rite´ de GraphConstraint sont retourne´es par les me´-
thodes violations() (ligne 2) et isTrue() (ligne 3).
Les me´thodes restant (lignes 4-8) fournissent l’API dif-
fe´rentiable de GraphConstraint. Ceci permet de ques-
tionner la variation du nombre de violations pour di-
vers mouvements locaux.
3.3 Classe GraphConstraintSystem
Tout comme le ConstraintSystem de COMET, leGra-
phConstraintSystem est un combinateur de contraintes
qui collecte toutes les GraphConstraints du mode`le et
fournit une se´paration propre entre le mode`le et le
composant de recherche. Il est donc possible d’ajouter
de nouvelles GraphConstraints au GraphConstraint-
System sans devoir changer le composant de recherche.
Nous pouvons expe´rimenter diffe´rentes heuristiques et
metaheuristiques dans la proce´dure de recherche lo-
cale, telle qu’ajouter un composant de tabou ou ajou-
ter un composant d’intensification sur le mode`le spe´-
cifie´.
La Figure 4 est une description partielle de la classe
GraphConstraintSystem qui imple´mente l’interface
GraphConstraintInterface. Les me´thodes aux lignes
1-2 acce`dent aux GraphConstraints poste´es dans le
GraphConstraintSystem. La me´thode post() (ligne 3)
enregistre un GraphConstraint gc avec le poids w dans
le GraphConstraintSystem.
void stateModel(){
1. LocalSolver ls() ;
2. VarGraph t(ls,glb,lub) ;
3. GraphConstraintSystem gcs = new GraphConstraintSystem(ls) ;
4. NBNodes nbNodes = new NBNodes(t) ;
5. NBEdges nbEdges = new NBEdges(t) ;
6. Connected connected = new Connected(t) ;
7. gcs.post(connected,1) ;
8. GEq eq = new GEq(nbNodes,n) ;
9. gcs.post(eq,1) ;
10. eq = new GEq(nbEdges,n-1) ;
11. gcs.post(eq,1) ;
12. BoundedDegree bd = new BoundedDegree(t,maxD) ;
13. gcs.post(bd,1) ;
14. WeightGraph cost = new WeightGraph(t) ;
15. GraphObjectiveInterface go ;
16. go = new GOAdd(cost, new GOMul(gcs,100)) ;
17. ls.close() ;
}
Fig. 5 – La mode´lisation de DCMST
3.4 Exemple : Proble`me du minimum spanning
tree with degree constraint (DCMST)
Nous illustrons LS(Graph) sur le proble`me du mi-
nimum spanning tree with degree constraint (De-
gree Constrained Minimum Spanning Tree problem,
DCMST). DCMST est de´fini comme suit : e´tant donne´
un graphe non-dirige´ ponde´re´ g ou` chaque noeud v de
g a une borne supe´rieure dv sur son degre´. Le proble`me
DCMST [14][2] consiste a` trouver un spanning tree de
couˆt minimum t de g tel que deg(v) ≤ dv,∀v ∈ V (t).
Puisque DCMST est un proble`me d’optimisation sous
contraintes, nous combinons dans cet exemple la faisa-
bilite´ et l’optimalite´ dans une fonction objectif unifie´e.
La mode´lisation du proble`me est pre´sente´e dans la Fi-
gure 5.
La ligne 3 initialise un GraphConstraintSystem gcs.
Deux GraphObjectives, nbNodes et nbEdges repre´-
sentent respectivement le nombre de noeuds et le
nombre d’areˆtes du graphe courant t et initialise´s en
lignes 4-5. La contrainte Tree qui spe´cifie qu’un graphe
non-dirige´ t est un spanning tree du graphe donne´ lub
(qui est la borne supe´rieure de t) est de´compose´e en
trois GraphConstraints :
1. t est connexe
2. Le nombre de noeuds de t est e´gal au nombre de
noeuds de lub :
](V (t)) = ](V (lub))
3. Le nombre d’areˆtes de t est e´gal au nombre de
noeuds - 1 :
](E(t)) = ](V (t))− 1
Les trois contraintes ci-dessus qui spe´cifient que le
graphe t est un spanning tree sont cre´es et poste´es
aux lignes 6-11. Les lignes 6-7 initialisent et postent
une contrainte Connected spe´cifiant que le graphe t
est connexe. Les lignes 8-9 initialisent et postent une
contrainte spe´cifiant que le nombre de noeuds de t est
e´gal a` n. Les lignes 10-11 initialisent et postent une
contrainte qui spe´cifie que le nombre d’areˆtes de t est
e´gal a` n−1. Les lignes 12-13 initialisent et postent une
contrainte BoundedDegree sur les degre´s des noeuds de
t. L’objet cost est un GraphObjective qui est cre´e´e a`
la ligne 14. Les lignes 15-16 initialisent un combina-
teur go des GraphObjective qui combinent le nombre
de violations des GraphConstraints avec un poids de
100 afin de privile´gier la recherche vers des solutions
correctes (solutions qui satisfont toutes les contraintes
donne´es) et le couˆt de la fonction objectif avec un poids
de 1.
3.5 VarTree
Il existe de nombreux proble`mes ou` l’on sou-
haite de´couvrir des arbres optimaux satisfaisant des
contraintes tels que :
– Degree Constrained Minimum Spanning Tree
(DCMST) [14] [2] [3] [22] [21] [24]
– Bounded Diameter Minimum Spanning Tree
(BDMST) [8][20][11]
– Capacitated Minimum Spanning Tree Problem
(CMST) [19][1]
– Minimum Diameter Spanning Tree (MDST) [17]
– Minimum k-Cardinality Tree (KCT) [4]
– Steiner Minimal Tree (SMT) [23]
Ces proble`mes peuvent eˆtre mode´lise´s en utilisant
VarGraph pour la recherche locale, mais nous devons
dans ce cas poster une contrainte Tree(G) qui spe´ci-
fie que le graphe conside´re´ G est un arbre. Parfois,
la contrainte Tree peut eˆtre conside´re´e comme une
contrainte forte et peut eˆtre maintenue pendant la re-
cherche locale. Ceci exige des mouvements spe´cifiques
plutoˆt que les mouvements ge´ne´raux de VarGraph. En
utilisant VarGraph dans la mode´lisation, l’utilisateur
doit manipuler une structure de donne´es supple´me-
taire assez complique´e pour calculer des voisins qui
sont des arbres. VarTree est une abstraction qui re-
pre´sente un arbre dynamique. Le VarTree fournit un
me´canisme permettant d’explorer facilement des voi-
sins qui sont toujours des arbres.
Mouvements ge´ne´raux pour VarTree Etant donne´
un arbre dynamique t, on de´finit l’ensemble d’actions
de mise-a`-jour (insertion, suppression, remplacement
des areˆtes) sur t conservant la proprie´te´ d’arbre :
1. Une areˆte e = (u, v) peut eˆtre ajoute´e a` t s’il
a. inse´rer une areˆte b. supprimer une areˆte
Fig. 6 – actions de mise-a`-jour : insertion et suppres-
sion d’une areˆte
existe exactement un noeud u ou v de t : u ∈ V (t)
XOR v ∈ V (t) (voir la Figure 6a). Cette areˆte
est appelle´ areˆte inse´rable. L’insertion d’une areˆte
ajoute implicitement ses extre´mite´s a` t si elles
n’existent pas dans t.
2. Une areˆte e = (u, v) peut eˆtre supprime´e de t si
un noeud u ou v est une feuille de t : deg(u) =
1∨ deg(v) = 1 (voir la Figure 6b). Cette areˆte est
appelle´ areˆte supprimable. La suppression d’une
areˆte enle`ve aussi ses extre´mite´s si celles-ci sont
des feuilles de t.
3. Une areˆte e1 de t peut eˆtre remplace´e par une
autre areˆte e2 si e2 re´connecte deux sous-arbres
ge´ne´re´s par la suppression de e1 de t (voir la Fi-
gure 7). e2 est appelle´e areˆte remplac¸ante et e1
est appelle´e areˆte remplac¸able de e2. L’ensemble
de noeuds de t n’est pas change´ par ce remplace-
ment.
Le code de´crit Figure 8 permet d’acce´der aux en-
sembles d’areˆtes qui sont utilise´s pour des mouvements
sur un arbre dynamique tree. Par exemple, e est
une areˆte remplac¸ante, la ligne 5 retourne l’ensemble
d’areˆtes remplac¸ables de e. Ces ensembles sont main-
tenus de fac¸on incre´mentale graˆce aux structures de
donne´es spe´cifiques.
4 Proble`me du Edge-weighted k-
Cardinality Tree (KCT)
4.1 Proble`me du KCT
Etant donne´ un graphe non-dirige´ ponde´re´ G =
(V,E) et une valeur k (1 ≤ k ≤ |V | − 1), le proble`me
KTC consiste a` trouver un sous-arbre de g ayant exac-
tement k areˆtes et dont la somme des poids de toutes
les areˆtes est minimale. Le proble`me KCT a inte´resse´
plusieurs chercheurs. Re´cemment, [4] a propose´ trois
Fig. 7 – action de mise-a`-jour : remplacement d’une
areˆte
1. VarTree tree(ls,glb,lub) ;
2. set{Edge} removableEdges = tree.getRemovableEdges() ;
3. set{Edge} insertableEdges = tree.getInsertableEdges() ;
4. set{Edge} replacingEdges = tree.getReplacingEdges() ;
5. set{Edge} replacableEdges = tree.getReplacableEdges(e) ;
Fig. 8 – Ensembles d’areˆtes utilise´s pour les mouve-
ments de VarTree
approches metaheuristiques pour re´soudre KCT. Un
algorithme de recherche tabou exploite un voisinage
simple obtenu par application simultane´e des deux pre-
miers types d’action de mise-a`-jour de´crites dans la
section 3.5. Le troisie`me type d’action de mise-a`-jour
n’est cependant pas exploite´. Cet algorithme de re-
cherche tabou fonctionne tre`s bien sur un ensemble
de graphes 4-regular publie´s comme benchmarks dans
KCTLib [10]. Une imple´mentation en C++ de cette re-
cherche tabou (de´note´e TS KCT) est aussi disponible
dans KCTLib.
4.2 Mode`le LS(Graph) de KCT
Nous avons imple´mente´ un algorithme de recherche
tabou en utilisant l’abstraction VarTree du cadre
LS(Graph) (de´note´ par MTS KCT VT) et exploitant
le meˆme sche´ma que TS KCT. Notre recherche tabou
explore un voisinage plus large en incluant le troisie`me
type d’action de mise-a`-jour sur VarTree (voir la sec-
tion 3.5). La solution de´sire´e est un sous-graphe de G
qui :
1. est un arbre,
2. a k areˆtes,
void stateModel{
1. LocalSolver ls() ;
2. VarTree tree(ls,glb,lub) ;
3. WeightGraph fo(tree) ;
4. ls.close() ;
}
Fig. 9 – Mode´lisation du proble`me KCT
void exploreNeighborhood(MinNeighborSelector NS){
1. exploreGreedyNeighborhood1(NS) ;
2. exploreGreedyNeighborhood2(NS) ;
3. if(NS.getIntMin() + fCur >= frb){
4. N.getMove() ;
5. exploreNeighborhoodWithTabu(NS) ;
6. }
}
Fig. 10 – Exploration de voisinage (partie I)
3. et dont la somme des poids de toutes les areˆtes est
minimale.
La premie`re contrainte est toujours respecte´e par l’abs-
traction VarTree. La deuxie`me contrainte est assure´e
par la construction de la solution initiale (un arbre
de k areˆtes) et par le voisinage choisi qui est constitue´
par le remplacement d’une areˆte de l’arbre courant par
une autre areˆte satisfaisant certains crite`res. La fonc-
tion objectif de la troisie`me condition est repre´sente´
par un GraphObjective appelle´ WeightGraph. La mo-
de´lisation du proble`me est montre´e dans le code de
la Figure 9 ou` glb est nul et lub est le graphe d’en-
tre´e G. La recherche tabou contient aussi un crite`re
d’aspiration qui accepte des solutions tabou mais qui
ame´liorent la restart-best solution (la meilleure solu-
tion de´couverte depuis le rede´marrage de la recherche).
Le code de la Figure 10 de´crit l’exploration du voi-
sinage. MinNeighborSelector NS est une abstraction
de controˆle de COMET qui stocke le meilleur mouvement
soumis jusqu’a pre´sent ainsi que son e´valuation. Le
voisinage est d’abord explore´ de fac¸on gloutonne (me´-
thodes en lignes 1-2 qui sont de´taille´es dans les Figures
11, 12) ignorant les listes tabou. Si la solution se´lec-
tionne´e n’ame´liore pas la restart-best solution (ligne
3), le mouvement choisi est supprime´ de NS (ligne 4)
et l’exploration utilisant les listes tabou est applique´e
(me´thode en ligne 5 qui est de´taille´e dans la Figure
13).
La Figure 11 explore le voisinage utilise´ par [10]. La
me´thode scanne tous les couples <ei,eo> (ei appar-
tient a` l’ensemble des areˆtes insertables (ligne 8),
eo appartient a` l’ensemble des areˆtes supprimables
(ligne 4)). Le remplacement de eo par ei repre´sente
un mouvement local. La ligne 9 retourne la variation
de la fonction objectif lors d’un mouvement local. Le
void exploreGreedyNeighborhood1(NeighborSelector NS){
1. int eval = System.getMAXINT() ;
2. Edge edgeOut = null ;
3. Edge edgeIn = null ;
4. forall(eo in tree.getRemovableEdges()){
5. Node u = eo.getBeginPoint() ;
6. if(tree.getAdjNodes(u).getSize() > 1)
7. u = eo.getEndPoint() ;
8. forall(ei in tree.getInsertableEdges() :
!ei.contain(u)){
9. int d = go.getReplaceEdgeDelta(tree,eo,ei) ;
10. if(eval > d){
11. eval = d ;
12. edgeOut = eo ;
13. edgeIn = ei ;
14. }
15. }
16. }
17. if(edgeOut != null && edgeIn != null){
18. neighbor(eval,NS){
19. tree.removeEdge(edgeOut) ;
20. tree.addEdge(edgeIn) ;
21. tbIn.makeTabu(edgeOut,it) ;
22. tbOut.makeTabu(edgeIn,it) ;
23. }
24. }
}
Fig. 11 – Exploration de voisinage (partie II)
void exploreGreedyNeighborhood2(NeighborSelector NS){
1. selectMin(ei in tree.getReplacingEdges(),
eo in tree.getReplacableEdges(ei),
d = go.getReplaceEdgeDelta(tree,eo,ei))(d){
2. neighbor(d,NS){
3. tree.replaceEdge(eo,ei) ;
4. tbIn.makeTabu(eo,it) ;
5. tbOut.makeTabu(ei,it) ;
6. }
7. }
}
Fig. 12 – Exploration de voisinage (partie III)
cas ou` ei et eo ont une extre´mite´ commune qui est une
feuille de l’arbre courant est e´vite´ (lignes 5-8) car un
tel mouvement local de´struirait la structure d’arbre.
Le meilleur mouvement et son e´valuation eval sont
stocke´s dans NS (lignes 18-22). Le mouvement se´lec-
tionne´ rend tabou les deux areˆtes choisies edgeIn et
edgeOut (lignes 21-22, ou` it est l’ite´ration courante
de la recherche locale).
L’exploration du voisinage supple´mentaire est illus-
tre´e a` la Figure 12. Tous les couples d’une areˆte repla-
c¸ant ei et d’une areˆte replac¸able eo de ei sont scanne´s
par l’abstraction de controˆle selectMin de COMET.
Le code de la Figure 13 explore le voisinage utilise´
par [10] et utilise les listes tabou. L’instruction qui ve´-
rifie l’appartenance a` la liste tabou y est inse´re´e (ligne
9). Lorsqu’une solution voisine qui ame´liore la solution
courante est de´couverte, l’exploration s’arreˆte.
void exploreNeighborhoodWithTabu(NeighborSelector NS){
1. int eval = System.getMAXINT() ;
2. Edge edgeOut = null ;
3. Edge edgeIn = null ;
4. forall(eo in tree.getRemovableEdges()){
5. Node u = eo.getBeginPoint() ;
6. if(tree.getAdjNodes(u).getSize() > 1)
7. u = eo.getEndPoint() ;
8. forall(ei in tree.getInsertableEdges() :
!ei.contain(u)){
9. if( !tbOut.isTabu(eo,it) || !tbIn.isTabu(ei,it)){
10. int d = go.getReplaceEdgeDelta(tree,eo,ei) ;
11. if(eval > d){
12. eval = d ;
13. edgeOut = eo ;
14. edgeIn = ei ;
15. }
16. if(eval < 0){
17. break ;
18. }
19. }
20 }
21. if(eval < 0){
22. break ;
23. }
24. }
25. if(edgeOut != null && edgeIn != null){
26. neighbor(eval,NS){
27. tree.removeEdge(edgeOut) ;
28. tree.addEdge(edgeIn) ;
29. tbIn.makeTabu(edgeOut,it) ;
30. tbOut.makeTabu(edgeIn,it) ;
31. }
32. }
}
Fig. 13 – Exploration de voisinage (partie IV)
4.3 Re´sultats expe´rimentaux
Nous avons expe´rimente´ le MTS KCT VT sur un
nouvel ensemble de donne´es forme´ de graphes eucli-
diens complets ge´ne´re´s comme suit : on ge´ne`re ale´a-
toirement n noeuds avec des coordonne´s (x, y) ou` x
et y sont ge´ne´re´s par une distribution uniforme dans
l’intervalle [1..500]. Le poids d’une areˆte est la distance
euclidienne entre ses extre´mite´s. Cinq graphes de taille
200 (avec k = 150) et cinq graphes de taille 500 (avec
k = 166) ont e´te´ ge´ne´re´s.
Nous comparons notre imple´mentation
MTS KCT VT avec TS KCT sur cet ensemble
de donne´es. Chaque programme a e´te´ exe´cute´ 5 fois
pour chaque graphe. Le temps est limite´ a` 10 minutes.
Les re´sultats expe´rimentaux sont pre´sente´s dans
la Table 1. Pour chaque instance, les colonnes 2-4
reportent la valeur minimale, maximale et moyenne
de la fonction objectif de la meilleure solution trouve´e
(de 5 exe´cutions) par MTS KCT VT et les colonnes
5-6 pre´sentent la valeur moyenne (de 5 exe´cutions) de
la premie`re ite´ration et le moment (en sec.) ou` cette
solution est de´couverte. Les meˆmes informations pour
TS KCT sont pre´sente´es en colonnes 7-11.
Les re´sultats expe´rimentaux montrent que
MTS KCT VT trouve une meilleure solution que
Graph
MTS KCT VT TS KCT[10]
min Max avg avgIt avgT min Max avg avgIt avgT
gEcl200.in1 1259* 1288 1274.8 39 117.48 1261 1273 1268 7850 489.11
gEcl200.in2 1185* 1197 1190 50 148.3 1191 1260 1221.4 6231.2 412.64
gEcl200.in3 1243* 1267 1262.2 55.2 164.34 1250 1284 1267.4 4659.2 325.38
gEcl200.in4 1216* 1218 1216.6 46.8 140.67 1231 1259 1245 2636.2 175.95
gEcl200.in5 1314* 1341 1323.8 70.4 231.39 1332 1400 1360.2 4257.6 272.25
gEcl500.in1 2109* 2220 2167.2 48 559.64 2198 2427 2307.8 269.2 349.07
gEcl500.in2 2176* 2272 2234.6 36.6 462.87 2328 2633 2463.4 250.6 314.69
gEcl500.in3 2078* 2215 2162.8 34.2 508.11 2095 2498 2338 229.6 289.26
gEcl500.in4 2129* 2282 2197.8 32 415.04 2153 2745 2362.6 253.8 332.15
gEcl500.in5 2010* 2377 2158.8 33.4 416.81 2057 2447 2196.2 207.4 243.18
Tab. 1 – Comparaison entre MTS KCT VT et l’implementation de la recherche tabou en C++ de [10]
Fig. 14 – Comportements de MTS KCT VT et
TS KCT sur l’instance graphEucliden200e19900.in1
Fig. 15 – Comportements MTS KCT VT et TS KCT
sur l’instance graphEucliden200e19900.in2
Fig. 16 – Comportements de MTS KCT VT et
TS KCT sur l’instance graphEucliden200e19900.in3
Fig. 17 – Comportements de MTS KCT VT et
TS KCT sur l’instance graphEucliden200e19900.in4
Fig. 18 – Comportements de MTS KCT VT et
TS KCT sur l’instance graphEucliden200e19900.in5
TS KCT graˆce a` l’exploration d’un voisinage plus
large. De plus, la valeur moyenne de la fonction
objectif des meilleures solutions et la valeur moyenne
du nombre d’ite´rations pour atteindre ces solutions
avec MTS KCT VT sont plus petites que celle avec
TS KCT. Avec les instances de taille 200 (cinq pre-
mie`res range´es dans la Table 1), le temps moyen pour
obtenir les meilleures solutions avec MTS KCT VT
est plus petit que celui avec TS KCT. Cependant,
la taille large du voisinage a pour conse´quence une
exploration de voisinage plus lente.
Les Figures 14, 15, 16, 17, 18 comparent le compor-
tement des meilleures exe´cutions de MTS KCT VT et
TS KCT sur quelques instances. Nous voyons que le
MTS KCT VT trouve rapidement une meilleure solu-
tion que TS KCT (la valeur de la fonction objectif de
la solution trouve´e par MTS KCT VT est plus petite
que celle de la solution trouve´e par TS KCT).
5 Conclusion
Cette recherche propose un nouveau mode`le de
calcul pour simplifier la mode´lisation de recherche
locale sur une classe de proble`mes combinatoires :
les proble`mes d’optimisation sous contraintes sur des
graphes. Le mode`le de calcul a de nombreux avan-
tages. Au niveau de la programmation, les algorithmes
de recherche locale sont courts et concis. Au niveau
de la performance, le mode`le s’inte`gre bien avec le
Constraint-Based Local Search de COMET. Les com-
posants built-in sont imple´mente´s efficacement avec
des structures de donne´es et des algorithmes (incre´-
mentaux) spe´cifiques sur des graphes. Les utilisateurs
peuvent imple´menter efficacement des algorithmes de
recherche locale sans avoir besoin de manipuler des
structures de donne´es complexes et des algorithmes
sophistique´s sur des graphes. Au niveau du langage
de programmation, le mode`le de calcul se caracte´rise
par sa compositionalite´ et sa re´utilisabilite´. Il est fa-
cile d’ajouter de nouvelles contraintes au mode`le sans
devoir modifier le composant de recherche et on peut
aussi explorer diverses strate´gies de recherche heuris-
tiques et metaheuristiques. Le temps de de´veloppe-
ment est fortement re´duit, permettant ainsi d’expe´ri-
menter rapidement plusieurs algorithmes de recherche
locale. Cette caracte´ristique est importante lorsqu’il
n’y a pas d’algorithmes de recherche locale qui fonc-
tionne bien sur tous les types de donne´es. Le noyau
du mode`le de calcul est le concept de VarGraph qui
repre´sente un graphe dynamique. D’autre composants
peuvent eˆtre de´finis sur les VarGraphs, tels que Gra-
phInvariants, GraphConstraints et GraphObjectives.
Tout comme les variables incre´mentales de COMET, une
mise-a`-jour sur VarGraph induit une propagation qui
met a` jour les GraphInvariants, les GraphConstraints
et les GraphObjectives de´finis sur cette VarGraph. Var-
Tree est une abstraction repre´sentant un arbre dy-
namique. Cette abstraction permet de mode´liser des
proble`mes de de´couverte d’arbres sous contraintes. Le
cadre LS(Graph) a e´te´ applique´ pour mode´liser et re´-
soudre le proble`me de KCT en utilisant l’abstraction
VarTree. En utilisant une exploration sur un voisi-
nage plus large, nous avons montre´ des re´sultats com-
pe´titifs par rapport a` une imple´mentation en C++
d’une recherche tabou de´crite par [10], sur un ensemble
de graphes euclidiens complets ge´ne´re´s ale´atoirement.
Dans le futur, notre travail se focalisera sur la concep-
tion et l’imple´mentation d’un GraphObjective appelle´
Diameter repre´sentant le diame`tre d’un arbre dyna-
mique, ainsi que son application dans la re´solution le
proble`me de Bounded Diameter Minimum Spanning
Tree Problem (BDMST). Un objectif a` plus long terme
de notre recherche consiste a` de´velopper un cadre uni-
fie´ permettant d’exploiter des techniques d’hybrida-
tion : la programmation par constraintes et la re-
cherche locale ou` la programmation par constraintes
re´duit la borne [glb, lub] par des techniques de filtrage
[6].
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