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Downscaled rainfall projections for the Indian summer monsoon are generated
using a nonhomogeneous hidden Markov model (NHMM) and information
from both a dense observational dataset and an ensemble of general circulation
models (GCMs). The projections are conditioned on two typesof GCM
information, corresponding approximately to dynamic and thermodynamic
components of precipitation change. These have opposing eff cts, with a
weakening circulation compensating not quite half of the regional precipitation
increase that might otherwise be expected. GCM informationis taken at the
largest spatial scales consistent with regional physics and modeling constraints,
while the NHMM produces a disaggregation consistent with the observed fine-
scale spatiotemporal variability. Projections are generated using multimodel
mean predictors, with intermodel dispersion providing a measure of the
uncertainty due to GCM differences. The downscaled simulations exhibit small
increases in the number of dry days, in the average length of dry spells, in
mean daily intensity and in the exceedance frequency of nearly all daily rainfall
percentiles.
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1. Introduction
Precipitation fields in general circulation models (GCMs)
do not capture detail at the fine spatial scales of interest
in many climate risk management applications. GCM
parameterizations also tend to produce biased rainfall
distributions (Dai 2006). These factors preclude the
direct imputation of localized, temporally disaggregated
precipitation changes from GCM simulations. On the other
hand, GCMs are the most comprehensive tools yet devised
for the quantitative characterization of climate change.
Observational data do represent the fine spatial detail
lacking in GCM simulations, and are less likely to be biased
with respect to spatial patterns or rainfall distributions.
However, they are records of past climate, fundamentally
mute with respect to the future.
Here these complementary data types are combined
in the framework of a nonhomogeneous hidden Markov
model (NHMM). The NHMM decomposes the observed
spatiotemporal rainfall variability over a network of
locations via a small, discrete set of “hidden” states (so
termed because they are not directly observed). Each
state comprises a set of rainfall probabilities and wet-day
distribution functions for all locations in the network; the
states proceed on a daily time step following a first-order
Markov process. These characteristics enable the NHMM
to represent both spatial covariance over the network and
persistence of large-scale weather patterns, which can be
associated with the states. It is thus well-suited for the
representation of daily rainfall in climate regimes that can
be characterized in terms of variably persistent large-scale
weather patterns, as can the Indian monsoon.
In the ”nonhomogeneous” construction utilized here,
the state transition matrix is conditioned on an exogenous
predictor, giving it an implicit time dependence. This allows
for realistic simulation of the seasonal cycle and, more
importantly, provides a pathway for the introduction of
GCM-based climate change information.
To generate projections of future rainfall, two
predictive fields from an ensemble of GCMs are utilized:
the regional mean rainfall change and a dynamical index
of monsoon circulation strength. The former serves as
a constraint on the NHMM-simulated rainfall change,
while the latter is used to condition transition probabilities
among the hidden states. These large-scale predictors are
analogous to the GCM-derived boundary conditions used to
constrain regional dynamical models. The NHMM is used
to generate stochastic daily rainfall sequences for both the
20th and 21st centuries, from which statistics of interest
are extracted. Information from the GCMs is utilized in the
form of multimodel means; individual models then serve
to delineate the range of uncertainty owing to differences
among GCMs.
Markov and hidden Markov models of varying
structure have been utilized previously for rainfall modeling
(e.g., Richardson and Wright 1984; Hughes and Guttorp
1994a,b; Bateset al. 1998; Hugheset al. 1999; Robertson
et al. 2004; Mehrotra and Sharma 2005; Robertson
et al. 2006, 2009; Ailliot et al. 2009; Gelati et al.
2010). A particular novelty in the present study is the
implied decomposition of monsoon rainfall change into
dynamic and thermodynamic components, as manifest in
the exogenous variable chosen to drive the NHMM and the
concomitant scaling of daily intensity distributions. This
decomposition is of particular relevance in the context of
long-term climate change (see, e.g., Held and Soden 2006).
Section 2 places the NHMM in the context of
other statistical downscaling methods. Section 3 provides
a modeling overview, while Sec. 4 describes both the
observational and GCM data utilized. Section 5 covers
key theoretical underpinnings of the method as well as
details of its present application. The NHMM simulations
are considered in Sec. 6; this is followed in Sec. 7 by
a discussion of rainfall changes on both fine space and
time scales. Sections 8 and 9 present a validation by way
of method comparison and a discussion of uncertainties,
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respectively. A summary and conclusions are provided in
Sec. 10.
2. NHMM in context
As a downscaling method the NHMM could be classified
as a hybrid between weather-typing and regression-based
models (Wilby et al. 2002). Weather states are inferred
from patterns of observed daily precipitation and modeled
as first-order Markov dependent in time, while a large-scale
circulation index is utilized as predictor in a multinomial
logistic regression, the dependent variables being the
probabilities in the Markovian transition matrix.
Beyond this general affinity, the NHMM bears
some resemblance to the “WGEN” model described by
Richardson and Wright (1984) as adapted by Wilks (1992)
for the purposes of downscaling climate change scenarios
and eventually (Wilks 1998), to model spatially correlated
rainfall over a network of sites. These models include two
states (wet and dry), with daily rainfall fit by either a
gamma distribution or, in Wilks (1998), a two-component
exponential mixture. Such models require specification of a
large number of location-specific parameters. The NHMM,
by contrast, can include an arbitrary number of states and
implicitly accounts for spatial covariance, in the form of
the rainfall patterns associated with the states. As in Wilks
(1998), daily rainfall distributions are modeled as a two-
component exponential mixture.
The NHMM’s hidden states, although nominally
abstractions, were shown in an earlier study (Greeneet al.
2008) to be sensibly associated with large-scale anomalies
in the monsoonal circulation. The persistence of these
anomalies in time is captured by the Markovian dependence
of the day-to-day state transitions.
3. Modeling overview
The NHMM is first trained on observational data for the
period 1951-2004, along with a seasonally-varying index
of monsoon circulation strength, taken from the GCM
ensemble in the form of a multimodel mean. In this
step both the parameters of the hidden states and the
relationship between the circulation index and the transition
probabilities governing the day-to-day progression of the
states are inferred. A bias correction is introduced in order
to bring the simulated seasonal cycle into better agreement
with observed. The NHMM is then used to generate
stochastic sequences of daily rainfall for the periods 1951-
2000 and 2070-2099, using in each case the corresponding
circulation index. Differences between these two sets of
simulations provide a measure of rainfall change owing to
changes in the monsoon circulation, and may be thought of
as dynamically-induced.
In going to the 21st century the circulation weakens.
Given the relationships inferred by the NHMM in the
learning step, this brings about a reduction in regional
mean rainfall. Such a reduction, however, is inconsistent
with the multimodel response, in which rainfallincreases.
The discordance is attributed to thermodynamic effects,
and resolved by scaling the NHMM daily wet-day amount
distributions so that the simulated regional mean rainfall
change comes into agreement with the multimodel mean.
Attention then focuses on the statistical features of
climatically-induced rainfall change, disaggregated in both
time and space. It is this downscaling that constitutes the
proper domain of the NHMM
4. Data
4.1. Observations
A daily rainfall dataset for 1951-2004 developed by the
India Meteorological Department (Rajeevanet al. 2006)
constitutes the observational record. This is a 1◦ gridded
product derived from quality-controlled station records and
is complete. Only the Jun-Sep (JJAS) values, representing
the southwest (summer) monsoon, are utilized. The data are
geographically truncated to 15◦–29◦N, 68◦–88◦E, which
coincides approximately with the main “monsoon zone”
(Sikka and Gadgil 1980). This region has been identified
in a cluster analysis (Moron, pers. comm) as having
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(a) (b) (c)
Figure 1. Climatological JJAS rainfall for the thinned IMD data: (a) Mean daily rainfall, (b) Probability of rain, (c) Mean daily intensity.
a homogeneous seasonal cycle for precipitation. This
facilitates the analysis, since the present NHMM structure
is not designed to accommodate seasonal-cycle mixtures.
To allow for multiple simulations, given the computer
resources at hand, the data were thinned to a resolution of
3◦, resulting in a dataset having 24 gridpoints. On a single-
processor 2.8 GHz workstation, fitting the NHMM to 54 yr
of JJAS daily data on this grid requires ca. 20 min. Note that
the effective resolution of the thinned data remains 1◦.
Climatological rainfall and its decomposition in terms
of probability of rain, P(R) and mean daily intensity,Ī
(amount on wet days) is shown in Fig. 1, where panels
(a) and (b) exhibit a clear gradient, extending from arid
Rajasthan and the Thar desert southeast toward the wet
coast of the Bay of Bengal. The gradient inĪ, shown in Fig.
1c, is less clear, owing in part to high intensity values in the
central region, but this variable also reflects relative dryness
in the northwest.
The behavior of the most westerly gridpoint just
north of 20◦ seems somewhat anomalous in the context
of this gradient, and signals a moisture source to the west
interacting with the escarpment of the Deccan plateau,
as opposed to the convective systems that propagate
northwestward over the continent from the Bay of Bengal.
This is consistent with high rainfall at coastal locations
further to the south that are not part of the study dataset.
4.2. Information from GCMs
Precipitation and zonal wind fields from an ensemble of
23 GCMs from the Coupled Model Intercomparison Project
version 3 dataset (CMIP3, Meehlet al. 2007) are utilized.
Simulations from the CMIP3 models underlie much of the
research considered in the Fourth Assessment Report of
the Intergovernmental Panel on Climate Change (IPCC,
Solomon et al. 2007). The models employed (Table I)
comprise all those for which these two fields were available,
for both the 20C3M (20th-century) and A1B (21st-century
stabilization) experiments. The data utilized have monthly
time resolution. In addition, the 500-mb vertical velocity
Table I. GCMs in the CMIP3 archive (Meehlet al.2007) for which both
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Figure 2. Vertical shear of the zonal wind. (a) Climatological JJAS field from the NCEP-NCAR reanalysis for 1951-2000, showing thebox defining
WSI1, (b) Climatological annual cycle, showing the 1951-2000 reanalysis (“Obs”) and multimodel means for 1951-2000 (“2 C3M”) and 2070-2099 for
the A1B scenario (“A1B”).
field from a subset of these models is employed for a
validation exercise.
Information regarding the circulation is introduced
in the form of the “Westerly Shear Index 1” (WSI1), as
defined in Wang and Fan (1999). This is the vertical shear
of the zonal wind (u850−u200) averaged over the box 5◦-
20◦N, 40◦-80◦E. Fig. 2a shows that this box encloses a
local maximum in the climatological JJAS shear field, as
represented in the NCEP-NCAR reanalysis (Kalnayet al.
1996).
Wang and Fan, using monthly mean values for JJAS
over the 1974-1997 period, found that WSI1 was both stable
in its physical configuration and significantly correlated
(r = 0.61) with outgoing longwave radiation, indicative
of monsoon rainfall, over the Indian subcontinent. Of the
climate models utilized (see Table I), a majority also show
a local maximum for the shear field in the WSI1 box. For
the exceptions the box invariably sits astride a ridge, the
maximum then occurring to the east. The zonal elongation
of shear contours is also a robust feature of the GCMs. This
pattern concordance extends across centuries, and likely
results from the broad land-ocean contrasts and extended
high-amplitude topographic relief that characterize this
region. On the large scale there is thus relatively robust
model agreement, stable across centuries, with respect to
monsoon circulation structure.
The WSI1 index tracks the annual cycle of monsoon
winds, as shown in Fig. 2b. During the southwest (summer)
monsoon, extending from June through September, values
are strongly positive; outside this seasonal window the
winds reverse and WSI1 changes sign. The figure shows the
NCEP-NCAR reanalysis climatology as well as multimodel
means for the 20th and 21st centuries. The GCM
simulations match the reanalysis fairly closely in shape,
although the latter has a slightly greater amplitude. Fig.
2b also shows that the amplitude of the seasonal cycle
decreases in going from the 20th to 21st centuries. This is
also a robust feature of the multimodel dataset, as illustrated
in Fig. 3. This figure shows the distribution across GCMs of
the difference between 21st and 20th century WSI1 values,
by month.
The largest decreases occur in July and August. This
is the core of the wet season, when rainfall is greatest.
Shifts for June and September would have a reduced
influence on overall rainfall change, but are still negative
for most models. Like the spatial pattern of the shear field,
the seasonal cycle shape is rather stable across centuries,
weakening slightly but showing no phase shift. The NHMM
assumes a degree of stationarity in the large-scale flow
structure; both the spatial and temporal stability of the WSI1
cycle support this assumption.
WSI1 is not unique among climate variables in
having a well-defined seasonal cycle. What is important
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Figure 3. Intermodel spread in∆WSI1, going from the 20th to the 21st
century. Distribution shown separately for each month in JJAS.
for the exogenous predictor, rather, is that it link
monsoon circulation strength and rainfall over the Indian
subcontinent in a physically sensible manner. Its change,
in going from the 20th to 21st centuries, then becomes
an indicator of dynamically-mediated shifts in monsoon




The NHMM is similar to the homogeneous model described
in Greeneet al. (2008), in that it decomposes the daily
precipitation field over a network of locations into a small
set of discrete “states,” that proceed in time according to a
first-order Markov process. In both of these models rainfall
at each of the locations is conditionally independent: given
the state, it does not depend on rainfall at other locations (r
at other times). Spatial and temporal dependence are then
represented implicitly, the former through the existence of
multiple states, the latter via the Markov property of the
state transition process. For each location, conditional o
state, the rainfall “emitted” by the model on a given day
is drawn from a three-component mixture, a delta function
at zero (representing no rain) and two exponentials. Two-
component exponential mixtures have been found effective
in the modeling of daily rainfall distributions (Woolhiser
and Roldán 1982). The model comprises these exponential
parameters and mixing weights as well as the matrix of
probabilities governing day-to-day transitions among the
states.
The present model differs from that of Greeneet al.
(2008) by the inclusion of an exogenous predictor. Lacking
such a predictor the homogeneous model is not suitable
for prognosis, as there is no covariate that might assume
differing values during different climate epochs. It will be
seen that the inclusion of this predictor has little influence
on the NHMM’s inferred hidden states. Here the WSI1
index is taken as the covariate; its value is related to
the state-to-state transition probabilities according tothe
polytomous logistic regression (Robertsonet al.2004):






Here,t is time, discretized in terms of days, andP the
probability of ani → j transition in going from timet − 1
to t, given valuex of predictorX at time t. The σij and
ρj are parameters to be fit andK is the number of modeled
states, here taken as four in correspondence with the model
of Greeneet al. (2008).
Expression (1) refers to transition probabilities
P among the states but makes no reference to the
state characteristics themselves, which include rainfall
probabilities and intensity distributions for each of the
stations. Through the agency of the transition matrix,
owever,X may influence state occupation statistics, thus,
inter alia, total seasonal rainfall, shape of the seasonal
cycle or the fraction of rainfall deriving from each of the
states. The underlying assumption is that future rainfall
will arise from the same assemblage of large-scale weather
patterns as presently exists, but that their relative occurrence
frequencies, timing or persistence characteristics may shift
as climate changes.
This stationarity of weather states, with the forced
response taking the form of shifts in occupation statistics,
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is consistent with a nonlinear-dynamical view of climate, in
which the states represent basins of attraction toward which
trajectories in the climate phase space are drawn (Lorenz
1963; Palmer 1999). There is also a connection with the
idea of fluctuation dissipation, i.e., that the response of a
nonlinear system to small perturbations can be understood
by studying fluctuations of the unperturbed system (Leith
1975).
A final element in the modeling scheme involves
the scaling of NHMM intensity distributions so as
to bring simulated regional-mean precipitation change
into agreement with the GCM ensemble mean. This is
performed outside the NHMM fitting process, and reflects
a reliance on the GCMs for large-scale climate information.
From a more process-oriented perspective this procedure,
which conditions rainfall amounts on wet days, may
be thought of as representing variation due to changes
in atmospheric moisture, the ultimate source of wet-day
amounts, given a dynamical predisposition to moisture flux
convergence.
Use of multimodel mean fields follows from work
showing that such fields as a rule provide more consistently
faithful representations of the observed climate than do
individual models (Gleckleret al. 2008), and provides
a natural way of estimating uncertainties arising from
differences in GCM formulation.
5.2. Model fitting
WSI1 values (Fig. 2b, “20C3m” and “A1B”) were linearly
interpolated to daily resolution for ingestion by the NHMM.
Since daily, or even interannual variations of model
WSI1 cannot be expected to correspond with observed
rainfall changes, these cycles were utilized in the form of
climatologies, repeated for each year for both training and
simulation. One may think of the historical sequences as
equally likely draws, given the WSI1 climatology, in the
conditioning of a statistical forecast model. This is similar to
the model output statistics (MOS) idea, in which localized
weather forecast statistics are conditioned on more coarsely
resolved model output.
The model is fit using the observed rainfall and
interpolated 20th-century WSI1, producing both the
decomposition of the rainfall by states and the parameters
of the logistic regression (1). As in Greeneet al. (2008),
maximum-likelihood estimates of the model parameters
are obtained using the expectation-maximization algorithm
(Dempsteret al.1977).
In Sec. 5.3 it will be seen that the spatial patterns
of rainfall probability and mean daily amount associated
with each of the hidden states are quite similar to those
inferred using the homogeneous model of Greenet al.
(2008), in which precipitation from a smaller and somewhat
more localized network of stations was fit. This suggests
that (a) the smaller network is in fact extensive enough
to capture most of the spatiotemporal variability present
over the 24 locations of the present study, and (b) inclusion
of the exogenous variable has little influence on the
state decomposition. As we will see, it is rather in the
simulation step that the effect of WSI1, realized through
its conditioning of the state transition matrix, becomes
manifest.
5.3. State descriptions
The four states from the fitted model are summarized in
the four columns of Fig. 4, with rainfall probabilities in
the top row, mean intensities below (cf. Greeneet al.2008,
Fig. 4). Because rainfall sequences include many dry days,
HMM decomposition typically identifies a state having
both low occurrence probabilities and intensities; here this
is state 4 (Figs. 4d, 4h). State 3 exhibits the uniformly
highest probability of rain (Fig. 4c), along with relatively
high intensities in both the west and adjacent to the Bay
of Bengal (Fig. 4g). This reflects enhanced convection
over most of the subcontinent. In state 1 convection
occurs preferentially toward the Himalayan foothills, while
state 2, with enhanced probabilities toward the southeast
but moderate intensities, may represent an early stage in
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 4. Probability of rain (a-d) and mean daily intensity (e-h), for states 1-4, shown in the corresponding columns.
the propagation across the subcontinent of intraseasonal
oscillations (Goswami and Mohan 2001). State 2 differs
more than the others in the earlier analysis, but in that
study the southeastern sector, where the probability of rain
is seen to be concentrated, was not sampled. Since the states
described here are quite similar to those inferred in Greene
et al. (2008), the reader is referred to that work for more
detailed discussion.
5.4. Effect of exogenous predictor
The learned relationship between WSI1 and transition
probabilities is summarized in figure 5a, which shows
the four probabilities associated with the equilibrium
state distribution as a function of WSI1. The vector of
state probabilitiesp is advanced in time by the linear
transformation
T′pt−1 = pt, (2)
(Norris 1997), whereT′ is the transpose of the transition
matrix. Identification of a state probability vector that
is invariant under this transformation corresponds to the
eigenvalue problem
T′p = λp, (3)
where we seek the eigenvector havingλ = 1. The existence
and uniqueness of such a vector is implied by the stochastic
character ofT (its rows each sum to unity) and the ergodic
property of the Markov chain modeled by the NHMM (it is
aperiodic, with finite return times).
To generate Fig. 5a the matrixT was computed
on a grid of x-values spanning the seasonal range of
WSI1, using Eq. 1. For each fixedT thus obtained, the
eigendecomposition suggested by (3) was performed and
the eigenvector having unit eigenvalue identified. The figure
shows, for eachx, the four components of this vector.
The distributions so identified represent points of stable
equilibrium (Cox and Miller 1965).
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(a) (b)
Figure 5. (a) Dependence of equilibrium state probabilities on WSI1,(b) Seasonal climatology of the Viterbi sequence, using same colors.
5.5. Viterbi sequence
Complementary to the equilibrium state probability
distributions shown in Fig. 5a is the sequence of most-
likely states. Computed using the Viterbi algorithm (Forney
1973), this is the most likely day-by-day trajectory through
state space, given the data (IMD observations and 20th-
century WSI1) and the fitted model. A daily climatology
of the Viterbi sequence, in terms of relative state occupation
frequencies, is shown in Fig. 5b. (Note that in this figure
relative state frequencies correspond to the height of the
bands representing the respective states, not to their absolute
positions along the ordinate.)
For low WSI1 values, Fig. 5a indicates that state
4, the dry state, is most likely. This is consistent with
Fig. 5b, where early in the season state 4 occupies most
of the vertical probability space. Fig. 5b also indicates
that this state occurs infrequently during the Jul-Aug core
of the rainy season, corresponding to its relatively low
equilibrium probabilities at high values of WSI1. The core
of the rainy season, on the other hand, is dominated by
states 1 and 3, the equilibrium probabilities for which rise
correspondingly with increasing WSI1. Conditioning of the
transition probabilities by WSI1 thus acts as an effective
control on the subseasonal evolution of precipitation.
6. Simulations
6.1. Twentieth century
6.1.1. Seasonal cycle and bias correction
Using the learned NHMM parameters and 20th-century
shear index, an ensemble of ten 54-yr simulations was
generated. Biases were noted in these simulations in
regional mean rainfall (overestimated by∼ 2%) and in
the shape of the seasonal cycle. Small additive biases are
not atypical (Robertsonet al. 2009); to minimize possible
effects, changes in rainfall characteristics were assessed by
comparing 20th- and 21st-century simulations.
The climatological seasonal cycle of spatially-
averaged observed rainfall is shown in Fig. 6a, along
with the initial simulation. It can be seen that the latter
overestimates rainfall in the early and late parts of the
season, underestimating during July and the first part
f August. Since the state frequency distribution differs
considerably between the central and peripheral parts of the
s ason (Fig. 5b), such a mismatch could have significant
effects on the spatial pattern of simulated rainfall change;
daily rainfall statistics would also likely be biased. A
correction was therefore undertaken.
From the modeling it is inferred that circulation-
driven rainfall changes account for only a portion of the
total change. The remainder is assigned to thermodynamic
effects, essentially the moistening of the lower atmosphere
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Figure 6. (a) Seasonal cycle of location-averaged precipitation in the
observations (“IMD”) and initial 20th-century simulations. (b), as in (a),
with simulations corrected for seasonal-cycle shape bias.
owing to climatic warming. This idea is applied in the
climate change sense by scaling intensity distributions soas
to bring NHMM-simulated rainfall change into agreement
with the GCM-simulated change. A similar compositing of
effects is invoked here for bias correction.
Lower tropospheric moisture exhibits a seasonal cycle
quite similar in shape to the shear cycle (Fig. 2b), but
this significant component of intraseasonal variation has
so far been ignored. The seasonal variation shown in the
“SIM” trace of Fig. 6a is due only to shifts in relative
state occupation frequencies. These represent changes in the
statistics of large-scale flow anomalies, but do not capture
the contribution to the seasonal cycle of intensity changes
due to atmospheric moistening. It is perhaps not surprising
that the simulated seasonal cycle is less “peaked” than the
observed, to which the seasonality of lower tropospheric
moisture undoubtedly contributes as well.
The correction was implemented by first computing,
for each day in the seasonal cycle climatology, the factor
required to compensate for the simulation excess or deficit,
as shown in Fig. 6a. A third-order polynomial was fit to
the resulting “compensation curve” (Fig. 7) and the fitted
values then used to rescale the simulated rainfall within each
simulated season.
The climatology of the bias-corrected 20th-century
simulation is shown in Fig. 6b, where it can be seen
that a considerably better fit to observations has now
been obtained. Even for September, where high-frequency
features render the correction somewhat less effective than
during the remainder of the season, the RMS difference
between series is reduced by 36%. (For the season as a
whole the reduction is 44%.) Since the shear cycle does not
undergo any significant change in shape as we go the 21st
century, it seems reasonable to assume that seasonal-cycle
bias will also persist. The correction, computed as above, is
thus applied uniformly, across both 20th- and 21st-century
simulations.
As a test, an 8-state model was fit to the data, the
supposition being that with more degrees of freedom the
NHMM might better be able to ”tune” the seasonal cycle,
by fitting a more precisely calibrated sequence of evolving
states (thus exponential parameters). This did not result
in an improved representation, suggesting that a good fit
to seasonal-cycle shape would not likely be obtained by
Figure 7. Daily correction factor required to remove seasonal-cyclebias
in the 20th-century simulations, and the 3rd-order polynomial fit used
to scale the simulations. The first five entries, with values< −50, were
influential, thus not used in fitting.
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driving the model with WSI1 alone. This result also tends
to validate the procedure utilized.
The correction process introduces a small negative
shift, so that the corrected 20th-century series now
underestimates regional mean rainfall by 2.7%. The sign
of this shift is related to the larger negative than positive
area lying between the compensation curve and the abscissa
(y = 0) in Fig. 7. Means of both 20th- and 21st-century
rainfall simulations were shifted similarly, so the correction
procedure should not compromise inferences regarding
climatological rainfall changes.
6.1.2. Daily rainfall distributions
Daily rainfall distributions are an area of pervasive GCM
bias, with typical parameterizations producing too much
drizzle and too few heavy rainfall events. Figure 8 compares
a typical GCM distribution with that simulated by the
NHMM, for the central location 23.5N, 78.5E. (The closest
GCM gridpoint is utilized.) GCM daily amounts are sharply
truncated around 70 mm, while the NHMM captures the
much longer tail of the observed distribution. There is
a small degree of mismatch at levels above about 200
mm, suggesting that close attention to distribution extremes
might be a fruitful path for extending this work. Vrac
and Naveau (2007) have implemented an NHMM utilizing
extreme-value mixtures that is possibly of relevance, but
this potential refinement of distributional form lies beyond
the scope of the present study.
6.1.3. Spatial pattern
Figure 9 shows spatial patterns of the GCM ensemble-mean
climatological JJAS rainfall, the observations and the bias-
corrected 20th-century simulations. The first of these (Fig.
9a) captures the general NW–SE precipitation gradient seen
in the observations (Fig. 9b), but misses various small-
scale features, including the sharp maximum on the western
coast, as well as variations along SW–NE diagonals. The
multimodel mean is gridded 2◦ × 2.5◦, fine enough to
discern these details if they were present (although the
Figure 8. Daily rainfall distribution for the centrally-locatedpoint 23.5◦N,
78.5◦E, for observations (“IMD”) the ECHAM5 model (“MPI”) and the
20th-century NHMM simulations (“Sim”).
resolution of some of the GCMs is coarser). The NHMM
simulation, constrained as it is by the observed patterns,
captures these details faithfully.
6.2. Projections
A second ensemble of simulations was generated using
the A1B shear index. Because the seasonal shear cycle
weakens in going to the 21st century (Fig. 2b), and owing
to the WSI1 dependence of state distributions (Fig. 5a), the
balance in these simulations is tilted away from the wetter
states and toward the dry, resulting in an overall reduction
in seasonal precipitation. Figures 10a and 10b show the
mean JJAS rainfall and the decrease owing to this effect,
respectively. Averaged over locations, seasonal rainfallis
reduced via this mechanism by 4.3%.
Figure 10d indicates that the multimodel mean rainfall
changes in theopposite sense, with seasonal values
everywhere increasing. Thus, while monsoon drying may be
co sistent with dynamical GCM behavior it is not consistent
with the total GCM response. As discussed previously, the
discrepancy is here attributed to thermodynamic effects, and
r solved by scaling the NHMM daily intensity distributions
so that the simulated regional mean fractional precipitation
change (or equivalently, precipitation sensitivity) comes
into agreement with the multimodel mean. This scaling
(not to be confused with the bias correction described
in Sec. 6.1.1) is applied directly to the means of the
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Figure 9. (a) Multimodel mean climatology, (b) observations and (c) 20th-century simulations. Plots show average daily rainfall.
exponential distributions in the NHMM, from which wet-
day amounts are drawn during the simulation step. All 192
distributions (two at each location and for each state) are
scaled identically; given sufficient predictive information it
might be possible to implement a more granular scaling
scheme, but this was judged impractical for the present
study.
A third set of simulations was then generated, using
both the A1B shear and the scaled rainfall distributions. The
resulting daily sequences reflect the dynamically-induced
shift in state occupation statistics but are now consistent
with the GCM-inferred total precipitation change; they also
incorporate the corrected seasonal-cycle pattern.
The multimodel mean fractional JJAS rainfall change
(i.e., the average of the models’ fractional changes) for
the study area (15-30N, 65-90E) amounts to an increase
of ∼ 5.7% (the averaging was performed in this way in
order to reduce potential effect of mean rainfall biases
within the ensemble). The required increase for the rainfall
intensity distribution means was then found to be10.4%,
close to the simple difference between total and circulation-
induced changes. The overall picture is thus one in which
only about half of the thermodynamically-driven potential
increase in regional mean precipitation is realized, owingto
a compensating weakening of the large-scale circulation.
It is perhaps of interest to note that the increase in
monsoon rainfall, as represented in the IPCC ensemble (and
in the A1B scenario), occurs principally during 2030-2060.
Before this period there is little apparent change in level
from that of the second half of the 20th century, while
afterward there are some significant decadal swings but
again, little change in overall level. Conditional on shifts
in dynamics (as in the above analysis), adjustments to the
scaling factor utilized would be expected to follow such
fluctuations. We do not speculate here about the causes
or likely realism of rainfall variations in the multimodel
ensemble, but the presence of decadal-scale fluctuations
provides,ex post facto,some justification for the use of
30-year averaging periods in computing the “time-slice”
statistics described herein.
The change in seasonal mean rainfall in the third
ensemble of simulations is shown in Fig. 10c, and can be
compared with the multimodel mean change in Fig. 10d.
The large-scale patterns are similar, with a broad minimum
extending from northwest to southeast, and higher values
toward the southwest and northeast, although, as expected,
there are differences at finer scales. Given that the patterns
of Figs. 10c and 10d are the products of quite different
analytical processes — the simple multimodel mean vs. the
disaggregation into states, logistic regression of Eq. 1 and
the constraints imposed by observed patterns of variability
— the agreement is noteworthy.
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Figure 10. (a) The mean simulated JJAS 20th-century precipitation field, (b) Percent changes for 2070-2099, using only WSI1, (c) Percent changes
using WSI1 and scaled daily intensity distributions, (d) the multimodel mean percent precipitation change. In (b) and (c) filled markers show values< 0,
unfilled markers> 0.
7. Fine-scale rainfall changes
7.1. Spatial patterns
Figure 10b indicates that the largest fractional rainfall
reductions occur toward the northwest. These magnitudes
are large in part because the 20th-century values are small,
but also because of the shift in relative state frequencies:
States 1, 2 and 4 are all drier in this region, in the sense
of both rainfall probabilities and daily intensities, thanstate
3. A shift away from state 3 (such as would be expected
from a weakening of WSI1) would thus tend to dry the
northwest more than it would subregions where states 1,
2, and 4 (which substitute for state 3 to varying degrees as
WSI1 weakens) agree less well.
The largest fractional rainfall increase occurs at 17.5N,
75.5E. Figure 10b shows that circulation changes alone
bring about an increase in seasonal rainfall at this location.
This occurs because of the low probability and intensity
values in state 3, the intensity actually being less than that
of the dry state. State 2, meanwhile, exhibits considerably
higher rainfall frequency and intensity at this point. A
dynamically-mediated increase here, unlike at most other
locations, is thus consistent with a reduction in state
3 occurrence frequency. This increase increments that
mediated by the intensity scaling.
These observations confirm the basic functioning
of the NHMM, modulating relative state occupation
frequencies according to the dependencies shown in Fig.
5a while increasing intensity-distribution means uniformly
across stations within states. Figure 11a shows changes in
state frequencies, and indicates that the core monsoon wet
states 1 and 3 become less frequent, the dry state (4) more
frequent, in going from the 20th to 21st centuries.
Fig. 11b shows daily 20th- and 21st-century rainfall
distributions pooled across stations. For almost all bins
fr quencies are greater in the 21st century, the notable
exception being the lowest, which includes dry days.
Note that the log scale of Fig. 11b causes the substantial
difference in counts in the lowest bin to appear quite small,
when in fact it is sufficient to balance all the differences of
opposite sign in the higher bins. The uniformity of response
is no doubt related to the uniform application of distribution
scaling.
7.2. Temporal aspects of precipitation change
As a downscaled example, we consider the central location
23.5N, 75.5E. This point receives most of its rainfall from
state 3, with secondary contributions from states 1 and 2 and
very little from state 4. The rainfall increase at this location
is 4.5%, somewhat less than the regional mean change. This
increase occurs with a concurrent reduction in the frequency
of rain, the number of dry days in the 122-day JJAS season
increasing from an average of 55.7 to 58.7, or about 5%.
The change in mean intensity must more than compensate
this decrease, and̄I goes from 12.2 to 13.3 mm, an increase
of 9.5%.
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Figure 11. Change in (a) relative state occupation frequencies and (b)precipitation, pooled over stations.
The length of dry spells, averaged over stations,
increases by about the same percentage that rainfall
decreases,4.5 ± 2.5%(1σ). This amounts to only a small
fraction of a day, since the mean length of 20th-century dry
spells is∼ 2.5 da. The percentage increase is smaller if one
considers only breaks longer than seven days, with a mean
increase of1.1 ± 1.7%, the noisier statistics owing to the
reduced number of samples. The mean dry-spell length, for
spells longer than seven days, is∼ 11 da.
Possible changes in the date of monsoon onset were
investigated using the agronomic definition of Moronet al.
(2009). As employed here, onset is defined locally, as the
first wet day (> 1mm) of the first five-day wet spell in the
season for which accumulated rainfall is least as great as the
climatological five-day wet spell, provided that this period
is not followed, during the succeeding 30 days, by a spell
longer than 15 days in which accumulated rainfall is less
than 5 mm. (The latter condition is imposed in order to avoid
“false positives,” since a significant dry spell would negate
the effects of the earlier rains.) Onset is thus sensitive not
only to accumulated rainfall but to the temporal details of
how this rainfall is received.
With this definition it was found that monsoon onset is
delayed in going to the 21st century, but only by an average
of one day, with a standard deviation over locations of 1.1
da. The interannual standard deviation in the classical onset
time, over Kerala state, is about 6 days, (Pai and Rajeevan
2007), so a shift of one day would in fact be difficult
to discern, and by itself would be expected to have little
agronomic impact. This minimal change is in some contrast
to the shift that might be expected from changes in WSI1
alone (Fig. 2b). Based on the June 15 value from the daily
interpolation, the change in WSI1 suggests an onset delay
of four days, as well as a three-day advance in monsoon
withdrawal, leading to a net reduction in wet-season length
of about seven days. (This is still not large, compared with
th interannual standard deviation, however.) Evidently
the increase in intensities is sufficient to compensate for
a delay in “dynamical” monsoon onset. The agronomic
calculation also suggests a delay in monsoon withdrawal
of 0.2 ± 0.8 da, reducing the estimated net reduction in
wet-season length to 0.8 da. It should be borne in mind
that other factors, including temperature and atmospheric
carbon dioxide concentrations, may also have appreciable
effects on crop yields (see, e.g., Challinoret al.2009).
The above result may be contrasted with that of
Naylor et al. (2007) for Indonesian rice agriculture. Those
authors found significant increases, for year 2050, in the
probability of onset delay exceeding 30 days, particularlyin
Eastern Java and Bali. Methodology, onset definition, region
and, not incidentally, monsoon system differ from those
of the present study, but the considerably greater climate
se sitivity implied is notable.
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A shift toward higher intensities may be expected
to increase the frequency of heavy rainfall events. This
tendency is apparent in the projected distributions shown
in Fig. 11b, but for the A1B scenario the changes are not
dramatic. The 90th percentile for daily intensity during the
20th century ranges from 19 to 51 mm across locations.
The intensity increase at this percentile is9.5 ± 2%, fairly
uniform across stations. Holding amounts constant, the
shift in percentiles is only about -1.5, meaning that events
corresponding to the 20th-century threshold occur only
slightly more often during 2070-2099. It should be kept in
mind that the present analysis is not optimized in particular
for inference regarding extreme events, for which other
distributional forms may be more appropriate (see, e.g.
Coles 2001).
8. Dynamics and thermodynamics
Although the experimental design does not contemplate
a direct estimation of the thermodynamic contribution to
monsoon rainfall changes, the use of a circulation index
as covariate implies at least an approximate partitioning of
effects along dynamic/thermodynamic lines. An attempt is
made here to validate this partitioning by comparing the
components of rainfall change estimated in this way with
results obtained via an independent method.
Bony et al. (2004) performed such a decomposition
for cloud radiative forcing, by first inferring an empirical
relationship between the forcing and the probability
distribution of 500-mb vertical velocity,ω500. Shifts in
cloud radiative forcing due solely to changes in this
distribution were then identified as dynamically-induced,
while independent changes were assigned thermodynamic
origin. (A small component was found to result from
covariation.) Since rainfall is strongly coupled to the
vertical velocity, such an analysis is also appropriate here.
Accordingly, probability distributions were computed for
ω500 and rainfall using pooled monthly JJAS values for
the region and time periods of the preceding analysis. The
computations were carried out using a sub-ensemble of 18
models from the 23-member group for which the requisite
vertical velocity fields were available. The multimodel
mean fractional rainfall change, now weighted by the
probability distribution function ofω500, was5.3%, quite
similar to the multimodel mean as previously computed.
This indicates that the inferred quantitative association
betweenω500 and precipitation is a reasonable one.
The dynamically-induced regional mean rainfall
change computed in this way and averaged over GCMs
is −2.3%, the thermodynamic component7.2%. There
is an additional small contribution of0.4% arising from
covariation between changes in the probability distribution
function of ω500 and precipitation. (In the foregoing
analysis this would be assigned to the non-dynamical
component.) The dynamical shift is only about half of
that inferred with the NHMM, but in both analyses the
thermodynamically-mediated increase is compensated by
dynamical effects to a similar degree: by 32% in theω500
decomposition, 41% in the NHMM analysis. Thus the
overall picture does not differ greatly between the methods.
The quantitative discrepancy may be attributable to use of
daily data in the NHMM analysis, as opposed to monthly
values for theω500 decomposition..
9. Uncertainty
The tendency of model representations to improve with
increasing spatial scale is a recognized characteristic of
GCMs (Solomonet al. 2007), and can at least partly be
ascribed to the finite resolution of model grids. The analysis
presented above utilizes GCM information on the largest
spatial scales consistent with the statistical and physical
constraints of the problem: If a significantly larger region
were chosen the degree of applicability to the study area
would come into question, since there are significant local
variations in rainfall change within the larger Indian Ocean
domain.
Figure 12 illustrates intermodel spread for the dynamic
component and for the total JJAS precipitation change for
the study region (left two boxes), as well as the spread
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Figure 12. Distributions of area-mean rainfall change. “Dyn” refers to the
shear-induced component, “Total” to the rainfall change for the study area
(15-30N, 65-90E), “SAS” to the IPCC South Asia region (5-30N, 65-100E)
and “TRO” to the global tropics (30S-30N). Values are percent hanges for
JJAS rainfall over land.
in total JJAS precipitation change for two larger regions.
To obtain the first of these distributions the NHMM was
fit to the IMD data using each GCM’s 20th-century shear
cycle. Simulations were then generated for the 20th and
21st centuries, as was done previously using the multimodel
mean values. The third and fourth boxes show distributions
for total JJAS (land-only) precipitation change for the IPCC
South Asia region (“SAS”) and for the global tropics
(“TRO”). Means for the four distributions are -4.0%,
5.7%, 9.5% and 3.5%, respectively. For the study area
uncertainty is dominated by the spread in total precipitation
change, for which the standard deviation is about 14%. The
corresponding value for region SAS is 4.2% and for global
tropical land 1.5%.
The relatively large intermodel spread in rainfall
change over India is intrinsic to the CMIP3 ensemble, and
for the present analysis represents irreducible uncertainty.
This is consistent with deployment of the NHMM as a
downscaling tool, rather than as a method of superseding
the GCMs with respect to large-scale climate projection.
There is less uncertainty associated with the rainfall change
in region SAS, so one might consider applying the NHMM
to this larger region, but the daily observational data at
hand is limited to India, precluding such an option for now.
The necessity of a homogeneous shear cycle also limits the
extent the modeled domain. The area of region SAS is about
double that of the study region.
10. Summary and conclusions
A nonhomogeneous hidden Markov model was utilized to
investigate potential changes in Indian monsoon summer
(JJAS) rainfall, comparing the 2070-2099 period in the
IPCC A1B scenario with the second half of the 20th century.
A dynamical index of monsoon circulation was utilized as
the exogenous predictor; rainfall observations derive from
a 1◦-gridded precipitation product produced by the India
Meteorological Department.
The dynamical index, in the form of a 23-model
ensemble mean, conditions the NHMM transition matrix,
and by extension the timing and relative occupation
frequencies of the NHMM’s hidden states. A weakening of
the circulation in going to the 21st century, as translated
by this mechanism, induces rainfall reductions at most
locations, with an area-averaged JJAS decrease of∼
4.3%. At the same time, multimodel mean precipitation
increases by∼ 5.7%. A “non-dynamical” increase of
∼ 10.4%, obtained by scaling the daily rainfall intensity
distributions, is required to bring the area-averaged
NHMM and multimodel mean changes into agreement.
This factor is assigned to thermodynamic processes. An
independent method of decomposing precipitation change
into dynamic and thermodynamic components yields a
similar proportionality. The scaling procedure is performed
outside the NHMM fitting process, owing to the quite
different timescales on which the relevant processes operate
and the fact that conditions corresponding to the late 21st-
century basic state fall outside the range of 20th-century
variability.
Shifts in subseasonal rainfall statistics arise from the
state decomposition effected by the NHMM, as conditioned
on the dynamical predictor, and from the concomitant
scaling of intensity distributions. These shifts include small
increases in the number of dry days, in the average
length of dry spells, in mean daily intensity, and in the
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exceedance frequency of nearly all daily rainfall percentil s.
No significant delay in monsoon onset was indicated, owing
to a compensation of “dynamical” delay by increased daily
intensities.
These inferences are drawn from stochastic daily
rainfall sequences generated by the NHMM. Such
sequences have realistic daily distributions and, given
the appropriate observational data, may be generated for
arbitrarily precise locations. As such, they are expected to
be useful in a variety of applications, such as the driving
of streamflow or agricultural models, and should be helpful
in testing, thus potentially increasing, the resilience of
proposed adaptations.
Owing to significant subregional variations in precip-
itation change, GCM information must be extracted at a
scale no larger than that of the study area. Although there
exists a reasonably strong model consensus regarding the
sign of projected change for this region, agreement is not
universal and there is considerable intermodel spread. In
considering the results presented, this uncertainty should be
borne in mind.
The modeled shifts tend to be smooth, giving no
indication of possible abrupt changes in rainfall statistics.
This smoothness should not be taken as a guarantee that
such changes are outside the realm of possibility, but rathe,
arises as a consequence of model assumptions regarding
structural stationarity of the large-scale flow, includingthe
anomalous departures associated with the NHMM’s hidden
states. The smooth dependence of the equilibrium state
vector on WSI1 (Fig. 5a) is implicit in this assumption.
The uniformity with which the thermodynamic scaling is
applied may also play a role in the generally “incremental”
nature of the modeled response. None of this is to say
that such a response is unrealistic, however; the stationarity
assumption may well be a reasonable one, at least for
modest departures from the 20th-century basic state. But
is well to keep in mind the role of model structure and
assumptions, in contemplating the results of this study.
The NHMM fits a two-exponential mixture to the daily
intensity distributions, permitting a degree of independence
in fitting distribution means and tails. Scaling is applied
uniformly, across locations, states and both exponentials.
While this is consistent with the use of GCM information
only at large spatial scales, a more complex statistical model
(accompanied by suitable conditioning information) might
permit some spatial disaggregation of distribution scaling,
or differentiation in its application to the two exponential
parameters.
The feasibility of the modeling enterprise described
depends to a significant degree on the existence of
specific regional dynamics, which we have shown to be
robust among the GCMs of the multimodel ensemble.
We believe that the methodology is in fact more broadly
applicable, but extension to other settings would necessarily
depend on regional details, including the identification ofa
suitable predictor field (or fields). Ongoing work includes
exploration of this possibility.
A key assumption is that the multimodel ensemble is
the optimal source of quantitative information regarding
expected climatic changes. The NHMM is not utilized
for this aspect of the projections, but rather, for the
disaggregation of daily rainfall variability over a network
of precise locations, for which the GCMs provide
only “generalized,” i.e., large scale, information. These
complementary tools are thus fused, in a process that
exploits the most appropriate information from each. While
the merging of such data sourcesper se is not a unique
idea, we believe that the deployment presented herein, in the
regional setting of the Indian monsoon and respecting basic
theoretical expectations through the use of a dynamical
exogenous variable and the implied thermodynamic scaling,
represents a novel application.
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