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a b s t r a c t
In this paper we consider a multi-dimensional inverse heat conduction problem with
time-dependent coefficients in a box, which is well-known to be severely ill-posed, by a
variational method. The gradient of the functional to beminimized is obtained by the aid of
an adjoint problem, and the conjugate gradientmethodwith a stopping rule is then applied
to this ill-posed optimization problem. To enhance the stability and the accuracy of the
numerical solution to the problem,we apply this scheme to the discretized inverse problem
rather than to the continuous one. The difficulties with large dimensions of discretized
problems are overcome by a splitting method which only requires the solution of easy-to-
solve one-dimensional problems. The numerical results provided by our method are very
good and the techniques seem to be very promising.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Inverse heat conduction problems (IHCPs), because of their important applications in many branches of technology,
science, etc., have been extensively studied over the last 50 years or so. Although there exists a vast literature on one-
dimensional problems, there are much fewer papers devoted to multi-dimensional cases, especially when the coefficients
of the equations describing the heat transfer processes depend on time. For recent surveys on the subject we refer to [1–3,6,
9]. The aim of this work is to suggest a fast and stable numerical method for a multi-dimensional IHCPwith time-dependent
coefficients in a parallelepiped. To our knowledge, our result is one of very few papers dealingwithmulti-dimensional IHCPs
with time-dependent coefficients.
LetΩ be the open parallelepiped (l1, L1) × (l2, L2) × · · · × (ln, Ln) with l1, l2, . . . , ln, L1, L2, . . . , Ln(n ≥ 2) being given.
Denote by ∂Ω the boundary ofΩ . For t ∈ (0, T ], set Qt := Ω × (0, t], St := ∂Ω × (0, t], S = ST . Suppose that ∂Ω is split
into three parts Γ1, Γ2 and Γ3, where Γi ∩ Γj = ∅, i, j = 1, 2, 3, i 6= j. We denote Γi × (0, T ] by Si, i = 1, 2, 3. Consider the
problem of determining ∂u/∂N|S3 and u|t=0 from the system
∂u
∂t
−
n∑
i=1
∂
∂xi
(
ai(x, t)
∂u
∂xi
)
+ a(x, t)u = f , (x, t) ∈ QT , (1.1)
u|S1 = ϕ(ξ, t), (ξ , t) ∈ S1, (1.2)
∂u
∂N
|S1∪S2 = g(ξ , t), (ξ , t) ∈ S1 ∪ S2. (1.3)
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Here, ϕ and g are given functions, ν is the outer normal to S, and
∂u
∂N
|S :=
n∑
i=1
ai(x, t)uxi cos(ν, xi)|S .
In this paper, we assume that the following conditions are satisfied
ai, a ∈ C(Q¯T ), (1.4)
ai(x, t) ≥ λ > 0, a(x, t) ≥ 0,∀(x, t) ∈ Q¯T ,∀i = 1, 2, . . . , n, (1.5)
f ∈ L2(QT ), ϕ ∈ L2(S1), g ∈ L2(S1 ∪ S2), (1.6)
The problem (1.1)–(1.3) is severely ill-posed (see, e.g. [1–3,6]). In this paper we shall use the variational method suggested
in [5] and the conjugate gradient method (CGM) to this IHCP. The idea is very simple: since the initial condition and
the Neumann condition ∂u/∂N|S3 are not known, we consider them as a control v to minimize the defect functional
J0(v) = 1/2‖u|S1 − ϕ‖2L2(S1). The gradient of the defect functional is found via the direct and adjoint problems. Since the
optimization problem is still unstable, we have to use a regularization method for it. In fact, we shall use the CGM with
a stopping rule proposed by Nemirovskii [13] which has been proved to have optimal order regularization properties. It
then comes out that for evaluating the gradient, one should first numerically solve the direct and adjoint problems and
thus obtain an approximation to the gradient. However, it should be noted that when we discretize the variational problem
we get a discretized functional, and the gradient of this new one is not the same as that obtained by the above method.
In fact, the last is only an approximation of it, and the approximation error becomes more and more significant in the
iterative procedure. Besides, since direct discretization of the direct and adjoint problems leads to extremely large systems
of algebraic equations, their numerical solutions are extremely expensive. To overcome these difficulties we suggest the
following scheme: (1) discretize the direct problem and form a corresponding discretized functional, (2) introduce the
discretized adjoint problem and (3) evaluate the gradient of the discretized functional, (4) use the CGM for the discretized
variational problem. To avoid the large dimensions of the discretized problems we use a splitting method (see, e.g. [11,
18]) for this purpose. The technique only requires solving one-dimensional problems, the numerical solution of which is
easily and directly calculated. The numerical results provided by our method are very good and the techniques seem to be
very promising. Also, we make use of the Tikhonov regularization to the problem in combination with CGM. We found that
numerical results with or without Tikhonov regularization are of the same quality. However, the algorithm converges faster
without Tikhonov regularization.
The paper is structured as follows. Section 2 summarizes the direct and inverse problems as well as the CGM. In Section 3
we formulate the discretized direct and inverse problem and calculate the gradient of the discretized objective function.
Some numerical examples are shown in Section 4 to illustrate the performance of the considered algorithm. Finally, some
conclusions are drawn in Section 5.
The results of this paper have been reported at the 6th International Conference on Inverse Problems in Engineering:
Theory and Practice, 15–19 June 2008, Dourdan (Paris), France [7].
2. Problem setting and conjugate gradient method
In this section we summarize some results on the inverse problem (1.1)–(1.3) and its related direct problem. For more
details, we refer the reader to [6].
2.1. The direct problem
This part is devoted to a non-homogeneous second boundary value problem for linear parabolic equations. This problem
is referred to as the direct one.
For the further discussions, we need the following definitions of Sobolev spaces [10]:
The space H1(Ω) consists of all elements u ∈ L2(Ω) having generalized derivatives uxi in L2(Ω). The scalar product in
H1(Ω) is defined by
(u, v)H1(Ω) =
∫
Ω
(
uv +
n∑
i=1
uxivxi
)
dx.
The space H1,0(QT ) is the set of all elements u ∈ L2(QT ) having generalized derivatives uxi in L2(QT ) with the scalar
product
(u, v)H1,0(QT ) =
∫
QT
(
uv +
n∑
i=1
uxivxi
)
dxdt.
The space H1,1(QT ) consists of all elements u ∈ L2(QT ) having generalized derivatives uxi , ut in L2(QT ). Set
V 1,0(QT ) := C([0, T ]; L2(Ω)) ∩ L2((0, T );H1(Ω)).
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Let the conditions (1.4)–(1.5) be satisfied. Consider the second boundary value problem for the parabolic equation
∂u
∂t
−
n∑
i=1
∂
∂xi
(
ai(x, t)
∂u
∂xi
)
+ a(x, t)u = f , (x, t) ∈ QT , (2.1)
u(x, 0) = u0(x), x ∈ Ω, (2.2)
∂u
∂N
∣∣∣∣
S
= g(ξ , t), (ξ , t) ∈ S. (2.3)
Definition 1. A weak solution in V 1,0(QT ) of the problem (2.1)–(2.3) is a function u(x, t) ∈ V 1,0(QT ) satisfying the identity∫
QT
(
−uηt +
n∑
i=1
ai(x, t)uxiηxi + auη − f η
)
dxdt
=
∫
Ω
u0η(x, 0)dx+
∫
S
g(ξ , t)η(ξ, t)dξdt, ∀η ∈ H1,1(QT ), η(·, T ) = 0. (2.4)
It has been proved in [6] that there is a unique solution in V 1,0(QT ) of the problem (2.1)–(2.3).
2.2. The inverse problem
Definition 2. A pair of functions v := {v0(x), v1(ξ , t)} := {u(x, 0), ∂u/∂N|S3} ∈ L2(Ω) × L2(S3) is said to be a solution of
the inverse problem (1.1)–(1.3) if there exists a function u(x, t) ∈ V 1,0(QT ) satisfying the identity∫
QT
(
−uηt +
n∑
i=1
ai(x, t)uxiηxi + auη − f η
)
dxdt
=
∫
Ω
v0η(x, 0)dx+
∫
S1∪S2
g(ξ , t)η(ξ, t)dξdt +
∫
S3
v1(ξ , t)η(ξ, t)dξdt
∀η ∈ H1,1(QT ), η(·, T ) = 0, and
u|S1 = ϕ. (2.5)
2.3. Variational method
Since the initial condition u|t=0 and the Neumann condition at S3 in the problem (1.1)–(1.3) are not known, we consider
them as a control. We thus reformulate (1.1)–(1.3) into the following optimization problem:
Minimize the functional
J0(v) = 12‖u|S1 − ϕ‖
2
L2(S1), (2.6)
subject to
u ∈ V 1,0(QT ) (2.7)∫
QT
(
−uηt +
n∑
i=1
ai(x, t)uxiηxi + auη − f η
)
dxdt
=
∫
Ω
v0η(x, 0)dx+
∫
S1∪S2
g(ξ , t)η(ξ, t)dξdt +
∫
S3
v1(ξ , t)η(ξ, t)dξdt. (2.8)
∀η ∈ H1,1(QT ), η(·, T ) = 0.
Let ψ(x, t) := ψ(x, t; v) be a solution in V 1,0(QT ) of the problem adjoint to (2.8)
ψt = −
(
n∑
i=1
ai(x, t)ψxi
)
xi
− a(x, t)ψ, (x, t) ∈ QT , (2.9)
ψ(x, T ) = 0, x ∈ Ω, (2.10)
∂ψ
∂N
|S1 = u(v)|S1 − ϕ, 0 < t ≤ T , (2.11)
∂ψ
∂N
|S2∪S3 = 0, 0 < t ≤ T , (2.12)
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where u(v) = u(x, t; v) is the solution of the problem (2.8). Here we use the notation u(v) to emphasize the dependence of
the solution u on the unknown variable v. In the subsequent, the notation ψ(v) is also used.
Theorem 1. Let conditions (1.4)–(1.5) be satisfied. Then the functional J0 is Fréchet differentiable and its gradient can be
represented in the form:
∇J0(v) =
{
ψ(v)|t=0
ψ(v)|S3
}
. (2.13)
Let us remark that the adjoint problem (2.9)–(2.12) is a parabolic equation backwards in time but well-posed due to the
minus sign on the right-hand side of (2.9).
2.4. Conjugate gradient method
In the subsequent we also apply Tikhonov regularization to our problem and thus we also consider the minimization
problem
Jγ (v) := J0(v)+ 12γ
2‖v‖2L2(Ω)×L2(S3) (2.14)
subject to (2.8).
It is clear that the Fréchet derivative of Jγ is given by
∇Jγ (v) = ∇J0(v)+ γ 2v. (2.15)
As the solution u of (2.8) depends on f , g and v := (v0, v1), we sometimes write u(x, t) := u(x, t; f , g, v) to emphasize this
dependence. Set Av := u(x, t; f , g, v)|S1 we see that
Av = u(x, t; 0, 0, v)|S1 + u(x, t; f , g, 0)|S1 := Alv + u(x, t; f , g, 0)|S1 .
The operator Al is clearly linear and thus A is affine. Hence the Fréchet derivative of J0 can also be written as
∇J0(v) = A∗l (Av − ϕ) (2.16)
where A∗l : L2(S1) −→ L2(Ω) × L2(S3) is the adjoint operator to Al which can be obtained via the weak solution of (2.9)–
(2.12).
Suppose that instead of the exact Awe have only its approximation Ah such that
‖A− Ah‖ ≤ h.
Moreover, the exact measured data ϕ is replaced by a noisy one ϕ with ‖ϕ − ϕ‖L2(S1) ≤ . Then the CGM for minimizing
J0 has the form
r0 = −d(0) = A∗l,h(Ahv(0) − ϕε)− γ 2v(0), (2.17)
αk = ‖rk‖
2
‖Al,hd(k)‖2 + γ 2‖d(k)‖2 , v
(k+1) = v(k) + αkd(k), (2.18)
rk+1 = A∗l,h(Ahv(k+1) − ϕε)− γ 2v(0), (2.19)
βk = ‖rk+1‖
2
‖rk‖2 , d
(k+1) = −rk+1 + βkd(k). (2.20)
The optimal iteration index is determined as the first k = kmax such that the stopping rule
‖Ahv(k) − ϕε‖ ≤ γ1
(
h‖v(k)‖ + ε) (2.21)
(with γ1 slightly greater than 1) is fulfilled. In addition we stop if ‖rk‖ < ε.
As we explained in the introduction, we shall work directly with the discretized problems rather than their continuous
versions in order to minimize the approximation errors in evaluating the gradients. In the next section we will describe a
splitting method for this purpose.
3. Discretized inverse problem
To minimize the objective functional J0(v) (or Jγ (v)) using the CGM, an usual method is to approximate it, as
well as its gradient by discretized formulas. Although this approach is rather simple to implement, it can introduce
significant approximation errors in evaluating the gradient of the objective functional. Indeed, the errors are caused by:
(1) approximation of the direct problem (2.8) by a discretized one; (2) numerical integration of the objective functional
(2.6) (or (2.14)); and (3) approximation of the adjoint problem (2.9)–(2.12) by a discretized one.
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In order to diminish the approximation errors, we propose the following approach: we first discretize the direct problem
and form the corresponding discretized objective functional; then the gradient of the discretized objective functional is
formulated based on the discretized adjoint problem. The main advantage of this approach is that the gradient of the
discretized objective functional can be exactly computed. The only approximation error is introduced in discretizing the
direct problem. The formulation of the discretized problems is presented in the following subsections.
3.1. A splitting finite difference scheme for the direct problem
To solve the direct problem (2.1)–(2.3) numerically, we first replace it by a difference-differential problem using a
finite difference approximation to the original problem in spatial variables. It should be noted that, solving the difference-
differential problem is very time-consuming due to its large dimensions. In this work we use a splitting scheme for
overcoming this difficulty. The main idea of splitting methods is to replace a complicated problem by a chain of simpler
ones. They were initiated by Douglas, Peaceman and Rachford and then developed by Bagrinovskii, Godunov, Yanenko,
Samarskii, Dyakonov, Saulyev, and Marchuk (see, e.g. [4,12,11,14–17] and the references therein). The method is presented
hereafter.
Subdivide the domainΩ into elementary cells by the rectangular uniform grid specified by
0 = x0i < x1i = hi < · · · < xNii = Li, i = 1, 2, . . . , n.
Here hi = Li/Ni is the grid size in the xi-direction, i = 1, . . . , n. The grid vertices are denoted by xk = (xk1i , . . . , xknn ), where
k = (k1, k2, . . . , kn), 0 ≤ ki ≤ Ni. We also denote by h = (h1, . . . , hn) the vector of spatial grid sizes and ei the unit vector
in the xi-direction, i = 1, . . . , n. In the following, we will make use of the set of the indices of all grid vertices in the domain
Ω¯ (i.e. including boundary vertices). For the convenience of the presentation, we denote this set by Ω¯h, i.e.
Ω¯h = {k = (k1, . . . , kn) : 0 ≤ ki ≤ Ni,∀i = 1, . . . , n}.
For an arbitrary function u(x, t) defined in QT , we denote by uk(t) its approximate value at (xk, t). We also use the notation
uk+ei/2(t) to denote its approximate value at (xk + hiei/2, t).
In order to define grid functions on the boundaries of the domain Ω , we use, for each i, the notation k′i =
(k1, . . . , ki−1, ki+1, . . . , kn) to represent the index of a grid point on the plane {xi = li} or {xi = Li}. For a function g(ξ)
defined on one of these planes, we denote by gk
′
i its approximate value at ξ = (xk11 , . . . , xki−1i−1 , xki+1i+1 , . . . , xknn ).
By approximating the spatial derivatives in (2.1) and (2.3) by finite difference quotients and replacing the initial condition
(2.2) by a grid function, we obtain the following difference-differential problem
dU
dt
+
n∑
i=1
Ai(t)U(t) = F(t),
U(t = 0) = U0,
(3.1)
where U(t) is the grid function defined by U(t) = {uk(t), k ∈ Ω¯h} and Ai(t) is the finite-dimensional operator specified by
Ai(t)U(t) = {(Ai(t)U(t))k, k ∈ Ω¯h}with
(Ai(t)U(t))k = a
k(t)uk(t)
n
+

ak−ei/2i (t)
[
uk(t)− uk−ei(t)]− ak+ei/2i (t) [uk+ei(t)− uk(t)]
h2i
,
k ∈ Ω¯h : 1 ≤ ki ≤ Ni − 1,
−ak+ei/2i (t)
[
uk+ei(t)− uk(t)]
h2i
, k ∈ Ω¯h : ki = 0,
ak−ei/2i (t)
[
uk(t)− uk−ei(t)]
h2i
, k ∈ Ω¯h : ki = Ni.
(3.2)
The right hand side function F(t) = {F k(t), k ∈ Ω¯h} is specified by
F k(t) =
{
f k(t), k ∈ Ω¯h : 1 ≤ ki ≤ Ni − 1,∀i = 1, . . . , n,
f k(t)+ gk′i (t)/hi, k ∈ Ω¯h : ki = 0 or ki = Ni, i = 1, . . . , n. (3.3)
Finally, the initial condition U0 is defined by U0 = {uk0, k ∈ Ω¯h}.
It follows from (3.2) that for each value of t , the operators Ai(t), i = 1, . . . , n, are semi-positive definite. So we can apply
splitting schemes in order to solve the problem (3.1). Consider a uniform time grid specified by
0 = t0 < t1 = τ < · · · < tm < · · · < tNt = T .
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We denote by Ami = Ai(tm + τ/2) and Fm = F(tm + τ/2) for m = 0, . . . ,Nt − 1, where τ = T/Nt . Then the two-circle
component-by-component splitting scheme for (3.1) is written as [11, pp. 166–167]:(
E + τ
4
Am1
)
Um+1/(2n) =
(
E − τ
4
Am1
)
Um,
· · ·(
E + τ
4
Amn−1
)
Um+(n−1)/(2n) =
(
E − τ
4
Amn−1
)
Um+(n−2)/(2n),(
E + τ
4
Amn
) (
Um+1/2 − τ
2
Fm
)
=
(
E − τ
4
Amn
)
Um+(n−1)/(2n),(
E + τ
4
Amn
)
Um+(n+1)/(2n) =
(
E − τ
4
Amn
) (
Um+1/2 + τ
2
Fm
)
,(
E + τ
4
Amn−1
)
Um+(n+2)/(2n) =
(
E − τ
4
Amn−1
)
Um+(n+1)/(2n),
· · ·(
E + τ
4
Am1
)
Um+1 =
(
E − τ
4
Am1
)
Um+(2n−1)/(2n)
(3.4)
form = 0, . . . ,Nt − 1, and
U0 = U0. (3.5)
We remark that the spatial index of the grid functions U(t) and F(t) has been ignored in (3.4) for simplifying the notation.
The reader should be aware that Um and Fm are vectors for each superscript m. Since in the following we only consider
discretized problems and for clarity of the presentation, we denote by U = {Uk,m, k ∈ Ω¯h; m = 1, . . . ,Nt} the solution
the splitting scheme (3.4). We also use the notation U = {Um,m = 1, . . . ,Nt} when the spatial index is not necessarily
mentioned.
It was proved in [11] that this splitting scheme is absolutely stable and approximates the solution of the problem (3.1)
with second order accuracy in t , i.e. it is of the same order as Crank–Nicholson’s scheme, provided that the coefficients and
the right hand side function are smooth.
It should be noted that the splitting scheme is not stable if one of the coefficient operators Ai(t), i = 1, . . . , n, is not
semi-positive definite, e.g. if the Neumann boundary condition is approximated using central finite difference quotients.
In the derivation of the difference-differential problem (3.1), we have made use of backward and forward finite difference
approximations of the Neumann boundary conditions respectively on the planes {xi = li} and {xi = Li}.
The main advantage of the splitting scheme is that its equations can be solved as one-dimensional three-diagonal linear
systems. Solutions of these systems can be exactly and directly calculated [18].
The splitting scheme (3.1)–(3.4) can be rewritten in the following compact form{
Um+1 = AmUm + τBmFm, m = 0, . . . ,Nt − 1,
U0 = U0, (3.6)
with
Am = Λm1Λm2 · · ·ΛmnΛmn · · ·Λm2Λm1 , (3.7)
Bm = Λm1Λm2 · · ·Λmn , (3.8)
whereΛmi =
(
E + τ4Ami
)−1 (E − τ4Ami ), i = 1, . . . , n.
3.2. Discretized inverse problem
For convenience of the presentation, we denote by Γ hi the set of grid points at the corresponding boundary Γi of Ω . In
this section, we consider the approximate values at the grid vertices of the functions v0(x) = u(x, t = 0), v1 = g(ξ , t)|S3 as
the unknown variables that need to be estimated. We denote these grid functions respectively by V0 = {vk0, k ∈ Ω¯h} and
V1 = {vk,m1 , k ∈ Γ h3 ,m = 0, . . . ,Nt − 1}. We also denote by V = {V0, V1} the pair of the unknown variables.
The measured data ϕ(x, t), (x, t) ∈ S3, in the continuous formulation is replaced by the discrete measured data
ϕ = {ϕk,m, k ∈ Γ h1 ,m = 1, . . . ,Nt} at the grid points. Note that we do not take into account the measurement at the
initial time instant in the discretized problem setup.
In the discretized inverse problem, the unknown variable V is estimated by minimizing the following discretized
objective function
Jh,τ0 (V ) =
1
2
∑
k∈Γ h1
Nt∑
m=1
[
Uk,m(V )− ϕk,m
]2
, (3.9)
where U(V ) is the solution to the splitting scheme (3.6).
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3.3. Gradient of the discretized objective function
In order to derive the gradient of the discretized objective function Jh,τ0 (V ), we consider an infinitesimal variation δV of
the unknown variable. We have
Jh,τ0 (V + δV )− Jh,τ0 (V ) =
1
2
∑
k∈Γ h1
Nt∑
m=1
[
Uk,m(V + δV )− ϕk,m
]2 − 1
2
∑
k∈Γ h1
Nt∑
m=1
[
Uk,m(V )− ϕk,m
]2
= 1
2
∑
k∈Γ h1
Nt∑
m=1
(
W k,m
)2 +∑
k∈Γ h1
Nt∑
m=1
W k,m
[
Uk,m(V )− ϕk,m
]
= 1
2
∑
k∈Γ h1
Nt∑
m=1
(
W k,m
)2 + Nt∑
m=1
(
Wm, ζm
)
, (3.10)
whereW = U(V + δV )− U(V ), ζm = {ζ k,m, k ∈ Ω¯h}with
ζ k,m =
{
Uk,m(V )− ϕk,m , k ∈ Γ h1 ,
0, otherwise, (3.11)
and (·, ·) denotes the inner product in RN1×···×Nn , i.e.
(Wm, ζm) =
∑
k∈Ω¯h
W k,mζ k,m.
It follows from (3.6) thatW is the solution to the problem{
Wm+1 = AmWm + τBmδFm, m = 0, . . . ,Nt − 1,
W 0 = δV0. (3.12)
Here δFm = Fm(V + δV )− Fm(V ).
Taking the inner product of both sides of the mth equation of (3.12) with an arbitrary vector ηm ∈ RN1×···×Nn , summing
the results overm = 0, . . . ,Nt − 1, we obtain
Nt−1∑
m=0
(Wm+1, ηm) =
Nt−1∑
m=0
(AmWm, ηm)+ τ
Nt−1∑
m=0
(BmδFm, ηm)
=
Nt−1∑
m=0
(Wm,
(
Am
)∗
ηm)+ τ
Nt−1∑
m=0
(δFm,
(
Bm
)∗
ηm). (3.13)
Here (Am)∗ and (Bm)∗ are the adjoint matrices ofAm andBm, respectively. Suppose that
Nt−1∑
m=0
(Wm+1, ηm) =
Nt−1∑
m=1
(Wm,
(
Am
)∗
ηm)+
Nt∑
m=1
(Wm, ζm), (3.14)
then
Nt∑
m=1
(Wm, ζm) = (W 0, (A0)∗ η0)+ τ Nt−1∑
m=0
(δFm,
(
Bm
)∗
ηm). (3.15)
On the other hand, it can be proved by induction that
∑
k∈Γ h1
∑Nt
m=1
(
W k,m
)2 = o(δV ) (see, e.g. [18]). Hence, we have from
(3.10), (3.14) and (3.15) that
Jh,τ0 (V + δV )− Jh,τ0 (V ) = (W 0,
(
A0
)∗
η0)+ τ
Nt−1∑
m=0
(δFm,
(
Bm
)∗
ηm)+ o(δV ). (3.16)
Denoting by h3 the grid size associated with Γ h3 (it may be different from h3), we obtain
δF k,m =

1
h3
δV k,m1 , k ∈ Γ h3 ,
0, otherwise.
(3.17)
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From (3.16) and (3.17), taking into account the equality W 0 = δV0, we conclude that the derivatives of the discretized
objective function Jh,τ0 have the forms
∂ Jh,τ0 (V )
∂V k0
=
((
A0
)∗
η0
)k
, k ∈ Ω¯h, (3.18)
∂ Jh,τ0 (V )
∂V k,m1
= τ
h3
((
Bm
)∗
ηm
)k
, k ∈ Γ h3 ,m = 0, . . . ,Nt − 1, (3.19)
where η satisfies equation (3.14). Note that from this equation we have the following adjoint problem{
ηNt−1 = ζ Nt ,
ηm−1 = (Am)∗ ηm + ζm, m = Nt − 1, . . . , 1, (3.20)
where ζm is defined by (3.11).
Finally, since Ami is symmetric for i = 1, . . . , n,m = 0, . . . ,Nt − 1, we have(
Λmi
)∗ = [(E + τ
4
Ami
)−1 (
E − τ
4
Ami
)]∗
=
[(
E − τ
4
Ami
)]∗ [(
E + τ
4
Ami
)−1]∗
=
(
E − τ
4
Ami
) (
E + τ
4
Ami
)−1
.
Hence,(
Am
)∗ = (Λm1 · · ·ΛmnΛmn · · ·Λm1 )∗
= (Λm1 )∗ · · · (Λmn )∗ (Λmn )∗ · · · (Λm1 )∗
=
(
E − τ
4
Am1
) (
E + τ
4
Am1
)−1 · · · (E − τ
4
Amn
) (
E + τ
4
Amn
)−1
×
(
E − τ
4
Amn
) (
E + τ
4
Amn
)−1 · · · (E − τ
4
Am1
) (
E + τ
4
Am1
)−1
. (3.21)
Similarly,(
Bm
)∗ = (Λm1 · · ·Λmn )∗
=
(
E − τ
4
Amn
) (
E + τ
4
Amn
)−1 · · · (E − τ
4
Am1
) (
E + τ
4
Am1
)−1
. (3.22)
From (3.21) and (3.22) we can see that, the solution of the adjoint problem (3.20) as well as the derivatives of the discretized
objective function given in (3.18)–(3.19) are obtained by solving a sequence of one-dimensional systems of linear equations
as in the splitting scheme (3.4).
Let us summarize the derivation of the gradient of the discretized objective function (3.9) in the following theorem
Theorem 2. The derivatives of the discretized objective function (3.9) subject to the splitting scheme (3.6) are given by the
formulas (3.18)–(3.19) with η being the solution to the adjoint problem (3.20).
If we consider the Tikhonov-regularized objective function, i.e.
Jh,τγ (V ) =
1
2
∑
k∈Γ h1
Nt∑
m=1
[
Uk,m(V )− ϕk,m
]2 + 1
2
γ 2‖V‖2, (3.23)
with ‖V‖2 =∑k∈Ω¯h (V k0 )2 +∑k∈Γ h3 ∑Nt−1m=0 (V k,m1 )2, then the derivatives of Jh,τγ are given by
∂ Jh,τγ (V )
∂V k0
=
((
A0
)∗
η0
)k + γ 2V k0 , k ∈ Ω¯h, (3.24)
∂ Jh,τ0 (V )
∂V k,m1
= τ
h3
((
Bm
)∗
ηm
)k + γ 2V k,m1 , k ∈ Γ h3 ,m = 0, . . . ,Nt − 1. (3.25)
3.4. Conjugate gradient algorithm for the discretized inverse problem
To apply the conjugate gradient algorithm (2.17)–(2.20) to the discretized inverse problem, we first note that the value
of the linear operator Ak,h applied to V is given by Ak,hV = {Uk,m, k ∈ Γ h1 ,m = 1, . . . ,Nt} where U is the solution of the
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splitting scheme (3.6) with U0 = V0 and F = {F k,m(V1)} being given by
F k,m(V1) =

1
h3
V k,m1 , k ∈ Γ h3 ,m = 0, . . . ,Nt − 1,
0, otherwise.
(3.26)
We note that the conjugate gradient algorithm (2.17)–(2.20) requires to solve two direct and one adjoint problems in each
iteration. However, by using the residual of the objective function, we can reduce to two problems as shown in the following
algorithm for the discretized inverse problem (3.23) subject to (3.6):
1. Initialization
1.1. Given an initial guess V (0)
1.2. Calculate the residual r˜ (0) = U(V (0))|Γ h1 ×{1,...,Nt } − ϕ by solving the splitting scheme (3.4) with V = V (0).
1.3. Calculate Jh,τγ (V
(0)) = 12‖r˜ (0)‖2 + 12γ 2‖V (0)‖2
1.4. Calculate the gradient r (0) = ∇Jh,τγ (V (0)) by solving the adjoint problem (3.20) with ζ equal to r˜ (0) on Γ h1 ×{0, . . . ,Nt} and using the formulas (3.24) and (3.25)
1.5. Define the initial search direction d(0) = −r (0)
2. For i = 0, 1, 2, . . .
2.1. Solve the splitting scheme (3.6) with U0 = d(i)0 and F = F(d(i)1 ) in Eq. (3.26). Calculate αi = ‖r (i)‖2/(‖Al,hd(i)‖2 + γ 2‖d(i)‖2)
2.2. Update the solution V (i+1) = V (i) + αid(i)
2.3. Calculate the residual r˜ (i+1) = r˜ (i) + αiAl,hd(i)
2.4. Calculate the gradient r (i+1) by solving the adjoint problem (3.20) with ζ equal to r˜ (i+1) on Γ h1 × {0, . . . ,Nt} and
using the formulas (3.24) and (3.25)
2.5. Jh,τγ (V
(i+1)) = 12‖r˜ (i+1)‖2 + 12γ 2‖V (i+1)‖2
2.6. βi+1 = ‖r (i+1)‖2/‖r (i)‖2
2.7. Update the search direction d(i+1) = βi+1d(i) − r (i+1)
2.8. Stopping check: if the stopping rule is satisfied, stop the algorithm; otherwise, return to step 2.1
End
The optimal iteration index is determined as the first i = imax such that the ‖Al,hv(i)−ϕε‖ ≤ γ1ε (with γ1 slightly greater
than 1) is fulfilled. In addition we stop if ‖r (i)‖ < ε.
4. Numerical examples
We now illustrate the performance of the CGM for the discretized inverse problem using some two-dimensional
numerical examples. Although the algorithm is applicable to the general problem (1.1)–(1.3), we test it only for the case
when the initial condition is given. The algorithm is tested for both constant and time-dependent coefficients.
In the following examples, we use the domain QT = {(x1, x2, t) ∈ (0.5, 1) × (0, 1) × (0, 1]}. We consider the problem
of estimating the Neumann boundary condition (heat flux) ∂u/∂N at the plane S3 = {x1 = 1} × {0 < t ≤ 1} from the
measured data at the opposite plane S1 = {x1 = 0.5} × {0 < t ≤ 1}, i.e.
Γ1 = {x1 = 0.5}, Γ2 = {x2 = 0} ∪ {x2 = 1}, Γ3 = {x1 = 1}.
The discretized grid sizes used in these examples are h = (0.01, 0.01) and τ = 0.01 resulting in 51 × 101 × 101 grid
points.
The algorithm is tested for two cases. In the first case, the Tikhonov regularization term is not taken into account. In the
second case, we add the regularization termwith the regularization parameter γ = 10−5. This parameter is only empirically
chosen.
In these examples, the algorithm is run for at most 40 iterations. The stopping parameter γ1 is chosen to be 1.05 in the
case without Tikhonov regularization term. In the other case, the algorithm is stopped when the relative reduction of the
objective function is less than 10−4 or its gradient is less than 10−4. Again, these parameters are chosen empirically. In all
examples, the algorithm is initiated at the initial guess V (0) = 0.
Example 4.1. In the first example, we consider the following function as the exact solution to the direct problem (2.1)–(2.3):
u(x, t) = 10(x
2
1 + 20x1 + 300)x22(1− x2)2
t + 1 , (x, t) ∈ Q1. (4.1)
The coefficients ai and a are chosen as constant functions
a1(x, t) = a2(x, t) = 0.1, a(x, t) = 0.
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a b
Fig. 1. Example 4.1: (a) Exact heat flux at S3; (b) Measured data of noise level of 0.01.
a b
Fig. 2. Evolution of the discretized objective function of Example 4.1: (a) Without Tikhonov regularization; (b) With Tikhonov regularization, γ = 10−5 .
Using a simple calculation, we have
f (x, t) = −10(x
2
1 + 20x1 + 300)x22(1− x2)2
(t + 1)2 −
2x22(1− x2)2
t + 1 −
(x21 + 20x1 + 300)(12x22 − 12x2 + 2)
t + 1 ,
u0(x) = 10(x21 + 20x1 + 300)x22(1− x2)2,
g(x1 = 0.5, x2, t) = −21x
2
2(1− x2)2
t + 1 ,
g(x1, x2 = 0, t) = g(x1, x2 = 1, t) = 0.
The exact Neumann condition need to be estimated is given by (see Fig. 1(a))
g(x1 = 1, x2, t) = 22x
2
2(1− x2)2
t + 1 .
Themeasured data is depicted in Fig. 1(b). Here, since we only work with the discretized problems, the data is calculated
by adding a random noise of magnitude of 0.01 to the numerical solution of the direct problem. Note that our numerical
calculations have indicated that the splitting scheme is about ten times faster than Crank–Nicholson’s scheme for the two-
dimensional problem. This advantage is more clear in higher dimensions [18].
The algorithm is stopped after 6 iterations without Tikhonov regularization. When Tikhonov regularization was taken
into account, the algorithm reached the maximum number of iterations allowed (Fig. 2). The estimated values of g(x1 =
1, x2, t) are depicted in Fig. 3 while the difference between the estimated and the exact values are depicted in Figs. 4 and 5.
It is clear from Figs. 4–5 that the estimation error ‖g(estimated)(1, ·, t) − g(exact)(1, ·, t)‖L2(0,1) is small in approximately
70% of the considered time interval and it is large in the remaining interval. This phenomenon has also been reported in the
literature [3,6,8].
Comparing the results with and without Tikhonov regularization, we can see that the algorithm without Tikhonov
regularization stops much faster than the other case. However, the accuracy of the two cases are almost the same.
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a b
Fig. 3. Estimated heat flux at S3 of Example 4.1: (a) Without Tikhonov regularization; (b) With Tikhonov regularization, γ = 10−5 .
Fig. 4. Difference between the estimated and the exact heat fluxes at S3 of Example 4.1: (a) Without Tikhonov regularization; (b) With Tikhonov
regularization, γ = 10−5 .
Fig. 5. Difference between the estimated and the exact heat fluxes at S3 of Example 4.1 (side view): (a)Without Tikhonov regularization; (b)With Tikhonov
regularization, γ = 10−5 .
Testing the algorithm, we observe that the accuracy of the estimate depends on the distance between the measurement
plane and the plane at which the heat flux is estimated. The closer the distance is, the better the estimate is. Indeed, in Fig. 6
we depict the results of the algorithm in the case that the measurements are taken at the plane S3 = {x1 = 0.75} × {0 <
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a b
Fig. 6. Difference between the estimated and the exact heat fluxes at S3 of Example 4.1 (side view) with measurements taken at x1 = 0.75: (a) Without
Tikhonov regularization; (b) With Tikhonov regularization, γ = 10−5 .
a b
Fig. 7. Example 4.2: (a) Exact heat flux at S3; (b) Measured data of noise level of 0.01.
t ≤ 1} instead of S1 = {x1 = 0.5} × {0 < t ≤ 1} as in the above test (Note that in this case, the considered domain is
QT = (0.75, 1)× (0, 1)× (0, 1]). The results obtained in this case are not only better than the previous results in the first
70% of the time interval, but also the interval of accurate estimates increases by approximately 90%.
Example 4.2. We consider in this example the same solution to the direct problem as in Example 4.1. However, the
coefficients ai and a are chosen as
a1(x, t) = a2(x, t) = (10+ x1t)× 10−2, a(x, t) = 0.
In this case we have
f (x, t) = −10(x
2
1 + 20x1 + 300)x22(1− x2)2
(t + 1)2 −
0.1(4x1t + 20t + 20)x22(1− x2)2
t + 1
− 0.1(10+ x1t)(x
2
1 + 20x1 + 300)(12x22 − 12x2 + 2)
t + 1 ,
u0(x) = 10(x21 + 20x1 + 300)x22(1− x2)2,
g(x1 = 0.5, x2, t) = −2.1(10+ 0.5t)x
2
2(1− x2)2
t + 1 ,
g(x1, x2 = 0, t) = g(x1, x2 = 1, t) = 0.
The exact Neumann condition that needs to be estimated is
g(x1 = 1, x2, t) = 2.2(10+ t)x
2
2(1− x2)2
t + 1 .
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a b
Fig. 8. Evolution of the discretized objective function of Example 4.2: (a) Without Tikhonov regularization; (b) With Tikhonov regularization, γ = 10−5 .
Fig. 9. Estimated heat flux at S3 of Example 4.2: (a) Without Tikhonov regularization; (b) With Tikhonov regularization, γ = 10−5 .
Fig. 10. Difference between the estimated and the exact heat fluxes at S3 of Example 4.2: (a) Without Tikhonov regularization; (b) With Tikhonov
regularization, γ = 10−5 .
The exact heat flux and the estimated values are depicted in Fig. 7(a) and Fig. 9, respectively while the evolutions of the
objective function are depicted in Fig. 8 and the estimation errors are shown in Figs. 10–12. The figures show similar results
as Example 4.1.
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Fig. 11. Difference between the estimated and the exact heat fluxes at S3 of Example 4.2 (side view): (a) Without Tikhonov regularization; (b) With
Tikhonov regularization, γ = 10−5 .
a b
Fig. 12. Difference between the estimated and the exact heat fluxes at S3 of Example 4.2 (side view) with measurements taken at x1 = 0.75: (a) Without
Tikhonov regularization; (b) With Tikhonov regularization, γ = 10−5 .
Example 4.3. In this example, we consider the following solution to the direct problem (2.1)–(2.3):
u(x, t) = (x21 + 10x1 + 100) cos(pix2)e−t , (x, t) ∈ Q1. (4.2)
The coefficients ai and a are given by
a1(x, t) = a2(x, t) = (10− x1t)× 10−2, a(x, t) = 0.
The input functions of the direct problem are
f (x, t) = −(x21 + 10x1 + 100) cos(pix2)e−t − 0.01(−10t + 20− 2x1t) cos(pix2)e−t
+ 0.01pi2(10− x1t)(x21 + 10x1 + 100) cos(pix2)e−t ,
u0(x) = (x21 + 10x1 + 100) cos(pix2),
g(x1 = 0.5, x2, t) = −0.11(10− 0.5t) cos(pix2)e−t ,
g(x1, x2 = 0, t) = g(x1, x2 = 1, t) = 0.
The exact Neumann condition need to be estimated is
g(x1 = 1, x2, t) = 0.12(10− t) cos(pix2)e−t .
The exact heat flux and the estimated values are depicted in Fig. 13(a) and Fig. 15, respectively while the evolutions of
the objective function are depicted in Fig. 14 and the estimation errors are shown in Figs. 16–17.
Similar results of this example once again confirm the phenomenon observed in the previous examples (Fig. 18).
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a
b
Fig. 13. Example 4.3: (a) Exact heat flux at S3; (b) Measured data of noise level of 0.01.
a b
Fig. 14. Evolution of the discretized objective function of Example 4.3: (a) Without Tikhonov regularization; (b) With Tikhonov regularization, γ = 10−5 .
a b
Fig. 15. Estimated heat flux at S3 of Example 4.3: (a) Without Tikhonov regularization; (b) With Tikhonov regularization, γ = 10−5 .
5. Conclusions
In conclusion, this paper proposed a conjugate gradient algorithm for a multi-dimensional IHCP with time-dependent
coefficients, based on a splitting method for the direct problem. The problem is formulated as an optimization problem
using the variational approach. To avoid approximation errors in evaluating the gradient of the objective functional, we
formulated the discretized objective function whose gradient can be calculated in an exact and direct way.
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a b
Fig. 16. Difference between the estimated and the exact heat fluxes at S3 of Example 4.3: (a) Without Tikhonov regularization; (b) With Tikhonov
regularization, γ = 10−5 .
a b
Fig. 17. Difference between the estimated and the exact heat fluxes at S3 of Example 4.3 (side view): (a) Without Tikhonov regularization; (b) With
Tikhonov regularization, γ = 10−5 .
a b
Fig. 18. Difference between the estimated and the exact heat fluxes at S3 of Example 4.3 (side view) with measurements taken at x1 = 0.75: (a) Without
Tikhonov regularization; (b) With Tikhonov regularization, γ = 10−5 .
The two-dimensional numerical results showed that the estimation is good except in some final time instants. This can
be improved if we use the concept of ‘‘future time’’ [3,6,8] by taking more Cauchy data in the time direction. However we
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do not present it in this paper. The results also indicated that the closer the distance between the measuring and estimated
planes is, the better the estimate will be.
Comparing the CGM with and without Tikhonov regularization, we saw that the results in the two cases are almost the
same. However, the algorithm converges faster without Tikhonov regularization term.
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