Although the variance-gamma distribution is a flexible model for log-returns of financial assets, so far it has found rather limited applications in finance and risk management. One of the reasons is that maximum likelihood estimation of its parameters is not straightforward. We develop an EM-type algorithm that bypasses the evaluation of the full likelihood, which may be di cult because the density is not in closed form and is unbounded for small values of the shape parameter. Moreover, we study the relative e ciency of our approach with respect to the maximum likelihood estimation procedures implemented in the VarianceGamma and ghyp R packages. Extensive simulation experiments and real-data analyses suggest that the multicycle ECM algorithm and the routines in the ghyp R package give the best results in terms of root-mean-squared-error, for both parameter and Value-at-Risk estimation.
Introduction
The variance-gamma (VG) distribution is the marginal distribution of the VG process, first introduced by Madan and Seneta (1990) . Whereas geometric Brownian motion implies that log-returns are normally distributed, the log-returns computed from the VG process are, in general, asymmetric and leptokurtic, because the VG distribution has two additional parameters that account for skewness and kurtosis. According to the well-known stylized facts about financial returns (e.g. Cont, 2001) , for modeling purposes this is a very desirable feature.
Given that the VG distribution is the marginal distribution of a stochastic process that generalizes geometric Brownian motion, the model has been used for option pricing (see, e.g., Madan and Milne, 1991; Madan et al, 1998; Carr and Madan, 1999; Seneta, 2004; Musiela and Rutkowski, 2005, p. 312) ; in particular, Madan et al (1998) obtain the prices of European options in closed form. However, as the risk-neutral parameters needed for option pricing are not explicit functions of the statistical parameters, the impact of the estimation error on option prices cannot be evaluated. The risk-neutral parameters are usually calibrated from option market prices, so that estimation issues are not so important for option pricing.
On the other hand, the capabilities of the marginal distribution to model skewness and fat tails make it well-suited also for risk management (McNeil et al, 2005 , Section 3.2.5; Hu and Kercheval, 2007) . In this case, measuring the e↵ect of the sampling distribution of the parameters estimators on the estimated risk measures is quite important.
The VG distribution can also be obtained from a di↵erent perspective, noting that it is a special case of the family of multivariate Generalised Hyperbolic Distributions (GHD) developed by Barndor↵-Nielsen (1978) ; see also Barndor↵-Nielsen and Blaesild (1981) . The GHD family is obtained via a mean-variance mixture construction, where the mixing distribution is a Generalized Inverse Gaussian (GIG) distribution, and has proved to be a very flexible multivariate model for financial data (Eberlein and Keller, 1995; McNeil et al, 2005 , Section 3.2.3).
Maximum likelihood estimation (MLE) of the VG distribution is a challenging problem. The basic reason is twofold: first, the probability density function (pdf) cannot be written in closed form, because it includes the modified Bessel function of the second kind; second, it is unbounded for values of the shape parameter smaller than d/2, where d is the dimension of the distribution. As a result, to compute the MLEs it is necessary to use numerical optimization algorithms and it is advisable to address the possible singularity of the likelihood.
Over the years, a couple of papers (Seneta, 2004; Cervellera and Tucci, 2016) have tried without success to replicate the MLEs obtained by Madan et al (1998, Section 5) . Cervellera and Tucci (2016) 's investigation suggests that standard optimization algorithms, such as the Nelder-Mead simplex algorithm implemented in R's optim (R Core Team, 2016) or Matlab TM 's fminsearch functions, are very sensitive to the starting values and produce highly unstable parameter estimates. The literature dealing with MLE of the GHD generally takes a di↵erent approach. Instead of performing brute force maximization of the likelihood function, it tries to exploit the stochastic structure of the data-generating process, namely the mean-variance mixture construction. Noting that MLE would be easier if we knew the latent GIG mixing variables, MLE can be carried out by means of an EM-type algorithm (Dempster et al, 1977; McLachlan and Krishnan, 2008 ). An approach based on an extension of the EM algorithm known as MCECM (MultiCycle, Expectation, Conditional Maximization; Meng and Rubin, 1993; Meng, 1994; McLachlan and Krishnan, 2008, Section 5 .3) has been developed by McNeil et al (2005, Section 3.2.4) for the general multivariate GHD and by Nitithumbundit and Chan (2015) for the multivariate VG distribution.
In all cases the implementation of the algorithms is not straightforward, particularly when the shape parameter is smaller than 1/2 and the estimation procedures have to deal with the unboundedness of the pdf at the location parameter.
The contribution of this paper is threefold. First, we develop three EMtypes algorithms, based on Nitithumbundit and Chan (2015) 's corresponding multivariate versions, for MLE of the univariate VG distribution, and compare them with the standard optimization routines implemented in the R VarianceGamma (Scott and Yang Dong, 2015) and ghyp (Luethi and Breymann, 2016) packages. We study the computational e ciency of the three EM-type algorithms as well as the impact of the input parameters. Second, extensive simulation experiments suggest that the MCECM algorithm performs similarly or better than the fit.VGuv R function of the ghyp R package, whereas the vgFit function of the VarianceGamma package is the worst alternative in almost all circumstances. Third, we use the distribution as a model for financial returns and study the impact of the sampling variability of the parameters estimators obtained with MCECM, VarianceGamma and ghyp on Value-at-Risk (VaR) estimation.
The rest of the paper is organized as follows: Section 2 formally defines the VG distribution and the parametrization used; Section 3 gives a detailed derivation of the EM-type algorithms as well as of the approaches implemented in the VarianceGamma and ghyp R packages; Section 4 illustrates the outcomes of simulation experiments aimed at performing a comparison of the three EM-type algorithms, analyzing the relevance of the inputs of MCECM, and comparing MCECM to VarianceGamma and ghyp; Section 5 estimates the VaR of two financial time series by means of the VG and two other classical approaches. Finally, Section 6 concludes.
The Variance-Gamma Distribution
We first introduce the VG distribution as the marginal density of the VG process. Consider the following stochastic process, possibly describing the time evolution of the price of a risky asset P t :
where µ 2 R, 2 R and 2 2 R + . {T t } is a positive increasing stochastic process, usually called (market) activity time, whose di↵erences ⌧ t = T t T t 1 (t > 1) are stationary, independent of the standard Brownian motion {W (t)} and follow a gamma distribution with rate and shape parameters bot equal to ⌫ 2 R + . The corresponding log-returns are given by
The common assumption E(T t ) = 1 does not imply any loss of generality and allows one to derive closed form expressions for the moments (Seneta, 2004, pp. 177-78) as well as the marginal pdf, given by:
where x 2 R\{µ}, K ⌫ (·) is the modified Bessel function of the second kind with index ⌫, µ is the location parameter, 2 is the scale parameter, is the skewness parameter and ⌫ is the shape parameter. When x = µ, two cases need to be distinguished: when ⌫  1/2, the density is singular at µ, i.e. lim x!µ f (x; µ, 2 , , ⌫) = +1; when ⌫ > 1/2, the density reduces to
The parametrization leading to (1) is used in McNeil et al (2005) and in the ghyp package; with respect to Seneta (2004) and the VarianceGamma package, the only di↵erence is that ⌫ in (1) replaces 1/⌫ in Formula (15) of Seneta (2004).
Although is not equal to the skewness and ⌫ is not equal to the kurtosis, the VG distribution is positively (negatively) skewed when is positive (negative), and the absolute value of the skewness is a function of the absolute value of ; similarly, the kurtosis is negatively related to ⌫, being always larger than 3 and converging to 3 when ⌫ ! 1 (see Seneta, 2004 , for the expressions of the skewness and of the kurtosis). When = 0 and ⌫ ! +1, the VG distribution converges to the normal N (µ, 2 ) distribution. Figure 1 plots the VG pdf for various values of ⌫ along with the standard normal pdf. The singularity at µ and the convergence to the normal are clear from the graph.
As said above, the VG pdf (1) is also a special case of the GHD, which, in turn, can be seen as a mean-variance mixture. Let ⇠ GIG(⌫, , ) and
The VG pdf is obtained when ⌫ > 0 and = 0, because it can be shown that, under these conditions, (3) reduces to (1). For the general version (3) of the GHD we use the so-called "chi/psi" representation, whereas the VG pdf (1) is written in the "alpha.bar" parametrization, which is more convenient in terms of interpretation of the parameters (Prause, 1999, Appendix C). Using the latter notation, both and are redundant because = 0 and = 2⌫, so that (1) is a four-parameter density. We do not attempt to detail here the various parameterizations of the GHD: McNeil et al (2005, p. 79) give a list of the parameterizations as well as of their relationships, and the coef function of the ghyp package allows one to switch among parameterizations. It is also worth noting that the mean-variance mixture representation is simpler for (1) than for (3) because a GIG r.v. ⇠ GIG(⌫, 0, ) is a gamma with shape and rate parameters respectively equal to ⌫ and /2. But, as we have just recalled, = 2⌫ in "alpha.bar", so that the mixing r.v. is ⇠ (⌫, ⌫).
Maximum Likelihood Estimation
The literature about MLE of the univariate VG distribution is mostly based on standard optimization algorithms. Nevertheless, the outcomes obtained with di↵erent methods are often di↵erent. This may have four, not necessarily exclusive, causes: the di↵erent performances of the algorithms employed, the starting values, the computation of the likelihood function, particularly with respect to the singularity at µ, and the di↵erent parametrization used.
Existing approaches to MLE
Direct numerical maximization of the log-likelihood using standard algorithms is the approach taken by the VarianceGamma and (in the univariate case) ghyp R packages. The vgFit function of the former allows the user to employ the Nelder-Mead, the BFGS method or a Newton-type algorithm, while the fit.VGuv of the latter is based on the Nelder-Mead algorithm. Both packages use the Nelder-Mead algorithm as implemented in the optim R function. BFGS is also implemented in optim, whereas the Newton-type algorithm is from the nlm function. It is also worth noting that the ghyp package uses the MCECM algorithm for estimating the multivariate, but not the univariate, VG distribution. When x ! µ, the pdf and the likelihood are computed in di↵erent ways in the two packages.
• If |x µ|/ < ✏ and ⌫  1/2, ghyp sets x = ✏ and computes the density via (1); if |x µ|/ < ✏ and ⌫ > 1/2, ghyp uses spline interpolation to compute (2); in both cases, ✏ ⇡ 2.22 · 10 16 is the machine epsilon.
• If x = µ and ⌫  1/2, VarianceGamma returns f (x; µ, 2 , , ⌫) =Inf; if x = µ and ⌫ > 1/2 varianceGamma computes the density via (2). Starting values for the parameters in the VarianceGamma package are either based on a fitted skew-Laplace distribution or on the method of moments, whereas the ghyp package uses µ (0) = median(y), (0) = MAD(y), (0) = 0, where MAD is the Mean Absolute Deviation, and ⌫ (0) = 1. For the EM-type algorithms we use the same starting values of the ghyp package.
Three EM-type algorithms for the VG distribution
The EM algorithm is an iterative procedure for MLE with missing data. It is well known that often MLE in non-missing data cases can be restated so as to become a missing-data problem, and that in many such situations the algorithm is computationally more e cient than standard numerical optimization procedures. This happens, for example, when estimating the parameters of finite mixtures (i.e., mixtures where the mixing variable is discrete; see, e.g., McLachlan and Peel, 2000) . More recently, it has been shown that the algorithm is quite e↵ective also in mixtures with continuous mixing distribution (Protassov, 2004; McNeil et al, 2005) .
The basic version of the EM algorithm alternates an Expectation (E) and a Maximization (M) step. The former computes the expected value of the complete log-likelihood function given the current value of the parameters and the observed data. The latter maximizes the conditional expectation computed in the E-step. Over the years, various extensions have been developed to handle more complicated cases where the E and/or the M step are not in closed form.
We next explain in detail three EM-type algorithms for the VG distribution, following the derivation developed by Nitithumbundit and Chan (2015) in a multivariate setup. Given a random sample x = (x 1 , . . . , x n ) 0 from (1), the observed log-likelihood is given by
where f (x; µ, 2 , , ⌫) is the pdf (1). When dealing with the VG distribution, it is convenient to treat = ( 1 , . . . , n ) 0 as missing data, because, if they were known, the log-likelihood would just be the sum of conditional normal and gamma log-densities:
where l N and l are respectively the conditional normal and gamma loglikelihood. In terms of conditional distributions, the two summands depend on di↵erent parameters, so that they can be maximized separately. If were known, it would be possible to carry out a conditional maximization (CM) of l N (µ, 2 , |x, ) to estimate the normal parameters µ, 2 and and another CM of l (⌫| ) to estimate ⌫. With these premises, it is possible to write down a step-by-step description of the algorithm. E-step. The E-step requires to take the conditional expectation of the complete log-likelihood function (5). This amounts to computing E( i ), E(1/ i ) and E(log i ), so that we need to know the conditional distribution of i |x i , µ, 2 , , ⌫. Embrechts (1983) has shown that
which is the pdf of a Generalized Inverse Gamma distribution. Accordingly, the required expectations are given bŷ
[
CM-step 1. The first CM-step estimates the parameters µ, 2 and using the expectations (6) and (7) by maximizing the conditional normal loglikelihood l N (µ, 2 , |x, ). By equating to zero the likelihood equations one gets:μ
where
are the complete-data su cient statistics.
CM-step 2a. The last parameter to be estimated is ⌫. As in the first CM-step, the maximization is carried out conditionally on . The maximum of l (⌫| ) cannot be found explicitly, so that this step must be performed numerically via the Newton-Raphson algorithm. In this case one needs the first two partial derivatives of the log-likelihood function as well as the estimate of E(log i ), i.e. (8), in the E-step. The partial derivatives are given by Nitithumbundit and Chan (2015) :
, 2(t+1) , (t+1) , x) with respect to ⌫ using some standard numerical optimization routine, such as the optimize R function.
A pseudo-code for the t-th iteration of the algorithm is as follows.
• E step 1: computeˆ (t+1/2) i and d 1/ (t+1/2) i using (6) and (7) and the current estimatesμ (t) ,ˆ 2(t) ,ˆ (t) and⌫ (t) ; compute also the su cient statistics S x. , S and S 1. .
• CM step 1: computeμ (t+1) ,ˆ (t+1) andˆ 2(t+1) using (9), (10) and (11).
i using the updated estimateŝ µ (t+1) ,ˆ 2(t+1) andˆ (t+1) as well as⌫ (t) . Compute also the su cient statistics S (t+1) and S
log .
• CM step 2a: compute⌫ (t+1) using the su cient statistics S (t+1) and S (t+1) log and the Newton-Raphson method.
• CM step 2b: alternatively, maximize l V G (⌫|µ (t+1) , 2(t+1) , (t+1) , x). Given the rather complicated form of the VG log-likelihood and the possible singularity at µ, the algorithm is sometimes numerically unstable for certain values of the parameters. The first di culty may arise in the E step. Nitithumbundit and Chan (2015) have obtained limit expressions for E( i |µ, 2 , , ⌫, x), E( 1 i |µ, 2 , , ⌫, x) and E(log i |µ, 2 , , ⌫, x). As the last two expectations do not exist, they propose to replace i by ⇤ i := / p 2⌫ + 2 / 2 when i is smaller than some predefined small value. It will be shown in Section 4 that the actual value of 2 R + has a nonnegligible impact on the properties of the estimators.
The second di culty has to do with the estimation of 2 , because the quantity d
To rule out this possibility, we insert an additional E-step to estimate 1/ i and i after updating µ and (Nitithumbundit and Chan, 2015, Section 3.3.1).
The algorithm based on CM step 2a is a MultiCycle, Expectation, Conditional Maximization algorithm (MCECM -see Meng and Rubin, 1993 and Meng, 1994) , whereas the version that uses CM step 2b is called Expectation Conditional Maximization Either (ECME -see Liu and Rubin, 1995) . A likely advantage of the former is that we do not need to adjust the VG pdf, as its evaluation is not needed in the maximization process; on the other hand the E step of ECME does not require the computation of E(log i |x, µ, 2 , , ⌫). However, it is not clear a priori which of the two advantages is more important; more generally, the computational e ciency of the two algorithms has to be assessed via simulation.
Both MCECM and ECME possess the stable monotone convergence property, i.e. the likelihood is increased at each iteration. In Nitithumbundit and Chan (2015) 's implementation, the algorithm stops when the di↵erence between the log-likelihood values at iterations t + 1 and t is smaller than 10 8 . Given the monotone convergence property, however, it is equivalent to stop the algorithm when max i=1,...,4 (✓ (t+1) i ✓ (t) i ) is smaller than a predefined threshold ⌘, where ✓ = (µ, 2 , , ⌫) 0 . In this paper we use the latter criterion, mainly because this way of proceeding has the desirable consequence that MCECM does not require the evaluation of the full log-likelihood function.
In addition to MCECM and ECME, Nitithumbundit and Chan (2015) also propose an hybrid algorithm (HECM) combining MCECM and ECME: more precisely, HECM starts with MCECM and then carries out ECME using the estimates of the first step as starting values.
Simulation
The Monte Carlo analysis performed in this section has various goals. First, we compare the performance of the MCECM, ECME and HECM algorithms. As will be seen in Section 4.1 below, MCECM turns out to be preferable; hence, we restrict the attention to MCECM in the rest of the paper. Second, we aim at finding the impact of the parameter on the e ciency of MCECM, trying to identify its optimal value. Third, we carry out a detailed comparison of MCECM and of the procedures implemented in the VarianceGamma and ghyp R packages. This will be done for various sample sizes and parameter values. Finally, we analyze how the sampling variability of the estimators extends to VaR measures.
All the experiments consist of simulating n observations from the VG distribution, estimating the parameters and computing the bias, the variance and the root-mean-squared-error (RMSE). The number of replications is equal to B = 100 throughout the paper. The algorithm stops when max i=1,...,4 (✓ (t+1) i ✓ (t) i ) < 10 8 or when the maximum number of iterations, which is set to 2000, is reached. As for the true numerical values of the parameters, we choose values already employed in the literature and close to those typically found in financial applications, i.e. µ = 0.000952372, 2 2 {0.17, 0.14, 0.04, 0.03, 6.44 · 10 5 }, 2 { 0.000843568, 0.2, 0.3} and ⌫ 2 {0.5, 1.991437, 7.509199}
EM-type algorithms: a comparison
In this section we compare the three EM-type algorithms for various values of . Tables A.1 and A.2 in the supplementary material display the outcomes respectively for the case µ = 0.00095, 2 = 0.04294, = 0.00084, ⌫ = 1.99144 and µ = 0.00095, 2 = 0.04294, = 0.3, ⌫ = 1.99144 with n = 500.
Tables A.1 and A.2 show that, in terms of statistical accuracy, the results of the three algorithms are not significantly di↵erent, yet MCECM seems to be slightly preferable for all parameters and all values of . Moreover, even though in terms of number of iterations it is not the best performer, the computational cost of a single iteration is by far smaller, so that the total time taken by MCECM is smaller as well. Similar outcomes are obtained for di↵erent parameter configurations and are therefore not shown here. We have tried to repeat the simulations with smaller sample size (n  200). In this case, ECME and HECM encounter some numerical di culties: the two reasons are that the evaluation of the likelihood sometimes becomes impossible (and the algorithm breaks down), or the algorithm aborts without reaching convergence within the maximum number of iterations. On the other hand, MCECM works well even for sample sizes as small as 50.
The main message conveyed by these experiments is that MCECM is overall preferable; accordingly, we use MCECM in the rest of the paper.
Impact of
In the univariate case, Nitithumbundit and Chan (2015, Table 4) give the results of a simulation for ⌫ = 0.3, 2 = 1 and = 0, which suggests that very little di↵erence is observed for in the range [10 300 , 10 3 ]. However, their experiment is focused on the symmetric VG model and on a single set of parameter values. Moreover, they only base the comparison on the bias of the estimators, without any detail about the variability.
Since the features of the distribution change markedly with the numerical values of the parameters, we carry out a more comprehensive experiment, considering the models corresponding to all combinations of the parameter values listed in Section 4. Tables A.3 to A.47 show the RMSEs of the estimators for the 45 parameter combinations.
In Section A.1, which refers to the case ⌫ = 0.5, overall = 0.01 provides the best results among the 8 values of considered, typically because of a much smaller bias. In the remaining tables (Sections A.2 and A.3) it is di cult to identify a pattern depending on , but the case = 0.01 is always one of the best performers, so that we use = 0.01 throughout the paper. Note that this conclusion is di↵erent from Nitithumbundit and Chan (2015) : this may be due to the di↵erence between the univariate and the multivariate estimation problem as well as to the di↵erent numerical values of the parameters.
MCECM vs standard approaches
Starting from the fact that the MCECM algorithm with = 0.01 is the best EM-type solution, the analysis related to the precision of the estimators is based on a comparison among the MCECM algorithm with = 0.01 and the standard approaches implemented in the VarianceGamma and ghyp R packages.
The first three lines of Table 1 show the average RMSE-ranking of the estimators over all the 45 models considered. The MCECM algorithm has the best performance for all parameters; in all cases ghyp is second and
VarianceGamma is third. The rest of the table gives the "marginal" rankings for the models with one parameter fixed: for example, the case ⌫ = 0.5 is the ranking of all the models with ⌫ = 0.5. In this way we try to assess whether any method works particularly well (or badly) when some parameter takes a specific value. If we consider only the estimators of 2 , and ⌫, which are GHYP VG MCECM much more important than µ, there are two cases in which MCECM is not best: when 2 = 6.44 · 10 5 the estimators of 2 and ⌫ are second, and when ⌫ = 7.50920 only the estimator of ⌫ is second. When ⌫ = 7.50920 the VG estimators perform considerably better than in the models with smaller values of ⌫ (the only instance where one of the VG estimators is best is the case of the estimator of ⌫ in the models with ⌫ = 7.50920). However, the precision in estimating ⌫ when ⌫ is large is somewhat less important in practice, as the impact of ⌫ on the shape of the pdf is less and less important when ⌫ gets large.
When 2 = 6.44 · 10 5 the ghyp estimators of 2 and ⌫ are preferable. Considering that the "small-2 " setup is challenging and important with financial data, we will study it more in detail in Section 4.5.
In the simulation experiments we have tried di↵erent starting values. Whereas the MCECM results do not change, both ghyp and VarianceGamma give di↵erent outcomes if initialized di↵erently; in addition, the vgFit function of the VarianceGamma package, if initialized using the estimators obtained by means of the method of moments, often breaks down immediately because the log-likelihood cannot be evaluated at the initial parameters. The insensitivity to the starting values (under mild conditions: McLachlan and Krishnan, 2008, p. 28 ) is a well-known feature of the EM algorithm, and is another advantage of MCECM in the present setup.
Impact on risk measures estimation
The aim of this section is the assessment of the impact of the variability of the estimators on the VaR. For each of the models considered above, we compute via simulation the true 95% VaR (using the true parameter values) and the VaRs based on the B estimated parameter vectors. Finally we compute the bias, variance and RMSE of the B VaRs.
The average RMSE-ranking of the VaR estimates is reported in the first line of RMSE GHYP 1.08 · 10 10 2.86 · 10 7 4.32 · 10 3 MCECM 9.47 · 10 11 1.62 · 10 7 4.92 · 10 3 Rel. perf.
1.14 1.77 0.88 Table 3 : Bias, RMSE and relative performance of the estimators computed using 100 replications and a sample size n = 500. The parameters are equal to µ = 0.000952372, 2 = 6.44 · 10 5 , = 0.000843568, ⌫ = 0.5. Relative performance is given by bias GHY P /bias MCECM or RMSE GHY P /RMSE MCECM .
2 ⌫ Bias GHYP 5.57 · 10 3 4.39 · 10 2 3.75 · 10 2 MCECM 6.43 · 10 5 2.49 · 10 2 5.92 · 10 3 Rel. perf.
86.49 1.76 6.33 RMSE GHYP 1.05 · 10 4 9.08 · 10 3 5.56 · 10 3 MCECM 4.14 · 10 9 8.08 · 10 4 5.60 · 10 4 Rel. perf. 25 386.22 11.24 9.93 Table 4 : Bias, RMSE and relative performance of the estimators computed using 100 replications and a sample size n = 500. The parameters are equal to µ = 0.000952372, 2 = 6.44 · 10 5 , = 0.2, ⌫ = 0.5. Relative performance is given by bias GHY P /bias MCECM or RMSE GHY P /RMSE MCECM .
A closer look at two important cases
The models with 2 = 6.44 · 10 5 are among the most challenging for the algorithms. Hence, we look more closely at the results of two "small-2 " parameter configurations, i.e. 2 = 6.44 · 10 5 , 2 { 0.000843568, 0.2}, ⌫ = 0.5. These two cases are especially challenging because the density is very skewed and concentrated near the singularity. Moreover, the "small-2 " framework is the setup where the advantage of MCECM is smallest. Tables  3 and 4 show the bias and the RMSE of the estimators of , 2 and ⌫ for the two models.
In the former case (µ = 0.000952372, 2 = 6.44 · 10 5 , = 0.000843568, ⌫ = 0.5, Table 3 ) the two approaches perform similarly: ghyp is slightly preferable in terms of bias, and MCECM in terms of RMSE. On the other hand, in the latter, MCECM is much better than ghyp both in terms of bias and of RMSE, particularly as concerns the estimation of . The histograms in Figure 2 confirm that the VaRs corresponding to MCECM are much better.
5 Real data analysis
Standard & Poor's index
We first consider the computation of VaR for the Standard & Poor's 500 index using daily log-returns from December 1, 2015 to December 1, 2016. As the returns are typically dependent, we first apply a GARCH filter (McNeil and Frey, 1998; Hu and Kercheval, 2007) . Formally, let r ⇤ t = log(P t /P t 1 ), r t = r ⇤ t r and
i.e. a GARCH(1,1) model. We estimate 2 t using quasi maximum likelihood as implemented in the garchFit function of the fGarch R package (Wuertz, 2016) and compute the filtered return seriesẐ t def = r t /ˆ t , whereˆ t is the estimated GARCH(1,1) volatility. The correlograms in Figure A .1 confirm that r 2 t is autocorrelated butẐ 2 t is not, so that the seriesẐ t can be taken as approximately iid and can be used for estimating the VG parameters. The (1 ↵)% dynamic VaR is finally given by
whereF 1 is the quantile function corresponding to the estimated parameters of the chosen distribution. For comparison purposes, we also compute the normal and Student t VaR; in these cases the quantile functionF 1 in (12) is respectively given by the standard normal and Student t (with number of degrees of freedom estimated via MLE) quantile function. The sample skewness and kurtosis are (sk, ) 0 = ( 0.351, 4.552) 0 , and the estimated parameters obtained with the three algorithms are reported in Table 5 . It can be seen that the VarianceGamma estimators are markedly di↵erent form ghyp and MCECM. 0.008 0.008 0.008 0.008 0.012 Figure 3 shows the returns and the VaRs, and Table 6 gives the relative frequency of VaR violations. MCECM and ghyp have the best performance for ↵ = 10%, whereas all the approaches produce similar results for ↵ = 5%, with the exception of the Student t, which overestimates the VaR. When ↵ = 1%, the algorithms do not di↵er much in terms of frequency of violations, but the VaR computed with VarianceGamma is much larger in absolute value.
Monte dei Paschi di Siena
The same analysis has been carried out using daily closing prices of the Banca Monte dei Paschi di Siena stock from December 1, 2015 to December 1, 2016. This was a quite turbulent period for Banca Monte dei Paschi, whose return series is indeed more skewed and leptokurtic than the S&P's index: the sample skewness and kurtosis are equal to (sk, ) 0 = (0.537, 6.540) 0 . Similarly to the preceding example, Figure A .2 suggests thatẐ t can be treated as an approximately iid series. Table 7 displays the estimated parameters, whereas the outcomes of the VaR analysis are shown in Figure 4 and Table 8 . When ↵ = 10%, all the methods except the Student t distribution give the same outcomes, whereas ghyp and MCECM are best for ↵ = 5% and ↵ = 1%.
Conclusion
In this paper we have studied MLE of the variance-gamma distribution. The distribution is flexible enough to accommodate skewness and leptokurtosis but MLE is di cult because the pdf is not in closed form and is unbounded for small values of the shape parameter. Two R packages (VarianceGamma and ghyp) compute the MLEs of the VG distribution, and both of them use standard optimization routines. As the VG is a normal mean-variance mixture, it is natural to use an EM-type algorithm for estimation. Accordingly, we develop three extensions of the EM algorithm, based on the multivariate approach proposed by Nitithumbundit and Chan (2015) . Extensive simulation experiments suggest that MCECM is the most computationally e cient of the three algorithms and allow us to find an appropriate value of the input parameter ; this is quite important because they are found to have a strong impact on the statistical properties of the estimators. Moreover, we find that MCECM is preferable to both VarianceGamma and ghyp, but the latter is more precise than the former, and its performance is similar to MCECM. A valuable outcome of the simulation is that MCECM works particularly well when the scale and shape parameters are small. Furthermore, MCECM, unlike VarianceGamma and ghyp, is insensitive to the starting values of the parameters.
Finally, we use stock market observations to compute the Value-at-Risk. Besides confirming that MCECM and ghyp are the most precise algorithms, the applications suggest that the fit of the VG distribution to financial returns is very good, also in comparison to other models, and the VaR is computed with high precision at all confidence levels.
The results obtained in this paper suggest that algorithms that take explicitly into account the stochastic nature of the maximization problem related to MLE may be significantly more e cient than general-purpose optimization techniques. A possible explanation is that the MCECM algorithm splits the maximization problem into two simpler problems, corresponding to a conditional normal and a gamma likelihood, and, as often happens in numerical optimization, maximizing separately two lower-dimensional functions is easier than maximizing a single higher-dimensional function.
Prause K (1999) 
