Abstract. The problem of identifying a maximal independent (node) set in a given graph is a fundamental problem in distributed computing. It has numerous applications, for example, in wireless networks in the context of facility location and backbone formation. In this paper we study the ability of a bio-inspired, distributed algorithm, initially proposed for graph coloring, to generate large independent sets. The inspiration of the considered algorithm stems from the self-synchronization capability of Japanese tree frogs. The experimental results confirm, indeed, that the algorithm has a strong tendency towards the generation of colorings in which the set of nodes assigned to the most-used color is rather large. Experimental results are compared to the ones of recent algorithms from the literature. Concerning solution quality, the results show that the frog-inspired algorithm has advantages especially for the application to rather sparse graphs. Concerning the computation round count, the algorithm has the advantage of converging within a reasonable number of iterations, regardless of the size and density of the considered graph.
Introduction
Given an undirected graph G = (V, E), an independent set is a subset of the nodes of G such that no two nodes of this set are connected by an edge e from E. Furthermore, a maximal independent set V MIS ⊆ V is an independent set such that no other independent setV ⊆ V exists with V MIS ⊆V . In other words, it is-per definition-not possible to add an additional node to a maximal independent set without destroying its independent set property. Finally, a maximum independent set is a maximal independent set of maximal size. Both the maximum independent set problem and the maximal independent set problem are fundamental in computer science and related fields (see, for example, [4] ). From the perspective of centralized algorithms, it is well known that the maximum independent set problem is N P -hard [6] , while the maximal independent set problem is in P . In fact, the literature offers various, rather simple, greedy algorithms for the generation of maximal independent sets (see, for example, [7] ).
In this work we consider the maximal independent set problem in a distributed setting (henceforth labelled MIS). This problem has applications, for example, in the context of facility location and backbone formation in wireless networks [5] . In particular, we focus on the study of a recently proposed (distributed) algorithm for graph coloring, named FrogSim (see [8, 9, 1] ). The experimental results show that FrogSim, which is an algorithm inspired by the self-desynchronization of the calls of male Japanese tree frogs, has the tendency to generate color assignments in which the nodes associated to the most-used color correspond to large independent sets. The results obtained by FrogSim are compared to one of the most-recently proposed distributed algorithms for the MIS problem, which was initially published in the prestigious journal Science [2] . More specifically, the results are compared to an optimized version of this algorithm from [11, 10] .
The reminder of this article is organized as follows. In Section 2, a short description of the studied algorithm is provided. The experimental evaluation is documented in Section 3. Finally, conclusions and an outlook to future work can be found in Section 4.
The FrogSim Algorithm
Even though a description of the FrogSim algorithm can be found, for example, in [9] , in the following we provide a-rather short-description in order for the paper to be self-contained. The following algorithm description is thought for working in a static wireless ad hoc network with n nodes equipped with radio antennas. Depending on the type of antennas and their communication range, a communication graph is implicitly defined in which each edge indicates a pair of nodes for which node-to-node communication is possible.
Algorithm Preliminaries
A first, preliminary, step requires an a priori organization of the wireless ad hoc network in form of a rooted tree. For the purpose of producing such a tree with a low height, the distributed method described in [3] may be used. The result is an induced tree that includes all the nodes of the network and has minimum diameter. In comparison to the rest of the nodes, the root node (or master node) of the tree will have some additional tasks to fulfill. It runs, for example, a protocol to calculate the height of the tree. Moreover, the master node initiates the start of the FrogSim algorithm by means of a broadcast message. This message may additionally be used for communicating the height of the tree to the rest of the nodes as well. The induced tree is used during the execution of the FrogSim algorithm for communicating the node-color assignments to the master node and for calculating the state of convergence which will be used to stop the algorithm. 
Main Algorithm
The main FrogSim algorithm works as follows. At each communication round (or iteration) each node executes the steps that are shown in Algorithm 1. The precise moment at which a node i ∈ V starts executing this program depends on the value of variable θ i ∈ [0, 1), which is stored internally. More precisely, assuming that the current communication round starts at time t, node i executes its program at time t + θ i . Apart from θ i , each node i also maintains a color, denoted by c i ∈ N + . Note that, for simplicity and without loss of generality, natural numbers greater than zero are used to uniquely identify colors. The execution of the program from Algorithm 1 includes the sending of exactly one message. In order to receive these messages from neighboring nodes, each node i maintains a message queue Q i . In the following we provide a technical description of the functions of Algorithm 1.
When executing its program, a node i first adapts the value of θ i in function calculateNewThetaValue(). This is done on the basis of the messages from the message queue Q i . Only one message from each possible sender node is considered. In the case that Q i contains two or more messages from the same sender node, the newest one prevails and the others are discarded. A message m ∈ Q i has the following format:
where theta m ∈ [0.1) contains the θ-value of the emitter and color m is the color currently used by the emitter. Next, based on the messages in Q i , function calculateNewThetaValue() calculates a new value for θ i :
where α ∈ [0, 1] is a parameter used to control the convergence of the system. In general, the lower the value of α the smaller the change applied to θ i . Then, node i decides for a (possibly) new color in function minimumColorNotUsed(). Formally, this function computes the following value:
In words, node i chooses the color with the lowest identifier while discarding those colors that appear in messages m ∈ Q i . Before finalizing its program, node i must communicate its new color to its neighbors. This is done by means of function sendColoringMessage(). This function sends the following message m:
To conclude the description of node i's program, the message queue Q i is cleared by removing all messages (see function clearMessageQueue()).
Identifying the Best Coloring and Detecting Convergence
The way in which the algorithm identifies a new best coloring and detects convergence is based on the use of the induced tree structure which was generated at the start of the algorithm. In the following we provide a short description of the mechanism. For a complete technical description we refer the interested reader to [8, 9] . Henceforth, let h refer to the height-that is, the maximal distance between a leaf and the master node-of the induced tree. Note that h corresponds to the maximum number of communication rounds necessary for the master node to pass information to the rest of the nodes, and vice versa. In the following we assume that the master node knows about the size-in terms of the number of nodes-of the network. At each communication round, each node i is required to communicate the following information to its parent node in the induced tree:
(1) a real number corresponding to the sum of the distances between the old theta values and the new ones concerning all nodes included in the subtree of which it acts as root, (2) the index of the largest color used by itself and all nodes included in the subtree of which it acts as root, and (3) an integer indicating the corresponding communication round number. In fact, these values do not need to be sent in extra messages. Instead they may be added to the coloring messages of Algorithm 1. Even though these messages will be received by all neighboring nodes, only the parent nodes in the induced tree will care about this information. Therefore, no additional messages are required by this mechanism.
Note that, in the first communication round, only the leaves of the tree will report the information described above to their parents. This is because the leaves are the only nodes without children. In the second communication round, the parents of the leaves will be able to report the aggregated data to their respective parents. Given the height h of the tree, it takes h communication rounds until all the information regarding a specific communication round has reached the master node. This means that the sensor nodes must store the differences between their old and new theta values, and the information about color use, during h communication rounds. Once the master node has received all the necessary information concerning a specific communication round, it is able to derive the following information. First, it knows the maximum index of any color used at the corresponding communication round. This information can be used to determine if a new best coloring has been found. Second, by dividing the sum of all theta-differences by the size of the network it obtains the average change of the theta-values in the corresponding communication round.
In case this average change is below a certain threshold value (we used 0.001), the master node broadcasts a stopping message to all nodes, which terminates the algorithm.
Experimental Evaluation
FrogSim was implemented in C++ without the use of any external libraries. Experiments were performed by means of discrete event simulation. As mentioned before, in this work we study the ability of the algorithm to generate colorings in which the number of nodes assigned to the most-used color is rather large. In other words, we study if large independent sets may be extracted from the colorings produced by the algorithm. 4 For this purpose we decided to test the algorithm on random geometric graphs, which are commonly used to model wireless ad hoc networks. For comparison we used the optimized version (from [10, 11] ) of a very recent algorithm published in Science [2] .
Generation of the Benchmark Set
Random geometric graphs are arguably the most popular model of wireless ad hoc networks. Therefore, we decided to study the algorithm in the context of this graph type. In order to generate a random geometric graph, one must first choose the number of nodes (n). These nodes are then assigned to random positions in the unit square. Finally, a fixed radius 0 < r < 1 is used in order to determine the neighbors of each node. In particular, each pair of nodes that are within Euclidean distance of at most r are connected by an edge.
We considered random geometric graphs of sizes n ∈ {100, 500, 1000, 5000}. In order to find a reasonable range for the r-values for each n, the following experiments were performed. For each combination of r ∈ {0.01, 0.02, 0.03, . . . , 0.3} and n we generated 100 random geometric graphs and recorded the probability of these graphs to be connected. The results are graphically presented in Figure 1(a) . Based on these results we determined the smallest r-values to be considered for the four graph sizes to be r = 0.14 (in case n = 100), r = 0.067 (in case n = 500), r = 0.049 (in case n = 1000) and r = 0.024 (in case n = 5000). With these values of r, the generated random geometric graphs have a probability of approx. 5% to be connected. Moreover, the resulting graphs are rather sparse.
In order to find suitable upper ranges for the r-values, we examined the (relative) average degrees of the generated graphs. Hereby, the term (relative) average degree refers to the average degree of a node expressed in terms of the fraction of all nodes to which the respective degree corresponds. For example, assume that n = 100 and that a node is, on average, connected to 10 neighbors. In this case the relative average degree is 0.1. In particular, we decided that the densest graphs to be considered in this study should have a (relative) average degree of 0.05. The graphic of Figure 1(b) shows that such graphs can be generated with r = 0.169 (in case n = 100) and r = 0.134 (in case n ∈ {500, 1000, 5000}). For each value of n, numerical tests are performed for 20 values of r equidistantly distributed between the corresponding lower and the upper range.
Results
The numerical results are shown in Table 1 (graphs with n ∈ {100, 500}) and Table 2 (graphs with n ∈ {1000, 5000}). Each table row provides-for a certain combination of n and r, as indicated in the first two table columns-average results for 100 random geometric graphs. The column with heading Greedy provides the results for the most well-known (centralized) greedy algorithm for the MIS problem. This algorithm works as follows: at each iteration, first, it identifies the node with minimal degree and adds it to the maximal independent set under construction. Afterwards, this node-together with all its neighboring nodes-is removed from the input graph. This procedure stops once the input graph is empty. The results of this algorithm are simply given in order to in- dicate the quality of our algorithm in comparison to a centralized technique. The next two columns of the result tables provide the results of the most recent distributed algorithm for the MIS problem [2] , which was inspired by the way in which neural precursors are selected during the development of the nervous system of the fruit fly Drosophila. We implemented an optimized version of this algorithm-published in [10, 11] -which is henceforth referred to as FruitFly.
The results of FruitFly are given in two columns. The first one, with heading avg., provides the average result over 100 random geometric graphs. The second column, with heading rounds, indicates the average number of communication rounds that were performed in order for the algorithm to finish. Finally, the last three table columns contain the results of FrogSim. As in the case of Fruit- Fly, the first column provides the average result for the respective 100 random geometric graphs. The second column, with heading rounds, provides the average number of communication rounds that were performed in order to achieve the results reported in the column with label avg.. The last column, with heading convergence, indicates the average number of communication rounds that were performed in order for the algorithm to converge. Finally, note that the best result of each table row is marked with a grey background.
Based on the results that are displayed in Tables 1 and 2 , the following observations can be made. First, concerning graphs of sizes n ∈ {100, 500}, FrogSim outperforms FruitFly consistently, with the exception of rather dense graphs of size 500-that is, graphs generated with a radius r tending towards the upper range-where FruitFly seems to provide slightly better results. However, when consulting the number of communication rounds needed by FruitFly it becomes clear that with growing graph size and density, the communication round requirements grow significantly. In fact, we underlined all cases in which FruitFly needs more than 1000 communication rounds for providing a result. Moreover, all runs of FruitFly were performed with a maximum of one million communication rounds. In contrast to FruitFly, the communication round requirements of FrogSim do not seem to depend on the graph size. In any case, the communication round requirements of FrogSim even seem to decrease with growing graph density. This is certainly a desirably property of a distributed algorithm.
The results for graph sizes n ∈ {1000, 5000} amplify the observations outlined above. In fact, FrogSim still seems to work better than FruitFly for what concerns the sparsest graphs. However, starting from r = 0.0798 (in the case of n = 1000) and r = 0.0354 (in the case of n = 5000) FruitFly starts to produce better results than FrogSim. However, the number of communication rounds necessary for beating FrogSim quickly becomes unpractical. For example, when n = 5000, FruitFly is not able to provide results within one million communication rounds for the whole range of r ∈ [0.0639, 0.134].
Finally, we aim at studying the thrive of FrogSim towards colorings in which the most-used color corresponds to rather large independent sets. For this purpose we examined the results of FrogSim for what concerns the lowest and the highest setting of the radius r for all four graph sizes. In particular, for each of these cases we display the color distribution (averaged over 100 random geometric graphs) after the first communication round in contrast to the color distribution after convergence. This information is shown in Figures 2 and 3 . On the x-axis of these graphics we can find the indices of the used colors. The bars (including the standard deviation) indicate for each color index the number of nodes that have assigned the respective color. For example, the graphic in Figure 2 (c) shows that-in the case n = 500, r = 0.067-the color with the lowest index is used by around 112 nodes (on average) after the first communication round. In contrast, the same color is used by around 125 nodes (on average) after the last communication round. This clearly indicates the thrive of the algorithm towards the creation of colorings in which the most-used color corresponds to large independent sets. Moreover, the eight graphics indicate that this is a general trend, independent of graph size and density.
Conclusions and Future Work
In this work we studied a bio-inspired, distributed algorithm-initially introduced for graph coloring-for its ability to generate graph coloring solutions in which the independent set of nodes assigned to the most-used color is large. The Color index Average number of times used First round dist. Last round dist.
(a) n = 100, radius 0.14. (c) n = 500, radius 0.067. (a) n = 1000, radius 0.049. (c) n = 5000, radius 0.024. results, in terms of the size of the independent set that is generated, were compared to the most recent algorithm published in the related literature for the maximal independent set problem. They show that the algorithm performs especially well in the context of sparse graphs. An important additional advantage is to be found in the low number of required communication rounds. The algorithm always converges within a reasonable number of communication rounds, independent of graph size and density.
Future work will focus on the study of the performance of the algorithm on different types of graphs. Moreover, we will study ways for improving the algorithms' performance for dense graphs.
