For a series of randomly discounted terms we give an integral criterion to distinguish between almost-sure absolute convergence and divergence in probability to 1, these being the only possible forms of asymptotic behaviour. This solves the existence problem for a one-dimensional perpetuity that remains from a 1979 study by Vervaat, and yields a complete characterization of the existence of distributional xed points of a random a ne map in dimension one.
Introduction
Let be a random a ne map from R to itself, given by (t; !) := Q(!) + M(!)t (! 2 ; t 2 R); where Q and M are r.v.s (random variables) on a probability space ( ; A;P). Of course we normally omit the argument ! and write just (t) := Q + Mt. A (distributional) xed point of is a probability law on R, of a r.v. R, say, such that R L = Q + MR; R independent of (Q; M); (1.1) where L = denotes equality of probability laws. In x3 of this paper we solve the problem of nding necessary and su cient conditions for existence of a xed point. It is natural to attempt to approach a xed point by iteration, and for that purpose we suppose the existence on the probability space of a sequence of random a ne maps ( n ) n2N , mutually independent and identically distributed with . Thus for each n, n (t) := Q n + M n t for all t 2 R, and Q M ; Q 1 M 1 ; Q 2 M 2 ; : : : are to be i.i.d. (independent, identically distributed) random elements of R 2 . Outer iteration starts from a r.v. R 0 independent of the sequence ( n ), and often taken to be a non-random constant r, or just 0, and forms successively R 1 , R 2 , : : : by R n+1 := n+1 (R n ) = Q n+1 + M n+1 R n (n = 0; 1; 2; : : : ): (1.
2)
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Charles M. Goldie & Ross A. Maller We write R n as R n (R 0 ) to bring out the dependence on R 0 . Then We have that (R n (R 0 )) n=0;1;::: is a Markov sequence, and we may ask about its recurrence, transience, etc. Our results lead to a complete characterization of its positive recurrence.
Inner iteration, by contrast, starts from an a ne map Z 0 (t) := t for all t, and forms successively the random a ne maps Z 1 ( ), Z 2 ( ), : : : by Z n+1 (t) := Z n n+1 (t) = Z n (Q n+1 + M n+1 t) (n = 0; 1; : : : ):
We then have Z n (t) = P n k=1 k?1 Q k + n t, where throughout the paper we write However it is useful also to allow for a randomized initial value, as with outer iteration discussed above, so we replace t in Z n (t) by a r.v. Z 0 independent of the sequence ( n ), and then have Z n (Z 0 ) = n X k=1 k?1 Q k + n Z 0 (n = 0; 1; : : : ): (1.4)
The sequence (Z n ) is not Markov but we have the possibility of its converging in some weak or strong sense, the candidate limit being a r.v. (1.5) Now Z 1 , if it exists, is the probabilistic formulation of the actuarial notion of a perpetuity, which represents the present value of a permanent commitment to make a payment at regular intervals, say annually, into the future forever. The Q n represent annual payments, the M n cumulative discount factors. Both are subject to random uctuation. Our model allows the amount Q n in a given year and the discount factor M n for that year to be dependent, but requires independence between di erent years. In our main result, Theorem 2.1, under a side condition that excludes degeneracies, we give a necessary and su cient condition for Z n (Z 0 ) a:s:
?! Z 1 , and prove that 2 Stability of Perpetuities the series for Z 1 is a.s. absolutely convergent when the condition holds, whereas jZ n (Z 0 )j P ?! 1 when it does not. Our results on the r.v.s Z n (Z 0 ) and Z 1 are in x2, and consequences for xed points and positive recurrence are in x3. We specialize our results to certain important particular cases in x4, and present our proofs in x5.
The current state of knowledge about convergence of iterations and existence and uniqueness of xed points is largely as left by Vervaat 1979] , at least in the onedimensional case that we treat. On convergence, Vervaat dealt mainly with the case when E log jMj exists. His results on xed points are subsumed in our Theorem 3.2.
Two important later results are in Grincevi cius 1981] and Grincevi cius 1980] . In the 1981 paper a proof is sketched that, under the non-degeneracy assumption P(Q+Mc = c) < 1 for all c, either jZ n j P ?! 1 or the series (1.5) converges a.s. The proof is both technically brilliant and not wholly clear in a number of respects. In the course of giving an integral criterion for the a.s. convergence we re-prove Grincevi cius's result.
In Grincevi cius 1980] the random elements (Q n ; M n ) are assumed independent but not necessarily identically distributed, and a necessary and su cient condition is found for the law of Z 1 to have an atom. A corollary of this result is that when the (Q n ; M n ) are i.i.d., as assumed throughout the present paper, Z 1 is in general a continuous r.v. We need this fact for our other results, and so state it formally (Proposition 3.1) and give a quick proof of it, thus making the present paper quite self-contained.
Both before and after the above papers, particular cases have been discussed in various parts of the literature, usually as a prior issue before a proof of some property of xed points or iteration schemes. The picture up to 1994 is surveyed in Goldie & Embrechts 1994 ]. Questions about recurrence and transience are treated in Kellerer 1992] . Extensions of Vervaat's results to the case of ergodic ( n ) sequences are discussed in Brandt 1986] and, multi-dimensionally, in Bougerol & Picard 1992] . We mention the result in the latter reference that existence of a xed point (see (1.1)) implies n a:s:
?! 0. Stability results for random recursions that are not a ne but only approximately so are treated in Letac 1986 ], Goldie 1991] and Glasserman & Yao 1995] . Numerous applications of random a ne maps in many diverse elds are given in the above references and in further references therein. We mention here a new application in the analysis of algorithms; see Gr ubel & R osler 1996] , Goldie & Gr ubel 1996] and .
Notation to be used throughout the paper will be, in addition to the n de ned in (1.3), X := ?log jMj; X n := ?logjM n j (n = 1; 2; : : : ):
The latter form the steps of the random walk (S n ), where S n := n X k=1 X k (n = 0; 1; 2; : : : ): Any sum frespectively productg over an empty range is, by convention, 0 f1g. Thus S 0 is identically zero. We denote the indicator r. We now state our results on the Z n (Z 0 ) de ned in (1.4). The main result is Theorem 2.1. We need the following truncated mean of X := ?log jMj: ?! Z 1 (n ! 1); (2.6) where Z 1 is given by (1.5), and the series in (1.5) is a.s. absolutely convergent. which gives that A M (y)=y is non-increasing, with limits P(X > 0) = P(jMj < 1) at 0+, and P(M = 0) at +1. We take A M (y)=y to have the value P(jMj < 1) at 0, and with that convention we can equivalently integrate over 1; 1) rather than (1; 1) in (2.2). Note that if n a:s:
?! 0 then clearly we must have P(jMj < 1) > 0, so the integrand in (2.2) is bounded in the neighbourhood of 1. If, on the other hand, jMj 1 a.s. then if also P(Q 6 = 0) > 0 the rst part of (2.2) fails so we do not need to evaluate the integral (in which the integrand is identically +1). Remark 2.4 . (2.7) is a non-degeneracy condition in the following sense. When Q + Mc = c a.s. for some real constant c, we call the random a ne map a tied-down line:
Stability of Perpetuities it is constrained to pass through the point (c; c) in R 2 , and only its slope is random. Observe that, in that case, Z n (Z 0 ) = c + (Z 0 ? c) n (n = 1; 2; : : : ):
So when Z 0 is degenerate at c we have Z n (c) = c a.s., whereas otherwise the asymptotic behaviour of Z n (Z 0 ) reduces to that of n . Failure of (2.2) does not then imply jZ n (Z 0 )j P ?! 1, so (2.7) is needed for the converse assertion in Theorem 2.1. Remark 2.5 . Other possible degeneracies that will occur to the reader are jMj 1 a.s., or Q = 0 a.s., or P(M = 0) > 0. All are covered by our formulation of Theorem 2.1. We commented on the rst in Remark 2.3. For the second, observe that all of (2.2){ (2.6) hold trivially when Q = 0 a.s., whereas for the converse, the non-degeneracy condition (2.7) rules this degeneracy out too, since the statement P(Q = 0) = 1 is just the case c = 0 of the statement Q + Mc = c a.s.
In the third case, when P(M = 0) > 0, the integrand in (2.2) is bounded by 1=P(M = 0) (see Remark 2.3), so the integral is nite. Also N := minfn : M n = 0g < 1 a.s. and n = 0 for all n N, hence all of (2.2){(2.6) hold, where in (2.6), Z n (Z 0 ) = P N k=1 k?1 Q k for all n N. There is in particular no content in the converse assertion of Theorem 2.1, for (2.2) cannot fail to hold in this case. Remark 2.6 . The rst half of (2.2) is equivalent to saying that either Q = 0 a.s. or ?! 0 that forms the rst half of (2.2) it is necessary and su cient that Q = 0 a.s. or J ? < E(X + ) = 1 or 0 < EX EjXj < 1: Remark 2.8 . In answer to a question put to us by Rainer Wittmann, we note that neither half of (2.2) is super uous. Lemma 5.7 will show that niteness of the integral is needed. On the other hand, Theorem 2.1 shows that, unless Q = 0 a.s., Remark 2.9 . Under the non-degeneracy condition (2.7), Theorem 2.1 establishes that Z n (Z 0 ) has one of two extremely contrasted forms of asymptotic behaviour: either Z n (Z 0 ) a:s:
?! Z 1 , or jZ n (Z 0 )j P ?! 1. Consequently any infringement of one form is enough to establish the other: for instance, if P(jZ n (Z 0 )j A) is bounded away from 0 for some constant A along some in nite sequence of n, then Z n (Z 0 ) converges a.s.
Theorem 2.1 is also remarkable in that the joint distribution of Q and M plays no role except in the non-degeneracy condition (2.7): thus (2.2) involves only the marginal laws of Q and M, and changing their joint law in a way consistent with these marginals has no e ect on the convergence behaviour of the Z n (Z 0 ).
It is even possible to weaken the independence assumed of the (Q k ; M k ). So long as the M k remain i.i.d. and the Q k remain identically distributed, the Q k can have arbitrary dependence on the M k and each other for all except the converse assertion in Theorem 2.1. This will be clear from the proof. Remark 2.10 . Convergence of the perpetuity (1.5) is una ected by taking an arbitrary positive power of the Q k , and a di erent arbitrary positive power of the k?1 . That is, we have the following. Corollary 2.11. Assume (2.2). Then with probability 1, ?! Z 1 as n ! 1.
3. Fixed points and positive recurrence.
We rst give the specialization of Grincevi cius 1980, Theorem 1] mentioned in x1.
Proposition 3.1. Assume P(M = 0) = 0 and the non-degeneracy condition (2.7). Then any xed-point distribution in (1.1) is non-atomic.
In Vervaat 1979, Lemma 1.1] it is proved that if R n (R 0 ) L ! R then the distribution of R is a xed point of (1.1), and Theorem 1.5 in the same paper characterizes xed points when they exist. We assemble these results together with our convergence results of the previous section into the following complete characterization. A xed-point distribution for (1.1) is a normalized invariant measure for the Markov sequence (R n (R 0 )), so existence of the xed-point distribution says that this Markov sequence is`positive recurrent' by the usual de nition. It is natural then to ask about ergodicity of (R n (R 0 )), and this is proved in the positive recurrent case in Kellerer 1992, Theorem 9.3]. The papers Kellerer 1992] treat the special case of (1.1) and (1.2) restricted to R + , but the proof (via mixing) of Kellerer's Theorem 9.3 holds for the general case. We quote it as follows. Theorem 3.3 Kellerer 1992] . Assume P(M = 0) = 0, P(Q = 0) < 1 and (2.2), and let denote the xed-point law, i.e. the distribution of Z 1 . Let f : R ! R be such that Ejf(Z 1 )j < 1 and either (a) f is bounded and -a.e. continuous, or (b) f is uniformly continuous. Then, whatever the distribution of R 0 ,
Another way of saying this is that with probability 1 the empirical laws n ?1 P n k=1 R n converge weakly to . The reason for the continuity requirements on f are that without special assumptions on the law of (Q; M) it is quite unclear in what subset of R the limit law `really' lives. A simple example shows this: let M := ; 1), p := 1 make respectively an absolutely continuous distribution, a continuous singular distribution, and a degenerate distribution.
Special cases.
We rst relate our main result to moment conditions on M and Q. To have wellde ned moments of ?log jMj we assume P(M = 0) = 0, and for a simple formulation we assume the non-degeneracy condition (2.7), even though it is needed only to prove Stability of Perpetuities divergence (see Theorem 2.1 and Remark 2.4). Let us agree to call the conclusions that Z n (Z 0 ) a:s:
?! Z 1 given by (1.5), and that (2.3){(2.5) hold,`convergence'. As we know from Theorem 2.1, precisely when convergence fails we have`divergence' in the sense that jZ n (Z 0 )j P ?! 1. Furthermore, by Theorem 3.2 there is a xed point of (1.1), namely the distribution of Z 1 , precisely when convergence occurs.
We write log Grincevi cius 1974] , while (a) and the su ciency parts of (c) and (d) are due to Vervaat 1979] . The rest is new. We derive the whole result from our main Theorem 2.1 to demonstrate that the latter includes it.
Our second special case is when M is degenerate at m 6 = 0. If jmj 1 both parts of (2.2) fail, the function A M being identically zero. Otherwise, when 0 < jmj < 1, the rst part of (2.2) holds, and for the second we have A M (y) = x^y where x := ?logjmj > 0; thus niteness of the integral is equivalent to E log + jQj < 1. We thus deduce the next result. We follow it with a result which is not a special case of Theorem 2.1 but which ts in here as it makes use of Corollary 4.3. (4.2) Conversely, (4.2) implies P 1 k=1 jM 0 j k?1 jQ k j < 1 a.s.
Our nal special case is when Q is degenerate at some non-zero value, which without loss of generality we take to be 1. This case is important for the analysis of algorithms. We can satisfy the non-degeneracy condition (2.7) simply by assuming M non-degenerate. The following is then immediate from Theorems 2.1 and 3.2. ?! 0, observe that the latter implies that n ! 0 exponentially fast, because it is equivalent to S n = ?log j n j a:s:
?! 1, which implies lim inf n!1 S n =n > 0 a.s. (For this implication see e.g. Kesten & Maller 1996] : by Lemma 1.1, either 0 < EX < 1 or J ? < 1 = E(X + ), and in the rst case S n =n ! EX > 0 by the Strong Law, while in the second case S n =n ! 1 by (1.15) of that paper.) 5. Proofs.
Our use of the function A M that appears in our main condition (2.2) will be via the following result which is Erickson 1973 
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We carry out most of the proof of Theorem 2.1 in the sequence of lemmas 5.2{5.10 below. The rst does a calculation we will need several times, while Lemmas 5.3{5.5 are concerned with the forward assertions, and Lemmas 5.6{5.10 with the converse. The proof of Proposition 3.1 is inserted just before that of Lemma 5.8, where it is needed. Lemma 5.2. Assume that P(M = 0) = 0 and suppose n a:s:
?! 0 as n ! 1. De ne a n := P n j=1 X ? j P n j=1 X + j and setM j := e ?X + j and~ n := Q n j=1M j . Then j n j = 1?a n n for all n. Further, there exists a constant a < 1 such that lim sup n!1 a n < a < 1 a.s.;
(5.2) so that as soon as a n < a (and hence for all large n, a.s.), n j n j ~ 1?a n : Finally, the left-hand inequality of (5.3) holds as soon as a n < 1, and the right-hand as soon as a n < a. Lemma 5.3. Suppose P(0 M 1) = 1 and P(Q 0) = 1. Then (2.2) implies that the set fZ n : n 2 Ng is tight.
Proof: The conclusion holds trivially if Q = 0 a.s. or P(M = 0) > 0, so assume otherwise. We thus have P(0 < M 1) = 1 and with this, the condition n a:s:
?! 0 that is the e ective rst half of (2.2) reduces simply to P(M = 1) < 1. We have under present assumptions that n ! 0 a.s. as n ! 1. Let n 0 ! 1 and c ! 1 in (5.12) to see that fZ n g is tight. Lemma 5.4. Suppose P(Q 0) = 1 = P(M 0). Then (2.2) implies that fZ n : n 2 Ng is tight. Proof: Again we may assume P(Q = 0) < 1 and P(M = 0) = 0, and then (2.2) implies n a:s:
?! 0 so we have the use of Lemma 5.2. Take z > 0 and n > n 0 1, and write P(Z n > 2z) P log q A M (log q) dF Q (q); which is nite by (2.2). This completes Lemma 5.4. Lemma 5.5. If (2.2) holds then the series (1.5) for Z 1 converges absolutely, a.s., and Z n (Z 0 ) a:s:
?! Z 1 as n ! 1.
Proof: Assume for non-triviality that P(Q = 0) < 1. The set f P n k=1 j k?1 jjQ k j : n 2 Ng is tight, by Lemma 5.4. Since the elements of this set form a nondecreasing sequence it follows that this sequence converges a.s., that is, the series Z 1 = P 1 k=1 k?1 Q k converges absolutely, a.s. Then Z 1 is the a.s. limit of its partial sums: Z n a:s:
?! Z 1 . Using n a:s:
?! 0, which the rst part of (2.2) reduces to, we have further that Z n (Z 0 ) = Z n + n Z 0 a:s:
?! Z 1 .
Lemma 5.6. Assume that P(0 M 1) = 1, P(0 < M < 1) > 0 and P(Q 0) = 1.
Suppose also that lim sup n2N n?1 Q n < 1 a.s. Then the integral in (2.2) converges.
Proof: The conclusion holds if P(M = 0) > 0 (see Remark 2.5), so assume otherwise.
De ne events E n (u) := f n?1 Q n ug for n = 1, 2, : : : . By the Hewitt-Savage Law the limsup in the statement of the Lemma is degenerate, so we have that for some constant u > 0, P(E n (u) i.o.) = 0: (5.15) Now E i (u) implies, since M 1 a.s., that Q i
This allows us to apply the generalized Borel-Cantelli lemma of Spitzer 1976, p. 317] to deduce from (5.15) that P n P(E n (u)) < 1, for the given value of u. Since P n P(E n (u)) is non-increasing in u, we can further assume that u 1. Since we are assuming P(0 < M < 1) > 0, we have A M (y) = Here we used the facts that u 1 and A M (x) is non-decreasing in x. Since (log q)=A M (log q) is nite on (1; ue x 0 ) we see that the integral in (2.2) converges.
Lemma 5.7. If n ! 0 a.s., and jZ n (Z 0 )j does not tend in probability to 1, then Z n (Z 0 ) converges in distribution to a proper r.v. Z and the integral in (2.2) is nite. Proof: Both conclusions hold if P(M = 0) > 0 (see Remark 2.5), so we assume otherwise. Since Z n (Z 0 ) = Z n + n Z 0 and n Z 0 a:s:
?! 0, we may without loss of generality assume Z 0 = 0 a.s.
Since jZ n j does not tend to 1 in probability, we can nd a non-random sequence (n s ) such that, as s ! 1, n s " 1 and Z n s converges in law to a (possibly improper) d.f. F which has positive mass on (?1; 1). That is, with F(1) := lim x"1 F(x) and F(?1) := lim x#?1 F(x), we have F(1) ? F(?1) > 0. Now Z n s +1 = Z n s + Q n s +1 n s , and the term Q n s +1 n s tends to 0 in probability, so Z n s +1 tends in law to F too. Note that, for 1 m < n, The right-hand side is just Z n + n Z. Since n ! 0 a.s. and Z is proper, n Z tends in probability to 0. It follows that Z n tends in law to Z, i.e. to the distribution G. Now we deduce from this that the integral in (2.2) is nite. We extend a method from Goldie 1991, pp. 136, 157] and let`med' denote a median. The inequality is P max j=1;:::;n (Z j + j med(Z j;n + j;n y)) > x 2P(Z n + n y > x) (x; y 2 R); valid for n = 1, 2, : : : . We need only the y = 0 case. We note also that Z j;n L = Z n?j . Thus P max j=1;:::;n (Z j + j med Z n?j ) > x 2P(Z n > x) (x 2 R):
By applying this to the pairs (?Q 1 ; M 1 ), : : : , (?Q n ; M n ) we deduce that P max ?! 0 yields that lim sup n!1 jZ n j < 1 a.s. We then have lim sup n!1 j n?1 jjQ n j < 1 a.s., because n?1 Q n = Z n ? Z n?1 . With~ n de ned as in Lemma 5.2, we have the left-hand inequality of (5.3), and therefore lim sup n!1~ n?1 jQ n j < 1 a.s. The a.s. convergence of n to 0 implies thatM := min(jMj; 1) has P(M = 1) < 1. We now have all We can now show that i must be one of the main diagonals of the square. For suppose not, then at least one of d 1 and d k is not mapped by i onto itself. We iterate the map i , starting with this value. Since i has slope within the set (?1; 0) (0; 1) the successive values generated will converge but can never coincide. This contradicts the fact that they must all be in the nite set D + . So has 1 or 2 possible values, one or both of the main diagonals of the square. In either case it maps the point d 0 := 1 2 (d 1 + d k ) onto itself, a.s. But then P(Q + Md 0 = d 0 ) = 1, contradicting (2.7). So our initial supposition that R is not continuous is negated, proving the Proposition.
Lemma 5.8. Assume j n j ! 1 a.s. If P(Q = 0) < 1 then jZ n j P ?! 1, while if (2.7) holds then moreover jZ n (Z 0 )j P ?! 1.
Proof: If P(Q = 0) < 1 but (2.7) does not hold then Q = c(1 ? M) a.s. for some c 6 = 0, so jZ n j = jc(1 ? n )j P ?! 1. Assume now that (2.7) holds. Since j n j a:s:
?! 1 implies P(M = 0) = 0 we may write, using a technique in Grincevi cius 1981],
(equality only of marginal distributions). Now (Q i =M i ; 1=M i ) are i.i.d., P(1=M 1 = 0) = 0 and Q n j=1 (1=M j ) ! 0 a.s. Further, (2.7) implies P(Q=M + c=M = c) < 1 for all c, so we can apply Lemma 5.7 to see that either jZ n = n j P ?! 1 or Z n = n converges in distribution to a proper r.v. Z, which by Proposition 3.1 is continuous. Since Z n (Z 0 )= n is the sum of the independent r.v.s Z n = n and Z 0 it follows that either jZ n (Z 0 )= n j P ?! 1 or Z n (Z 0 )= n converges in distribution to a proper nondegenerate r.v. Since j n j ! 1 a.s., each of these implies jZ n (Z 0 )j P ?! 1. The special case when Z 0 = 0 a.s. gives jZ n j P ?! 1.
Lemma 5.9. Suppose that (2.7) holds, P(jMj = 1) < 1, and n does not converge to 0 a.s. Then jZ n (Z 0 )j P ?! 1. Proof: The assumption about n implies P(M = 0) = 0. We have j n j = e ?S n , and for the random walk (S n ) one of the following four modes of behaviour occurs with probability 1: divergence to 1, divergence to ?1, oscillation between ?1 and 1, or degeneracy at 0 for all n. In the present case the rst and last alternatives have been ruled out, so we have lim inf n!1 S n = ?1 a.s. Therefore the strict descending ladder times L 1 , L 2 , : : : of S n are all nite a.s., and L j ! 1 a.s. as j ! 1. The technique by which we use the ladder times, involving a conditional symmetrization, was suggested by Grincevi cius 1981].
For n = 1, 2, : : : let N n := #fj 1 : L j ng. Fix r 1, then on the event fN n > rg (which occurs with probability approaching 1 as n ! 1) we can write, with Let G r := fM 1 ; : : : ; M L r g, i.e. G r is the collection of events A such that A \fL r = kg 2 fM 1 ; : : : ; M k g for all k. Note that B nr and 1fN n > rg = 1fthere exists j 2 L r +1; n] : P j i=L r +1 X i < 0g are conditionally independent of W r given G r . Consider, for t 2 R and r < n, jE(e itZ n (Z 0 ) 1fN n > rg)j 
The value of n ? L N(n) is either n, with probability p n , or k = 0, Proof of Theorem 2.1: We may assume P(Q = 0) < 1 and P(M = 0) = 0, as we dealt with the contrary cases in Remark 2.5.
By Lemma 5.5, (2.2) implies (2.6) and that the series (1.5) converges absolutely a.s., which is (2.5). In turn, (2.5) implies (2.4), which implies (2.3).
Suppose (2.3) holds, so that lim sup n!1 j n?1 jjQ n j < 1 a.s. By the Hewitt-Savage Law this r.v. is degenerate, hence P(j n?1 jjQ n j > u i.o.) = 0 for some u > 0.
Choose > 0 so small that P(jQj > ) > 0, as is possible since P(Q = 0) < 1.
De ne events A n := fj n?1 j > u= g and B n := fjQ n j > g. Since ?! 0 implies thatM := min(jMj; 1) has P(M = 1) < 1, so we can use Lemma 5.6 on the pair (jQj;M), that is, on the sequence (jQ n j;M n ). It gives, as at the end of the proof of Lemma 5.7, that the integral in (2.2) converges. So we have shown that (2.3) implies (2.2).
For the converse, assume (2.7), and divide the failure of (2.2) into three cases: rstly when n a:s:
?! 0 but the integral in (2.2) is in nite, secondly when P(jMj = 1) < 1 but it is not the case that n a:s:
?! 0, and thirdly when jMj = 1 a.s. In each case we have proved that jZ n (Z 0 )j P ?! 1, namely in Lemmas 5.7, 5.9 and 5.10 respectively. whereM j := e ?jX j j 1 a.s. So if we set^ n := Q n j?1M j then we have^ n j n j ^ 1?â n onceâ n <â. Making the appropriate modi cations in (5.13) and the reasoning after it we now obtain fZ n g tight again. By Theorem 2.1, this implies (2.2).
Proof of Theorem 3.2: For (a) the existence of N is as noted in Remark 2.5, and the remaining conclusions follow by elementary deduction or as a special case of Vervaat 1979, Theorem 1.5]. The whole of (b) is also given in the latter theorem. For (c)(i), since R n (R 0 ) L = Z n (R 0 ) marginally, and by our Theorem 2.1 the righthand side converges to Z 1 a.s., it follows that R n (R 0 ) L ! and so is a xed point. By Vervaat 1979, Theorem 1.5] it is the only xed point. The condition P(Q + Mc = c) < 1 for all c prevents degeneracy.
Finally, in case (c)(ii), if there is a xed point distribution then on letting R 0 have that distribution we nd that R n (R 0 ) has distribution for all n. But Theorem 2.1 gives that jZ n (R 0 )j P ?! 1. Since Z n (R 0 ) L = R n (R 0 ) we arrive at a contradiction. Thus there is no xed point. Theorem 2.1 and Z n (R 0 ) L = R n (R 0 ) also give jR n (R 0 )j P ?! 1.
Proof of Corollary 4.1: Recall that P(Q = 0) < 1 under (2.7) (see Remark 2.5).
(a) The condition says that ?1 EX 0, which prevents S n ! 1; thus the rst part of (2.2) does not hold and so Theorem 2.1 gives divergence.
(b) ?1 < E log jMj < 0 translates as 0 < EX < 1, so j n j = e ?S n a:s:
?! 0 and we have the rst part of (2.2). By Theorem 2.1, convergence occurs if and only if the integral in (2.2) is nite. Since A M (1) = E(X + ) < 1, this is equivalent to R (C;1) log q dP(jQj q) < 1 for all C > 1, i.e. to E log + jQj < 1.
Stability of Perpetuities (c) Here, E log jMj = ?1 means that E(X + ) = 1 > E(X ? ), so we have j n j = e ?S n a:s:
?! 0 and again, by Theorem 2.1, convergence occurs if and only if the integral in (2.2) is nite. Since A M (1) = E(X + ) = 1, the integrand is o(log q) as q ! 1, so it su ces for convergence that E log + jQj < 1 but this is no longer necessary. and Fatou's Lemma gives that the lim z!1 lim inf n!1 of the left-hand side is 1, i.e. f P n k=1 jM 0 j k?1 jQ k jg is tight. It follows that P 1 k=1 jM 0 j k?1 jQ k j < 1 a.s.
