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Abstract The paper evaluates by means of Monte Carlo simulations the estimators of
regression coefficients in the presence of spillover effects from one or more hotspots
by the classical W-based spatial autoregressive model and the structural equation
model with latent variables (SEM). The estimators are evaluated in terms of bias and
root mean squared error (RMSE) for different values of the spatial autoregressive co-
efficient, different sample sizes and different specifications of weight matrices. The
simulation results show that both approaches perform better for smaller values of the
spatial autoregressive coefficient and larger sample sizes. SEM tends to outperform
the classical approach in term of bias but the classical model based on first-order con-
tiguity matrix has lowest RMSE in most cases. Furthermore, SEM provides a more
stable performance in terms of variations of bias and RMSE with respect to changes
in the value of autoregressive coefficient, sample size and number of hotspots. It
follows that compared to the classical approach, SEM does not only have favorable
behavioral properties in that it straightforwardly allows inclusion of different types
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of spatial dependence in one model framework and of testing distance decay, but also
favorable econometric properties.
Keywords Spatial autoregressive model · Monte Carlo simulation · Bias · RMSE
JEL Classification C01 · C13 · C51
1 Introduction
The main purpose of W-based spatial econometrics is to control for spatial depen-
dence in the dependent variable or in the error term to obtain consistent, unbiased or
efficient estimators. Spatial dependence or spill-overs among the spatial units of ob-
servation are typically modeled by means of a spatial weights matrix, often denoted
W. Most common in practice is a priori selection and specification of W (usually, a
first-order, double rook contiguity matrix) on the basis of intuition or ad hoc con-
siderations, followed by specification searches to decide upon the error or lag model
(Florax et al. 2003), with little attention being paid to behavioral aspects underlying
spatial dependence.
Folmer and Oud (2008) introduced structural equation models with latent vari-
ables (denoted SEM below) as an alternative to the W-based approach. In contrast
to the W-based approach, SEM allows explicit modeling and testing of theoretical
considerations underlying the spatial structure.
A (general) structural equation model is made up of a structural model that rep-
resents the relationships among the latent variables and a measurement model that
contains the relationships between the latent variables and their observed indicators.
Observe that some or all of the variables in the structural model may be observed
in which case the corresponding relationships in the measurement model reduce to
identity relationships.
SEM replaces the spatially lagged variables in the W-based regression model by
one or more latent variables in the structural model and specifies the relationship be-
tween the latent spatially lagged variables and their observed indicators in the mea-
surement model. The selection of the indicators of the latent spatially lagged vari-
ables is based on theoretical considerations. In addition, it allows handling of various
kinds of spatial dependence in one framework, for instance, spatial dependence due
to spillover from neighbors, from hotspots and from spatial units that share certain
properties but are no neighbors. Moreover, both the coefficient of the latent spatially
lagged variable and the coefficients of the indicators can be tested. While the former
is the analog of testing the autoregressive coefficient in W-based modeling, the latter
is additional and allows testing of specific behavioral relationships underlying spatial
dependence.
Folmer and Oud (2008) show for one specific example, i.e. Anselin’s (1988)
Columbus, Ohio, crime data set, that SEM produces estimates of the regression co-
efficients of the explanatory variables that are virtually identical to those obtained by
the W-based approach, while the autoregression coefficients slightly differ. To gain
further insight into the properties of the W-based approach and SEM, Liu et al. (2010)
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carried out a series of Monte Carlo simulations on the basis of the spatial structure in
Anselin (1988). The latent spatially lagged variable in the SEM model was measured
by a number of nearest neighbors. Data was generated on the basis of the first-order
contiguity or inverse distance matrix. The main result was that the W-based approach
(with weight matrix consistent with the data generation matrix) had lowest bias and
RMSE in the majority of cases. SEM outperformed the W-based approach for some
types of W matrices. Particularly, it had the smallest bias in several cases. Generally
speaking, however, the results of both approaches did not differ much.
In this paper we further evaluate the performances of the W-based approach and
SEM in a different setting, viz. in the presence of spillovers from hotspots. A hotspot
is a geographic area that exhibits a high volume or intensity of a certain activity
and impacts on the activity in other cells of the geographic system. For instance, a
crime hotspot is an area containing higher concentration of criminal incidents than its
surrounding areas and impacts on the crime rate in the other neighborhood. Adequate
modeling requires that the activity in the hotspot and its impact are taken into account.
For details on crime hotspots see amongst others Short et al. (2010).
The remainder of the paper is organized as follows. Section 2 briefly specifies the
model structures of the W-based approach and SEM. A detailed description of the
simulation study design is given in Sect. 3. In Sect. 4 we report the simulation results
and Sect. 5 concludes the paper.
2 Model specifications
The W-based spatial autoregressive model reads:1
y = ρWy + Xβ + ε, (1)
ε ∼ N(0, σ 2In
)
, (2)
where y is an n × 1 vector of observations on the dependent variable, X is an n × q
data matrix of explanatory variables with associated coefficient vector β , ε is an n×1
vector of error terms. W is the n×n spatial weight matrix, with spatial autoregressive
coefficient ρ. (For further details see amongst others, LeSage and Pace 2009.)
A structural equation model in general form consists of three basic equations:2
y = yη + ε with cov(ε) = ε, (3)
x = xξ + δ with cov(δ) = δ, (4)
η = Bη + 	ξ + ζ with cov(ξ) = , cov(ζ ) = . (5)
1Below matrices and vectors are bold-face, scalars in italics.
2Observe that models (3)–(5) and (6)–(12) are in terms of variables, while model (1) is in terms of obser-
vations. Estimation of a SEM is by minimizing the distance between the theoretical and sample covariance
or moment matrix of the y and x variables. The theoretical covariance matrix is in terms of the eight
parameter matrices in (3)–(5). For details see Folmer and Oud (2008).
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Equations (3) and (4) are the measurement models with y and x the p- and q-variate
vectors of observable endogenous and exogenous variables or indicators, y and x
the p × k and q × l matrices of loadings of the observable variables (indicators)
on the k- and l-vectors of latent variables η and ξ , and ε and δ are the p × p
and q × q measurement error covariance matrices. In the structural model (5), the
k × k matrix B specifies the structural relationships among the latent endogenous
variables and the k× l matrix 	 contains the impacts of the exogenous latent variables
on the endogenous latent variables.  is the l × l covariance matrix of the latent
exogenous variables and  is the k×k covariance matrix of the errors in the structural
model. The measurement errors ε and δ are assumed to be uncorrelated with the latent
variables η and ξ as well as with the structural errors ζ . For details on identification,
estimation, testing and specification of structural equation models see Jöreskog and
Sörbom (1996).
The SEM approach to models with spatial dependence replaces the spatially
lagged variable Wy in (1) by a latent variable η in the structural model.3 In the
measurement model η is measured by the observed variables that capture spatial de-
pendence.
As an illustration and in preparation for the simulations below, we present the
SEM specification of the simulation models for two hotspots. We consider spillovers
from hotspots that decrease with distance from the hotspots.
First, the structural equation model corresponding to (1) is the structural model
(5) which in this case is a one-equation relationship. It is presented in (6). There is an
identity relationship between y in (1) and the latent dependent variable η1 in (6). In
addition, the spillover effects from the two hotspots to all the other spatial units are
represented by ρηW in (5). Hence, the structural model (5) reads:
η1 = ρηW + γ ′ξ + ε. (6)
The measurement model for the endogenous vector η (made up of η1 and ηW ) takes
the form:
y = η1, (7)
yh,1 = ηW + ε1, (8)
yh,2 = λ2ηW + ε2, (9)
where yh,j is the distance weighted spillover from hotspot j . Finally, for the exoge-
nous variables we have identity relationships:
x = ξ , (10)
or in terms of individual variables:
x1 = ξ1, (11)
x2 = ξ2. (12)
3Observe that if several kinds of spatial dependence need to be distinguished, several latent spatially lagged
variables can be applied, each with its own indicators (Folmer and Oud 2008).
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Observe that a SEM is not identified, if the latent variables have not been assigned
measurement scales. It is convenient to fix the measurement scale of a latent variable
by fixing one λi , usually at 1. See (8) where λ1 = 1. For (10)–(12), x is an identity
matrix and error terms are zeros. See Folmer and Oud (2008), (16)–(27) for further
details on SEM model specifications.
3 Simulation study design
In the hotspot model considered below the dependent variable in each spatial unit
is affected by the dependent variable in one or more hotspots. We assume that the
spillover decreases with distance as the impact from the hotspots weakens over dis-
tance. For data generation this setting implies that the hotspots need to be known in
advance. However, it is not until the samples are generated that we know which re-
gions are hotspots. To solve this problem we take a step backward and choose the
‘potential’ hotspots on the basis of an independent variable instead. That is, we take
an independent variable, say x1, which is considered as the key variable that leads
to variations in the dependent variable y in each region and designate the hotspot
according to the values of x1.
We consider regular lattice structures of dimensions 7 × 7 (n = 49), 10 × 10 (n =
100) and 15 × 15 (n = 225). The spatial weights matrices are defined on these lattice
maps.
For sample generation we specify (1) as:
y = ρWy + x1β1 + x2β2 + ε, (13)
or
y = (I − ρW)−1(x1β1 + x2β2 + ε). (14)
Next, y is generated as follows:
1. Generate the exogenous variable matrix by drawing two variables (x1, x2) from a
uniform (0,10) distribution. The exogenous variables are fixed over all simulation
runs.
2. Fix β1 = 1, β2 = 0.3 for all simulation runs.
3. The spatial autoregressive parameter ρ takes the values 0 (the benchmark model),
0.5 and 0.9.
4. Generate values for the error term ε by randomly drawing from a normal distrib-
ution with mean zero and variance 2.0.
5. Choose 1–5 hotspots according to the largest values of x1 generated in step 1 and
compute y according to (14) adopting the inverse distance matrix with elements
equal to 1/dij for cell i and hotspot j , and zero elsewhere. In the case i = j ,
dij takes the value 1, which equals the minimum possible distance between any
cell i and hotspot j on the map. Hence matrix W consists of nonzero columns j
corresponding to hotspot j , and zero columns elsewhere.
76 A. Liu et al.
The W-based models are estimated on the basis of a first-order queen contigu-
ity matrix and an inverse distance matrix. The contiguity weights matrix is row-
standardized. SEM takes the scores per hotspot weighted by inverse distance as in-
dicators of the single latent spatially lagged variable in the structural model. (For
the two-hotspot case see (8) and (9).) Given these specifications as well as (6), (7)
and (10), estimation of SEM is standard and can be done by means of the software
package Mx (Neale et al. 2003).4
As in Liu et al. (2010), the performances of the approaches will be compared in
terms of bias and RMSE for various sample sizes, specifications of weights matrices
and values of the spatial autoregressive coefficient. The bias of an estimator θˆ with
respect to the true value of the parameter θ is defined to be:
Bias(θˆ ) = E[θˆ ] − θ = E[(θˆ − θ)]; (15)
and the RMSE of this estimator is defined as:
RMSE(θˆ) =
√
E
[
(θˆ − θ)2]. (16)
We restrict the comparison to the main coefficients of interest, i.e. the coefficients
of the regressors x1 and x2. The reason for leaving out the spatial autoregressive co-
efficient is that in SEM spatial dependence is captured by parameters in the structural
and measurement models rather than only the single spatial autoregressive coeffi-
cient, as in the W-based approach. Comparison of spatial dependence in both types
of approaches would lead to overrunning the size of a letters paper. The number of
replications is 1000.
4 Simulation results
Table 1 reports the bias of the estimators of β1. It shows that for n = 49, ρ = 0 and
ρ = 0.9, SEM has lowest bias and outperforms both the first order contiguity matrix
(denoted CONT) and the distance inverse (denoted DINV) based W-based model for
one to four hotspots. Moreover, CONT always outperform DINV. In the case of five
hotspots, CONT has the lowest bias. The bias of β1 is again lowest for SEM in most
cases when ρ = 0.5. In the case of two and five hotspots, CONT performs slightly
better than SEM.
For 100 observations SEM still outperforms both types of W-based models in
most cases. However, CONT is best for one, three and five hotspots when ρ = 0
while DINV is best in the case of two and three hotspots when ρ = 0.5. When ρ goes
up to 0.9, SEM remains a winner for one, four and five hotspots and CONT has the
smallest bias in the rest of the cases.
4There exist various other software packages to estimate SEMs, e.g. LISREL (Jöreskog and Sörbom 1996).
However, these packages cannot be used to estimate models with spatially lagged dependent variables
because they do not allow expansion of the likelihood function with the Jacobian correction (Folmer and
Oud 2008). Mx can also be applied to estimate the standard lag model (Folmer and Oud 2008).
Estimating regression coefficients by W-based and latent variables 77
Ta
bl
e
1
B
ia
so
fe
st
im
at
or
so
fβ
1
1
ho
tsp
ot
2
ho
tsp
ot
s
3
ho
tsp
ot
s
4
ho
tsp
ot
s
5
ho
tsp
ot
s
ρ
CO
N
T
D
IN
V
SE
M
CO
N
T
D
IN
V
SE
M
CO
N
T
D
IN
V
SE
M
CO
N
T
D
IN
V
SE
M
CO
N
T
D
IN
V
SE
M
49
o
bs
er
va
tio
ns
0
−0
.0
03
−0
.0
07
−0
.0
01
−0
.0
03
−0
.0
07
−0
.0
02
−0
.0
03
−0
.0
07
0.
00
0
−0
.0
03
−0
.0
07
−0
.0
03
−0
.0
03
−0
.0
07
−0
.0
04
0.
5
−0
.0
13
0.
14
5
−0
.0
01
0.
00
1
0.
15
7
−0
.0
05
−0
.0
17
0.
05
5
−0
.0
12
−0
.0
19
0.
02
2
−0
.0
09
0.
01
7
0.
04
8
0.
03
0
0.
9
0.
05
3
1.
14
4
−0
.0
01
0.
31
7
0.
93
5
−0
.0
31
−0
.0
14
0.
19
2
−0
.0
14
−0
.0
25
0.
09
0
−0
.0
05
0.
03
0
0.
12
2
0.
09
0
10
0
o
bs
er
va
tio
ns
0
0.
00
0
0.
00
2
0.
00
2
0.
00
0
0.
00
2
0.
00
0
0.
00
0
0.
00
2
0.
00
3
0.
00
0
0.
00
2
0.
00
0
0.
00
0
0.
00
2
0.
00
5
0.
5
0.
00
6
−0
.0
15
0.
00
2
0.
02
7
0.
01
6
−0
.0
34
0.
02
7
0.
02
3
−0
.0
27
0.
02
4
0.
02
0
0.
00
6
0.
02
7
0.
02
4
0.
01
5
0.
9
−0
.2
55
−0
.5
05
0.
00
2
0.
02
6
0.
03
6
0.
03
6
0.
03
5
0.
04
1
−0
.0
66
0.
03
9
0.
03
7
−0
.0
23
0.
04
2
0.
04
2
−0
.0
30
22
5
o
bs
er
va
tio
ns
0
−0
.0
03
−0
.0
02
−0
.0
02
−0
.0
03
−0
.0
02
−0
.0
06
−0
.0
03
−0
.0
02
−0
.0
04
−0
.0
03
−0
.0
02
−0
.0
04
−0
.0
03
−0
.0
02
−0
.0
05
0.
5
−0
.0
02
−0
.0
11
−0
.0
02
−0
.0
04
−0
.0
07
0.
00
6
0.
00
3
0.
00
3
0.
00
8
0.
00
0
0.
00
0
0.
00
3
0.
00
4
0.
00
4
0.
00
6
0.
9
0.
04
3
0.
05
2
−0
.0
02
−0
.0
02
−0
.0
12
0.
00
9
0.
00
7
0.
00
8
0.
05
9
0.
00
3
0.
00
3
0.
01
7
0.
01
0
0.
01
1
0.
08
1
78 A. Liu et al.
As sample size increases to 225, the biases of the estimator of β1 in the three
models continue to decrease and so do the differences among them. Observe that
DINV has the lowest bias in most cases. For ρ = 0, DINV outperforms the other
two models in the cases of two to five hotspots. Moreover, for ρ = 0.5 CONT and
DINV have virtually equal bias in the cases of three and five hotspots. For ρ = 0.9
the winners are the same as when ρ = 0.
The results for β2 are very much in line with the results for β1 and are therefore
not discussed.
For each model the RMSEs of β1 and β2 are very close. Therefore, we add them
up and consider the sum, denoted as total RMSE. The results are presented in Ta-
ble 2. Generally speaking, the RMSEs of both W-based models are lower than those
of SEM. However, there are a few exceptions. For instance, in the case of 49 obser-
vations, SEM has lowest total RMSE almost everywhere for one and two hotspots
and all values of ρ. In another five cases with more than one hotspot, SEM is only
slightly trailing the best model, CONT. For 100 and 225 observations, SEM outper-
forms CONT and DINV in all the cases with one hotspot. In most other cases CONT
has lowest RMSE, followed by DINV whose RMSE is only slightly higher for each
value of ρ. Notice that as sample size goes up, the total RMSE of β1 plus β2 for all
three models decreases and becomes more stable. Also observe that the total RMSEs
of the three models tend to converge when the number of hotspots increases from
one to five for ρ ≥ 0.5. When ρ = 0, the RMSEs do not differ much but there is
no convergence by number of hotspots. Another interesting finding is that the total
RMSE of SEM is the most stable for changes in sample size, number of hotspots and
autoregressive coefficient.
From the above it follows that in line with expectations all three models perform
better as the sample size increases. Moreover, for all three models the bias and RMSE
get larger when ρ increases; but there is no clear trend when the number of hotspots
increases. In terms of bias SEM outperforms both W-based models quite often but
not always. DINV is worst in most cases. Although SEM slightly trails the W-based
models in terms of RMSE, it does outperform one or the other W-based model in
some cases when it is not a winner. For 49 observations SEM has a better chance to
outperform the W-based models than for 100 and 225 observations. The differences in
total RMSE between SEM and the W-based models are actually very small for large
sample sizes. Also note that SEM probably has larger RMSE, because the model has
more parameters to be estimated and therefore the parameter estimates have a larger
variance. Finally, SEM’s bias and RMSE are more stable than its alternatives.
5 Conclusions
In this paper we further evaluate by means of Monte Carlo simulations the estima-
tors of regression coefficients in the presence of spillover effects from hotspots by
the W-based and SEM approaches. The former accounts for spatial dependence and
spillover effects by means of a spatial weight matrix W and the latter by means of
a latent variable in the structural model, measured by means of observed spatially
lagged variables in the measurement model. The estimators are evaluated in terms of
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bias and RMSE for different values of the spatial autoregressive coefficient, sample
sizes and numbers of hotspots.
The simulation results show that both approaches perform better for smaller values
of the spatial autoregressive coefficient and larger sample sizes. There is no uniform
tendency for increasing number of hotspots. SEM tends to outperform the W-based
models in term of bias but the W-based model based on first-order contiguity ma-
trix has lowest RMSE in most cases. In all, combining the evaluation of both bias and
RMSE for the estimators we find that the W-based model based on the first-order con-
tiguity weights matrix performs slightly better than SEM while the W-based model
based on the inverse distance weights matrix comes last. But there is no uniform win-
ner over all dimensions. However, SEM is the most stable over variations in sample
size, number of hotspots and spatial autoregressive coefficient.
Open Access This article is distributed under the terms of the Creative Commons Attribution Noncom-
mercial License which permits any noncommercial use, distribution, and reproduction in any medium,
provided the original author(s) and source are credited.
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