Abstract. A rank two abelian group Cn × Cn is in a natural way an SL 2 (Z)-module.
Introduction
Let G be a group and R a commutative ring, seen as a trivial RG-module. Then, Aut(G), the automorphism group acts on G, but also, R-linearly, on H m (G, R), the group cohomology in degree m for any m ∈ N. The universal coefficient theorem (e.g. [ In case G is an elementary abelian p-group of rank ρ and n = p for an odd prime p, the GL ρ (Z)-module H m (G, Z/nZ) is clearly the m-th homogeneous component of the tensor product of the symmetric and the exterior algebra on the natural representation, where the generators of the exterior algebra are in degree 1 and the generators of the symmetric algebra are in degree 2. The case p = 2 is similar; only the exterior algebra does not occur and the generators of the symmetric algebra are in degree 1. This is an immediate consequence of the well known structure of the mod p cohomology rings of these groups. Chapman [2] also gives the integral cohomology of an abelian group. Nevertheless, the structure there is much less appealing, even more as his results are valid for odd groups only.
The above sequences give a recursive understanding of the composition factors of H m (C ρ n , R) as an R GL ρ (Z)-module. It does not tell much about how these factors are glued together. Using elementary methods, in the present article we try to close this gap and give the entire module structure for ρ = 2. 
Moreover, we have an exact sequence
We remark that in case n is odd, then
In case n is even, then this condition may or may not be satisfied. For example, for R = Z/2 ν Z and n = 2 , one gets that the exact sequence coming from the universal coefficient theorem in even degree is split if and only if ν = .
The paper is organized as follows. In section 1 we introduce a particular sign convention for the tensor product of two projective resolutions of cyclic groups. Section 2 determines the lifting of the identity map to the projective resolutions obtained by twisting with the generator by the standard Borel subgroup. In section 3 the same is done for the Levi complement. Then, in section 4 we determine an adapted basis for the group cohomology. In section 4, the final section, we prove the theorem and discuss the splitting question.
Setup
Let C n be the cyclic group of order n. In this section we set up the notation to determine the action of Sl 2 (Z) on H * (C n × C n , Z) induced by the natural action of Sl 2 (Z) on C n × C n . Of course, the action will have Γ(n), the congruence subgroup of level n in the kernel. So, in fact, we shall construct an action of Sl 2 (Z/nZ). But, as we shall see, this will only formally depend on n.
First we have to get a projective resolution of Z as a Z(C n × C n )-module. Let Γ = Z(C n × C n ). A free resolution P of Z as a Z(C n × C n )-module is given by the tensor product of two copies of the ordinary free resolutions of Z as a ZC n -module. We see that the homogeneous component in degree m is 
The differential d in degree n is then multiplication from the right by the following matrices:
and
.
Clearly, αβ has order 6 and β has order 4. What we have to find are chain isotopies τ α and τ β such that
are isomorphisms as ZG-complexes.
The Borel subgroup action
We need some notation. Set M := ( 1 b 0 1 ) and N := ( 1 δ 0 1 ) for
Define matrices T 2k and T 2k+1 by
Proof. We proceed by induction on k.
In degree 0, the statement is true, since there the matrix T is the identity matrix.
For the induction step we use the following identities:
By similar computations we get
On the other hand,
and, because JM = J and (0 ∆ a )M = (0 ∆ a ), we obtain
Thus the result follows.
Lemma 2. Define
Then, these mappings τ define a chain isomorphism P −→ α P .
Proof. This follows from Lemma 1. In fact, the so-defined mappings make the following diagrams commutative:
Hence, the mapping τ is a chain map. The fact that it is invertible is immediate from the definition.
The action of the Levi complement
Recall that the Levi complement is generated by the automorphism β with 
Lemma 3. The matrices
Proof. It is obvious that (T 2m D 2m−1 ) i,j = 0 if i + j ∈ {2m + 2, 2m + 1}. Now assume that i + j ∈ {2m + 2, 2m + 1}. Then
This is zero if i + j ∈ {2m + 2, 2m + 1}. Hence, Of course, the first, fourth, sixth and seventh cases do not occur. On the other hand, One has to verify the second of the two equations. The reader will immediately see that this is completely analogous to the above calculations.
Hence, we have proved the proposition.
As in Lemma 2 we get
Lemma 4. τ k (x) := β(x)T k+1 for any k ∈ N defines a chain isomorphism P −→ β P .
Determination of the cohomology group and the action of the special linear group
The Künneth formula gives a description of H * (C 2 n , R) in terms of H * (C n , R) and certain extension groups. If R is a field, this would have answered our problem immediately; however, for arbitrary R these extension terms make the Künneth formula non-functorial. To determine H * (C 2 n , R) and the action of SL 2 (Z) on it, we proceed via our projective resolution 
where n R := {r ∈ R | n · r = 0}, and
where nR = {nr ∈ R | r ∈ R}. Also,
Finally,
and g 1 = g 2m = 0 for certain f 2i ∈ R and 1 ≤ i ≤ m − 1}.
Using the above we can show the following.
Lemma 6.
The groups H * (C 2 n , R) are as follows:
where the summands R/nR ⊕ n R in the middle are identified with
the latter of which is in the basis used for describing the matrix T 2m .
Proof. The description for the even degrees follows immediately from the description of ker(d * 2m+1 ) and im(d 2m ). The same applies for the odd degrees using the identification
The fact that this mapping is well defined is immediate. This proves the lemma.
With the preceding lemma we are able to trace back the action of α and β on the cohomology groups. Define σ := n−1 j=1 j = (n · (n − 1))/2. Lemma 7. In the above basis, regarding the 2m×2m matrix α * 2m as an m+1×m+1 matrix of matrices, we get
Here,
Moreover, in the same basis,
Proof. This follows from the description of τ 2m . Since the module R is trivial, the action of α on the free elements does not appear and what remains is the multiplication by T 2m . This, however, is realized by the above matrix since multiplication by δ acts on a trivial module as multiplication by σ.
Proof of the Theorem
We are now able to prove Theorem 1. The theorem follows essentially from Lemma 7. We view the symmetric algebra as a polynomial algebra in two variables X and Y .
Even degree cohomology: Both generators of the group SL 2 (Z) fix the Rsubmodule consisting of the odd numbered columns. Hence, this is an R SL 2 (Z)-submodule. For even degree cohomology
is mapped to the 2i + 1 column vector (for any 0 ≤ i ≤ m). Forming the quotient by this submodule, we are left with the set of even numbered columns and with matrices acting as if one had erased odd numbered columns and rows. By the same argument we see that this module is isomorphic to the degree m − 1 homogeneous polynomials in 2 variables with coefficients in n R. Hence the quotient is isomorphic to n R · S m−1 (R).
We discuss when the sequence splits. For this, by elementary linear algebra, it is sufficient to have σ · n R ⊆ nR. Now, σ = n(n − 1)/2. If n is odd, then σ is a multiple of n and thus clearly σ · R ⊆ nR. It is then easily verified that it is sufficient to deal with the case n = 2 ν . In order for the following sequence
it is necessary and sufficient to find
so that the mapping
is SL 2 (Z) linear. The latter is equivalent with
Here ι denotes the multiplication by X. It is clear that the equations for γ 2 and γ 4 are independent from the equations for γ 1 and γ 3 . Moreover, γ 1 = id and γ 3 = 0 is a solution for these equations. We may therefore assume that γ 3 = 0 and γ 1 = id. Since γ 4 is SL 2 (Z)-linear, and since the matrix ( so that one may assume that γ 4 = id as well.
Summarizing, we look for an R-linear mapping γ : n R·S m−1 (R) −→ S m (R/nR) satisfying αγ − γα = σια and βγ = γβ.
Clearly this implies
and thus also
for any i ∈ N. Here we donoteι := βιβ −1 . It is now clear that in case i is even, γ = 0 suffices.
We define Γ(2) := ker(P SL 2 (Z) −→ P SL 2 (F 2 )) and it is well known that Γ(2) is freely generated by βα 2 β −1 and α 2 . Since Γ(2) is free on these two matrices and since these two matrices can be realised in Γ(2) as well, the sequence is split. Since for even positive integers i we clearly get that iσ ∈ nR, we thus get that the sequence 0 −→ S m (R/nR) −→ H 2m (C We shall prove that the above sequence is non-split as R SL 2 (Z)-modules if ( 
