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Abstract—Seismic data processing algorithms greatly benefit
from regularly sampled and reliable data. Therefore, inter-
polation and denoising play a fundamental role as one of
the starting steps of most seismic processing workflows. We
exploit convolutional neural networks for the joint tasks of
interpolation and random noise attenuation of 2D common shot
gathers. Inspired by the great contributions achieved in image
processing and computer vision, we investigate a particular
architecture of convolutional neural network referred to as
U-net, which implements a convolutional autoencoder able to
describe the complex features of clean and regularly sampled
data for reconstructing the corrupted ones. In training phase we
exploit part of the data for tailoring the network to the specific
tasks of interpolation, denoising and joint denoising/interpolation,
while during the system deployment we are able to recover
the remaining corrupted shot gathers in a computationally
efficient procedure. We consider a plurality of data corruptions
in our numerical experiments, including different noise models
and different distributions of missing traces. Several examples
on synthetic and field data illustrate the appealing features
of the aforementioned strategy. Comparative examples show
improvements with respect to recently proposed solutions for
joint denoising and interpolation.
I. INTRODUCTION
Seismic processing and imaging methods are essential to
discover, localize and characterize economically worthwhile
geological reservoirs, such as hydrocarbons accumulations,
and to manage the extraction of the resources stored in them.
However, since easy-to exploit resources are dramatically
reducing and exploration targets are more and more complex,
the requirements for the quality of seismic data, both in term
of Signal-to-Noise ratio (S/N) and of regularity and density
of its sampling, are constantly increasing.
Unfortunately, various types of random and coherent noise,
depending on the environment and on the acquisition technol-
ogy, often corrupt seismic data sets. An additional problem
is that economic limitations, cable feathering in marine case,
environmental constraints and elimination of badly acquired
traces cause irregular spatial sampling in almost all seismic
acquisitions.
Most state-of-the-art seismic processing algorithms, such
as reverse-time-migration [1], full-waveform-inversion [2] and
surface related multiple elimination [3] benefit from high
quality regularly sampled data. Consequently, the vast majority
of seismic processing workflows require data pre-processing
steps, including effective denoising and trace interpolation
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algorithms. Moreover, due to the increasing size of the ac-
quired data, a key factor of these procedures for industrial
application is their computational burden, in terms of both
memory requirements and computational time.
The problems of trace interpolation and noise attenuation
have been widely investigated, either simultaneously or sepa-
rately. Among the dozens of interpolation methods have been
proposed so far, we can roughly identify four main categories.
Model-based algorithms implement an implicit migration-
demigration pair [4], [5]. A major drawback of these tech-
niques is that their performance is strongly affected in case of
complex structural burden.
A second approach, for both denoising and interpolation,
is based on prediction filters [6], [7], [8], [9], which assume
seismic data to be a (local) superposition of plane w1aves.
However, these methods target regularly sampled data, which
is a heavy limitation.
Due to their repetitive features, clean seismic data are
intrinsically low-rank in the time-space domain. Conversely,
noise and missing traces increase the rank of the data [10].
Therefore, algorithms recasting the interpolation (and denois-
ing) problems as rank reduction and matrix/tensor completion
have been largely studied in the past decade as third alternative
to the problem [11], [12], [13], [14], [15].
A great amount of denoising and interpolation algorithms
exploit a transform domain where the clean signal can be
represented only by few non-zero coefficients and therefore
clean data and noise are more easily separable. The rationale
behind this forth family of methods is that noise and missing
traces map in non-sparse artifacts in the transform domain.
Several fixed-basis sparsity-promoting transforms have been
widely used also for seismic data interpolation. Among the
various approaches, coming from different fields, we can cite:
the Fourier transform [16], [17], the Hilbert-Huang transform
[18], [19], the time-frequency peak filtering, [20], [21], [22],
the Radon transform [23], different curvelet-like transforms
[24], [25], [26], [27], [28], [29] and the EMD-seislet transform
[30].
These methods assume the ability to describe the data in
terms of a linear combination of atoms (i.e., the elemen-
tary signals) taken from a dictionary (i.e., a predefined set
of atoms). The aforementioned transform methods implicitly
assume regularity of the data described by analytic models,
resulting in predefined fixed dictionaries. However, these dic-
tionaries can be thought as defining only a subset of the
transforms methods.
Alternatively, data driven sparse dictionaries can be learned
directly from the dataset. In other words, these methods
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2assume that clean signals are a linear combination under a
sparsity constraint of the atoms in a learned overcomplete
dictionary (i.e., a frame made by a set of n functions with
n > m, being m the signal dimensions). Learned dictionaries,
in the form of explicit matrices for small patches, usually better
match the complex data characteristics. For instance, denoising
results obtained using double sparse dictionary learning and
outperforming fixed dictionary transforms have been reported
in [31] and [32], combining the dictionary learning based
sparse transform with the fixed-basis transform, which is
called double-sparsity dictionary. Recently, [33] introduced a
joint seismic data denoising and interpolation method using a
masking strategy in the sparse representation of the dictionary.
In recent years, outstanding advancements brought by deep
learning and Convolutional Neural Networks (CNNs) have
greatly impacted whole signal and image processing commu-
nity. In this context, innovative strategies for data interpolation
and denoising based on deep learning have been proposed
in many image processing tasks. Indeed, solutions based on
CNNs are nowadays often exceeding state-of-the-art results.
However, these methods have barely started to be explored by
the geophysical community for the problems of denoising and
interpolation. Promising results for the aforementioned tasks
have been reported through residual neural networks [34],
[35], generative adversarial networks [36] and convolutional
autoencoders [37], [38].
In this paper we leverage convolutional autoencoders both
to interpolate and to denoise irregular seismic data in the shot-
gather domain. In particular, inspired by the important contri-
butions achieved in image processing problems, we exploit a
properly trained U-net [39] as a strongly competitive strategy
for noise attenuation and reconstruction of missing traces in
pre-stack seismic gathers. We provide examples on synthetic
and field data showing promising performances on either
denoising, interpolation, or joint denoising and interpolation
problems. The results obtained for the joint interpolation and
denoising task also outperform a recent technique taken as a
reference.
In the following section section we introduce the proposed
network architecture and the rationale behind the use of CNNs
for interpolation and denoising of 2D seismic data. This is
followed by the specific workflow to be observed in order to
train and test the U-net for reconstructing corrupted gathers.
Then, the proposed method is applied to synthetic and field
2D seismic data. Finally, we discuss the advantages and the
potential issues of our method and draw conclusions.
We are aware that each research field has its specific jargon.
Since the development of deep learning techniques applied to
seismic data processing is still in its infancy, the terms used to
define the concepts related to CNNs might be not familiar to
all the geophysical community. For this reason, we attach as
appendix a short glossary in order to clarify some CNN-based
terminology which may be unusual for a geophysicist reader.
II. PROBLEM STATEMENT AND BACKGROUND ON
AUTOENCODERS
In this section, we first report details about the formulation
of the tackled problems, namely interpolation and/or denoising
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Fig. 1. Scheme of a Convolutional Autoencoder architecture.
of seismic data. Then, we provide some background concepts
on Convolutional Autoencoders (CAs) and how to exploit them
for our specific goals, which is useful to understand the rest
of the paper.
A. Problem formulation
In this paper, we focus on the problem of reconstructing
seismic gathers which have been corrupted by irregular trace
sampling and/or additional noise. Formally, we represent each
original non-corrupted seismic gather as I and its corrupted
version is denoted as I¯. Our goal is to estimate a clean and
dense version of the seismic data, namely Iˆ, as similar as
possible to the original corresponding gather I.
In order to solve this problem, we make use of a particular
kind of convolutional neural network named Convolutional
Autoencoder (CA). Our choice is motivated by the great
capability of CA in learning compact representations of the
data, and by the strong computational efficiency in recon-
structing the corrupted ones. In the following, we report
some backgrounds on CAs, introducing the specific network
architecture exploited for the prescribed task.
B. Convolutional Autoencoders for interpolation and denois-
ing
Convolutional Autoencoders (CAs) are convolutional neural
networks whose architecture can be logically split into two
separate components: the encoder and the decoder. The CA
structure is sketched in Fig. 1:
• the encoder, represented by the operator E , maps the
input x into the so called hidden (or latent) representation
h = E (x), which is the innermost encoding layer of the
autoencoder, compressing the input x into a high-level
representation [40];
• the decoder, represented by the operator D, transforms
the hidden representation into an estimate of the input
x˜ = D(h).
For image processing problems, CA proves to be a very
powerful instrument for inpainting and denoising tasks [41],
[42]. The rationale behind the use of CA for inpainting and
denoising shares some common concepts with the transform-
based and dictionary learning techniques.
Indeed, CA is trained so that the encoder part results in a
compact representation of clean data, where the interference
due to noise and missing samples is not mapped. Therefore,
if the compact representation is correctly built, the result of
the decoder is a dense clean image without missing samples.
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<latexit sha1_base64= "5B6kZTVRaMJ/nFHjbdo0qzKSoXo=">AAACPnicd VA9T+QwEHU4OCDA8VXSWKwOUaDIQbAbOiQaSkAsI O2uVo4zu1g4iWVPECjKP6Dlfg9/gz9Ah2gpSUKQA HGven5vxjPzQq2kRcYenYlfk1O/p2dm3bn5hT+LS 8srZzbNjICuSFVqLkJuQckEuihRwYU2wONQwXl4d VD559dgrEyTU7zVMIj5OJEjKTiW0onvDpdazGvv+ Z12hzKP1aiI3w6CgPqN0iINjobLzkY/SkUWQ4JCcW t7PtM4yLlBKRQUbj+zoLm44mPolTThMdhBXq9a0L +Z5ZhSDYZKRWsRPnfkPLb2Ng7Lypjjpf3uVeJPXi /DUTDIZaIzhERUg1AqqAdZYWSZAdBIGkDk1eZAZU IFNxwRjKRciFLMylC+fBpdS22bA27eL3D7EYzKsO tXbiAaao1FbsZhkTOvs7u9t8W2WOG6VbIf8dH/k7 Ntz2eef7zT2g+ajGfIGlknm8QnHbJPDskR6RJBRu SO3JN/zoPz5Dw7L++lE07Ts0q+wHl9AwC+rUY=</l atexit><latexit sha1_base64= "5B6kZTVRaMJ/nFHjbdo0qzKSoXo=">AAACPnicd VA9T+QwEHU4OCDA8VXSWKwOUaDIQbAbOiQaSkAsI O2uVo4zu1g4iWVPECjKP6Dlfg9/gz9Ah2gpSUKQA HGven5vxjPzQq2kRcYenYlfk1O/p2dm3bn5hT+LS 8srZzbNjICuSFVqLkJuQckEuihRwYU2wONQwXl4d VD559dgrEyTU7zVMIj5OJEjKTiW0onvDpdazGvv+ Z12hzKP1aiI3w6CgPqN0iINjobLzkY/SkUWQ4JCcW t7PtM4yLlBKRQUbj+zoLm44mPolTThMdhBXq9a0L +Z5ZhSDYZKRWsRPnfkPLb2Ng7Lypjjpf3uVeJPXi /DUTDIZaIzhERUg1AqqAdZYWSZAdBIGkDk1eZAZU IFNxwRjKRciFLMylC+fBpdS22bA27eL3D7EYzKsO tXbiAaao1FbsZhkTOvs7u9t8W2WOG6VbIf8dH/k7 Ntz2eef7zT2g+ajGfIGlknm8QnHbJPDskR6RJBRu SO3JN/zoPz5Dw7L++lE07Ts0q+wHl9AwC+rUY=</l atexit><latexit sha1_base64= "5B6kZTVRaMJ/nFHjbdo0qzKSoXo=">AAACPnicd VA9T+QwEHU4OCDA8VXSWKwOUaDIQbAbOiQaSkAsI O2uVo4zu1g4iWVPECjKP6Dlfg9/gz9Ah2gpSUKQA HGven5vxjPzQq2kRcYenYlfk1O/p2dm3bn5hT+LS 8srZzbNjICuSFVqLkJuQckEuihRwYU2wONQwXl4d VD559dgrEyTU7zVMIj5OJEjKTiW0onvDpdazGvv+ Z12hzKP1aiI3w6CgPqN0iINjobLzkY/SkUWQ4JCcW t7PtM4yLlBKRQUbj+zoLm44mPolTThMdhBXq9a0L +Z5ZhSDYZKRWsRPnfkPLb2Ng7Lypjjpf3uVeJPXi /DUTDIZaIzhERUg1AqqAdZYWSZAdBIGkDk1eZAZU IFNxwRjKRciFLMylC+fBpdS22bA27eL3D7EYzKsO tXbiAaao1FbsZhkTOvs7u9t8W2WOG6VbIf8dH/k7 Ntz2eef7zT2g+ajGfIGlknm8QnHbJPDskR6RJBRu SO3JN/zoPz5Dw7L++lE07Ts0q+wHl9AwC+rUY=</l atexit><latexit sha1_base64= "5B6kZTVRaMJ/nFHjbdo0qzKSoXo=">AAACPnicd VA9T+QwEHU4OCDA8VXSWKwOUaDIQbAbOiQaSkAsI O2uVo4zu1g4iWVPECjKP6Dlfg9/gz9Ah2gpSUKQA HGven5vxjPzQq2kRcYenYlfk1O/p2dm3bn5hT+LS 8srZzbNjICuSFVqLkJuQckEuihRwYU2wONQwXl4d VD559dgrEyTU7zVMIj5OJEjKTiW0onvDpdazGvv+ Z12hzKP1aiI3w6CgPqN0iINjobLzkY/SkUWQ4JCcW t7PtM4yLlBKRQUbj+zoLm44mPolTThMdhBXq9a0L +Z5ZhSDYZKRWsRPnfkPLb2Ng7Lypjjpf3uVeJPXi /DUTDIZaIzhERUg1AqqAdZYWSZAdBIGkDk1eZAZU IFNxwRjKRciFLMylC+fBpdS22bA27eL3D7EYzKsO tXbiAaao1FbsZhkTOvs7u9t8W2WOG6VbIf8dH/k7 Ntz2eef7zT2g+ajGfIGlknm8QnHbJPDskR6RJBRu SO3JN/zoPz5Dw7L++lE07Ts0q+wHl9AwC+rUY=</l atexit>
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<latexit sha1_base64= "OCFc2qvIQQ4Qc8cV26eJQcgndH4=">AAACQXicd VBNT+MwEHX43iwfBY57sah2tQcUORW04YbEhSNIF JDaqnKcabFwEsueIFCU38AVfg+/gp/ADXHlQhKCt KzgnZ7fm/HMvFAraZGxR2dmdm5+YXHph/tzeWV1r bW+cWrTzAjoi1Sl5jzkFpRMoI8SFZxrAzwOFZyFl weVf3YFxso0OcEbDaOYTxM5kYJjKfX9TuC641abe d09v9ftUeaxGhXxu0EQUL9R2qTB0Xjd+TOMUpHFkK BQ3NqBzzSOcm5QCgWFO8wsaC4u+RQGJU14DHaU19 sW9HdmOaZUg6FS0VqEfztyHlt7E4dlZczxwv7vVe JX3iDDSTDKZaIzhERUg1AqqAdZYWQZA9BIGkDk1e ZAZUIFNxwRjKRciFLMylw+fRpdSW2bA67fL3CHEU zKvOtXbiAaa41FbqZhkTOvt9vZ22bbrHDrZD/io9 +T047nM88/3mnvB03GS+QX2SJ/iU96ZJ8ckiPSJ4 JIckvuyL3z4Dw5z87Le+mM0/Rskk9wXt8ASHut2A= =</latexit><latexit sha1_base64= "OCFc2qvIQQ4Qc8cV26eJQcgndH4=">AAACQXicd VBNT+MwEHX43iwfBY57sah2tQcUORW04YbEhSNIF JDaqnKcabFwEsueIFCU38AVfg+/gp/ADXHlQhKCt KzgnZ7fm/HMvFAraZGxR2dmdm5+YXHph/tzeWV1r bW+cWrTzAjoi1Sl5jzkFpRMoI8SFZxrAzwOFZyFl weVf3YFxso0OcEbDaOYTxM5kYJjKfX9TuC641abe d09v9ftUeaxGhXxu0EQUL9R2qTB0Xjd+TOMUpHFkK BQ3NqBzzSOcm5QCgWFO8wsaC4u+RQGJU14DHaU19 sW9HdmOaZUg6FS0VqEfztyHlt7E4dlZczxwv7vVe JX3iDDSTDKZaIzhERUg1AqqAdZYWQZA9BIGkDk1e ZAZUIFNxwRjKRciFLMylw+fRpdSW2bA67fL3CHEU zKvOtXbiAaa41FbqZhkTOvt9vZ22bbrHDrZD/io9 +T047nM88/3mnvB03GS+QX2SJ/iU96ZJ8ckiPSJ4 JIckvuyL3z4Dw5z87Le+mM0/Rskk9wXt8ASHut2A= =</latexit><latexit sha1_base64= "OCFc2qvIQQ4Qc8cV26eJQcgndH4=">AAACQXicd VBNT+MwEHX43iwfBY57sah2tQcUORW04YbEhSNIF JDaqnKcabFwEsueIFCU38AVfg+/gp/ADXHlQhKCt KzgnZ7fm/HMvFAraZGxR2dmdm5+YXHph/tzeWV1r bW+cWrTzAjoi1Sl5jzkFpRMoI8SFZxrAzwOFZyFl weVf3YFxso0OcEbDaOYTxM5kYJjKfX9TuC641abe d09v9ftUeaxGhXxu0EQUL9R2qTB0Xjd+TOMUpHFkK BQ3NqBzzSOcm5QCgWFO8wsaC4u+RQGJU14DHaU19 sW9HdmOaZUg6FS0VqEfztyHlt7E4dlZczxwv7vVe JX3iDDSTDKZaIzhERUg1AqqAdZYWQZA9BIGkDk1e ZAZUIFNxwRjKRciFLMylw+fRpdSW2bA67fL3CHEU zKvOtXbiAaa41FbqZhkTOvt9vZ22bbrHDrZD/io9 +T047nM88/3mnvB03GS+QX2SJ/iU96ZJ8ckiPSJ4 JIckvuyL3z4Dw5z87Le+mM0/Rskk9wXt8ASHut2A= =</latexit><latexit sha1_base64= "OCFc2qvIQQ4Qc8cV26eJQcgndH4=">AAACQXicd VBNT+MwEHX43iwfBY57sah2tQcUORW04YbEhSNIF JDaqnKcabFwEsueIFCU38AVfg+/gp/ADXHlQhKCt KzgnZ7fm/HMvFAraZGxR2dmdm5+YXHph/tzeWV1r bW+cWrTzAjoi1Sl5jzkFpRMoI8SFZxrAzwOFZyFl weVf3YFxso0OcEbDaOYTxM5kYJjKfX9TuC641abe d09v9ftUeaxGhXxu0EQUL9R2qTB0Xjd+TOMUpHFkK BQ3NqBzzSOcm5QCgWFO8wsaC4u+RQGJU14DHaU19 sW9HdmOaZUg6FS0VqEfztyHlt7E4dlZczxwv7vVe JX3iDDSTDKZaIzhERUg1AqqAdZYWQZA9BIGkDk1e ZAZUIFNxwRjKRciFLMylw+fRpdSW2bA67fL3CHEU zKvOtXbiAaa41FbqZhkTOvt9vZ22bbrHDrZD/io9 +T047nM88/3mnvB03GS+QX2SJ/iU96ZJ8ckiPSJ4 JIckvuyL3z4Dw5z87Le+mM0/Rskk9wXt8ASHut2A= =</latexit>
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<latexit sha1_base64="3FbKMCIdc5nHdf12GIvZ ufkhX70=">AAACQHicdVDLbtswEKScPlL1FSfHXIgaLXowBMpILOVmoJceHaBOAtiCQVFrmzAlEeQqqCHoF 3ptvyd/kT/orci1p0qKCjRFO6fhzC53d2KtpEXGbp3e3qPHT57uP3Ofv3j56vVB//DC5oURMBO5ys1VzC0 omcEMJSq40gZ4Giu4jLcfGv/yGoyVefYJdxqilK8zuZKCYyOd+iN3eTBg3vjMD8YBZR5r0RB/HIYh9TtlQD pMl33n3SLJRZFChkJxa+c+0xiV3KAUCip3UVjQXGz5GuY1zXgKNirbZSv6trAcc6rBUKloK8KfHSVPrd2lc V2ZctzYv71G/Jc3L3AVRqXMdIGQiWYQSgXtICuMrFMAmkgDiLzZHKjMqOCGI4KRlAtRi0Udy4NPk2upbXf A5/sL3EUCqzru9lUaSJZaY1WadVyVzAtOR2dDNmSV6zbJ/o6P/p9cjDyfef75yWASdhnvk2PyhrwnPgnIhH wkUzIjgmzIF/KVfHNunO/OD+fuvrTndD1H5AGcn78ACpatwQ==</latexit><latexit sha1_base64="3FbKMCIdc5nHdf12GIvZ ufkhX70=">AAACQHicdVDLbtswEKScPlL1FSfHXIgaLXowBMpILOVmoJceHaBOAtiCQVFrmzAlEeQqqCHoF 3ptvyd/kT/orci1p0qKCjRFO6fhzC53d2KtpEXGbp3e3qPHT57uP3Ofv3j56vVB//DC5oURMBO5ys1VzC0 omcEMJSq40gZ4Giu4jLcfGv/yGoyVefYJdxqilK8zuZKCYyOd+iN3eTBg3vjMD8YBZR5r0RB/HIYh9TtlQD pMl33n3SLJRZFChkJxa+c+0xiV3KAUCip3UVjQXGz5GuY1zXgKNirbZSv6trAcc6rBUKloK8KfHSVPrd2lc V2ZctzYv71G/Jc3L3AVRqXMdIGQiWYQSgXtICuMrFMAmkgDiLzZHKjMqOCGI4KRlAtRi0Udy4NPk2upbXf A5/sL3EUCqzru9lUaSJZaY1WadVyVzAtOR2dDNmSV6zbJ/o6P/p9cjDyfef75yWASdhnvk2PyhrwnPgnIhH wkUzIjgmzIF/KVfHNunO/OD+fuvrTndD1H5AGcn78ACpatwQ==</latexit><latexit sha1_base64="3FbKMCIdc5nHdf12GIvZ ufkhX70=">AAACQHicdVDLbtswEKScPlL1FSfHXIgaLXowBMpILOVmoJceHaBOAtiCQVFrmzAlEeQqqCHoF 3ptvyd/kT/orci1p0qKCjRFO6fhzC53d2KtpEXGbp3e3qPHT57uP3Ofv3j56vVB//DC5oURMBO5ys1VzC0 omcEMJSq40gZ4Giu4jLcfGv/yGoyVefYJdxqilK8zuZKCYyOd+iN3eTBg3vjMD8YBZR5r0RB/HIYh9TtlQD pMl33n3SLJRZFChkJxa+c+0xiV3KAUCip3UVjQXGz5GuY1zXgKNirbZSv6trAcc6rBUKloK8KfHSVPrd2lc V2ZctzYv71G/Jc3L3AVRqXMdIGQiWYQSgXtICuMrFMAmkgDiLzZHKjMqOCGI4KRlAtRi0Udy4NPk2upbXf A5/sL3EUCqzru9lUaSJZaY1WadVyVzAtOR2dDNmSV6zbJ/o6P/p9cjDyfef75yWASdhnvk2PyhrwnPgnIhH wkUzIjgmzIF/KVfHNunO/OD+fuvrTndD1H5AGcn78ACpatwQ==</latexit><latexit sha1_base64="3FbKMCIdc5nHdf12GIvZ ufkhX70=">AAACQHicdVDLbtswEKScPlL1FSfHXIgaLXowBMpILOVmoJceHaBOAtiCQVFrmzAlEeQqqCHoF 3ptvyd/kT/orci1p0qKCjRFO6fhzC53d2KtpEXGbp3e3qPHT57uP3Ofv3j56vVB//DC5oURMBO5ys1VzC0 omcEMJSq40gZ4Giu4jLcfGv/yGoyVefYJdxqilK8zuZKCYyOd+iN3eTBg3vjMD8YBZR5r0RB/HIYh9TtlQD pMl33n3SLJRZFChkJxa+c+0xiV3KAUCip3UVjQXGz5GuY1zXgKNirbZSv6trAcc6rBUKloK8KfHSVPrd2lc V2ZctzYv71G/Jc3L3AVRqXMdIGQiWYQSgXtICuMrFMAmkgDiLzZHKjMqOCGI4KRlAtRi0Udy4NPk2upbXf A5/sL3EUCqzru9lUaSJZaY1WadVyVzAtOR2dDNmSV6zbJ/o6P/p9cjDyfef75yWASdhnvk2PyhrwnPgnIhH wkUzIjgmzIF/KVfHNunO/OD+fuvrTndD1H5AGcn78ACpatwQ==</latexit>
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<latexit sha1_base64=" y9cmPvMWWfy5DrwINK+ZZiWc2Z8=">AAACQHicdVBN T9tAEF3TQqn5KGmPvawagTggax0R29wi9dJjKjWAlET Rej0JK9b2aneMiCz/Ba7we/ov+g96q3rtqbZxpVKVd3 r73szOzIu1khYZ++ZsvHi5ufVq+7W7s7u3/+ag9/bc 5oURMBG5ys1lzC0omcEEJSq41AZ4Giu4iK8/Nv7FDRg r8+wLrjXMU77K5FIKjo00GAbu4qDPvODMD4OQMo+1a IgfRFFE/U7pkw7jRc85miW5KFLIUChu7dRnGuclNyiF gsqdFRY0F9d8BdOaZjwFOy/bZSt6WFiOOdVgqFS0Fe HvjpKn1q7TuK5MOV7Zf71G/J83LXAZzUuZ6QIhE80gl AraQVYYWacANJEGEHmzOVCZUcENRwQjKReiFos6lief JjdS2+6A28cL3FkCyzru9lUaSBZaY1WaVVyVzAuHg7 MTdsIq122S/RMffZ6cDzyfef7n0/4o6jLeJu/JB3JMf BKSEflExmRCBLkid+SePDhfne/OD+fnY+mG0/W8I0/ g/PoNE9atxg==</latexit><latexit sha1_base64=" y9cmPvMWWfy5DrwINK+ZZiWc2Z8=">AAACQHicdVBN T9tAEF3TQqn5KGmPvawagTggax0R29wi9dJjKjWAlET Rej0JK9b2aneMiCz/Ba7we/ov+g96q3rtqbZxpVKVd3 r73szOzIu1khYZ++ZsvHi5ufVq+7W7s7u3/+ag9/bc 5oURMBG5ys1lzC0omcEEJSq41AZ4Giu4iK8/Nv7FDRg r8+wLrjXMU77K5FIKjo00GAbu4qDPvODMD4OQMo+1a IgfRFFE/U7pkw7jRc85miW5KFLIUChu7dRnGuclNyiF gsqdFRY0F9d8BdOaZjwFOy/bZSt6WFiOOdVgqFS0Fe HvjpKn1q7TuK5MOV7Zf71G/J83LXAZzUuZ6QIhE80gl AraQVYYWacANJEGEHmzOVCZUcENRwQjKReiFos6lief JjdS2+6A28cL3FkCyzru9lUaSBZaY1WaVVyVzAuHg7 MTdsIq122S/RMffZ6cDzyfef7n0/4o6jLeJu/JB3JMf BKSEflExmRCBLkid+SePDhfne/OD+fnY+mG0/W8I0/ g/PoNE9atxg==</latexit><latexit sha1_base64=" y9cmPvMWWfy5DrwINK+ZZiWc2Z8=">AAACQHicdVBN T9tAEF3TQqn5KGmPvawagTggax0R29wi9dJjKjWAlET Rej0JK9b2aneMiCz/Ba7we/ov+g96q3rtqbZxpVKVd3 r73szOzIu1khYZ++ZsvHi5ufVq+7W7s7u3/+ag9/bc 5oURMBG5ys1lzC0omcEEJSq41AZ4Giu4iK8/Nv7FDRg r8+wLrjXMU77K5FIKjo00GAbu4qDPvODMD4OQMo+1a IgfRFFE/U7pkw7jRc85miW5KFLIUChu7dRnGuclNyiF gsqdFRY0F9d8BdOaZjwFOy/bZSt6WFiOOdVgqFS0Fe HvjpKn1q7TuK5MOV7Zf71G/J83LXAZzUuZ6QIhE80gl AraQVYYWacANJEGEHmzOVCZUcENRwQjKReiFos6lief JjdS2+6A28cL3FkCyzru9lUaSBZaY1WaVVyVzAuHg7 MTdsIq122S/RMffZ6cDzyfef7n0/4o6jLeJu/JB3JMf BKSEflExmRCBLkid+SePDhfne/OD+fnY+mG0/W8I0/ g/PoNE9atxg==</latexit><latexit sha1_base64=" ErT5k6DG+Qu9P6QASaghxItOLgo=">AAACLnicbVHL TsMwEHR4llCgPXOxQCAOVeQgocINiQvHItGC1EaV42y LhZNY9qaiivIDXPkePoQzN8RHkKY58JrTeMb27s6GWk mLjL05K6tr6xubjS13u+nu7O61mgObZkZAX6QqNfch t6BkAn2UqOBeG+BxqOAufLxa+HczMFamyS3ONQQxnyZ yIgXHUuqNW4fMYxXoX+LX5JDUGLed41GUiiyGBIXi1 g59pjHIuUEpFBTuKLOguXjkUxiWNOEx2CCv+izoUWY5 plSDoVLRSoTvL3IeWzuPw/JmzPHB/vYW4n/eMMPJeZ DLRGcIiVgUQqmgKmSFkWUAQCNpAJEvOgcqEyq44YhgJ OVClGJWJvLj02gmta0HeFpO4I4imJRJV6fcQDTWGovc TMMiZ1737PSiwzqscF23DNb/HeNfMjj1fOb5N4w0yD 45ICfEJ11ySa5Jj/SJIBF5Ji/Oq/PufCwXsOLUm2iTH 3A+vwBIRqon</latexit><latexit sha1_base64=" 4XGp5pulpn61bZxjXCS41QPVLC0=">AAACNXicbVHL TsMwENzwLOFZrlwsEIgDqpxK5XFD4sIRJApIbVU5zrZ YOIllbxAoyi9whe/hL/gDbog/IAk98JrTeMb27s6GRi tHnL96U9Mzs3PzjQV/cWl5ZXWtuXTp0sxK7MpUp/Y6 FA61SrBLijReG4siDjVehbcnlX91h9apNLmgB4ODWIw TNVJSUCW1O/v+cG2Lt3gN9pcEE7IFE5wNm95OP0plF mNCUgvnegE3NMiFJSU1Fn4/c2iEvBVj7JU0ETG6QV43 W7DtzAlKmUHLlGa1iN9f5CJ27iEOy5uxoBv326vE/7 xeRqPDQa4SkxEmsipESmNdyEmryhSQRcoikag6R6YSJ oUVRGgVE1KWYlbG8uPT6E4ZNxng/msCvx/hqIy7PuUW o6ExVOR2HBY5bx102kd7fI8Xvl8lG/zO8S+5bLcC3g rOOTRgAzZhFwI4gGM4hTPogoQbeIQnePZevDfv/WsHU 95kGevwA97HJyhyq+I=</latexit><latexit sha1_base64=" n2y+23d+9mTyqqLiaY4y/9ojioc=">AAACNXicdVHL TuswEJ3wuEAu3Ats2Vgg0F2gyKlEW3ZIbFiCRAGprSr HmRYLJ7HsCbooyi+whe/hL/gDdog/IAlFAgRndXyO7Z k5ExmtHHH+6M3Mzs3/Wlhc8n8vr/z5u7q2fOay3Ers yUxn9iISDrVKsUeKNF4YiyKJNJ5HV4e1f36N1qksPaU bg8NETFI1VlJQLbX22v5odYsH7f2w0+4wHvAGNQnb3 W6XhVNlC6Y4Hq15O4M4k3mCKUktnOuH3NCwEJaU1Fj6 g9yhEfJKTLBf0VQk6IZF02zJtnMnKGMGLVOaNSJ+fF GIxLmbJKpuJoIu3VevFr/z+jmNu8NCpSYnTGVdiJTGp pCTVlUpIIuVRSJRd45MpUwKK4jQKiakrMS8iuXTp/G1 Mm46wP+3CfxBjOMq7uZUWIxHxlBZ2ElUFjzo7LX2d/ kuL32/TvY9PvYzOWsFIQ/CEw6LsAGb8A9C6MABHMEx9 EDCJdzCHdx7D96T9/y2gxlvuox1+ATv5RWc1Kwl</l atexit><latexit sha1_base64=" sQ/OzQT4uAxJMndYqcNrv9Xl+q4=">AAACQHicdVDB TttAEF0DpalpKdBjLyuioh6QtY5E4twiceEYJBIiJVG 0Xk/CirW92h0jkOVf4Arfw1/wB9xQr5ywjSuVqn2nt+ /N7My8UCtpkbFHZ21948Pmx9Ynd+vzl+2vO7t7Y5tm RsBIpCo1k5BbUDKBEUpUMNEGeBwqOA8vjyv//AqMlWl yhjca5jFfJXIpBcdK6hx13cVOm3ndvt/r9ijzWI2K+ N0gCKjfKG3SYLjYdQ5mUSqyGBIUils79ZnGec4NSqGg cGeZBc3FJV/BtKQJj8HO83rZgv7ILMeUajBUKlqL8G dHzmNrb+KwrIw5Xti/vUr8lzfNcBnMc5noDCER1SCUC upBVhhZpgA0kgYQebU5UJlQwQ1HBCMpF6IUszKWd59G V1Lb5oDrtwvcWQTLMu76lRuIFlpjkZtVWOTM6x11+o fskBWuWyX7Oz76fzLueD7z/FPWHgRNxi3yneyTn8QnP TIgJ2RIRkSQC3JL7si98+A8Oc/Or7fSNafp+UbewXl 5BRKWrcI=</latexit><latexit sha1_base64=" y9cmPvMWWfy5DrwINK+ZZiWc2Z8=">AAACQHicdVBN T9tAEF3TQqn5KGmPvawagTggax0R29wi9dJjKjWAlET Rej0JK9b2aneMiCz/Ba7we/ov+g96q3rtqbZxpVKVd3 r73szOzIu1khYZ++ZsvHi5ufVq+7W7s7u3/+ag9/bc 5oURMBG5ys1lzC0omcEEJSq41AZ4Giu4iK8/Nv7FDRg r8+wLrjXMU77K5FIKjo00GAbu4qDPvODMD4OQMo+1a IgfRFFE/U7pkw7jRc85miW5KFLIUChu7dRnGuclNyiF gsqdFRY0F9d8BdOaZjwFOy/bZSt6WFiOOdVgqFS0Fe HvjpKn1q7TuK5MOV7Zf71G/J83LXAZzUuZ6QIhE80gl AraQVYYWacANJEGEHmzOVCZUcENRwQjKReiFos6lief JjdS2+6A28cL3FkCyzru9lUaSBZaY1WaVVyVzAuHg7 MTdsIq122S/RMffZ6cDzyfef7n0/4o6jLeJu/JB3JMf BKSEflExmRCBLkid+SePDhfne/OD+fnY+mG0/W8I0/ g/PoNE9atxg==</latexit><latexit sha1_base64=" y9cmPvMWWfy5DrwINK+ZZiWc2Z8=">AAACQHicdVBN T9tAEF3TQqn5KGmPvawagTggax0R29wi9dJjKjWAlET Rej0JK9b2aneMiCz/Ba7we/ov+g96q3rtqbZxpVKVd3 r73szOzIu1khYZ++ZsvHi5ufVq+7W7s7u3/+ag9/bc 5oURMBG5ys1lzC0omcEEJSq41AZ4Giu4iK8/Nv7FDRg r8+wLrjXMU77K5FIKjo00GAbu4qDPvODMD4OQMo+1a IgfRFFE/U7pkw7jRc85miW5KFLIUChu7dRnGuclNyiF gsqdFRY0F9d8BdOaZjwFOy/bZSt6WFiOOdVgqFS0Fe HvjpKn1q7TuK5MOV7Zf71G/J83LXAZzUuZ6QIhE80gl AraQVYYWacANJEGEHmzOVCZUcENRwQjKReiFos6lief JjdS2+6A28cL3FkCyzru9lUaSBZaY1WaVVyVzAuHg7 MTdsIq122S/RMffZ6cDzyfef7n0/4o6jLeJu/JB3JMf BKSEflExmRCBLkid+SePDhfne/OD+fnY+mG0/W8I0/ g/PoNE9atxg==</latexit><latexit sha1_base64=" y9cmPvMWWfy5DrwINK+ZZiWc2Z8=">AAACQHicdVBN T9tAEF3TQqn5KGmPvawagTggax0R29wi9dJjKjWAlET Rej0JK9b2aneMiCz/Ba7we/ov+g96q3rtqbZxpVKVd3 r73szOzIu1khYZ++ZsvHi5ufVq+7W7s7u3/+ag9/bc 5oURMBG5ys1lzC0omcEEJSq41AZ4Giu4iK8/Nv7FDRg r8+wLrjXMU77K5FIKjo00GAbu4qDPvODMD4OQMo+1a IgfRFFE/U7pkw7jRc85miW5KFLIUChu7dRnGuclNyiF gsqdFRY0F9d8BdOaZjwFOy/bZSt6WFiOOdVgqFS0Fe HvjpKn1q7TuK5MOV7Zf71G/J83LXAZzUuZ6QIhE80gl AraQVYYWacANJEGEHmzOVCZUcENRwQjKReiFos6lief JjdS2+6A28cL3FkCyzru9lUaSBZaY1WaVVyVzAuHg7 MTdsIq122S/RMffZ6cDzyfef7n0/4o6jLeJu/JB3JMf BKSEflExmRCBLkid+SePDhfne/OD+fnY+mG0/W8I0/ g/PoNE9atxg==</latexit><latexit sha1_base64=" y9cmPvMWWfy5DrwINK+ZZiWc2Z8=">AAACQHicdVBN T9tAEF3TQqn5KGmPvawagTggax0R29wi9dJjKjWAlET Rej0JK9b2aneMiCz/Ba7we/ov+g96q3rtqbZxpVKVd3 r73szOzIu1khYZ++ZsvHi5ufVq+7W7s7u3/+ag9/bc 5oURMBG5ys1lzC0omcEEJSq41AZ4Giu4iK8/Nv7FDRg r8+wLrjXMU77K5FIKjo00GAbu4qDPvODMD4OQMo+1a IgfRFFE/U7pkw7jRc85miW5KFLIUChu7dRnGuclNyiF gsqdFRY0F9d8BdOaZjwFOy/bZSt6WFiOOdVgqFS0Fe HvjpKn1q7TuK5MOV7Zf71G/J83LXAZzUuZ6QIhE80gl AraQVYYWacANJEGEHmzOVCZUcENRwQjKReiFos6lief JjdS2+6A28cL3FkCyzru9lUaSBZaY1WaVVyVzAuHg7 MTdsIq122S/RMffZ6cDzyfef7n0/4o6jLeJu/JB3JMf BKSEflExmRCBLkid+SePDhfne/OD+fnY+mG0/W8I0/ g/PoNE9atxg==</latexit><latexit sha1_base64=" y9cmPvMWWfy5DrwINK+ZZiWc2Z8=">AAACQHicdVBN T9tAEF3TQqn5KGmPvawagTggax0R29wi9dJjKjWAlET Rej0JK9b2aneMiCz/Ba7we/ov+g96q3rtqbZxpVKVd3 r73szOzIu1khYZ++ZsvHi5ufVq+7W7s7u3/+ag9/bc 5oURMBG5ys1lzC0omcEEJSq41AZ4Giu4iK8/Nv7FDRg r8+wLrjXMU77K5FIKjo00GAbu4qDPvODMD4OQMo+1a IgfRFFE/U7pkw7jRc85miW5KFLIUChu7dRnGuclNyiF gsqdFRY0F9d8BdOaZjwFOy/bZSt6WFiOOdVgqFS0Fe HvjpKn1q7TuK5MOV7Zf71G/J83LXAZzUuZ6QIhE80gl AraQVYYWacANJEGEHmzOVCZUcENRwQjKReiFos6lief JjdS2+6A28cL3FkCyzru9lUaSBZaY1WaVVyVzAuHg7 MTdsIq122S/RMffZ6cDzyfef7n0/4o6jLeJu/JB3JMf BKSEflExmRCBLkid+SePDhfne/OD+fnY+mG0/W8I0/ g/PoNE9atxg==</latexit><latexit sha1_base64=" y9cmPvMWWfy5DrwINK+ZZiWc2Z8=">AAACQHicdVBN T9tAEF3TQqn5KGmPvawagTggax0R29wi9dJjKjWAlET Rej0JK9b2aneMiCz/Ba7we/ov+g96q3rtqbZxpVKVd3 r73szOzIu1khYZ++ZsvHi5ufVq+7W7s7u3/+ag9/bc 5oURMBG5ys1lzC0omcEEJSq41AZ4Giu4iK8/Nv7FDRg r8+wLrjXMU77K5FIKjo00GAbu4qDPvODMD4OQMo+1a IgfRFFE/U7pkw7jRc85miW5KFLIUChu7dRnGuclNyiF gsqdFRY0F9d8BdOaZjwFOy/bZSt6WFiOOdVgqFS0Fe HvjpKn1q7TuK5MOV7Zf71G/J83LXAZzUuZ6QIhE80gl AraQVYYWacANJEGEHmzOVCZUcENRwQjKReiFos6lief JjdS2+6A28cL3FkCyzru9lUaSBZaY1WaVVyVzAuHg7 MTdsIq122S/RMffZ6cDzyfef7n0/4o6jLeJu/JB3JMf BKSEflExmRCBLkid+SePDhfne/OD+fnY+mG0/W8I0/ g/PoNE9atxg==</latexit>
P¯k P˜k<latexit sha1_base64="hHJkleo6igqXOS1lm7k1kgm3tw4=">AAACUnicdVJNb9QwEHW2fJRQ6LblxsViBeJQRU4Fu+mtUi8cF4ltK21WkePMLtY6iWVPKoqV/ 8IVfg8X/gonnDRIFMGcnt+b8cw8O9dKWmTsRzDauXf/wcPdR+HjvSdP98cHhxe2boyAhahVba5ybkHJChYoUcGVNsDLXMFlvj3v9MtrMFbW1Qe80bAq+aaSayk4eiobP0tRqgJcWnL8mK/dvG2zbTaesGh6Gs+mM8oi1kcH4mmSJDQemAkZYp4dBK/SohZNCRUKxa1dxkzjynGDUihow7SxoLnY8g0sPax4CXbl+vFb+rKxHGuqwVCpaE/ CnxWOl9belLnP7Ka0f2sd+S9t2eA6WTlZ6QahEl0jvyz0jaww0vsCtJAGEHk3OVBZUcENRwQjKRfCk4036s6lxbXUdljg0+0GYVrA2j9Af3IGikxrbJ3Z5K1j0eztyekxO2ZtGIbe2d/20f+Di5MoZlH8/s3kLBk83iXPyQvymsRkRs7IOzInCyLIZ/KFfCXfgu/Bz5H/Jbepo2CoOSJ3YrT3Cwklszk=</latexit><latexit sha1_base64="hHJkleo6igqXOS1lm7k1kgm3tw4=">AAACUnicdVJNb9QwEHW2fJRQ6LblxsViBeJQRU4Fu+mtUi8cF4ltK21WkePMLtY6iWVPKoqV/ 8IVfg8X/gonnDRIFMGcnt+b8cw8O9dKWmTsRzDauXf/wcPdR+HjvSdP98cHhxe2boyAhahVba5ybkHJChYoUcGVNsDLXMFlvj3v9MtrMFbW1Qe80bAq+aaSayk4eiobP0tRqgJcWnL8mK/dvG2zbTaesGh6Gs+mM8oi1kcH4mmSJDQemAkZYp4dBK/SohZNCRUKxa1dxkzjynGDUihow7SxoLnY8g0sPax4CXbl+vFb+rKxHGuqwVCpaE/ CnxWOl9belLnP7Ka0f2sd+S9t2eA6WTlZ6QahEl0jvyz0jaww0vsCtJAGEHk3OVBZUcENRwQjKRfCk4036s6lxbXUdljg0+0GYVrA2j9Af3IGikxrbJ3Z5K1j0eztyekxO2ZtGIbe2d/20f+Di5MoZlH8/s3kLBk83iXPyQvymsRkRs7IOzInCyLIZ/KFfCXfgu/Bz5H/Jbepo2CoOSJ3YrT3Cwklszk=</latexit><latexit sha1_base64="hHJkleo6igqXOS1lm7k1kgm3tw4=">AAACUnicdVJNb9QwEHW2fJRQ6LblxsViBeJQRU4Fu+mtUi8cF4ltK21WkePMLtY6iWVPKoqV/ 8IVfg8X/gonnDRIFMGcnt+b8cw8O9dKWmTsRzDauXf/wcPdR+HjvSdP98cHhxe2boyAhahVba5ybkHJChYoUcGVNsDLXMFlvj3v9MtrMFbW1Qe80bAq+aaSayk4eiobP0tRqgJcWnL8mK/dvG2zbTaesGh6Gs+mM8oi1kcH4mmSJDQemAkZYp4dBK/SohZNCRUKxa1dxkzjynGDUihow7SxoLnY8g0sPax4CXbl+vFb+rKxHGuqwVCpaE/ CnxWOl9belLnP7Ka0f2sd+S9t2eA6WTlZ6QahEl0jvyz0jaww0vsCtJAGEHk3OVBZUcENRwQjKRfCk4036s6lxbXUdljg0+0GYVrA2j9Af3IGikxrbJ3Z5K1j0eztyekxO2ZtGIbe2d/20f+Di5MoZlH8/s3kLBk83iXPyQvymsRkRs7IOzInCyLIZ/KFfCXfgu/Bz5H/Jbepo2CoOSJ3YrT3Cwklszk=</latexit><latexit sha1_base64="hHJkleo6igqXOS1lm7k1kgm3tw4=">AAACUnicdVJNb9QwEHW2fJRQ6LblxsViBeJQRU4Fu+mtUi8cF4ltK21WkePMLtY6iWVPKoqV/ 8IVfg8X/gonnDRIFMGcnt+b8cw8O9dKWmTsRzDauXf/wcPdR+HjvSdP98cHhxe2boyAhahVba5ybkHJChYoUcGVNsDLXMFlvj3v9MtrMFbW1Qe80bAq+aaSayk4eiobP0tRqgJcWnL8mK/dvG2zbTaesGh6Gs+mM8oi1kcH4mmSJDQemAkZYp4dBK/SohZNCRUKxa1dxkzjynGDUihow7SxoLnY8g0sPax4CXbl+vFb+rKxHGuqwVCpaE/ CnxWOl9belLnP7Ka0f2sd+S9t2eA6WTlZ6QahEl0jvyz0jaww0vsCtJAGEHk3OVBZUcENRwQjKRfCk4036s6lxbXUdljg0+0GYVrA2j9Af3IGikxrbJ3Z5K1j0eztyekxO2ZtGIbe2d/20f+Di5MoZlH8/s3kLBk83iXPyQvymsRkRs7IOzInCyLIZ/KFfCXfgu/Bz5H/Jbepo2CoOSJ3YrT3Cwklszk=</latexit>
Concatenate
Conv2D + BN + Leaky ReLU
Conv2D + Leaky ReLU
Conv2D
ReLU + Conv2D! + Crop2D + BN + Dropout
ReLU + Conv2D! + Crop2D + BN
ReLU + Conv2D! + Crop2DN⇥
N
<latexit sha1_base64="vOiNWvH72jTVa+o+dx2byysTTWo=">AAACRnicdVBNb9QwEJ0sXyV8tfTIxWIF4lCtnKrsprdKXHqqisS2FburlePMLlYdx7InFVWUf8EVfg9/gT/BDfVaJw0SRTCn5/dm/GZeZrXyxPmPaHDn7r37DzYexo8eP3n6bHPr+YkvKydxKktdurNMeNTK4JQUaTyzDkWRaTzNzt+1+ukFOq9K84EuLS4KsTZqpaSgQH08YnNSBXp2tNwc8tF4P5mMJ4yPeFctSMZpmrKkZ4bQ1/FyK3o9z0tZFWhIauH9LOGWFrVwpKTGJp5XHq2Q52KNswCNCD6Lulu5Ya8qL6hkFh1TmnUk/jlRi8L7yyILnYWgT/5vrSX/pc0qWqWLWhlbERrZGpHS2Bl56VTIAlmuHBKJdnNkyjApnCBCp5iQMpBVCOfWp/mFsr4/4PPNBfE8x1UIvXvVDvOltdTUbp01NR9N3u7u7/Ad3sRxHJL9HR/7PzjZHSUBv98bHqR9xhvwAl7CG0hgAgdwCMcwBQkGvsBX+BZ9j35Gv6Krm9ZB1M9sw60awDX9Mq+2</latexit><latexit sha1_base64="vOiNWvH72jTVa+o+dx2byysTTWo=">AAACRnicdVBNb9QwEJ0sXyV8tfTIxWIF4lCtnKrsprdKXHqqisS2FburlePMLlYdx7InFVWUf8EVfg9/gT/BDfVaJw0SRTCn5/dm/GZeZrXyxPmPaHDn7r37DzYexo8eP3n6bHPr+YkvKydxKktdurNMeNTK4JQUaTyzDkWRaTzNzt+1+ukFOq9K84EuLS4KsTZqpaSgQH08YnNSBXp2tNwc8tF4P5mMJ4yPeFctSMZpmrKkZ4bQ1/FyK3o9z0tZFWhIauH9LOGWFrVwpKTGJp5XHq2Q52KNswCNCD6Lulu5Ya8qL6hkFh1TmnUk/jlRi8L7yyILnYWgT/5vrSX/pc0qWqWLWhlbERrZGpHS2Bl56VTIAlmuHBKJdnNkyjApnCBCp5iQMpBVCOfWp/mFsr4/4PPNBfE8x1UIvXvVDvOltdTUbp01NR9N3u7u7/Ad3sRxHJL9HR/7PzjZHSUBv98bHqR9xhvwAl7CG0hgAgdwCMcwBQkGvsBX+BZ9j35Gv6Krm9ZB1M9sw60awDX9Mq+2</latexit><latexit sha1_base64="vOiNWvH72jTVa+o+dx2byysTTWo=">AAACRnicdVBNb9QwEJ0sXyV8tfTIxWIF4lCtnKrsprdKXHqqisS2FburlePMLlYdx7InFVWUf8EVfg9/gT/BDfVaJw0SRTCn5/dm/GZeZrXyxPmPaHDn7r37DzYexo8eP3n6bHPr+YkvKydxKktdurNMeNTK4JQUaTyzDkWRaTzNzt+1+ukFOq9K84EuLS4KsTZqpaSgQH08YnNSBXp2tNwc8tF4P5mMJ4yPeFctSMZpmrKkZ4bQ1/FyK3o9z0tZFWhIauH9LOGWFrVwpKTGJp5XHq2Q52KNswCNCD6Lulu5Ya8qL6hkFh1TmnUk/jlRi8L7yyILnYWgT/5vrSX/pc0qWqWLWhlbERrZGpHS2Bl56VTIAlmuHBKJdnNkyjApnCBCp5iQMpBVCOfWp/mFsr4/4PPNBfE8x1UIvXvVDvOltdTUbp01NR9N3u7u7/Ad3sRxHJL9HR/7PzjZHSUBv98bHqR9xhvwAl7CG0hgAgdwCMcwBQkGvsBX+BZ9j35Gv6Krm9ZB1M9sw60awDX9Mq+2</latexit><latexit sha1_base64="vOiNWvH72jTVa+o+dx2byysTTWo=">AAACRnicdVBNb9QwEJ0sXyV8tfTIxWIF4lCtnKrsprdKXHqqisS2FburlePMLlYdx7InFVWUf8EVfg9/gT/BDfVaJw0SRTCn5/dm/GZeZrXyxPmPaHDn7r37DzYexo8eP3n6bHPr+YkvKydxKktdurNMeNTK4JQUaTyzDkWRaTzNzt+1+ukFOq9K84EuLS4KsTZqpaSgQH08YnNSBXp2tNwc8tF4P5mMJ4yPeFctSMZpmrKkZ4bQ1/FyK3o9z0tZFWhIauH9LOGWFrVwpKTGJp5XHq2Q52KNswCNCD6Lulu5Ya8qL6hkFh1TmnUk/jlRi8L7yyILnYWgT/5vrSX/pc0qWqWLWhlbERrZGpHS2Bl56VTIAlmuHBKJdnNkyjApnCBCp5iQMpBVCOfWp/mFsr4/4PPNBfE8x1UIvXvVDvOltdTUbp01NR9N3u7u7/Ad3sRxHJL9HR/7PzjZHSUBv98bHqR9xhvwAl7CG0hgAgdwCMcwBQkGvsBX+BZ9j35Gv6Krm9ZB1M9sw60awDX9Mq+2</latexit>
.
.
.
<latexit sha1_base64="ZquJPdzajUg3c3oEAVLTqHdLx/4=">AAACP3icdVBNT9wwEHWAUho+ysexF4sViAOKnFW7G25IvXCkaheQdlcrx5ldLJzEsicIFOUncIXf05/BL+CGuPZWJ6QSVPBOz+/NeGZerJW0yNi9Nze/8GHx49Inf3llde3z+sbmic0LI2AgcpWbs5hbUDKDAUpUcKYN8DRWcBpffK/900swVubZL7zWME75LJNTKTg66WcQBJP1Dgt6B2G/16csYA1qEvaiKKJhq3RIi+PJhrc7SnJRpJChUNzaYcg0jktuUAoFlT8qLGguLvgMho5mPAU7LptdK7pTWI451WCoVLQR4WVHyVNrr9PYVaYcz+3/Xi2+5Q0LnEbjUma6QMhEPQilgmaQFUa6EIAm0gAirzcHKjMquOGIYCTlQjixcKm8+jS5lNq2B1w9X+CPEpi6tJtXaSCZaI1VaWZxVbKg/617sM/2WeX7vkv2X3z0fXLSDULHf3ztHEZtxkvkC9kmeyQkfXJIjsgxGRBBZuSG3JI777f34D16T8+lc17bs0VewfvzF7hLrZ8=</latexit><latexit sha1_base64="ZquJPdzajUg3c3oEAVLTqHdLx/4=">AAACP3icdVBNT9wwEHWAUho+ysexF4sViAOKnFW7G25IvXCkaheQdlcrx5ldLJzEsicIFOUncIXf05/BL+CGuPZWJ6QSVPBOz+/NeGZerJW0yNi9Nze/8GHx49Inf3llde3z+sbmic0LI2AgcpWbs5hbUDKDAUpUcKYN8DRWcBpffK/900swVubZL7zWME75LJNTKTg66WcQBJP1Dgt6B2G/16csYA1qEvaiKKJhq3RIi+PJhrc7SnJRpJChUNzaYcg0jktuUAoFlT8qLGguLvgMho5mPAU7LptdK7pTWI451WCoVLQR4WVHyVNrr9PYVaYcz+3/Xi2+5Q0LnEbjUma6QMhEPQilgmaQFUa6EIAm0gAirzcHKjMquOGIYCTlQjixcKm8+jS5lNq2B1w9X+CPEpi6tJtXaSCZaI1VaWZxVbKg/617sM/2WeX7vkv2X3z0fXLSDULHf3ztHEZtxkvkC9kmeyQkfXJIjsgxGRBBZuSG3JI777f34D16T8+lc17bs0VewfvzF7hLrZ8=</latexit><latexit sha1_base64="ZquJPdzajUg3c3oEAVLTqHdLx/4=">AAACP3icdVBNT9wwEHWAUho+ysexF4sViAOKnFW7G25IvXCkaheQdlcrx5ldLJzEsicIFOUncIXf05/BL+CGuPZWJ6QSVPBOz+/NeGZerJW0yNi9Nze/8GHx49Inf3llde3z+sbmic0LI2AgcpWbs5hbUDKDAUpUcKYN8DRWcBpffK/900swVubZL7zWME75LJNTKTg66WcQBJP1Dgt6B2G/16csYA1qEvaiKKJhq3RIi+PJhrc7SnJRpJChUNzaYcg0jktuUAoFlT8qLGguLvgMho5mPAU7LptdK7pTWI451WCoVLQR4WVHyVNrr9PYVaYcz+3/Xi2+5Q0LnEbjUma6QMhEPQilgmaQFUa6EIAm0gAirzcHKjMquOGIYCTlQjixcKm8+jS5lNq2B1w9X+CPEpi6tJtXaSCZaI1VaWZxVbKg/617sM/2WeX7vkv2X3z0fXLSDULHf3ztHEZtxkvkC9kmeyQkfXJIjsgxGRBBZuSG3JI777f34D16T8+lc17bs0VewfvzF7hLrZ8=</latexit><latexit sha1_base64="ZquJPdzajUg3c3oEAVLTqHdLx/4=">AAACP3icdVBNT9wwEHWAUho+ysexF4sViAOKnFW7G25IvXCkaheQdlcrx5ldLJzEsicIFOUncIXf05/BL+CGuPZWJ6QSVPBOz+/NeGZerJW0yNi9Nze/8GHx49Inf3llde3z+sbmic0LI2AgcpWbs5hbUDKDAUpUcKYN8DRWcBpffK/900swVubZL7zWME75LJNTKTg66WcQBJP1Dgt6B2G/16csYA1qEvaiKKJhq3RIi+PJhrc7SnJRpJChUNzaYcg0jktuUAoFlT8qLGguLvgMho5mPAU7LptdK7pTWI451WCoVLQR4WVHyVNrr9PYVaYcz+3/Xi2+5Q0LnEbjUma6QMhEPQilgmaQFUa6EIAm0gAirzcHKjMquOGIYCTlQjixcKm8+jS5lNq2B1w9X+CPEpi6tJtXaSCZaI1VaWZxVbKg/617sM/2WeX7vkv2X3z0fXLSDULHf3ztHEZtxkvkC9kmeyQkfXJIjsgxGRBBZuSG3JI777f34D16T8+lc17bs0VewfvzF7hLrZ8=</latexit> ..
.
<latexit sha1_base64="ZquJPdzajUg3c3oEAVLTqHdLx/4=">AAACP3icdVBNT9wwEHWAUho+ysexF4sViAOKnFW7G25IvXCkaheQdlcrx5ldLJzEsicIFOUncIXf05/BL+CGuPZWJ6QSVPBOz+/NeGZerJW0yNi9Nze/8GHx49Inf3llde3z+sbmic0LI2AgcpWbs5hbUDKDAUpUcKYN8DRWcBpffK/900swVubZL7zWME75LJNTKTg66WcQBJP1Dgt6B2G/16csYA1qEvaiKKJhq3RIi+PJhrc7SnJRpJChUNzaYcg0jktuUAoFlT8qLGguLvgMho5mPAU7LptdK7pTWI451WCoVLQR4WVHyVNrr9PYVaYcz+3/Xi2+5Q0LnEbjUma6QMhEPQilgmaQFUa6EIAm0gAirzcHKjMquOGIYCTlQjixcKm8+jS5lNq2B1w9X+CPEpi6tJtXaSCZaI1VaWZxVbKg/617sM/2WeX7vkv2X3z0fXLSDULHf3ztHEZtxkvkC9kmeyQkfXJIjsgxGRBBZuSG3JI777f34D16T8+lc17bs0VewfvzF7hLrZ8=</latexit><latexit sha1_base64="ZquJPdzajUg3c3oEAVLTqHdLx/4=">AAACP3icdVBNT9wwEHWAUho+ysexF4sViAOKnFW7G25IvXCkaheQdlcrx5ldLJzEsicIFOUncIXf05/BL+CGuPZWJ6QSVPBOz+/NeGZerJW0yNi9Nze/8GHx49Inf3llde3z+sbmic0LI2AgcpWbs5hbUDKDAUpUcKYN8DRWcBpffK/900swVubZL7zWME75LJNTKTg66WcQBJP1Dgt6B2G/16csYA1qEvaiKKJhq3RIi+PJhrc7SnJRpJChUNzaYcg0jktuUAoFlT8qLGguLvgMho5mPAU7LptdK7pTWI451WCoVLQR4WVHyVNrr9PYVaYcz+3/Xi2+5Q0LnEbjUma6QMhEPQilgmaQFUa6EIAm0gAirzcHKjMquOGIYCTlQjixcKm8+jS5lNq2B1w9X+CPEpi6tJtXaSCZaI1VaWZxVbKg/617sM/2WeX7vkv2X3z0fXLSDULHf3ztHEZtxkvkC9kmeyQkfXJIjsgxGRBBZuSG3JI777f34D16T8+lc17bs0VewfvzF7hLrZ8=</latexit><latexit sha1_base64="ZquJPdzajUg3c3oEAVLTqHdLx/4=">AAACP3icdVBNT9wwEHWAUho+ysexF4sViAOKnFW7G25IvXCkaheQdlcrx5ldLJzEsicIFOUncIXf05/BL+CGuPZWJ6QSVPBOz+/NeGZerJW0yNi9Nze/8GHx49Inf3llde3z+sbmic0LI2AgcpWbs5hbUDKDAUpUcKYN8DRWcBpffK/900swVubZL7zWME75LJNTKTg66WcQBJP1Dgt6B2G/16csYA1qEvaiKKJhq3RIi+PJhrc7SnJRpJChUNzaYcg0jktuUAoFlT8qLGguLvgMho5mPAU7LptdK7pTWI451WCoVLQR4WVHyVNrr9PYVaYcz+3/Xi2+5Q0LnEbjUma6QMhEPQilgmaQFUa6EIAm0gAirzcHKjMquOGIYCTlQjixcKm8+jS5lNq2B1w9X+CPEpi6tJtXaSCZaI1VaWZxVbKg/617sM/2WeX7vkv2X3z0fXLSDULHf3ztHEZtxkvkC9kmeyQkfXJIjsgxGRBBZuSG3JI777f34D16T8+lc17bs0VewfvzF7hLrZ8=</latexit><latexit sha1_base64="ZquJPdzajUg3c3oEAVLTqHdLx/4=">AAACP3icdVBNT9wwEHWAUho+ysexF4sViAOKnFW7G25IvXCkaheQdlcrx5ldLJzEsicIFOUncIXf05/BL+CGuPZWJ6QSVPBOz+/NeGZerJW0yNi9Nze/8GHx49Inf3llde3z+sbmic0LI2AgcpWbs5hbUDKDAUpUcKYN8DRWcBpffK/900swVubZL7zWME75LJNTKTg66WcQBJP1Dgt6B2G/16csYA1qEvaiKKJhq3RIi+PJhrc7SnJRpJChUNzaYcg0jktuUAoFlT8qLGguLvgMho5mPAU7LptdK7pTWI451WCoVLQR4WVHyVNrr9PYVaYcz+3/Xi2+5Q0LnEbjUma6QMhEPQilgmaQFUa6EIAm0gAirzcHKjMquOGIYCTlQjixcKm8+jS5lNq2B1w9X+CPEpi6tJtXaSCZaI1VaWZxVbKg/617sM/2WeX7vkv2X3z0fXLSDULHf3ztHEZtxkvkC9kmeyQkfXJIjsgxGRBBZuSG3JI777f34D16T8+lc17bs0VewfvzF7hLrZ8=</latexit>
N 16
⇥
N 16
<latexit sha1_base64="Z+NKVRwZs3FZMf+Pax+I3fgxRzQ=">AAACX3icdVHBTtwwEPWGtkDawtKeKi6mq1Y9oJWD2t1wQ+qlJwRSF5A2q5XjzG4tnMSyJ6jIypmv4Uq/pcf+SZ2QSiwq7/T83ozH85xqJS0y9rsXrD17/mJ9YzN8+er11nZ/582ZLSsjYCJKVZqLlFtQsoAJSlRwoQ3wPFVwnl5+bfzzKzBWlsV3vNYwy/mykAspOHpp3t9LFoYLd1y7aFTTBGUOlq5o8/6ADUeH0Xg0pmzIWjQkGsVxTKNOGZAOJ/Od3sckK0WVQ4FCcWunEdM4c9ygFArqMKksaC4u+RKmnhbcz5y5dpeafqgsx5JqMFQq2orwsMPx3NrrPPWVOccf9rHXiP/zphUu4pmTha4QCtEMQqmgHWSFkT4koJk0gMiblwOVBRXccEQwknIhvFj51FYuza6ktt0CP+83CJMMFv432pMzkM21xtqZZVo7Nhx/OTjcZ/usDsPQJ/svPvo0OTsYRp6ffh4cxV3GG2SXvCefSETG5Ih8IydkQgS5Ibfkjvzq/QnWg62gf18a9Lqet2QFwbu/VJy2jg==</latexit><latexit sha1_base64="Z+NKVRwZs3FZMf+Pax+I3fgxRzQ=">AAACX3icdVHBTtwwEPWGtkDawtKeKi6mq1Y9oJWD2t1wQ+qlJwRSF5A2q5XjzG4tnMSyJ6jIypmv4Uq/pcf+SZ2QSiwq7/T83ozH85xqJS0y9rsXrD17/mJ9YzN8+er11nZ/582ZLSsjYCJKVZqLlFtQsoAJSlRwoQ3wPFVwnl5+bfzzKzBWlsV3vNYwy/mykAspOHpp3t9LFoYLd1y7aFTTBGUOlq5o8/6ADUeH0Xg0pmzIWjQkGsVxTKNOGZAOJ/Od3sckK0WVQ4FCcWunEdM4c9ygFArqMKksaC4u+RKmnhbcz5y5dpeafqgsx5JqMFQq2orwsMPx3NrrPPWVOccf9rHXiP/zphUu4pmTha4QCtEMQqmgHWSFkT4koJk0gMiblwOVBRXccEQwknIhvFj51FYuza6ktt0CP+83CJMMFv432pMzkM21xtqZZVo7Nhx/OTjcZ/usDsPQJ/svPvo0OTsYRp6ffh4cxV3GG2SXvCefSETG5Ih8IydkQgS5Ibfkjvzq/QnWg62gf18a9Lqet2QFwbu/VJy2jg==</latexit><latexit sha1_base64="Z+NKVRwZs3FZMf+Pax+I3fgxRzQ=">AAACX3icdVHBTtwwEPWGtkDawtKeKi6mq1Y9oJWD2t1wQ+qlJwRSF5A2q5XjzG4tnMSyJ6jIypmv4Uq/pcf+SZ2QSiwq7/T83ozH85xqJS0y9rsXrD17/mJ9YzN8+er11nZ/582ZLSsjYCJKVZqLlFtQsoAJSlRwoQ3wPFVwnl5+bfzzKzBWlsV3vNYwy/mykAspOHpp3t9LFoYLd1y7aFTTBGUOlq5o8/6ADUeH0Xg0pmzIWjQkGsVxTKNOGZAOJ/Od3sckK0WVQ4FCcWunEdM4c9ygFArqMKksaC4u+RKmnhbcz5y5dpeafqgsx5JqMFQq2orwsMPx3NrrPPWVOccf9rHXiP/zphUu4pmTha4QCtEMQqmgHWSFkT4koJk0gMiblwOVBRXccEQwknIhvFj51FYuza6ktt0CP+83CJMMFv432pMzkM21xtqZZVo7Nhx/OTjcZ/usDsPQJ/svPvo0OTsYRp6ffh4cxV3GG2SXvCefSETG5Ih8IydkQgS5Ibfkjvzq/QnWg62gf18a9Lqet2QFwbu/VJy2jg==</latexit><latexit sha1_base64="Z+NKVRwZs3FZMf+Pax+I3fgxRzQ=">AAACX3icdVHBTtwwEPWGtkDawtKeKi6mq1Y9oJWD2t1wQ+qlJwRSF5A2q5XjzG4tnMSyJ6jIypmv4Uq/pcf+SZ2QSiwq7/T83ozH85xqJS0y9rsXrD17/mJ9YzN8+er11nZ/582ZLSsjYCJKVZqLlFtQsoAJSlRwoQ3wPFVwnl5+bfzzKzBWlsV3vNYwy/mykAspOHpp3t9LFoYLd1y7aFTTBGUOlq5o8/6ADUeH0Xg0pmzIWjQkGsVxTKNOGZAOJ/Od3sckK0WVQ4FCcWunEdM4c9ygFArqMKksaC4u+RKmnhbcz5y5dpeafqgsx5JqMFQq2orwsMPx3NrrPPWVOccf9rHXiP/zphUu4pmTha4QCtEMQqmgHWSFkT4koJk0gMiblwOVBRXccEQwknIhvFj51FYuza6ktt0CP+83CJMMFv432pMzkM21xtqZZVo7Nhx/OTjcZ/usDsPQJ/svPvo0OTsYRp6ffh4cxV3GG2SXvCefSETG5Ih8IydkQgS5Ibfkjvzq/QnWg62gf18a9Lqet2QFwbu/VJy2jg==</latexit>
N 2
⇥
N 2
<latexit sha1_base64="ljM2bqOvRFsZm9OXMBsqjsV4nB0=">AAACXXicdVHBTtwwEPWmUGhKYWkPPfSA1VWrHtDKWcFuuCH10lNFpS4gbVYrx5ndWjiJZU8QyMqxX9MrfExP/ZU6IZWggnd6fm/G43lOtZIWGfvdC56trT/f2HwRvtx6tb3T3319asvKCJiKUpXmPOUWlCxgihIVnGsDPE8VnKUXnxv/7BKMlWXxHa81zHO+KuRSCo5eWvT3kqXhwn2t3aimCcocLL0vLfoDNhwfRZPxhLIha9GQaBzHMY06ZUA6nCx2ex+TrBRVDgUKxa2dRUzj3HGDUiiow6SyoLm44CuYeVpwP3Lu2k1q+qGyHEuqwVCpaCvC/Q7Hc2uv89RX5hx/2P+9RnzMm1W4jOdOFrpCKEQzCKWCdpAVRvqIgGbSACJvXg5UFlRwwxHBSMqF8GLlM3twaXYpte0WuLrbIEwyWPq/aE/OQLbQGmtnVmnt2HByODraZ/usDsPQJ/svPvo0OR0NI8+/HQyO4y7jTfKOvCefSEQm5Jh8ISdkSgT5SX6RG3Lb+xOsB1vB9l1p0Ot63pAHCN7+BTGXthA=</latexit><latexit sha1_base64="ljM2bqOvRFsZm9OXMBsqjsV4nB0=">AAACXXicdVHBTtwwEPWmUGhKYWkPPfSA1VWrHtDKWcFuuCH10lNFpS4gbVYrx5ndWjiJZU8QyMqxX9MrfExP/ZU6IZWggnd6fm/G43lOtZIWGfvdC56trT/f2HwRvtx6tb3T3319asvKCJiKUpXmPOUWlCxgihIVnGsDPE8VnKUXnxv/7BKMlWXxHa81zHO+KuRSCo5eWvT3kqXhwn2t3aimCcocLL0vLfoDNhwfRZPxhLIha9GQaBzHMY06ZUA6nCx2ex+TrBRVDgUKxa2dRUzj3HGDUiiow6SyoLm44CuYeVpwP3Lu2k1q+qGyHEuqwVCpaCvC/Q7Hc2uv89RX5hx/2P+9RnzMm1W4jOdOFrpCKEQzCKWCdpAVRvqIgGbSACJvXg5UFlRwwxHBSMqF8GLlM3twaXYpte0WuLrbIEwyWPq/aE/OQLbQGmtnVmnt2HByODraZ/usDsPQJ/svPvo0OR0NI8+/HQyO4y7jTfKOvCefSEQm5Jh8ISdkSgT5SX6RG3Lb+xOsB1vB9l1p0Ot63pAHCN7+BTGXthA=</latexit><latexit sha1_base64="ljM2bqOvRFsZm9OXMBsqjsV4nB0=">AAACXXicdVHBTtwwEPWmUGhKYWkPPfSA1VWrHtDKWcFuuCH10lNFpS4gbVYrx5ndWjiJZU8QyMqxX9MrfExP/ZU6IZWggnd6fm/G43lOtZIWGfvdC56trT/f2HwRvtx6tb3T3319asvKCJiKUpXmPOUWlCxgihIVnGsDPE8VnKUXnxv/7BKMlWXxHa81zHO+KuRSCo5eWvT3kqXhwn2t3aimCcocLL0vLfoDNhwfRZPxhLIha9GQaBzHMY06ZUA6nCx2ex+TrBRVDgUKxa2dRUzj3HGDUiiow6SyoLm44CuYeVpwP3Lu2k1q+qGyHEuqwVCpaCvC/Q7Hc2uv89RX5hx/2P+9RnzMm1W4jOdOFrpCKEQzCKWCdpAVRvqIgGbSACJvXg5UFlRwwxHBSMqF8GLlM3twaXYpte0WuLrbIEwyWPq/aE/OQLbQGmtnVmnt2HByODraZ/usDsPQJ/svPvo0OR0NI8+/HQyO4y7jTfKOvCefSEQm5Jh8ISdkSgT5SX6RG3Lb+xOsB1vB9l1p0Ot63pAHCN7+BTGXthA=</latexit><latexit sha1_base64="ljM2bqOvRFsZm9OXMBsqjsV4nB0=">AAACXXicdVHBTtwwEPWmUGhKYWkPPfSA1VWrHtDKWcFuuCH10lNFpS4gbVYrx5ndWjiJZU8QyMqxX9MrfExP/ZU6IZWggnd6fm/G43lOtZIWGfvdC56trT/f2HwRvtx6tb3T3319asvKCJiKUpXmPOUWlCxgihIVnGsDPE8VnKUXnxv/7BKMlWXxHa81zHO+KuRSCo5eWvT3kqXhwn2t3aimCcocLL0vLfoDNhwfRZPxhLIha9GQaBzHMY06ZUA6nCx2ex+TrBRVDgUKxa2dRUzj3HGDUiiow6SyoLm44CuYeVpwP3Lu2k1q+qGyHEuqwVCpaCvC/Q7Hc2uv89RX5hx/2P+9RnzMm1W4jOdOFrpCKEQzCKWCdpAVRvqIgGbSACJvXg5UFlRwwxHBSMqF8GLlM3twaXYpte0WuLrbIEwyWPq/aE/OQLbQGmtnVmnt2HByODraZ/usDsPQJ/svPvo0OR0NI8+/HQyO4y7jTfKOvCefSEQm5Jh8ISdkSgT5SX6RG3Lb+xOsB1vB9l1p0Ot63pAHCN7+BTGXthA=</latexit>
N 4
⇥
N 4
<latexit sha1_base64="cVDJRwmKAftcmJCHndztngS5XB8=">AAACXXicdVHBTtwwEPWm0EJK6dIeOPSA1VWrHtDKQbAbbki9cKpA6gLSZrVynNmthZNY9gSBrBz7Nb22H9NTfwUnBAkqeKfn92Y8nudUK2mRsb+94MXK6stXa+vh6403m2/7W+/ObFkZARNRqtJcpNyCkgVMUKKCC22A56mC8/Tya+OfX4Gxsiy+442GWc6XhVxIwdFL8/5OsjBcuG+1269pgjIHSx9K8/6ADUeH0Xg0pmzIWjQkGsVxTKNOGZAOJ/Ot3uckK0WVQ4FCcWunEdM4c9ygFArqMKksaC4u+RKmnhbcj5y5dpOafqosx5JqMFQq2orwsMPx3NqbPPWVOccf9n+vEZ/yphUu4pmTha4QCtEMQqmgHWSFkT4ioJk0gMiblwOVBRXccEQwknIhvFj5zB5dml1JbbsFru82CJMMFv4v2pMzkM21xtqZZVo7Nhwf7B3usl1Wh2Hok72Pjz5PzvaGkeen+4OjuMt4jXwgH8kXEpExOSLH5IRMiCA/yS/ym/zp/QtWg41g86406HU978kjBNu3OSm2FA==</latexit><latexit sha1_base64="cVDJRwmKAftcmJCHndztngS5XB8=">AAACXXicdVHBTtwwEPWm0EJK6dIeOPSA1VWrHtDKQbAbbki9cKpA6gLSZrVynNmthZNY9gSBrBz7Nb22H9NTfwUnBAkqeKfn92Y8nudUK2mRsb+94MXK6stXa+vh6403m2/7W+/ObFkZARNRqtJcpNyCkgVMUKKCC22A56mC8/Tya+OfX4Gxsiy+442GWc6XhVxIwdFL8/5OsjBcuG+1269pgjIHSx9K8/6ADUeH0Xg0pmzIWjQkGsVxTKNOGZAOJ/Ot3uckK0WVQ4FCcWunEdM4c9ygFArqMKksaC4u+RKmnhbcj5y5dpOafqosx5JqMFQq2orwsMPx3NqbPPWVOccf9n+vEZ/yphUu4pmTha4QCtEMQqmgHWSFkT4ioJk0gMiblwOVBRXccEQwknIhvFj5zB5dml1JbbsFru82CJMMFv4v2pMzkM21xtqZZVo7Nhwf7B3usl1Wh2Hok72Pjz5PzvaGkeen+4OjuMt4jXwgH8kXEpExOSLH5IRMiCA/yS/ym/zp/QtWg41g86406HU978kjBNu3OSm2FA==</latexit><latexit sha1_base64="cVDJRwmKAftcmJCHndztngS5XB8=">AAACXXicdVHBTtwwEPWm0EJK6dIeOPSA1VWrHtDKQbAbbki9cKpA6gLSZrVynNmthZNY9gSBrBz7Nb22H9NTfwUnBAkqeKfn92Y8nudUK2mRsb+94MXK6stXa+vh6403m2/7W+/ObFkZARNRqtJcpNyCkgVMUKKCC22A56mC8/Tya+OfX4Gxsiy+442GWc6XhVxIwdFL8/5OsjBcuG+1269pgjIHSx9K8/6ADUeH0Xg0pmzIWjQkGsVxTKNOGZAOJ/Ot3uckK0WVQ4FCcWunEdM4c9ygFArqMKksaC4u+RKmnhbcj5y5dpOafqosx5JqMFQq2orwsMPx3NqbPPWVOccf9n+vEZ/yphUu4pmTha4QCtEMQqmgHWSFkT4ioJk0gMiblwOVBRXccEQwknIhvFj5zB5dml1JbbsFru82CJMMFv4v2pMzkM21xtqZZVo7Nhwf7B3usl1Wh2Hok72Pjz5PzvaGkeen+4OjuMt4jXwgH8kXEpExOSLH5IRMiCA/yS/ym/zp/QtWg41g86406HU978kjBNu3OSm2FA==</latexit><latexit sha1_base64="cVDJRwmKAftcmJCHndztngS5XB8=">AAACXXicdVHBTtwwEPWm0EJK6dIeOPSA1VWrHtDKQbAbbki9cKpA6gLSZrVynNmthZNY9gSBrBz7Nb22H9NTfwUnBAkqeKfn92Y8nudUK2mRsb+94MXK6stXa+vh6403m2/7W+/ObFkZARNRqtJcpNyCkgVMUKKCC22A56mC8/Tya+OfX4Gxsiy+442GWc6XhVxIwdFL8/5OsjBcuG+1269pgjIHSx9K8/6ADUeH0Xg0pmzIWjQkGsVxTKNOGZAOJ/Ot3uckK0WVQ4FCcWunEdM4c9ygFArqMKksaC4u+RKmnhbcj5y5dpOafqosx5JqMFQq2orwsMPx3NqbPPWVOccf9n+vEZ/yphUu4pmTha4QCtEMQqmgHWSFkT4ioJk0gMiblwOVBRXccEQwknIhvFj5zB5dml1JbbsFru82CJMMFv4v2pMzkM21xtqZZVo7Nhwf7B3usl1Wh2Hok72Pjz5PzvaGkeen+4OjuMt4jXwgH8kXEpExOSLH5IRMiCA/yS/ym/zp/QtWg41g86406HU978kjBNu3OSm2FA==</latexit>
N 8
⇥
N 8
<latexit sha1_base64="DNBdig5xZKg9Ht8Qh1vs5IWYGAE=">AAACXXicdVHBTtwwEPWmpdCUwtIeeuihVletekArB9HdcEPqhVMFUheQNquV48xuLZzEsieoyMqRr+EKH9NTfwUnBAkqeKfn92Y8nudUK2mRsb+94MXLlVera6/DN+tvNzb7W++ObVkZARNRqtKcptyCkgVMUKKCU22A56mCk/TsR+OfnIOxsix+4YWGWc6XhVxIwdFL8/6nZGG4cD9rF9c0QZmDpQ+leX/AhqO9aDwaUzZkLRoSjeI4plGnDEiHw/lW72uSlaLKoUChuLXTiGmcOW5QCgV1mFQWNBdnfAlTTwvuR85cu0lNv1SWY0k1GCoVbUV42OF4bu1FnvrKnONv+7/XiE950woX8czJQlcIhWgGoVTQDrLCSB8R0EwaQOTNy4HKggpuOCIYSbkQXqx8Zo8uzc6ltt0Cf+42CJMMFv4v2pMzkM21xtqZZVo7Nhx/39nbZtusDsPQJ3sfH32eHO8MI8+Pdgf7cZfxGvlIPpNvJCJjsk8OyCGZEEEuyRW5Jje9f8FKsB5s3JUGva7nPXmE4MMtSE22HA==</latexit><latexit sha1_base64="DNBdig5xZKg9Ht8Qh1vs5IWYGAE=">AAACXXicdVHBTtwwEPWmpdCUwtIeeuihVletekArB9HdcEPqhVMFUheQNquV48xuLZzEsieoyMqRr+EKH9NTfwUnBAkqeKfn92Y8nudUK2mRsb+94MXLlVera6/DN+tvNzb7W++ObVkZARNRqtKcptyCkgVMUKKCU22A56mCk/TsR+OfnIOxsix+4YWGWc6XhVxIwdFL8/6nZGG4cD9rF9c0QZmDpQ+leX/AhqO9aDwaUzZkLRoSjeI4plGnDEiHw/lW72uSlaLKoUChuLXTiGmcOW5QCgV1mFQWNBdnfAlTTwvuR85cu0lNv1SWY0k1GCoVbUV42OF4bu1FnvrKnONv+7/XiE950woX8czJQlcIhWgGoVTQDrLCSB8R0EwaQOTNy4HKggpuOCIYSbkQXqx8Zo8uzc6ltt0Cf+42CJMMFv4v2pMzkM21xtqZZVo7Nhx/39nbZtusDsPQJ3sfH32eHO8MI8+Pdgf7cZfxGvlIPpNvJCJjsk8OyCGZEEEuyRW5Jje9f8FKsB5s3JUGva7nPXmE4MMtSE22HA==</latexit><latexit sha1_base64="DNBdig5xZKg9Ht8Qh1vs5IWYGAE=">AAACXXicdVHBTtwwEPWmpdCUwtIeeuihVletekArB9HdcEPqhVMFUheQNquV48xuLZzEsieoyMqRr+EKH9NTfwUnBAkqeKfn92Y8nudUK2mRsb+94MXLlVera6/DN+tvNzb7W++ObVkZARNRqtKcptyCkgVMUKKCU22A56mCk/TsR+OfnIOxsix+4YWGWc6XhVxIwdFL8/6nZGG4cD9rF9c0QZmDpQ+leX/AhqO9aDwaUzZkLRoSjeI4plGnDEiHw/lW72uSlaLKoUChuLXTiGmcOW5QCgV1mFQWNBdnfAlTTwvuR85cu0lNv1SWY0k1GCoVbUV42OF4bu1FnvrKnONv+7/XiE950woX8czJQlcIhWgGoVTQDrLCSB8R0EwaQOTNy4HKggpuOCIYSbkQXqx8Zo8uzc6ltt0Cf+42CJMMFv4v2pMzkM21xtqZZVo7Nhx/39nbZtusDsPQJ3sfH32eHO8MI8+Pdgf7cZfxGvlIPpNvJCJjsk8OyCGZEEEuyRW5Jje9f8FKsB5s3JUGva7nPXmE4MMtSE22HA==</latexit><latexit sha1_base64="DNBdig5xZKg9Ht8Qh1vs5IWYGAE=">AAACXXicdVHBTtwwEPWmpdCUwtIeeuihVletekArB9HdcEPqhVMFUheQNquV48xuLZzEsieoyMqRr+EKH9NTfwUnBAkqeKfn92Y8nudUK2mRsb+94MXLlVera6/DN+tvNzb7W++ObVkZARNRqtKcptyCkgVMUKKCU22A56mCk/TsR+OfnIOxsix+4YWGWc6XhVxIwdFL8/6nZGG4cD9rF9c0QZmDpQ+leX/AhqO9aDwaUzZkLRoSjeI4plGnDEiHw/lW72uSlaLKoUChuLXTiGmcOW5QCgV1mFQWNBdnfAlTTwvuR85cu0lNv1SWY0k1GCoVbUV42OF4bu1FnvrKnONv+7/XiE950woX8czJQlcIhWgGoVTQDrLCSB8R0EwaQOTNy4HKggpuOCIYSbkQXqx8Zo8uzc6ltt0Cf+42CJMMFv4v2pMzkM21xtqZZVo7Nhx/39nbZtusDsPQJ3sfH32eHO8MI8+Pdgf7cZfxGvlIPpNvJCJjsk8OyCGZEEEuyRW5Jje9f8FKsB5s3JUGva7nPXmE4MMtSE22HA==</latexit>
2
⇥
2
<latexit sha1_base64="OOSo0bxgVacI41NOWVhRWVIEqPo=">AAACRnicdVBNb9QwEJ0sXyV8tXDkYrECcagiZ1V201slLhyLxLYVu6uV48wuVh3HsicVVZR/wRV+D3+BP8ENccVJg0QRzOn5vRm/mZdbrTxx/i0a3bh56/adnbvxvfsPHj7a3Xt84qvaSZzLSlfuLBcetTI4J0Uaz6xDUeYaT/Pz151+eoHOq8q8o0uLq1JsjdooKShQ7ydsSapEzybr3TFPpofpbDpjPOF9dSCdZlnG0oEZw1DH673oxbKoZF2iIamF94uUW1o1wpGSGtt4WXu0Qp6LLS4CNCL4rJp+5ZY9r72gill0TGnWk/jnRCNK7y/LPHSWgj74v7WO/Je2qGmTrRplbE1oZGdESmNv5KVTIQtkhXJIJLrNkSnDpHCCCJ1iQspA1iGca58WF8r64YCPVxfEywI3IfT+1Tgs1tZS27ht3jY8mb2aHO7zfd7GcRyS/R0f+z84mSQpT9K3B+OjbMh4B57CM3gJKczgCN7AMcxBgoFP8Bm+RF+j79GP6OdV6ygaZp7AtRrBL5S8r34=</latexit><latexit sha1_base64="OOSo0bxgVacI41NOWVhRWVIEqPo=">AAACRnicdVBNb9QwEJ0sXyV8tXDkYrECcagiZ1V201slLhyLxLYVu6uV48wuVh3HsicVVZR/wRV+D3+BP8ENccVJg0QRzOn5vRm/mZdbrTxx/i0a3bh56/adnbvxvfsPHj7a3Xt84qvaSZzLSlfuLBcetTI4J0Uaz6xDUeYaT/Pz151+eoHOq8q8o0uLq1JsjdooKShQ7ydsSapEzybr3TFPpofpbDpjPOF9dSCdZlnG0oEZw1DH673oxbKoZF2iIamF94uUW1o1wpGSGtt4WXu0Qp6LLS4CNCL4rJp+5ZY9r72gill0TGnWk/jnRCNK7y/LPHSWgj74v7WO/Je2qGmTrRplbE1oZGdESmNv5KVTIQtkhXJIJLrNkSnDpHCCCJ1iQspA1iGca58WF8r64YCPVxfEywI3IfT+1Tgs1tZS27ht3jY8mb2aHO7zfd7GcRyS/R0f+z84mSQpT9K3B+OjbMh4B57CM3gJKczgCN7AMcxBgoFP8Bm+RF+j79GP6OdV6ygaZp7AtRrBL5S8r34=</latexit><latexit sha1_base64="OOSo0bxgVacI41NOWVhRWVIEqPo=">AAACRnicdVBNb9QwEJ0sXyV8tXDkYrECcagiZ1V201slLhyLxLYVu6uV48wuVh3HsicVVZR/wRV+D3+BP8ENccVJg0QRzOn5vRm/mZdbrTxx/i0a3bh56/adnbvxvfsPHj7a3Xt84qvaSZzLSlfuLBcetTI4J0Uaz6xDUeYaT/Pz151+eoHOq8q8o0uLq1JsjdooKShQ7ydsSapEzybr3TFPpofpbDpjPOF9dSCdZlnG0oEZw1DH673oxbKoZF2iIamF94uUW1o1wpGSGtt4WXu0Qp6LLS4CNCL4rJp+5ZY9r72gill0TGnWk/jnRCNK7y/LPHSWgj74v7WO/Je2qGmTrRplbE1oZGdESmNv5KVTIQtkhXJIJLrNkSnDpHCCCJ1iQspA1iGca58WF8r64YCPVxfEywI3IfT+1Tgs1tZS27ht3jY8mb2aHO7zfd7GcRyS/R0f+z84mSQpT9K3B+OjbMh4B57CM3gJKczgCN7AMcxBgoFP8Bm+RF+j79GP6OdV6ygaZp7AtRrBL5S8r34=</latexit><latexit sha1_base64="OOSo0bxgVacI41NOWVhRWVIEqPo=">AAACRnicdVBNb9QwEJ0sXyV8tXDkYrECcagiZ1V201slLhyLxLYVu6uV48wuVh3HsicVVZR/wRV+D3+BP8ENccVJg0QRzOn5vRm/mZdbrTxx/i0a3bh56/adnbvxvfsPHj7a3Xt84qvaSZzLSlfuLBcetTI4J0Uaz6xDUeYaT/Pz151+eoHOq8q8o0uLq1JsjdooKShQ7ydsSapEzybr3TFPpofpbDpjPOF9dSCdZlnG0oEZw1DH673oxbKoZF2iIamF94uUW1o1wpGSGtt4WXu0Qp6LLS4CNCL4rJp+5ZY9r72gill0TGnWk/jnRCNK7y/LPHSWgj74v7WO/Je2qGmTrRplbE1oZGdESmNv5KVTIQtkhXJIJLrNkSnDpHCCCJ1iQspA1iGca58WF8r64YCPVxfEywI3IfT+1Tgs1tZS27ht3jY8mb2aHO7zfd7GcRyS/R0f+z84mSQpT9K3B+OjbMh4B57CM3gJKczgCN7AMcxBgoFP8Bm+RF+j79GP6OdV6ygaZp7AtRrBL5S8r34=</latexit>
N
⇥
N
<latexit sha1_base64="vOiNWvH72jTVa+o+dx2byysTTWo=">AAACRnicdVBNb9QwEJ0sXyV8tfTIxWIF4lCtnKrsprdKXHqqisS2FburlePMLlYdx7InFVWUf8EVfg9/gT/BDfVaJw0SRTCn5/dm/GZeZrXyxPmPaHDn7r37DzYexo8eP3n6bHPr+YkvKydxKktdurNMeNTK4JQUaTyzDkWRaTzNzt+1+ukFOq9K84EuLS4KsTZqpaSgQH08YnNSBXp2tNwc8tF4P5mMJ4yPeFctSMZpmrKkZ4bQ1/FyK3o9z0tZFWhIauH9LOGWFrVwpKTGJp5XHq2Q52KNswCNCD6Lulu5Ya8qL6hkFh1TmnUk/jlRi8L7yyILnYWgT/5vrSX/pc0qWqWLWhlbERrZGpHS2Bl56VTIAlmuHBKJdnNkyjApnCBCp5iQMpBVCOfWp/mFsr4/4PPNBfE8x1UIvXvVDvOltdTUbp01NR9N3u7u7/Ad3sRxHJL9HR/7PzjZHSUBv98bHqR9xhvwAl7CG0hgAgdwCMcwBQkGvsBX+BZ9j35Gv6Krm9ZB1M9sw60awDX9Mq+2</latexit><latexit sha1_base64="vOiNWvH72jTVa+o+dx2byysTTWo=">AAACRnicdVBNb9QwEJ0sXyV8tfTIxWIF4lCtnKrsprdKXHqqisS2FburlePMLlYdx7InFVWUf8EVfg9/gT/BDfVaJw0SRTCn5/dm/GZeZrXyxPmPaHDn7r37DzYexo8eP3n6bHPr+YkvKydxKktdurNMeNTK4JQUaTyzDkWRaTzNzt+1+ukFOq9K84EuLS4KsTZqpaSgQH08YnNSBXp2tNwc8tF4P5mMJ4yPeFctSMZpmrKkZ4bQ1/FyK3o9z0tZFWhIauH9LOGWFrVwpKTGJp5XHq2Q52KNswCNCD6Lulu5Ya8qL6hkFh1TmnUk/jlRi8L7yyILnYWgT/5vrSX/pc0qWqWLWhlbERrZGpHS2Bl56VTIAlmuHBKJdnNkyjApnCBCp5iQMpBVCOfWp/mFsr4/4PPNBfE8x1UIvXvVDvOltdTUbp01NR9N3u7u7/Ad3sRxHJL9HR/7PzjZHSUBv98bHqR9xhvwAl7CG0hgAgdwCMcwBQkGvsBX+BZ9j35Gv6Krm9ZB1M9sw60awDX9Mq+2</latexit><latexit sha1_base64="vOiNWvH72jTVa+o+dx2byysTTWo=">AAACRnicdVBNb9QwEJ0sXyV8tfTIxWIF4lCtnKrsprdKXHqqisS2FburlePMLlYdx7InFVWUf8EVfg9/gT/BDfVaJw0SRTCn5/dm/GZeZrXyxPmPaHDn7r37DzYexo8eP3n6bHPr+YkvKydxKktdurNMeNTK4JQUaTyzDkWRaTzNzt+1+ukFOq9K84EuLS4KsTZqpaSgQH08YnNSBXp2tNwc8tF4P5mMJ4yPeFctSMZpmrKkZ4bQ1/FyK3o9z0tZFWhIauH9LOGWFrVwpKTGJp5XHq2Q52KNswCNCD6Lulu5Ya8qL6hkFh1TmnUk/jlRi8L7yyILnYWgT/5vrSX/pc0qWqWLWhlbERrZGpHS2Bl56VTIAlmuHBKJdnNkyjApnCBCp5iQMpBVCOfWp/mFsr4/4PPNBfE8x1UIvXvVDvOltdTUbp01NR9N3u7u7/Ad3sRxHJL9HR/7PzjZHSUBv98bHqR9xhvwAl7CG0hgAgdwCMcwBQkGvsBX+BZ9j35Gv6Krm9ZB1M9sw60awDX9Mq+2</latexit><latexit sha1_base64="vOiNWvH72jTVa+o+dx2byysTTWo=">AAACRnicdVBNb9QwEJ0sXyV8tfTIxWIF4lCtnKrsprdKXHqqisS2FburlePMLlYdx7InFVWUf8EVfg9/gT/BDfVaJw0SRTCn5/dm/GZeZrXyxPmPaHDn7r37DzYexo8eP3n6bHPr+YkvKydxKktdurNMeNTK4JQUaTyzDkWRaTzNzt+1+ukFOq9K84EuLS4KsTZqpaSgQH08YnNSBXp2tNwc8tF4P5mMJ4yPeFctSMZpmrKkZ4bQ1/FyK3o9z0tZFWhIauH9LOGWFrVwpKTGJp5XHq2Q52KNswCNCD6Lulu5Ya8qL6hkFh1TmnUk/jlRi8L7yyILnYWgT/5vrSX/pc0qWqWLWhlbERrZGpHS2Bl56VTIAlmuHBKJdnNkyjApnCBCp5iQMpBVCOfWp/mFsr4/4PPNBfE8x1UIvXvVDvOltdTUbp01NR9N3u7u7/Ad3sRxHJL9HR/7PzjZHSUBv98bHqR9xhvwAl7CG0hgAgdwCMcwBQkGvsBX+BZ9j35Gv6Krm9ZB1M9sw60awDX9Mq+2</latexit>
N16
⇥
N16
<latexit sha1_base64="Z+NKVRwZs3FZMf+Pax+I3fgxRzQ=">AAACX3icdVHBTtwwEPWGtkDawtKeKi6mq1Y9oJWD2t1wQ+qlJwRSF5A2q5XjzG4tnMSyJ6jIypmv4Uq/pcf+SZ2QSiwq7/T83ozH85xqJS0y9rsXrD17/mJ9YzN8+er11nZ/582ZLSsjYCJKVZqLlFtQsoAJSlRwoQ3wPFVwnl5+bfzzKzBWlsV3vNYwy/mykAspOHpp3t9LFoYLd1y7aFTTBGUOlq5o8/6ADUeH0Xg0pmzIWjQkGsVxTKNOGZAOJ/Od3sckK0WVQ4FCcWunEdM4c9ygFArqMKksaC4u+RKmnhbcz5y5dpeafqgsx5JqMFQq2orwsMPx3NrrPPWVOccf9rHXiP/zphUu4pmTha4QCtEMQqmgHWSFkT4koJk0gMiblwOVBRXccEQwknIhvFj51FYuza6ktt0CP+83CJMMFv432pMzkM21xtqZZVo7Nhx/OTjcZ/usDsPQJ/svPvo0OTsYRp6ffh4cxV3GG2SXvCefSETG5Ih8IydkQgS5Ibfkjvzq/QnWg62gf18a9Lqet2QFwbu/VJy2jg==</latexit><latexit sha1_base64="Z+NKVRwZs3FZMf+Pax+I3fgxRzQ=">AAACX3icdVHBTtwwEPWGtkDawtKeKi6mq1Y9oJWD2t1wQ+qlJwRSF5A2q5XjzG4tnMSyJ6jIypmv4Uq/pcf+SZ2QSiwq7/T83ozH85xqJS0y9rsXrD17/mJ9YzN8+er11nZ/582ZLSsjYCJKVZqLlFtQsoAJSlRwoQ3wPFVwnl5+bfzzKzBWlsV3vNYwy/mykAspOHpp3t9LFoYLd1y7aFTTBGUOlq5o8/6ADUeH0Xg0pmzIWjQkGsVxTKNOGZAOJ/Od3sckK0WVQ4FCcWunEdM4c9ygFArqMKksaC4u+RKmnhbcz5y5dpeafqgsx5JqMFQq2orwsMPx3NrrPPWVOccf9rHXiP/zphUu4pmTha4QCtEMQqmgHWSFkT4koJk0gMiblwOVBRXccEQwknIhvFj51FYuza6ktt0CP+83CJMMFv432pMzkM21xtqZZVo7Nhx/OTjcZ/usDsPQJ/svPvo0OTsYRp6ffh4cxV3GG2SXvCefSETG5Ih8IydkQgS5Ibfkjvzq/QnWg62gf18a9Lqet2QFwbu/VJy2jg==</latexit><latexit sha1_base64="Z+NKVRwZs3FZMf+Pax+I3fgxRzQ=">AAACX3icdVHBTtwwEPWGtkDawtKeKi6mq1Y9oJWD2t1wQ+qlJwRSF5A2q5XjzG4tnMSyJ6jIypmv4Uq/pcf+SZ2QSiwq7/T83ozH85xqJS0y9rsXrD17/mJ9YzN8+er11nZ/582ZLSsjYCJKVZqLlFtQsoAJSlRwoQ3wPFVwnl5+bfzzKzBWlsV3vNYwy/mykAspOHpp3t9LFoYLd1y7aFTTBGUOlq5o8/6ADUeH0Xg0pmzIWjQkGsVxTKNOGZAOJ/Od3sckK0WVQ4FCcWunEdM4c9ygFArqMKksaC4u+RKmnhbcz5y5dpeafqgsx5JqMFQq2orwsMPx3NrrPPWVOccf9rHXiP/zphUu4pmTha4QCtEMQqmgHWSFkT4koJk0gMiblwOVBRXccEQwknIhvFj51FYuza6ktt0CP+83CJMMFv432pMzkM21xtqZZVo7Nhx/OTjcZ/usDsPQJ/svPvo0OTsYRp6ffh4cxV3GG2SXvCefSETG5Ih8IydkQgS5Ibfkjvzq/QnWg62gf18a9Lqet2QFwbu/VJy2jg==</latexit><latexit sha1_base64="Z+NKVRwZs3FZMf+Pax+I3fgxRzQ=">AAACX3icdVHBTtwwEPWGtkDawtKeKi6mq1Y9oJWD2t1wQ+qlJwRSF5A2q5XjzG4tnMSyJ6jIypmv4Uq/pcf+SZ2QSiwq7/T83ozH85xqJS0y9rsXrD17/mJ9YzN8+er11nZ/582ZLSsjYCJKVZqLlFtQsoAJSlRwoQ3wPFVwnl5+bfzzKzBWlsV3vNYwy/mykAspOHpp3t9LFoYLd1y7aFTTBGUOlq5o8/6ADUeH0Xg0pmzIWjQkGsVxTKNOGZAOJ/Od3sckK0WVQ4FCcWunEdM4c9ygFArqMKksaC4u+RKmnhbcz5y5dpeafqgsx5JqMFQq2orwsMPx3NrrPPWVOccf9rHXiP/zphUu4pmTha4QCtEMQqmgHWSFkT4koJk0gMiblwOVBRXccEQwknIhvFj51FYuza6ktt0CP+83CJMMFv432pMzkM21xtqZZVo7Nhx/OTjcZ/usDsPQJ/svPvo0OTsYRp6ffh4cxV3GG2SXvCefSETG5Ih8IydkQgS5Ibfkjvzq/QnWg62gf18a9Lqet2QFwbu/VJy2jg==</latexit>
N2
⇥
N2
<latexit sha1_base64="ljM2bqOvRFsZm9OXMBsqjsV4nB0=">AAACXXicdVHBTtwwEPWmUGhKYWkPPfSA1VWrHtDKWcFuuCH10lNFpS4gbVYrx5ndWjiJZU8QyMqxX9MrfExP/ZU6IZWggnd6fm/G43lOtZIWGfvdC56trT/f2HwRvtx6tb3T3319asvKCJiKUpXmPOUWlCxgihIVnGsDPE8VnKUXnxv/7BKMlWXxHa81zHO+KuRSCo5eWvT3kqXhwn2t3aimCcocLL0vLfoDNhwfRZPxhLIha9GQaBzHMY06ZUA6nCx2ex+TrBRVDgUKxa2dRUzj3HGDUiiow6SyoLm44CuYeVpwP3Lu2k1q+qGyHEuqwVCpaCvC/Q7Hc2uv89RX5hx/2P+9RnzMm1W4jOdOFrpCKEQzCKWCdpAVRvqIgGbSACJvXg5UFlRwwxHBSMqF8GLlM3twaXYpte0WuLrbIEwyWPq/aE/OQLbQGmtnVmnt2HByODraZ/usDsPQJ/svPvo0OR0NI8+/HQyO4y7jTfKOvCefSEQm5Jh8ISdkSgT5SX6RG3Lb+xOsB1vB9l1p0Ot63pAHCN7+BTGXthA=</latexit><latexit sha1_base64="ljM2bqOvRFsZm9OXMBsqjsV4nB0=">AAACXXicdVHBTtwwEPWmUGhKYWkPPfSA1VWrHtDKWcFuuCH10lNFpS4gbVYrx5ndWjiJZU8QyMqxX9MrfExP/ZU6IZWggnd6fm/G43lOtZIWGfvdC56trT/f2HwRvtx6tb3T3319asvKCJiKUpXmPOUWlCxgihIVnGsDPE8VnKUXnxv/7BKMlWXxHa81zHO+KuRSCo5eWvT3kqXhwn2t3aimCcocLL0vLfoDNhwfRZPxhLIha9GQaBzHMY06ZUA6nCx2ex+TrBRVDgUKxa2dRUzj3HGDUiiow6SyoLm44CuYeVpwP3Lu2k1q+qGyHEuqwVCpaCvC/Q7Hc2uv89RX5hx/2P+9RnzMm1W4jOdOFrpCKEQzCKWCdpAVRvqIgGbSACJvXg5UFlRwwxHBSMqF8GLlM3twaXYpte0WuLrbIEwyWPq/aE/OQLbQGmtnVmnt2HByODraZ/usDsPQJ/svPvo0OR0NI8+/HQyO4y7jTfKOvCefSEQm5Jh8ISdkSgT5SX6RG3Lb+xOsB1vB9l1p0Ot63pAHCN7+BTGXthA=</latexit><latexit sha1_base64="ljM2bqOvRFsZm9OXMBsqjsV4nB0=">AAACXXicdVHBTtwwEPWmUGhKYWkPPfSA1VWrHtDKWcFuuCH10lNFpS4gbVYrx5ndWjiJZU8QyMqxX9MrfExP/ZU6IZWggnd6fm/G43lOtZIWGfvdC56trT/f2HwRvtx6tb3T3319asvKCJiKUpXmPOUWlCxgihIVnGsDPE8VnKUXnxv/7BKMlWXxHa81zHO+KuRSCo5eWvT3kqXhwn2t3aimCcocLL0vLfoDNhwfRZPxhLIha9GQaBzHMY06ZUA6nCx2ex+TrBRVDgUKxa2dRUzj3HGDUiiow6SyoLm44CuYeVpwP3Lu2k1q+qGyHEuqwVCpaCvC/Q7Hc2uv89RX5hx/2P+9RnzMm1W4jOdOFrpCKEQzCKWCdpAVRvqIgGbSACJvXg5UFlRwwxHBSMqF8GLlM3twaXYpte0WuLrbIEwyWPq/aE/OQLbQGmtnVmnt2HByODraZ/usDsPQJ/svPvo0OR0NI8+/HQyO4y7jTfKOvCefSEQm5Jh8ISdkSgT5SX6RG3Lb+xOsB1vB9l1p0Ot63pAHCN7+BTGXthA=</latexit><latexit sha1_base64="ljM2bqOvRFsZm9OXMBsqjsV4nB0=">AAACXXicdVHBTtwwEPWmUGhKYWkPPfSA1VWrHtDKWcFuuCH10lNFpS4gbVYrx5ndWjiJZU8QyMqxX9MrfExP/ZU6IZWggnd6fm/G43lOtZIWGfvdC56trT/f2HwRvtx6tb3T3319asvKCJiKUpXmPOUWlCxgihIVnGsDPE8VnKUXnxv/7BKMlWXxHa81zHO+KuRSCo5eWvT3kqXhwn2t3aimCcocLL0vLfoDNhwfRZPxhLIha9GQaBzHMY06ZUA6nCx2ex+TrBRVDgUKxa2dRUzj3HGDUiiow6SyoLm44CuYeVpwP3Lu2k1q+qGyHEuqwVCpaCvC/Q7Hc2uv89RX5hx/2P+9RnzMm1W4jOdOFrpCKEQzCKWCdpAVRvqIgGbSACJvXg5UFlRwwxHBSMqF8GLlM3twaXYpte0WuLrbIEwyWPq/aE/OQLbQGmtnVmnt2HByODraZ/usDsPQJ/svPvo0OR0NI8+/HQyO4y7jTfKOvCefSEQm5Jh8ISdkSgT5SX6RG3Lb+xOsB1vB9l1p0Ot63pAHCN7+BTGXthA=</latexit>
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Fig. 2. Architecture of the used U-net.
Consequently, it is possible to train a CA to learn a hidden
representation of the clean data in common shot gathers and
then to recover clean and densely sampled gathers from noisy
and scattered ones.
In particular, in this work we exploit a CNN architecture
known as U-net. Originally designed for image segmentation
problems and then used for several different tasks [43], the
U-net is named after the shape it is usually graphically
represented with. Indeed, U-net shares a large part of the
architecture with classical CA. However, in a U-net, the
representations of the input obtained at different levels of
the encoder are directly concatenated to the corresponding
decoder levels. This peculiarity typically allows to preserve the
structural integrity of the image and to enable a very precise
reconstruction. For the sake of brevity, we refer the interested
readers to [39] for a detailed explanation of these architectures.
Continuing the analogy with the transform-based methods,
we can think the trained U-net as an instrument implicitly
providing a multi-scale/multi-resolution compact representa-
tion, able to describe the complex features of clean seismic
data where noise and missing data are not modeled. By using a
computer vision terminology, we can think at the interpolation
and denoising task as an image transfer problem, with the
goal of transforming gathers corrupted by noise and/or missing
traces into regularly sampled clean gathers.
III. RECONSTRUCTING THE CORRUPTED GATHERS
In this section we explain how to reconstruct the corrupted
seismic gathers. In particular, we report the technical details
concerning the used network architecture and then we describe
two strategies for network training, to be used according to
the specific data corruption. Finally, we describe the system
deployment, that is the procedure designed to process, after
the training stage, the actual gather we want to reconstruct.
A. Implementation of U-net
In order to focus on local portions of the gathers and to
ensure a sufficiently large amount of data under analysis, we
work in a patch-wise fashion. Specifically, we divide each
shot gather into K patches of size N ×N . Then, we always
consider a single patch as input to the network. Notice that,
for what regards the U-net implementation, patches can be
extracted from the gather with or without overlap, being the U-
net architecture independent from the patch selection strategy.
The CNN we propose takes inspiration by recent works for
the interpolation task [38] but introduces a few novelties in
order to simplify the network architecture at highest levels and
enhance the system efficiency without drops in performances.
For instance, as seismic data typically has a value range very
different from that of natural digital images for which CNNs
are typically studied, each patch is multiplied by a constant
gain G (i.e., G = 2000 in the following experiments), which
proves to be an effective data normalization procedure in
terms of convergence speed and achieved validation results.
Moreover, we do not need to consider the gradient computation
and the batch normalization after the first convolutional layer,
thus making the proposed approach leaner.
Considering that corrupted gathers are labeled as I¯, the
generic k-th corrupted patch given as input to the network
is denoted as P¯k.
As U-net like architectures turn out to be the state-of-the-
art for the tasks of image inpainting [44], [45] and denoising
of medical images [46], we follow the trend started by [39],
exploiting a U-net architecture composed by the blocks shown
in Fig. 2:
1) A number of stages where a 2D Convolution with filter
size 4×4 and stride 2×2, sometimes followed by Batch
Normalization (BN) and/or Leaky ReLU, is performed.
These stages lead to the hidden representation (i.e., the
result of the encoding part). Specifically, we do not
4include the BN stage in the outermost layer and after
the 2D Convolution leading to h. It is worth noting that
the number of filters increases from 64 to 512 as we go
deep into the network.
2) The same number of stages as before where a ReLU,
a 2D Transposed Convolution with filter size 4 × 4 and
stride 2 × 2 and a 2D cropping, possibly followed by
BN and Dropout are performed. In this case, we use BN
on all layers except from the last one, while Dropout is
used only in the initial layers, until we reach a patch
dimension of N16 × N16 . In each stage we concatenate the
result of the corresponding encoding stage as in a typical
U-net fashion. Note that the number of filters is gradually
diminished as we go up in the right path of the network
(i.e., decoding path). The last stage outputs the patch P˜k,
of the same size of the input patch.
Additionally, the overall architecture scales according to the
patch dimension N , which can be selected depending on pos-
sible application-driven constraints. Anyway, as the network
can be characterized by more than 40 million parameters, it
needs to be trained on a significant amount of seismic images
as any typical deep learning solutions.
B. U-net training
Each corrupted patch P¯k coming from training dataset DT
is processed by the U-net, and a patch P˜k is estimated. The
network weights w are estimated by minimizing the loss
function computed with the original uncorrupted patch Pk.
For the task of interpolation only, some samples from P¯k are
already known, therefore we include their knowledge in the
loss function.
First, a set of K patches is extracted from image I¯; each
patch P¯k is processed by the U-net architecture U(·,w), and
a patch P˜k is estimated. For the tasks of denoising only and
joint denoising/interpolation, the post-processing block simply
divides P˜k by the gain G. Concerning the task of interpolation
only, also the known samples of P¯k are used together with
P˜k for reconstructing the patch Pˆk. Finally, image Iˆ is
reconstructed by re-assembling together the estimated patches.
Whether the patch extraction process required some patch-
overlap, the overlapping portions are sample-wise averaged.
Once defined the network architecture, the key point is the
design of the training strategy through a proper definition of
the cost function tailored to our specific problem. Indeed, the
U-net defines a parametric model x˜ = U(x,w), between the
output x˜ and the input x and network weights w. The training
phase consists in estimating the network weights w through
the minimization of a distance metrics between the network
input and its output. This distance is usually referred as loss
function, and its minimization is carried out using iterative
techniques (e.g., stochastic gradient methods, etc.).
Specifically, as shown in Fig. 3, we train the network in or-
der to transform patches P¯k, extracted from gathers corrupted
by noise and/or missing traces, into regularly sampled and
clean patches P˜k. As in any supervised learning problem, we
assume to have a training dataset DT and a validation dataset
DV , each one composed by pairs of corrupted/uncorrupted
gathers (I¯, I).
Interpolation only
Fig. 3. Sketch of the training phase.
These datasets are exploited for estimating the network
parameters w and to decide when to stop the cost function
minimization process. Actually, the training stage slightly
differs depending of the specific problem: denoising only,
interpolation only, and joint denoising/interpolation.
For denoising only and joint denoising/interpolation, model
weights are estimated by minimizing the loss function between
Pk and P˜k, defined as the squared error over all patches
belonging to gathers in the training set DT . Formally,
w = arg min
w
∑
Pk∈DT
∥∥∥Pk − P˜k(w)∥∥∥2
F
, (1)
where ‖·‖F represents the Frobenius norm and, with a slight
abuse of notation, Pk ∈ DT denotes patches extracted from
gathers belonging to training dataset.
However, for the task of interpolation only, we a-priori
know that only some samples need to be reconstructed by
the network (i.e., the missing ones), whereas the others can
be left untouched. For this reason, the loss is evaluated only
on reconstructed samples. This is implicitly performed by
adding a masking stage that sets to zero all uncorrupted traces.
Network weights are then estimated as
w = arg min
w
∑
Pk∈DT
∥∥∥(Pk − P˜k(w))⊗M∥∥∥2
F
, (2)
where ⊗ represents the Hadamard product and M is a binary
mask of size N ×N defined as
[M]i,j =
{
1 if
[
P¯k
]
i,j
is a missing sample
0 otherwise.
(3)
As in standard neural network training, we follow an
iterative procedure to minimize either (1) or (2), stopping at
the iteration where the mean squared error over all the patches
Pk ∈ DV is minimum.
Specifically, we use Adam optimization algorithm [47], with
learning rate and patience (i.e., the number of epochs with no
improvement after which training will be stopped) initialized
at 0.01 and 10, respectively. The former is decimated while the
latter is halved in presence of plateau of the cost function. In
general, we train the network for a maximum number of 100
epochs, although we verified the smallest loss on validation
patches is often achieved within the first 30 training epochs.
C. System Deployment
When a new corrupted gather I¯ belonging to evaluation
set DE is under analysis, its recovered version is estimated
following the scheme depicted in Fig. 4.
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Fig. 4. Proposed procedure for recovering each corrupted gather I¯.
First of all, a set of K patches is extracted from image I¯
as described in the previous Section. Then, each patch P¯k is
processed by the U-net architecture in order to estimate the
patch P˜k.
Following the same logic of the training phase, the esti-
mated patches are post-processed in slightly different ways
according to the specific goal. For denoising only and joint
denoising/interpolation, each patch P˜k simply undergoes a
denormalization step, thus it is divided by the gain G to obtain
the output patch Pˆk. Concerning the task of interpolation only,
it is reasonable to leave the known samples untouched in the
final estimated patch. Therefore, exploiting the binary mask
defined in (3), each patch Pˆk is obtained as
Pˆk =
P¯k ⊗ M¯+ P˜k ⊗M
G
, (4)
being M¯ the the logical complement (i.e., the negation) of M.
Eventually, in order to reconstruct the image gather Iˆ, all the
estimated patches Pˆk are re-assembled together, sample-wise
averaging the overlapping portions if some overlap between
patches was used during patch extraction procedure.
IV. RESULTS
In this section we present the result of our experiments,
obtained on well-known public datasets. Specifically, we eval-
uate our methodology over both synthetic and field data. First,
we introduce the accuracy metrics we exploit for evaluating
the results, and we show a tutorial example considering a very
simple case of study. Second, we separately validate the perfor-
mances of the proposed interpolation and denoising strategies
on both synthetic and field data. Finally, we investigate the
combined interpolation and denoising problem also comparing
our method against a recent solution.
A. Accuracy metrics
We evaluate the performances of our method in reconstruct-
ing each entire seismic image belonging to the evaluation set
DE , namely the corrupted gathers which have never been seen
by the U-net. The accuracy metrics is the same used by [35]
and [36], i.e., the S/N, defined as the ratio between the power
of the original gather and the power of the reconstruction error:
S/N = 10 log10
|| I ||2F
|| I− Iˆ ||2F
I ∈ DE . (5)
B. Tutorial example
In order to show the effectiveness of our strategy, we start
with a very simple case of study, that is, the corrupted gather
under investigation consists of a single dipping event with a
Ricker wavelet. In order to train, validate, and test the network,
we build a dataset of 251 gathers with size 512×256, randomly
varying slope and depth of the event. In particular, we always
train and validate the network using the first 250 gathers, and
we test over the last one. From each gather, we extract 153
patches with size 128 × 128 and with stride (24, 16) in the
temporal and spatial domain, respectively. For what concerns
the rationale behind the patch selection methodology, we refer
the reader to the next section, where we explain in details the
motivations behind our choice.
We consider three different data corruptions: (i) randomly
located missing traces; (ii) additive white Gaussian noise
(AWGN); (iii) joint presence of noise and missing traces.
Concerning the first situation, we randomly delete the 30% of
the traces from each gather; in the second case, we add AWGN
noise with standard deviation equal to 0.1; the third example
considers both corruptions. Results of the gather reconstruction
are shown in Fig. 5. The achieved S/N are 34.2dB, 19.5dB and
20.1dB, respectively. It is worth noting that, in all the three
situations, we are able to reconstruct the corrupted shot gather
with an acceptable level of accuracy, introducing few signal
leakage.
To compare our results with more standard solutions, we
consider an algorithm based on shaping regularization for
random missing traces recovery [17] and a method based on f-
x deconvolution for random noise attenuation [9]. Concerning
the interpolation of missing traces, the S/N achieved by [17] is
33.5dB, thus it is comparable with our result. Regarding the
denoising problem, the method based on f-x- deconvolution
only achieves S/N = −2.3dB. Despite the big gap between
this solution and ours, notice that the initial S/N of the gather
corrupted by AWGN was −15.8dB, therefore also the f-x
deconvolution strategy is able to reconstruct the gather with an
acceptable accuracy. Furthermore, contrarily to our proposal
which is data-driven, f-x deconvolution is totally blind and
does not need training data for estimating the result.
These examples show that a properly trained U-net is able to
deal with the tasks of interpolation and denoising: the network
is able to recognize the features characterizing linear events,
and to effectively reject as noise all other components. As
a matter of fact, the training set has been designed in order
to incorporate prior knowledge that actual signals are linear
events. However, the main benefit of U-net and more generally
of all CNNs is that, through learning, they are in principle able
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Fig. 5. Tutorial example results: (a) shows the original gather; (b) depicts results for interpolation of random missing traces; (c) draws results for AWGN
denoising; (d) shows results for joint interpolation and denoising. For each corruption, first column reports the corrupted gather, second column the reconstructed
one. For problems (b) and (d), third column shows the reconstruction error (i.e., the difference between reconstructed and original), while for problem (c) it
reports the residual error (i.e., the difference between reconstructed and corrupted).
to handle complex situations which cannot be easily described
by standard approaches based on mathematical models of
noise and seismic events.
C. Problem 1: Interpolation of missing traces
In this section we present the network performances in
interpolating gathers with missing traces. In particular, we start
showing results achieved over a synthetic dataset, considering
various interpolation situations. Finally, we evaluate the pro-
posed strategy on real field data.
1) Synthetic data set: The reference dataset used to sys-
tematically explore the results is extracted from the well
known synthetic BP-2004 benchmark [48]. In particular, we
work with 1348 shot gathers, cropped at the first 1152 traces
(taking the source as reference) and at the first 1920 time
samples/trace. The central frequency of each trace is 27Hz,
sampled every δt = 6ms, and the group spacing is 12.5m.
In order to properly evaluate the proposed method, we ran-
domly split the dataset into training, validation and evaluation,
using 250 shot gathers for training and validation (further split
on 75% of images for training set DT , and 25% for validation
set DV ), and the remaining for evaluation set DE .
a) Interpolation of uniformly distributed missing traces:
The first experiment investigates the situation of randomly
located missing traces with uniform distribution. This choice
follows the main reasoning of the works proposed in literature
[38], [17], [33].
In order to simulate a seismic acquisitions with randomly
missing traces, we extract 3 different datasets from the refer-
ence one, deleting a percentage H of the available data traces.
To be precise, for each shot gather I, we randomly delete the
H% of its traces, H ∈ {10, 30, 50}, obtaining a holed gather
I¯.
As shown in Section III-A, we work in patch-wise fashion
for reconstructing the corrupted gathers. Specifically, each
gather entering the network is initially split into a plurality
of squared patches, with dimensions N ×N . In light of this,
we perform an initial experiment to analyze the behaviour of
7Fig. 6. Average S/N achieved on gathers belonging to DE , as a function of
patch dimension N and overlap.
network output as a function of the specific input data. The
goal of this primary investigation is to select a good patch
extraction method, that is, the strategy leading to the highest
reconstruction accuracy on the evaluation set. We consider
different values for N , namely N ∈ {16, 32, 64, 128, 256},
and we evaluate the cases of non-overlapping patches and of
patches extracted with an overlap of N/2 in both directions.
To evaluate the U-net performances according to the chosen
patch extraction method, we use S/N defined in (5). Fig. 6
shows the average S/N achieved over gathers belonging to
evaluation set, with and without the overlap between the
extracted patches. Note that the case N = 256 does not
include results without overlap because the gather dimensions
are not integer multiples of this value. It is noticeable that
small values of N are not good solutions for reconstructing the
corrupted images, probably because the U-net needs to analyze
more samples together in order to find a significant hidden
representation of the input patch. As expected, introducing
some overlap during patch extraction always returns better
performances than just selecting adjacent patches. This is due
to two main factors: first, selecting overlapped patches in-
creases the amount of data seen by the network and reasonably
improves its performances; second, in the image reconstruction
phase, the overlapping portions of the patches are sample-
wise averaged, decreasing the possibility to generate undesired
edge/border effects.
Even if selecting an overlap of N/2 gives slightly better
results, one consideration must be done. At training stage,
we found out that a good strategy is to group in a single
batch all the patches extracted from the same shot gather,
ending up with a batch size (i.e., the amount of patches in
a batch) strictly dependent on N . Notice that the number of
samples per batch does not change with N , if patches are
not overlapped. Conversely, in case of overlapped patches,
the number of samples per batch increases, as some samples
belong to multiple patches. Therefore, the higher the overlap,
the larger the amount of GPU memory required in training
phase. If the absence of overlap requires a GPU memory usage
more or less equal to 4GB for every N , in case of overlap the
required space increases in a quadratic fashion.
(a)
(b)
(c)
(d)
Fig. 7. Example of data interpolation considering one gather of the synthetic
dataset. (a) depicts the original gather I, cropped in its central portion with size
450×300; (b) reports the corrupted gather I¯, with 50% of randomly missing
traces, (c) shows the reconstructed gather Iˆ; (d) depicts the reconstruction
error, which is the difference between reconstructed and original shot gather.
Therefore, considering that the achieved S/N performances
of the two methodologies (overlapped and non-overlapped
patches) are not so far, we choose the patch extraction strategy
which selects only adjacent and non-overlapping patches.
For this reason, hereinafter we only investigate the network
behavior considering non-overlapping patches, as overlapping
patches would make the solution impractical in the majority
of cases.
Regarding the patch dimension N , as the S/N curve
monotonically increases with the patch dimension but without
dropping performances in terms of memory usage, we select
N = 128 for all the experiments. We end up with batches of
135 non overlapping patches with dimensions 128 × 128 ex-
tracted from each shot gather. The process involves more than
25 000 training patches, more than 8 500 validation patches,
and more than 145 000 testing patches for each dataset.
Regarding the results, we are able to achieve S/N of
32.8dB, 24.2dB and 18.8dB for H = 10, 30 and 50, re-
spectively. The processed gathers do not visually show any
artifacts due to the interpolation method, even with H = 50,
as depicted by the example in Fig. 7. For what concerns the
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Fig. 8. Markov chain of the burst corruption model.
required computational time, we need more or less 75 minutes
for training and validate the network over 100 epochs. Despite
this could seem a quite huge amount of time, once training
has been done, we are able to recover a corrupted shot gather
belonging to the test set in less than 0.3 seconds. Specifically,
we run our tests on a Workstation equipped with Intel Xeon
E5-2687W v4 (48 Cores @ 3 GHz), RAM 252 GB and 1
TITAN V (5120 CUDA Cores @ 1455MHz), 12 GB.
b) Interpolation of bursts of missing traces: Uniform
distribution of missing traces, described by the percentage H ,
allows the evaluation of average reconstruction performances
of the interpolation. However, in order to have a more detailed
description, here we study the performances of the proposed
U-net-based interpolation on a more sophisticated corruption
model. Basing on the consideration that missing traces (due for
instance to spatial obstacles) are likely to appear in groups, we
propose a bursty missing traces model inspired by the packet
loss models of telecommunication networks [49]. The term
burst is taken from the field of telecommunication networks,
and refers to groups of consecutive events (in this case, groups
of consecutive missing traces). The more bursty a distribution
of missing traces is, the more the missing traces are likely to
cluster.
In particular, the model is a two states Markov model de-
scribed by two parameters, α and β: α refers to the probability
of a missing trace, while β is the average length of the burst,
i.e., the average number of missing traces which are adjacent
one another.
The Markov chain of the model is depicted in Fig. 8, where
NM represents the non-missing trace state whereas M is the
state for missing trace. The probability to find a corrupted
trace, given that the previous one (in the spatial dimension)
was missing, is q, while the probability to pass from a non
missing trace to a missing one is p. These probability values
can be derived from α and β, formally,
q = 1− 1
β
, p =
α
β(1− α) . (6)
Exploiting this model, we can simulate more realistic sce-
narios, where clusters of adjacent missing traces can occur,
due for instance to environmental constraints or sudden inter-
ruptions during acquisitions. In order to test our method on
this missing trace distribution, we select various percentage
of missing traces α ∈ {10, 30, 50}% with average burst
length β ∈ {1, 2, 3}, corresponding to 12.5m, 25m and 37.5m
respectively. Notice that, the larger the average gap, the greater
the gap size dispersion. Indeed, for β = 1 the standard
deviation is equal to 0 traces (isolated missing traces only); on
the contrary, for β = 2 and β = 3 the standard deviations are
TABLE I
AVERAGE S/N [DB] ACHIEVED ON GATHERS BELONGING TO DE , FOR
DIFFERENT VALUES OF α AND β .
α β 1 2 3
10 38.4 25.3 21.9
30 32.8 21.7 18.1
50 29.9 18.7 15.7
σ = 1.14 and σ = 2.44 traces, respectively. For instance, in
the datasets under examination, β = 3 provides a maximum
gap up to 30 traces (corresponding to 375m), which simulates
a quite large physical obstacle.
Table I depicts the average results achieved by the U-net on
the evaluation set. Notice that, the larger the burst length, the
lower the resulting S/N. This enlightens the need of further
investigations for interpolating bursts of many traces: as a
matter of fact, as the size of the group of adjacent missing
traces increases, the ability of the network in reconstructing the
unknown samples diminishes. Nonetheless, notice that even
in the worst case, i.e., (α, β) = (50, 3), the U-net is able to
maintain acceptable reconstruction performances.
c) Interpolation by transfer learning: In order to test the
robustness of the proposed method in interpolating missing
data, we generate two further synthetic datasets, exploiting
the very same acquisition geometry and model of the dataset
previously presented, but with different sampling rates 4ms
and 8ms. The goal of this experiment is to check if the U-net
architecture, when trained on data sampled every 6ms, is able
to reconstruct differently-sampled data. This is an example
of the well-known transfer learning strategy [40]. Namely, it
corresponds to analyzing the performances of one network
which has already been trained over a dataset having different
features from the testing one.
To this purpose, we propose to select as test case the uniform
missing traces framework, randomly deleting the 30% of traces
from these new datasets. Then, we evaluate the reconstruction
results on gathers belonging to the evaluation set DE of
these datasets, with the difference that we exploit the network
trained on the dataset sampled every δt = 6ms.
Average results of the interpolation are shown in Table II.
Notice that we report also the interpolation results we can
achieve if following the standard training procedure, that is,
training the network using data with the same sampling time of
the evaluation set. Even if the difference between the results
is noticeable, Fig. 9 shows an example of δt = 8ms data
reconstruction exploiting the U-net trained on δt = 6ms. It is
noticeable that the error is concentrated in the upper part of
the gather and in the areas with many adjacent missing traces,
while in the other regions the reconstruction is quite good and
acceptable.
d) Interpolation of regularly missing traces: The last
case we investigate for the synthetic dataset is that of recov-
ering regularly missing traces, which can be considered as
upsampling the acquisition geometry and has several practical
implications, e.g., interpolation in the cross-line direction. This
case has its own peculiarities, and it is often the most challeng-
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Fig. 9. Example of transfer learning data interpolation. (a) depicts the original
gather I, sampled every 8ms and cropped in its central portion with size
450×300; (b) shows the corrupted gather, with 30% of randomly distributed
missing traces; (c) reports the reconstructed gather Iˆ, exploiting the U-net
trained on data sampled every 6ms; (d) shows the reconstruction error, i.e.,
(c) - (a).
TABLE II
AVERAGE S/N [DB] ACHIEVED ON DE , FOR SAMPLING TIME δt = 4MS
AND δt = 8MS.
δt 4ms 8ms
Train on 6ms 10.1 10
Train on δt 25.3 23.8
ing interpolation problem, especially when the dips are aliased.
As a matter of fact, methods based on sparse transformations
and low-rank constraints have limited application in this case
because of the strong spatial aliased energies. We want to test
the conjecture that network training extracts some high-level
characteristics of seismic data which are more robust to alias
than linear events or low rank assumptions, therefore implicitly
including an anti-aliasing strategy.
We consider two scenarios. The first one consists in training
the U-net with new data, generated by regularly deleting the
50% of the shot gathers traces, and then following the same
procedure previously shown for the shot gather reconstruction.
The second solution emulates the transfer learning technique
presented above: we use the network trained on data with 50%
randomly missing traces to reconstruct the shot gathers with
50% regularly missing traces. The achieved S/N are 30dB
and 22.8dB for the first and second solution, respectively.
Results achieved over a shot gather region characterized by
steep dips are shown in Fig. 10. Notice that, by training and
testing the U-net with the same data, the reconstruction error
is very low, while with the transfer learning technique the
error contains again some signal content. Nonetheless, this
is an expected results and both errors seem acceptable at
visual inspection. Indeed, we select as a reference a recent
industrial software based on f-x deconvolution which does not
require training data (hence can be considered more or less
analogous to the transfer learning technique), and it achieves
S/N = 22.7dB on the same data. For the sake of clarity, Fig. 11
includes the absolute value of the Fourier spectrum computed
for the original shot gather, for the corrupted one, and for the
estimated one by means of the first proposed strategy. It is
worth noting that the alias introduced in the corrupted shot
gather can be deleted by our reconstruction method.
2) Field data: In this section, we apply the U-net for
reconstructing corrupted real seismic data and compare the
result achieved with those obtained in [38]. To this purpose,
we exploit as field data the well known Mobil Avo Viking
Graeben Line 12 dataset [50]. Specifically, this dataset consists
of 1001 marine shot gathers. Each gather is composed of 128
traces of 1408 time samples, with temporal sampling of 4ms
and receiver sampling of 25m.
In order to compare our results with those obtained by
[38], we simulate a seismic acquisition with a uniform dis-
tribution of randomly missing traces. Therefore, for each
acquired gather I, we randomly delete the H% of its traces,
H ∈ {10, 30, 50}, obtaining a scattered sampled gather I¯.
Following the same rationale of the synthetic example, we
split each dataset into 250 gathers for training and validation
and leave the remaining to evaluation set. Then, in order to
achieve a similar number of patches per gather (i.e., 135 in the
synthetic case), we extract 129 patches with size 128 × 128,
overlapped only on the temporal dimension, specifically with
patch-stride of 10 samples. Notice that, in this case, the
presence of patch overlap does not cause issues in memory
usage, as the number of samples entering the network is
similar to the chosen configuration for the synthetic example.
Results obtained on the evaluation dataset DE are reported
in Table III, while Fig. 12 shows an example of gather
reconstruction where 50% of traces is missing. It is noticeable
the improvement in performances of the proposed architecture,
This achievement is due to the specific changes performed
on the U-net architecture as described in Section III-A. As
a matter of fact, even with a reduced amount of gathers
for training and validation (i.e., 25% of the whole dataset
instead of 75%), the resulting S/N always exceeds the past
performances.
In order to build a preliminary evaluation of the results
which would be obtained by seismic imaging algorithms on
data reconstructed by U-net, we migrate the sections of the
original Viking Graben dataset, of the corrupted dataset with
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Fig. 10. Interpolation of regularly missing traces. (a) depicts the original gather, cropped around samples (1100 – 1400, 100 – 300); (b) shows the corrupted
gather which contains half the original traces; (c) depicts the reconstructed gather by training the U-net on data with regularly missing traces; (d) reports the
reconstructed gather by transfer learning; (e) shows the reconstruction error of the standard strategy, i.e., (c) - (a); (f) is the reconstruction error of the transfer
learning approach, i.e., (d) - (a).
(a) (b) (c)
Fig. 11. Absolute value of Fourier spectrum of shot gathers for the problem
of interpolation of regularly missing traces. (a) depicts the spectrum of the
original gather cropped around samples (1100 – 1400, 100 – 300); (b) shows
the spectrum of the corrupted gather which contains half the original traces;
(c) depicts the spectrum of the reconstructed gather by training the U-net on
data with regularly missing traces.
TABLE III
AVERAGE S/N [DB] ACHIEVED ON GATHERS FROM DATASET IN [50].
H 10 30 50
Proposed U-net 25.7 20.5 16.7
[38] 22.5 15.1 10.2
50% randomly missing traces and of the dataset reconstructed
by the proposed methodology. As a comparison, we migrate
also the dataset reconstructed using the nonlinear shaping
regularization method proposed by [17]. The images depicted
in Fig. 13 show that, in case of data reconstructed with U-net,
noise is attenuated and loss of continuity is almost perfectly
recovered in the migrated section. This occurs also for the
reconstruction of [17], however, contrarily to that of U-net,
the migrated section shows some spurious events which are
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Fig. 12. Example of data interpolation, considering one gather of the field
dataset [50]. (a) depicts the original gather I; (b) reports the corrupted gather
I¯, with 50% of randomly missing traces; (c) shows the reconstructed gather
Iˆ; (d) reports the reconstruction error, i.e., (c) - (a).
(a) (b)
(c) (d)
Fig. 13. Kirchhoff migrated section of the Viking Graben dataset: (a);
migration of original data; (b) migration of corrupted data; (c) migration of
data reconstructed by U-net; (d) migration of data reconstructed by the method
proposed in [17].
not present in the original image.
D. Problem 2: Denoising of corrupted gathers
In this section we report the results of the numerical
experiments related to denoising of corrupted gathers. We
consider two kinds of additive noise, the standard additive
white Gaussian noise (AWGN), and a spike-like noise.
Concerning the patch extraction methodology to be applied,
we select exactly the same strategy of that presented in Section
IV-C1. As a matter of fact, the presence of randomly missing
traces as well as the additive random noise can be seen as two
generic kinds of gather corruption, which can be tackled by
the U-net in a similar way.
1) AWGN noise model: In order to test our method over a
plurality of signal to noise ratios (S/N), we add white gaussian
noise for achieving S/N = S ∈ {−3, 0, 3}dB, defined as the
ratio between the signal and noise power.
The average results obtained on shot gathers belonging to
the evaluation set DE are the following: S/N = 12.8dB,
14.4dB and 16.3dB, correspondent to increasing values of
S. Indeed, these results can be considered an upper bound
for the achievable performances of the proposed strategy in
realistic scenarios. As a matter of fact, they are obtained on
the assumption to have clean data available for the training
phase, which is never the case for field acquired data.
2) Spike-like noise model: Pre-stack seismic data can be
affected by different types of random noise coming from var-
ious sources, such as wind motion, poorly planted geophones
or electrical noise, most of these being far more complex than
simple AWGN. For instance, some of these seismic noises
exhibit spike-like characteristics [51] and are lately gaining
growing interest, as they strongly affect the processing of
simultaneous source data acquired from recent seismic surveys
[52].
Therefore, we propose to use our network for denoising data
corrupted by additive spike-like noise. In order to simulate this
noise, we add spiky noise with variable density d%, namely the
percentage of corrupted samples in one gather. In particular,
the binary values of this noise are set to the minimum and
maximum values of the original uncorrupted data. Then, we
convolve each noise trace with a Ricker wavelet having the
same central frequency of the data (i.e., 27Hz) and unit energy.
This way, we generate two corrupted datasets, corresponding
to d ∈ {1, 3}.
Fig. 14 shows an example of spike-like corruption denoising
for d = 3. It is noticeable that, even if the corrupted image
visually undergoes a strong degradation, the reconstructed one
presents almost all the features of the original data. Moreover,
Fig. 14(d) reports the residual error between corrupted and
reconstructed gather. It is worth noting that a large portion of
the useful signal remains unaltered, except for very reduced
areas. This trend is confirmed by Table IV, which reports the
average results achieved on set DE .
3) Towards standard denoiser emulation: In order to high-
light the U-net-based method versatility, we propose to exploit
our denoising strategy as an emulator of some well known
standard denoising algorithms. In particular, we select two
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Fig. 14. Example of spike-like noise attenuation. (a) reports the original
gather; (b) reports the corrupted gather, with noise density d = 3; (c) shows
the reconstructed gather; (c) shows the residual error, i.e., (b) - (c).
TABLE IV
INITIAL S/N [DB] ON CORRUPTED GATHERS AND FINAL S/N [DB]
ACHIEVED BY SPIKE-LIKE DENOISING.
d 1 3
Initial −34.8 −39.6
Final 16.8 12.3
noise attenuation strategies, namely a Wavelet based denoising
[53] and a f-x deconvolution method included in a recent
production software. To test the denoising performances, we
use the datasets corrupted by AWGN with S/N = S ∈
{−3, 0, 3}dB.
Initially, we process the whole datasets through the afore-
mentioned standard denoising algorithms. Through this oper-
ation, we are generating denoised data which can be more or
less considered in the same way as clean uncorrupted gathers.
In a second phase, we train our network in a slightly
different way than the approach shown Section III-B. Indeed,
we train the U-net substituting to ground truth gathers those
obtained through denoising by Wavelet or by the industrial
f-x deconvolution. Thus, the training step includes pairs of
TABLE V
AVERAGE S/N [DB] ON GATHERS BELONGING TO DE , TRAINING THE
U-net ON GATHERS DENOISED BY WAVELET (LEFT TABLE) AND BY THE
INDUSTRIAL SOFTWARE BASED ON F-X DECONVOLUTION (RIGHT TABLE).
S −3 0 3
U-net 4.8 5.7 6.9
Wavelet 4.7 5.7 6.9
S −3 0 3
U-net 7 8.6 10.3
f-x dec. 7 8.7 10.3
noisy gathers and gathers denoised by standard algorithms.
Eventually, we evaluate denoising results on shot gathers
belonging to DE , comparing reconstructed gathers with the
original ones, as described in (5). Specifically, we compute the
average results for U-net and for standard denoising algorithms
as well.
From results depicted in Table V it is quite evident that
performances of U-net are comparable with those achieved
through the denoising algorithm used for training, showing
that U-net is able to mimic their performances.
Moreover, the proposed method has a further advantage,
which is the low computational effort in denoising a generic
gather. As a matter of fact, if a limited amount of time
is needed for training the network model parameters, the
evaluation phase is very efficient: the optimized production
solution and the Wavelet denoising take respectively the same
time and 25% more than the time required by our strategy
(i.e., approximately 0.3 seconds) for estimating each denoised
gather.
These results pave the way for one potential application of
our method in realistic situations. Indeed, as previously stated,
having clean gathers available for the training phase is not
the case when dealing with real data. Furthermore, denoising
field acquisitions often require complex and computationally
expensive algorithms.
In order to overcome these issues, we recommend our
strategy as a viable alternative to many standard denoising
algorithms. Specifically, when a large field dataset is available,
the following algorithm can be applied:
1) randomly select a subset of the acquired shot gathers;
2) perform an accurate and computationally expensive de-
noising on the selected shot gathers;
3) train the U-net on the selected pairs of acquired/denoised
gathers;
4) make use of the trained U-net to denoise the remaining
data.
After a certain dimension of the dataset, due to the fixed
computational cost for denoising the selected subset and train-
ing the U-net, the application of the U-net-based denoising
becomes computationally cheaper than denoising the whole
dataset with the standard noise attenuation algorithm. Indeed,
the computational advantage of U-net increases with the
dimension of the dataset and the complexity of the denoising
algorithm.
E. Complete problem: Joint interpolation and denoising
The last situation we propose is the more realistic case of
study, implying additive noise corruption jointly with missing
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TABLE VI
AVERAGE S/N [DB] ACHIEVED ON GATHERS BELONGING TO DE , FOR
EACH DATASET EXTRACTED FROM BP-2004 [48].
H S −3 0 3
10 12.2 13.8 15.6
30 11.5 12.9 14.4
50 10.4 11.6 12.9
traces. We investigate two cases of study: the former exploits
the same synthetic dataset of all the previous experiments,
while the latter uses a different dataset, comparing our method
with state-of-the-art techniques.
1) AWGN and uniform missing traces: In order to in-
vestigate if the proposed method is able to retrieve the
original synthetic data, we consider the presence of AWGN
and uniformly distributed missing traces. Likewise previously
done, we add noise leading into S ∈ {3, 0,−3}dB and
delete a percentage H ∈ {10, 30, 50} of the available data
traces for simulating seismic acquisition with irregular receiver
sampling and missing traces. This way, we generate 9 different
datasets, corresponding to various combinations of additive
noise and missing traces. Table VI resumes the average results
obtained on shot gathers belonging to the evaluation set DE ,
considering all possible combinations of missing traces and
additive noise variances.
2) Comparison with a recent data-driven method: To com-
pare our strategy with a recent learning-based algorithm,
we consider the Double-Sparsity Dictionary Learning method
proposed by [33] and one strategy based on fixed dictionary
transform used as baseline in [33], i.e., the Curvelet method.
In order to perform a fair comparison, we reproduce exactly
the same synthetic example provided in [33].
Specifically, the dataset is extracted from the BP-1997
benchmark [54] and includes 385 shot gathers, considering
the last 240 receivers (taking the source as reference) with
384 samples/trace. We add noise and delete some traces in
the dataset following the procedure described therein. In the
first stage, as done in [33], we normalize the range of each
trace to 1. Then, white gaussian noise is generated, low pass-
filtered with a cut-off frequency of 30Hz and finally added
to the traces. We perform the same numerical experiments
proposed in [33], testing plenty of noise standard deviations
σ ∈ {0.05, 0.10, 0.15, 0.20, 0.25} and missing traces’ percent-
ages H ∈ {10, 20, 30, 33, 40, 50, 60}.
For what concerns the training phase, we randomly select
250 shot gathers for training and validation (split in 75% −
25%). In test phase, we process exactly the same image of
that used in [33], namely the first shot gather in the dataset.
Note that, in order to be fair, we never use this shot gather in
the training phase.
During training, we extract from each image 153 overlap-
ping patches with size 128 × 128 and stride (16, 14) along
rows and columns, respectively. This operation has been done
in order to achieve training and validation sets with similar size
(concerning the number of patches) to the previously shown
situations. Notice that we consider exactly the same training-
validation-evaluation procedure of that depicted in Sections
III-B and III-A.
For comparing the results, we use the evaluation metrics
proposed in [33], namely the peak signal to noise ratio
(PS/N), defined as
PS/N = 10 log10
smax
σ2(I− Iˆ) , (7)
being smax the dynamic range of the clean signal, thus fixed
to 1.
Fig. 15(a) shows the original shot gather without noise
added and missing traces (i.e., the ground truth of the ex-
periment). The corrupted version of the gather with 33% of
missing traces and σ = 0.1 is shown in Fig. 15(b). Figs. 15(c)-
(d) show the recovered gathers obtained with double-sparsity
dictionary learning and U-net, respectively. We can notice
that there are some events which are well reconstructed by
the U-net while are missing in the retrieved shot gather via
double-sparsity dictionary learning. Specifically, Figs 15(e)-
(f) show the error panels (i.e., the difference between the
recovered images (c) and (d) and the ground truth (a)) for the
results obtained with the state-of-the-art technique and U-net
respectively. It is quite evident that the error corresponding
to double-sparsity dictionary learning is more affected by
residual coherent events, meaning that those are not correctly
recovered. These qualitative considerations are confirmed by
the corresponding PS/N values: 32.1 dB for double-sparsity
dictionary learning and 33.7 dB for U-net. Clearly, for both
methods the reconstruction error is not optimum and there is
still room for improvement. Nonetheless, it is worth noting that
the limited size of the shot gathers (only 240×384, versus the
1152 × 1920 of BP-2004 benchmark and the 128 × 1408 of
Mobil Avo Viking Graeben Line 12 dataset) could potentially
undermine the ability of U-net to learn how to describe
the complex features of the clean data without modeling
noise and missing data. Indeed, to be trained, CNNs usually
need a substantial amount of data for achieving acceptable
performances. Whether more data samples were accessible,
we expect the performances to improve accordingly.
Fig. 16 displays the performances of different reconstruc-
tion methods by varying the missing traces ratio and selecting
σ = 0.1. In particular, we compare results reported in [33]
with our results, averaged over 100 different realizations of
the column pattern used for randomly deleting the traces. It is
noticeable that we significantly outperform both the dictionary
learning-based method and the Curvelet-based, gaining an
average of 2.4 dB with respect to the former strategy and
6.1 dB to the latter one.
Fig. 17 reports the achieved results for a plurality of
noise standard deviations. The performances of the U-net are
significantly superior than those of dictionary learning-based
strategy, in all the examined cases. Moreover, our method re-
veals to be more robust in presence of strong noise. As a matter
of fact, as noise standard deviation σ increases, the curves
related to state-of-the-art method decay in a worse fashion
than ours, to the point that we can achieve PS/N = 30.3
dB for H = 50 and σ = 0.25, against the 26.7 dB of the
dictionary learning-based technique.
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(a) (c)
(b)
(e)
(d) (f)
Fig. 15. Shot gather with 33% of missing traces and σ = 0.1. (a) shows the original gather; (b) depicts the corrupted version; (c) shows the recovered gather
obtained with double-sparsity dictionary learning, PS/N = 32.1 dB; (d) shows the recovered gather obtained with U-net, PS/N = 33.7 dB; (e) illustrates
the reconstruction error of double-sparsity dictionary learning, i.e., (c) - (a); (f) depicts the reconstruction error of our method, i.e., (d) - (a).
Fig. 16. Results of different reconstruction methods by varying the missing
traces ratio H and for σ = 0.1.
Fig. 17. Results of U-net and double-sparsity dictionary learning reconstruc-
tion methods by varying the missing traces ratio H = {10, 30, 50} and for
σ = 0.05 : 0.05 : 0.25.
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V. CONCLUSIONS
We proposed a method for reconstruction of corrupted
seismic data, focusing on noise attenuation and interpolation
of missing pre-stack data traces in the shot-gather domain. In
particular, we considered random noise cases with different
statistics and a variety of missing traces distributions. Our
approach makes use of a convolutional neural network ar-
chitecture for interpolation and denoising of 2D shot gathers,
showing performance improvements, in terms of S/N ratio,
with respect to recent solutions for joint denoising and inter-
polation.
Results achieved on controlled synthetic experiments
demonstrate that the proposed method is a promising strategy
for seismic data pre-processing. The method is capable of
effectively and efficiently restore 2D corrupted data, and it
is also able to deal with the task of spatially upsampling the
shot gathers. Moreover, once the network training procedure
is completed, processing data with our strategy is also quite
efficient in terms of computational effort.
We examined also the potential application of our methodol-
ogy on field data for production environments. In this situation,
it is interesting to notice that the proposed algorithm can
be used also to emulate the effect of more time consuming
classical data pre-processing strategies.
Future work will be devoted to investigating issues related to
denoising of field data, exploring for instance the feasibility of
a transfer learning procedure by training convolutional neural
networks on properly designed synthetic data and testing on
field data. Moreover, investigations are needed for denoising
of more challenging types of coherent noise and artifacts
affecting seismic data (e.g., ground roll in land data) and
different kinds of missing data (e.g., missing short offsets and
cross-line upsampling).
Further studies on the network architectures and loss func-
tions (e.g., considering the use of variational autoencoders,
generative adversarial networks, etc.) could relax the need of
corrupted/uncorrupted pairs of gathers for the training set, thus
helping in dealing with the problem of building a training
dataset for denoising.
In addition, investigations are needed to carefully examine
the effect of the proposed strategy on standard processing and
imaging algorithms (e.g., surface related multiple elimination,
reverse time migration, etc.).
Finally, other aspects we would like to examine for moving
towards production environments are exploiting the similarity
between adjacent gathers to improve the reconstruction per-
formances and the extension of the proposed procedure to 3D
data.
In the light of the promising results achieved with the
proposed architecture of convolutional neural network, we
believe this tool can pave the way for even more efficient
and accurate solutions.
VI. GLOSSARY ON CNNS
Deep learning and CNNs are still relatively new topics for
the geophysical community. In order to ease the readability
of the paper, this glossary reports the definition of some
standard CNN-related terms which have been used throughout
the paper. Since our experiments have been conducted using
Keras framework, for a thorough reading, please refer to [55].
• Activation function: it is a scalar function (typically
nonlinear) that is pointwise applied to the output of a
layer.
• Batch: the set of data (e.g., images or image-patches)
used for one iteration (i.e., a gradient update step) during
model training.
• Batch Normalization (BN): this layer applies a transfor-
mation to the data in order to maintain the mean close to
0 and the standard deviation close to 1, for each batch.
• Concatenate: layer that concatenates a list of inputs,
which have all the same dimensions except for the
concatenation axis.
• Convolutional layer: it is the core layer of CNN archi-
tecture. The convolutional layer consists of nodes that
perform a convolution between an input and a set of
filters (convolutional kernels). In the 2D case, the input
image (or image-patch) to an arbitrary convolutional
layer can be defined as Iin(x, y, c), with c ∈ [1, ..., Nc].
Specifically, x and y are the 2D image dimensions and
c the so-called “channel” dimension. Each convolutional
layer has a set of Nj bidimensional filters: a generic filter
is defined as wj(x, y, c). The output of the layer will be:
Iout(x, y, j) = J
(
Bj(x, y)+
Nc∑
c=1
Iin(x, y, c) ∗wj(x, y, c)
)
∀j ∈ [1, ..., Nj ], (8)
where Bj(x, y) is a bias matrix, ∗ is the symbol for the
2D convolution on x and y dimensions, and J(·) is an
activation function. The filter weights are set during the
learning stage. Notice that the input size Nc depends on
the number of filters on the previous convolutional layer.
• Dropout: this layer randomly sets to zero the update of
some network node at each iteration during the training
phase. This can help prevent overfitting. In our experi-
ments, Dropout layer sets to zero the 50% of neurons.
• Epoch: one pass, during network training, over the entire
training dataset. Since the CNN model updates every time
a single batch of data is processed, the model is updated
multiple times (i.e., the number of batches) during one
epoch.
• Leaky ReLU: it is a leaky version of a Rectified Linear
Unit. Leaky ReLU is used to avoid too many zeros
flooding the network; each negative signal sample x is
converted to α · x, with α typically small (e.g., α = 0.2
in our experiments):
LeakyReLU(x) =
{
x if x > 0
α · x if x ≤ 0.
• Learning rate: this parameter controls how much to adjust
the CNN weights with respect to the loss gradient. The
lower the learning rate, the slower we descend towards
the minimum of loss function. The corresponding concept
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in seismic inverse problem terminology is that of update
step-size.
• Loss: it is the cost function which measures how far the
network predictions are from the desired results. This is
the function to be minimized during the network training.
• Patience: the number of epochs with no improvement
in the validation loss function (or validation accuracy
metrics) after which the training will be stopped.
• ReLU: the Rectified Linear Unit is an activation function
which converts to 0 the negative signal samples, leaving
untouched the positive ones:
ReLU(x) = max (0, x) .
• Stride: in a convolutional layer, applying a stride k in the
ith dimension means that convolutions are computed by
moving the kernel with a step of k samples along the ith
dimension. The output of a convolution with stride k in
the ith dimension is equivalent to downsampling at rate
k along the ith dimension of the output of a standard
convolution.
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