Metamodeling of complex numerical systems has recently attracted the interest of the mathematical programming community. Despite the progress in high performance computing, simulations remain costly, as a matter of fact, the assessment of the exposure to radio frequency electromagnetic fields is computationally prohibitive since one simulation can require hours. Moreover, in many engineering problems, carrying out deterministic numerical operations without considering uncertainties can lead to unreliable designs. In this paper we focus on the surrogate modeling of a particular type of computational models called stochastic simulators. In contrast to deterministic simulators which yield a unique output for each set of input parameters, stochastic simulators inherently contain some sources of randomness and the output at a given point is a probability density function. Characterizing the stochastic simulators is even more time consuming. This paper represents stochastic simulators as a stochastic process and describes a metamodeling approach based on the Karhunen-Loève spectral decomposition.
Introduction
In parallel with the widespread use of wireless systems, an increased risk perception related to radio-frequency electromagnetic fields (RF-EMF) has been observed [1] , and the assessment of the human exposure to RF-EMF has aroused social attention. To respond to such concerns, large efforts have been carried out to establish methods to verify compliance with exposure limits. The human EMF exposure can be quantified in terms of Specific Absorption Rate (SAR) expressed in W/kg and representing the RF power absorbed per unit of mass of biological tissues.
As a matter of fact, the RF-EMF sources are the combination of uplink and downlink radiations coming from, respectively, personal wireless devices (e.g. smartphones or tablets) and cellular base stations (BS) or access points [2] . In this respect, advanced computational propagation tools were used in many studies [2, 3, 4] to characterize the signal's attenuation between a transmitter and a receiver. Such tools can provide accurate path loss results, however they are strongly dependent on detailed building and terrain data, which increases the computational burden. To overcome such a limitation, it is proposed in [2] to decrease the calculation effort using the path loss exponent (PLE). The PLE is a positive number characterizing the attenuation of the power received by the device relative to what has been emitted by the base station. In this paper the PLEs are derived from the path loss calculation based on random cities having the same macroscopic structures, such as street width, building height or street angle. The assessment of PLE over a city can be seen as a random function of this city's morphological features. The characterization of the probability density function (PDF) of one PLE requires a large number of calculations. Taking into account the important computational cost for one PLE calculation (i.e., more than one hour by means of a computer type Intel Xeon E5-2620V3 2.4GHz 6Core 15Mo and NVIDIA TESLA K80), a surrogate model is needed.
Over the last decade, large efforts have been made to build surrogate models of deterministic functions. The most popular are Gaussian process modeling (a.k.a Kriging) [5] , generalized polynomial chaos expansion GPCE [6, 7] and low rank tensor approximations [8, 9, 10] . Metamodeling of stochastic functions is a less mature field. Assum-ing that the model output is a Gaussian field trajectory, recent studies [11, 12, 13, 14] build two independent or joint deterministic metamodels to fit the mean and the covariance of the assumed Gaussian process. Also based on the joint metamodeling approach, [15] simultaneously surrogates the mean and the dispersion using two interlinked Generalized Additive Models. Alternatively, the study carried out in [16] focused on projecting the output density on a basis of chosen probability density functions. With this approach, the coefficients are computed by solving constraint optimization problems for the purpose of building a local metamodel. This method is not ideal for assessing certain quantities of interest (e.g., quantiles).
To overcome these limitations, this paper describes a non-parametric method, based on the Karhunen-Loève (KL) decomposition, to build a surrogate model of random functions. The paper is organized as follows: In Section 2, the EMF exposure assessment methodology is introduced and the assessment of the PLE in stochastic cities is presented. Section 3 briefly summarizes the Kriging surrogate model and the polynomial chaos expansion, then introduces the proposed approach which makes use of the Kl spectral decomposition. Two applications are illustrated in Section 4. Discussion and conclusions are provided in section 5.
2. Simplified assessment of RF-EMF exposure 2.1. Simplified assessment of RF exposure using a path loss exponent To date, various advanced computational tools are used to design telecommunication infrastructures. Briefly, these tools use radio channel models to predict the narrowband path loss and thus the radio coverage across a specific environment. To do so, some ray-based physical propagation mechanisms such as reflections and diffractions are implemented in the channel models. This so-called 'ray tracing' technique depends on the digital geographical map data extracted from the real environment, allowing for an accurate estimation of the path loss between the base station antenna and the wireless device [17] . The emitted and received power can then be estimated and used to evaluate the EMF exposure. A limit of such a technique is the very high computational cost due to the use of complex deterministic propagation models. A simplified path loss model was therefore proposed in [2] for the assessment of both uplink and downlink radio emissions. With such an approach, the received power is modeled as a function of the propagation distance weighted by a PLE. Thus, the received power P can be modeled as follows:
where d is the distance between the transmitter and the receiver, α is the PLE, and c is a constant parameter. All these parameters can be estimated using ordinary least-squares method.
As explained previously, the PLE highly depends on the features governing the city structure, such as the organization of buildings into blocks, the street intersections and the street network anisotropy. To cover the variability of PLE which might be observed in the same kind of cities, random city samples have to be generated.
PLE statistical distribution assessment using stochastic cities
Stochastic geometry has proven its ability to describe the complex structures of a city [18] via a limited number of parameters, such as building density, street width, number of intersections, etc. Based on statistical distributions of the city features, i.e., building height, street width, anisotropy, a stochastic geometry simulator [18] was used to generate various random 3D cities. The inputs of this stochastic generator are the mean values of those distributions. Figure 1 illustrates various city samples generated with the same morphological features.
Thereafter, the EM attenuation map related to each city sample was obtained through a 3-D ray launching technique [17] , which is commonly used to propagate EMF in urban areas. In a given realization of a stochastic city, an antenna operating at 2600 MHz and having a total emitted power P 0 has been located in the city and millions of rays have been launched. The signal attenuation map can thus be obtained by assessing the received power in the 'measurement' plane (1.5 m above the ground). Different stochastic city realizations, based on the same set of city parameters, can have different signal attenuation maps. For each of these realizations, using ordinary least-square approximation and Eq. (1), the mean value of the PLE is obtained. This value is considered as a realization of a random variable having a probability density function that depends on the input features of the city. As a consequence, the model can be considered as a stochastic process indexed by the city parameters. 
Polynomial chaos expansion
Polynomial chaos expansions (PCE) consist in expanding the random output onto an orthogonal basis {Ψ β , β ∈ N d } with respect to the joint probability density function (PDF) of the input parameters [6] [19] .
Consider a probability space (Ω, F , P), where Ω is the event space, F its σ -algebra and P its probability measure. Consider a numerical model H with independent input parameters gathered in a random vector X of size d with a joint probability density function f X . Suppose the random output has a finite variance, i.e. E [H(X)] 2 < ∞.
H(X) can be expressed as follows :
where a β are unknown deterministic coefficients and Ψ β are multivariate polynomials obtained as tensor products of univariate polynomials of degree (β 1 , . . . , β d )
To determine the coefficients a β there are two main-stream methods, either using projection methods [20] where the expansion is projected onto the polynomial space, or by casting a least-squares minimization problem [21, 22] . A nice feature of PCE is the simplicity with which one obtains the most used statistics of the quantities of interest: mean, variance as well as Sobol sensitivity indices [23, 24] can be computed analytically from the estimated coefficients [25] .
Kriging
Kriging (a.k.a Gaussian process modelling) starts with a prior distribution over the output H(x). It treats the deterministic response of H(x) as a realization F (x, ω), ω ∈ Ω of a stochastic process F (x) such as:
where µ(x) is the global model mean. Z(x) is assumed to be a zero-mean Gaussian random process with the following properties:
where σ 2 is the process variance and k(x, x ) is the correlation function between any two locations x and x . k(x, x ) is defined as a function of the Euclidean distance h = x − x 2 with a set of constants called hyperparameters θ . k(x, x ), which is a correlation function between any two points x and x of the input parameter space, is represented for instance as a product of univariate correlation functions for each vari-able as follows:
Standard correlation functions (also known as kernels) are the Gaussian, exponential and Matern kernels [5] .
Depending on the stochastic properties of the random field and the various degrees of stationarity assumed, different methods for calculating the hyperparameters of k can be deduced [5] .
Surrogate modeling of random functions
Consider a probability space (Ω, F , P) where Ω is a sample space, F is a σ -algebra and P the probability measure. A stochastic process (stochastic function), such as the PLE described previously, is a family of random variables {H x , x ∈ D} defined on the same probability space. At a fixed x, H(x, ω) is a random variable, for a fixed ω, H(x, ω) is a deterministic function of x and is called a trajectory. The covariance function of the process reads as follow:
The simulation tools used in this paper make it possible to 'freeze' the randomness ω and hence simulate trajectories by sampling, for a frozen ω, the model response at different values of x. In other words, we are able to generate H(x (1) , w k ) and H(x (2) , w k )
with the same w k , where w k is an internal source of stochasticity in the simulation tool.
This assumption enables us to compute the empirical covariance function of the model output, and thus apply the KL decomposition that can be used to model the random process [6] . In the following, we first present the decomposition in more details, then we explain how the decomposition is used to surrogate a stochastic process.
Metamodeling of random function based on KL expansion
Surrogate models allow one to build an approximate model H such that H H. As pointed out in the introduction the computational cost of the simulations is significant, the objective is therefore to have a parsimonious approach. To metamodel stochastic functions we will consider a random function that can be assessed over points belonging to a Design of Experiment DoE = x (1) , . . . , x (M) ⊂ D. As pointed out we can simulate the process in different points with the same random seed. For each point of DoE (M points), simulations have been carried out using N different random seeds, which corresponds to generate N trajectories of the random process at M discrete points. Using KL decomposition, the random process can be modeled as [6] :
where φ i and λ i are respectively the eigenvectors and the eigenvalues of C(x, y) . ξ i are uncorrelated random variables with unit variance (detailed in Section 3.3.3) and are
given by,
Eq. (7) requires the knowledge of ξ i (ω) and φ i (x) for all x ∈ D. However the eigenvectors φ i (x) are only known at the discrete sample points of the DoE. In order to get the value of the eigenvectors over the domain of interest, we proceed in two different ways:
• metamodeling the eigenvectors via usual surrogate modeling methods;
• or surrogating the empirical covariance, then find the new eigenvectors on the domain of interest.
As far as the random variables ξ i (ω) are concerned, they can be obtained as the projection of the random process over the φ i (x) (see Section 3.3.3) .
The following sections describe the two approaches as well as the way the random variables ξ i (ω) are characterized.
Eigenvectors interpolation
A first step to get the eigenvectors all over D would be to interpolate the eigenvectors φ i . The KL expansion (Eq. (7)) will then read as follow:
whereφ i is an approximation of the true eigenvector φ i (.), i = 1, · · · , M based on the DoE.
The interpolation of φ i (x) can be done with any surrogating technique that interpolates the data, i.e techniques where the predicted value is identical to the simulated value at the points of the DoE.
Cubic spline interpolation can be used for one or two dimensional models. When considering higher dimension we can use Kriging, linear interpolation or decompose onto radial basis functions.
Starting from eigenvectors known over the DoE, a surrogate model of φ i (x) enables us to buildφ i (x) ∀x ∈ D, hence assess φ i over all D. This approach is intuitive: following the eigendecomposition, we predict the new point's coordinates with the adequate exact interpolator and as shown in Eq. (9) deduce the stochastic process's response.
Covariance interpolation
In this subsection a surrogate model of the covariance is used to predict the covariance not only over the DoE points but also over the whole domain of interest D. For the sake of simplicity we assume that the DoE and the points where predictions are to be made add up to M * points hence M ≤ M * . LetĈ be the metamodel of the empirical covariance function C, built using a polynomial chaos expansion for instance.Ĉ allows one to have a predicted covariance for the M * new points of interest as follows.
A slightly different approach is considering an exact surrogate model, Kriging for instance. Either way, the surrogated covariance now is a M * × M * matrix, hence the number of eigenvectorsφ i ofĈ is M * .
Random variables calculation
In the case where H(x, ω) is a Gaussian process, the ξ i appearing in the KL expansion in Eq. (7) are zero-mean, unit-variance, independant Gaussian random variables [6] , so no computation is needed.
When dealing with more general random processes, ξ i are the projection of H onto the base of the eigenvectorsφ i and given by Eq. (8) . The integral in Eq.(8) cannot be calculated since H is only known over the M points of the DoE. To overcome this limitation, the integral is approximated with a sum involving the M known values of
There are as many random variablesξ i as basis vectorsφ i . When the eigenvectors are interpolated, the cardinality ofφ i andξ i is M. In the second option (when the covariance matrix is interpolated) the cardinality ofφ i andξ i is M * .
Flowchart of the method
In the interest to simplify the approach, this section summarizes the method presented earlier in a flowchart. 
Apply an eigendecomposition toĈ to get M * eigen-
Compute the random variables ξ
Finaly, the KL surrogate model reads aŝ
for all x ∈ D 
Error estimation and model validation
When dealing with Gaussian processes, and since we only consider centered processes in this work, the error estimation will boil down to comparing the variance of the original stochastic simulator with that of the emulator. For a new point x * where the surrogate is to be evaluated, one gets:
where (ξ i , i = 1, · · · , p) are independent standard normal variables in this case. Then, the associated variance reads:
For non Gaussian processes, statistical tests can be applied to quantify the error of the metamodel. The Kolmogorov Smirnov (KS) test has been used to test if two drawn samples are from the same distribution (null hypothesis). The null hypothesis is rejected at level α if
where n, F 1 and m, F 2 are respectively the size of the samples and their empirical distribution functions.
A more intuitive and graphical approach to compare two distributions is using histogram intersection: when it is equal to 0, no overlap exists between the two of them, and when it is equal to 1, they are identical. The drawback of this approach is the influence of the selection of the bins, especially for long tailed distributions. In addition to the KS test and the histogram intersection, we introduce two more metrics, namely the Hellinger distance and the Jensen-Shannon divergence.
Hellinger distance
Let p and q be two discrete probability measures. The Hellinger distance reads as follows:
Hellinger distance forms a bounded (∈ [0, 1]) metric on the space of probability distribution.
Jensen-Shannon divergence
Based on the Kullback-Leibler divergence, the Jensen-Shannon (JS) divergence is a statistical method of measuring the behavior of two different distributions. A JensenShannon divergence equal to 1 indicates that the two distributions are totally different.
If the Jensen-Shannon divergence is equal to 0, the two distributions are the same almost everywhere. We first introduce the Kullback-Leibler divergence. Let p and q be two discrete probability measures. Then:
Let r = (p + q)/2 then the Jensen-Shannon divergence reads as follow
The Jensen-Shannon divergence is symmetric, finite and 0 ≤ JSD(p, q) ≤ 1.
The different error metrics stated above provide a different information on how the real and the surrogated PDFs are similar. The histogram intersection metric does not provide information about the shape-similarity of two PDFs. To cover up this limitation, JS divergence provides an idea on how much the compared PDFs belong to a same probability family but tend to be nondiscriminant.
Model validation
To estimate the accuracy of the surrogate's prediction, we perform a k-fold crossvalidation: the data is partitioned onto k subsets of equal size. At each step a single subsample is retained as the validation set for testing the model, and the remaining data are used to build the surrogate model. The k-fold validation is repeated for several partitions of the data. The error is evaluated using the error metrics defined above, namely the KS test, the histogram intersection, the Hellinger distance and the JS divergence.
Application to analytical examples and path loss exponent in stochastic cities
The methods described in the previous sections have been tested on toy examples and subsequently applied to RF exposure using stochastic cities. This section presents an analytical, 3-dimensional example followed by the stochastic city case study. We remind that we are considering only centered processes in this paper. When considering the simulated data, this is achieved by removing the empirical mean prior to any treatment. The surrogate models (PCE and Kriging) are obtained with the Matlab package UQLab [26] .
Metamodel of three dimensional process
To test the method proposed, a toy process has been created using a known random distribution. Through simulations on different points of the design of experiment and numerous replications, we can assess the empirical covariance of the process. Let H be a random process on D = [0, 2] 3 × Ω:
Based on a Latin hypercube sampling (LHS), the design of experiment (DoE) is 30 points in [0, 2] 3 , and 50 realizations on each point, which makes a total computational cost of 1, 500 calls to the random function. The trajectories are the same for all 30 points of the DoE. The empirical covariance is C(x, y) = E(H(x, ω)H(y, ω)).
Following the simulations and the covariance computation, two options are tested (Figure 3.4) . In the first approach we interpolate the basis vectors independently using linear interpolation at first, then using Kriging. The aim is to test the impact of the interpolation technique on the process surrogate, hence the choice of linear metamodel ('basic' interpolator) and Kriging metamodel ('advanced' interpolator).
For the second approach a PCE surrogate modelĈ is built to surrogate the covariance function:
The covariance metamodel has 2 × 3 = 6 inputs, and has a training set of size up to 29 × 29, depending on the size of the test set. Results from both approaches are presented in Table 1 . The mean value of the three error metrics evaluated over 3, 000 test points shows that surrogating the eigenvectors using Kriging performs best for this toy example. Three examples are plotted in Figure 3 , the surrogated density is computed respectively by interpolating the eigenvectors using linear model, interpolating the eigenvectors using Kriging and finally interpolating the covariance using PCE (Figure 3.4) . The histogram intersection error in the three cases is respectively 0.89, 0.96 and 0.55 (equal to the mean error (Table 1) ). To characterize the dependence of the method on the surrogate model used, the size of input data M and the number of realizations, the histogram intersection error is estimated, and results are presented in Table 2 . For this comparison, only the histogram intersection metric is used. Hellinger distance varies in the same way as the histogram intersection and JS divergence did not seem to be discriminant.
For the examples tested, the ranking of the three approaches depends on the process, i.e. for the first example the Kriging is always performing better ∀M ∈ N, ∀N ∈ N. Meanwhile for the second example (Section 4.2), the ranking is the other way around, meaning that the PCE performs better than the other options for M = 30, N = 50. Table 2 shows that the performance increases when M and/or N increases. That said, increasing N seems to grant a better accuracy compared with increasing M.
The poor performance of the PCE surrogate points out to the dependence of the overall method on the eigenvectors and their computation and is probably due to the following reasons:
• For a data set of size M = 30, there is 30 × 30 = 900 covariance terms. Hence the surrogate model of the covariance will have 900 inputs (as in Eq. 19), the PCE model might get noisy and over-fitted.
• The covariance surrogateĈ has been symmetrized, meaning that if the obtained metamodel of the covariance is denoted C * (which is not necessarily a symmetric function of its inputs (x, y)) then we useĈ = C * +C * 2 . This step may contribute to the noisy results. Surrogate modeling C only on a triangular domain has been
tested, yet the performance on the same test points did not improve.
The error is always evaluated between the simulated and the surrogated PDF (using one of the three options), mainly because in case studies the real PDF in usually unknown, hence comparing the surrogate and the original simulator is impossible.
Metamodel of the path loss exponent distribution
Using the stochastic city simulator, 8 × 10 5 rays have been generated and launched from an 30m high antenna in a city measuring 425 m 2 and fully determined by a seed number and three input variables detailed in Table 3 .
The seed (from 1 to 50) is used to initialize a pseudo-random number generator in the stochastic city generator. These seeds are used to freeze the trajectory of the process in the sense that two cities with the same seed number and the same parameters are exactly the same, and accordingly their path loss exponents are identical. 
The DoE is a LHS of 30 cities for the 50 seeds (meaning in total 30 × 50 = 1, 500
simulations) with 10% of the data for testing.
For both examples a k-fold cross validation was carried out by dividing the data (30 points) onto k = 10 subsets. At each step a surrogate model of the stochastic simulator is built using nine out of the ten subsets. The remaining subset is used to evaluate the performance of the model. This procedure is then repeated for 100 different partitions of the data set. For this example, the dependence of the method on M and N could not be evaluated since only 30 points were simulated (due to the high computational cost).
In this example KS test is used to test the null hypothesis: the predicted and the sampled PDFs come from the same distribution. Results are 4.8%, 12.6%, 1.46% of rejection of the null hypothesis (at level 5%) for the respectively linear surrogate of φ i , the Kriging surrogate of φ i , and the PCE surrogate of the covariance C.
The KS test allows one to rank these three approaches that none of the three error metrics could provide since they all showed that the performance of the three approaches is more or less the same. Considering the fact that the size of the training set was small because of the high computational cost of the original stochastic simulator, the error has been considered acceptable. 
Conclusion
This study describes a non parametric surrogate model of stochastic simulators based on Karhunen-Loève (KL) expansion. The approach has been tested first on closed-form processes in order to validate the method, and after that applied to a full scale problem linked to the assessment of a population exposure induced by base station antennas.
The eigenvectors of the KL expansion in the domain of interest has been predicted in two different ways : at first a surrogate modeling of the process covariance operator using polynomial chaos expansions (PCE) has been used. The second approach, consists in directly surrogating the eigenvector. In terms of performance, the error evaluation on the toy example shows better results when the eigenvectors are surrogated using the Kriging. Nevertheless, for the path loss exponent (PLE) example, the PCE metamodel of the covariance performed better.
For both examples, and when the eigenvectors are interpolated using either Kriging or a linear interpolator, the tests performed do not show a significant difference in the overall performance. This is mainly due to the multiple steps governing the stochastic metamodeling procedure. Hence the eigenvector interpolation error fades away into the global error. Nonetheless the first example shows that the empirical covariance and its eigenvectors play a crucial role in the precision of the decomposition (the PCE surrogate performed poorly).
Considering the error, the size of the DoE M, and the number of realizations N, impact the accuracy of the covariance matrix and the precision of its surrogate but also the accuracy of the random variables appearing in the KL expansion. The central limit theorem can be used to evaluate the error of the covariance matrix, but once the covariance or its eigenvectors are surrogated, we lose track of the analytical error, since errors from the surrogate model of the covariance, its parameters and the sampling over M points were added.
The fact that the randomness in the case study was 'controllable' (through freezing the same seed ω k for different points of the DoE) is a key characteristic, since it enabled us to compute all the terms of the expansion.
Surrogate modeling stochastic simulators using non parametric approaches requires a large number of simulations, for instance, 1,500 simulations were needed for the PLE example (3 inputs). The parsimony aspect of the approach requires further investigation.
