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改进，提出了频数监督断点思想。它结合了 Naive Scaler 的基
本算法思想，并在断点产生和简约过程中考虑了 D 值的应用。
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Abstract：In this paper，a discrete algorithm is proposed based on the frequency supervised breakpoint which is applied to the
conditional continuous attributes.The algorithm adopts the idea of frequency supervised breakpoint that is brought forward to gen－
erate initial breakpoints.On the basis of the preparatory work，reduction of breaktpoints has been performed.The result obtained
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设 a（xi）与 a（xj）是属性 a 中两个值，其中 a（xi）≠a（xj），i<
j，d（xi）≠d（xj）且不存在坌k {a（xi）<a（xk）<a（xj）and（i<k<j）}。支















































saveup 与下值 savedown，其中 saveup，savedown∈a（xi），把原
先 a（xi）=savedown 的值相应改成 a（xi）=saveup，不考虑前面已
经处理过的属性，若与现有任何一个 a（x）=saveup 的整条 xi 记
录不矛盾，则进行替换，否则，应把相应的值改回。最终得到关












断点和噪声和边缘化处理。假设 U={x1 ，x2 ，…，xN }为具有 N 个
实例的全域（universe），A 为条件属性集，d 属为决策性，这样决
定了一个决策系统为 S=（U，A，d）。对每个连续属性 a∈A，记 Ca
为属性 a 的断点集合，并赋初值 Ca =A。a（xi）为对象 xi（i=1，2，




开始设置一个存储集合 A 来存储数据表中 x1，x2，…，xN的 a（xi）
值，并从小到大排列 A 中的值。根据 a（xi）值的不同确定一组
初始划分集合 Co，由小到大分别存储，即每个 a（xi）值对应一
组划分集合 Co。



































障的有无。这里采用的配置是 Intel 公司的 Pentium R 4 处理
器，主频 3.0 GHz，512 MB 内存，系统是 WindowsXP 环境，编程
环境是 VS2005。
以其中的一个属性 S1 为例。由于 S1 在全域里面存在多
个不同值（0.2，0.3，0.4，0.5，0.6，0.7，0.8）。根据所提出的频
数监督断点的定义，计算得到的 S1 频数监督断点集合为：
（0.333，0.45，0.53，0.66，0.75），即将 S1 初始划分成有 6 个集合。



















往往偏大。相比较而言，FSBDA 算法引入了类别信息 d 值，有监
督地产生断点然后取舍，断点的选取较原先频数断点法更为合


































表 2 S1 上各种离散算法响应时间
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化归档算法 δ-MOEA 中。通过比较实验，发现 δ-MOEA 能很好
地保持解集的分布性。
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