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In this paper we study the dynamic path controllability of discrete-time nonlinear economic models 
in state-space form. First we present an algorithmic procedure for testing this property for 
time-varying linear systems. Secondly we extend this method to general nonlinear models and we 
show that under generic conditions path controllability around a specific trajectory of the nonlinear 
system is equivalent to path controllability of the corresponding linearized model. The results are 
illustrated with two economic examples. 
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1. Introduction 
In macroeconomic theory a standard question deals with the ability of 
guiding a given set of target trajectories (as functions of time) along desired 
paths through an appropriate choice of instrument variables at each time 
instant. This is usually refered to as the question of dynamic path controllability 
or perfect controllability. In case a positive answer to the above problem exists, 
the policy makers can steer the target variables along any given desired paths. 
One may view this as a dynamic interpretation of the well-known Tinbergen 
concept of static controllability; cf. Tinbergen (1952). In the study of the dynamic 
path controllability it is essential to have an exact description of the macroeco- 
nomic model under consideration. Of course, without knowledge about the 
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dynamic structure of the system, it seems not reasonable to look for an adequate 
description of its path controllability. Therefore, dynamic path controllability 
has been studied for a nice set of dynamic economic models in the economics 
literature by various authors, e.g., Aoki (1974, 1975, 1976), Buiter (1979), Aoki 
and Canzoneri (1979), Preston and Pagan (1982), Wohltmann (1984, 1985b), 
Wohltmann and Kriimer (1983, 1984). In all these references the considered 
economic models are assumed to be linear and in state-space form. To our best 
knowledge there exists only a few results on perfect controllability for nonlinear 
economic models; see, e.g., Engwerda (1988a, b) where some partial results for 
time-varying linear systems are derived and Nijmeijer (1989, 1990a, b) for gen- 
eral nonlinear models. There also exists quite some engineering literature on 
dynamic path controllability, in that context usually referred to as right- 
invertibility or functional reproducibility; see, e.g., Brockett and Mesarovic 
(1965), Sain and Massey (1969), and Wolovich (1974) for linear results and 
Albrecht, Grasse, and Wax (1981), Fliess (1986), Respondek and Nijmeijer 
(1988), and Respondek (1990) for nonlinear results. 
As noted before, very few results on path controllability of nonlinear eco- 
nomic models are known. A standard approach to avoid nonlinearities is 
therefore to linearize the economic model about a fixed equilibrium state and 
then to apply the usual linear theory on dynamic path controllability; see, for 
instance, the examples of Wohltmann and Krijmer (1984). That such an ap- 
proach indeed may be justified under some additional generic assumptions has 
been shown in Nijmeijer (1989). Here generic is a mathematical phrasing for 
almost always. Unfortunately such results are of no use in situations where there 
is no natural equilibrium state; for instance this will occur in a dynamic 
economic model where some (time-varying) exogenous variables are present; 
see, for example, Chow (1977). In that case the linearization of the nonlinear 
economic model has to be performed around some relevant (state) trajectory. 
Obviously the resulting linearized model will also be time-varying, and so no 
definite results on the perfect controllability of the resulting time-varying linear 
model are available. The purpose of the present paper is twofold. Firstly, we will 
derive a necessary and sufficient condition for (uniform) dynamic path controlla- 
bility of a time-varying linear system. Secondly, we will relate, in analogy to 
Nijmeijer (1989), the dynamic path controllability of a nonlinear economic 
model around a given state trajectory with that of the corresponding linear 
time-varying model. As we will establish in the sequel, we may conclude that 
under generic conditions the perfect controllability of the true nonlinear model 
is satisfied if and only if its time-varying linear model is. Since this latter 
statement is far more easy to verify, we believe that our paper contributes to the 
complete understanding of nonlinear economic models. 
Throughout this work we consider discrete-time economic models. Mutatis 
mutandis, all our results seem to remain valid for continuous-time systems, but 
for conceptual reasons we are restricting ourselves to discrete-time results. For 
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a detailed analysis in continuous-time dynamic path controllability we refer to 
the linear results of Wohltmann (1985a, b), and some partial nonlinear results 
are contained in Albrecht, Grasse, and Wax (1981), Respondek and Nijmeijer 
(1988) and Respondek (1990). 
The paper is organized as follows. In section 2 we give the main definitions 
used in the paper, especially uniform path controllability and local dynamic 
path controllability, and formulate the problem we shall discuss. We shortly 
look at linear time-varying systems in section 3. In this section we give a rank 
condition and an algorithm which can both be used to verify the uniform path 
controllability. In the following section we extend the algorithm mentioned in 
section 3 to check the path controllability for nonlinear models, and in section 4 
we will come up with the main result of this note, namely the connection 
between the local dynamic path controllability of a nonlinear system and the 
uniform path controllability of its linearization around a certain time path. Two 
examples explaining and supporting the theory will be given in section 5, after 
which we finish with some concluding remarks in section 6. 
2. Definitions and problem formulation 
Throughout this note we consider economic models described in discrete-time 
and given by a state-space model of the form 
4(t + 1) =f(q(t),u(t),w(t)), 
y(t) = Wdt), 4th w(t)), 
t=0,1,2 )...) 
where q is an n-dimensional state vector, u is an m-dimensional instrument 
vector consisting of the policy variables that can be freely assigned, w is an 
r-dimensional vector of known exogenous variables (the remaining policy vari- 
ables, the policy variables from the external world acting on our economy, etc.), 
and y is an p-dimensional vector of target variables that we want to control. The 
state transition mapf; that describes the state evolution from a given state q, 
instrument u, and exogenous variable w at a given time instant t, is supposed to 
be analytic. Likewise the output map h is supposed to be analytic (or at least 
sufficiently many times differentiable, where in this context many should be at 
least n, the dimension of the state). For convenience we consider model (1) if 
necessary initialized at t = 0, since the system is time-invariant (i.e., not explicit- 
ly depending on time) this may be done without loss of generality. Often we 
consider a specific trajectory of (l), that is some specific set of time functions 
(q(t), ~1( t), w(t), j(t)) that satisfy these equations. Usually such a set may be 
obtained by specifying an initial state q(O) = &, and describing some instru- 
ment function C(t), t = 0, 1,2, . . . , and some exogenous variable w(t), t = 
0, 1,2, . . . , which via eq. (1) yield the state q(t), t = 0, 1,2, . . . , and output y(t), 
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t = 0, 1,2, . . . . Around a given trajectory (G(t), U(t), W(t), j(t)) of (1) we consider 
the linearization or the first-order variation of (1) about (g(t), U(t), w(t), j( t)), 
at + 1) = A(t)q”(t) + B(t)ii(t) + E(t)ti(t), 
j(t) = C(t)lgt) + D(t)u”(t) + F(t)+(t), 
where 
A(r) = 
( 
$ (q(t),u(t),w(r)) 
J 1 i,j=l,..., n 
B(t) = g (4(t),u(tL W(t)) 
J i=l,..., n, j=l,. 
E(t) = ( $i(“),u(t),w)~ J 1 i=l,..., n, j=l,. 
C(t) = (? (dt),u(t), M’(t))) 
1 
t=0,1,2 )...) (2) 
m 
.r 
\“% /i=l ,..., p,j=l,..., PI 
D(t) = ( 2. (dtL4t), w(t)) 1 > J i=l,.... p,j=l...., m 
F(t) = ( ~m>u(tMt~) J 1 i=l,... .p. j=l,..., r 
For simplicity we restrict ourself to systems of the above form in which the 
matrices D(t), E(t), and F(t) are equal to zero for all t. Mutatis mutandis, the 
results also hold for systems in which these matrices are not equal to zero. As 
stated in the introduction we are interested in path controllability. So we are 
looking under which conditions it is possible to steer the target variables y of 
a specific model along any desired time path by a proper choice of the time path 
of the policy variables U. 
For static linear models Tinbergen (1952) has proved that a necessary condi- 
tion for path controllability is that the number of policy variables must be larger 
or equal to the number of target variables (the so-called Tinbergen condition). 
In the following we assume that the number of target variables equals the 
number of policy variables. So 
p=m. (3) 
The results, mutatis mutandis, also hold for models in which there are more 
policy variables than target variables. 
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Given these simplifications, our model (1) will be of the following form: 
dt + 1) =f(dt)?u(t))? 
y(t) = WC?(t)), 
t = 0,1,2,. . . . 
Its corresponding linearisation around a specific trajectory (U(t), ij( t), j( t)) 
will be 
fj(t + 1) = A(t)Lj(t) + B(t)tl(t), 
P(t) = C(tE(t) 3 
t=0,1,2 )... . (5) 
Now we will define path controllability for models (4) and (5) more properly. 
We will call model (4) local dynamic path controllable around the given 
trajectory if there exist a lead a, a lag 1, and an E ( > 0) such that for every 
m-dimensional path t(.) with 11 t(t) - j(t) (1 < E for all a + 1 - 1 2 t 2 CI it 
follows that there exists policy variables u(t) for c1 + 1 - 2 2 t 2 0 such that the 
resulting target variables y(t) will be equal to the path t(t) for all 
cc+l-12t2cL 
So in a neighbourhood of the given trajectory j(.) of (4) it is then possible to 
steer every target time path by a proper choice of the policy variables u(t), 
t=0,1,2 ).... 
For linear model (5) we do not need to restrict ourselves to local dynamic path 
controllability. The linear model (5) will be called unzyorm path controllable if there 
exist a lead a, a lag 1 such that for every m-dimensional time path t(.) there exists 
policy variables C(t) for cx + 1 - 2 2 t 2 0 such that the resulting target variables 
J(t) will be equal to t(t) for CI + 1 - 1 2 t 2 cc. Uniform (target) path control- 
lability as defined here is the same as target path controllability TPC(0; a, 1) as has 
been used in Engwerda (1988a, b), but we prefer to use the above terminology 
since it is consistent with existing literature on nonlinear discrete-time systems; cf. 
Nijmeijer and van der Schaft (1990) and Nijmeijer (1990a, b). 
The main problem we will discuss is the interesting question whether there is 
a link between the local dynamic path controllability of (4) around the trajectory 
(U(t), cj( t), j(t)) and the uniform path controllability of its linearization around 
this trajectory (5). As a particular case this includes the problem treated in 
Nijmeijer (1989) where the given target trajectory j(t), t = 0,1,2, . . , corre- 
sponds to a constant sequence since j?(t) = j is given as jj = h(x), with X = 
f(.i?, U) an equilibrium of (4). 
3. Time-varying linear path controllability 
The key idea underlying the subsequent developments is that, if the time- 
varying matrices A(.), B(.), and C(.) in (5) smoothly depend upon t, then we may 
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introduce a particular nonlinear discrete-time system by defining as extended 
state vector 4 = (@, qn+ 1), where the last component simply denotes time. With 
this trick (5) is equivalent to an autonomous (not time-varying) system, given by 
the dynamic equation of (5) and, in addition, the extra equation q,,+ 1( t + 1) 
= qn + 1 (t) + 1. The autonomous system is obviously initialized at (&,, 0). In this 
way the linear time-varying system (5) may be studied along the lines of 
Nijmeijer and van der Schaft (1990) and Nijmeijer (1987, 1990b). In particular, 
we may study uniform target path controllability (also called right-invertibility) 
as in these references, which will be done in detail in the sequel. At this point it is 
useful to note that for (local) target path controllability of a nonlinear discrete- 
time system the requirement that m 2 p is necessary; cf. Nijmeijer and van der 
Schaft (1990) and Nijmeijer (1987, 1990b). This justifies the assumption that the 
number of target variables equals the number of policy variables; see (3) and the 
remark following (3). 
In order to check the path controllability of the time-varying linear system (5) 
we apply the following algorithm to (5). This algorithm, in fact, constructs 
a dynamic mechanism (in engineering called a compensator) which decouples the 
model. So, after using this compensator the component pi of 9 is only affected by 
iii and not by the other components of ti, and as an easy inspection shows, the 
resulting model, i.e., the system together with the compensator, is dynamic path 
controllable [see Nijmeijer (1989) where the equivalence between decoupling 
and target path controllability is given]. Moreover, a crucial point in using the 
algorithm is that it directly serves as a constructive method for finding an 
instrument sequence that produces a desired output sequence. 
First we introduce some terminology. We will call 1, the minimal period of 
time which passes till the target variable Ji( t + I) is affected by one of the policy 
variables Ej( t), j = 1, . . . , m, the characteristic number pi(t) [see Nijmeijer and 
van der Schaft (1990)]. Formally, 
pi(t) = min(jlCi(t + j)A(k + j; k + l)B(t) # 0} 
jeN 
with A(t + s; t) = A(t + s - l), . . .,A(t), s 2 1, and A(t, t) = I,. 
With these characteristic numbers pl( t), . . . , p,(t) we form the (m x m)- 
matrix M(t), called the decoupling matrix: 
i 
c,(t + pl(t))A(k + Pl(t);k + l)B(t) 
M(t) = (6) 
C,(t + pm(t))A(k + pm(t);k + l)Ht) 
Now we give the announced algorithm. We shall do this for the case m = p = 2. 
The more general case, m = p > 2, follows the same lines and will not be given 
here; see Maas (1991) or Nijmeijer and van der Schaft (1990). 
W.C.A. Maas and H. NumeQer, Dynamic path controllability 787 
Algorithm 
Step 1: DeJne for model (5) with m = p = 2 the characteristic numbers 
pl, t( t) := oi( t)for i = 1,2 and form the decoupling matrix M(t). Assume that the 
rank of M(t) is constant for all t. If the rank of the decoupling matrix is equal to 2, 
we can construct a ‘feedback’, 
ii(t) = M(t)q”(t) + N(t)fi(t), (7) 
such that 
Pitt + P1.i) = o”i(t)9 i= 1,2. 
We are done since we know that model (5) is uniform path controllable because we 
can construct static feedback (7) which decouples the model [see Nijmeijer (2989)]. 
If, on the other hand, the rank of M(t) is equal to 1, we can construct afeedback of 
the form (7) with N a nonsingular (2 x 2)-matrix such that 
Bl(t + Pl, 1) = h(t) > 
and J2(t + P~,~) only depends on El(t) and not on &(t). 
(8) 
Step 2: We introduce as a dynamic mechanism the following n-fold time delay for 
the input iTI: 
z”1(t + 1) = 52(t), 
z”z(t + 1) = 53(t), 
(9) 
qt + 1) = tit(t), 
cl(t) = Z,(t). 
System (5) together with feedback (7) and mechanism (9) form a new system: 
ij(t + 1) = (A(t) t B(t)M(t))q(t) + B(t)N(t) 
2,(t + 1) = 2,(t), 
2q(t + 1) = 2,(t), 
z,(t + 1) = G(t), 
(10) 
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B(t) = C(tE(t) 3 
with instruments (G’, I&), state (4, 2, , . . . , a,), and targets (jj1,j2). 
Define the characteristic numbers p2, t(t):= pi(t) now for model (10). Form 
the decoupling matrix, say M2(t), and assume that the rank of M’(t) is constant. 
In case the rank is equal to 1, model (5) is not uniform path controllable; see 
Nijmeijer (1990). If the rank is 2, then we can construct a static feedback law 
depending on the state (q, ZI, . . . , Z,) such that with thisfeedback applied to (10) it 
follows that 
JiCt + P2.i) = v*i(t), i = 1,2, 
with 6 a new instrument variable. As before, this yields that the original system is 
untform path controllable. 
Remark. The above algorithm does not give positive or negative results 
on dynamic path controllability in case the ranks of the matrices M(t) 
and M2(t) depend on t. In that - nongeneric - situation a further analysis is 
required. 
Another way for studying (uniform) target path controllability for the linear 
time-varying system (5) is described in Engwerda (1988a, b). The following result 
is illustrative: 
Theorem 1. Model (5) is uniform path controllable if and only if the rank of the 
matrix M(O;cr, 1) is equal to ml with M(O;cc,l), a (ml x m(cr + 1 - 1))-matrix, 
defined as 
M(O;a,l) = 
C(a+I-l)B(cc+l-2) C(a+[-l)A(a+1-2)B(a+I-3) ... ... 
C(cc + 1- 2)B(a + I - 3) 
‘. ‘. 
. 0 C(a)B(cc - 1) 
..’ C(a + l- l)A(a + I - 1; l)B(O) 
T (11) 
C(a) A(a; 1)WO) 
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with 
.4(t + s; t) = A(t + s - 1) . . . A(t), s 2 1, 
= 1, s = 0. 
Proof: This theorem is taken from Engwerda (1988a, b) in which he proves the 
connection between 77X( t; c(, I) and a rank condition like (11) for arbitrary 
initial time t. We have taken t = 0 here. n 
Remark. In contrast with the foregoing algorithm the construction of an 
instrument sequence that produces a desired target path is using this theorem 
not immediate. 
4. Nonlinear path controllability 
Also in the nonlinear case one can use an algorithm like the one mentioned in 
the previous section to check the local dynamic path controllability of model (4). 
Therefore we have to generalize the characteristic number and decoupling 
matrix to the nonlinear situation. 
First we define ho = hi, and then calculate the derivative hf of with respect 
to u: 
The row vector (12) depends in an analytic way on q and u. Therefore we have 
that either this vector is nonzero in an open and dense subspace Oi of _S! x a!, or 
(12) vanishes for all (q, u) E 2 x 42. In the first case we define the characteristic 
number pi equal to 1, else we set h!(q) = hF(f(q, u)) since hy(f(q,u)) does not 
depend on u if (12) vanishes for all (q, u). We proceed by looking at the next 
iteration, i.e., the row vector 
We will define pi = 2 if this vector is unequal to zero almost everywhere (in an 
open and dense subspace Oi of Z? x%), otherwise we will continue with 
h?(q) = ht(f(q, u)). If none of the vectors is unequal to zero, then we define 
pi = co. Note that, due to the fact that bothfand h are analytic mappings the 
row vectors are either identical zero or else are nonzero in an open and dense 
part of the 3’ x @-space. 
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Under the condition that all characteristic numbers pi are finite, we can define 
the decoupling matrix 
for all (q, u), in the open and dense subspace 0 = Or n . . . n 0, of 9 x %. 
Now the algorithm is almost the same as the one given in the previous section, 
and for that reason will only be given for the case that nr = p = 2. The general 
case, i.e., arbitrary m = p, is given in Nijmeijer (1989). 
Algorithm 
Step 1: Dejine for model (4) the characteristic numbers pl, i := pi for i = 1,2. Form 
the decoupling matrix M( q, u). Now we will assume that the considered trajectory 
(q(t), U(t)) lies completely in the open and dense subspace S c 0 of d x % for 
which the rank of the decoupling matrix is constant. Let 
rank M(q,u) = v1 . 
If v1 is equal to 2, then we can construct a local feedback 
u(t) = dq(t),u(t)) f (13) 
such that 
YiCt + P1.i) = ui(t)7 i= 1,2, 
as long as the corresponding state remains in S. Thus, when v1 = 2, the system is 
locally path controllable. If v1 = 1, we can construct a local feedback of the form 
(13) such that 
y1(t + Pl, 1) = Q(t), 
and yz(t + pl, 2) only depends on vi(t). We now proceed with: 
Step 2: We introduce as a mechanism the following n-fold time delay for the 
input vl: 
z1(t + 1) = zz(t) 2 
zz(t + 1) = z3(t) 7 
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(14) 
z,(t + 1) = w(t), 
VI(t) = z1(t) 
System (4) together with feedback (13) and mechanism (14) yields a new sys- 
tem of the form (4) with instruments (w, 02), state (q,zI, . . . , z,), and targets 
(Yl,Y2). 
For this new system we again define the characteristic numbers p2, i. Notice that 
p2, 1 = pl, 1 + n and p2, 2 < pl, 2 + n [see Nijmeijer (1990a, b)]. Form the de- 
coupling matrix, and again we assume that the considered trajectory is such that it 
lies completely in the open and dense subspace S for which the rank of the 
decoupling matrix is constant v2. 
Zf the rank is 1, then (4) is not locally dynamic path controllable around the 
considered time path [Nijmeijer (1990a, b)]. Otherwise, if” v2 = 2, then we can 
construct a local feedback such that 
Yitt + P2.i) = si(t), i= 1,2, 
for a new instrument 6, provided we remain in a neighbourhood in S. So the 
system (4) is locally dynamic path controllable around the considered time 
path. 
Remark. The decoupling matrix M(q,u) has constant rank in an open and 
dense subspace S contained in 0 = O1 n O2 c 5’ x @. In step 1 of the algorithm 
we impose the condition that the trajectory considered (q(t), U( t)) lies in S. 
Although this is a restrictive condition, it is not very strong since S is an open 
and dense subspace of _!5! x @. 
It follows from, e.g., Nijmeijer and van der Schaft (1990) that in case we can 
apply the above algorithm - that is, if we work at points in the set S - then we 
may conclude that around these points we may achieve input-output decoup- 
ling via a state feedback (13) locally around these points in S if and only if v1 = 2. 
As soon as we have a local feedback of the form (13) for the nonlinear system (4) 
which decouples the system, we can construct a corresponding feedback for the 
linearized model (5) as will be shown in the following lemma. 
Lemma 2. Consider a system of the form (4) and its linearization around a given 
time path (5). Assume that the considered trajectory of (4) (q(.), U(.)) is contained in 
S and that 
u(t) = 44(t), v(t)) (15) 
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is a local feedback of (4) which decouples model (4). Let V(t) be such that 
u(t) = cc(q(t),ti(t)), then 
ii(t) = P(t)ij(t) + N(t)v”(t), (16) 
with 
p(t) = ; (4(t), fi(t)), N(t) = g (4(t), J2t)) 3 
is a feedback of (5) such that (5) with (26) forms a decoupled system. 
Proof System (4) together with feedback (15) leads to the system 
4(t + 1) =f(a(t), a(q(t), v(t))) 9 
(17) 
y(t) = h(dt)). 
The linearization of (17) around the considered trajectory will be 
c?(t + 1) = (A(t) + B(t)P(t))Q(t) + B(t)N(t)E(t), 
(18) 
j(t) = C(tMt). 
Now, since (17) is input-output decoupled around the trajectory (q(.), U(.)) in 8, 
it will follow by direct computation that the linearization (18) will have the same 
characteristic numbers and, moreover, by using the chain rule repetitively it also 
follows that (18) is input-output decoupled. n 
Using this lemma we can relate the local dynamic path controllability of (4) 
around a trajectory to the uniform path controllability of the linearization (5) of 
(4) around that trajectory under the condition that the assumptions made in the 
above algorithm will hold. This main result is stated in the following theorem: 
Theorem 3. Consider a system of the form (4) and its linearization (5) around 
a given trajectory. Assume that the assumptions made in the algorithm hold, then 
system (4) will be locally dynamic path controllable around the considered traject- 
ory if and only if linearization (5) is untform path controllable. 
Proof The proof will be based on the algorithm. It will be given for the case 
that m = p = 2. The general case is completely analogous. 
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Step I: Define the characteristic numbers pi, i of (4) and pi, i(t) of (5). Then 
calculate the rank of the decoupling matrices M(q, u) and M(t). Because of the 
assumptions we have made about the fact that the trajectory we consider is 
completely contained in the open and dense subspace S, it follows, using the 
chain rule, that for all t 
rankM(q(t),ti(t)) = rankM(t) = v1 . 
If vi = 2, we can construct a local feedback which decouples (4) as noted in the 
algorithm. Using Lemma 2 we can construct a feedback which decouples (4). So 
model (4) is locally dynamic path controllable and (5) is uniform path controllable. 
On the other hand, if vi = 1, we can construct a local feedback for (4) such 
that 
Yi(L + Pl, 1) = 4(t) > 
and yz (t + p 1, 2) only depends on u 1 (t) provided that we remain in a neighbour- 
hood in S. Similarly to the proof of Lemma 2 it is possible to construct 
a feedback for (5) such that 
Jl(t + Pl, 1(t)) = h(t) > 
and J2(t + ~i,~(t)) only depends on vi(t). 
Step 2: Introduce the following mechanism for (4): 
z1(t + 1) = z*(t) 3 
zz(t + 1) = 3(t) > 
z,(t + 1) = w(t), 
4(t) = z1(t) 3
and for (5) the following mechanism: 
F,(t + 1) = z,(t)) 
(19) 
Z,(t + 1) = Fg(t), 
(20) 
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It is easy to see that model (5) with feedback and mechanism (20) is exactly the 
linearization of (4) with corresponding feedback and mechanism (19) around the 
considered trajectory. 
For both systems we will again calculate the characteristic numbers and the 
decoupling matrices. The rest of the proof will then easily follow in the same 
lines as step 1 using the algorithms and assumptions. n 
5. Examples 
We will explain the theory by two economic examples. The first is a simple 
growth model of Arrow and Kurz (1970) [see also Aoki(1976)] with one 
instrument variable and one target variable. The second one is a model of 
a closed economy [see Wohltmann and Kriimer (1984), Nijmeijer (1989), and 
Nijmeijer and van der Schaft (1990)] in which we define two instruments and 
two target variables. 
5.1. A two-sector growth model 
Consider the following economic model written in state-space form: 
k,(t + 1) = (1 - 6)e-“k,(t) + se-“y(k,(t) + k,(t))“, 
k,(t + 1) = (1 - G)e-“k,(t) + e-“g(t), (21) 
At) = y(k,(t) + k,(t))” 2 
where k, = capital of the private sector per capita, k, = capital of the govern- 
ment sector per capita, y = total output per capita, g = government expendi- 
tures per capita, and 6, s, n, CC, y = constants. 
We assume that 0 < CI < 1, and first we impose the natural condition that the 
total capital per capita (k,(t) + k,(t)) is strictly positive. 
We linearize (21) around a trajectory (g(t), &,(t), k,(t), j(t)). Let 
K(t) = (k,(t) + kg(t))“-‘. (22) 
Then we obtain the following linear time-varying model: 
(23) 
W.C.A. Maas and H. Nijmeijer. Dynamic path controllability 795 
where 
A(t) = 
(1 - 6)e-” $I asye-“K(t) ctsye-“K(t) 
0 > (1 - 6)e-” ’ 
B(t) = ,!Tn >( 1 
It is easily seen that 
C(t + l)B(t) = aye-“rc(k + 1) # 0, (24) 
under the above assumptions. So the matrix condition of Theorem 1 is satisfied, 
the characteristic number p(t) is equal to 1, and (23) is uniform path control- 
lable. 
If we want to steer the output J(t) along a time path t(t), t = 1,2, . . . , then 
with the following choice for the instrument B(t), t = 0, 1,2, . . . , 
B(t) = 
Ht + 1) 
aye-“lc(k + 1) 
- cu - 6) + w~(t)l(k”,(O) + &(O)), (25) 
the output j(t) will be equal to the chosen function t(.) after a lag of one time 
step. 
Finally, we consider the nonlinear model (21) and calculate its characteristic 
number p. 
Y(t + 1) = yi( 1 - @e-“(k,(t) + k,(t)) 
+ se-“y(k,(t) + k,(t))” + e-“g(t)}“. 
So p = 1 as long as 
g(t) Z - (1 - @(k,(t) + k,(t)) - sy(k,(t) + k,(t))“. 
But this is a consequence of the already mentioned condition that the total 
capital in the economy is assumed to be always strictly positive. Without using 
the algorithm one can see that (21) is local dynamic path controllable around 
a given trajectory if for all the points of that trajectory holds that the total 
capital is greater than zero, which is in agreement with Theorem 3. In other 
words, in both (21) and (23) the total output per capita at each time instance 
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t can be set at any prescribed value t(t) by means of well-chosen government 
expenditures g(t). 
It is useful to note that our assumption that the total capital per capita 
(k,(t) + k,(t)) is strictly positive, is essential in our study; see, e.g., the instru- 
ment choice in (25). In the perhaps somewhat artificial situation where we drop 
the assumption that (k,(t) + k,(t)) is strictly positive - thereby allowing for 
a negative total capital per capita - the decoupling matrix for the two-sector 
model (21) is no longer constant for all possible trajectories (EJt), EJt), g(t)), 
and the same happens for the linearization (23). 
In order that the total output per capita remains well-defined, we consider the 
case that tl = f. Following the algorithm of section 4 we find 
y(t + 1) = y(k,(t + 1) + k,(t + 1))“3, (26) 
which by substitution of the dynamic equations of (21) enables us to compute 
the decoupling matrix as 
M(k,(t), k,(t),g(t)) = iye-“x(t) , (27) 
where x(t) = (k,(t) + k,(t))- 2/3 Clearly the rank of the above decoupling . 
matrix is constant (equal to 1) for all points (k,(t), k,(t), g( t)) for which x(t) # 0 
(notice that this is a less stringent requirement than assuming x(t) > 0 for 
all t). At the same moment we should observe that for linearization (23) 
the decoupling matrix (24) is identical to (27), and thus has the same singularity. 
In particular, our algorithmic procedure has resulted in the instrument choice 
(25), which is not well-defined for all t’s where x(t) = 0. In a similar way 
this problem appears for the nonlinear model, and we conclude that our 
methods cannot adequately handle such singular points and further analysis is 
required. n 
5.2. A model of a closed economy 
As a second example we will look at the following model of a closed economy: 
Y(t + 1) = Y(t) + cC[C( Y(t)) + I( Y(t),R(t),K(t)) 
+ P-‘(t)G(t) - Y(t)], (28) 
R(t + 1) = R(t) + /VL( Y(t),R(t)) - P-‘(t)M(t)l, (29) 
W.C.A. Maas and H. Nijmeijer, Dynamic path controllability 191 
K(t + 1) = K(t) + I(Y(t),R(t),K(t)) 3 (30) 
y(t) = F(N(t), K(t)), (31) 
N(t) = Hl( Wt)lP(t)) 3 (32) 
where Y = real output, C = real private consumption, I = real private netto 
investment, R = nominal interest rate, K = real capital stock, P = price level, 
G = nominal government spendings, L = real money demand, M = nominal 
money stock, N = labour demand, W = nominal wage rate, and cc,B = strictly 
positive constants. 
Eq. (28) is a dynamic IS equation and (29) is a dynamic LM equation. The 
capital accumulation is described via the dynamic Keynesian equation (30). 
Eq. (31) is a macroeconomic production function and (32) defines the labour 
demand as a function of the real wage rate. In fact, this equation follows from 
an implicit labour demand equation of the form W( t)/P(t) =f( N( t)) 
(withf= af;//aN for some neoclassical production functionf), which says that 
the real wage rate is equal to the marginal product of labour.’ In the sequel we 
will write (32) as 
N(t) = H,( W(t)lP(t)) = H( W(t)>P(t)), (33) 
which is the inverse of the marginal product of labour functionf: 
In this model we will take nominal government spending G and nominal 
money stock M as instruments and real output Y and price level P as target 
variables. The nominal wage rate W will be assumed to be known and will be 
handled as exogenous data. As state variables we take real output Y, nominal 
interest rate R, and real capital stock K. 
Assume that G(.), A?(.), Y(.), and p(.) define a solution of (28)-(33) under 
certain initial conditions and known data @(.). Then we can linearize (28)-(33) 
around this trajectory. After that we transform the linear model into state-space 
form. For this transformation we have to assume that, for all t, 
g ( w(t), P(t)) z 0, 
$qr),R(t)) =$(cv(t),P(t)),K(t)) # 0. (34) 
1 Under slight modifications the subsequent developments can also be done in case f also depends 
on K, i.e.,f(N(t), K(t)) andf= afialv for a neoclassical functionf(N, K). Following Wohltmann 
and KrBmer (1984) we assume thatfonly depends on N(t). 
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Then the linear time-varying model will be 
where 
A(t) = 
(35) 
! 1 B P-2(t)d(t) aL ;(t)& + z&t) 
I aF’(t) 0 
B(t) = 0 
L -/w’(t) , 0 0 i 
1 
D(t) = 1 
g (f)gh 
in which we set 
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To simplify the notations we shall denote the (i,j)th matrix element of A 
by aij. 
Now we calculate the characteristic numbers of the linearized model (35). It is 
easy to see that 
pr(r) = PI(r) = 1, 
by calculation of f( t + 1). By calculation of P”( t + 1) and using the assumptions 
(34), we also see that 
L+(r) = L%(t) = 1 . 
The decoupling matrix now equals 
M(r)=[,l.z$(l+ I) ‘j, 
so the rank is equal to 1. We use the following feedback: 
+ abet’ 
aP l(t)’ (36) 
with e(t) denoting a new instrument variable. Then it follows that 
F(t + 1) = G”‘(t), 
and that p(t + 1) is independent of G(t), but depending on C?‘(t). 
Next we introduce a three-fold time delay as a dynamic mechanism: 
&(t + 1) = 22(t), 
.%(t + 1) = Z,(t), 
Z,(t + 1) = F(t), 
G(t) = &(t). 
(37) 
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Calculating the characteristic numbers of model (35) with feedback (36) and 
mechanism (37), we find that 
P&I(l) = 4, Pz, z(t) = 2, 
for all t, provided that 
g(t)+0 and g(t)#O fort=0,1,2 ,..., (38) 
since price level P” is influenced by nominal money stock fi in two time steps if 
investments depend on the nominal interest rate and real output depends on the 
real capital stock. 
Assuming that (38) holds we obtain the following decoupling matrix for the 
new model: 
1 0 
M(t) = Jqt+2)$+1) 
0 aK 
&(t+2&t+2) 
whose rank is equal to 2 under assumptions (38), so there is a feedback 
depending on the states p, 2, R, ,??I, g2, z”, and new instruments @“, I$ such 
that after applying this feedback to the system (35), (36), (37) we have 
f(t + 4) = c”“(t), F(t + 2) = i?(t), 
and so under the assumptions made model (35) is uniform path controllable. 
Now we want to consider the nonlinear model (28)-(33) and try to write it in 
a state-space form. First consider the equation 
N(t) = H( w(t), P(t)) . 
We can transform this into an equation for P as function of Wand N by using 
the Implicit Function Theorem [see Nijmeijer (1989)] when 
(39) 
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for all t. Assuming (39) we locally can transform the equation into 
P(t) = fi( w(t),N(t)). 
In the same way one can locally transform the equation 
Y(r) = F(N(r), K(t)) 
into an equation for N as function of Y and K by assuming that 
for all t. This yields 
N(t) = e( Y(t),K(t)). 
So (28))(33) [see Nijmeijer (1989)] in state-space form will be 
Y(r + 1) =fi(Y(t),Wr),K(t), I+‘(t),G(r)), 
R(t + I) =fi(Y(t),Wr),K(t), Wt),M(r)), 
K(r + 1) =f3(Y(t),R(t),K(r)), 
QI(~) = Y(t) 2 
Qz(t) = p(t) = a( WW? Y(t),K(t))), 
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(40) 
(41) 
(42) 
(43) 
with Q1 and Qz representing the target variables and the functionsf,,f,, andf3: 
fi(Y(t),R(r),K(t), Vt),G(t))= Y(r)+aCC(Y(t))+I(Y(t),R(t),K(t)) 
+ (fi( w(t), F^( Y(t),K(t))))-’ G(t) 
- Y(t)1 9 
fit Y(t), R(t), K(t), w(t), M(t)) = R(t) + PCU Y(t),R(t)) 
+ (fit w(t), F^( Y(t), K(t))))-’ M(t)], 
.M Y(t), R(t), K(t)) = K(t) + I( Y(t), R(t),K(t)). 
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First we calculate the characteristic numbers of (43). For Qi we see that 
QI(~ + 1) =fi(V),Nt)> K(t), Wt),G(t)). 
From the specific structure offi we conclude that 
g(F(t),R(t),R(r), bv(t),G(t)) =(p(t))-’ # 0, (44) 
for all t, because we assume that the price level of the considered path will always 
be nonzero. 
So pi = 1, and for the second output Qz we see that 
Qz(t + 1) = ~W’(t + l),F^(f,(Y(t),R(t),K(t), Wt),G(t)), 
f3( Y(tXR(t),K(t)))). 
Now pZ = 1 if we assume that 
$I@t+ l),N(k+ l))Fy(Y(t+ l),K(k+ l)), 
which is equivalent to assumptions (39) and (41). 
Now we apply the algorithm. First we introduce a new instrument variable, 
G’(t) =fi( Y(t), R(t), K(t), w(t), G(t)) . (45) 
Because of (44) we can use the Implicit Function Theorem and locally obtain the 
equation 
G(t) =.?dY(WW),W), Wt),G’(t))’ . (46) 
In the same way as in the proof of Lemma 2 we can construct a feedback for the 
linearized model (46) (see also the proof of Theorem 3). This feedback is 
equivalent to (36).3 
2This ‘inverse’ control law is nothing but a (linear) convex combination of the real output Y and 
the aggregate demand D := C( Y) + I( Y, R, K) + P-’ G [see Nijmeijer (1989)]. 
3From the previous footnote it is clear that (36) could be interpreted as the linearization of the 
function fi , i.e., of real output Y plus the linearization of aggregate demand D. 
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Now we will apply the following mechanism: 
Z,(r + 1) = Z,(r) 2 
-G(t + 1) = Z,(t) 3 
Z,(t + 1) = G”(t), 
G(t) = Z,(t). 
The resulting model (43), (46), and (47) will then be 
Y(t + 1) = Z(t), 
Z,(t + 1) = -G(t) 9 
-G(t + 1) = -G(t) 7 
Z,(t + 1) = G’(r), 
R(t + 1) =.h(Y(t),Wt),K(t), Wt),M(t)) 3 
K(t + 1) =f3(Y(t),Wt),K(t)), 
QI(~) = Y(t) 9 
Qz(t) = P(t) = H(W(t),F^(Y(t),K(t))). 
(47) 
(48) 
Now it is easy to see that p2, I = 4 and that p2, 2 = 2 by using assumptions (34). 
Finally, we introduce the new instrument variable 
M’(t) = I?( W(t + 2),F^(G”(t),f,(Z(t), 
f2( Y(t), NtM(t), Wt), M(t)),“f3( Y(t), R(t), K(t))))) 9 (49) 
which we can transform via the Implicit Function Theorem by using the given 
assumptions to 
M(t) = SC Wt + 2), G”(t), Z(t), Y(t),R(t),K(t), W(t),M’(t)) , (50) 
such that 
Qr(t + 4) = G”(t), Qz(t + 2) = M’(t), (51) 
and we conclude that the nonlinear model (28)-(33) is local dynamic path 
controllable under assumptions (34), (39), (41) and the assumption that the price 
level will never be equal to zero. It is at this moment unclear what a relevant 
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economic interpretation of the equation for the new monetary policy variable 
M’ is. One should, however, keep in mind that in any case a law as (50) is in fact 
only introduced as a means for generating a suitable instrument sequence that 
produces a prescribed target path. n 
6. Concluding remarks 
The ultimate goal of a policy maker is often to steer the target variables in an 
economy along some desirable time path by manipulating the instrument 
variables in the economy. In the economic literature this problem has apparent- 
ly been studied only for linear time-invariant economic models. However, ‘since 
almost all models are also influenced by the outside world’ via known 
exogenous variables, a study of target path controllability for more general 
economic systems is called for. The present note contributes into this problem in 
two ways. First, we present an algorithmic procedure for testing whether a linear 
time-varying model is perfect controllable. Second, we show that under some 
weak conditions target path controllability of a general nonlinear model is 
equivalent to that of the corresponding time-varying linearization about a given 
trajectory. Basically, this result states that for testing the target path controlla- 
bility the policy maker may restrict himself to work with the linearization of 
a nonlinear model. Obviously this linearization is much easier to deal with, and 
the above results indeed justify the common approach of reducing a nonlinear 
economic model to an appropriate linearization of it. The research described in 
this paper deals with nonlinear economic models in discrete time. It is our 
believe that, mutatis mutandis, the results on dynamic path controllability 
remain valid for systems described in continous time; see Nijmeijer and van der 
Schaft (1990) for some justification of this claim. Therefore, we may expect that 
models such as described in Buiter (1979) and Aoki and Canzoneri (1979) may 
serve as classroom examples for this work in continuous time. What remains for 
future research is to see if an approximate choice of instruments in the nonlinear 
model can be taken from the linearized model, thereby using the hypothesis that 
a linear solution acts as an approximate solution in the nonlinear model. We 
conclude with the remark that all our investigations strongly depend on the 
exact knowledge of the economic model, a requirement which is certainly not 
always met by policy makers in the real world. 
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