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Let [X, V, Y] be an abstract information channel with the input X = (X, .!Z”) 
and the output Y = (Y, ‘8’) which are measurable spaces, and denote by 
L(Y) = L( Y, g) the Banach space of all bounded signed measures with fmite 
total variation as norm. The channel distribution v(., 0) is considered as a 
function r(x) = v(x, .) defined on (X, 55) and valued in L(Y). It will be proved 
that, if the measurable space (Y, W) is countably generated, then the $*) is a 
strongly measurable function from X into L(Y) if and only if there exists a 
probability measure p on (Y, 3) which dominates every measure ~(x, .) (.x e X). 
Furthermore, under this condition, the Radon-Nikodym derivative V(Z, dy)/p(dy) 
is jointly measurable with respect to the product measure space (X, %, m) @ 
(Y, W, p) where m is any but fixed probability measure of (X, %). As an applica- 
tion, it will be shown that the channel given as above is uniformly approximated 
by channels of Hibert-Schmidt type. 
I. INTRODUCTION 
Since information theory was created by Shannon [l], it has been extended 
to various parts in Mathematical Sciences, under the methods of pure or applied 
mathematics. In particular, from the purely mathematical viewpoint, the 
theory has been investigated by many mathematicians, e.g., McMillan [7], 
Khinchine [Sj, and Feinstein [2]. 
Information theory can be roughly divided into three main parts: (1) the 
theory of entropy as an amount of information which expresses the scale of 
uncertainty of an information source; (2) the theory of information channels 
(or merely say, channels); (3) the theory of coding which is base.d upon the 
theories in (1) and (2). It should be remarked that there are interesting and 
important applications to ergodic theory and quantum statistical mechanics 
(cf. [6, 121). 
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We shall discuss certain measure-characters of abstract information channels 
under a functional analysis method. According to construction of communication 
systems, there are various functional structures over channels. For example, 
the input and output are both “symbolic dynamics,” “polish spaces,” “compact 
metric spaces,” or “compact Hausdorff spaces,” respectively (e.g., see [I$ 161 
or [g, 91). Corresponding to each of those structures, the channel distributions 
have measurable or topological characters. 
In this paper, let [X, V, Y] be an information channel, which is abstractly 
defined and is called an abstract channel, that is, the input X and the output Y 
are general measurable spaces, and v the .channel distribution (cf. the last 
part of Sect. 2). One of the main purposes of this paper is to find conditions 
for the existence of a probability measure over the output Y which dominates 
the channel distribution v (cf. Sect. 3). Using the property of absolute continuity 
of the v, we are going to investigate several properties of the Radon-Nikodym 
derivative of the v, which is presented as a two-variable function. Whence 
there arises at once a question concerning the joint measurability of the derivative 
(cf. Sect. 4). In order to make these matters clear, we shall introduce into the 
channel distribution v a measurability condition (cf. Sect. 4). This condition 
plays a central role in the purpose. 
Still, there is another formulation of channels which is quite different from 
the channel described above. In that channel, one assumes a functional Hilbert 
space as signal space which contains the input and the output signals. As a 
channel distribution, which is regarded as a transmission operation, a bounded 
linear operator is taken which transmits every input signal to an output signal. 
This operator is always of the Hilts-Schmidt type or is approximated in 
a certain sense by the operators of such type, see the property (H-S) in Section 2 
(cf. [I I, IO]; cf. Sections 5-7). 
Up to the present, the studies on these two different channels have been 
independently done. However, the present paper (cf. Theor. 5 of Sect. 7) 
shows that one is closely related to the other. 
In the final part, we consider certain channels, including the notion of finite 
memory, and discuss the continuity properties of these channels in a weak 
operator topology. 
I thank the referee who read the manuscript and suggested the addition 
of Section 2. 
2. CERTAIN PANORAMA OF INFORMATION SOURCES AND 
INFORMATION CHANNELS 
In order to develop the information theory on a mathematical basis, one 
considers the central aspects of the theory in the following four parts: (1) 
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mathematical structures of information sources, (2) theory of entropy as amounts 
of information, (3) measure or functional characters of information channels, 
and (4) theory of codings. This paper is mainly concerned only with (1) and (3). 
In general, there are various kinds of information sources. The mathematical 
descriptions of them are often given as the following two forms: (i) a finite 
set A, so-called alphabet, with a probability distribution p, which is denoted by 
[A,p], and (ii) the infinitely bilateral product Al, of A (Z = 0 * 1, &2,...), 
with a probability distribution m (= measure), which is denoted by [A’, m]. 
The latter is important and is a typical case of information sources, and it 
has a useful mathematical structure. When we write a letter or talk about a 
certain object, we must always take and use some fixed alphabet, say A. Every 
message is expressed symbolically as a sequence of elements in A indexed by 
discrete time-parameter t e Z such that [~~x~+i ... x,,J C A’ (t < m) of finite 
sequences (say, finite message or signal) or [... .xt.xt+i ...I = ZZX~ 6 A1 of 
infinite sequences (say, message). If a topology in A’ is defined by Tychonoff’s 
product, then A* is a totally disconnected compact metric space, and any 
finite message is always compact-open and forms a basis for the topology. 
The space A’ has various properties, like as a bounded interval of real line 
or a rectangle of n-dimensional Euclid space (see Sect. 8 for the details of 
some of them). 
Information channels (or say, communication channels or merely channels) 
are defined by various mathematical forms. In general, communication systems 
are constructed by various physical-electrical materials; via those, transmissions 
of informations are done. In such a system, a transmitter sends messages from 
an information source to a receiver. The receiver also has an alphabet. The 
messages transmitted to the receiver sometimes contain errors due to noises 
or some other reasons. That is, some uncertainties are also transmitted. These 
are expressed mathematically as follows: Let A and B be a pair of alphabets. 
These A or B are used by transmitter or receiver, respectively. If a message 
ZZX~ G Ai is transmitted, then it will be received into a finite message F C B1 
with a characteristic probability which is decided by certain specified statistical 
rules. The amount of this probability is denoted by v(ZZ~~, F). The two- 
variable function I(., .) is important and essential in mathematical description 
of the channels, and thus we obtain a triple [A’, V, B’] which is called an 
information channel, and by this notion, discrete channels with memory are 
defined (cf. [5, 21, and also Sect. 8). 
As stated in Section 1, from the mathematical viewpoint, when we investigate 
the information channels, it is useful and important to take the input and 
the output spaces as more general spaces X and Y, respectively, e.g., compact 
topological space, general measurable spaces, etc. Then we can define abstractly 
a kind of channel [X, V, Y] similar to [A’, V, B’]. The triple [X, V, Y] is called 
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an abstract channel (see Def. 1 below). Hence the channel distribution v is 
characterized by a linear transformation between the Banach spaces B(X) and 
B(Y) of all bounded (Baire) measurable function on X or Y. If X = At, the 
Banach space B(X) is generated, in the sense of monotone class, by the set 
of all characteristic functions of finite messages (= signals) in Al. Under these 
notions, several functional analysis methods are developed (cf. [8, 15, 161). 
Besides, there is quite a different description of channels. In the preceding 
part, we described the transmission of information by signals consisting of 
discrete symbols. In many practical cases, the information is transmitted by 
continuous signal or combinations of such signals, e.g., electric waves. In 
general, a signal is given mathematically as a measurable complex valued 
function f(r) of time during a finite time interval, with a finite square integral 
over the time interval. The family of all signals forms a Hilbert space $j, so- 
called signal space. Then, a channel is defined as a bounded linear operator L 
acting on !& which transmits input signals into output signals (both in 6). 
Such a channel is called a &zeur AzrzneZ (or a continuous channel). In many 
situations of interest in information theory, the operator L is 
W-3 1 
a Hilbert-Schmidt operator with a kernel function, 
or closely approximated by such type operators 
(cf. [ll]). 
Up to the present, the relation between these two kinds of channels has 
not been known. In the present paper, we can clarify about the relation between 
them, that is, under a separability restriction an abstract channel has a property 
(H-S) iff (= if and only if) it is strongly measurable (cf. Sect. 5). 
Finally, we shall give the definition of abstract channels and conclude this 
section. 
DEFINITION OF CHANNELS. Let (X, ?Z), (Y, g) be a pair of measurable 
spaces. For this, let v(., .) be a real-valued function defined on X x % such that 
(Cl) for each 3 E X, ~(2, .) is a probability measure over (Y, G!J), 
(C2) for each FE GV, v(., F) is a measurable function on (X, 3). 
Then the triple [X, V, Y] is said to be an ubst~uct chunneZ or merely a chunneZ. 
Whence, the function V( ., *) is called a channel distribution or merely a channel 
with input X and output Y. 
Let T be a measurable transformation from (X, 37) into itself. Denote (X, 3”) 
with the T by triple (X, 3, T). Similarly assume such measurable transformation 
over (Y, ?V), and denote it by the same symbol T and denote the triple by 
(Y, ?V, T). Consider further the condition 
(C3) v(Tx, F) = v(x, T-lF) 
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for every x G X and every Fe W. Then the channel is said to be T-stationary 
snd denote it by [X, V, Y, T]. 
The T-stationarity of the channels is related to certain invariance or com- 
muting properties (cf. e.g. [S, 15, 161) Such a concept has an important role 
in the analysis of channels. But the stationarity will appear only in the definition 
of discrete channels with finite memory (cf. Sect. 8, Appendix), because the 
study of it is not the purpose of the author’s present paper. 
3. THE NOTIONS OF MEASIJRABILITIES, AND OF ABSTRACT CHANNELS AS 
VECTOR-VALLJJJD FUNCTIONS 
We shall first describe the notion of measurabilities of Banach space-valued 
functions. Let E be a Banach space and E* its dual. A function + defined on 
(X, 9-) and valued in E is said to be countably E-valued, if $ is expressed as 
ill l+9ts , where @‘,XL C 55 is a countable partition of X, {&} C I% and 
for E E % le is a function such as = 1 on E and = 0 on X - E, that is, 
4(x) = [n if x E E,, (rz = 1, 2,,,.), A function 4 is called strongZy meusunzble 
if there exists a sequence {&} of countably E-valued functions such that 
11 &(x) - &v)[i -+ 0 for every x e X. A function $ is said to be wea& measurabZe 
if the numerical function f*@(z)) (= (4(x), t*)) is measurable in the usual 
sense for every .$* e E*. The present case is not necessarily identical or equivalent 
to the definition of the measurabilities in the Bochner-integration theory, 
but it can be shown by almost the same method, that 4 is strongly measurable 
if and only if it is weakly measurable and has a separable range (cf. {I, p. 72-731). 
When we consider a measure space (X, %, m) instead of the measurable space 
(X, 9’), the above notions are adopted to the function + defined on (X, 9”, m) 
and valued in E adding the restriction of m-null mod, e,g,, + is said to be strongly 
measurable if there exists a sequence {&} as above such that 11 &(x) - $(x)11 -+ 0 
m-almost every x G X. This is just the usual case of strong measurability (cf. [4]). 
It should be remarked that tke strong (respectively, week) measuddities on 
(X, 9Y) imply tke co~espo~~i~g rne~~~b~~~t~s on rnemwe space (X, ST> m) for 
any (P) jkite measure m on (X, 3?-). 
Now, we turn to the discussion of channels. Let [X, v, YJ be an abstract 
channel. For the measurable space (Y, W), denote by L(Y) the Banach space 
of all bounded signed measures 6, y,... on (Y, W) with the norm I] [ 11 of each 
f E L(Y) (= total variation of [) and by L(Y)* the dual of L(Y). 
In order to clarify the functional structure of the channel distribution ~(a, *), 
it is natural that the v(., .) is considered as a function from X to L(Y). That 
is, denoting 
C(x) = v(x, *), XEX, (34 
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P = ~(0) is just the function defined on X and valued in L(Y). Then there 
will arise the measurability question of the channel distributions. 
On the other side, we remark the following. Let m be a probability measure 
on (X,9”) and put 
then rn’ is a probability measure on (Y, CF) and m’(F) = 0 implies V(ZC, F) = 0 
m-almost everywhere x E X. 
Related to this fact, there will arise at once the question: What is the condition 
on the channel [X, V, Y] in order that I(%, *) for every x E X be absolutely 
continuous with respect to some probability measure on (Y, g) ? This question 
will be clarified and solved by a connection with a measurability condition, 
which will be given in the next section. 
4. MEASURABILITY AND ABSOLUTE CONTINUITY OF CHANNELS 
We shall discuss, at first, the equivalence between the two concepts expressed 
in the title of this section. Let [X, V, Y] be an abstract channel. We consider 
a pair of fundamental conditions for the channel in the following. 
(I) There exists a probability measure p on (Y, %‘) which dominates 
each V(X, *), that is, 
for every % iz X. 
(II) The function C(s) defined on X and valued in L(Y) is strongly 
measurable, where the function C(q) is defined by (3.1) in Section 3. 
When a channel [X, V, Y] satisfies the condition (II), we say that the channel 
distribution v(*, *) or the channel [X, v, YJ is strongly measwable. Then we have 
the following. 
TEXEORJZM 1. The condition (II) $ im ies necessarily the condition (I). Besides, 
if the output space (Y, @) is separable as a measurable space, thut is, the u-atgebra 
@’ has u cozmtabZe generator, then the condition (I) impZks the condition (II). 
Proof. (II) G- (I): The strong measurability of C(n) implies that the set of 
probability measures {v(z, *); x G X) (= the range of the function of C(.)) is 
strongly separable in the Ilanach space L(Y). Hence there exists a countable set 
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{x& C X such that {v(x~ , *); 8 = 1, 2,...} is strongly dense in {v(x, e); zc E X}. 
Put 
where x:-1 is mean convergent in L(Y). Whence p is a probability measure 
on (Y, @}. If &VI = 0 for a set N G %‘, then V(X~ , N) = 0 (n = 1, 2 ,... ). 
Furthermore for any fixed x E X, take a subsequence {x,J C {x,+} such that 
Then 0 = v(x=~ , AQ converges to V(X, Ar) = 0 and V(X, *) < p for every x E X. 
Under the assumption of separabihty of (Y, 3’) we shall prove (I) * (II). 
By this assumption on (Y, q), the G-Banach space Ll(Y, p) = E(Y, %‘, p) 
is separable. Denote by v@(y) = V(X, ~~)~~(~~) the Radon-Nikodym derivative 
of V(X, .) with respect to p, which belongs toLl(Y, p). To prove (II), it is sufficient 
to show that the strong measurability of the function 2 G X --+ V$ EL~( Y, p), 
because the Banach space Ll(Y, p) is identified with a subspace of the Banach 
space L(Y) by the identification 
i.e., g = d~~ld~ (Pi < p). Let L*( Y, p) be the Banach space of all ess-bounded 
measurable functions on (Y, g, p) with the ess-sup-norm. As is well known 
(Riesz theorem), the Banach space Lm( Y, p) is identified with the dual Banach 
space of L1( Y, ,u) by 
For any fixed ~EJ~*(Y> p), there exists a bounded sequence {f,J of simple 
functions on (Y, 9) such that f%(y) -j(y) p-almost everywhere y E Y. Now 
is a measurable function on (X, %), which converges to ~(v,J, (= f(x), say) 
for every x E X, The measurability of fm( x is derived from the folIowing. ) 
Since f*(e) is a simple function on (Y, 3, ~1, i.e., it is expressed by f%(y) = 
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IZ hlFll~h where PiI C CY is a finite partition of Y, and {&} is a finite sequence 
of scalars. Then 
and the right side is measurable (X, LF), because it is so for v(., Fi). Hence 
j(x) is a measurable function on (X, EZ), that is, the function x G X--+ V= EP(Y, p) 
is weakly measurable, which implies the strong measurability of the function 
C(e) by the separability of Ll(Y, p). 
COROLLARY 1 .l. For the channeZ [X, V, Y], in genera& the condition (I) 
implies 
(II’) the function C( +) defined on X und valued in L(Y) is weakly measurable. 
Proof of Corollary 1.1. As in the proof of Theorem 1, Li( Y, p) is a subspace 
of L(Y), and for any + E L(Y)*, the restriction $ IL1 of C# onto G(Y, p) is con- 
sidered as an element of Lm( Y, p). While v.J.) = ~(x, dy)/p(dy) belongs to 
L.i(Y, p) and hence 
which is a measurable function on (X, Z), that is, G(.) is weakly measurable. 
5. JOINT MEASURABILITY OF THE RADON-NIKODYM DERIVATWES 
Under the assumptions of Theorem 1, it is very natural to consider the 
Radon-Nikodym derivative of the channel distribution. This will be done and 
clarified below. 
THEOREM 2. Assume the channel [X, v, Y] is strongly measurable. Take a 
probability measure p on (Y, %) satisfying the condition (I). Let (X, 37, m) be 
arbitrary but fixed information source, (where m is a probability measure). Then the 
Radon-Nikodym derivative k(x, y) = v(x, dy)/p(dy) exiits which is considered as a 
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two-variable function on X x Y and is jointly measurable, that is, measurable 
with respect to the product measure space (X, $7, m) @ (Y, CV, p). 
Proof. Let U(X) = D(X, m) be the Banach space of all integrable numerical 
functions over (X, 9”, m) with P(m)-norm 11 * j[r and let E be arbitrary but 
fixed Banach space with norm 11 * 11. According to Schatten’s book [14], denote 
by C(x) &E the tensor product Banach space of I,*(X) and E, which is the 
eompletion of the algebraic tensor product P(X) 0 E, consisting of all elements 
xfi Ogi ; fi GC(X), gi CZE, i = 1,2,..., rz, with respect to the y-norm N,.(s): 
which is the greatest crossnorm.. The algebraic tensor product P(X) 0 E 
is identified with the linear space of all functions from X into E such as 
Then the y-norm iVV(*) is expressed as the following 
and hence the Banach space G(X) @,, E coincides with the Banach space 
Ll(X, E) of all Bochner integrable functions f, q,... on (X, %, m) valued in 
E: G(X) @I,, E = G(X, E), where the equality (5.3) is extended to 
(cf. [3, 13, 171). 
Besides, we shah adapt U(X) @E for E = L(Y) or I?(Y). The strong 
measurability of C(e) as the function on (X, %) implies the strong measurability 
as the function on (X, %, m) (cf. the first paragraph in Sect. 3). Since ]] i+)/ = 
V(X, Y) = I for alI x cz X (where the norm ]I * ]I = 11 * [k(r)), the function G(G) is 
Bochner integrable on (X, s, m), i.e,, C(a) eD(X, L(Y)) = G(X) @ J.(Y). 
This fact, together with Theorem 1, implies that there exist a sequence & = 
x f y) 0 ty) EP(X) CJ L(Y) and a probability measure p on (Y, +Q such that 
ivy(hn - ly -+ 0, n-+ co, (5.5) 
p -=g p % for every m and i, 661 
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and 
4x* *) < P for every x E X. (5.7) 
As in the proof of Theorem 1, the P-space Ll(Y, p) is identified with the 
subspace of L(Y) by g(~Ll( Y, p)) = p&e L(Y)), where g = p&dy)/p(@), and 
therefore under this identification F(X) 0 Ll(Y) and D(X) Q,P(Y) are 
recognized as subspaces of G(X) 0 L(Y) and G(X) & L(Y), respectively. 
By Eqs. (5.4)-(5.7), the identifications 
hold, and therefore we can deduce that 
kn E l?(X) 0 Ll( Y) and c E U(X) BY U( Y). 
Besides, every element in I?(X) 0 D(Y) is expressed by 
x fi 0 gith G Jw3 gi wn 
which can be also considered as a function on the direct product measure 
space (X, z, 4 63 (Y, Y, 1.4: 
and satisfies the norm-condition 
Therefore it follows that G(X) @,P(Y) = Ll((X, %, rrr) & (Y, Y, p)) = 
G(X x Y). This fact implies that k(*, 9) eG(X x Y) and k(-, *) is jointly 
measurable (mod m @ p). 
6. SOME PROPERTIES OF THE RADON-NIKODYM DERIVATIVE FOR A CHANNEL 
Assume that (X, %) = (Y, W) and that the function C(e) is strongly mea- 
surable on (X, 3) to L(Y), where F(e) is defined by the channel distribution 
V(X, *) (cf. (3.1) in Sect. 3). Let p be the probability measure on (X, S?), satisfying 
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the condition (I) (cf. Sect. 4, Theor. 1) which dominates every ~(x, .) (CC E X). Put 
m(F) = jx +, q p@-$ (6.1) 
Then we have the following. 
THEORJZM 3. The set function m( .) d fi d b e ne a ove satis$es the following condi- 
tions. 
(i) m(.) is a probability measure on (X, 3) and is absolutely continuous 
with respect to p, 
(ii) The Radon-Nikodym derivatives m(dy)/p(dy) and ~(x, dy)/p(dy) satisfy 
Proof. (i) The finite additivity of m(.) and m(X) = I are obvious. Taking 
{Fn} C 3 such as FI CF2 ... and u Fn = F(E %), then V(ZC, F,J t ~(x, F) for 
every x E X. Hence by the monotone convergence theorem m(F,J f m(F) holds 
and m(.) is countably additive. The second statement in (i) follows from the 
fact that ~(x, .) < p for every x G X. 
(ii) By Theorem 2, the two-variable function k(x, y) = ~(x, dy)/p(dy) is 
jointly measurable, i.e., measurable on (X x X, .CE @ 3, t.~ @ p). Therefore, 
by Fubini’s theorem, for any set FE 9Y 
which implies the conclusion in (ii). 
7. APPROXIMATION BY HILBERT-SCHMIDT CHANNELS 
As in Sectiln 6, we again consider a channel [X, V, X]. At first, assume 
the strong measurability of channel distribution v(*, .) which is dominated by a 
probability measure p, i.e., x(.x, *) <p for all x E X. Then we have the following. 
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THEOREM 4. For any small e > 0, there exists a pair of channel distributions 




J%‘c% YJ = f4XT Yl 1 oG>c&~ YJ and a% Yl = Mx, Yl 1 ck<c+G Yl* 
Under this notation, (7.4) implies that for any fixed E > 0, there exists a 
const c > 0 such that the corresponding functions kc’ and ki satisfy the following. 
0 < 11 kC’ ;!I < 6, I - e < 11 k: Ill < 1 and k = kC’ + k; , 
where 11 * iii is the L1(X x X, p @ p)-norm. Put kl’ = kc’ and kz’ = ki . 
The required channel distributions or , V~ and the real number A are obtained 
by 
+4x, PI = 1 k’@ Y) ~(~~)~I14 !il (i == I, 2), 
F 
ad A = II k’ III , which satisfy obviousiy the required conclusions, where 
ki = ki’/// ki’ 11, i = 1,2 (cf. (7.2)-(7.3)). 
A channel [X, V, X] with the same input and output space (X, 3) and with 
channel distribution v dominated by p is said to be (p) Hilbert-Schmidt type, 
if the Radon-Nikodym derivative is square integrable: 
It is obvious that the channel distribution ~a given in Theorem 4 is (p) Hilbert- 
Schmidt type. Then we have the following. 
THEOREM 5. The property of strong measurability of the channel [X, V, X] 
implies the property that, there exists a probability measure p on (X, %) such that 
v(*, .) is uniformly approximated by channeZs of (p) Hilbwt-Schmidt type, that is, 
for any E > 0 there exists a channel of (p) Hilbert-Schmidt V~ such that 
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whf~e 11 . 11 is the totd wuriution norm, (i.e., the mm in L(X)). The comerse 
hoZd.s, q (X, S) . ep zs s ara bZ e, i.e., if 57 has a countable generator. 
Proof. Assume the strong measurability of [X, v, X]. Then as in the 
preceding, v(x, .) < p for some p. By Theorem 4, for any E > 0 we can find 
a pair of channels vi and va such as 
v = /Iv1 + (1 - +a (0 < A < E/2), 
and v2 is of (p) Hilbert-Schmidt type. Hence by (7.5) 
(7.5) 
II 4% .I - %c% .)I1 = /i II 4? .) - %@> *II 
< ACII 4% *II + II 4? .ID 
<2A<C for every x E X. 
The converse is proved for the separable (X, 9-) by the following argument. 
There exists a sequence {v~} of channels of (p) Hilbert-Schmidt type such that 
=Jg II 4x7 -1 - %h .)I1 < I/% n = 1, 2,... . (7.6) 
Since vJx, .) < p (n = 1,2,. ..), we have v(x, .) < p for every x 6 X and G(s) 
is weakly measurable by Corollary 1.1. Furthermore, since (X, 5%) is separable, 
the L1-space Ll(X, p) is also separable. Thus the range of p(e) is separable 
and we get the conclusion. 
It should be remarked that, in the channel [X, v, X] of Hilbert-Schmidt 
type, the two-variable function 
is just the kernel function of an operator L of Hilbert-Schmidt class on the 
Hilbert space Lz(X, p) of square &)-integrable functions. 
In general, let [X, v, Xl be an abstract channel with the same input and 
out space. Denote by B(X) the Banach space of all bounded %-measurable 
functions on X with sup-norm. Putting 
LO is a bounded linear operator on B(X). Assume the channel [X, V, X] is 
strongly measurable with the probability measure p such that v(x, *) <p. 
Consider the functional Hilbert space L2(X, /L). Then B(X) is recognized as 
a linear (dense) subspace B,,(X) of Lz(X, p), where f = g (f,g E BJX)) is 
defined by f(x) = g(x) p-a.e., x E X (i.e., mod p). The operator LO is also 
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recognized as a linear operator with dense domain B,+(X). Indeed, for any 
j’, g E B,,(X), the following implications hold: 
and Lj = Log holds. That is, Lo is well defined as a linear operator on the 
prehilbert space BU(X). By Theorems 4 and 5, La can be expressed as 
kJ-=&f+(l -@Lj, O<A<c, 
for every Jo B,,(X), where L$ are the operators corresponding to the ~~(x, .) 
(i = 1,2), and L2 is of the Hilbert-Schmidt class. Since A can be taken suf- 
ficiently small, Lo is uniformly approximable on B,,(X) by the operator Lz ; 
this is the case of property (H-S) stated in Section 2. 
8. APP~DIX 
In this section, we shall give several classes of information channels. 
Case 1. Finite discrete chanmds. Let A and B be a pair of alphabets. 
These A and B are trivially considered as measurable spaces with the fields 
of all subseta, respectively. When a channel distribution v = v(*, .) is given, 
the triple [A, v, B] is said to be a finite discrete channel without memory. 
If V(X, F) is not either 0 or 1 for every x E A and ( 0 #) F C Y, then the channel 
is said to be tiy. 
Case 2. S~~~t~~ &~I (cf. [2]). This class of channels is studied 
by purely measure-theoretic way. Let X = A be an alphabet as in Case 1, 
(Y, Y) be an (infinite) measurable space. When a channel distribution Y = V( ., *) 
is given, [X, V, Y] is said to be a semicontinuous channel. 
Case 1 does not contain any measure theoretic hypotheses, and Case 2 is a 
special case of the abstract channels in the sense of the present paper. 
Case 3. We shall proceed to the definition of a class of channels with 
memory (cf. [2, !5J), and discuss several topological proper&a of the channels. 
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Let A and B be a pair of alphabets. Put the bilateral (= two-sided) Cartesian 
products by 
03 co 
where An = A and & = .B (n E I = {O, & 1, 52,...)). Considering discrete 
topologies on Am and Bn , the product spaces AI and Bl, called message spaces 
or signaZ spaces, are totally disconnected compact metric spaces, hence are 
separable. Indeed, the comparative metric structure p in A’ {and also in Bf) 
is derived as follows, Let A = {a(l), u(2),..., a(Z)}. Put 
for x = IIlxfl and x’ = I~x~‘, where x,, is nth coordinates of x and similarly 
for x*‘. Denote the shift on Af by a symbol T, i.e., 
T (I&J = I7 x~’ for every l7x% g AI, G3.3) 
where xti’ = x~+~ (n = 0, -&I, &2 ,... ). H ence the shift is a homeomorphism 
on Al. Similarity the shift on BI is defined, and we denote it by the same T. 
Let Q! and a be u-algebras consisting of all Bore1 sets (= Baire sets in these 
cases). For a pair of integers i,j (z’ < j), denote by 
which will be called a finite message (or sz@al) in Al between times i and j. 
Every message is a compact-open set; the family of all messages is an open 
basis in Ai, it generates the o-algebra OZ. Same notations are adapted to (B’, g). 
Whence we can consider a stationary channel [A/, v, B1, T] (cf. (C3) in 
Sect. 2). Such a channel is said to have$n&e memory if there exists an integer m 
such that for any message [ yi ... yJ in the output Bl, the equality 
vJ4) 4x, [ys ..’ Yil) = 4%‘, r.Yi --‘ Y&7 
holds for every pair x and X’ E A1 within xk = xk’ (z’ - m < k < j).j 
1 The definition of the finite memory channels is usually given under the further 
conditions of a nonanticipating property and a finite independence property (cf. [2]). 
In the present paper, it is not necessary to assume these two properties, because the 
purpose of the paper is to investigate the functional structures of information channels 
and for this these two properties are not needed. 
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The finite memory channel [A’, V, BI, T] satisfies necessarily the condition: 
(C5) for any message [yi *..yJ in Bl, the function V(X, [yi ... yJ) of 
x 6 A’ is continuous on A’. 
Besides, denote 
where C(B’) is a Banach space of all continuous functions on B1 with sup-norm. 
We remark that the Banach space L(B’) is the duul spuce of C(P) by Riesz’ 
representation theorem and similarly L(A’) is dual of C(AI). Then we have 
the following. 
THEORBM 6. For a stationary channel [AI, V, BI, T], the condition ((3) is 
equivalent to each of the following conditions. 
(C5’) T is a Zineur operutor from C(B’) to C(A’). 
((3”) The dual operator p of r, which is a linear operator from L(A1) to 
L(BI), is sequentially weakly* continuous, that is, sequentially con- 
tinuous in the weak* operutor topoZogies in L(Al) and L(B’). 
LEMMA 6.1. The condition (C5) is equivalent to the following. 
(C5”‘) For uny $nite number of messuges [yif) ... yi:)] in BI (ik < jk ; 
k = 1, 2,..., n), the function V(X, fizz1 [yif) . ..yiE’]) with vuriabZe 
x E A’ is continuous on Al. 
Proof of Lemmu 6.1. It is sufficient to prove (C5) + (C5”‘). Take n = 2 
in (C5”‘). When ji < i2 . 
[Y:: ... yj:] n [JIM) . . . yj:] 
= U {[y!:’ ...y/t’,yjl+l .~.y+ly~’ -..yt’];ykE B, jl < k < i2}. (8.5) 
Since any two terms in the summation of the right side of (8.5) are disjoint, 
we have 
Since each term in the right side of (8.6) is continuous on A1 and Z is a finite 
sum, the left side of (8.6) is continuous as a function on A’. For general n and 
6831414-4 
398 HISAHARU UMEGAKI 
jk < i*+1 (k = I, 2,..., n - I), it is similarly proved as in the case n = 2. 
When n = 2 and & < jI , the left side of (8.5) 
= empty or y& “’ = # (is < k <jr) which implies the continuity of the left side 
of (8.4) for i2 < jI , Thus we have the conclusion in (C5”‘) for n > 2. 
Proof of Theorem 6. We shall prove the theorem using the following implica- 
tions: (CY) * (C5’) * (C5”) - (C5’). 
(CS”) G. (CS). Take [yi: ..*J$:] as in (CS”), put E = fik [yifj ...yiz)] 
and g = lE . Then Q E C(A’). Hence if g is an element in the algebra C’s 
generated by the functions of the form l~V~.~.,,~ (i < j), then Pg E C(A’). 
Furthermore, any g E C(IV) is uniformly approximated by a sequence of func- 
tions in Cs, and therefore rg E C(AJ) because I] rg 11 < 11 g 11 (11 - 11 being sup- 
norm). 
(C5’) = (C5”). Let {tn} CL(Al) be a sequence converging weakly* to 
t EL(A’), i.e., for any f s C(A’), 
Then for any g E C(P) 
<if, &J = v-g, 42 - <l-i?* 0 = e, fD 
because rg E C(A’) by (C5’). Hence {p.$} C L(B’) converges weakly* to ft. 
(C5”) + (C5’). Let Sz be point-mass one with support (~1. That is, 
S=(E) = I if x E E, = 0 if x $ E where E E fl, then Sz E L(A’), Let {x~} C Al 
be such that x R + x in the topology of A’. Then for any f e C(A’), 
<f> %“) =f(%J +f(4 = <f, i&J, 
and therefore, by (C5”), for any g E C(P) 
mw = vh hn> = cgj f+szn) - cg, z%d = mm 
and (C5’) holds. 
Remwk. Denote Sz the point-mass of A’, which is an element of L(A’). 
By the definition of r, f& E L(Bl) which satisfies 
M%4~~~ = e&q> for every x E AI and F E B. 
Put +(x) = fi%. The mapping x E Ar + #(x) EL(ZV) is continuous in the 
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weak* topology. Now, we define x - x’ for x, X’ E A’, if c(x) = 6(x’). Then - 
is an equivalence relation satisfying: 
x - x’ e v(x, [yi ... yj]) = v(x’, [yi ... Yj]), 
for every message [yi ... yj] 
+ mK4 = K?Wh 
for every g E C(H) 
e TX - TX’, 
and every coset 2 (= {x’ E A’; x - x’}) is a closed set. Furthermore, the quotiant 
space Al/- (= {Zz x E A’]) is a compact metric space and is homeomorphic 
to {4(x): x E Al} with the weak* topology in L(P). These facts imply that 
the topological structure of the input space is reduced to the one relative to 
the weak* topology over the space of probability measures of the output space. 
Inspite of these continuity properties, the question still remains for the channel 
[A’, V, B’] to be strongly or weakly measurable. 
Now, we state a remark relative to the message (or signal) spaces and conclude 
this paper. The structure of the message space A1 can be studied by various 
type of alphabets. For example, A = {0, 1}, A = {O, 1,2 ,..., 91, A = a finite 
group, A = a polish space, A = a compact group, etc. For A = {0, I} or 
{0, 1,2 ,..., 9} the space Ap = IIAn (An = A; PZ E P = {1,2 ,... }) is of particular 
interest. Ap has same measurable character as with the unit interval. That is, 
the unit interval behaves like as a message space. 
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