Abstract. An important problem in the bioinformatics field is to understand how genes are regulated and interact through gene networks. This knowledge can be helpful for many applications, such as disease treatment design and drugs creation purposes. For this reason, it is very important to uncover the functional relationship among genes and then to construct the gene regulatory network (GRN) from temporal expression data. However, this task usually involves data with a large number of variables and small number of observations. In this way, there is a strong motivation to use pattern recognition and dimensionality reduction approaches. In particular, feature selection is specially important in order to select the most important predictor genes that can explain some phenomena associated with the target genes. This work presents a first study about the sensibility of entropy methods regarding the entropy functional form, applied to the problem of topology recovery of GRNs. The generalized entropy proposed by Tsallis is used to study this sensibility. The inference process is based on a feature selection approach, which is applied to simulated temporal expression data generated by an artificial gene network (AGN) model. The inferred GRNs are validated in terms of global network measures. Some interesting conclusions can be drawn from the experimental results, as reported for the first time in the present paper.
Introduction
In general, living organisms can be viewed as networks of molecules connected by chemical reactions. More specifically, the cell control involves the activity of several related genes, in which the relationship among them is known or not. Gene regulatory networks (GRNs) are used to indicate the interrelation among genes in the genomic level [1] . Such information is very important for disease treatment design, drugs creation purposes and to understand the activity of living organisms in the molecular level. In this way, there is a strong motivation for GRNs inference.
High-throughput techniques for measurement of mRNA concentrations allow the simultaneous verification of cell components activity (state) in multiple instants of time. Some methods were proposed for modeling and identification of GRNs from expression data sets [2, 3, 4, 5, 6, 7, 8, 9, 10, 11] . This work focuses attention in a particular method proposed by Barrera et al [7] in order to evaluate the application of Tsallis entropy [12] in the GRNs inference problem by using an artificial gene network (AGN) model [13] . This technique is based on a feature selection algorithm that minimizes entropy measures as the criterion function.
The Tsallis entropy has been stood out in the last years as a generalization of the Shannon entropy [14] . This is not only due to its applications [15] , but also due to its theoretical foundation [16] . Its use becomes important on systems with long-range interactions (which causes long-range correlations), a particular feature of nonextensive systems. But, are the gene regulatory networks nonextensive? How to interpret them in this context? In order to investigate these questions, the present work addresses the problem about the inference and extensivity of GRNs by applying information theory. We also analyze the quality and limitations of the adopted method [7] to infer network topologies.
Next section presents a brief description of the AGN model to generate the ground-truth and the simulated expression signals. Section 3 presents the network inference method, while Section 4 describes the similarity measures adopted to compare the inferred and the ground-truth networks. Experimental results are presented and discussed in Section 5. Section 6 concludes this text with possible future directions of this work.
AGN Model
The AGN model [13] is composed of three main components: (1) topology, (2) network state and (3) transition functions. The topology of an AGN may be defined by theoretical complex networks models [17, 18, 19] . We have adopted the uniformlyrandom Erdös-Rényi (ER) and the scale-free Barabási-Albert (BA) models.
The AGN model is a complex network G = (V, E) formed by a set V = {v 1 , v 2 , . . . , v N } of nodes or "genes", connected by a set E = {e 1 , e 2 , . . . , e M }. It is important to keep the same average number of connections of nodes k for comparative analysis between ER and BA. In this way, in order to keep k fixed for the ER model, the probability p of connecting each pair of nodes is given by p = k N −1 . The BA topology follows a linear preferential attachment rule, i.e., the probability of the new node v i to connect to an existing node v j is proportional to the degree of v j . Therefore, the nodes of ER networks have a random pattern of connections while BA networks have some nodes highly connected and others with few connections.
Each gene can assume a value from a discrete set D (in this work, D = {0, 1}, i.e., on/off) that represents its states. The network state s at time t is determined by s t = {v 1,t , v 2,t , . . . , v N,t }, called the state vector.
The transition functions F are defined by logic circuits, one for each gene of the network v i,t+1 = F (u ki,t ), in which u ki ∈ G represents the k genes (predictors) that have input edges to v i (target). The number of predictors and its influence (measured by edges) on target genes are defined by considering a deterministic model [20] , i.e., the networks remain fixed in the choice of k input nodes, chosen logic circuits and chosen predictors, during all instants of time.
The dynamics of an AGN is determined by applying the transition functions to an arbitrary initial state s 1 = {v 1 = 1, v 2 = 0, . . . , v N = 1} during T time instants (i.e., the signal size). The target state at time t i+1 , i = 2, 3, . . . , T is hence obtained by observing the predictor states at t i and by applying its respective logic circuit. As a result, we have the simulated temporal signals of length T , which are used for the network identification method presented in Section 3.
Network Inference
The use of entropy functions to infer gene interaction network topology from time series has been showed a promising tool [7, 21] . Of course, the precision of the inference depends on the information available and the suitability of its use.
The inference method used in this work is described in [7] , in which the entropy [14] of the temporal gene expression was employed as a criterion function in a feature selection [22] approach to identify the network topology. The main idea is to select the predictors subset that minimizes the entropy of each target gene from its expressions profiles.
In this context, network inference is modeled as a series of feature selection problems, one for each gene. The search space is normally very large, so that an exhaustive search cannot be performed. In our approach, the Sequential Forward Floating Search (SFFS) [23] algorithm was applied for each target gene in order to select the subset of genes X that minimizes the criterion function given by Equation (1) . As defined in [24] , the penalized mean conditional entropy of Y given all the possible instances x ∈ X is given by:
where M is the number of possible instances of the feature vector X, N is the number of observed instances (the number of non-observed instances is given by M − N ), f i is the absolute frequency (number of observations) of x i and s is the number of samples. The α constant is the penalty weight for non-observed instances (α = 1 in the present work).
Once we are interested to better understand the method, mainly about its performance given a data set, we focus on the entropy function and use the generalized entropy proposed by Tsallis [12, 25] . The Tsallis entropy has been studied and applied by many researchers in different approaches (information theory [16] , thermodynamics [26] ) and systems. Its suitability has been proved [27] , mainly where the Shannon is not recommended, i.e., for long-range interactions between the nodes. As defined in [24] , by the inclusion of such generalization in Equation (1), the conditional entropy H(Y | X = x i ) becomes:
where P (y | x i ) is the conditional probability of y given the observation of an instance x i ∈ X. The Tsallis entropy generalizes the Shannon entropy and can be used as a functional set by the parameter q which is defined as an entropic parameter that characterizes the degree of nonextensivity. For q < 1 the entropies are superextensives and for q > 1 the entropies are subextensives. Furthermore, when q = 1 the entropies are extensive and the Shannon form is completely recovered 1 . Lower values of H yield better feature subspaces (the lower H, the larger is the information gained about Y by observing X). In this way, the SFFS is guided to minimize the criterion function in Equation (1). The selected features are taken as predictor genes for each target gene, which are used to link the genes and thus to recover the network topology.
The next section describes the similarity measures adopted to compare the inferred and the AGN-based networks.
Validation
In order to quantify the similarity between A (AGN model networks) and B (inferred networks), we adopted the validation metric based on a confusion matrix [28] (Table 1) . The networks are represented in terms of their respective adjacency matrices M , such that each edge from node i to node j implies M (i, j) = 1, with M (i, j) = 0 otherwise. The measures considered in this work are calculated as follows:
We consider the geometrical average Similarity (A, B) between the ratios of correct ones (T P R) and correct zeros (T NR), observing the ground-truth matrix A and the inferred matrix B. Observe that both coincidences and differences are taken into account by these indices, implying the maximum similarity to be obtained for values near 1.
Experimental Results
This section presents the experimental results by applying Tsallis entropy [25] for GRNs inference, as presented in Section 3, by considering three main aspects: (1) Variation of parameter q of Tsallis entropy; (2) two different complex network topologies (ER) and (BA); (3) complexity of networks in terms of average node degree (k).
For all experiments, the two network models (BA and ER) with 100 nodes were used. The q parameter of Tsallis entropy varied from 0.1 to 3.1 in steps of 0.1, and the average node degree k varied from 1 to 5 in steps of 1. The simulated temporal expression was generated using 10 randomly chosen initial states, each one with length 30. These expressions were concatenated into a single signal of size 300. The experimental results were obtained from 50 simulations for each network topology and k value, using the default parameters of the method [24] . Figures 1 (a) and (b) show the median values of similarity (described in Section 4) between the inferred networks and AGN-based networks in terms of q of the Tsallis entropy and the average node degrees (k). These figures present a soft increase of similarity rate by increasing the q for all average degrees k. This result suggests a dependence of the method accuracy on the parameter q.
In order to better investigate this behavior, Figures 2 (a) and (b) present the histograms of the frequency of target genes with best similarity rate found for each q value, by considering respectively, ER and BA network topologies. presents higher frequency when q = 1.2, and the distribution is concentrated between q = 0.7 and q = 2.2. These results reinforce the fact that the variation of q is important for the method accuracy, i.e., the nonextensivity of the networks. In order to estimate the improvement of the accuracy by varying q, Tables 2 (a) and (b) present the comparisons of commonly used Shannon entropy q = 1 and the best global results obtained by the variation of q. In general, it is possible to notice that global results exhibit an improvement of accuracy w.r.t q = 1 for all average node degrees (k) in both network topologies (ER and BA). In particular, the number of false positives (FP) presents higher improvement of accuracy, achieving 55% of reduction in false positives for ER when k = 2 and 74% for BA when 2 k 3.
Conclusion
This work described a comparative analysis in order to evaluate the application of Tsallis entropy in a GRN inference method based on a feature selection approach by considering three main aspects: (1) variation of the parameter q (degree of nonextensivity) of Tsallis entropy; (2) two different complex network topologies; (3) complexity of networks in terms of average node degree (k).
The results indicated a valuable improvement of the accuracy of the GRNs inference by using the Tsallis entropy. This improvement was observed in both kinds of networks (ER and BA) and also for different degrees of complexities k (average gene degree). We have found the best similarity values on the range 0.6 q 2.2, where the degree of nonextensivity q around 1.4 performs better results. In fact, the results have shown that tested networks tend to be a little subextensive (q > 1).
These results can be seen as a first stage to better understand the inference of network topologies by information theory approaches, i.e., by using entropy criteria. The main point is the possibility of nonextensivity of the networks and, therefore, the entropy related methods dependence on that.
The next stage of this work is to consider complex networks models and measurements [19] (local and global) and more precise similarity measures between two networks [29] in order to refine the analysis of the inference method and the nonextensivity of the networks. Other relevant improvement is to include some uncertainty in the transition functions, i.e., to use stochastic transition functions and to measure its effect on network inference method. Other methods that apply information theory for GRNs inference could be included in the comparative results and analysis of nonextensivity of the networks.
