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LEONARDO TORRES QUEVEDO ( 1 . 85 2-1 . 9 3 6 )  
ingeniero español , precursor de l a  ci-· 
bernética, de la automática y -de la i! 
formátic a ,  contestaba así  en 1 . 915 a 
una de las preguntas gue l� �ormulab� 
la revista Scientific American : 
"The ancient automaton� ... imitate 
the appea4ance and movement� 06 livi, 
being�, but thi� ha� not much p4acti­
cal inte4e�t, and what i� wanted i� � 
cla�� 06 appa�atu� which leave� out -
the me�e vi�ible ge�tu4e� 06 man and 
attempt� to accompli�h the 4�¿ult� 
which a living pe4�on obtain�, thu� 
4eplacing a man by a machine". ( Cita­
do en Ch . & R. Eames , u t  s u p r a  p . 6 7 ) ,  
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PROLOGO A LA PRIMERA EDICION 
E� te libno ha  � ido e� cnito co n el pnop6�ito de  � envin 
de texto a l06 e� tudiante6 de la a6ignatu�a FUNVAMENTOS VE OR­
VENAVORES en tencen cun� o del Plan de E�t�d�o� llamado "1.964 
mo di 6icado " de la E� cuela T�cnica Supenion de  lng enieno� de T! 
l eeomunicaci6n de Madnid� cun� o q ue hiz o  6u debut en el p enlo­
do acad�mico 1 .977-78. Ve co n 6 onmidad co n e6te pnop66ito � e  ha 
6acni6icado to da tendencia al lucimiento o a la enudici6n en � 
ana6 de un mejon  Aendimiento did4ctico de  l o� c o neept06 b4� i- ­
co� . 
Una n4pida o j eada al vaniado abanico de t ema6 q ue cOm­
po nen  lo� do� v olamene� le din4 al_lecton adventido pon  q ul h! 
mo� decidido e6cnibin un texto� � i endo a�l q ue lo�  co nten�06 
q ue en él 6e iban a incluin no tenlan po�ibilidad alg una d e  
� en o niginale6� � alvo  tal v e z  e n  l a  pne6entaci6n . El comphend! 
n4, ip60 6acto q ue tale6 co ntenid06 habnlan o bliga do al alumno 
a mane j an nece6aniamente ,no meno� de 6ei� libn06 di�tinto� �  no 
� i empne en ca6tellano y� de to da evidencia, no al niv el� intno 
ductonio aunque  no � up en 6icial� q ue 6e neq uenla . 
A�l pue6, la vaniedad del pno gnama de  la a6ig natuna , -
un tanto inco ngnuente l� te  ( pon  n�z9ne6 compleja6 ) c on  el tlt� 
lo ,de  la  mi6ma ,  ha ,6ido 6 a�ton deci6ivo  pana la cneaci6n del -
texto y há co ndicio nado � u  neali z a ci6n co ncneta y lo�  �e6ulta­
do� de la mi6ma. Peno ante6 de de6cnibin la e6tnuctuna del tex  
to , hay  q ue aclanan q ue ,  pon  lo  q ue ne6p eeta al  dicho pno gnama, 
e6te texto no lo cubne totalmente 6ino q ue e6t4 pnevi� ta 6u 
, ' .  " .  
complementaai6n co n o tno� tema6l q ue la 6luatuante dunaai6n de 
l06 cu�60 6 aaadémic06 en  nue6tno
,
pa16 han4 que 6e pueda o no � 
6e pueda ( o  6e pueda 6Slo en  pa�te, 6i apliaam06 al naz o namien 
to l06 p�;naipio6 d e  la l6giaa b o�n06a� Vol. II� T ema 1 ,  Capi­
tUlo 8, apantado 3) llevan a cabo. 
3e�ta muy la�g o , y � egu�amente 6 ue�a de  luga�, ju� t¿ 6f 
raft l: ele c c¿6n de  la  eompo �¿e¿6n de un p�og�ama q ue, pon lo  -
qll�. U'10ZCO d e  aqu-t y de. a.e.lá ,  no po .�e e  LCt má.6 l¿g e�a � emeja.n­
za �rn e: d e  n¿ng una ot�a a� ¿g natuna de Eu�opa y de Aml�ica. -
A�n no ent�ando en ello , pido q ue � e  no� e�ea que  nue.6t�a meta 
no e�a con� egu�� la o�iginal¿dad en la mezcla pa�a eompen4 a� -
la. r'_o;t-idianeidacl de  lo� eomp o nente4, ni d eIanl1o�  eonducilL po � -
gu�to6 pa�;t¿cula�e� . 
Pa�a q uien no teng a rc� q ul �ab e�lo , l e  di�� q ue e4 ta 
a��gnatuna e� impa�;tida a e�tudian;teJ 4in co�o eimiento� p�e- -
v�a� de ele ct�6niea digi;tal y e� la an¿ca a/.)ig na;tu�a o bl-ig a;to ­
�¿a d e  in 6 o�mát�aa (¿d�b e�-ta llama�� e Fundamen;to� de  ln 6 0�m�tf 
ea?) e n  una ea��e�a p�edominantemen;te t ecncl6glca� cuya E�t�e­
l¿a de O�lente e/.) �l binomio elect�6niea - in 6 0�maci6n . Su pa­
�o le ha tej¿do eo n mate�lale/.) du�ade�o� , �l bien una elemen - ­
tal f5giea aconbejaba afiadi� en el t�aj e (la a4ignatu�a y ,  p o�  
ende, ef texto ) cie4to4 d etalle� q u e  pa��clan demanda� la4 ca­
.':.nc.':cC}!.[óU.ca6 dC'.f ;,:.tiente  ( 6utu�0 ing enle�o de telecomunicaci6n ) 
U la m¿!�a actual ¿dad . Re� umiendo , el lib�o q ue el amable lec­
tv� tiene en  6u/.) mano� ha �ldo  co n/.)t�uido  bajo  un c�lte�io de  
maximizael6n de la ta� a de  inva�lan cla , dent�o de  lo�  co ndi cl� 
nJnte6 ge�e�ale 6  que acabamo� de  menc¿o na�; c�ite�io cuyo ca-­
��cte� ut6plco no de�ca�tam04  d el ;to do 4 i ,  tal como enunci6 H� 
nacllta, " nada e4 p e�manente  e xcepto el camblo " y l� te , en el 
tiempo q ue vlvim04 , eA tan acel e�ado q u e  no�  amenaza  co n el 
.&hock ( Toóóle�). 
Ve� pul4 d e  la�g a4 , aunque aml� to� a� di4 cu� io ne� , c o n  -
el g�u�o q ae' má4 d e  ce�ca ha vivldo la p�lme�a andadu�a de  e�­
te texto en  4 U  v e�� l6n ca4 e�a , .be ha  lleg ado al acue�do de  o�­
ganiza�lo en el o�den .beg uiente: 
i x  
VO L U M E N  l. INT R O D U C CI ON  A L  HA R DWA R E  Y AL S O FTWA R E  
1.1. R e p r e s e n ta c i ó n y c o d i fica c i 6n d e  l a  i n f orm a -­
c i ó n . 
1.2 .  O r d e n a d o r  E I T -2 :  Intr o d u c ci6n a l o s l e n gu a j e s  
d e  m á qui n a  y e n s am b l a d o re s .  
1. 3. E s tr u c tu ra  y f u n c i o n a m ien to d e  l o s o r d e n a d o - ­
r e s . 
1 . 4 .  E l e m e n to s  d e  te c n o l o g í a . 
VOl.U M E N  11 . E L E M E N T O S  D E  M E TAT E O R I A  
TI .!. 'L 6g i ca .  
11.2 . A u t6ma ta s . 
11.3 . A l g o r i tm0s , p ro g ra ma c i 6n e s tr u c tur a d a � m á qul 
n a s  d e  T u r i n g .  
11.4 . L e n g u ajes . 
La heeuenaia diddetiea no tiene po� qul eoineidi� con 
la heeueneia de temah en el doeumento. Si bien eh ve�dad que -
el p�ime� volumen, eontoh eomplementoh que he ehtimahe pehti­
nente�, pod�la he�vi� pa�a un eu�hO de P�og�amaei6n y Eht�uct� 
�a de O�denado�ehl y el �egundo, tambiln eomplementado, pa�a -
un eU�hO de Int�odueei6n a lo que algunoh llaman In60�m4tiea -
Te6�ieal, el eonjLwto de lOh dOh volúmene¿ puede utiliza�he de 
1. Un hihtema de elah�6ieaei6n de lOh temah de Cieneiah de ea 
Computaci6n pa�a 6lne� biblioghd6ie06 (ve� Communieation� -
06 the A.C.M., Junü 1 .975, Vol. 1 8  N° 6) HOh d'¿ee que loQh 
temah del p�ime� volumen eaen dent�o de tOh apa�tadoh 6, 
ha}Ldwa�e, y 7, h06twa�e, Ij la ph.de,t,¿ec( totalidad del hegundo 
volumen en el apahtado 5.2, metateohla, del eonjunto 5, ma­
tem4tlaah de la comput�cl6n. 
En el �egundo volumen he ha atempehado, en la medida de lo 
pOhlble, la habitual eahga 6o�mal de 6u� temah mediante el 
heaUh60 a clehto� ejemploh y al aligehamiento del apahato -
matemátieo. 
x 
muy di v en� a� manena�. 
Pan la q ue a no� otno � ne6p ec.ta, y pana el eun� o 1.978-
1 . 919 , � e  ha eJeog ido la manena: 
1.1"* 1.2 -> 11.1 -+ 11.2 -+ 7. 3 -7 1 . 4 'r n.3 -+ n.4 
quiado 6  pan el �abio pnineipio d e  "dan una d e  cal y una de  ah� 
na " ,  6in qu.C . .óeamO .5 capaeeó de pnec_l� an en ténmino � 'ab� olut o �  
�u4l e 6  d e  caL y eu&l e� d e  anena, y a  que  la e x p eni eneia n o �  -
ha d em o � tnado q u e  un tema e¿ cal y e� anena al m¡� mo  tiemp o , -
divi�i endo ,  p u e6, al alumnado en do�  pant e� . Me  atn e v o  a a� eg� 
nan q u e  can l a  � ec ueneia antenio n  � i empne danemo� una de  cal y 
LULa d e  ane.na (m&6 exactam ente "do�  d e  cal y d06 d e  alLencL" ) y a  
que, .óegQn hemo.ó cnei d o  o bh elLvan, pana una cualq ui ena d e  nue6-
tlLOh al umno6, h i  el valumen 1 e� cal/anena el v olumen II eh 
alL e ,(!.o./ cal . 
Pana lleg an a c ublLllL eL ob j etiv o  d e  l a  a.óignatulLa �e-­
ILÚtn -nec e6 ani06 l o .ó  q u e  PtLdleJr..amo 6 llamct/t volúm ene.6 c.eJLO y - -
�lLe6, c o mp u e6to 6  p o n  c.onienido6 m en06 inv aniante.ó , q ue no he-­
mOh "eh c.Jtito ni p enh amo� eh anibin . El v o lumen c.eno pnec. e d e  inex 
c-Lvlaól emente a tada lo d emá6. Se -tnata  de que , c.an él, el al um 
na c.onozea lah g eneJtalidade� d e  la in6 0nmática a un ni v el in-­
�Jr..oduatonio . ¿Qul h an, c 6mo  han nacida y e v o lucionada l04 ande 
nadolLe�? ¿C 6mo he pnaglLaman? ¿Qué tipa� d e  l eng uaj eh utili- ­
zan? ¿Qué ala.óe.ó d e  máq uina.ó p eni 6éILicah h e  c onectan can ell o .ó? 
.!,Qu� (>j un 4,[.ót ema o pelLativo lj un c.ompilado n? ¿Pana q ué � e  
uti�lzan lOh o nd enado ne4? A un alumna univ enh itanio h e  l e  p u� 
�e pcdl/t q u e  l ea un libnito d e  una.ó cien páglna� d o nde  h e  d e4 -
clL��7l�n e.óta4 c.ue.ótione.ó.OulLante el c�n� o 7. 911-78 nOh o tno.ó -
:" ;::mol\ /¡e(�omendctdo el .tlbno "FlLo nteJta6 de  la Ci encia. Vol. 1 
L�/ocjytml.ca , e c.alo g-ia, in6 o /tmát.¿c.a " ,  Bibli o tec.a Edueac.i6n Penma 
· ¿'1;�(J. Seni e A ula Abú.nta. U.N.LV. 1.977. 
xi 
Et volumen Irr tendn4 pon  o b j eto de� anibih ao n algari.­
detalle. div en� a� 6onma� o 4nea� de  ap,Uaaaión d e lo�  ondenado ­
ne� y el lmpaato de  la in 6 o nm4tiaa en nue4 tna vida 4atual y 6� 
tuna ( al meno � .  inmediata ) . La e xten�ión y a ont e�ido de �4 t�, -
volumen vani(tná � eg ún la dunaal.ón del auX60 y p o d/tá,n inteJtaa­
la/t� e � u� tema� a o n  l04 de  la � eauenaia m4� anltiba  /te4 iffada ( o  
ld q ue e4 ao j a  el pno 6 e4 o n  o el leatolt, en 4 u  aa� o ) ,  dbien de ­
j anlo to do pa-'ta el  Mnal � Ma4 , aun auando einaun�taneia4 de 
tiempo  impidienan de4 annollalt 6 o nmalmente, - q uú!,no d eailt en 
ala� e ( e�to va  dDtigido a l04 pno 6 e4 olt�,� q ue vienan en  nue4 -­
tito texto � u  texto de ault� o ) - ,  el v olumen 111, l�te'd e b elt4 Ite­
aomendaJt4 e a lo� alumno4 aomo leatuna aut6noma b aj o  pJte4 enip-­
aión 6aaultativa � i  q uien.en aompletaJt � u  p eJtiplo úL,(.aiato JtiQ -
en  el aampo de la in 6 onm4t¿aa . En  la 6 e aha en q ue nedaato e� t e  
pnólo g o  n o  -:s e  me  o aunne m e j o n  ao n� ej o  paJta matenializan el vo­
lumen  111 q ue la o bna de M . A: Anb¿b "Ondenadone4 y S o a�edad' Cf 
b ennltiaa" ( � U4 aapltulo� 1 y 2 4 inven ,  adem44, de  volumen a e ­
Jto ) , auya tnaduaaión al aa4tellano y 4 upenvi� i6n he tenido el 
plaa en de neaomendan y nealizalt� ne� peativament e ,  pana la edi­
tonial AC. E4 un libno muy bien e4 ahi;to , dld4atiao  ( 4 e  pne4ta' 
muy bien al nlgimen de  leatuna autónoma] y �o�ee plena arituali 
dad . 
E-:sta pnimena ediaión e� el n e4 ultado de  un tnabajo  'ao ­
leativo y ung ent e ,  ainaun4 taneia4 q ue 4 e  Jte 6lejan in�xoJtabte-­
mente en la matenialidad de  la o bJta y q ue ,  a,mi mo do de v en ,  -
� i  dejan a é4 ta muy lejo4  de la p en 6e aaión 6 onmal , l e  affaden -
un v alon de documento. Fue e4 altita en  dO-6 ven,-6io n e� ,la pJÍimena 
en duna aanJteJta, a o n l,a impaJttiaión de la� ala-6 e:.s aO JtJte.6póndie� 
te4 1 , de SeptiembJte  de 1.977 a Junio de 1 . 978 , q ue ha ido  apa-
Jte aiendo en 6a-:salaul04 2 en diaho p eJtlodo. La  4�g unda ,  ha.6ta 
1. El auJt.6 O tuvo q ue inialaJt� e 4 ln pO.6ibllldad alg una  de pJtep� 
haJtlo pJtevlamente Y � ln texto 4 .  
o d' o 1 eJt o :t ' , 2 .  Ex aeptuando el 2 tema e� .  v o �umen� q ue e.6 an eJt�oJt y e! 
t4 publ¿aado ya en "PnogJtdmaai6n en 'l enguaj e en-:sambladoJt . O� 
ganizaaión de máquÚ¡.l-6. Sútema opeJtativo", Cc-o JtdútadaJt F. -
S á e� Vaaa.6. E.T.S.l"r,AL la, e did,ón 1 . 977, 
xii 
Septiembhe de 1.978, con p�¡�a� y vacaeione6, paha.la edici6n 
qu.C. n06 oc.upa. 
Vi�ehente� e�tilc� de hedac.c.i6n, diveh�a� 60hma6 de e! 
t�uc.tu�ai lo� eontenid06 U ha6ta de utilizah la bibliogha6fa, 
d.C,ü:.úitoi' ghado� de a.utoex.újenc.ia en l06 au-to/1.e�, dibuj06' de -
tanta� y tan vafL . .(ada6 mano¿ (y ninguna phoíÍe�ional) .son Ct6pec.t06, 
cllthe otho�, eoneetado,s d.LfLec.tamente a la e6c.a�e.z de tiempo 
que hem06 podido de6tinah a e6ta tafLe�. Si tomam06 pOfL c.iehto 
aquello de que c.uando una c.o�a 6e pule U �e pule piehde e6pon­
taneidad, tengo paha m� que e�te libhO ha de 6efL uno de l06 
m�� e6pont4neo� que nunea �e hayan e6c.fLito �obfLe ¡n60lLmatic.a. 
PelLo, �i pe4e a todo no íÍuefLa uno de lo� m46 e�pont4ne061, 6in 
duda �eguifL�a �iendo uno de lo� que eon m46 entu�ia�mc �e han 
pefLgeffado, a tfLav�� de un pfLoee�o e6pec.ialmente indieado palLa 
elabofLafL texto� de en6effanza (U m4� exac.tameM-te, libfLO� de tfLa 
bajo) bajo eifLeun6tanc.ia6 POc.o pJ:1.opieia6. 
ExpefLimento una 6ingulafL aleg�1a al c.itafL U agfLadec.efL 
a tod06 l06 que n06 han ayudada. A lo� autofLe6 de eada pafLte -
no l06 menc.iono 6ino globalmente ya que �u nombfLe 6igulLa 6iem­
pILe en c.abeza de 6u bloque de p4gina�, 6iendo fLe6pon6able6 de 
la6 mi6ma6, en eumplimiento del enc.afLgo que GfLegofLio FefLn4n- -
dez2 y F. S4ez Vac.a6, di6eñadofLe6 y c.oofLdinadofLe6 del c.ufL�O y 
del texto, le6 hic.iefLon. Cito 66lo expl�c.itamen�e a Juan Quem� 
da que, c.olabofLqdofL en otfLa C4tedfLa U pOfL tanto 6in obligac.i6n 
ninguna, n06 ha ec.hado una mano en nombfLe de la ami�tad. Men-­
c.¿6n e6pec.ial mefLec.� un gfLupo de alumn06, -no fLe�eño �u6 nom-­
bILe� pOfL aut�ntic.o temofL a oluidafLme de alguno- que, 6in e6pe­
nafL fLec.ompen6a, han dibujado e6quema6, gfL46ic.06 y ofLganlgfLama6, 
1. En todo c.aMí, pafLec.e que va 6elt di6lcLl batifLlo c.omo uno de 
lo� de pfL6logo m�� exten�o. 
? Que {la �'¿do, c.on muc.ho, el O.utOfL de mayofL eont.'1.ibuc..¿6n. 
xi i i 
han planteado � ug e�encia� y detectado e��ata� . No c�eo  e xage - ­
�a� � i  dig o q ue ,  g�acia4 a e4a ayuda, - p o co co��ie nte en la  
�poca univ e�4ita�ia d e  aho�a-, ha  4ido  po�ible q u e  d ete�mina-­
d04 6 a� c1culo� 4alie�an del ho�no ma4 o meno4 a tiemp o . Ang el� 
n e4 Villa� ha e4tado 4in 6allo4 unida a la máq uina y la máq ui­
na a ella y 4nicamente el exau4able de� eo  de a4i4ti� a 4U p�� 
pio pa�to ha hecho q ue c edie�a , lo q u e  4e  dice en el minuto  
6ltlmo , 4U máquina a Juana Bu�illo , pa�a que �4ta m ecano g �a 6i� 
4e  el 4ltimo 6a4c1culo. G�acia4 � ean dada4 a amba� , y a Ang el� 
n e� de mane�a pa�ticula� . Po� 6ltimo , Va�1o Ma�avall y Jo��  M� 
�1a Vela ,  en t�ance de inco�po�a�4e a nue4t�o g�up o .  han co n-­
t�ibuido  co n alg uno4 dibuj o�  pa�a la 4egunda v e�� i6n . Re4umie n  
d o , u n  e q uipo humano e4tup endo . Y e4to 4ltimo ha � ido pa�a mI, 
d e  ent�e t o do lo d emá4 , lo mej o � .  
F. Sáez Vaca4 
Canto Blanco ( Villanueva de la �añada), 
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PROLOGO A LA SEGUNDA EDIelON 
L CL plL-Lmena edú,¿ón de el,:, te {-Lbno IlCL c. o nlL,¿d o {a mej O·f[ 
1,:, uente q LLe cab-ta del,:, ean{e: 1,:, e hCL agotado. Y ademá;., , ha 'Le,c,¿b( . 
do un pnem.¿o, e{ pnem-Lo P no ce.ó o de Vatol,:, 1978. 
PCLnCL pnepcLnan unCL .ó egunda ed-LclóII. no.ó hemol,:, conc.ent!w 
do bá.ó-Lc.amente en neduc-Ln {a p{aga q�e azota de manena .óecufn� 
a e.óte t-Lpo de obna.ó. Me ILe6-Leno a {al,:, ennata.ó, de {a.ó que .ór 
han connegido toda.ó {a.ó que hemo.ó pod-Ldo encontna/l o .óe no.ó 
han .ó ePía.tado . 
ApILovechando {a ocal,:,-Lán, .óe han -LntILoduc-Ldo camb-Lo.ó p� 
ILa coolLdinan a{guno.ó concepto.ó entILe e{ tema 3 ,  ESTRUCTURA Y -
FUNCIONAMIENTO VE LOS ORVENAVORES y e{ tema 4, ELEMENTOS VE 
TE CNO L OGI A de{ pIL-Lmen vo{umen. En e.ó:te, ú{t-Lmo, hemo.ó .ó li'.ó t-Ltui­
do e{ apénd-Lce "Ve.ócILipc-Lán de a{guHO.ó r;¡icILoPlLoce.óadolLe.ó " pOIL 
uno nuevo, má.ó .ó-Lntlt-Lco, y .óe {e han aPíad-Ldo a{ tema-tne.ó - , 
ejencic.-Lo.ó ILe.óue{to.ó, que ayudaILán ba.ótante -.óegún cILeemo.ó- a 
contlLa.ótan {a complLen.ó-Lán de{ {ectolL acenca de{ pnop-Lo tema. 
En e{ .ó egundo vo{umen, {o.ó tema6 1, LOGI CA y Z, AUTOJ'r� 
TAS .óe bene6-Lc-Lan de.óde ahona con {a -Lntnoducc-L6n de a{guno.ó -
nuevo.ó ejemp{o.ó ILe.óue{to.ó. Tamb-Lln .óe ha inconpolLado en é{ el 
pn6{ogo ({o.ó pILá.togo.ó, pOILque aholLa .óon do.ól, ya que no.ó hemo!':' 
dado cuenta de que 6ueILa de e.óte centno acadlm-Lco hay no poca6 
pelL.óona.ó que .óe hacen con e.óte vo.tumen, pelLo no con e{ pILimen:. 
y tienen denecho, .ó-L quienen, a conoc.en {a ge.ótac¡6n y e.ótILuc­
tUlLa de{ conjunto de {a oblLa, a.ó-t como e{ .óent-Ldo de nue.ótILo -
mode.óto homenaje a TOILILe.ó Quevedo, que e.ó .ta cub-LeILta de ambo!':' 
vo.túmene.ó. En .ta pIL-Lmena ed-Lc-Lán, .ó6.to e{ vo.tumen pn-LmelLo -Ln-­
c..tu-ta una pág-Lna de exp{¡cac.-L6n de {a cubieILta, .ó¡endo a.ó-t que, 
en ú{t-Lmo extILemo, e{ c.onten-Ldo de.t .óegundo apaILece má.ó d-Lnec­
tamente v-Lncu{ado con {o.ó tILabajo.ó de TOlLne.ó Quevedo. Ta.t coml' 
x v i  
Queda �eh uelto eh te peq ueffo p�o blema en  la  h eg undo edlcl6n eh 
m4h j Uh to pa�i lOh lecto�eh e xcluhlvOh  d el Volumen 11 y pa�a -
To��eh Que v edo , a eO h ta de  un lne�emento de  8-9 p4glnah pa�a -
.tOh l eeto�eh de lOh dOh v olúmeneh,  q ue ,  ehtamoh h e.g u�oh ,  h a- -
b�án dl ..h eulpa�noh po�  ello . 
F. Sáez  Vaeah 
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I NTRODUCCION A LA LOG I CA MATEMAT I CA 
1 ,  1 NTRODUCC 1 ÓN. 
Hay preguntas como ¿qué es la  16gica? o ¿c6mo pensamos? 
que muy pocos sabríamos contestar con claridad . Los principios 
de la 16gica los utilizamos a menudo ; por e jemplo , cuando en -
una conversaci6n intentamos no contradecirnos , que en términos 
lógicos significaría afirmar algo y su contrario a l a  vez .  Los 
conocemos intuitivamente pero no de una forma sistematizada . -
Ordenar y clarificar nuestra forma de pensar no es tarea fácil . 
Arist6teles fue e l  primero en comenzarla . Su 16gica fue una 
creaci6n de las más acabadas . La agrup6 baj o el nombre de "Or­
ganan " , que signi fica " Instrumento " .  Instrumento para el traba 
j o  intelectual quiso decir seguramente. De todas formas la 16-
g ica que desarrolló y que continuó inalterada durante la Edad 
Media no tuvo la sistematización que tiene la lógica actual . 
El  paso definitivo se dio con la introducción de una -
simbología matemática . Es entonces cuando aparece lo que llama 
mas lógica matemática . Los largos tratados de 16gica aristoté­
l ica de los libros de filosofía son sustituidos por l ibros co� 
cisos y rigurosos llenos de fórmulas matemáticas . Donde antes 
figuraba �na proposici6n como "Juan rie " ahora figura la  vari� 
b le proposicional "x " que puede en un caso concreto tomar el -
s ignificado " Juan rie " . El  contenido es el  mismo s610 que la -
16gica actual tiene un  alcance mucho mayor . La nueva simbolo-­
gía  permite unos análisis mucho más completos y la ampliaci6n 
hacia campos que parecian vedados anteriormente como pueden ser 
Jas lógicas borrosas o probabilistas que se ven al final del -
Tema. 
E l  famoso silogismo que aparece en todos los l ibros de 
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filosofía : "si S6crates es hombre y todos los hombres son 
mortales , entonces S6crates es mortal " ,  se representaría por 
( x  1\ y) -> �, donde x ,  y ,  w son las tres proposiciones que ap� 
recen , "1\" representa la  conectiva " y "  y " -> " representa la -
conectiva "si . . .  -entonces . . . .  " .  Como se ve la concisi6n y sim-­
plificac i6n que conseguimos es grandísima . Esta nueva forma de 
analizar razonamientos y estructuras 16gicas no s610 nos dá una 
mayor conbisi6n sino que al aparecer ahora leyes , deducciones , 
implicaciones , estudiadas de una forma s istemática se nos ofre­
ce l a  posibilidad de simularlas facilmente por métodos mecáni-­
coso El  cálculo ,proposicional por ej emplo , tiene aplicaciones -
en  la demostraci6n automática de teoremas. 
Podemos dar un paso más , algebrai zar la l6gica . Existen 
unas estructuras llamadas Algebras de Boole que se rigen por 
l as mismas leyes que el cálculo proposicional . Esto puede pare-
1'-· cer no tener ninguna trascendencia pero , comb se verá más ade-­
l ante , de la  simulaci6n de  un álgebra de Boole , se  l lega a la -
a parici6n de los circuitos l6gicos , que son una parte insusti-­
tuible  de los ordenadores . 
2. LE NGUAJE OBJETO Y METALE NGUAJE.  
-Cuando nosotros utilizamos un lenguaj e ,  por lo general 
, 10 uti l i z amos en el calnpo que le es propio , hacemos uso de él 
p ara comunicar experiencias , para hablar sobre las cosas que -
nos rodean, pero a veces también , para hablar sobre el  lengua­
je mismo , sobre sus -propiedades o sobre las de otro lenguaj e .  
Esta distinci6n de funciones se realiza  en base a l� utiliza-­
ci6n que se hace de  él . Podemos hacer " uso " o hacer "menci6n" 
del lengua j e .  Pode�os decir " Pedro se ríe cuando ve una pelíc� 
la de los Hermanos Marx " o "Pedro es un substantivo " .  En el se 
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gundo caso también nos expresamos en castellano pero para ha-­
blar sobre propiedades del lenguaj e .  Según la terminología an­
terior estamos haciendo menci6n del lenguaj e .  Así , l lamamos 
lenguaj e  obj eto a un lenguaj e  que actúa según su funci6n pro-­
pia  y metalenguaj e  al lenguaj e que se  utili za  para hablar del 
lenguaje  obj eto . 
Aunque en a lgunos casos hay lenguaj es que se crean con 
e l  fin de analizar otros lenguaj es ,  es decir , que son metalen­
guaj es siempre , por lo general muchos lenguaj es pueden actuar 
como metalenguaj es o como lenguaj es obj etos . La lógica por 
e j emplo , puede actuar como lenguaj e  obj eto o para expresar pr� 
piedades 16gicas de otros lenguajes .  También existe la posibi­
l idad de utilizar un lenguaj e  para expresar propiedades de un 
metalenguaje ,  es decir , la actuaci6n como metametalenguaje . 
En el capítulo sobre 16gica proposicional se habl� de 
metalenguaj es y metaexpresiones que definimos expresamente -
para ayudarnos en la  tarea de dar las propiedades de la 16gica 
proposicional . Así se puede obtener una idea más clara de lo -
que es un metalengua je . 
3, SINTAXIS, S EMÁNTICA Y PRAGMÁTICA, 
Los lenguaj es se util izan para representar simb61icamen 
te las cosas . Cuando se estudian su composici6n y sus propied� 
des vemos que constan& unos símbolos que se rigen por determ! 
nadas leyes . Estos símbolos se utili zan para representar los -
obj etos sobre los que trata nuestro lenguaj e .  Además debe ha-­
ber alguien que se represente los obj etos mediante el lenguaj e .  
E l  castellano por e j emplo , tiene sus símbolos , substantivos , -
verbos , adj etivos , adverbios , artículos . . . . .  , unas leyes , la  
s intaxis,  también llamada gramática, y los ob j e tos reales que 
representa . Los hispaneparlantes lo utili zan para expresarse y 
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comunicarse entre sí . Como se ve existen tres partes diferen- ­
tes . Primero e'stán los símbolos y sus leyes 1 vacíos de canten! 
do . La parte de la lingüística que trata estos problemas es la  
.t:>Ú1.ta xJ..l.l .  Después viene el segundo paso . Ligar los símbolos 
con los objetos ,que representan . La parte de la  lingüística 
que estudia este campo es la l.lemántJ..ea o J..ntekpketaeJ..6n  I.lemán­
�iea. Finalmente , la  pragmática se ocupa de  las relaciones en­
tre los símbolos y los suj etos que los usan . 
e s :  
Un ej emplo ' de enunciado perteneciente a la  sintaxis es : 
Un ej emplo de enunciado perteneciente a la  semántica -
no, el.l eJ..ekto que 'algokJ..tmo' dekive  d el 
gkJ..ego 'a>..yol';' ( 'dolok' ) lj 'apl8]..lo¡;' 
( 'nGmeko') lj l.lJ..g nJ.. 6J..que 'dolok pkodueJ..­
do pok lol.l nGmekOI.l'. 
Finalmente , 
en otko Tema VekemOI.l la e:tJ..molog�a eo- ­
kkeeta de  la palabka 'algokJ..tmo' . 
es un enunciado pert�neciente a la  pragmática . 
En el  primer caso se ha usado ' algoritmo ' para relaci� 
narlo con otra expresión ( ' sustantivo ' ) ;  en el  segundo , para -
relacionarlo con el obj eto que designa ( en este caso es más 
bien e l  obj eto que no designa ) , y en el tercero , para relacio­
narlo con quienes lo usan ( nosotros ) .  
4 .  PROPOS I C I ONES,  RAZONAM I ENTOS Y CONECT I VAS . 
La  lógica tradicional hablaba de j uicio ( acto mehtal 
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mediante el  que pensamo s )  y proposición ( lo pensado en e l  j ui­
cio) . Enlazando proposiciones mediante conectivas se formaban 
los razonamientos . Estos razonamientos son el equivalente de -
las sentencias o enunciados de la  lógica actual . El  concepto -
de j uicio es imposible de formalizar pero e l  de proposición y 
razonamiento enlazan con el  de variable proposicional y e l  de 
sentencia . Los segundos son la representación s imbólica de los 
primeros . Las conectivas de hoy y las de ayer también presen­
tan una continuidad , las actuales son la representación de las 
anteriores mediante s ímbolos abstractos también . La lógica for 
mal se nos presenta por tanto como un paso m�s de un proceso -
que se  podría  llamar e l  estudio del razonar correc tamente . Las 
proposiciones como " Juan rie " , " Pedro va al cine� se represen­
tan ahora por " u "  o "v " ; l as conectivas " y " , " o " , " s i  Y sólo si " 
por " 1\", ;1 V", "++" • La representación de los razonamientos 
se s impli fica mucho y se pueden definir con mucha más preci- -
sión sus propiedades . Ya vimos cÓmo el  razonamiento clásico 
que dimos en la  introducción se reduj o a ( x  1\ y )  -> VI • 
Hay una l imitación de la  que no hemos hablado todavía .  
La lógica proposicional representa las proposiciones por letras 
pero nunca estudia su composición . La encargada de reali zar es 
te estudio es  l a  tóg�Qa d e  p�ed�Qado� . Para ello define los ar 
gumentos y predicados y unos cuantificadores universales q,ue -
e l  lector ya conocerá por su uso en matemáticas . Son el " para 
todos " (V) y " algunos " (3). Con estas nuevas herramientas tene 
mos una c apacidad de análisis  mucho mayor , capaci dad que es  
uti li zada en  una tendencia de  la  matemática actua l , llamada la  
escuel a  logicista. Aquí no  entraremos a estudiar este  tipo de 
lógica , aunque hay que advertir que también encuentra aplica-­
ciones en informática , en ciertos métodos de inteligencia arti 
ficial . 
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5. LAS CONECT I VAS , 
Las conectivas son las partículas que se utilizan para 
enlazar lógicamente dos proposiciones o sentencias. Comprender 
el significado intuitj.vo que tiene cada una ayuda a comprender 
mejor el formalismo que desarrollaremos después. Las variables 
proposicionales son eso, variables, y por 10 tanto su interpr� 
tación depende de lo que le asignemos, pero en las conecti vas 
la situación es diferente. Cada una implica un nexo lógico muy 
concreto entre las proposiciones. Para entender el significado 
de cada una hay que ligarlo al de interpretación semántica o, 
dicho de otra forma, el sentido que se da a una conectiva va -
muy unido al de verdad o falsedad de la expresión resultante. 
En x 1\ y, ( " 1\ If significa "y") x 1\ y será verdadera si x e y son 
verdaderas. En cambio'7(x i\ y) (n .� " s i gnifica "no") será lo -
contrario: será verdadera siempre que x e y no sean verdaderas 
a la vez. Cuando se den las tablas de verdad se darán uno por 
uno todos los casos posibles para cada conetiva. Estos nexos -
l6gicos también se utilizan en lenguaje ordinario cuando hace­
mos algan razonamiento. 
En la tabla que 3e dá a continuación tenemos primero -
el símbolo lógico, luego su denominación y por altimo la forma 
que t i ene dicho nexo en espafiol normal y corriente. Se dan só­
lo las más usuales. Se podrían dar más, pero son innecesarias. 
Para construir un sistema lógico, sólo con "no" e "y" sería su­
ficiente} pero es más intui tivo desarrollar un sistema 16gico -











Partícula util i  
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s i  . . .  entonces 
si y sólo s i  
10) L a  negación es  la  más sencilla de todas . E s  la única que -
se antepone a una expresión únicamente . Las demás siempre 
enlazan dos expresiones . En álgebra no se utili za este s i� 
no s ino una barra encima de la expresión que se quiera ne­
gar ;  es equivalente a éste pero en lógica matemática se r� 
presenta siempre así . Cuando una expresión es falsa-su ne­
gación es verdadera y viceversa . Se representa por : 
'1 x 
Un e j emplo sería : 
"x " s igni fica " 2  es  un número par " 
" 1 x "  se  lee " 2  no es un número par " . 
2 ° )  La conj unción es otra partícula muy usada en lenguaj e  co­
mún . La expresión resultante es válida si las expresiones 
que la componen son ambas válidas . 'Su forma de enlazar dos 
expres iones es así : 
X 1\ Y 
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Un e j emplo serfa :  
"X" - "2 es un número primo " ,  "y " - " 2  es un número par " 
"X 1\ y "  se lee entonces " " 2  es un número primo y 2 es un -
número par " . 
)) La disyunción es formalmente del mismo tipo que la anterior , 
une dos expresiones . Para que la expresión resultante s ea 
verdadera deberán ser verdaderas o una u otra o ambas . Su  
forma de  enlazar expres iones es también : 
x V Y 
Ejemplo : 
as ignando a " x " e  " y "  el  mismo significado que antes, 
"x V y "  se  lee " 2  es un número primo o 2 es un número par . 
») El condicional relaciona una expresión llamada antecedente 
con otra l lamada  consecuente . Si x es el antecedente e y -
el consecuente , se  escribe : 
x -> y 
E l  resultado del condicional es siempre verdadero , sal  
vo en  e l  caso de  gue sea el  antecedente verdadero y el  con 
secuente falso . En el siguiente Capftulo ,  al hablar de in­
terpretación semántica , analiz aremos esta interpretación -
de l condicional . 
E j emp lo : 
" x" - "Es un cuadró de Miguel Angel " ,  " y "  - "Es muy va- ­
lioso" 
" x  -> y "  se  lee " Si es  un cuadro de Miguel Ange l , es  muy_ 
valioso " . 
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5°) El bicondicional se puede asemej ar un poco al significado 
de equivalencia . La expresión resultante es cierta si am­
bas son ciertas o ambas son falsas . Su forma de enlazar -
dos expresiones es : 
x <-> y 
Ej emplo : 
" x "  - "N es un número par " , "y "  - "N es  un múltiplo de 2 " .  
" x  <-> y "  se  lee "N es un número par si  y s6lo si  N es  un 
múltiplo de 2" 
Ejemplo : 
Para aclarar ideas vamos a estudiar con detenimiento -
la siguiente expresión : 
., (x 1\ y)  
La expresión es  s intácticamente correcta como se verá 
en el próximo capítulo , por lo que es una sentencia , en la  
que vamos a analizar su  s ignificación intuitiva 
"x "  s ignifica " los coches vuelan " ( es falsa semántica 
mente ) . 
" y "  s ignifica " Pedro es alto" ( suponemos  que es  ver-­
dad semánticamente ) 
se  leería : 
no es  e l  caso que 
negación 
(ios  coches vuelan "y "  Pedro sea alto) 
x 1\ Y 
�mo se ve la sentencia es verdadera semánticamente� -
si  solamente fuese " x  A y "  ya no lo sería . 

CAP I TULO 2 
LOG I CA PROPOS I C I ONAL 
1 .  SINTAXIS 
La l6gica formal en su sentido más general es un len-­
guaj e .  Como todo lenguaj e tiene unos s ímbolos o signos que re­
presentan los ob j etos que vamos a tratar y unas reglas de for­
maci6n y de estructuraci6n interna . El estudio riguroso de los 
s ignos y las reglas es  lo que se denomina sintaxis . Para ayu-­
darnos en la  comprensi6n de la sintaxis utilizamos expresiones 
y s ímbolos que no pertenecen a la l6gica en si , s ino que las 
definimos aparte . Estos son elementos de un metalenguaj e que -
creamos y que nos van a simplificar mucho ciertas cue stio,nes . 
También existen gran cantidad de símbolos matemáticos us 'Uales 
que tienen una funci6n metalingüística . El mismo idioma caste­
llanp es  un metalengua j e  en un sentido amplio . Pero s610'men-­
cionaremos expresamente los metasímbolos que haya que defi�ir 
1.1. El  alfabeto 
El  alfabeto está compuesto por el  conj unto de s ímbolos 
necesarios para construir el  formalismo de l a  l6gica proposi-­
cional . En realidad se  podría s implificar aún más , pero esta -
forma de exposici6n e s  la más clara . Con solamente:dos conecti 
vas se  pueden definir las demás i este aspecto s e  estuo.iará Jl).ás 
a fondo cuando se vea la relaci6n entre l6gica y álgebra de 
Boole . 
a )  Variables  proposicionales . 
Representadas por las letras minúsculas u, Vi w, . . .  
b )  S ímbolos l6gicos o conectivas . 
" .,,, negaci6n 
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" 1\ " conj unción 
" V " disyunción 
" _> " condicional 
"<_>_ " bicondicional 
c )  Símbolos de puntuación 
" ( " , " ) " ( llamados par�ntesis ) 
1.2. Expresiones , Sentencias y Secuencias de Formación . 
En el  capítulo anterior se trató e l  concepto clásico -
de s entencia de una forma intuitiva . Aquí se  va a dar una def� 
nición totalmente rigurosa . Para ello vamos a utilizar ciertas 
expresiones metalingüísticas . En A. = ( w) A (v) encontramos 1 -
símbolos que no hemos establecido en e l  alfabeto , concretamen-
te "Ai " y "=" . Separadamente no tiene mucho sentido analizar­
los .  La expresión en su conjunto dice que Ai es equivalente a 
(w) 1\. (v )  y que por tanto podemos representar esta última por -
Ai· 
Otro metasímbolo que vamos a introducir es  k, que re--
pres enta a cualquiera de las conectivas " " , " 
"<-> " 
" "-> " = 
Dei . 1.2.1. Llamamos expresión o cadena a toda secuen­
cia  finita de símbolos de nues tro alfabeto colocados uno al la 
do de otro . 
Por e j emplo :  
x \! (w) /\ - (v) ) , 
son expresiones . 
» { (w '1 u 1\ ( ( ,  , (x)  
Def . 1.2.2. Llamamos secuencia de formación a toda se  
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cuencia finita d e  expresiones Al ' A2 . . . . .  An ( cada metasímbolo 
Al' A2·····An representa una expresión) para la  que cada Ai 
(1 � i � n )  satisface al  menos una de las tres condiciones si­
guientes: 
a} Ai es una variable proposicional 
b) Existe algún j < i tal que Ai = 1 (Aj ) 
e) Existe a lgún j ,h < i tal que Ai 
Def . 1 . 2.3 . L lamamos sentencia a toda expresi6n que -
tiene al  menos una secuencia de formaci6n 
"Sentencia"  equivale  a la noci6n intuitiva de "expre---
6i6n bien construída" . En los tres ej em)?los g;ue dimos ante;t;"i0E. 
mente s6lo hay dos sentencias : 
., (x) 
x \ 
., (x) ] 
es sentencia; 
es su  secuencia de formaci6n . 
(x )  V «w) A (v» es sentencia también i 
w 
v 
(w )  /\ (v )  
x 
( x )  V «(w) A (v» )  es s u  secuencia de formación 
» «w .., u 1\ « J en cambio, Do es sentencia . 
En nuestro formalismo sólo tenemos variables proposi­
cionales y sentencias . Las variables , como les es propio , pu� 
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den tomar valores concretos , que serán proposiciones , expresi� 
nes del leng uaje ordinario , expresiones matemáticas y todo.lo 
que pueda ser analizado por la lógica . Las sentencias también 
se materiali zan entonces y cobran s ignificado . Pero todo esto 
no e s  competencia de la s intaxis y ya se verá  con más detalle 
cuando se  traten las interpretaciones . 
A partir de ahora se  van a suprimir los paréntesis  in­
necesarios , según el criterio habitual seguido en matemáticas , 
e s  decir , cuando su supresión no induzca error sobre qué co-­
nectiva afecta a cada expresión . 
1.3. Axiomas y demostraciones . 
El  método axiomático en l a  elaboración de una teoría -
s e  basa en construir tal teoria sobre la base de unos axiomas 
y unas  leyes que nos permiten deducir los diferentes teoremas 
y propos iciones . Los axiomas son verdadeS indemostrables mate­
máticamente por definición . Eso no quita que se comprueben em­
p�ricamente y en base a que no creen contadicciones en nuestra 
teoría . Las leyes que se establecen permiten deducir de los 
axiomas toda la teoría . Un caso muy conocido es  el  de la geom� 
tría , donde de cinco axiomas , los postulados de Enclides , se  -
construye toda la geometría enclidiana . Aquí vamos a seguir e� 
te método . Estableceremos unos axiomas que por definición son 
verdad . La experiencia nos dice que de momento no han creado -
ninguna -contradicción dentro de la lógica , y que nos permiten 
deducir los teoremas de nuestra teoría . S i  alguien encontrase 
algún fallo en ellos habría que cambiarlos como ha pasado en -
algunos casos ' . 
Los axiomas de la lógica proposicional son : 
1 . - u --> (v --> u )  
2.- ( u  --> (u  --> v) ) --> ( u  --> v)  
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3.- (u -> v)  ---> ( (v -) w)  -> ( u  -> w) ) 
4.- ( u  <-> v) -> ( u  -> v)  
5 . - (u<-> v) --> (v -> u )  
6 • . - (u --:,-.. v) -> ( (v-> u) -> ( u  <-> v) ) 
7 .  -- (-1 v -> -¡ u )  ._> ( u  -> v) 
8 .  � u \ /  v <-> '1 u �> v) 
9 • - U ,\ V <-_ .. > ¡ u V 1 v) 
Una vez estab lecidos los axiomas vamos a estab lecer e l  
concepto d e  prueba formal, también llamada demostración . 
Para ello vamos a definir un concepto previo. 
Def�l._�� Dadas una variable proposicional u ,  y unas 
sentencias B y A, lla.mamos ��2·ti tución de B en A por u , · y. lo 
representamos por (B/u}A, a la expresión resultante de susti­
tuir u por B en todos los lugares de A donde aparezca u .  -
Por inducción se demuestra fácilmente que (B/u) A es  una 
sentencia. 
Dei ,_.l. 3" 2.:.. Llamamos prueba formal a ·toda secuencia  -
finita de sentencias Al' A2 . . . . . .  An para la que cada Ai tal  -
que 1 � i �n satisface al menos una de las tres condiciones -
siguientes: 
a) Ai es un axioma, 
b) Exis te alg6n j < i ,  una sentencia B y una variable 
u tal que A. " l  ( B/u) Aj 
e} Existen unos h ,  j < i tal que Ah = Aj --> Ai 
A toda sentencia A que posea una prueba formal la  deno 
minamos demostrable y la representamos por t- A :  
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La segunda y la tercera condic i6n se  denominan regla -
de substituci6ri y regla de modus ponens respectivamente . 
Para designar al  conj unto de todas las sentencias demos 
trables utilizarnos la letra T. 
E j emplo . 1 .  3 . 1 .  : 
Vamos a demostrar dos teoremas clásicos de la 16gica -
proposicional . El primero es � (A -> A) . Intuitivamente todos 
sabemos que es verdad . S ignifica que si A es verdad implica 
que A es  verdad . El segundo también es fácil  de comprender : 
� (A  v í A ) . Quiere decir que o bien A es verdad o bien A no 
e s  verdad . 
1 .  
2 .  
3 .  
4 .  
5 .  
6 .  
7 .  
8 .  
9 .  
1 0 . 
1 1 . 
1 2 . 
1 3 . 
1 4 . 
1 5 . 
u -> (v -::> u)  
u -> (u  -> u )  
(u -> (u -> v) ) -> (u -> 
(u -> (u  -> u)  ) -> (u -> 
u -> u 
(u --> v )  --> (v --> u )  
( w  <-> v)  -> (v  --> w )  
(w  <-> s )  -> ( s  -> w)  
v )  
u )  
Axioma 1 
( u/v) 1 
Axioma 2 
( u/v) 3 
modus ponens ( 2 . 4 )  
Axioma 5 
(w/u) 6 
( s/v) 7 
(u V v <-> s )  -> ( s  -> u \1 v) ( u  V v/w) 8 
( u  11 v <--> (1 u -> v) ) 
v 
-, -> (1 u -> v)  -> u v )  
u V v <-> ( 1 u -> v )  
('u -> v)  -> u v v 
( "'1 U -, -> 1 u)  -> u V ,u 
(, u -> tU) 
u V fU 
( u �> v/s) 9 
Axioma 8 
modus ponens ( 10 , 11 )  
u/v) 1 2  
u/v) 5 
modus ponens ( 1 3 , 14 )  
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E n  l a  sentencia 5 s e  prueba e l  primer teorema y en la 
15 el segundo (basta sustituir en cada caso A por U) . 
2 .  I NTERPRETAC I ÓN S EMÁNT I CA .  
2 . 1 . Interpretación de variables y sentencias . 
La interpretación de un formalismo es  la parte que se 
ocupa de la relación que tienen los obj etos formales  definidos 
sintácticamente por nosotros con los obj etos  reales que tratan 
de describir . En lógica propos icional clásica la interpreta- -
ción sólo se ocupa de s i  las sentencias son verdaderas o falsas . 
Otras características que pueda tener una sentencia no impor-­
tan . El formalismo matemático que vamos a desarrollar aquí es 
mucho más general y abarca a diferentes formas de interpreta-­
ción de las sentencias . Permite hacer extensiones de la lógica 
propos icional clásica a nuevos campos que se están estudiando 
hoy día , como lógicas borrosas , multivalores , de umbral¡ proba­
bilistas . . . .  , En el último capítulo de este Tema se estudian -
estos nuevos enfoques con m�s detenimiento . 
Para seguir adelante necesitamos definir unos concep-­
tos previos . Vamos a representar por U a un conjunto de varia.,.. 
b Ies proposicionales y por S al conj unto de todas las senten-­
cias que puedan formarse a partir de ellas . 
Def . 2 . 1 .1 .  Llamamos orden de una expres ión al  número 
de conectivas que posee . 
Al conj unto de todas las sentencias que tengan un or­
den menor o igual a n 10 representamos por S . n 
Def .  2 . 1 . 2 . Llamamos interpretación del conjunto U al  
s i stema < l / V> ,  donde I es  una aplicación de U sobre V. V es -
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un conjunto no vacio , con 5 operaciones ( 1 )  definidas e n  su s e  
na , " i " , " 1\ " , -" V" , " -> " , " <-> " . L a  primera e s  unitaria y. 
las demás binarias . Estarán definidas por todas partes . 
Tal  y como definimos la  interpretaci6n , ésta solamente 
abarca a las variables . La forma de interpretar la establece-­
mas nosotros , según se desprende del hecho de no imponer cond! 
ciones a I .  El  asignar valores de verdad o falsedad a las va-­
riables se hace según nuestro criterio . 
Sobre e l  conj unto V ,  tampoco imponemos ninguna restric 
ci6n fuerte . Solamente tiene que tener definidas en su seno 
unas operaciones equivalentes a las  conectivas . Para interpre­
t ar las variables según la 16gica proposicional clásica como -
verdaderas o falsas , solo neces itariamos dos elementos , O y 1 
por e j emplo . S i  la ·aplicaci6n hace corresponder el - 1  a la va­
r iabl e  ésta se interpreta como verdadera , si hace corresponder 
e l  O ésta se interpreta como falsa . Entre el O y el 1 habría -
que establecer operaciones internas . También se podrían utili­
z ar conj untos V más complej os , por e j emplo uno de 3 posibilid� 
des , validez ,  incertidumbre y falsedad . También conjuntos inf! 
n itos que tuviesen un margen continuo de certidumbre más o me­
nos acentua:da . Hechas estas aclaraciones vamos a dar un paso -
más : Dada una interpretaci6n de variables pasar a interpretar 
l as s entencias . E l  siguiente teorema nos indica c6mo . 
-Teorema 2 . 1 . 3 .  Dada una interpretaci6n < 1 , V> existe una 
extensi6n l '  de l a  aplicaci6n 1 ,  X s610 un� ,  de forma que l '  es 
una aplicaci6n de S en V que satis face las siguientes condicio-
ne s :  
( 1 ) Operaci6n dentro de un conj unto se define como una a�lic� 
c i ón de Vn -> V i  si  n=l será unitaria ; si  n=2 , b inaria . 
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a )  1 1  ( 1 A)  = 1 1 ' (A)  VA e s 
b )  l '  ( A  K B )  = l '  (A) K l '  ( B )  1fA , B  € S 
Demostraci6n : 
La existencia de l '  puede demostrarse por inducci6n so  
bre el orden de  las  sentencias . Para ello , s i  A e s , denotare n -
mos l '  (A)  por In (A) . Para n = O es evidente que existe I O (A ) , 
ya que será precisamente IO (A) = I (A) . Supongamos que existe ­
In (A) y que cumple las condiciones a )  y b ) ; entonces , defini-­
mas la  aplicaci6n In+l así : 
In+l (A )  
In+1 (A)  
In+l (A)  
In+l (A)  
In+l (A )  
In+l (A)  
= 1 (A )  n 






1 ( B )  ,\ 1 (C )  n n 
1 ( B )  V I  ( C )  n n 
I (B )  -> In ( C )  n 
I ( B )  <-> n 1 ( C )  n 
s i  
s i  
s i  
s i  
s i  
s i  
A e S n 
A = l B Y A e Sn+l 
A = B I\ C y A e Sn+l -
A = B V C  Y A e Sn+l  
A B -> C Y A e Sn+l 
A = E < -> C y A e  Sn+l 
así  tenemos demostrada la existencia de In+l ' ya que hemos cons 
truído una aplicaci6n que cumple las condiciones impuestas . 
Además de la  existencia de l '  hay que demostrar su uni 
cidad . S upongamos que exi. ste otra I n  que cumple las condicio-­
nes de 1 ' . Cualquier restricci6n de I n  a S sería idéntica a -n 
la restricci6n de l '  sobre Sn l por la  forma en que se ha cons-
�ruído . Es decir que I I  es 6nica . 
1 - 24 
Corolario . Dados un conj unto V y una interpretaci6n l '  
de S sobre V q"ue cumple las condiciones enunciadas en el  teore 
ma 2. 1. 3 ,  ésta ( 1 ' )  estará univocamente determinada por los va 
lores que corresponden a los elementos de U. 
2 . 2. Interpretación binaria y tablas de verdad . 
• c,'!! ': 
A partir dE; ahora , y hasta el Capí bilo 8 ,  supondremos 
que e l  conj unto V es { 0 , 1 }  y que las cinco operaciones se defi 
nen así : 
7 ( O ) 1; 7 (1) :::: O 
O A O  :::: O ;  O A l  
o v o  O ;  O V 1 
0-+0 1; " 0 -+1 
0+-+0 1; O +-+1 
O ;  1 A O 
l '  r 1 V O 
1 ;  1 -+ O 
O ;  1 +-+ O 
O ;  1 A 1 1 
1; 1 V 1 1 
O ;  1 -+ 1 1 
0 ; 1 +-+ 1 1 
La l6gica así  resultante es la  lógica binaria clásica , 
coh e l  valor O correspondiente a " falso " y 1 a "verdadero " o -
" ciert o "  . 
De f .  2 . 2 . 1 .  U n  s i s t ema  d e  v a l o r e s  d e  v e r d a d  e s  u n a  i n  
t e r p r e t a c i 6 n < I , V > en l a  q u e  V = { O , l }  y l a s c i n c o  o p e r a c i o n e s  
s e  d e f i n e n  c omo  s e  a c a b a  d e  v e r . 
· Por  e j emplo , si  U {u , v} , hay cuatro pos ibles siste--
mas de valores de verdad :  
l O : u -+ O ;  v -+ O 
11 : u -+ O ;  v -+ 1 
12 : u -+ 1 ;  v -+ O 
1 3 : u -+ 1 ;  v -+ 1 
En cada uno de estos s istemas , y de acuerdo con el  Teo 
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rema 2 . 1 . 3 ,  cada sentencia formada con u y v tendrá una inter­
pretación . Por e j emplo , la interpretación de u A v en el s iste 
ma 1 1 será : 
O A 1  O ;  
la  interpretación de l (uVv) +vA ( l u) en el s istema 1 2 será : 
= l 1 ' 2 (uvv) + l '  (v ) J\I ' Cl u )  2 2 
= 1 ( I 2 ( uh' 1 2 (v) ) + 1 2 (v )  A l  ( 1 2 ( u ) ) = 
= 1 ( lV O )  O A 1 ( 1 )  = 7 1+0AO = 0+0 = 1 
D e f .  2 . 2 . 2 .  L a  t a b l a de v e r d a d  de  u n a  s e n te n c i a e s  u n a  
r e p r e s e n t a c i ó n t a b u l a r  d e  l a s i n te r p re t a c i o n e s  d e  l a  s e n t e n ci a 
p a ra c a d a  u n o  d e  l o s p o s i b l e s s i s t e m a s  d e  v a l o r e s  d e  v e r d a d . 
A modo de e j emplo , veamos las tablas de verdad de las 
s entencias formadas par apl icación de las conectivas a var.ia-­
bIes propos icionales : 
u v t U  uAv uVv u+v u++v 
1 0 :  O O O O 
1 1 : O O O 
r . : · 3  O O O O O 
1 4 :  O 
��----�-- ��-
E s t.élS cinco tablas deben conocerse de memoria , para p� 
der construir rápidamente a partir de ellas la tabla  de verdad 
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de cualquier sentencia .  Por e jemplo , l a  tab l a  de verdad del 
Axioma 3 puede hallarse paso a paso así : 
( u+v ) + 
+ ( (v+w) + ( u+w) ) 
u v w u+v v+w u+w (v+w) + ( u+w) (Axioma 3 )  
O O O 1 1 1 1 1 
O O 1 1 1 1 1 1 
O 1 O 1 O 1 1 1 
O 1 1 1 1 1 1 1 
1 O O O 1 O O 1 
1 O 1 O 1 1 1 1 
1 1 O 1 O O 1 1 
1 1 1 1 1 1 1 1 
Veamos cómo todo esto puede ayudar al análisis  lógico 
de frases del lenguaj e cotidiano . Consideremos la frase 
A i  hay nie b l a  no A e  v e  
S i  l lamarnos u a l a  proposición "hay niebla "  y v a " se ve " ,  la 
sentencia  formali zada es : u+lv .  Las pos ib les interpretaciones 
quedan resumidas en la tabla de verdad : 
u v .  J.2 u+ '1 u 
O O 1 1 
O 1 O 1 
1 O 1 1 
1 1 O O 
Esta tabla  nos dice que sólo hay un caso en el  que l a  
sentencia es falsa : si  hay niebla  ( u=l ) Y se  ve ( v=O ) . En to-­
dos los demás casos es verdadera : 
* u O ;  v O (puede no haber niebla  y no haber visi­
bil idad , por  ser de  noche)  . 
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* u O ;  v = 1 ( no hay niebla ;  se ve ) 
* u 1 ;  v = O (hay niebla ; no se  ve ) 
Este puede ser un buen momento para hacer algunas  con� 
sideraciones sobre el sentido que , en general , tiene el condi­
cional . Según 10 definíamos en el Capítulo anterior , y según -
queda reflej ado en su tabla de verdad , una sentencia de l a  for 
ma u+v se interpreta como falsa en el caso de que u sea cierto 
y v falso , y como cierta en todos los demás casos . Analicemos 
independientemente cada caso : 
a )  u = 1 ,  v = 1 ( antecedente y consecuente ciertos ) .  -
Parece evidente que en tal caso el condicional ( " s i  u ,  enton-­
ces v " ) deberá ser cierto . Así , 
' si como mucho , entonces engordo ' .  
e s  un condicional cierto en el  caso de que tanto e l  anteceden­
te ( " como mucho " )  como el consecuente ( " engordo " )  lo s ean_o Pe­
ro piénsese que también pueden ser ciertos condicionales en 
los que no haya una rel ación causa-efecto entre antecedente y 
consecuente ; así : 
' S i Madrid es  l a  capital de España , 
entonces París es l a  capital de Francia ' 
e s  un condicional verdadero . Por ello 'l aunque a veces , en lu- ­I gar de decir " condicional "  se  diga " i!'Ílplicación (o " impl ica- -
j 
ción material " )  , .  no hay que confundirlo con la  l lamada " impli-
cac�ón estricta" : 
' Madr,id es la  Capital de España ' implica que 
' París es la Capital de Francia ' 
e s  una ,implicación falsa . La implicación estricta se  estudia -
en otra faceta de l a  lógica formal , la  lógica moda l , que no 
abordaremos aquí . 
b }  u ;::: 1 ,  v O .  En este caso parece natural  decir que 
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el condicional es falso . En efecto , decir " s i  u ,  entonces v "  -
viene a ser eq�ivalente a decir " s i  u es  cierto , entonces v es  
c ierto " , o ,  lo  que es lo mismo , " u  es condición suficiente - -
( aunque no necesaria) de v" ¡ por tanto , el  hecho de que u sea 
cierto y v falso. ViE!ne a refutar la expresión " u+v" , es decir , 
a hacerla fal s a .  
c )  u = O ,  v = 1 .  El  sentido común nos dicta que un con 
dicional de este tipo no es ni verdadero ni falso : ¿qué senti­
do tiene preguntarse por la  verdad o falsedad de un condicio-­
nal cuando el antecedente es falso? Pero esta respuesta del -
sentido común no nos s atisface , porque estamos trabaj ando con 
una lógica b inaria , y ,  establecida una interpretación ( u=O , v= l 
en este caso) , toda 
esa interpretación � 
y viceversa .  Ahora 
nal no es falso . Y 
sentencia deberá tener 
Si  una sentencia no es 
bien , en el  caso que nos 
no es féüso porque , como 
un valor , O ó 1 ,  en 
falsa , será cierta 
ocupa , . el condicio 
hemos dicho antes , 
" u+v" es como decir que u es condición suficiente p elto n o  n e c-� 
� altla de v ,  es decir , que no �s la  única condición , por lo  que 
perfectamente puede ser v cierto siendo y falso . Es decir , la  
falsedad del antecedente no  hace falso al condicional , y s i  no 
lo hace fals o ,  lo hace cierto . .  ( Recuérdese el ejemplo anterior : 
puede no haber niebla , y ,  sin embargo , no verse ) . 
d )  u = O ,  v = O .  Pasa algo parecido al caso anterior : 
l a  condic ión no se  da , por lo que v puede ser tan verdadero ca 
mo falso , y el condicional , al no s er falso , será verdadero . -
Obsérvese , además , que este empleo del condicional se encuentra 
en el lenguaj e coloquial para señalar que , ante un dislate , 
cualquier ot�o está j ustificado : " s i  Fulano de Tal es demócra­
ta , yo soy · el Emperador de Asiria " .  
E sta interpretación del condi cional , aunque universal­
mente admitida , ha ocasionado y s igue ocasionando numerosos 
problemas en Lógica y es una fuente de parado j as .  Por e j emplo , 
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e l  mismo Axioma 1 del conj unt.o de axiomas que dimos en el  Apa!:. 
tado 1 . 3  ( axiomas que son tales en función de esta interpreta­
ción del condicional ¡ para otra ya no lo podrían ser� es cons! 
derado por muchos autores como una paradoj a ,  ya que viene a d� 
cir que s i  una sentencia es verdadera , todo condicional en el 
que esa  s entencia sea el consecuente será verdadero , indepen-­
dientemente de que el  antecedente sea verdadero o falso . 
Parecidas consideraciones pueden hacerse ( e  invitamos 
al lector a reflexionar sobre ello)  acerca del bicondicional -
( llamado a veces " equivalencia " ) . 
2 . 3 .  Tautologías y contradicciones . 
D e f .  2 . 3.1 . S e  d i c e d e  u n a  s e n t e n c i a q u e  e s  u n a  t a u to ­
lQg í a  s i e l  r e s u l t a d o  d e  s u  i n t e r p re t a c i ó n e s  1 p a r a  t o d o s  l o s 
s i s t e m a s  d e  v a l o re s  d e  v e r d a d  ( e s d e c i r ,  s i  l a  c o l u m n a q ue c o ­
r r e s p o n d e a l a  s e nt e n c i a  e n  s u  t a b l a  d e  ve r d a d e s  u n a  c�l u m n a  
d e  Il u n o s " ) .  
D e f .  2 . 3 . 2 . S e  d i c e d e  u n a  s e n t e n c i a q u e  e s  u n a  c o n t r� 
d i c c i ó n s i  e l  r e s u l t a d o  d e  s u  i n t e rp r e t a c i ó n e s  O p a ra t o d o s  -
l o s s i s t e m a s  d e  v a l o re s  d e  v e r d a d  ( e s  d e c i r , s i  l a  c o l u m n a  c o ­
r re s p o n d i e n t e  e s  u n a  c o l u m n a  d e  Il c e ro s ll ) . 
Puede comprobarse que todos los axiomas son tautolo- -
gías (en un ej emplo anterior lo hemos comprobado con e l  axioma 
3 , al hal lar su tabla  de verdad) . 
Anteriormente hemos visto cómo pueden demostrarse sen'­
tencias utilizando los axiomas y las reglas de sustitución y -
de modus ponens y sin salirse del campo de l a  pura sintaxis . 
Tales demostraciones son bas tante laboriosas , como pudo verse 
en el  e j emplo  1 . 3 . 1 .  Acudiendo a la  semántica , existe un teo­
rí=ma muy úti l  que vamos a enunci.ar , omi tiendo su demos tración : 
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T e o r e m a  2 . 3 . 3 .  T o d a  s e n t e n c i a d e mo s t ra b l e e s  u n a  t a u t o 
l o g í a . y v i c e v e r s a .  
Gracias a este teorema puede comprobarse muy fácilmen­
te s i  una senten�ia es demostrable , sin  necesidad de hallar su 
prueba formal . 
2 . 4 .  E j emplos . 
2 . 4 . 1. E j emplo 1 .  
Veamos cómo los razonamientos de l a  lógica clásica pu� 
den formalizarse y ser anal izados semánticamente a la luz de -
l a  lógica formal de predicados . Un razonamiento elemental ( R) 
está formado por dos premisas ( P 1  y P 2 )  Y una conclusión ( e ) . 
Para que R sea correcto , si  P1  y P 2  son ciertas ( P IAP2 1 )  ¡ -
entonces e también deberá serlo ; si  alguna de ellas ( o  ambas )  
e s  falsa  ( P IAp2  = O ) , entonces e puede ser cierta o falsa . Di­
c ho de otro modo , lo único que no está permitido es que sea 
P IAp2  = 1 Y e = o :  en este caso , el razonamiento no es válido 
( R  = O ) ; en cualquier otro caso , R = 1 .  El  razonamiento enton­
ces se formaliza  como un condicional : 
( P l  A P 2 )  -+- e 
P ara unos contenidos concretos de P l ,  P 2  Y e ,  habrá que ver si  
e ste condicional es una sentencia demostrable ( es decir , bast� 
r á  ver si  es  una tautología , en virtud del Teorema 2 . 3 . 3 ) ; si  
l o  e s , el razonamiento es  correcto . 
Por e j emplo ( FERRATER , 1 . 9 5 5 ) : 
P 1 : ' Si Bernardo se casa , entonces Florinda se suicida ' .  
P2 : ' Florinda se suicida si  y sólo si  Bernardo no se -
hace mon j e ' 
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C :  ' S i Bernardo se casa , entonces no  se hace monj e ' . 
Para formalizar este razonamiento , vamos a definir las 
variables proposicionales : 
e = ' Bernardo se casa ' 
s = ' Florinda se suicida ' 
m = ' Bernardo se hace monj e ' .  
Los e lementos del razonamiento quedarán as í :  
PI  e -+ s 
P 2  = s +.-)- ¡ m  
C e -+ 'j m 
y l a  expresión formal del razonamiento vendrá dada por la ' sen­
tencia ;  
( e  -+ s )  A ( s  +-+ , m) -+ ( e  -+ 1 m) 
Veamos s i  es  una sentencia demostrable ; para ello , cons 
truyamos su tabla de verdad : 
( c-+ s ) A 
( c-+s )  ( s+-+ '1 m )  -+ 
e s m c-+s s+-+7m (s+--+lm) c-+ '1m ( c-+ , m) 
O O O I O O I I 
O O I I 1 1 1 I 
O 1 O 1 1 1 1 1 
O 1 1 1 O O I 1 
1 O O O O O 1 1 
1 O I O 1 O O 1 
1 I O 1 1 I 1 1 
1 1 1 1 O O O 1 
Comprobamos así  que es una tautología , y ,  por consiguie� 
te f una sentencia demostrable , por lo que el razonamiento es  co-' 
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rrecto . 
2 . 4 . 2 .  E j emplo 2 ( GILBERT , 1.9 7 6 ) . 
Consideremos un político que declara en la  prensa : 
P 1 :  ' Si los impuestos suben , la  inflacción baj ará si y 
sólo s i  la  peseta no se devalda ' , 
para , posteriormente , decir en televisión : 
P2: ' S i la  inflaccióri baj a o si la  peseta no se deva­
lúa , los impuestos no subirán ' ,  
y afirmar en el  Congreso : 
P 3 :  ' O  bien baj a  la inflacción y se devalúa la peseta , 
o bien .los impuestos deben subir ' .  
Nuestro político publica luego un informe en el  que , 
tras analizar tales aseveraciones , saca de ellas la conclus ión : 
C :  ' Los impuestos deben subir , pero la inflacción baj� 
rá y la  peseta no se devaluará ' .  
Nos preguntamos si  tal conclusión es consistente con -
las premisas , sin entrar en la validez de éstas . Es  decir , P1 , 
P2 Y P 3  pueden ser verdaderas o falsas ; si  alguna es falsa , la 
concl usión no tiene por qué ser cierta , pero si  las tres son -
verdaderas , C debe serlo también . En definitiva , para que l a  -
inferencia de C a partir de 2 1 ,  P2 Y P 3  sea correcta , ( P IAP2A 
A P 3 ) +C deberá ser una tautología . 
S i  definimos las variables proposicionales 
p ' los  impuestos suben ' 
q ' la inflacción baj a '  
r ' la peseta no se  devalúa ' .  
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l a  sentencia a comprobar será : 
( (p+ (q++r ) ) A ( (qVr �+,p ) A (qAlr )  Vp ) ) + (pAqAr )  
Dej amos al lector la construcci6n de  la  tabla  de  ver-­
dad de esta sentencia .  Podrá comprobar que no es  una tauto lo-­
gfa (por lo que la  conclusi6n no  es correcta ) , y estudiar los  
dos casos  que hacen que el  razonamiento no sea  válido . 

CAP lTULO 3, 
LOGICA DE CLASES Y ALGEBRA DE BOOLE 
1 ,  1 NTRODUCC r ÓN : 
En  este Capítulo vamos a entrar en un nuevo tema : la 
lógica de clases . Los conceptos y la terminología que manej a­
remos son bastante diferentes de los que hemos visto hasta 
ahora . Van a ser fáciles de comprender porque l a  lógica de 
clases está muy relacionada con la teoría de conj untos y l� -
mayoría de esos conceptos se  utili zan en álgebra . Unión , inte� 
sección , inclusión , pertenencia . . . .  son conceptos que ya - nos 
son fami liares . En vez de utili zar conjuntos abs tractos nos -
moveremos entre clases que son un tipo especial de conj untos . 
No deberemos confundir por tanto clases y con j untos , ni  lógi­
ca de c lases con teoría de conjuntos : formalmente , son igua-­
les pero la primera es  una aplicación de la segunda al campo -
de l a  lóg ica . Tampoco deberemos confundir una clase con un con 
j unto de elementos pertenecientes a una cierta clase . Un con-­
j unto de 10 lápices no es lo mismo que la c lase de los lápices , 
que es un concepto abstracto . Ni siquiera el  conj unto de todos 
los  lápices que existen lo sería . 
2 .  LAS CLAS ES Y s us PROP f EDADES , 
La definición de clase no presenta excesivas dificulta 
des .  Para nosotros una c lase va a ser un obj eto abs tracto que 
s imboli z amos por las  letras mayúsculas A ,  B ,  C . . . . . E sto s  ob 
j etos cumplen ciertas leyes que veremos más adelante . Estas -
leyes serán las de los conj untos básicamente . ' Si tratásemos 
de investigar el  contenido semántico de las clases podríamos 
encontrar ciertos problemas . Una clase intuitivamente la aso-
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ciamos a una propiedad . La  clase de  las  manzanas por e j emplo , 
la  asociamos a la propiedad de crecer en los manzanos ,  la  de -
los pendientes con la propiedad de colgar de las orej as . . . . .  . 
Hay autores que identifican la clase con una propiedad . En  cam 
b io o tros afirman que existen diferencias . De todas formas a -
nosotros esta polémica no nos va a afectar mucho . Nuestro cam­
po s e  va a centrar en el aspecto s intáctico de la lógica de 
c lases y ha en el semántico . 
2 . 1 . Clases especiales . 
Existen dos clases que tienen g ran importancia para e l  
desarrollo posterior . Estas son l a  clase d e  todas las clases y 
l a  clase vac ia . La primera es una clase que contiene a todas -
l as demás clases . És decir que no hay elemento que no pertene� 
ca a esta  clase . Se representa por "U " , o ,  a veces � por " 1 " . 
La . c lase vacia es una clase que representa todo lo co� 
t rario . Esta clase no engloba ningún elemento . Se representa -
por " O " generalmente . 
2 . 2 .  Operadores y predicados . 
Los operadores entre clases s on tres : 
"U"  - unión 
"n" - intersección 
" _ JI complementación . 
Ya los conocemos de teoría  de conj untos , por lo que no 
s e  va a hacer más hincapie en ellos . Es interesante notar el -
p aralelismo entre la unión " U "  y la  conectiva " y "  en l a  l�gica 
proposicional o entre la  intersección y la disyunción o entre 
l a  complementación y la negación . E ste paralelismo se debe , co 
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mo veremos en el  Capítulo 7 ,  a que ambas tienen l a  misma estruc 
tura , una estructura de álgebra de Boole . 
Los predicados (* ) nos indican relaciones entre c lases . 
Estos son : 
" e " inclusi6n 
" = "  igualdad 
n +- II desigualdad 
Tampoco los comentaremos por ser s ignos habituale s  de 
la teoría de conj untos . 
E j emplo : 
En el primer capítulo hablamos del famoso e j emplo de -
razonamiento que aparece en todos los libros de filosofia{ 
" S i. Sócrates es hombre y todos los hombres son marta-­
les entonces Sóc:cates es  mortal " .  
La lógica de clases nos permite analizar mej or la  es-­
tructura del razonamiento . Tenemos tres clases : S ,  H Y M ,  las 
c l ases de Sócrates , los hombres y los mortales respectivamente . 
La formalizaci6n segdn la lógica de clases de este - -
enunciado sería : 
( 8  e H ) l\ ( H  e M) -> ( 8  c:. M) • 
* La palabra " predicado s "  no tiene el mismo significado que -
eh 16gica de predicados . 
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Como s e  ve hemos entrado e n  e l  contenido de las propo­
s icione s . S e H ,  H c: 1-1 y S c: M los representábamos por " x "  I 
" y " Y " z " . Esto se debe a que ahora analizamos las expr$siones 
y sentencias según otro concepto diferente . Antes s implemente 
nos interesaban �nos enunciados y s i  eran falsos o verdaderos . 
Ahora nos interesan las c lases que manej amos y sus interrela-­
c iones . 
También es interesante comentar por qué aparecen las -
conectivas " A " y """:"> "  en nues tra expresi6n de c lases . Como di­
j imos en el  primer capítulo , la l6gica es  el lengua j e  en el  -
que se  expresan las matemáticas . La l6gica proposicional es la 
base de la l6gica a su vez .  Otros tipos de l6gica son amplia-­
c iones de esta primera . Por lo tanto , necesitaremos añadir a -
los s ímbolos antes definidos los propios de la  l6gica proposi­
cional para tener yá todos los  elementos de  nuestro lengua j e .  
3 .  ALFABETO . 
Ya hemos visto el s ignificado de cada s ímbolo en e l  
apartado precedente . Aquí vamos a enumerarlos d e  una forma or­
denada para tener una visi6n de conjunto . 
a )  las clases A ,  B I C , D I • • • • • • •  
U ,  O ,  las c lases universal y nula . 
b )  predicados 
1 1  e n inclusi6n 
" = "  igualdad 
" =0= "  desigualdad 
c )  operadores 
1 1  !) " _ unión 
1 1  () " - intersección 
V I  1 1  complementación . 
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Rara expresar propiedades y probar teoremas a veces ha 
brá que acudir a la lógica proposicional como se ha vis to en -
e l  e j emplo anterior ; por ello , en realidad , el al fabeto en la  
lógica de  clases es el que acabamos de  definir , complementado 
con e l  de la lógica proposicional . 
4 .  D I AGRAMAS DE 'VE N N . 
Exi ste una interpretación gráfica muy senci lla  d� gran 
ayuda para entender la lógica de clases . Son los diagramas de 
Venn r que el lector ya conocerá. por su uso en teoría de conj U!! 
tos . Aquí. l o s  vamos a aplicar para anal i z ar razonamientos y s� 
10gismos . Hay que tener siempre presente que aquí los diagra-­
mas no representan con juntos sino c lases . 
La c lase de todas las clases , U ,  se representa por, un 
rectángulo e n  cuyo seno se dibuj an las clases en forma de c ír 
culos , generalmente . 
u A n  B 
Fig . 1 .  
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E n  l a  figura 1 l a  zona rayada representaria l a  intersec 
c16n de A y B .  
u 
Fig . 2 .  
En la  figura 2 se representaría  que la c lase A está in 
c luida en la c lase B .  
Volvamos a nuestro e j emplo de S6crates : 
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Como se ve  en  la figura 3 , s i  la  clase H e stá conteni­
da en la M y la clase S está contenida en la H ,  se deduce fa-­
c ilmente que la clase S está contenida en la M .  
los 
no 
Estos diagramas se pueden pues utili zar para analizar 
s i logismos aristotélicos c lásicos , y el  lector interesado 
encontrará especiales dificultadeé para hacerlo . 
5 .  ALGEBRAS DE  BOOLE . 
Una parte de las matemáticas que tiene gran importan-­
cia  en la técnica actual es  el estudio de las estructuras alg� 
bráicas , que se obtienen definiendo unas operaciones s obre un 
conj unto . Así el con junto se dota de una serie de entrela�a-­
mientas internos que pueden ser de gran utilidad en la repre­
s entaci6n de problemas . Los elementos de tales conj untos son 
totalmente abstractos y por lo tanto generales . 
Las álgebras de Boole son estructuras algebraicas de 
este tipo . Su creador fue George Boole , matemático inglés  del 
s i9"10  pasado . Las cre6 tratando de simular las  leyes del pens� 
miento de una forma algebraica . Su primera aplicaci6n aparece 
en 16gica proposicional . Como se verá más adelante los conj un­
tos { a , i } y S (conj unto de todas las sentencias ) ,  dotados de 
las  oportunas operaciones ,  tienen estructura de á lgebra de Bo� 
le . Pero su importancia no se  queda aquí . La 16gica  de clases 
tiene estructura de álgebra de Boole , así  como el  conj unto de 
las  partes de un conj unto y la estructura de los circuitos de 
cOlUnutaci6n . Existen todavía más e j emplos pero estos  son los -
más importantes y los que vamos a ver aquí . Como se  ve las ál­
gebras de Boole tienen grandes aplicaciones , pero tampoco re- ­
suelven todo . L a  l6gica de predicados , que mencionábamos d e  p� 
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sada en e l  primer capítulo , en cambio¡ no tiene estructura de -
álgebra de Boo"le . Cuando estudiamos circuitos con memoria , es 
decir autómatas , no lo podemos hacer con estas álgebras tampo­
co . 
Para definir qué es un álgebra de Boole vamos a volver 
a uti l i z ar el método axiomático . Daremos 'los axiomas básicos 
y las propiedades y leyes que deben cumplir . Existen otras fOE 
mas de hacer esta definición , en base a dotar de estructura de 
retículo o de anillo a un conj unto determinado , pero esta for­
ma es  la  más sencilla  y de la  que más facilmente se desprenden 
sus propiedades .  
Def . 5 . 1 .  Llamamos Algebra de Boole a la estructura � B ,  
+ ,  . , - > formad a por un conj unto B sobre e l  que definimos tres 
operacione s , dos bi�arias " + "  y " . "  y una unitaria " " - "  que sa­
tisfarán las  s iguientes condiciones 
1 )  ( a+b ) + c = a + (b+c ) 
2 )  ( a .b )  . c  a .  (b . c ) 
3 )  a + b = b + a 
4 )  a . b b . a  
a + ( b . c )  ( a+b) . ( a+c )  
a .  (b + c )  a . b  + a . c  
existe un e lemento " O " 




tal que a + O = a existencia  de 
elementos 




8 )  
9 ) 
1 0 )  
a + a = 1 
a . a  O 
Exis tencia de un elemento complementario o in­
verso (a se denomina complementario o inverso 
de a ) . 
De aquí es  fácil demostrar las leyes más importantes 
de las á lgebras de Boole : 
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Teorema 5 . 2 .  Para todo conj unto B ,  donde definimos una 
operación binaria , * , si existe elemento neutro é ste es único . 
Demostración : Supongamos que existen dos e lementos neu 
tros , e y e '  
e = e * e l  por ser e '  elemento neutro 
e * e '  = e l por ser e elemento neutro 
luego e := e '  
Teorema 5 .  3 .  Dado un álgebra de Boole  ( 1;1 ,  + ,  . , - '> 
para todo elemento a perteneciente a B e l  elemento complement� 
río a es único . 
Demostraci6n : Supongamos que existen dos elementos � Y 
e que cumplen a , b  = O ,  a+b ::: 1 ,  a . c  ::: O y a+c == 1 
b b+O b+ ( a . c ) 
c c+O c+ ( a . b )  
luego b = e 
(b+a)  . (b+c)  
( c+a )  . ( c . b )  
1 .  ( b+c ) 
1 .  ( c+b ) 
b+c 
c+b ::: b+c 
Teo�ema �. Para todo elemento a ,b perteneciente a un 
álgebra de Boole (B , + ,  . , - > , se cumplen las siguientes re 
laciones i 
1 )  a . O  O 
2 )  a + 1 1 
3 ) a . a  -- a 
Propiedad de idempotencia 
4 )  a + a ::: a 
5) a + a . b a 
Leyes de absorción 
6 )  a .  ( a  + b )  = a 
7 ) a + b a . h 
Leyes de de Morgan 
8 )  a .b := a + b 
9 ) ( a )  ::: a 
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Demostraci6n : 
1 )  a . O  = a . O  + O = a . O  + a . a  = a .  ( O+a) a . a  o 
2 )  por dualidad 
a + 1 = ( a  + 1 ) . 1  = ( a+1 ) . ( a+a ) = a+ ( 1 . a ) a+a 1 
3 )  a . a  a . a+O = a . a+a . a = a ( a+a ) = a . 1  = a 
4 )  a + a = ( a+a) . l = ( a+a)  ( a+a ) = a+a . a = a+O = a 
5 )  a+a . b  a . 1+a . b  a ( l+b ) - a . l = a 
6 )  a (a+b ) = a . a  + a . b = a+a . b  = a 
7 )  S i  probamos que ( a+b ) + a . b = 1 Y (a+b ) . ( a . b ) = O 
habremos demostrado que a + b Y a . b son complement� 
rios de donde se deduce facilmente que se cumple la 
primera ley . 
( a+b ) + a . 5 = ( ( a+b ) +a ) ( ( a+b ) +b ) =  ( a+a1 +b . a+ (b+b ) 
= ( 1+b ) . ( 1+a)  1 
( a+b ) . ( a  . 5 ) 
8 )  S iguiendo un camino paralelo se  demuestra facilmen 
te . 
9 )  ( �) es el complemento de a y como a también es  com 
plemento de a y éste debe de ser único . 
Esta  forma de definir un álgebra de Boole tiene la  -
venta j a de resaltar l as llamadas formas dual�s . 
Vemos que las leyes y teoremas se dan siempre por- pa­
re s y que uno es  el  resultado de sustituir la  suma por el pr� 
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ducto y el  producto por la suma en  el  otro . 
Esta propiedad se podría haber utilizado en la de-
mostraci6n de teoremas , dado que , probado uno , el dual también 
lo está . 
6 .  ESTRUCTURA ALGEBRAICA DE LÁ LÓGI CA DE CLASES . 
La 16gica de c lases vimos que está compues ta por un 
conj unto universal U en el que se incluyen toda una serie de 
c lases . Entre estas c lases hemos definido unas operaciones que 
denominamos  intersecci6n , uni6n y complementaci6n . También po� 
tulamos la existencia de la c lase vac{a . La uni6n , intersecci6n 
y complementaci6n de clases , formalmente son idénticas a las -
de los conjuntos . Todos sabemos que estas operaciones cumplen 
las  s iguientes propiedades . 
(A U B )  V e  A V ( B V e ) 
(A n B )  n e = A () ( B  (l e )  
A v B = B V A 
A (l B  = B (l A  
A L) ( B  n e) = (A V B )  (1 (A v e) 
A n ( B V e) = (A 11 B )  V (A n e )  
A V A U 
A f'l  A o 
o V A A 
U /) A = A 
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D e  aqui s e  puede deducir que e l  conj unto compues to por 
la c lase  universal , la clase nula y todas las demás c la ses exis 
tentes , con la uni6n , intersecci6n y complementaci6n definidas 
en su seno tiene estructura de álgebra de Boole . Si denomina-­
mas C a l  conjunto anterior , este álgebra de Boole se represe� 
t ar ía por 1( C , V , rt ,  - > . Es un álgebra que puede ser f ini ta 
o infinita según la cantidad de clases 9u� incluyamos en e . 
Como corolario se puede deducir que el  conj unto de las 
partes de un conj unto tiene estructura de álgebra de Boo le tam 
b ién . 
7 ,  ALGUNOS EJ EMPLOS DE  ÁLGEBRAS DE  BOOLE , 
Existen gran cantidad de ej emplos prácticos de aplica­
c iones de álgebras de Boo le . Tres de ellos tienen gran impor-­
t ancia para nosotros . El primero , el  á lgebra de Boole binaria , 
e s  de gran uti lidad en e lectr6nica digital . También se suele -
denominar álgebra de conmutaci6n . 
Está compuesto por dos elementos Y, como en todo álge�­
b ra de Boole debe existir elemento nulo Y universal , uno de 
e llos será el  primero Y otro el segundo . Es  decir que el  á lge­
b ra estará compuesta por los elementos O Y 1 .  Se puede compro­
b ar fác ilmente que estos dos elementos son complementarios . 
Las operaciones suma Y producto son fáciles de analizar , de-­
ben regirse por l as propiedades de los elementos de un álgebra 
de Boole . 
Va�os a ver c6mo se  opera con los elementos del á lge-­
b ra < { Q , l} , + ,  " - )  
a )  Complementación . 
1 = O 
(5 = 1 
b )  Suma booleana , a + b 
O + O O 
O + 1 = 1 
1 + O 1 
1 + 1 1 
( Idempotencia)  
Por complementarios 
( Idempotencia )  
c )  Producto booleano a . b 
0 . 0  O ( Idempotencia)  
0 . 1 = O 
Por complementarios 
1 . 0 = O 
1. 1 = 1 ( Idempotencia)  
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Se  aprecia enseguida un paralelismo entre estas oper� 
c iones y la  interpretación en forma de tab las de verdad d� 
las  conectivas " 1 " ,  " V �  y "A " , respectivamente . 
Otro caso muy importante de conj unto con estructura de 
este tipo es el conj unto de las partes de un conj unto , con las 
operaciones de complementación , reunión e intersección , como -
hemos visto en el  apartado anterior . 
Otro e j emplo que posteriormente nos va a ser de gran -
util idad es e l  formado por e l  siguiente con j unto : Dentro del -
conjunto de todas las sentencias , definimos una relación de 
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equivalencia , R ,  entre dos sentencias A y B ,  de forma que A R B 
s i  A y B tienen la misma interpretación en { O , l } para cualquier 
i nterpretación posible de las variab les . Como se ve hemos real! 
z ado una partición en clases de equivalencia dentro de este con 
j unto . Esta partición tiene estructura de álgebra de Boole para 
las operaciones 1\ ,  V Y ., .  Las operaciones -> I <-> se pue-­
d en definir en función de las tres primeras como se verá en ca­
pítulos posteriores . 
1 ,  1 NTRODUCC  1 ÓN , 
CAP I TULO 4 .  
FORMAS BOOLEANAS 
Las formas booleanas son entes matemáticos abstractos -
de gran interes o Su definición se va a hacer de forma totalmen­
te general para luego pasar a ver sus aplicaciones . Las relaci� 
nes entre formas booleanas y funciones booleanas , de gran impo� 
tancia  en el álgebra de conmutación , se verán en el siguiente -
capítulo . 
Un paralelismo que se  apreciará a primera vista es e l  
existente entre las sentencias y las formas booleanas . Esto se 
debe a la  estructura de forma booleana que tienen las senten-­
cias . El con j unto de variables proposicionales y sentencias se 
verá más ade lante que es  isomorfo con el de variables booleanas 
y formas booleanas . Las dos conectivas "+ " y " ++ " se pueden de­
finir en función de " fe  " ,  " V" Y " " " . Llegándose así a la conclu 
sión de que las sentencias son una aplicación particular de - -
unas estructuras más generales llamadas formas booleanas . Esto 
se  estudiará en el  capítulo 7 .  
Al principio del capítulo se estudia l a  relación de or 
den que se puede introducir dentro de un álgebra de Boole y la 
estructura de retículo que le confiere esta relación , relación 
no muy importante en álgebra de conmutación o en lógica propo­
s icional pero sí en otros campos . En teoria de conj untos , por 
e j emplo , esta relación se llama inclusión y todos conocemos s u  
importancia . 
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2 .  RE LAC I ONES  D E  ORDEN D E NTRO D E  LAS ÁLGEBRAS D E  BOOLE . 
Una relaci6n de orden parcial es  una relaci6n binaria -
entre los elementos de un con j unto B dotada de las propiedades 
reflexiva , antislmétrica y transitiva , es decir : 
a R a , V a e B  
( a  R .  b )A(b R a )  -> ( a  b ) , V a , b e B  
( a R b )l\( b R e )  -> ( a  R e )  , V a ,  b ,  e e B 
En un álgebra de Boole se puede establecer la s iguien­
te relaci6n de orden : 
c imos 
Def . 2 . 1 . Dado el  álgebra de Boole <. B ,  + ,  . ,  - > , de 
a � b si y s6lo si a . b  a ,  \f a ,  b e B 
'I'eorema 2 . 2 .  Dado el  á lgebra de Boole '- B ,  + ,  . ,  - > 
tal que a ,  b ,  e e B ,  se verifica que : 
1 ° ) a < a 
_ 2 O )  ( a  < b) A '( b < a)  
3 O )  ( a  < b) A (b < e)  - >  
( a  b)  
( a  < e )  
( Ppr consiguiente , s  es  una relaci6n de orden en B )  
Demostraci6n 
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2 0 ) ( a  < b )  -> ( a  a . b )  
(b < - a )  -> (b = b . a  = a . b a )  
3 0 ) ( a  <: b )  �> (a . b  = a )  
(b < c )  -. > (b . c  = b )  ; a . (b . c ) = ( a . b )  . c=a . c=a . b=a 
Teorema 2 . 3 .  Dado un álgebra de Boole < B I + I • I - > 
tal que a , b e B ,  a . b := a es equivalente a : a +b = b 
Demostración : 
S i  a. b = a ,  entonces  a+b - =  a . b+b b ( por  absorción ) 
Teorema 2 . 4 .  Dados los e lementos a ,  b ,  c pertenec ien- ­
tes a un álgebra de Boole < B I + I • I - > I l a s  s iguientes re­
laciones son válidas : 
1 ° )  a . b  < a -
2 0 ) a < a + b 
3 °  ) ( a  < c )  A (b < c )  -> a + b < c - -
4 0 ) a <: b si  y s610 s i  a . b = O 
5 O )  O < a y a < 1 para todo a 
Demostración : 
1 ° ) ( a . b ) . a  = ( a . a ) . b  = a . b  es decir a . b < a 
2 ° ) a . ( a  + b )  := a es decir a < a + b 
3 0 ) ( a  + b ) . c  := a . c  + b . e  := a + b 
S i  a < b se cumple a . b a y - a . E 
S i  a < b  O entonces a < b porgue 
a = a . l  a .  (b  + E )  = a . b + a . E = 
a . b . E  
a . b 
:= a . O=O 
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o y a . 1  = a 
Dentro del álgebra hemos visto que existe una relaci6n 
de orden ¡ además podemos estab lecer la  existencia de un extre­
mo inferior y un ex�remo superior para cada par de elementos -
a ,  b ,  de la siguiente forma : 
Extremo sup o  de ( a , b )  a + b 
Extremo inf . de ( a , b )  = a b 
de donde se deduce que un álgebra de Boole tiene estructura de 
retículo . 
3 .  VAR I AB LES  BOOLEANAS . 
�as variables booleanas representan a los elementos -
del álgebra de Boole sobre la que están definidas , y s e  desi� 
nan con las letras x ,  y ,  z ,  a veces con subíndices . En e l  con 
j unto A de variables booleanas se definen las mismas operaci� 
nes que en el  conj unto B de elementos a los que repres entan . 
Def .  3 . 1 .  Llamamos valor de una variable al elemento 
que representR en un caso determinado . 
Obsérvese que hemos seguido un proceso inverso a l  de 
l a  l6gica  proposicional : a llí , primero definimos U ( conj unto 
de todas las  sentencias ) y l uego la interpretaci6n < I , V> ,  do� 
de V era una conj unto arbitrario e 1 una aplicaci6n I : U-+V ¡ 
aquí , primero se  ha definido B ( equivalente a V ,  el  conj unto 
de interpretaci6n) y luego A ( equivalente a U ) . Aquí también 
tendremos una aplicaci6n a : A-+B , equivalente a 1 ,  que más ade­
l ante definiremos como " funci6n de asignaci6n " . 
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4 .  FORMAS BOOLEANAS . 
Siguiendo un proceso paralelo al que utilizamos en ló­
gica proposiciona l , donde partimos de las variables  proposici� 
nales para llegar a las sentencias , vamos a partir aqui de las 
variables booleanas para l legar a las formas booleanas . Aquí -
en vez de conectivas tenemos operaciones entre variables . Ade­
más tenemos 3 en vez de 5 .  Hay tres conectivas , " "" , " v" y " .., ,, 
que intuitivamente tienen gran similitud a " . " ,  " + "  Y " - " res-­
pectivamente . Sus tablas de verdad se vio en el  apartado 6 del 
capítulo 3 que coinciden con el  resultado de estas operaciones 
en un álgebra de Boo le binaria . Nos quedan el condicional y el  
bicondicional . Como veremos mas adelante ( Cap . 7 ) , mediante 
las tres operaciones anteriores podemos definir otras dos que 
sean las equivalentes  al condicional y a l  bicondicional . 
En realidad un álgebra de Boole se puede definir con -
dos operaciones Únicamente , la  suma y la complementaci6n , o 
producto y la complementaci6n , y definir l as demás en funci6n 
de estas dos . 
Este método es  menos intuitivo que e l  seguido por nos� 
tros y por eso no lo  hemos util izado . En l6gica proposicional 
también se pueden establecer solamente dos conectivas , " N' Y 
" 1 "  o " V " y " , ,, y definir las tres restantes en funci6n de -
cualesquiera de estas dos . Más adelante s e  verá la  forma de ha 
cerlo . 
4 . 1 .  Alfabeto . 
Vamos a enumerar los s ignos que utilizaremos para cons 
truir las formas booleanas . 
a )  variables booleanas : "x " , "y " , " z "  . . . . .  
b )  operaciones : " + " , " , " Y " _ "  
c ) s ignos de puntuaci6n: " (  " ,  " ) " (parénte s i s )  
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4 . 2 .  Expresiones y Formas booleanas . 
Def . 4 . 2 . 1 . Llamamos expresión booleana a toda secue� 
c ia finita de s ímbolos de nuestro alfabeto , colocados uno al  
l ado de otro . 
Def . 4 . 2 . 2 .  Llamamos forma booleana a toda expresión -
Ai que cumple una de las tres condiciones siguientes 
1 ° )  A .  1. es una variable booleana . 
2 0 ) A .  1. es e l  O ó e l  1 del álgebra de Boole 
3 0 ) Si  A .  Y Ak son formas booleanas , A .  es la  forma -:3 1. 
Aj l Ó A . .  Ak , ó A .  + Ak ' J J 
4 . 3 .  Funciones de asignaci6n y valuac.i6n . 
Vamos a establecer una forma de valuaci6n de las  for-­
mas que nos permita hall ar el valor que toman éstas en fun- -
c i6n del que toman las variables . 
Def . 4 . 3 . 1 .  Llamamos función de asignación a a toda 
aplicaci6n del conj unto de variables en el conj unto B de e le-­
mentos del · á lgebra de  Boole <. B ,  + ,  . , - > sobre el  que toman 
valor las  variables . 
Esta funci6n de asignaci6n es e l  equivalente a dar va­
lores a las variab les . E l  valor que toma una variable  según a 
s e  denomin:a por a ( xi ) '  Las funciones de asignaci6n de formas 
construidas a partir de n variables se pueden repres entar tam­
b ien por n-tuplos de Bn s iendo Bn e l  producto cartesiano de or 
den n de B consigo mismo . 
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�.i:2..:1.. Dada una forma booleana , l lamamos función 
d� valuaci6E_. relativa a la función de as ignaci6n a a la aplic� 
ci6n de A .  en B .  El  elemento f inal de B se establece recursiva l 
mente según las s iguientes reglas ( la  función de valuación de 
Ai con respecto a a se representa por I Ai l a ) : 
1 . 1 0 l a == 0 , 1 1 1 a = 1 
I A  . .  A · I = I A · I · I A · I y I A . +A · I = I A · I + I A · I l J o, l a J a l J o,  l a  J a  
Obsérvese la similitud que tiene la  asignación de for­
mas booleanas con la aplicación 1 que definimos cuando establ� 
cimas qu� era la interpretaci6n de una sentencia en l6g{c� pr� 
posicional . En realidad es lo mismo , como ya se verá mas ade- ­
l ante cuando estudiemos la  relación que existe entre álgebra -
de Boo le y lógica proposicional ( Cap , 7 ) . 
Ejemplo : Tenemos el álgebra de Boole binaria < { O , l } ,  + ,  
• f � > y las variables x ,  y ,  z que pueden tomar los valores 
" O " Y " 1 " 
(x + y)  • z ; ( x . y ) + ( y . z ) son formas booleanas . 
S i  definimos a como x 1 ,  Y = O ,  z o 
La función de valuaci6n dará : 
( 1  + O ) . O == O 
( 1 . 0 )  + ( 0 . 0 )  = O 
Las variables representan elementos de un álgebra de 
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Boole . E sto implica que deben cumplir l as mismas propiedades 
que se  establecen en l a  definición para los elementos . En - -
nuestro caso fales propiedades establecen una equivalencia e� 
tre las  diferentes formas booleanas que se representa por e l  
s i gno " : " . Así :  
A . . A .  = A .  ó - Al' + A .  1 1 1 J A .  + A . ,  . . . . siendo A .  y A .  formas J 1 1 J 
booleanas . 
El  resultado de esta relación de equivalencia definida 
en el conj unto de las  formas booleanas es una partición en cl� 
ses de equivalencia . A .  y A . .  A .  por e j emplo pertenecerán a la 1 1 1 
misma c lase de equivalencia . Esta relación confiere una estruc 
tura a l  conj unto de las formas booleanas , que pasamos a estu�­
diar a continuación . 
Llamamos B '  a l  conj unto de todas las formas construi­n 
das a partir de n variables , y Bn B '  /= a la  partición esta­n .  
blecida en B ' n por la relación de equivalencia 
Teorema 4 . 3 . 3 .  El sistema <Bn , + ,  . , - ) formado por 
e l  conj unto B de todas las clases de equivalencia y las opera n -
c iones " + " , " . "  Y .. � .. definidas como operaciones entre clases 
tiene estructura de álgebra de Boole . 
Demostración : 
Entre las formas booleanas están definidas las opera-­
ciones ¡ por lo tanto entre las  clases también : 
A ,  E e clase  1 
E + D 
B ,  D e clase 2 
De aquí se deduce que podemos operar directamente con 
clases : 
clase 1 + clase 2 clase 3 .  
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Las operaciones entre c lases nos dan otras c lases, lu� 
go son cerradas . 
Todas las formas booleanas incluidas en una c lase , pa­
ra cualquier función de asignación representan el  mismo eleme� 
to , aunque éste varíe de una función a a otra para todas a la 
vez .  Así las clases deberán tener las propiedades que tienen -
los elementos de un álgebra de Boole . (Esto se puede comprobar 
propiedad a propiedad) . 
Luego < Bn ' + ,  . ,  - > es un álgebra de Boole . 
Según la definición dada de función de valuación/ dos -
formas equivalentes tendrán la  misma función de valuación para 
la misma a ,  
4 . 4 .  Formas canónicas . 
Hemos visto en la sección precedente las formas boole� 
nas y sus clases . Podemos determinar si  dos e lementos pertene­
cen a una misma clase pero no tenemos una caracterización pre­
cisa  de cada clas e .  El problema se aborda del siguiente modo : 
Def .  4 . 4 . 1 . 1 .  Llamamos e lemento atómico de un álgebra 
de Boole < E ,  + ,  . ,  - ) a todo elemento b ,  distinto de 0 ,  per­
teneciente a B/ que cumple la siguiente condición : 
b . a  o ó b o a  b para todo a e B 
" .... ; Teorema 4 . 4 . 1 . 2 , Dado un álgebra de Boole B , + ,  . ,  -
cuyos e lementos atómicos son b 1 . . . . . b I existe una expres ión . n 
de la  forma : 
a b a + b S + . . .  + by , tal que 1 < a , S , :  . •  , y < n 
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pa�a cada elemento a I O de B ,  y esta expresión es única pa­
ra cada elemento . 
Demostración : 
Sean ba , b e , . . .  b y todos los elementos atómicos de B -
menores que a .  Según las propiedades expresadas en el Teorema 
2 . 4  sobre la relación de orden tenemos b = b a + b e + . . .  by < a 
Vamos a demostrar que a .b = O Y por tanto que a � b 
que j unto con b < a nos da a = b .  Por el teorema de de Margan , 
S i  b es un, e lemento atómico que pertenece al conjun­w 
to {b , b Q . . . . .  b } se deduce que a . b . b  = O .  Si b no pertenece a � y _ w 
a e s te con junto entonces a . b . b  = O porque a . b = O .  Por tan-_ w ' w  
ta , deberá ser a . b  = O ,  con lo que hemos demostrado que aa= b e+ 
+ by + . . • . +b . Ahora tenemos que demostrar l a  unicidad . 
les que : 
Supongamos que existen {b  , . . . .  , b  } Y {b , . . . .  b }  ta a y a z 
a = ba + . . . . . . . + by b + a +b z 
bru < a por e j emplo ; como en el  conjunto {b  . . . . . .  b } están to-
� a z 
dos los  elementos atómicos menores que a ,  alguno de �stos será 
igual a ba . Es decir que los dos conj untos tendrán los  mismos 
elementos , aunque el orden pueda ser diferente . 
Hemos definido unos elementos , los elementos a tómicos 
que son algo asi como los elem�nto s básicos de un álgebra de -
Boole . En función de �stos se  pueden representar todos los de­
más . Si tenemos n elementos atómicos , por inducción se  ve fá--
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cilmente que el  número de elementos de este álgebra de Boole -
es 2n . E l  álgebra de las clases de equivalencia de las formas 
booleanas también tendrá elementos de este tipo . Estos son los 
productos can6nicos que definimos a continuación . 
4 . 4 . 2 .  La forma canónica . 
Veamos cómo s e  interpreta el teorema anterior en e l  ál  
gebra de  Boole <. Bn , + ,  . , - > . Deberán existir  unas clases -
que estén compuestas  por elementos equivalentes que sean e le-­
mentos atómicos del álgebra y en funci6n de estos elementos 
at61uicos podremos expresar cualquier otra clase . E l  problema -
está en encontrar alguna forma booleana que sea  representativa 
de cada una. de estas clases . 
Supongamos que tenemos un álgebra de formas boole�nas 
generada por n variables Xl ' x2 . . . . .  x . Por l .  entendemos un -n 1.-
nuevo tipo de variable  que pued e tomar el  valor Xi o ii • 
Def . 4 . 2 . 2 . 1 .  Dadas las variables x1 ' . . . .  xn llamamos -
producto can6nico Pn de dichas variables a toda forma booleana 
construida de la s iguiente forma ( TI  representa aquí el produc­





l .  1. 
Def .  4 . 2 . 2 . 2 .  Llamamos forma canónica a cualq�ier for­
ma booleana compuesta por sumas de productos canónicos di feren 
tes entre s í . 
Teorema 4 . 2 . 2 , 3 .  Dada el  álgebra de Boole .( B , + ,  . , - > ---------. ' n 
sus productos cari6nicos son elementos at6micos .  
Demostración : Vamos a demostrar por inducción que cual 
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quier producto canónico cumple P . a =: P Ó P . a =: O ti: e B . n n n a n 
Para n = 1 tenemos que existen dos productos canónicos x ,  x .  E l  
conj unto de formas booleanas generadas por una variable son :  
O ,  x ,  x ,  1 .  E l  resto son equivalentes a alguna de és-­
tas o Se puede comprobar fácilmente analizqndo caso por caso las 
condiciones que debe cumplir una forma booleana para serlo y -
aplicando las leyes de equivalencia entre formas . 












Para n podemos suponer que construimos primero todas -
las formas y sus clases con n-l variable� . Estas serán las mis 
mas que para n-l/ luego cumplirán las condiciones anteriores . 
Según la definición de forma booleana podemos generar 
nuevas formas siendo éstas 0 , 1 ,  una variable , u operando for-­
mas ya conocidas . Serán diferentes en los tres casos siguien�� 
tes : 
C a  1 representa una forma generada por n-l variables ) . n-
b )  
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n-l 
n-l 




según Yn e y ' n sean igu� 
les o no 
b )  





y - l· y . a l ' Y , 1 n n-- n 
n-l 
= l TI 
1 




cuatro posibilidades : Yn , Y ' n puede tomar 
n-l n-l 
el  valor 
O y TI yi , an-1  el valor TI Yi Ó O )  combinándolos se 1 1 












{ .TI y - . y 
1 1 11 Y . y ' ::: n n 
O 
Volvemos a tener cuatrG posibilidades ; que el  primer término 
n-l 
tome el valor O 6 TI Y i Y n Y que el  segundo tome O ó 1 
n-l 




E l  producto de dos productos can6nicos siempre da O .  
Si  son diferentes deberán diferir en al  menos un e lemento . Es  
te será la  negación de alguna y .  del anterior luego su inter-1 
sección da O .  
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Teorema 4 . 2 . 2 . 4 .  La suma de todos los productos canón i 
cas es  1 .  
Demostración : 
Para n � 1 se  cumple x + x � 1 
Para n - 1 suponemos que también . 
S i  P 1 e s  un producto canónico para n- 1 variab les , p� n-
r a  n todos los productos canónicos serán de la forma : 
P l ' X ó P  l ' x n- n-
La suma de todos los P la  podemos agrupar por pares : n 
Por distributividad Pn- 1 (x + x) = Pn-1  volvemos a ob­
t ener la  suma para n-l que toma el valor 1 .  
Como coroiario de esta demostración se  deduce que cual 
quier elemento atómico de B e s  equivalente a un producto canó n 
nico . 
Las definiciones y teoremas anteriores nos llevan a la 
s iguiertte conclusión : c ada c lase de elementos atómicos de B n 
se puede representar por un producto canónico y como cada e le-
mento de un álgebra de Boole se  puede expresar como suma de 
e lementos atómicos ,  po dem o�  ñepñe� e�tañ eada ela� e  p O ñ  u�a 6 o � 
ma ean6niea , . Es  deci� l as funciones de valuación de una forma canónica y de cualquier forma equivalente a ella  serán las mis 
mas para cualquier función de asignación . 
Un álgebra de formas generadas por n variab les tiene -
2n 2 c lases diferentes : Tenemos 2n element.os atómicos diferen--
tes . K elementos atómicos se  comprueba fácilmente por induc- -
k 2n c ión que generan 2 elementos , luego tenemos 2 clas�s  
1 ,  I NTRoDuce 1 ÓN  I 
CAP ITULO S ,  
EL ALGEB RA DE CONMUTAC I ON 
Ya introduj imos en el capítulo tercero el álgebra de -
conmutación , como un álgebra de Boole compuesta por dos e leme� 
tos únicamente . También estudiamos la forma en que se deben 
operar estos dos elementos entre s í . Este capí tulo va a tratar 
de funciones dentro de álgebras de este tipo . Este tipo de fun 
ciones son de gran importancia en el estudio de circuitos lóg! 
cos o Son e l  soporte teórico de éstos . Un circuito lógico no" es 
más que la simulación de una función de conmutación . Aunque no 
s e  haga mención de ello , todo lo que hablemos a continuación -
s erá una particularización al álgebra binaria .  
2 .  FUNC I ONES  DE  CO NMUTAC I Ó N ,  
DeL 2 . 1 .  Dado un álgebra < { O , l } , + ,  . , - ;> , l lama­
mos func�§n ª,�_.9.5:mmu1:ac:ión de orden n a toda aplicación { O ,  U n 
-> { O , l }, donde { O , l  } n es e l  producto cartes iano de orden n 
de { D , l } consigo mismo . 
�. La estructura de estas funciones es como la  de una fun 
ci6n ordinaria . E l  conj unto inicial es  el de todas las n-tuplas 
posibles  form�das con los elementos " O "  y " 1 " ; el  conj unto fi-
l ·  , /1 jj  iI,,1 1 f na e sta compuesto por .LOS e lementos O y .L so. amente . Esta 0E 
ma de definir una función de conmutación permite definir oper� 
c iones entre funciones . 
Def . 2 . 2 .  Dadas las funciones de conmutación de arder 
n i  f y g ,  laa operaciones f + g ,  f . g Y E se definen así :  
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f + g y � . g  son l a s  aplicaciones �esultantes d e  sumar o multi­
plicar para cada par de elementos iniciales iguales de f y g -
los  elementos finales de ambos . f es la  aplicaci6n resultan 
te de hacer corresponder a cada elemento inicial de f la  nega­
ci6n del que le yorresponde según f .  
E j emplo 1 . 1 . 2 .  
Bos funciones de conmutaci6n de 2 °  orden serían 
la funci6n ( f )  
Conj unto de 
n-tuplas 
o O 
O l --�O 
� 1 O �-----
1 i -- 1 
f + g 




2a funci6n ( g )  
Conjunto de 
-n-tupla s 
f . g 
O O 
� O 1 ..... 
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Teorema 1 . 1 . 3 .  Sea  F el  conj unto de  todas las  funcio­n 
nes de conmutaci6n de orden n .  El  sistema < F , + ,  . , - > tiene n 
estructura de álgebra de Boole . 
Demostraci6n : 
Las operaciones entre funciones se reducen a operacio­
nes en el  álgebra de Boole < {O , 1. } ,  +, . , - > , luego éstas cum 
p len las propiedades establecidas en la definici6n 5 . 1 .  del ca 
pítulo 3 .  Al operar funciones de orden n obtenemos otras de or 
den n también , luego las operaciones son cerradas . Los elemen­
tos O y 1 son l as aplicaciones de todos en O y de todos en 1 -
respectivamente . 
2n n El  número de elementos de F es 2 Tenemos 2 n-tu-n 
plas que podemos aplicar en " O "  o en " 1 " , luego el total de 
funciones de conmutaci6n de orde� n diferentes es 2 2
n 
Los elementos at6micos de esta aplicaci6n se ve fácil­
mente cuáles son : La aplicaci6n que hace corresponder todas 
las n-tuplas a O ,  excepto uno de ellos , que se corresponde con 
1 .  En el e j emplo anterior , f era un elemento at6mico del álge­
bra de funciones de conmutaci6n de orden 2 .  Intuitivamente se 
ve facilmente que con sumas de aplicaciones de este tipo se 
pueden obtener todas las demás . 
3 .  RE PRESENTAC IÓN D E  FUNC IONES DE CONMUTAC rÓN MED IANTE FORMAS 
BOOLEANAS . 
Vamos a dar algunas definiciones previas que son nece­
s arias para establecer el tipo de rel aci6n existente entre for 
mas y funciones . 
De�_:!:.. Decimos que dos álgebras de Boole (B ' , + ,  . , - > 
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(" B " , + , . ,  - > son isomorf;as s i  entre ellas existe una apli­
caci6n biyectiva I : B I  -+ B" que cumple las tres condiciones si  
guientes para a ,  b € B I  
1 (a + b )  = 1 ( a )  + 1 (b) 
1 (a • b) = 1 ( a  • b )  
La  mayo� seme j anza  que puede existir entre dos estruc­
turas algebráicas es el  isomorfismo . Por ser biyectiva ambas -
deben tener el  mismo número de elementos y además las tres CO!! 
diciones que se  deben cumplir equivalen a estableCer que se d� 
ben conservar todas las propiedades de la  estructura algebrai­
C a  del primer conj unto en el  segundo . 
Teorema 3 . 2 .  Dos álgebras de Boole < B 1 ,  + , " - > y -
< B " , + , " - ) con el  mismo número de elementos tienen es- -
truct�ras isomorfas . 
, ... ;<_: /  :'-r-' 
Demostraci6n : 
S i  ·tienen el  mismo número N de elementos ambas tendrán 
un número n de elementos atómicos tal que N = 2n . Si Y1 , Y 2 , . . 
. .  Y son los  elementos at6micos de B I y S i '  S � " . , . S los de -n ¿ n 
B "  podemos e stablecer una correspondencia biyectiva en ambos -
conj un tos  de elementos at6micos y extenderla al  resto de los -
conj untos de la s j.guiente forma . 
f ( y  . +Y . + • •  " . +Yk ) = f ( y  . ) + f; ( Y . ) f .  . . .  f ( yk ) J 1. . J 1. 
donde f es la primitiva aplicaci6n establecida entre e lemen-­
tos · atómicos , Tal aplicaci6n por def;inici6n es isomorfa . 
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Como los conj untos F y B tienen e l  mismo número de -n n 
elementos , deberán tener estructuras isomorfas . Deberá existir 
por tanto una correspondencia biunívoca que relacione cada cla 
se de B con cada función de F . n n 
En base a la función de valuación de las formas boolea 
nas vamos a definir la  aplicación S s iguiente : 
E sta aplicación as í definida es  una función de conmuta 
ción ¡ los elementos iniciales son n-tuplos de { O , l } n y los fi­
nales , elementos de { O , l } . La función definida en base a los -
productos canónicos de B se  corresponde con los elementos ató n -
micos de F . Se puede probar fácilmente por inducción . El  res­n 
to de las  clases de B se pueden representar como suma de es--n 
tos productos atómicos por lo que sus respectivas S serán suma 
de los elementos atómicos correspondientes a los productos . 
As í vemos que hemos establecido una apl icación isomorfa entre 
B y F que nos hace corresponder a cada A .  e B un f .  e F en n n 1 n 1 n 
base a la  función de valuación de Ai ' 
Este resultado es  de importancia vital en el  diseño ló 
gico porque nos permite un método sistemático de diseño de cir 
cuitas lógicos . Ahora sabemos  que una forma booleana es equiv� 
lente a una función determinada . Así podemos utili zar formas -
que son mucho más sencil las de utilizar . La suma de dos formas , 
por e j emplo , representará a la función suma de las dos funcio­
nes que representaban las dos formas primitivas . Pero todavia 
hay un problema no resuelto : dentro de una clase de formas - -
equivalentes , además de hallar la  forma canónica , que ya cono­
cemos , hal lar la forma más sencilla  equivalente a esta forma -
canónica . Esto tiene importancia en diseño porque cuanto más -
sencilla  sea la  forma , más sencilla y barata será su realiza- ­
c ión , Este problema se aborda e n  el punto 5 que habla  sobre mi 
nimi z ación . 
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4 .  RE P R E S E NTAC I ÓN D E  FUNC I ONES  D E  CONMUTAC I Ó N  MED I ANTE TABLAS 
DE VALORES . -
4 . 1 . Tablas de valores o tablqs de verdad . 
Existe una forma de representar una funci6n que es  de 
gran utilidad en diseño : las  tablas de val?res ,  ta�bién l lama­
das tablas de v�rdad . 
Una funci6n está compuesta por un conj unto de pares o� 
denados ,  y se puede repres entar de dos maneras :  expresando una 
propiedad que deban cumplir  estos pares y solamente éstos , que 
en nuestro caso sería mediante formas booleanas . O dar todo e l  
conjunto - de pares ordenados . Como en nuestro caso éste es  fini 
to , podemos hacerlo . Este conjunto se denomina tabla de valo-­
res .  La  función del ej  emplo 1 . 1 .  2 se representaría de la  s i--
guiente forma : 
Tabla de verdad 
_-=-1 O O l '�O xl x2 f O 
1 O �  O O O 
1 1 --- �--� ...... 1 O 1 O 
1 O O 
1 1 1 
como tenemos dos variables , existen cuatro n-tuplas para las  
cuales  damos el  elemento final de la aplicac i6n . 
4 . 2 .  Representaci6n como forma booleana de una funci.6n da­
da por su tabla de verdad . 
E l  problema que se plantea aquí es el  s iguiente : �ada 
una tabl a  de verdad , c6mo pasar a representar la función a 
través de una forma booleana . 
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E l  problema �nverso es fác�l : s i  tenemos , por e j emplo , 
la  forma canónica f1 = xl + x2 asignando a f todas las n-tuplas 
de xl ' x2 y obteniendo valores de la  func�ón de valuación obte 
nemos la tabla  de valores : 
Xl x2 xl + x2 f1 
O O O + O O 
O 1 O + 1 1 
1 O 1 + O 1 
1 1 1 + 1 1 
Para reali zar la operación inversa , en cambio , debere-
mos hacer lo siguiente : sabemos que todas las funciones son ex 
presables como suma de los elementos atómicos de F , que s'on n 
aplicaciones donde todos los elementos se  corresponden con O -
excepto un e lemento que se corresponde con 1 .  La función será 
la  suma de todos los e lementos atómicos correspondientes a las 
n-tuplas  que estén aplicadas en 1 .  Así la  forma canónica de la 
función será la suma de los productos canónicos correspondien­
tes a estas n-tuplas . 
E j emplo 4 . 2 . 1 .  
La función f2 cuya tabla de verdad es : 
o O O 
o 1 1 
1 O O 
1 1 1 
I - 70  
vemos que tiene dos n-tuplas �ue se corresponden con 1 :  ( 0 , 1 ) 
y ( 1 , 1 )  ; según la  funci6n de valuación , los producto:3 canóni--
_. -
cos que le corresponden son x1 , x2 y x1 , x2 por lo que f2 = xl ' 
. x2 + x1 · x2 ' Los elementos � at6micos de F2 gue representarían -
estos productos canónicos son : 
xl x2 x1 · x2 xl x2 x1 · x2 xl x2 f2 
O O O O O O O O O 
O 1 1 + O 1 O O 1 1 
1 O O 1 O O 1 .o O 
1 1 O 1 1 1 1 1 1 
Se comprueba fácilmente que la  suma de estas dos fun-­
ciones da f2 . 
Ej emplo 4 . 2 . 2 , 
Consideremos una función en F 4 cuya tabla  de verdad es : 
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Xl X2 X3 X4 f 
O O O O O 
O O O 1 O 
O O 1 O O 
O O 1 1 1 
O 1 O O O 
O 1 O 1 O 
O 1 1 O O 
O 1 1 1 O 
1 O O O 1 
1 O O 1 O 
1 O 1 O O 
1 O 1 1 O 
1 1 O O 1 
1 1 O 1 O 
1 1 1 O O 
1 1 1 1 O 
Solamente hay tres n-tuplas que tomen el valor 1 ( O ,  
0 , 1 , 1 ) , ( 1 , 0 , 0 , 0 )  Y ( l f l , O , O � les corresponden los productos 
canónicos x1 · x2 ' x3 ' x4 ' x1 , X 2 ' X3 ' X4 y x1 . x2 , X3 , X4 / 1uego la -
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fo�ma can6nica d e  f se�á : 
5.  M I N I M I ZAC I ÓN ,  
Cuando tenemos una funci6n de conmutaci6n , sea como -­
forma booleana o como tabla  de  valores , para reali zarla elec-­
tr6nicamente nos interesa obtener de ella la  forma booleana 
m�s sencilla  posible . En el  e j emplo anterior vimos la funci6n 
repres entada en la tabla  adj unta , cuya forma can6nica es : 
f 
o o o 
o 1 1 
1 o o 
i 1 1 
'Apl icando la propiedad distributiva vemos que : 
f 
se puede  s implificar mucho . En este caso de s610 dos variables 
es senci l lo , pero en cUanto sube un poco e l  número de varia- ­
bles e l  probl ema s e  comp lica . 
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Existen dos tipos de métodos sistemáticos de simplifi­
caci6n : los gráficos y los numéricos . Los primeros son más se!: 
cilIos , pero en cuanto aumenta el número de variables se hacen 
inoperantes . Los numéricos en cambio permiten minimi zar funcio 
nes con cualquier número de variables y s el.' programados para -
su utili zaci6n en el  ordenador ; el más conocido de estos últi­
mos es el  llamado método de Quine McCluskey , en el  que no en-­
traremos , limitándonos a exponer el más conocido de los méto-­
dos gráficos : el de Karnaugh . 
E l  método de Karnaugh se  basa en la  colocaci6n de los 
valores en forma de tabla de doble entrada situando los elemen 
tos que se pueden simplificar por distributividad en posicio-­
nes contiguas de forma que sean fácilmente agrupables . Se  uti-
. 
liza  para funciones de hasta cinco variables y la  forma de - -
construir estos mapas es la  representada en la página sig.uien­
te . 
Las tablas se  rellenan situando el valor que le corres 
ponde a c ada n-tupla en el cuadrado que le corresponde compo-­
niendo los elementos de ambos lados . Si estamos en n = 3 Y el 
valor de la n-tupl a  (Xl = O ,  x2 = 1 ,  x3 = O )  es 1 ,  en el  cua-­drado se situaría 
x1x2 
x3 0 0  0 1  11  
O 1 
1 
Cuando n = 5 según xs � 1 6 
cuadro o en otro . 
1 0  
xs = O ,  se  sitúa en  un -
Una vez llena la tabla ,  los elementos contiguos tienen 
formas can6nicas que pueden Ser simplificadas por distributivi 
d,ad . Esto se debe a la forma en que se ha construido la tabla 
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3 0 0  0 1  1 1  10  
O 
1 ,  
x x 1 2 x4 0 0  0 1  1 1  1 0  
0 0  
0 1  
1 1  
1 0  
O 1 
4 0 0  0 1  1 1  10  4 0 0  0 1  11  1 0  
0 0  0 0  
0 1  0 1  
1 1 1 1  
-
10  1 0  
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en  que c�da elemento y s u  contiguo sea horizontalmente o vert! 
calmente , t;Lenen productos canónicos que se diferencian Única­
mente en que una de l�s v�ria,bles está negada en el otro . Los 
e lementos de los lados también se  corresponden con el  s imétri­
co en el lado opuesto . Cuando n � 5 además de estas correspon­
dencias están las que hay entre elementos situados en las mis­
mas pOS J�c J�ones . 
Vamos a aclarar todo esto con algunos e j emplos : 
E j emplo 5 . 1 . En el ej emplo f xl . x2 + xl . x2 de dos va 
r iables tenemos el  siguiente mapa de Karnaugh : 







Vemos que los dos unos están situa 
dos en posiciones contiguas . Esto 
nos permite eliminar xl por d�str! 
butividad por lo que estos dos - -
unos quedan determinados unicamen­
te por el 1 de x2 ' De aquí se dedu 
ce que f = x2 obteniéndola  ya s im-
plificada de entrada . 
E l  proceso y el  resultado es idéntico al que realiza-­
mas para simplificarla cuando escribimos : 
f 
f 
E j empl� . 2 .  Tenemos una función de 4 variab les : 
Esta función es más dificil de s implificar ; primero , 
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hallamos su tabla de valores , X después , sobre el  mapa de  Kar­
naugh buscamos agrupamientos : 
Xl x2 x 3  x4 f 
O O O O O 
O O O 1 O 
O O 1 O 1 
O O 1 1 1 
O 1 O O O 
O 1 O 1 O 
O 1 1 O 1 
O 1 1 '1 1 
1 O O O 1 
1 O O 1 1 
1 O 1 O 1 
1 O 1 1 1 f 
1 1 O O O 
1 1 O 1 1 
1 1 1 O 1 
1 1 1 1 1 
4 
00  
0 1  
1 1  
10  
/ ,-
0 0  
O 
O 
.. - . • , 1 • 
• 
• 1 �- -














'l. .  __ � / 
/ �/ 1 - -
f ( 0 0 0 0 )  = 0 . 1 . 0  + 0 . 1  + 1 . 0 . 0  + 0 . 0  + 1 . 0  + 0 . 0 . 0  O 
f ( 1 1 1 1 )  1 . 0 . 1  + 1 . 0  + 0 . 1 . 1  + 1 . 1 + 0 . 1  + 1 . 1 . 1 1 
10  
" ... - .  
' 1 1 , l 
; -1 -�l 
r .. .. � 
, 1 J 
- �  
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Ejemplo 5 . 3 . Damop di�ectamente el  mapa de Karnaugh : 
4 0 0  0 1  1 1  10 
- .... � ..... t"'�; .. 
0 0  1 ! O O .' 1 
8 ,.. _ .. ". - - , 
, , 0 1  O O O I 1 , 
t 
• I 11 O O O • 1 I 
l. I 
, ,,. - - :- - : � • 10 J O O Q 1 
1\. _ _  � � 
-f � x2 , x3 , x4 + x1 , x2 + x1 , x3 , x4 
;tflbf- I - - -
�_� . Veamos la minimizaci6n de una funci6n de 
cinco variables : 
11 
1 0  
f 
x == O "5 
o O 
10 I 
_ J/:_ _ x1 · x4 , xS + x3 · x4 ,xS 
x1x2 x4 
0 0  
-
0 1  - -
� ---IT 
- -- " 
10 







0 1  
O 









Q" Q - -G 1 , • 





- ¡.. fl ... -
� í  O 
o '"  ... .... 
• 
1 -• , 
- _ .... . 
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E j emplo 5 . 5 .  
Desarrollaremos ahora un ej emplo que , además de ser de 
aplicaci6n práctica , nos permitirá ilustrar un caso interesan­
te en la  minimiz ación de funciones de conmutación : el  de l as -
nunQ�on e� �nQomple�amen�e e� pee� 6�eada� . Se  trata de la  reali­
zación de úna etapa de sumador binario , es decir , un circuito 
que deberá sumar dos dígitos binarios , teniendo en cuenta el  -
posible acarrero o arrastre de l a  suma de los dos dígitos de -
peso inmediatamente inferior (que pueden haberse sumado en 
otra etapa ) ; po� tanto , tendrá tres entradas binarias : x e y ,  
correspondientes a los dígitos a sumar , y r ' , arrastre anterior , 
S i  analizamos 
y dos salidas : s ( suma ) y r ( arra� 
tre producido ) . Un sumador para-
lelo de n bits constará de n eta 
pas ( aunque la  primera no necesi 
ta la  entrada r ' ) , en las que la 
salida r de cada una se conecta 
a la entrada r '  de la siguiente . 
las distintas pos ibilidades de x ,  y ,  r '  
y para cada una anotamos los valores que deben tomar s y r ,  
l legamos a la  siguiente tabla de verdad ( en realidad son dos : 
una para s y otra para r) : 
x y r '  s r 
- -
O O O O O 
O O 1 1 O 
O 1 O 1 O 
O 1 1 O 1 
1 O O 1 O 
1 O 1 O 1 
1 1 O O 1 
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Las tablas de Karnaugh correspondientes son : 
r '  
y 
0 0  0 1 1 1  10 r 
O 1 O 1 O 
1 O 1 O 1 
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De las que resulta : 
s = x o Y . r '  + X . y . T '  + x . y . r '  + X . y . T '  
r x . y  + r ' . ( x+y ) 
( x . y  es  e l  " arrastre generado " en esta etapa , y r ' . ( x+Y) , es  el  
" arrastre propagado " de l a  anterior ) . 
Se  observará que s no se ha podido s implificar , y se  -
ha expresado por su forma canónica . Sin embargo , podemos redu­
cir el núme:t·o de puertas del circuito global si tenemos en - -
cuenta que , en realidad , estamos diseñando dos circuitos : uno 
para s y otro para r ¡  cabe entonces pensar en uti l i zar r como 
entrada adicional para s ,  que as! será una función de cuatro -
entradas ( x ,  y ,  r ' , r ) , como muestra la  figura adj unta . 
x 
y 
r ' _ 
r 
L ______ _ 
� -------' s ..". 
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S i , s iguiendo esta idea , tratamos a s como una funci6n 
s = s ( x , y , r '  , r ) , lo primero que encontraremos es que existen 
cuádruplas para las que s no está definida , por e j emplo , x =0 , 
y = O ,  r '  = O ,  r = 1 ;  Y s no está definida en este caso (y en 
o tros s imilare s ) _ sencil lamente porque esa combinaci6n es impo­
sible , ya que si x ,  y ,  r '  valen las tres  O ,  entonces r = O ne­
cesariamente . Para estas cuádruplas de entrada , que no se van 
a presentar nunca a la entrada del circuito que da s podemos -
tomar , a efectos de minimizar ,  el  valor O o el  valor 1 indife­
rentemente para s , ' y esto lo representamos en la tabla de Kar­
naugh con el s íl1iliolo " 0' '' . Agrupando así l as 0" s  con los l ' s  o 
no , .según convenga , l legamos a l a  forma mínima para s :  
s xy 
r ' r 0 0  
0 0  O 
0 1  
1 1  
10 1 
0 1 I 11 
I I I 
I 1 : 0' I 
:�- - - _ ..- \...'":: --� / 
O 
10 
s = r '  . r+y . r+x . r+x . y . r '  
= r .  ( x+y+r ' ) +x . y . r '  
El  c ircuito total resultante para la  etapa de sumadOr , utili za� 
do unos e lementos (puertas ) ,  que definiremos en el s i�uiente -
Capítulo ,  es : 
r '  
x x+y r 
y 
x . V  
s 
CAP I TULO 6 ,  
REPRESENTAC I ON DE FUN C I ONES DE CONMUTAC I ON .  
OTRAS FORf'1AS CANON I CAS y FOR�íAS M I N I MAS 
1 .  1 NTRODUCC 1 ÓN  I 
E l  presente capítulo se va a dedicar a l  estudio de las 
formas de representación gráfica de las funciones de conmuta-­
c ión . Esta representación gráfica es de gran importancia  por-­
que es  directamente traducible a un . circuito e lectrónico . La -
representación se hace del s iguiente modo : Tenemos unas" entra­
das que representan las variables . En estas entradas podemos -
colocar nosotros los valeres que queramos . Las operaciones se 
rea l i zan en una ca j a donde entran los elementos del álgebra 
que vamos a operar y a la salida obtenemos el e lemento resul--
tante o La importancia  de este método está en que estas caj itas , 
l l amadas en general , puertas , se pueden construir electrónica­
mente . Los "ceros y " unos " se pueden simul ar con un voltaj e O 
y V respec ttvarnente ( por ej emplo ) . S i  enlazamos las  puer·tas c� 
mo indica la represen"tación gráfica obtenemos un circuito ele� 
trónico equivalente a nuestra forma booleana . Para cada n-tu-­
pla  s imulada electrónicamente obtenemos a la salida el valor -
correspondiente en la tabla de verdad . La constitución interna 
de las  puertas se  estudia en la asignatura de Electrónica dig! 
tal . Aquí nos l imitaremos a definir funcionalmente los princi­
pales  tipos y a ver  cómo pueden interconectarse  para realizar 
físicamente los c ircuitos de conmutación . 
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2 .  LAS PUERTAS . 
Una operaci6n se puede describir como un proceso , do� 
de entran en una caj a los elementos que se van a operar y de -
donde sale e l  elemento resultante . Esto es  lo que se hace en -
la representaci6n . La negaci6n tendrá una entrada y una salida ; 
la suma y el  producto tendrán dos entradas y una salida . 
Las representaciones más utili zadas son : 
negaci6n suma producto 
N O T O R A N D 
Las dénominaciones NOT , OR y AND corresponden a l  in- -
glés y es  la forma en que se las denomina habitualmente en la  
literatura técnica . 
La funci6n que reali zan estas puertas es la equivale� 
te a la  operaci6n que representan . Sus tablas de verdad son , -
por tanto ,: las ya definidas anteriormente : 
NO'I' 
x f 
. 0  1 
1 o 
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Xl x2 f 
O O O 
X : .D 1 O R (11 'f O 1 l '  x2 
1 O 1 
1 1 1 
Xl x2 f 
O O O 
Xl 
A N D f O 1 O 
x2 
1 O O 
1 1 1 
Las operaciones , en principio , son siempre entre dos 
entraqas : 
X 1 .... � 
x2 f 
x 3  o----�� . 
p'ero como el  producto es  asociaU,vo , podemos representar esto 
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mediante una puerta de 3 entrada$ . 
Así ,  existen puertas de cualquier número de entradas -
p ara e l  producto . Con la suma podemos hacer lo mismo . 
3 . REPRESENTACION DE FORMAS HEDIANTE PUERTAS . 
Una forma booleana es  un conj unto de variables opera-­
das entre s i  de una, forma determinada . La representación ten-­
drá por tanto unas entradas que representarán las variables a 
l a s  que nosotros as ignaremos valores según la función de asig­
n ación a .  Estas irán operándose en las puertas según se indica 
e n  la forma booleana . 
Vamos a ver los ej emplos del Capítulo 5 .  





n o  se  realiza  ninguna operación por lo que la salida será -
igual a x2 
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Ej emplo . 3 . 2 .  
Como se puede apreciar la  forma booleana se s imula  co­
mo un proceso donde entran los valores de las variables dé- en­
trada . Estas se van operando según se indica y una vez hechas 
todas las operaciones obtenemos el  valor de la función de va-­
luación correspondiente . 
x 1 
E j emplo 3 . 3 . 
l 
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Ejemplo 3 . 4 . 
f - - - - -xl · x4 , xS + x3 · x4 , xS + xl · x3 , x4 + xl · x3 · x 5 
x2 
O--
4 .  OTRAS P U E RTAS . 
Además de estas tres puertas , existen en la práctica -
otras que pueden simplificar mucho la  representaci6n gráfica y ,  
consiguientemente , reducir el coste del circuito . Las más impo:!:. 
tante son las  siguientes : 
¡zj R EXCLUSIV0 xl x2 f 
O O O 
x ·  1 O f O 1 1 
x2 1 O 1 
1 1 O 
f 
1 - 8 7  
N A N D xl x2 f 
O O 1 
xl : [ ) O 1 1 x2 
1 O 1 
1 1 O 
N 0 R xl x2 f 
O O 1 
xl O- j >- "  O 1 O x2 11 
1 O O 
1 1 O 
Estas, con las tres anteriores, nos dan un conj unto de -
puertas que flexibili zan mucho la  representación gráfica . En -
realidad se pueden construir unas con otras : 
Ya hablamos en capítulos anteriores sobre la  posibili­
dad de representar conectivas en un caso , operaciones en otro 
y puertas ahora en funci6n de otras . 
Las leyes de de Morgan nos dicen que :  
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Apoyándonos en estas identidades podemos reali zar l a  -
operación de suma lógica con puertas AND y NOT : 
o bien 
y el producto cón puertas OR y NOT : 
o bien 
Por otra p,arte , las representaciones de NAND , NOR Y OR 
exclus ivo con puertas AND , OR Y NOT serían :  
NAND : f 
(Nó tense la::=¡ representaciones alternativas para las 
puertas NAND Y NOR :  
NOR) . 
para NAND Y .� para 
o R EXCLUSIVO 
1 - 8 9  
f 
5. LA SEGUNDA FORMA CANÓN I CA Y LA FORMA M í N I MA E N  PRODU CTO DE 
S UMAS , 
5 . 1 . La segunda forma can6nica . 
En el Capítulo 4 vimos c6mo cada c lase de equivalencia  
en el  conj unto de  formas booleanas que pueden construirse con 
n variables puede representarse por una forma can6nica formada 
por sumas de productos can6nicos ¡ existen , como vamos a ver , -
otras pos ib les formas booleanas que pueden utilizarse como for 
mas can6nicas , por lo que , para diferenciarlas , l l amaremos a -
la que ya conocemos primera forma can6nica o forma can6nica en 
suma de productos . A los productos can6nicos a veces se les 
l lama minitérminos . 
Análogamente a como definíamos el producto can6nico 
( Def . 4 . 2 . 2 . 1  del Cap . 4 ) , podemos definir la suma can6nica o 
Il!�xit�rmino f Sn ' de las variables x1 ' . . . .  xn como cualquier for 
ma booleana del tipo 
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S n 
n 
L: l o  1-
1 
( L:  representa la  suma booleana ;  recuérdese  que l .  representa -1-
xi o xi ) '  La segunda forma canónica o forma canónica en produ� 
to de sumas se define corno una forma booleana compuesta por 
productos de sumas canónicas diferentes entre s í . 
S iguiendo "\In proceso paralelo al del Cap . 4 ,  puede de­
mostrarse que las sumas c anónicas son elementos atómicos de 
<Bn , + ,  . , - >  y ' que cada c lase de equivalencia en el conj unto 
d e  formas booleanas de n variab les puede representarse por una 
forma canónica en producto de sumas . 
Pasando ya a l  caso de mayor trascendencia práctica , el 
de las funciones de conmutac ión , el  problema más inmediato a _. 
resolver e s  e l  de cómo obt ener la  segunda forma canónica co- .  -
rrespondiente a una función a partir de su  tabla  de verdad ( e l  
p robl ema inverso , como en el  caso de  la  primera forma canónica , 
e s  fác i l : hasta obtener la  función de valuación para cada una 
de las  pos ibles n-tuplas ) .  Si la función es f ,  como f + f = 1 ,  
s i  sumamos los productos canónicos correspondientes no a los -
" unos " ,  s ino a los " ceros " de la  tabla , entonces se  obtiene la  
p rimera f?rma canónica correspondiente a f ,  y ,  aplicando los  , 
dos teoremas de de Morgan l legamos a la  forma en producto de -
s umas : 
n 
f L: ( TI  li ) ; 1 
n n 
f TI ( TI  ii ) TI ( E li ) 1 1 
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Si , sobre la misma tabla de Karnaugh , en lugar de agrupar los 
" unos "  agrupamos los " ceros " resulta : 
Por lo que 
La reali zaci6n de esta funci6n en esta forma requiere 
una puerta NOT , una AND y dos OR . En estE! caso , el coste de la 
real i zaci6n es prácticamente igual al de la realizaci6n en ba­
se a la  forma en suma de productos ( E j emplo 3 . 2  de este CaFít� 
lo ) . 
Invitamos al lector a minimi zar en esta forma los E j e� 
plos 5 . 1 a 5 . 4  del Capítulo S ,  dibuj ar los circuitos resultan­
tes y compararlos con los obtenidos por suma de productos . 
6 .  FORMAS CON S6LO OPERAC I ONES NAND y CON S6LO OP ERAC I ONES NOR . 
6 . 1 . NAND Y NOR son operaciones completas . 
Anteriormente hemos visto dos tipos de puertas que , 
por motivos tecno16gicos ( facilidad de integraci6n de los cir­
cui to s )  son muy utili zadas : las puertas NAND y NOR . Por la fre 
cuencia de su util i zaci6n se recurre a s ímbolos e speciales pa­
ra representar las funciohes realizadas por estas puertas : " / " 
para NAND y " + "  para NOR . Es decir : 
x/y/z/  . . .  = x . y , z  . . . . .  x+y+z+ . . .  
x+y + z +  . . .  � x+y+z+ . . . .  x . y .  z . . . .  
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Tanto NAND como NOR tienen l a  propiedad de ser operaci� 
nes completas ¡' esto quiere decir que cualquier función de conmu 
t ación puede representarse utilizando sólo la operación NAND o 
utili zando sólo la operación NOR .  Para demostrarlo basta con ver 
q�e las tres op�raciones básicas , complementación , producto y su 
ma , pueden realizarse con ellas : 
a )  x = X . x  x/x 
x = x+x x+x 
b )  == x/y (x/y ) / (x/y) x . y ' x . y  = 
x . y  = x+y = x+y ( x+x)  + (y+y)  
c )  x+y x . y  x/y (x/x) / (y/y) 
x+y = x+y (x+y )  = (x+y )  ( x+y)  
E s  preciso prestar atención a los paréntesis , ya que , a 
diferencia de la suma y e l  producto , NAND y NOR no son asociati 
va s :  
(x/y ) /z�x/ (y/z )  � x/y/z 
(x+y ) + z�x+ (y+ z )  � x+y+z  
(Compruébese por medio de las respectivas tablas de  verdad) . 
6 . 2 .  La tercera forma canónica . 
La tercera forma canónica ( sólo con NAND) se obtiene -
directamente de la primera mediante aplicación del 
Teorema 6 . 2 . 1 : 
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( Para demostrarlO 'basta con aplicar dos veces las leyes de de 
Morgan ) . 
6 . 3 . La forma mínima sólo con NAND . 
Se obtiene aplicando e l  Teorema 6 . 2 . 1 a l a  forma míni­
ma en suma de productos . 
E jemplo . ( E j emplo 5 . 2  del Capítulo 5 ) : 
( Obsérvese  que cuando uno de los productos consta de una sola  
variable , en este caso x3 ' este producto puede representarse  -
como x3 o x3 , y de ahí que al aplicar el  teorema pongamos x3/x3 
(es decir , i3 ) , y no x3 ) . 
6 . 4 .  La cuarta forma canónica . 
Se obtiene de la  segunda aplicando el  
Teorema 6 . 4 . 1 : 
( Se demuestra igualmente con las  leyes de de Morgan ) 
6 . 5 .  La forma mínima sólo con NOR . 
S i  aplicamos el  Teorema 6 . 4 . 1 a la  forma mínima en pr� 
ducto de sumas , resultará una forma mínima con operaciones NOR 
s o l'amen te • 
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E j emplo . 
f x . ( x  + y ) . (y + z ) 
( x+x ) + (x+y ) + (y+z ) 
( x+x )  + ( ( x+x )  +y )  + (y+ ( z + z ) ) 
( Aquí podemos hacer una observaci6n s imilar a la del ej emplo -
anter ior : s i  una de las sumas 's610 tiene un sumando , x en este 
caso , como x = x+x , al aplicar el  Teorema ponemos xix = x ,  en 
lugar de x )  . 
7 ,  LÓG I CA D E  UMBRAL . 
Otra forma de representaci6n de funciones de conmuta-­
c i6n que tiene interés en ciertas aplicaciones , es la que se  -
real i z a  mediante la  l lamada 16gica de umbral . 
Esta 16gica tiene una filosofía de diseño algo difere� 
te , aunque los resultados obtenidos son idénticos a los de la  
r epresentaci6n con puertas NOT , AND y OR o E l  elemento básico -
que se  util i z a  aquí es el elemento o puerta de umbral ( en in-­
g lés  �h� e� h o l d  elemen� ) , que , en funci6n de las entradas , a 
l as cuales aplicamos " 1 " 6 " O " , obtenemos un " 1 " o un " O " a la  
s al ida . Cada entrada l leva asociado un  cierto coeficiente de  -
ponderaci6n y cuando la suma ponderada de las entradas sobrep� 
s a un cierto umbral , la  salida toma el  estado 1 . De ahí provi� 
ne su nombre . 
7 . 1 .  La puerta de umbral . 
Supongamos que hay n entradas cuyos valores se repre-­
s entan por x .  y una salida cuyo valor se representa por y �  S i  1 
W i  e s  el coeficiente asociado a la  entrada Xi ' las ecuaciones 
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f 
La forma de agrupar los unos de salida s e  indica en la  
figura con la  l ínea de  trazos . Como se  ve  es  una reali zación -
mucho más sencilla  que con puertas AND y OR o No son necesarios 
los inversores .  
8 .  EJ EMPLO DE  AP L I CAC I ÓN ,  
Se desea diseñar un sistema de regulación de la  témpe­
ratura y del nivel de agua en una piscina . El sistema r�c:�birá 
la  información de tres sensores colocados dentro de la piscina : 
un termómetro y dos detectores de nivel , y deberá actuar - sobre 
un a resi s tencia para cal entar el agua y sobre dos válvulas : 
una que permite desaloj ar agua , y otra que permite añadir agua 
fría . Las especificaciones de su  funcionamiento vienen dadas � 

























Acción a tomar 
Ninguna 
Añadir agua 
S acar agua 
Calentar 
Añadir agua 
Añadir agua y calentar 
Sacar agua y calentar 
Añadir agua 
Añadir y sacar agua a l  mis 
mo tiempo . 
I - 1 0 0  
Se supondrá que el  term6metro tiene dos terminales de 
salida , en cada uno de los cuales pueden tenerse dos niveles -
de tensiQn (a las que da�emos los niveles 16gicos O y 1 ) .  S i  -
la temperatura es demasiado alta , el primer terminal , T1 , esta 
rá en el  nivel 1 ( y  el segundo , T2 , en el  O ) ; s i  es �emasiado 
baj a ocurrirá lo contrario , y s i  está entre los límites prefi ­
j ados ( " temperatura normal " ) , ambos serán ' O .  
Los detectores del nivel de agua dan también señales O 
y 1 :  uno de el los , '  N1 , está en 1 s i  e l  nivel es demasiado alto , 
y el  otro , N2 , �stá en 1 s i  es  demasiado baj o  ( de modo que am­
bos en  O indicarán "nivel normal " ) . 
En la  salida , para que una válvula ( V1 : sacar , V2 : aña 
dir ) esté cerrada �e deberá dar el nivel 16gico O ,  y para que 
�sté abierta e l  1 .  Análogamente , para que la res istenci a  ( R) -
caliente se dará un 1 y para que no actúe un O .  
La parte 16gica del s i stema será un circuito con cua-­
tro entradaS (T1 , T2 , N1 ,N2 ) y tres salidas (V1 , V2 , R) . Las tablas 
de verdad se obtienen inmediatamente de las especificaciones . 
Se observará que hay 7 combinaciones de las variab les de entra 
da que son imposibles ( las que corresponden a T1=T2=1  y N1=N2=1 ) , 
por l o  que las funciones V1 ' V2 y R son incompletamente especi­
ficadas . Aprovecharemos este hecho , del mismo modo que en el  -
Ejemplo  5 . 5  del Capítuló anterior , para minimizar tales funcio 
nes . S i " el lector sigue los pasos necesarios llegará al  s iguie� 
te resultado : 
por l o  que el  circuito será ,  s implemente : 
N 1 ... • ----------Q V 1 
T --.----,------<10 R 2 
CAP ITULO 7 .  
lOGI CA PROPOS l eI ONAl Y AlGEBRA DE BOOlE 
l .  1 NTRODUCC  i ÓN  . 
Hemos hablado anteriormente de l a  estructura de álge-­
bras de Boole que poseen ciertos conj untos dotados de las opo� 
tunas operaciones .  E l  conjunto S de todas l as sentencias , e l  -
conjunto { O , l } sobre el  que interpretábamos éstas , e l conj unto 
de c lases de un conj unto , etc . , son e j emplos típicos de estas 
estructuras . De las aplicaciones del álgebra de B'oole  sólo ,he­
mos v i s to las referentes al diseño lógico . Aquí vamos a v.er la 
interrelación exi s tente entre la lógica proposicional y , las es 
tructuras a lgebráicas . 
2 .  ESTRUCTURA ALG EBRA I CA DE  LA LÓG I CA PROPOS I C I ONAL .  
Corno primer paso para e l  estudio de la  estructura de -
la  lógica proposicional , vamos a estudiar el  conj unto de las  -
sentenc.:r a s  algebraicamente . Una vez que hayamos  anali zado bien 
l a  s intaxis pasaremos a estudiar la  estructura a lgebráica . de -
las in terpretaciones qU(� realü:amos de estas sentencias , o lo 
que es 10 mismof de la semántica . 
Cuando establecimos e l  alfabeto y la s intaxis de la  l� 
gica proposicional dimo s 8610 lé\s reglas y propiedades impres­
cindib les para la formación de sentencias , pero nada más . 
Aquí nos centrarelnos en e l  estudio del conj unto S de -
las s entencias . ( Seguire1"!l.os utilizando la  notación del capítu-
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lo 2 ) . Dentro de  S se puede establecer una relaci6n de orden -
parcial , definida del s iguiente modo . 
A r B s i  y sÓlo s i (A -)- B )  e T. 
Obsérvese que aquí el s ímbolo � no s ignif�ca demostrabilidad , 
sino deducibi lidad de B en funci6n de A .  En funci6n del contex 
to se pueden diferenciar los s ignificados en ambos casos . 
En funci6n de la  deducibi lidad se puede definir una r� 
l ac i6n de equiv�lencia  entre sentencias diciendo que A y B son 
equivalentes si cada una de e llas puede deducirse de la otra : 
que en  notaci6n formalizada sería : 
« A  -)- B )  1\ ( B  -)- A)  ) e T 
que , como más adelante se  verá , equivale a :  
(A -+-r B )  e T 
Esta relaci6n la representaremos de ahora en adelante 
c omo 
A ::! B 
Te·orema 2 . 1 . 1 .  
S i  A _ A ' Y B - B '  entonces 
1 - 1 0 3 
l A  - -¡ A '  
A 1\ B - A '  1\ B '  
A j B - A '  V B ' 
A + B � A '  + B '  
A ++B - A ' ++ B '  
(La demostraci6n es complicada y requiere múltiples con 
ceptos intermedios . El lector interesado puede encontrarla en 
la bibliografía ) . 
La i.mportancia  de este teorema radica en lo s iguiente : 
igual que cuando definimos las formas booleanas establecimos -
una relación de equivalencia y por tanto una partici6n , �quí -
hemos definido unas clases de equivalencia también que además 
son operables entre s i . Existirán múltiples sen�encias equiva­
lentes , pero ya no las trataremos separadamente s ino en fun- -
ci6n de la clase a l a  que pertenecen . Las c lases las de signa- -
mos por U f  S ,  . . . . . , y .  Este conj unto se suele designar por 
SIR . Entre este conj unto y S podemos definir la s iguiente apl! 
cación T :  
l a ;:: T ( l A) 
ex {\ f3 T ( A  /\ B )  
a V f3 T (A V B )  
U + f3 T (A  + B )  
U .,-+ f3 ;:: T (A ++ B )  
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Esta relaci6n establece una correspondencia entre cla­
se s  y los elementos que la componen . El  conj unto T constituye 
u na c lase de equivalencia que representamos por 1 .  El conj unto 
f ormado por todas las sentencias de la forma ( '1 A) tal que 
A e T constituy� otra c lase de equivalencia que representare-­
mas  por O .  
Se puede verificar que 
a \/ S 
a 1\ ( S A y) = 
a \/ ( S v' y ) 
a 1\ ( S  V y ) 
a V ( S  1\ y )  
a v a = 
a A a  = 
a V l a  
a ' V 1 
a " O 
a 1\ 1  a 
a i\ 1 = 
S l\ a �; 
conmutatividad 
S V a 
( a  A S )  A Y } 
asociatividad 
( a  V S )  V Y  
( a  1\ S )  v' ( a  A Y l } 
distributividad 
( a  V S )  1\ ( a  V y )  
a 






Es decir  que S iR tiene estructura de álgebra de Boole 
con respecto a " " " , II V II y 11 ..., " .  El resto de las conectivas 
son funci6n de estas tres primeras : 
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( a  -+- S )  1\ ( S  + a ) • 
También existe 1 R  pos ibilidad de 8yrresa:r " v " en fun­
c ión de " 1  11 Y " 1\  " Y 1 1  {\ 11 en función de " 1' '' Y " V "  : 
(J, V S -, ( '1 a ."\ " S ) 
a 1\ S 1 ( "7 a V í S ) 
La demostración se realizaría comprobando la equivale� 
cia  entre 
u + v - "1 U V v 
u+-+- v ,- ( u  -+- v )  (\ (v + u) 
u v v - " ( 1  u (\ -í v )  
u ¡, v .- ., ( "1 u V -, v )  
b i en mediante una demostración formal o con sus tablas de ver­
dad .  
2 . 2 .  Interpre tación de sentencias . 
La interpretación de sentencias se  hace mediante una -
aplicación entre nuestras variables y el  con j unto { 0 , 1 } . Es 
equivalente a asignar valores a las variables proposicionales 
que estamos manej ando . Las sentencias y las  formas booleanas -
ya hen\o s visto que son idénticas . I"a interpretac ión también se 
puede &seme j ar con la  funci6n de as ignaci6n que definimos para 
las  formas . S intácticamente son estructuras idénticas . Todavia 
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más , l a  extensi6n de la interpretaci6n de variables se corre� 
ponde con la funci6n de valuaci6n de una forma establecida en 
base a su funci6n de valuaci6n . 
La diferencia entre la  interpretaci6n de sentencias y 
la valuaci6n de formas radica en 10 siguiente : e l  cálculo pr� 
posicional clásico establece S610 la  verdad o la falsedad de -
sentencias/ que en términos matemáticos s ignifica la interpret� 
ci6n de una sentencia como un " O "  o un " 1 " . Nos deberemos mo--
ver por tanto en el ambiente de las álgebras de Boole binarias .  
Las formas booleanas son en cambio entes matemáticos definidos 
de forma totalmente general y que pueden ser aplicados a cual­
quier t ipo de álgebra booleana . Cuando definimos las  senten- -
cias e interpretaciones , la  hicimos de forma totalmente gene-­
ral también , Sus posibilidades de apl icaci6n se hacen asi mu-­
cho más amplias pudiendo utili zarse en otro tipo de lógicas co 
mo l as que estudiamos en el capítulo siguiente . 
CAPITULO 8 ,  
EXTENS I ONES DE LA LOG I CA CLAS I CA 
1 .  1 NTRODU ee 1 ÓN , 
Aparte de la lógica de predicados , cuyo estudio no he­
mos abordado en este Tema , como ya decíamos al principio , y 
que suele considerarse parte integrante de la  lógica c lásica , ­
s e  han producido extensiones o general i z aciones de ésta , prin­
cipalmente en cuatro direcciones : 
a )  Introduciendo una gama más amplia de interpretacio­
nes que la  binaria "verdadero " o falso " . De h��ho , 
solemos utili zar habitualmente valoraciones sobre -
un j uicio , tales como " es pos ible " ,  " es bastante 
factible " ,  " es poco probable " , etc . Formalmente , y 
tal como hemos definido l a  interpretación semántica 
(Apartado 2 . 1  del Cap . 2 ) , esto es , al  menos en pri� 
cipio , fácil : basta con considerar que el conj unto 
V sobre el  que se interpreta no es V = { O , l } , sino -
que contiene un número mayor de elementos , que pue­
de ser incluso infinito : V = { x i x e [ O , l] } .  A par­
tir de esta idea surgen l as l óg�Qa� p o l� v alente� , y 
al  relacionarlas con el  concepto de probabilidad 
aparece la l óg �Qa p�o b ab�l�� ta . 
b )  Introduciendo operadores que refle j en conceptos de 
posibilidad o necesidad ( "no es necesario que " , "es 
suficiente que " , " es imposible que " , etc . ) . Apare-­
cen así las l óg�Qa� m o dal e� . 
c )  Suprimiendo uno o más axiomas (entre los que pare--
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cen menos eVidentes )  del conj unto c lásico , lo que -
da iugar a l as l6giea� d e bilitada� . Obs�rvese que -
cualquier lógica no bivalente es tambi�n una lógica 
debilitada , ya que implica la anulación del princi­
pio Qlásico del tercio excluso ( Con el  esquema -
de axiomas que dimos en el  Apartado 1 . 3  del Cap . 2 ,  
este principio se  deducía como 'teorema) . 
d )  Sustituyendo e l  concepto clásico de " conj unto " por 
e l  de " conj unto borroso " .  Esto da lugar a la l6giea  
b 0 44o � a ,  que puede considerarse como un tipo de ló­
gica polivalente , pero que no es exactamente igual 
a la  lógica probabilista . 
De todas ellas , l a  que parece tener más posibi lidades 
de aplicaciones t�cnicas en el  futuro es  la  dltima! En este C� 
p1tulo  nos l imitaremos a decir unas palabras sobre lógicas po­
l ivalentes y a exponer muy sucintamente .los principios de la -
l ógica borrosa . 
2 .  LÓG I CAS POL I VALE NTES . 
Ya hemos mencionado en algunos casos l a  poca flexibi l� 
dad de una interpretación sobre un conj unto de dos elementos . 
Aparte  de la  verdad o falsedad de una sentencia pueden existir  
grados intermedios de  incertidumbre o de certeza . 
Jan Lukasiewicz y Emil Post propusieron a principios -
de s iglo las . l lamadas lógicas pol ivalentes , para poder repre-­
sentar posibi l idades intermedias entre verdad y falsedad . El -
número de posibilidades puede l legar a ser infinito . Su  estu-­
dio es comple j o  y precisa  del desarrol lo de un nuevo tipo de -
álgebras , denominadas álgebras de Pos t . 
Un caso particular de fác i l  comprensión es e l  de la  ló 
1 - 1 0 9  
gica  trivalente . La interpretación se hace aquí sobre un con--
j unto de tres elementos , { 0 , 1/2 , 1 } . El O representa la false--
dad , e l  1/2  la incertidumbre y el  1 la  verdad ( se supone que -
no hay grados de incertidumbre ) . 
Las operaciones entre elementos se  hacen según se  indi 
ca en la  s iguiente tabla  de verdad : 
u v 1u uAv uVv u+v u++v 
O O 1 O O 1 1 
O 1/2 1 O 1/2 1 1/2 
O 1 1 O 1 1 O 
1/2 O 1/2 O 1/2 1/2  1/2 
1/2 1/2 1/2 1/2  1/2  1 1 
1/2 1 1/2 1/2 1 1 1/2 
1 O O O 1 O O 
1 1/2 O 1/2 1 1/2 1/2 
1 1 O 1 1 1 1 
Puede comprobarse que si  s e  eliminan todas las  filas -
en las que aparece 1/2 resultan las tablas de verdad de la ló­
gica b inaria c lásica . 
E j emplo . Recuérdese el  e j emplo : " S i  hay niebla  no s e  -
ve " ,  que se  formalizaba : u+ 'l v ( Cap . 2 ) . En lógica trivalente 
podemos tener , por e j emplo , la interpretación : u 1 ,  v = 1/2 -
( e s  decir ,  hay niebla , pero no sabemos s i  se ve o no ) ; la in-­
terpretación de la  sentencia sería : ( 1+ -¡ 1/2 )  = ( 1+ 1/ 2 )  = 1/2 , 
e s  decir , no está definido s i  la sentencia es verdadera o fal­
s a  ( cosa  lógica , ya que s i ,  habiendo niebla , decimos que se  ve , 
la sentencia es falsa : 1-+ / 1  = 1-+0 = O ,  mientras que s i  deci--
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mos que no · se  ve , en tonces es cierta : 1 + 1 O 1+1 1) • 
De una manera general , para lógicas que admiten un nú­
mero cualquiera ( finito o infinito) de valores de incertidum-­
bre entre O ( fa�so )  y 1 ( cierto ) , pueden definirse cuatro ope­
radores básicos mediante las s iguientes interpretaciones , l la­
madas " leyes de Lukasiewicz " : 
a )  negación : 
l u 1-u 
b )  conjunción : 
uil.v núm ( u , v) 
c )  disyunci6n : 
uVv máx ( u , v) 
d )  condicional :  
u+v 1 ,  s i  u < v 
-
u+v = 1-u+v , s i  u > v 
( El lector puede comprobar que estas leyes conducen a la misma 
tabla anterior en el ,  caso trivalente ) . 
Reichenbach , por los años 3 0 , investigó las relaciones 
entre el· cálculo de probabilidades y la lógica polivalente , 
iniciando así  el  estudio de la lógica probabilista . E l  opera-­
dor de negación tiene una correspondencia  inmediata en térmi­
nos de probabilidades ; así , por e j emplo , s i  tiramos un dado , 
en lenguaj e  de probabilidades podemos decir : el h uceh O "h a can 
un tne!.J " ti e n e  pno b a bilidad 1 / 6 ,  lj el h uc eh o  co ntnanio ti e n e  -
p na b a b ilidad 1 - 1 / 6 = 5 / 6 ,  mientras que en lengua je  lógico di-­
r iamos : l a  pno poh ici6n " al tinan un. dado h al e  un tneh " ti é n e  -
e l  v al o n  1 / 6 ,  y l a  pno p o h ici6n co n.tnania ti e n e  el v al o n  1 - 1 / 6 =  
= 5 / 6 . 
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Los otros operadores 16gicos ya  presentan mayores dif! 
cultades para relacionarlos con las operaciones del cálculo de 
probabil idades . 
3 .  LÓG I CA BORROSA . 
3 . 1 . Introducci6n . 
E l  concepto ya clásico de eo njunto es el pilar funda- ­
mental de l a  Matemátic a ,  y nadie puede negar los servicios que 
ésta pres ta a las otr�s ciencias , proporcionándoles modelos  y 
métodos de análisis  de los mismos . Sin embargo , en la  realidad 
se presentan s ituaciones ( particularmente , cuando aparecen .co� 
s ideraciones sub j et:Lvas ) en las que resulta difíci l  determinar 
la pertenencia o no de un elemento a un conj unto . Por e j emplo : 
- el  conj unto de los números naturales mucho mayores -
que 10 0 :  parece evidente que 10 1 no pertenece ál con 
j unto , y que 10 10 s i , pero ¿y 5 0 0 ? ; 
- el conjunto de las personas pobres : ¿pertenezco yo a 
ese con j unto? ; 
e l  conjunto de las muj ere s hermosas , etc . 
Tales conj untos pueden denominarse "borrosos " ( o  " di f� 
sos " )  para indicar que no exis te un criterio que determine exa� 
tamente un l ímite entre pertenencia o no pertenencia al  conj un­
to . 
A esta altura , el lector atento puede obj etar inmedia­
tamente : " Lo que ocurre es que no se ha es tablecido el  criterio 
para definir los con j untos . Así , en el primer ej emplo , puede -
decirse ( por convenio , o por hip6tesis de trabaj o )  que el  l ími 
te está en 1 0 0 0 ; en el segundo , que es pobre toda persona que , 
s in tener patrimonio , reciba unos ingresos inferiores al  sala-
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rio mínimo ; en el  último e j emplo ya es más difícil establecer 
un criterio , pero ¿a quién se le ocurre tratar matemáticamente 
conj unt03 como ése? " . 
Ahora b�en , si  tratamos de formalizar las relaciones -
del hombre con su  entorno siempre vamos a encontrarnos con ele 
mentos impreci sos o "borrosos " ,  sobre todo en la  actividad más 
típicamente humana , e l  lengua j e .  Cuando una persona está apre� 
d iendo a conduci r ,  en un determinado momento el instructor pu� 
de decirle : " levante l igera y lentamente el pie del embrague " ,  
pero nunca le dirá : " levante el  pie 8 °  a una velocidad de 2 ° 30 ' 
por segundo " .  Y sin embargo , e l  hombre , como sistema , se compo� 
ta b ien ( aprende) con entradas "borrosas " como las del primer 
t ipo , mientras sería difícil que lo hiciera con las del segun­
do . 
A poco que se reflexione , se llegará a la  conclusi6n de 
que si se  quieren anali z ar sistemas muy comple j os como el hom­
bre , las  sociedades , etc . (ya sea con espíritu puramente cien­
tífico , ya sea con fines utilitarios : construcci6n de mej ores 
máqUinas que puedan seguir procesos de decisi6n , que puedan 
comprender el lenguaj e  natural , etc ) resulta imprescindible in 
traducir en los modelos l a  imprecisi6n o la sub j etividad . Esta 
fue l a  idea que conduj o a Zadeh , en 1 . 9 65 , a definir los con-­
j untos borrosos o difusos ( " fuzzy sets " ) . 
E l  concepto , además de nuevo , incide en la misma base 
de  la  matemática , por lo  que choca un poco con la formaci6n a.9:. 
quirida . Por otra parte , a la vista de l a  importancia que ac-­
t ualmente le �an los investigadores (basta consultar las actas 
de recientes Congresos sobre Matemáticas y Sistemas ) ,  parece -
que sus  aplicaciones en Ingeniería , y especialmente en Ordena� 
dores ( Inteligencia Artificial X  pueden ser numerosas en el fu� 
turo . Estas consideraciones creemos que j us tifican tanto esta 
l arga i ntroducci6n como las páginas que siguen , en las que ex­
pondremos los principios básicos de la teoría  introducida y 
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desarrollada por Z adeh . 
3 . 2 .  Subconjuntos borrosos . 
ED la  teoría clásica , dado un elemento x de un univer­
so U ,  y un subconj unto , ACU , hay dos posibilidades : x e A o 
x � A . Puede definirse una funci6n característica de pertenen� 
cia , �A ' tal que �A (x ) = 1 si x e A y �A (x) = o si x � A .  Es -
fáci l  demostrar que : 
�A (x) 1 - �A (x ) 
�A (x ) .  �B (x) 
�AUB (X ) �A (X ) + �B (x) ( suma l6gica) . 
De f i n i c i ó n 3 . 2 . 1 .  Da d o  u n  u n i v e r s o  U ,  u n  s u b c ó n j u n t o  -
b o r r o s o , A ,  d e  U ,  e s  u n  c o n j u n t o d e  p a r e s  ,... 
{ (x I �A (x) } , -V-xeu , 
donde �A (x ) es una funci6n que toma sus valores en un conj unto 
M llamado c o n j u n t o d e  p e r t e n e n c i a . 
Generalmente se toma M = {m l m e [  O , l] } ; si  se  hace - -
M = { O , l } , entonces A se  reduce a un subconj unto ordinario , de fV 
manera que la teoría  c lásica de conj untos es un caso particu--
lar de la  teoría  de conj untos borrosos .  
Ejemplos . 
a }  S i  U = { 1 , 2 , 3 , . . . , lO } ,  podemos definir e l  sub conj u� 
to "varios " ,  V ,  como : '" 
I - 114 
v ;v 
La asignaci6n de valores a �V (x )  es totalmente sub j et! 
v a ,  de manera que otra persona daría con toda probabilidad , 
o tras cifras . 
b) S i  U = {x i x  e [ 0 / 1S 0] } se  interpreta como el  con-­
j unto de edades pos ibles de un s er humano , podrí an 
definirse los subconj untos borrosos J ( j oven) y V -I'V fV 




2 - 1  .} < 4 0 ; ( x l  ( 1+ (x-40 )  /40 )  ) x> 40 
{ 2 - 1  ) (x I O ) o <x < 4 0 ; ( x l  ( 1+ 40/ (x-4 0 »  x> 40 
Podemos tener una vis i6n gráfica de estos conj untos re 
presentando �J ( x)  y �V (x ) : 
llJ (X ) 11-- ---....... 
x 
2 0 4 0 6 0  8 0  
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D e f i n i c i ó n 3 . 2 .2 . De f i n i mo s  l a s r e l a c i o n e s  d e  i g u a l d a d  
e i n c l u s i ó n y l a s o p e r a c i o n e s  d e  c om p l e me n t a c i ó n , i n t e r s e c c i ó n  
y u n i ó n e n t r e  c o n j u n t o s  b o r r o s o s  d e l  s i g u i e n te mo d o : 
I g u a l d a d : � = 1. s i  l-iA (x )  = l-iB (x ) , ''<Ix e u 
I n c l u s i ó n : !';., e � s i  l-iA (x )  < l-iB ( x )  , 't x  e u 
C o m p l e me n t a c i ó n :  A = B si  l-iA (x)  
l-l-iB (x)  , \f xeu ( supuesto que 
M = [O , 1J ) 
I n t e r s e c c i ó n : �� s i  l-iC (x)  
U n i ó n : 
( E S  fácil  comprobar la equivalencia con las definicio­
nes clásicas , para el caso de M = { 0 , 1 } ) . 
0 , 5  
Ejemplos . 
a )  E l  complemento de "varios " tal como se definió más 
arriba serí a :  
� = { 1 1 1 ; 2 1 1 ; 3 1 0 , 5 ;  4 1 0 , 2 ; 7 1 0 , 2 ; 8 1 0 , 5 ;  9 1 1 � 1 0 1 1 } """ 
Gráficamente : 
0 , 5 .  
I I 
2 4 6 8 10  x 2 4 6 8 1 0  
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b )  Con las definiciones anteriores de  " j oven " y "vie j o "  
la  intersección y la  unión de ambos con j untos s e  re 
presentarán gráficamente así : 
1 _ _ _ _  � _ _ _ _ _ _  ., _ .... - - - -- - 1 ,..... ____ _ 
2 0  
\ , , 
4 0  
, , 
\ , \ I 
" 
, , 
6 0  
" joven y viej o "  
I ' 1  
8 0  x 2 0  4 0  
" j oven 
,\ I \ , , I , " "-
6 0  8 0  
o vie j o " -
x 
Puede comprobarse que Z = � ,  viendo que � J ( x) +�V (x )  =1 , 'ti x·. 
3 . 3 .  Lógica borrosa .  
S i  contemplamos a l as variables lógicas binarias como 
funciones de pertenencia de conjuntos ordinarios , la  lógica 
proposicional ( y  lo mismo el  álgebra de conmutación ) puede con­
siderarse asociada a la teoría clásica de conj untos . En e fecto , 
dados los subconj untos A y B de U ,  s i  l lamamos a = �A (x )  y 
b = �B (x )  a sus funciones de pertenenci a ,  entonces podemos de­
finir entre a y b las operaciones 
a = 1-a = �- (x )  A 
a . b  �A()B (x) 
a+b = �AUB (x )  
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Se  puede comprobar que <P , + ,  . ,  -> , donde P es  e l  con 
j unto de las funciones de pertenencia de los subconj untos de -
un universo U ,  es un álgebra de Boole . Las operaciones + , . , - ,  
corresponden , respectivamente , a las conectivas V ,  A ,  1 de la 
lógica proposicional . 
Siguiendo un camino paralelo , sea un universo , U ,  en el  
que consideramos unos subconj untos borrosos A c: U ,  B c: U .  Para "" "" 
un elemento cualquiera }{ e U podemos definir unas variables bo 
rrosas , que serán los valores de l as funciones de pertenencia 
de ese elemento a cada subconjunto : 
b N a , b  e M '" '" [o , iJ 
En e l  conj unto P de variables .borrosas s e  definen las 
operaciones de complementación , producto y suma del s iguiªnte 
modo : 
a 1 "" 
a .b '" rv 
a+b N fV 
- a d'V 
min 
máx 
( a , b ) .IV 'V 
( a  , b ) N N 
Con estas operaciones se pueden cons truir sentencias -
borrosas , de igual modo que en lógica propos icional clásica 
( Cap . 2 ,  Ap . .1 . 2 )  . 
Puede comprobarse que se  s atisfacen todas l as condicio 
nes de un álgebra de Boole , salvo l as que se refieren al  e le-­
mento inverso ( a+a=l y a . a=O ) .  En efecto : 
a + a ::: a + ( 1  - a l  máx ( a ,  1 - a l  
rv rv 
sólo es  1 en dos casos : para a = O , Y para a ro- ,..-
rieral , a + a � 1 ,  Y análogamente ocurre con ,..., f'V 
'" 
1 ,  pero , en ge-
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a . a  '" >'V a .  ( 1  - a )  "" "-' min ( a ,  1 - a )  t- O V a :j; 0 , 1  '" 'V '" 
Por e l lo , <P , + ,  . ,  - > no es un álgebra de Boole . 
Se observará que las operaciones 11 _ "  11  11  y " + " defin,!. 
das más arriba son idénticas a las " , " ,  " A" y " V " definidas 
por l as leyes de Lukasiewicz .  S in embargo , la  16gica borrosa  -
no es  idéntica a la  16gica probabilista ; se  ha demostrado ( * ) 
que ambas son particulariz aciones , con diferentes restriccio-­
nes , de un tipo de 16gica más general . 
El  uso de sentencias borrosas , j unto con otros dos con 
ceptos derivados , las variables lingüís ticas y los algoritmos 
borrosos , son los tres pilares del enfoque propuesto por ZADEH 
( 1 . 9 7 3 )  para el análisis de sistemas complej os y procesos de -
decisi6n . 
Por otra parte , exi sten varios modos de realizaci6n 
e lectr6nica de funciones de conmutaci6n borrosas , y también se 
han ideado diversos métodos para su minimi z aci6n . 
( * ) GAINES , B . R .  Stochastic and fuz zy logics . E lectronics let­
ters , 1 1 , 9  (mayo 1 . 9 7 5 ) , 1 8 8- 1 8 9 . 
l .  OBRAS DE OR I E NTAC I ÓN F I LOSÓF I CA Y MATEMÁT I CA .  
CHENIQUE , F .  Comprendre l a  logique moderne . Dunod � Parí s , -
1. 9 7 4 . 
Volumen 1 :  Lógica proposicional , de clases y de predi­
cados . 
Volumen 2 :  Lógicas no clásicas . 
DEAÑO , A .  Introducción a la  16gica formal . Alianza Universi­
dad , Madrid , 1 . 9 7 5 . ( 2a ed . ,  reimpr . ,  1 . 9 7 7 ) . 
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CAP I TULO 1 .  
IDEAS GENERALES 
l .  AUTÓMATAS , ORDENADORES Y TRATAM I ENTO DE LA I NF ORMAC I ÓN 
La palabra " autómata " ,  en el  lengua j e  ordinario , nor­
malmente evoca algo que pretende imitar funciones propias de 
los seres vivos , especialmente las relacionadas con el movi-­
miento . (Véase , para corroborar esta aserción , la  definiciqn 
de un diccionario cualquiera ) . En este sentido , un e j emplo de 
autómata sería el típico robot antropomorfo o zoomorfo dotado 
de capacidades autónomas de movimiento que le permiten e j ec� 
tar las  órdenes o seguir el programa establecido por un per -
inteligente . Así , el  famoso personaj e  de Mary Shel ley obedece 
al Dr . Frankestein " como un autómata " .  
En el  campo de la Informática lo fundamental no es la 
s imulación del movimiento , s ino la simulación de los procesos 
de tratar la información ( * ) , y el ej emplo típico de autómata 
no es ya el robot mecánico sino el ordenador ( * * ) . 
( * )  Esta idea la  expuso ya Torres Quevedo (véase la explica-­
ción de la  cubierta ) , antes de que existieran los ordena­
dores y la Informática . 
( * * ) Por supuesto , el  robot sigue siendo un autómata . Existe -
un campo de trabaj o ,  llamado "robótica " o " robotología " , 
que c o n s i s te en e l  d i seBa de robo t s , normalmente controla 
do s p o r  o r d e nador , para aplicaciones industriales o aero� 
e s p a c i a l e s  o con e l  obj etivo de estudiar , a través de la 
s irnu l a c i ón, fun c i on e s  propi a s de los seres vivos . 
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Pensemos en la  naturaleza del trabajo que realizan 
los ordenadores . Los conocimientos básicos de que ya dispone­
mos nos permiten l legar a la  conclusión de que un ordenador no 
es más que un dispositivo que manipula s ímbolos . Un e j emplo se 
rá útil  para reforzar esta idea : 
Consideremos un ordenador con palabras de 1 6  b its . Su­
pongamos que este ordenador recibe de un periférico una serie 
de impulsos  que se graban en una determinada posición de su me 
maria  dej ando en eila la s igufente configuración de bits : 
10 1 0 0 1 0 0 110 0 0 0 0 1  
¿Qué s ignifica esto para el  ordenador? Entre otras muchas co­
sas puede ser : 
el  número - 2 3 3 5 9  expresado en binario con convenio -
de complemento a 2 .  
- Los caracteres $A codificados en código ASCII ,  con 
el bit 8 puesto siempre a 1 ( convenio seguido en al­
gunos ordenadores ) . 
- Una instrucción del lenguaj e  de máquina del ordena-­
dar . 
E l  que sea una u o tra cosa depende de dos personas : 
e l  diseñador del ordenador ( para ser realista habría  -
que hab lar del equipo de diseño ) , que decidió que los 
números se repre senten en binario y complemento a 2 ,  o 
que , interpretado como instrucción , ese  código de 
operación signifique , por e j emplo , " sumar " ,  y no otra 
cosa , etc . ;  
- el utilizador , que , al  hacer su programa , decide que 
en un momento dado el ordenador l leve esa configura-
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ción de bits de l a  memoria al acumulador , o al regi� 
tro de instrucción , o a la unidad de salida , etc . Al 
tomar tal decisión , el utili zador está dotando al 
conj unto de bits de una s ignificación y ,  por consi-­
guiente , de una capacidad para representar informa-­
ción . Para el  ordenador , s in embargo , los bits no 
son más que símbolos materializados por el sentido -
de imantación de unos núcleos de ferrita , o por los 
niveles de tensión de determinadas puertas . 
Por consiguiente , cuando se  dice que el  ordenador es -
un " equipo " capaz de reali zar automáticamente tratamientos - -
( operaciones aritméticas , comparaciones ,  etc . )  de información 
(númerica , alfanumérica , etc . )  (ver KUBUSCH y CARDENAS , 1 . 97 7 ,  
pág . 1 9 0 )  debe entenderse que este tratamiento o procesamiento 
de la información sólo tiene sentido para nosotro s , que decidi 
mos que tal " tira " o " cadena " de s ímbolos s ignifica tal cosa , 
es  decir , que c o d� 6�c�mo � i� � n 6 o nm�c�6n �n  c�d�n�� d �  � im b o - ­
i o � ; e l  ordenador s e  limita a manipular esas cadenas , dando 
normalmente como resultado otras cadenas que nosotros decodifi 
camos . 
y hablando ya en términos generales , podemos conside­
rar a un autómata como un dispositivo que manipula  cadenas de 
s ímbolos que se le presentan a su entrada , produciendo otras 
tiras o c adenas de s ímbolos como salida . En el Apartado 3 . 1 . ­
del C apítulo 2 formalizaremos matemáticamente esta def inición . 
Un ordenador es un ej emplo de autómata , pero también -
son autómatas dispositivos más sencillos , como sumadores , conta 
dores , etc . , que veremos como ej emplos en el Capítulo 2 ,  o las 
mismas partes constituyentes de un ordenador : la unidad aritmé 
tica-lógica o la  unidad de control son autómatas . Por otra pa� 
te , existen autómatas más complejos  que un ordenador , como los 
robots que mencionábamos antes en nota a pie de página . Tam- -
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bién pueden estudiarse como aut6matas determinadas funciones -
de los seres vivos , e incluso comple j os sistemas eco16gicos y 
socioecon6micos . 
2 .  AUTÓMATAS y MÁQU I NAS S E CU EN C I ALES , CONCE PTO D E  ESTAD O . 
E l  aut6mata recibe los s ímbolos de entrada uno detrás 
de otro ,  distribuidos en el tiempo , es decir , secuencialmente . 
Además , en general , el  s ímbolo de salida que en un instante de 
terminado produce este aut6mata no s610 depende del último s ím 
bolo recibido a la entrada , s ino de toda la  secuencia o cadena , 
dis tribuida en el tiempo , que ha recibido hasta ese instante . ­
Quiere esto decir que un aut6mata es una máquina sécuencial , -
en e l  sentido de que opera sobre secuencias de s ímbolo s , " re-­
cordando " en todo instante la "historia "  de s ímbolos l legados 
hasta ese  instante . Esto le diferencia de una máquina puramen­
te combinatoria como sería , por e j emplo , un circuito 16gico de 
los e studiados en el Tema " L6gica " .  
Así pues , ante un determinado s ímbolo de entrada un 
aut6mata puede producir diferentes s ímbolos de s alida , depen-­
diendo de la historia o secuencia de todos los s ímbolos de en­
trada anteriores . 
Obsérvese que hasta ahora venimos hablando de un aut6-
mata como una " caj a negra " con una entrada en la que recibe 
s ímbolos y ,  un'a salida , sobre la  que deposita otros s ímbolos . -
Otra manera de enfocar el estudio de los aut6matas es conside­
rando lo que hay dentro de la  caj a negra ( aunque sea de una ma 
nera ab s tracta , es decir , prescindiendo de la naturaleza  de 
los componentes físicos y atendiendo s610 a las transformácio­
nes de s ímbolos )  f y esto nos lleva a definir un concepto funda 
Ir - 11 
mental : el estado del autómata . El e� tado e�  to da la  �n 6 o �ma - ­
e�6n n e e e� alt�a en  un mo m e nto dado palta po de� dedu e�lt , dado un 
� lm b o l o  de  entltada en e� e m omento , e ual � eltá el � lm b o l o  d e  � a ­
l�da . Es decir , conocer el  estado es lo mismo que conocer toda 
la historia de s ímbolos de entrada ( * ) .  Un autómata  tendrá un 
determinado número de estados ( en teoría ,  puede tener infini-­
tos ) , y se encontrará en uno u otro según sea la historia de -
s ímbolos que le  han l legado ; si  encontrándose en un estado de­
terminado , recibe un s ímbolo también determinado , producirá un 
s ímbolo de salida y efectuará un cambio o tltan��e�6n a otro es 
tado ( también puede quedarse en el  mismo ) . Estas ideas son fá­
c iles de formalizar matemáticamente a partir de los conceptos 
de conjunto y función , y conducen a la definición de autómata 
que desarrollaremos en el  Capítulo siguiente . 
3 .  AUTÓMATAS y LENG UAJ ES  
Un campo importante dentro de  la Informática , al  que -
dedicaremos el  último Tema , está constituído por el  estudio 
de los lengua j es y las gramáticas que los generan . Los elemen­
tos de un lenguaj e  son sentencias , palabras , etc . ,  formados a 
partir de un al 6 a b eto , que no es otra cosa que un conj unto fi­
nito de s ímbolos . Establecidas unas reglas gramaticales , una -
c adena de s ímbolos pertenecerá al correspondiente lengua j e  s i  
tal cadena . se ha - formado obedeciendo esas reglas ; puede enton­
ces pensarse en la posibilidad de construir un aut 6ma ta �eeo nQ  
( * ) Realmente , no basta con conocer toda la historia de s ímbo 
los de entrada para saber cuál es la salida ; es  necesario 
conocer también el " estado inicial " , es decir , el  estado 
en que se encontraba el autómata al recibir el primero de 
los s ímbolos de entrada . 
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�ed o�  de  ese lengua je , tal que cuando reciba a su entrada una 
determinada se'cuencia de s ímbolos produzca , por e j emplo , un -
" 1 "  a la salida s i  la secuencia es  correcta , y un " O "  si  no -
lo e s . De este modo , como veremos en su  momento , a cada tipo 
de gramática co�responde un tipo de autómata . 
4 .  AU TÓMATAS y ÁLG EBRA 
Las cadenas de entrada y salida de un autómata se  fo� 
man a partir de los correspondientes alfabetos mediante una -
operación que consiste en poner los s ímbolos unos a continua­
ción de otros . Esta operación se l lama concatenación , y es 
asociativa . Por consiguiente , el con j unto de todas las  cade-­
nas c on la concatenación tiene una estructura algebráica de -
semigrupo ; s i , además ,  definimos un elemento neutro , tendre-­
mas un monoide . 
Por otra parte , como veremos en el Capítulo s iguiente , 
s i  el  autómata es  finito ( e s  decir , s i  tiene un número finito 
de e s tado s )  puede determinarse un número finito de clases  de 
equivalencia en el semigrupo ( o  monoide)  de entrada , lo cual 
permite definir un semigrupo (o monoide ) cociente llamado el 
s emigrupo (o monoide ) de la máquina ,  a partir del cual pueden 
formali zarse muchas cuestiones relativas al funcionamiento de 
los autómatas . 
S iguiendo esta l ínea de traba j o , se  ha elaborado en -
las dos últimas décadas una teoría abstracta de autómatas con 
una fuerte - base algepráica que , según ARBIB ( 1 . 9 6 9 ) ,  constitu 
ye " la matemática pura de la  Informática " . 
II - 1 3 
5 .  RESUMEN y CONCLU S I ONES  
a )  La Teoría  de Autómatas , también l lamada Teoría alg� 
bráica de máquinas , permite estudiar de un modo sistemático 
las máquinas , más o menos complicadas , que realizan un procesa 
miento de la información y que actúan de manera discreta , es  -
decir ,  la información se supone codificada a partir de un con­
j unto finito de s ímbolos que el autómata trata secuencialmente , 
uno detrás de otro . La Teoría  de Autómatas proporciona métodos 
para el análisis  y la s íntesis de tales máquinas .  
b )  Los trabaj os sobre lengua j es y gramáticas formales 
han evolucionado en una dirección que les ha conducido a encon 
trarse con la Teoría  de Autómatas como herramienta matemática 
de gran utilidad . 
e )  L a  Teor í a  de Autómatas no sólo puede aplicarse a 
las " máquina s " , en e l  s en t i do estricto que normalmente damos a 
esta pa labra , s i n o  también a muchos sistemas naturales , y ,  en 
genera l , permite estudiar procesos que dependen de una "histo­
r i a " , e s  dec i r , cuyo comportamiento presente es función del p� 
sado . 
d )  En sus veinte años de historia la  Teoría  de Autóma­
tas se ha constituído en una disciplina muy formalizada que si 
gue en evolución . Mientras la  teoría básica ( autómatas finitos 
deterministas ) puede considerarse definitivamente establecida , 
se abren nuevas vías que actualmente son obj eto de estudio de 
los invest.igadores y que ofrecen amplias perspectivas de apli­
cación : autómatas estocásticos , borrosos , adaptativos , de - -
aprendiza j e , etc . 
e )  Evidentemente , en este Tema no podemos exponer ni -
s iquiera resumir , toda la Teoría de Autómatas .  Nuestro obj eti-
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va será presentar los principios básicos , desarrollanuu algu­
nos e j emplos de aplicación para ver su utilidad práctica en -
d iversos campos ,  especialmen te el  de la Informática . 
CAP I TULO 2 ,  
AUTOMATAS F I N I TOS 
l .  DEF I N I C I ÓN y R E PRES ENTAC I ÓN DE LOS AUTÓMATAS 
1 . 1 .  Definici6n 
d o n d e :  
U n  a u t óm a t a  e s  u n a  q u ín t u p l a :  
A = < E , S ,  Q ,  f ,  g >  , [ 1 ..1 . 1 ] 
E e s  u n  c o n j u n t o f i n i t o ,  l l a m a d o  c o n j u n t o  d e  e n t r a d a s  
o a l f a b e t o  d e  e n t r a �� ,  c uy o s  e l e m e n t o s  l l a m a r e m o s  -
e n t r a d a s  o s 1 m bo l o s  d e  e n t r a d a . 
>------
S e s  u n  c o n j u n t o  f i n i to ,  l l am a d o  c o n j u n t o d e  s a l i d a s  
o a l fa b e t o  d e  s a l i d a ,  c u y o s  e l e me n t o s  l l a m a r e m o s  s a  
l i d a s  o s 1 m b o l o s d e  s a l i d a .  
Q e s  u n  co n j u n t o l l a m a d o  c o n j u n to d e  e s t a d o s . 
f e s  u n a  f u n c i 6n f :  E x Q + Q ,  l l a m a d a  f u n c i ón d e  
.!J' a t!�i5j óEL o f u n C'iQJl d e  e s t a d o  s i g u i e n t e . 
9 e s  u n a  f u n c i 6n g :  E x Q + S .  l l a m a d a  f u n c i ón d e  s a ­
l id a .  
Esta definici6n formal puede interpretarse como la  
desmripci6n matemática de  una máquina que , s i  en e l  instante 
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t recibe una entrada e e E y s e  encuentra e n  el  estado q e Q ,  
entonces da una salida g ( e , q ) , y pasa a l  estado f (e , q )  en -
e l  instante t + 1 . (Suponemos una escala discreta de tiempos 
arbitraria :  t 1 , 2 , 3 . . . .  ) . Expresando de una manera explici-
ta  el  tiempo , y .s i  l lamamos s a un elemento genérico de S ,  p� 
d emos escribir : 
q ( t  + 1 )  = f [  e ( t ) , q ( t )  ] s ( t )  g [ e ( t ) , q ( t ) ] 
A es un a ut6mata n 1nlto si  Q es un conj unto finito . En 
lo sucesivo ( en este Tema ) hab laremos casi siempre de aut6ma­
tas finitos , y abreviaremos escribiendo "AF " . 
1 . 2 . Representaci6n 
1 . 2 . 1 . Tabla de transiciones 
Las funciones f y g pueden representarse mediante una 
t abla con tantas filas como estados y tantas columnas como en­
t radas . Si la fila  i corresponde al estado qi y la columna j c� 
r responde a la  entrada ej , en la intersecci6n de amba s se es-­
c ribirá f ( ej , qi ) /g ( ej , qi ) .  Por  e jemplo , sea  e J  ¡' .F' definido -
por los  conj untos 
E · { a , b }  
S { ü , l } 
Q { q1 , q2 , q3 } 
y las  func�ones de estado y de salida 
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f ( a , ql ) = q1 ; g ( a , ql ) O 
f ( b , ql ) = q2 ; g ( b , q1 ) 1 
f ( a , q2 ) q3 ; g ( a  , q2 ) = O 
f ( b  , q2 ) q2 ; g (b , q2 ) = O 
f ( a" Q3 ) Q3 ; g ( a , Q3 ) 1 
f ( b , Q3 ) = Q1 ' g (b  , Q3 ) O 
En  lugar de esto , es más cómodo representar f y g por 
la tabla  de trans iciones de la f igura 2 . 1 .  
� a b _. 
Q1 gJ/O Q2/1 
-
q2 Q3/0 Q2/0 
g3 Q3/1 Ql/0 
Fig . 2 . 1 .  
1 . 2 . 2 .  Qiagrama . de Moore 
Otra forma de representar las funciones f y g es me- -
di  ante un grafo orientado en el  que cada nodo corresponde a un 
e stado , y si  f ( e , q . )  = q . y g ( e , q . )  = s , existe un arco dirigi-l. J .  � 
do del nodo correspondiente a q .  al  correspondiente a Q . , so--1 J b re f31 que pondremos l a  etiqueta e/s . Por e j emplo , el  AF defi-
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nido por la tabla anterior puede representarse por el grafo de 
la  Fig . 2 . 2 .  Éste grafo suele llamarse diagrama de transicio-­
nes o diagrama de Moore . 
ajO 
/0 
Fig . 2 . 2 .  
1 . 3 .  M&quinas d� Moore y de Mealy 
El modelo general de autómata que hemos definido se 
l lama m�q u¡na d e  Meal y .  Las funciones f y g determinan la sal! 
da y el estado siguiente cuando la máquina se encuentra en un 
e stado q e Q y recibe una entrada e e E .  Ahora bien , por conv� 
n iencia  matemática , es interesante considerar , además de los -
s ímbolos o elementos de E ,  un elemento neutro , A ¡  físicamente , 
e l  decir  que la  entrada es  A es lo mismo que decir que no hay 
n inguna entrada . Es  inmediato entonces plantearse la siguiente 
pregunta : ¿qué ocurre si , estando un autómata en el estado - -
q e Q ,  recibe como entrada A? Para responder a esto , matemáti 
c amente ; habría que ampliar el dominio de f ,  que es E x Q ,  a _. 
{EU{ A } } x  Q ,  y lo mismo el dominio de g .  La ampliación del domi 
n io de f no plantea ningún problema : se puede convenir que 
ff A , q ) = q { es decir , físicamente , que si no hay entrada no se 
c ambia de estado ) . Pero no ocurre lo mismo con g ¡  y ello se ve 
fácilmente si nos referimos al  e j emplo desarrol lado más arriba 
(Fig . 2 . 1 ) : s i llegamos a ql ya sea de q 3 ( por efecto de entrada 
b) o de ql ( por a) la salida es O ,  por lo que podemos asociar 
l a  s a l i da O al  estado ql y decir g ( A , ql ) = O ;  sin e�argo , no 
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podemos definir g ( A , q2 ) ' ya  que si l legamos a q2 desde ql la 
salida es 1 ,  mientras que si l legamos desde el propio q2 la  s� 
lida es O .  Es  evidente que , en general ,  sólo puede definirse -
g ( A , q )  en el  caso en que se cumpla que 
[ 1 . 3 . 1 ] 
es decir , que a q se le pueda asociar una salida y una sola . 
Si  esto ocurre para todo q e Q podemos definir una función in 
yectiva h :  Q�S tal que g ( e , q ) = h [f ( e , q ) ] , e e { EU{ A } } ,  q e Q .  
E n  este caso , podemos decir que la salida sólo depende del e� 
tado , y el  autómata se  l lama ma q uina d e  Mo o � e . Expresando el  
ti empo de  manera explícita : 
s ( t ) :0= g [e ( t l , q ( t ) 1 == h [ q ( t l J = h [f [e ( t- l l , q ( t-l l ] J  
En una máquina de Mealy las salidas están asociadas 
con las transiciones , mientras que en una máquina de Moore las  
salidas están asociadas a los  estados , o ,  lo que es lo mi�mo , 
todas las  transiciones que conducen a un mismo estado tienen -
asoci.ada l a  misma salida , También podemos decir que una máqui­
na de Mealy , en el instante de efectuar una transición necesi­
ta  conocer una entrada e e E (ya que , en  general , g ( A , q ) no  -
e stá definida ) , mientras que en una máquina de Moore la entra­
da puede ser e e E o e = A .  
Puesto que toda máquina de Moore es una máquina de Mea 
ly que cumple la condición [ 1 . 3 . 1J para todo q e Q ,  parece en 
principio que las primeras son un subconjunto de las segundas . 
"-
S in embargo , vamos a demostrar que , dada una máquina de Mealy , 
s iempre podremos encontrar una máquina de Moore equivalente 
( normalmente , a costa de aumentar el número de estados ) . En 
e fecto , si tenemos una máquina de Mealy 
A == <E , S r  Q ,  f,  g>  , 
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siempre podemos definir un nuevo aut6mata 
A <E , S ,  Q ,  f ,  g> , 
en el  que Q se obtiene escindiendo cada q e Q en tantos esta-­
dos q S ( * ) como salidas s puedan asociarse a q :  
{ qS 1 3 ( q ' e  Q y e e E )  tales que f ( e , q ' )  
... '" y en el  que f y g se definen así : 
� s g ( e , q )  f ( e , q ) = [ f ( e , q ) ] 
g ( e , q) 
q, y g ( e ,  q , ) = s }  
S A De este modo , a cada q e Q se  le puede asociar una sola  sali-
da , s ,  y así  tendremos una función de salida actual h :  Q � S -
tal que g ( e , qs ) = h [[ ( e , qs ) ] , por lo que A será una máquina 
de Moore . 
Concretemos estas ideas con un e j emplo . Tomemos el - -
a.utómata cuyo diagrama es el de la figura 2 . 2 .  Como ya hemos � 
visto , con qi siempre se puede asociar la salida O ;  sin embar­
go , q2 lo escindiremos en q� y q� , ya que la salida asociada -
es  O ó 1 según que vengamos de q2 o de qi ' y ,  del mismo modo , 
escindiremos q3 en q� y q� . De acuerdo con esto , y teniendo en 
cuenta las  definiciones de f y g obtenemos el  diagrama de la -
Fig . 2 . 3 .  
C * )  s aquí es un superíndice , no un exponente . 
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Fig . 2 . 3 .  
Obsérvese que , al estar las salidas asociadas con los 
estados , todas las  transiciones que conducen a un estado prod� 
cen l a  misma salida , por lo que en lugar de rotular las sali-­
das  sobre los  arcos las hemos incluido en  los nodos . Del  mismo 
modo , en la tabla de transiciones podemos incluir las salidas 
en la  misma columna de estados ; la tabla de esta máquina de 
Moore es  entonces la de la figura 2 . 4 .  
1"', e 
q� a b 
q lO 1 1 q1 q2 
O O O q2/0 q3 q2 
1 I O O q2/1  q3 q2 
O 1 q3/0 q3 ql 
1 q3/1  
1 q3 ql 
l!' ig . 2 . 4  
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E n  lo  sucesivo siempre que hablemos de un aut6mata su­
pondremos , a menos que se diga lo contrario , que se trata de -
una máquina de Moore , es  decir , representaremos indistintamen­
te la salida por la funci6n de salida g ( e , q )  o por la funci6n 
de s alida h ( q )  teniendo en cuenta que g = hll>f . 
1 . 4 .  E j emplos de aplicaci6n 
1 . 4 . 1 .  Detector de paridad 
Un procedimiento sencillo y muy utilizado para detec-­
tar errores en una transmis i6n digital ( por e j emplo , en una 
transferenc ia de datos de un periférico remoto a la memoria 
central )  consiste en enviar un bit de paridad . Este bit puede 
ser tal que haga par el número total de " unos " enviados ( pari­
dad par) , o que lo haga impar ( paridad impar ) . Por ej emplo , s� 
pongamos que el periférico envía caracteres codificados en c6-
digo ASCI I  de 8 bits con paridad par ( es decir , el código es -
ASC I I  de 7 bits , y el  octavo bit es e l  de paridad) . E l  carác-­
ter A ,  en ASCII  de 7 bits , se  codifica 100 0 0 0 1 ; luego en 8 - -
bits será 0 1 0 0 0 0 0 1  ( el bit de paridad se  hace O para que el  nQ 
mero total de " unos " sea par ) . Por el  contrario , el c6digo de 
"C " es 1 0 0 0 0 11 , por lo que el bit de paridad deberá ser 1 y 
por consiguiente en 8 bits será 11000 0 1 1 . 
- En el punto emisor deberá exis tir un g e n e�ado � d e  pa�� 
da d , y  en el receptor , un d et eQto �  d e  p a��da d . Este detector de 
berá dar una sefial de error en el  caso de que la paridad reci­
bida no s�a 60rrecta , cosa que ocurrirá cuando en la  transmi-­
sión haya -habido una a lteración en un bit ( o  en un número im-­
par de bits ) . Si  la  paridad es correcta no dará error . ( Obsér� 
vese que si  hay un número par de alteraciones en la transmis ión 
este sistema no detecta el error , pero la  probabilidad de- que 
ocurra más de una alteraci6n es muy pequefia . Existen o tros pr� 
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cedimientos más complicados de detecci6n e incluso correcci6n 
de errores que se estudian en otras asignaturas , principalme� 
te en "Transmis i6n digital " )  . 
E l  alfabeto de entrada del detector es , evidentemente , 
E = { 0 , 1 } . E l  alfabeto de salida constará de dos elementos 
( " error "  y " no error " ) ; podemos tomar el  convenio de que sea -
también S = { 0 , 1 } , donde " O "  s ignifica " no error " y " 1 "  s igni­
fica " error " . E l  conj unto de estados puede ser Q = { qO , ql , q2 } ' 
donde qo es  el  estado inicia l , del que s610 se sale al  recibir 
e l  primer bit ;  en ql se  estará s i  se  ha recibido un número par 
de bits y en q2 si se  ha recibido un número impar , de manera -
que , a l  finalizar la transmisi6n , s i  la máquina se ha quedado 
en ql e s  que no ha habido error ( s= O ) , y si  se  ha quedado e� -
q2 e s  que s í  lo ha habido ( s=l ) .  De acuerdo con esto , es  fácil  
e stablecer el diagrama de  Moore de  la figura 2 . 5 ,  
1/1 
O/O 1/1 
Fig , 2 . 5 ,  
Ahora bien , el estado qo puede fundirse con e l  ql ' 
E l lo equivale a convenir en que inicialmente , cuando no se ha 
recibido ningún bit ( es  decir , cuando se ha recibido A )  la sa  
lida es  O .  Obtenemos así el  diagrama de Moore de l a  figura 
2 . 6 ,  en el que cada estado tiene una salida , y s610 una , aso-
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ó0-. _1 ----I¡),,� O 
1 
Fig . 2 . 6 . 
c iada ( e s  ,una máquina de Moore ) • 
1 . 4 . :2 .  Sumador binario serie 
Un sumador b inario es un dispo s i t ivo que suma do s nú­
meros codificados en forma binaria y da e l  resultado también 
en binario .. En e l  sumador serie los bits de los sumando s se -
pre s entan secuencialmente y por pare j as , e s  dec ir , primero se 
pres entan los dos bits de menor peso , e l  sumador los suma y -
ob t iene e l  b i t  de menor peso del resul tado ( y  toma nota del -
arrastre , s i  lo hay ) , luego los s i guiente s , etc . ( F i g . 2 . 7 ) . 
Sumador 
serie 
. . . . . . .  t2 t1 
Fig . 2 . 7 . 
Evidentemente , e l  sumador serie es un autómata , pues­
to que , en, todo momento , debe recordar s i  ha habido arr a s tre 
de l o s  b i t s  sumados anteriormente , es dec ir , la salida no só':' 
lo depende de l a  entrada actual , s ino también de las anterio­
re s .  'ramb ién e s  fác i l  ver que s ó lo nec e s i ta dos es tado s . En -
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efecto , e n  caqa momento , para efectuar una suma d e  dos b its , 
sólo hay dos posibles situaciones a considerar : que no exista 
arrastre de los anteriores o que sí lo haya ; l lamemos ql y q2 ' 
respectivamente , a las estados correspondientes a esas situa� 
ciones . Tenemos , por tanto : 
E � { O O , 0 1 ,  10 , 11 } 
s = { O ,  1 }  
Inicialmente , el autómata estará en el estado ql ( al 
recibir l a  primera parej a  de bits no tiene que considerar nj� 
gún arrastre anterior ) . S i  la  primera parej a  es 0 0 , la  salida 
deberá ser O ,  y ,  como no hay arrastre , se quedará en ql ;. 
� i -
es  0 1  ó 1 0  deberá dar salida 1 y también quedarse en ql ' pero 
s i  recibe 11 la salida deberá ser O ,  y habrá arrastre , pqr lo 
que pasará a q2 ' Estando en q2 ' si recibe 0 0 ,  como hay arras­
tre de la  suma anterior , deberá dar como salida 1 pero ya no 
habrá arrastre para la suma siguiente , por lo que pasará a ql ; 
s in embargo , en cualquier otro caso ( 0 1 ,  1 0 , 1 1 )  se  quedará -
en  Q2 ' ya que sigue existiendo arrastre . Toda esta descripción 
se  puede expresar con mayor concisión y claridad con el diagr� 
ma de Moore de la figura 2 . 8 .  
0 1/1 10/0 
10/1  
Fig . 2 . 8 . 
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Este AF es  una máquina de Mealy , puesto que tanto q1 -
como q2 tienen asociadas las salidas O y 1 .  La máquina de Moo­
re equiva lente puede encontrarse siguiendo el  procedimiento ex 
pues to en el  Apartado 1 . 3 ,  y resulta ser la descrita por el 
diagrama de la �igura 2 . 9 .  
1 1  
�--
0 1 , 10 
Fig . 2 . 9 .  
1 . 4 . 3 .  El  castillo encantado 
0 0  
E l  s iguiente ej emplo , tomado de ASHBY ( 1 . 9 5 6 ) , nos 
servirá para i lustrar cómo la Teoría de Autómatas tiene un 
campo de aplicación muy extenso : todo lo que se  refiera a s is  
temas (en  e l  más amplio sentido de  la palabra)  discretos con 
memori a ;  en este caso particular veremos cómo permite formal i  
zar un problema d e  lógica pura que , por su  naturaleza secuen­
cial , s ería  difícil  de plantear con los métodos de la lógica 
forma l . 
E l  problema es el  expues to en e sta carta : 
" Querido amigo : Al poco tiempo de comprar esta viej a 
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mansión tuve la desagradable sorpresa de comprobar que está -
hechizada con dos sonidos de ultratumba que la hacen práctic� 
mente inhabitable : un canto picaresco y una risa s ardónica . 
Aún conservo , sin embargo , cierta esperanz a ,  pues la 
experiencia me ha demostrado que su comportamiento obedece a 
c iertas leyes , o scuras pero infalibles , y que puede modificar 
se tocando el órgano y quemando incienso . 
En  cada minuto , cada sonido está presente o ausente . 
Lo que cada uno de ellos hará en el  minuto siguiente depende 
de lo que pas a  en e l  minuto actual , de la  s iguiente manera : 
E l  canto conservará el  mismo estado (presente o ausen 
te) salvo si durante el minuto actual no se oye la risa y to­
co el órgano , en cuyo caso el canto toma el estado opuesto . 
En cuanto a la  risa , s i  no quemo incienso , se oirá o 
no según que el  canto esté presente o ausente ( de modo que la 
risa imita al canto con un minuto de retardo ) . Ahora bien , si  
quemo incienso la risa hará j ustamente lo  contrario de  lo que 
hacía el canto . 
En  el  momento en que le escribo estoy oyendo a la  vez 
la  risa  y el canto . Le quedaré muy agradecido si  me dice qué 
manipulaciones de órgano e incienso debo seguir para restable 
cer definitivamente la calma " . 
La carta , especialmente en su tercer párrafo , descri­
be un sistema lógico secuencial que puede formalizarse como -
un autómata finito . Hay dos variables de entrada (órgano e i� 
c ienso ) , y como cada una de ellas tiene dos valores posibles , 
tendremos cuatro entradas diferentes ; llamémoslas eO , e1 , e2 , e3 , 
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cione s : 
eo : no tocar el  órgano ni quemar incienso ; 
el : no tocar el  órgano pero quemar incienso ; 
e2 : tocar el  órgano pero no quemar incienso ; 
e3 : tocar el  órgano y quemar incienso � 
También son cuatro los estados pos ibles : 
qo : ni  risa ni  canto 
ql : no risa , s í.  canto 
q2 : s í  risa , no canto 
q3 : risa y canto 
En cuanto a la salida , podemos considerar dos s itua--
1 que haya algún sonido ( salida asociada a los esta 
dos ql , q2 , q3 ) 
o que no haya ningún sonido ( sa l ida asociada al es­
tado qO ) '  
Cori esta nomenclatura , e l  problema se puede expresar 
diciendo que nos encontramos en un estado inicial , el  q 3 ' qu� 
remos pasar a un estado final , el  qo ' y se trata de encontrar 
la secuencia de entrada adecuada . 
S iguiendo el  enunciado , podemos obtener la  tabla  y el  
d iagrama de  transiciones , pero ello resulta mucho más fácil  -
s i  util i zamos un formalismo lógico . Designemos por 1 y O unas 
variables  booleanas que representen el  incienso y el  órgano , 
respectivamente ( es decir , I�O s i  no se quema incienso , I�l -
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s i  se quema , etc . ) , y por R y C otras variables que repres en­
tan la  risa  y el canto ( R=O s i  no se oye la  risa , etc . ) . Ten� 
mas una correspondencia inmediata entre los valores de estas 
variables y los conj untos de entradas y estados definidos más 
arriba : 
e <;) I � R C 
e O O O qo 
O O 
e l O 1 q1 
O 1 
e 2 1 O q2 
1 O 
e 3 1 1 q3 
1 1 
l3 i  en el minuto t los valores de estas variables. l?on 
0t ' Jt , Ct ' Rt ' en el minuto t+1 tomarán los valores dados 
por las  s iguientes expres iones lógicas , que no son más que 
otra forma de expresar los párrafos 4 y 5 de la carta : 
°t · Rt = 1 ---+ Ct+1 Ct 
( 1 )  
°t · Rt = O -----fP Ct+1 = Ct 
( 2  ) 
It O 
-----.. Rt+1 Ct ( 3 )  
I t = 1 11> Rt+1 C t 
( 4  ) 
De ( 1 )  y ( 2 )  se deduce que 
y de ( 3 ) Y ( 4 )  
( 6 )  
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De (5 ) y ( 6 )  s e  pueden sacar inmediatamente las tablas 
de  verdad de  Ct+1 y Rt+l  en función de  0t ' It
', Ct , Rt : 
°t I t Rt Ct Rt+l Ct+1 
O O O O O O 
O O O 1 1 1 
O O 1 O O O 
O O 1 1 1 1 
O 1 O O 1 O 
O 1 O 1 O 1 
O 1 1 O 1 O 
O 1 1 1 O 1 
1 O O O O 1 
1 O O 1 1 O 
1 O 1 O O O 
1 O 1 1 1 1 
1 1 O O 1 1 
1 1 O 1 O O 
1 1 1 O 1 O 
1 1 1 1 O 1 
Volviendo ahora a la  correspondencia establecida entre 
0 ,  I , Y e ,  ' y entre C ,R y q ,  la anterior tabla  de verdad nos 
conduce a la tabla dB transiciones de la figura 2 . 10 .  
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'SC eO el e2 e 3 
qo/O qo q2 q1 q3 
q1/1 q3 q1 q 2 qo 
q2/1 qo q2 qo q2 
q3/1 q3 q 1 q3 q1 
Fig . 2 . 10 .  
y de aquí podemos dibuj ar el  diagrama de Moore de la  figu�a -
2 . 11 
Fig . 2 . 1 1 .  
A l a  vista de este diagrama , la solución a l  problema 
planteado en la carta aparece fácilmente : pasar primero de q3 a 
ql mediante e l o e 3 , y luego a qo mediante e 3 ; o bien , respo� 
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diendo en los mismos términos epistolares , " durante un minuto , 
queme usted incienso ( tocando o no el órgano , es indiferente ) , 
y des aparecerá la  ris a ;  durante el  minuto siguiente , queme in­
cienso y toque el  órgano , y al finali zar ese minuto cese toda 
actividad , con 10 que , si no vuelve a manipular ni el órgano -
ni el  incienso ,  s e  habrá librado para siempre de tan molestos 
moradores " ,  
Hay desde luego , otras soluciones ,  pero todas ellas 
con secuencias de entrada más largas que la propuesta ; por - -
ej emplo , de q1 puede pasarse a q2 con e2 , y de aquí a qo con 
e O ó e2 . Obsérvese que , afortunadamente para el propietario de 
la casa , el  estado qo es estable , en el  sentido de que con la 
entrada eO ( e s  decir , 1=0 , 0=0 ) el  siguiente estado es el mis­
mo qO ' 
2 .  E L  MONO ID E  L I BR E  D E  ENTRAD A  
2 . 1 .  Al fabeto 
L l a m a r em o s  a l f a b e t o a c u a l q u i e r  c o n j u n t o  f i n i t o ,  n o  v� 
c í o , d e  s í m b o l o s . Ya sabemos (Apartado 1 . 1 ) que todo autómata 
tiene definidos un alfabeto de entrada y un alfabeto de salida . 
As í ,  e l  AF constituído por un ordenador conectado a un teleti­
po que le sirve como unidad de entrada y de salida tiene aso-­
ciado como alfabeto , tanto de entrada como de salida , el con-­
junto de todos los s ímbolos que admite el  teletipo . 
2 . 2 . Cadenas 
I!de n a  { o  p a l a b ra . o e x p re s i ó na o s e c u e n c i a  f i n i t a )  e s  
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t o d a  s e c u e n c i a  o r d e n a d a , f i n i t a ,  c o n  o s i n  r e p e t i c i 6 n , d e  s f m ­
b o l o s d e  u n  a l f a b e t o . 
Obsérvese que los elementos o s ímbolos de un alfabeto 
pueden ser cadenas , no símbolos , en otro alfabeto . As í , en e l  
ej emplo d e  1 . 4 . 1  el  alfabeto d e  entrada era { O , l } ,  mientras -
que en 1 . 4 . 2  era { O O , a l ,  lO ,  1 1 } ; evidentemente , los  sírobo-­
los de este segundo alfabeto son cadenas para el  primero . 
C a d e rt a v ac f a ,  A ,  e s  l a  q u e  n o  c o n t i e n e  n i n g a n e l e m e n -
t o o 
L6n g i t u d  o g ra d o  d e  u n a  c a d e n a  x ,  1 9 ( x ) , e s  e l  n ame ro  
de  s f m b o l o s d e  q u e  c o n s t a  x .  En el caso de la  cadena vacía , -
19 ( A ) == O 
2 . 3 . El lengua j e  universal y los lenguajes  sobre un alfabe 
to o 
Si  E es un alfabeto , designemos por En e l  conj unto de 
todas las cadenas de longitud n .  Por ej emplo ,  si  E = { a ,b } , -
O 1 2 E == { A} ,  E == { a ,b } , E = { aa ,  ap , ba , bb } ,  etc . 
D e f i n i mo s  e l  l e n g u a j e  u n i v e rs a l  o u n i v e rs o  d e  e n t ra d a s  
d e  u n  a l f a b e t o  E c omo  e l  c o n j u n t o  i n f i n i to 
* 
E 0 1 2  E U E U E U  . . . . .  
* 
; ::: 0 
Es decir , E es  e l  conj unto de todas las cadenas ( in-
cluida A )  que pueden formarse a partir de E .  
* 
To d o  s u b c o n j u n t o  d e  E s e  l l a ma  l e n g u a j e s o b re E 
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2 . 4 .  C6rtcatenaci6n 
L a  c o n c a t e n a c i ó n o y u x t a po s i c i ó n d e  d o s  c a d e n a s , x ,  * * 
Y G E , e s  u n a  l ey de  c o m p o s i c i ó n i n t e r n a  s o b r e  E , e s  d e c i r ,  
* * * 
u n a  a p l i c a c i ó n � x E + E , q u e c o n s i s t e  e n  fo rma r l a  c a d e n a  
xy p o n i e n d o  y a c o n t i n u a c i ó n d e  x .  
Por e j emplo , si  A = { a ,b , c }  y tenemos las  cadenas � -
x ab ; y = bba , entonces xy = abbba . 
La concatenaci6n de una cadena consigo misma puede 
abreviarse  mediante notaci6n exponencial : XO = A ,  xl = x ,  - -
2 3 x = XX i X = xxx , etc . 
Obsérvese �ue la  longitud cumple  respecto a la conca­
tenaci6n las mismas propiedades formales que el logaritmo res 
pecto a la  multiplicaci6n : 
19 (xy ) 19 ( x )  + 19 ( y )  
n l q  ( x )  
2 . 5 .  Monoic1e generado por un a lfabeto 
La operaci6n de concatenaci6n tiene las siguientes 
propiedades : 
a )  Es asociativa , es decir , x (y z ) = (xy ) z xyz 
b )  En general ,  no es conmutativa : xy t yx 
d )  Tiene un elemento neutro , Á :  Ax = xA x 
* 
e )  Ninguna cadena tiene inverso : dada x e E ( x  t A )  , 
* 
no existe ningGn y e E tal que xy =A 
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* * Por cons iguiente , <E , > , es decir , E con la  operación 
de concatenación ( que se representa , simplemente , poniendo una 
c adena a continuación de otra ) , es una estructura algebráica -
de  tipo monoide , a la que se  suele llamar mon.o,¿de  R..,¿blte g en.elt� 
dQ p OIt  E .  
El monoide es conmutativo sólo en e l  caso de que E - -* 
conste de un solo e lemento . As í , si  E = { a } , entonces E = { A ,  
a , aa ,  aaa , aaaa , . . • •  } ,  y ,  por e j emplo , ( aa )  ( aaa )  = ( aaa )  ( aa ) = 
"" aaaaa . Sin embargo , si  E = { O , l } ,  entonces E* = { A , O , l , O O , -
0 1 , 10 , 11 , 0 0 0 , 0 0 1 . • .  } ,  y ,  por e jemplo , ( lb )  ( 111 )  =f ( 111 )  ( 10 ) . 
En un autómata pueden considerarse e l  mo no,¿de R..,¿blte de  
en.tltada , <E* , > y  �l mo no,¿de R..,¿ blte de  �aR..'¿da, < s * , > 
También podemos olvidarnos de la  cadena vacía , es de--
* + * . -cir , en lugar de con E , trabaj ar con E = E - { A } . En este -
caso deberíamos hablar del .6 em'¿gltu.po R..,¿blte g eneltado pOIt � ,  ya 
que no existe elemento neutro . S in embargo , lo más frecuente -
es trabaj ar can E* . 
3 , COMPORTAM I E NTO DE U N  AU TÓMATA 
3 . 1 .  Otra definición de aut6mata 
En e l  Capítulo 1 comenzamos hablando de los aut6matas 
como dispositivos que producen cadenas de s ímbo los a la  sali­
da en respuesta a cadenas de símbolos presentadas a la entra­
da . Según esto , podr:L":\TI\os definir un aut6mata como una fun- -
ción : 
[3 . 1 . 1 . J 
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* que hace corresponder a cada cadena de entrada , x e E , una ca . * * dena de salida , F (x )  = y e s . 
Ahora bien , vamos a ver que el  autómata quena perfect� 
mente definidQ �estringiendo el rango de l a  función de S* a S ,  
es dec ir ,  p o d emo s  d e f i n i r  u n  a u t óma t a  c omo u n a  f u n c i ó n 
F :  E * -+ S [3 . 1 . 2 . J 
h * � 1 q u e a c e  c o r r e s po n d e r  a c a d a  c a d e n a  d e  e n t r a d a , x G E , e l  u -
t i mo s í m b o l o  o b t e n i d o como  s a l i d a ,  F ( x )  = s G S .  En efecto , -
s i  x = eO e1 . . . .  en_1 , tendremos como s ímbolos de salida 
F ( eo ) en el instante 1 
Por consiguiente , la cadena de salida F * ( X )  se obtendrá conca­
tenando todos estos s ímbolos : 
* lo que nos demuestra qu� F queda determinada conociendo F .  
Consideremos , por e j emplo , e l  autómata sumador binario 
serie estudiado en 1 . 4 . 2 ,  y supongámoslo efectuando la suma 
0 10110  + 0 11011  110 0 01 . En el  instante to recibirá por  la en 
trada los  bits de menor peso , es decir , eO = 0 1 ;  en el instan­
te tI tendremos el = 11 , etc . Así , la cadena de entrada será 
x = 01 . 11 . 1 0 . 0 1 . 11 . 0 0  
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( Obsérvese  que , en  contra de lo que e s  habitual , utili zamos un 
punto para indicar la concatenación , a fin de evitar ambigüed� 
des en este caso, ya que los s ímbolos de entrada e stán forma-­
dos por  dos  símbolos de  nuestro alfabeto ordinario . Obsérvese  
también que las  cadenas se  escriben de  i zquierda a derecha en 
e l  tiempo , con lo que resulta un orden de escritura inverso al 
habitual en aritmética )  • 
En el  instante t o tendremos como salida : 
F (eo ) = F (Ol )  = 1 ;  
en t 1 F ( eOe1 ) = F ( Ol . 11 )  = O ;  
en · t 2 
en t 3 
en t 4 
y en t s 
De modo que la  cadena total de salida es : 
1 0 0 0 11 , 
que es  e l  resultado de la  suma escrito de i zquierda a derecha 
s egún se van obteniendo los bits del resultado a partir del de 
menor peso . 
La definJ� c i ón [3 . 1 . 2 J considera al .autómata exclusiva­
Inente desde el punto de vista de entrada-salida , es decir , co­
mo una " ca j a  negra " ,  a diferen cia de la definición [1 . 1 . 1  J ,  -
en la  que se  contempla lo que sucede en el  interior de la " ca­
j a " .  Algunos autores , para resal tar la diferencia entre ambos , 
les  dan distintos nombres , y as! , por ej emplo , al autómata de-
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f inido por [ 3 . 1 . 2 ] le llaman " má; q u i n a " ,  y al  definido según 
[ 1 . 1 . 1  J ,  " c i r "c u i t o " ,  y este mismo convenio seguiremos nosotros 
en adelante cuando nos interese destacar que nos referimos a -
una u otra definición . 
En e¡:;te punto , es  natural que sur j an unas preguntas i� 
mediatamente : dada una máquina , ¿podemos encontrar su circui- ­
to ?  Y ,  evidentemente , l a  inversa . Para responder a ellas s e  -
hace precisa  una consideración matemática previa sobre la  def! 
n ición [1 . 1 . 1) .  En " efecto , e l  dominio de las funciones f y g -
e s  E x Q ,  lo que quiere decir que estas funciones nos permiten 
obtener el estado siguiente y l� salida conociendo el estado -
a ctual y el  � �m b o�o de entrada . Para conocer la respuesta del 
c ircuito no a un sfmbolo , s ino a una c.adeJll a de entrada es nece 
s ario am�liar el dominio a E* x Q 
3 . 2 . Ampliación del dominio de las funciones de un autómata 
En el  Apartado 1 . 3 vimos que el  dominio de g podía am­
p liarse de E x Q a {E  u''TA } } x Q solamente s i  existe una función 
de salida h :  Q + S ¡  en este caso decíamos que el autómata es -
una máquina de Moore , y teníamos : 
f ( A , q )  q ¡ g ( A , q ) = h [f ( A , q) ] h ( q )  
para extender ahora el  dominio a E* x Q basta con defi 
n · t d e E* , lr , para -o  o x1 , x2 
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3 . 3 .  E l  comportamiento de entrada-salida , o las máquinas de 
finidas por un circUito . 
D e fi n i c i 6 n 3 : 3 . 1 .  Da d o  u n  a u t 6 m a t a  ( c i r c u i t o )  A = < E , 
S , Q , f , g > . d e f i n i mo s  e l  c o m p o rt am i e n t o  d e  e n t ra d a - s a l i d a d e  A -
i n i c i a l i z a d o  e n  e l  e s t a d o  q p o r  l a  f u n c i ó n 
q u e  a p l i c a  a c a d a  x e E * u n  s = g ( x , q )  
E s  decir , s i  en e l  instante to el  aut6mata  se encuen-­
tra en el  estado q e introducimos la  cadena x ::: e1e2 " . en , . se 
obtendrán las salidas 
Cq ( el ) en t ::: to 
Cq ( e1e2 ) en t := tO+l 
cq ( e1e2 , ·  . en ) ::: e ( x ) en t tO+n-1 q 
Vemos así  que para todo autómata ( c ircuito ) pueden de­
finirse , en principio , tantas funciones de la forma [ 3 . 1 . 2 ] 
( es decir , tantas "máquinas " )  como estados tenga e l  autómata , 
aunque hay que advertir que algunas de estas  funciones pueden 
ser idénticas entre sí ( lo que correspondería a estado s equi­
valentes , según la definici6n que daremos enseguida) . 
3 . 4 . Eguivalencia �accesibilidad 
Damos a continuación una serie de definiciones cuyo -
s entido se captará mej or con ayuda de e j emplos , que desarro-­
l Iaremos en el  Apartado 3 . 5 ,  
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De f i n i c i ón 3 . 4 . 1 . D a d o s  d o s  
a l f a b e t o s  d e  e n t ra d a  y s a l i d a .  A l = 
S , Q 2 , f2 , 9 2 > ,  q l 6 Q l e s e g u i va l en t e 
a u t óm a t a s  c o n  l o s 
< E , S , Q l , f1 , g l > y 
a q 2 6 Q 2 s i  C q1 
m i s mo s -
A 2 :; < E , 
:; C q 2 
La misma definici6n s irve para éstadbs equivalentes 
dentro de un mismo aut6mata : basta considerar que Q1 = Q2 ' - -
f1 = f2 , 91 = 92 , 
D � f i n i t i ó n '  3 . 4 . 2 . U n  a u tóma t a  e s t á e h  f6rma m f n i ma ( o  
e S 6bs e r v a b l e )  s i  
Es  decir , en un aui:6mata en forma mínima no exi sten es  
tados equivalentes . 
De f i n i c i ó n 3 . 4 . 3 . L o s  a u t óma t a s  A l :; < E , S , Q l , f1 , g l > y 
A 2 < E , S , Q 2 , f2 , g 2 > s o n  �u i v ale n t e s  s i  
D e f i n i c i ó n 3 . 4 . 4 .  q 2 e s  a c c e s i b l e  d e s d e q l s i  e x i s t e  -
X f' E * J )  1:> t a l  q u e  f \ x , Q l = q 2 ' 
D e f i n i c i ó n 3 . 4 . 5 .  E l s u b a u t ó m a t a  c o n e c t a d o  d e  u n  a u tó -
t A e e e c m a  a ;:: < E , S , Q , f , g > e s  A :; < E , S , Q  , f  , g  > ,  c o n  
y f e  y g C s o n  l a s r e s t r i c c i o n e s  d e  f y 9 d e  E * x Q a E * X " Q c . 
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E s  dec ir , e l  subaut6mata conectado de un aut6mata e s tá 
formado I?ar todos los e s tados de l aut6mata original que son a c  
�e s ib l e s  desde algün otro es tado . 
D � f i n i c i 6 � 3 . 4 . 6 .  U n  � u t 6 m a t a  A e s f��rt�m e n t� c o n e c t a  
d o  s i  A ;:: A C  
3 . 5 .  Ej emplos 
3 . 5 . 1 .  Aut6mata reconocedor de la cadena 0 1 0  
Con s i dérense l o s  A F  dado s por l o s  diagramas d e  Moore -
de las f�guras 2 . 1 2 y 2 . 1 3 
1 
Fig . 2 . 1 2 . 
o 
Fig . 2 . 1 3 .  
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a )  Calcular C , C  , C  y C ( en l a  Fig . 2 . 1 2 )  para ql q2 q3 · q4 
cadenas de entrada de longitud igual o inferior a 3 .  
b )  Comprobar que el  AF de la figura 2 . 12 está en forma 
m!nima y es fuertemente conectado . ¿Ocurre lo mismo 
.con el de la figura 2 . 1 37 . 
c )  Comprobar que ambos autómatas son equivalentes 
�asemos a resolver las cuestiones planteadas . 
a )  Basta con seguir , para cada estado inicial , l as - -
transiciones provocadas sucesivamente por cada símbolo de la -
cadena ( leída �sta de izquierda a derecha) y anotar la salida 
final . Resumimos los resultados en la tabla de la figura 2 . 1 4 . 
o 1 0 0  0 1  10 11  
o o o o o o o 
o o o o o 1 o 
o 1 o o o o o 
1 o '  o o o i o 
0 0 0  0 0 1  0 1 0  0 1 1  1 0 0  1 0 1  110 1 11  
o o 1 o o o o o 
o o 1 o o o o o 
o o 1 o o o o o 
o o 1 o o o o o 
Fig . 2 . 14 
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b )  Para comprobar que un AF e s U �  '. ' : 1  j '.'n:w mínjma hay -
que ver s i  e l  comportamiento es distin tc para c ada estndo . E� 
to no es fáci l  con los conocimientos q u �  tene�0S hasta ahora , 
puesto que habría que ir ensayando con diferentes  cadenas de -
entrada hasta que se observe una d i feren c i �  �� comport amiento 
* entre dos estados para la misma cadena . Pero como E e s  infini 
to , si nQ encontramos tal diferencia después de un número fini 
to de cadenas no podemos garantizar que el AF esté en forma re 
ducida . ( Empleando una terminología que se definirá con preci­
s ión en el  Tema s iguiente , no tenemos un algoritmo ) . Ahora bien , 
en el  Apartado 5 . 3  demostraremos que basta con ens ayar todas l a s  
c adenas x tales que 19  ( x ) � n- 1 ( n = número de estados ) ;  y si  
Cq ( x ) � C ( x ) para esas cadenas podremos asegurar que C ( x )  1 q 2 q1 
* � C ( x ),�x e E . De este modo tendremos un algori tmo , ya que q2 
e l  número necesario de ensayos es finito . 
En el  autómata de la figura 2 . 12 se ve enseguida , con 
ayuda de la tabla de la  figura 2 . 1 4 , que 
C ( A )  - O ,  q1 
O ,  e ( A ) q3 O ,  e ( A ) q4 1 ,  
por lo que q4 no es equivalente a ninguno de los otros tres . 
Observando los comportamientos para entrada x == O deducimos 
que q3 tampoco es equivalente a ninguno , y ,  de iqual modo , la  
no equivalencia de  q2 la  deducimos de la  entrada x = 10 . 
Por consiguiente , podemos asegurar que el  AF de la fi­
gura 2 . 12 está en forma mínima . No ocurre lo  mi smo �on el  de -
l a  figura 2 . 1 3 .  En efecto , s i  se van ensayando c a d 8 n a s  d i f e r e n  
tes de entrada se irá viendo que e (x)  = e ( x )  I e ( x )  = q1 qs q 2  
e ( x ) , C ( x ) -- e ( x ) y e (x )  = e ( x ) . S e  p u e d e  compro-q6 q3 q 7 q4 q8 
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bar que esto ocurre para todas las cadenas de longitud igual o 
inferior a 7 ( n  = S ) , por lo que ql es equiva lente a q5 ' q2 a 
g6 y q4 a qs ' y , por consigUJ�ente , e l  AF no está en forma míni 
ma . 
El carácter de fuertemente conectado se ve por simple 
inspecci6n de los diagramas . En efecto , en l a  figura 2 . 1 2  ve-­
mas que cualquiera de los cuatro estados tiene por lo menos un 
arco que entra en él , es decir , todos los estados son accesi-­
b les desde algún otro , y , por tanto , el  aut6mata es  fuertemen­
te conectado . Sin embargo , en la fi. gura 2 . 1 3  podemos observar 
que ni ql ni qs son accesibles desde ningún otro estado , por -
l o  que el  ¿J,ut6mata no es fuertemente conectado . 
c ) Ensayando todas las  cadenas de longitud igual o in­
ferior a 7 deducimos que ql y q4 de la  figura 2 . 13 - son equiva­
l entes a ql de la figura 2 . 1 2 , q2 Y q6 a q2 ' q3 Y q7 a q3 y q4 
Y q 8 a q 4 ' Por tanto , ambos AF son equivalentes . 
Finalmente , j ustifiquemos el  título puesto a e s te e j e� 
p lo r aunque los aut6matas reconocedores serán obj eto de estu-­
dio en  el Capítulo 4 .  Puede comprobarse que siempre que en la 
c adena de entrada aparezca la sucesi6n 010 la salida del aut6-
nlata es 1 al recibir el último s ímbolo de la sucesi6n ( el se-­
gundo O ) ; en caso contrario la salida será O ,  y no dará 1 has­
ta que en la  cadena de entrada no vuelvan a aparecer seguidos 
un O , un 1 y luego otro O .  
3 . 5 . 2 .  E j emplo 2 : Equivalencia máquina de Moore-Máqu.:!:. 
na de Mealy 
En e l  Apartado 1 . 3  decíamos que para cualquier máquina 
de Mealy se  puede obtener una máquina de Moore equivalenté, y 
construíamos esta máquina escindiendo cada estado de la primi-
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tiva en tantos estados como salidas pudieran asociársele .  Tam­
b ién  decíamos que en lo sucesivo nos referiríamos siempre a má 
quinas de Moore , en las que podemos considerar el elemento neu 
tro A en la entrada , y ,  por consiguiente , el monoide libre de 
* entrada , E , mientras que en el  caso de máquinas de Mealy ten-
+ dríamos que trabaj ar con el  semigrupo l ibre de entrada , E . Al 
definir la equivalencia entre autómatas ( Def . 3 . 4 . 3 ) nos hemos 
basado en el comportamiento de entrada-salida ( Def . 3 . 3 . 1) , que 
se  ha definido no con E+ , s ino con E* , suponiendo implícitame� 
te que los autómatas considerados son máquinas de Moore . Lo 
que ;!?retendemos en este ejemplo es ver que la máquina de Moore 
construida a partir de una de Mealy como se indica en el Apar­
t ado 1 . 3  es efectivamente equivalente a ella , en el sentido de 
equivalencia de comportamiento. Para ello tenemos que ver qu.e -
los con juntos de los comportamientos de ambas máquinas son - -
idénticos , con la salvedad de que no tiene sentido hablar' de -
la entrada A ¡  es  decir , por esta sola vez ,  digamos que el  com­
portamiento para un estado q es  
�ues bien , sobre el  e j emplo de las  figuras 2 . 2  y 2 . 3 , 
Y s i  l lamamos A a la  primera y A a la segunda , podemos  compro­
ba;r: que 
e C a )  ql ' 
etc . , 
O ;  e ( b )  ql 
O ;  e ( ab )  ql 
1 ;  e ( aa )  ql 
= 1 ; e (ba )  
ql 
A. 
e (ba ) =0 ; ql 
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e s  decir , 
'" 
C C q1 q1 
Análogamente C 20 .... 1 C "'O "1  se  ve que C y que == C := C . q2 q2 q2 q3 q3 q3 
En general , lo que ocurre es que todos los estados q S 
r esultantes de una escisi6n de q tienen igual comportamiento -
( salvo , naturalmente ,  para x := A) , ya que se  toma 
A 
. g ( x , qS) = g (x , q )  
p ara todos los q S 
4 .  CAPAC IDAD D E  RESPU ESTA D E  U N  AUTÓMATA F I N I TO 
4 . 1 .  Introducci6n 
Hemos visto que un circuito con n estados puede real� 
z ar hasta n máquinas diferentes . Cada una de estas máquinas -
viene definida por e l  comportamiento de entrada-salida para -
e l  correspondiente e stado . 
* El nqmero de cadenas diferentes en E es infini to . Pe 
ro como el :  autómata es finito es impos ible que responda de 
dis tinta manera a ccida una de ellas . Es decir , debe ser posi-
* 
b le particionar E en un número finito de subconj untos tales 
que e l  autómata sea incapaz de distinguir dos cadenas perte­
necientes al  mismo subconj unto . Veremos que tales subconj un-­
tos pueden considerarse  como clases de equivalencia ; natural� 
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mente , c�anto mqyor sea el  número de clases de equivalencia m� 
yor será la cqpacidqd del aut6mata para responder de distinta 
manera a cadenas diferentes . 
C�anQo dec imos q�e el  a�t6mata " responde " a una cadena 
o "distingue " entre una u otra pensamos en el s ímbolo de sali­
dq asociado a cada cqdena , de ac�erdo con la  definición [3 . 1 . 2 J . 
pi considerqmos exclusivamente máq�inas de Moore , existirá una 
función de salida h :  Q + S .  Vamos en este apartado a simplifi­
car el  análisis , suponiendo que h es biyectiva , es decir , 
que a cada estado podemos asignarle una salida diferente ( * ) .  
En este caso , dos cadenas  .pertenecerán a la  misma c lase de equ! 
valencia ( serán indisting�ibles para todas las máquinas defini 
dqs por el  circuito ) s i , considerando un estado inicial cual-­
quierq , el  estado final es  el mismo para ambas cadenas . Nos ve 
mos así  conducidos a est�diar , para cada cadena , funciones de 
la formq Q + Q ,  y ,  s i  l lqmamos QQ al conj unto de todas estas -
f�nciones , el  comportamiento globql del autómata vendrá deter-
* . minqdo por una funci6n K : E  + QQ , que asigna a cada cadena de 
entrqda �nq funci6n Q + Q . Si  el  número de estados diferentes 
es n ,  habrá nn funciones Q + Q , por lo que el número máximo de 
c lases de equivalencia en E* será nn . 
Vqmos a formalizar estas ideas , y para ello  comenzare 
( * ) E sta s implificaci6n no resta generalidad al análisis . En 
efecto , lo que hqremos será estudiar la " respues ta dé ést� 
dos "  en el sentido de que pa;tq cada entrqda nos fi j aremos . 
no en la  sal ida , sino en las transiciones que provoca en­
tre los estados . Si h no fuera biyectiva lo único que po­
dríq oc�rrir es que dos caQenas diferentes en cuanto a su 
" respuesta de estado s "  fuerqn indistinguibles en cuanto a 
la salidq , pero esto es fácil de anali z ar conociendo la  -
f�nción h : Q + S .  
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mas por recordar algunos conceptos de álgebra . 
4 . 2 . Repaso de algunos conceptos de álgebra 
4 . 2 . 1 .  Mono ide de transformaciones de uD_conj un to 
Una transformación t en un conj unto C se define como -
un� función de C en si  mismo : t :  C + C .  
T e o rema , 4 . 2 . 1 . 1 .  S e a  C u n  c o n j u n t o c u a l q u i e ra y s e a  
e c � { t :  C + C }  e l  c o n j u n t o  d e  t o d a s  l a s t r a n s fo rma c i o n e s  e n  C .  
E n t o n  c e s < C C , " > , d o n  d e 11 .. 1 1  r e  p r e s e n t a l a 1 e y d e  c o m p o s i c i ó n d e  
f u n c i o n e s  t ,  e s  u n  m o n o i d e , l l a m a d o  m o n o i d e  d e  t ra n s fo rm a ci o - -
n e s  d e C .  
La demostración es casi inmediata , teniendo en cuenta 
la evidencia de que la composición de funciones t es una oper� 
c �6n c errada y asociativa , es decir , si  t , tb , t  E C
C , . a c 
y 
t o t E CC a b 
ta " ( tb .. t « c ) = ( t o tb ) (1 t ( c ) . c a c 
C Además , podemos definir un elemento neutro en C , t1 : C  + C ,  
tal  que ti " ti = ti " t1 = ti ; este elemento neutro es ti ( x )  = x .  
Por cons iguiente , <cc , o >  cumple las condiciones para ser un mo 
n o ide . 
Ej emplo . Sea C = { O , 1 } , Veamos cuál es el  monoi de de -
tr�nsformaciones de C .  
e C tendrá cuatro elemc� Lu� :  
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tO : tO ( O )  0 ,  to ( 1 ) Ü 
t1 : t1 ( O )  := O ,  t1 ( 1 ) := 1 
t2 : t2 ( O )  1 ,  t2 ( 1 ) := O 
t3 : t3 ( O )  1 ,  t 3 ( 1 ) 1 
( Qbs€tvese  que , acorde con la notaci6n anterior , t1 es  el  ele­
¡nento neutro) . 




Análogamente pueden hallarse las demás composiciones ; 
e l  resultado puede ponerse en forma tabular (tabl Q  del monoi­
de)  : 
o to t1 t2 L .; 
to to to to to 
t1 to t1 t2 t :3 
t2 t 3 t2 tl 1:. O 
t3 t3 t3 t3 t 3 
I I  - 5 0  
Esta tabla representa la  operac i6n 0 e n  el  conj unto 
e e C , y por tanto describe al  monoide <C , o > .  
4 . 2 . 2 . Homomorf;ismo entre monoides 
De f i n i c i ó n  4 . 2 . 2 . 1 . S i  <$ 1 ' * > y �S 2 " >  s o n  d o s  s e m i - ­
g r u p o s , u n a  f u n c i ó n f :  S l + S 2 d e c i mo s  q u e  e s  u n  h 6m6mo r f i s mo 
e n t r e  a m b o s  s em i  g r u p o s  s i  p r e s e r v a  l a  l ey d e  c o m p o s i c i ó n i n t e r  
n a ,  e s  d e c i r ,  s i  
f C a * b )  ;:: f ( a )  . f ( b )  t 'V a , b  G S I ' 
o .  e x p r e s a d o  g r á f i c a me n t e . s i  e l  d i a g ra m a  
* S I x S I Ii> S I 
f x f J J f 
S 2 x S 2 Ii> S 2 
e s  c o n m u t a t i v o 
D e f i n i c i ó n 4 . 2 . 2 . 2 .  U n  i s omo r f i s m o  e n t r e s em i  g r u p o s  e s  
u n  h o m o m o r f i s m o  e n  e l  q u e  l a  f u n c i ó n  f e s  b i y e c t i v a  
- De f i n i c i ó n 4 . 2 . 2 . 3 . S i  S I e s  u n  m o n o i d e c o n  e l e m e n t o  -
n e u t r o e l ' S 2 e s  u n  m o n o i d e c o n  e l e me n to n e u t ro e 2 , f e s  u n  h a  
m o mo r f i s mo ( i s o m o r f i s mo ) e n t r e S I y S 2 ' y s e  c u m p l e  q u e  
e n to n c e s  f e s  u n  h o m o mo r f i s m o  ( i s omo r f i s m o ) mo n o i d e 
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E j emplos 
1 )  Si  P = { 1 , 2 , 3 ,  . . . } Y N = { O , 1 , 2 , 3 ,  . . . . } ,  entonces -
<P , . > ,  <N , +>y  <N , . >  son monoides , mientras que <P , + >  es un se­
migrupo , pero no un monoide . ( ¿Por qué? ) . La multiplicación 
por un número natural a en <N , +> , es decir , <N , + >+ <N , +> : n+a . n 
es  un homomorfismo , ya que a . ( n1+n2 ) = a . n1 + a . n2 ó Sin embar­
go , en general , no es un homomorfismo para <N , . > .  ( ¿En qué ca 
sos particulares lo es ? ) . 
2 ) Llamemos R al  conj unto de los números reales . <R ,+>  
y <R , . >  �on  monoides ( ¿Por qué? ) . La  función 
< R ,  + > + < R,  . > : r + ar ( a  I r .6 R )  
e s  un homomorfismo monoide , ya que 
r1 + r2 r1 r2 Or a = a a y = 1 
( ¿Es  isomorfismo? ) .  
4 . 2 . 3 .  Monoide libre y homomorfismo 
Hemos definido en el  Apartado 2 . 5  el monoide libre g� 
.* 
nerado por un alfabeto E ,  <E , > 
* 
T e o r e � a  4 . 2 . 3 . 1 .  S e a  i :  E + E l a f u n c i ó n q u e  a p l i c a 
t o d o  e l e m e n t o  d e  E e n  l a  c o r r e s p o n d i e n t e  c a d e n a  d e  l o n g i t u d  -
u n i d a d , e s  d e c i r .  i ( a )  :: a , .av- a € E .  Y s e a  f c u a l q u i e r  f u n c i ó n 
d e  E e n  e l  c o n j u n t o  d e c u a l q u i e r m o n o i d e < M , * > . E n t o n c e s , 
* 
e x 1 s t e  u n  a n i c o h o m o mo r f i s m o  mo n o i d e  g :  < E  , > + <M , * > t a l 
q u e 9 \) i = f .  e s  d e c i r .  t a l  q u e  e l  d i a g rq m a  
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M 
E.' S c o n m u t a t i v o .  
Demostraci6n . 
Para cadenas de longitud 1 podemos def inir g ( a )  = f e a )  
p & r a  que se  satisfaga f e a )  = go l e a )  = g ( i ( a) ) = g ( a ) . S i  x es  
L' '-, a cadena de longitud 1 :;; 2 podemos descomponerl a  en x = y an , 
I:!,onde 19 (y )  = 1-1  Y 19 ( an ) i r  Y tendremos : 
g ( x )  g ( y )  * g ( a ) n 
para  que m sea un homomorfismo . Como 19 (an ) 1 ,  
g ( x )  := g (y )  * f e a ) n 
D e l  mismo modo , pode�os descomponer y en z . an_ 1 , y así  sucesi­
vamente , con lo que , por inducci6n sobre la  longitud de la ca­
('lena , si x "" al a2 . . . . .  an podemos determinar g ( x )  así : 
g ( x )  = f ( al ) , * f ( a  2 ) . . . . .  * f ( an ) 
Finalmente , s i  e es e l  elemento neutro de <M , * > ,  hare 
m a s  g ( A ) = e para obtener un homomorfismo monoide . 
E� t e  t e O hema n o �  p e�mite e xten deh el do minio d e  �Lal - ­
q �( e� 6 unci6n  E � M d e  al 6 a b et o  E en  el co nj unto d e  un mo n o i d e  
* 
< M ,  * > a un homomo � 6i6 mo rno n o i de < E ,  > � < M ,  * > ,  Y n06  6 e�4 d e  
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4 . 2 . 4 .  Relaciones de congruencia y monoide cociente . 
D e f i n i c i ó n  4 . 2 . 4 . 1 .  U n a  re l a c i ó n b i n a r i a R e n  u n  c o n - ­
j u n t o  C e s  u n  s u b c o n j u n to  d e  C x C .  S i  c l y c 2 s o n  e l em e n t o s  -
d e  C ,  d e c i m o s  � u e c l y c 2 e s t á n  re l a c i o n a d o s  p o r  R s i  , ( c 1 , c 2 ) 
6 R , Y g e n e r a l me n t e  s e  e s c r i b e : c l R c 2 
D e f i n i c i ó n 4 . 2 . 4 . 2 . R e s  u n a  r e l a c i ó n d e  eq u i v a l e n c i a 
e n  u n  c o n j u n t o  C s i  y s ó l o s i  R e s  u n a  r e l a c i ó n b i n a r i a q u e  
t i e n e  l a s p ro p i e d a d e s : 
r e f l e x i v a c R c , \t c 6 C  
- S i m é t r i c a  ( c l R c 2 ) - ( c 2 R c l ) , V C 1  , c 2 6 C 
- T ra n s i t i v a :  ( c 1 R c 2 ) 1\ ( c 2 R c 3 ) - ( c 1 R c 3 ) , \! c l . c 2 , c 3 6 C  
D e f i n i c i ó n 4 . 2 . 4 . 3 . D a d o s  u n  c o n j u n t o  C y u n a  r e l a c i ó n  
d e  e � u i v a l e n c i a  R ,  l a  c l a s e  d e  e q u i v a l e n c i a  d e  c 6 C m6 d u l o  R 
e s  [c J R = { x i x  R c } .  ( E n  ' a d e l a n t e , s i em p r e  q u e  n O S e p l" e s t e  a 
a m b i 9 u e d a d , s u p r i m i m o s e 1 s u b í n d i  c e  R ) . E l  c o n  j u n t o c o  c i e n  t e  
C / R e s  e l  c o n j u n t o d e  l a s c l a s e s d e  e q u i v a l e n c i a  d e  e m6 d u l o R .  
E l  n O m e r o  d e  e l em e n t o s  d e  C ; R e s  e l  í n d i c e d e  l a  e q u i vá l e n c i a .  
As í ,  u n a  r e l a c i ó n d e  e q u i v a l e n c i a o r i� i n a  u na d i v i s i 6 n 
d e  e e n  s u b c o n j u n t o s  d i s j u n t o s , e s  d e c i r ,  u n a  p a r t i c i Ón .  
D e f i n i c i 6 n 4 . 2 . 4 . 4 .  D a d o  u n  mo n o i d e  <M , * > Y u n a  r e l a ­
c i ó n d e  e q u i v a l e n c i a ,  R ,  e n  M ,  R e �  u n a  r e l a c i ó n d e  c o n g r u e n - ­
c i a e n  < í� ,  * >  s i  a R b  i m p l i c a � u e  ( a * c ) R ( b * c )  y ( c * a )  R ( c * b )  
p a ra t o d o  c {; M .  
T e o re m a,  4 . 2 . 4- . 5 .  S i  R e s  u n a  r e l a c i 6 n  d e  c o n g r u e n - -
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c i a  e n  e l  l11o n o i d e < M ,  * >, e l  c o n j u n t o c o c i e n te M / R  = { [a] l a  6 M }  
c o n  l a  o p e r a c i ó n " . 11 d e f i n i d a p o r  
[ a 1 · [ b J =  [ a * b 1 
e s  u n  mo n o i d e  
Demostración 
En primer lugar hay que demostrar que l a  operación " . " 
está; b:l.Em de'finid'a sobre las  clases de equivalencia , es decir , 
que e l  resultado es independiente de que se tome un miembro u 
o tro de la  clase . ?ara e l lo , sean al e [a ] , a2 e [aJ ' b1e [b ] , 
b 2 e [b ] . Tenemos pues que a1Ra2 y b lRb2 , y ,  como R es una re 
l ación de congruencia ,  podemos escribir : 
y , por l a  propiedad transitiva de R ,  
l o  que indica que fa] . 
[
b J está bien definida . 
?ara ver que <M/R , o >  es un monoide , basta con compro­
bar dos hechos : 
l'} n . "  es asociativa . En efecto , como " * ,, es  asociati­
va ( pues <M , * > _es un monoide) p 
[a] . {
[
b J . [c ] } ;:: La ] . [b *c ] [a,* {b *c J ;::; [ { a*b} * cJ := 
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2 }  Existe un elemento neut�o . En efecto , si  el  elemen­
to neutro en < H ,  * > es e ,  tendremos que 
[a] [e] ;:: [a*eJ ;:: [a] 
y [e] [� 1 ;:: [e *aJ ;:: [a] 
ppr lo que Le] es  el  elemento neutro para <M/R , . > 
D é f i n i c i 6 n 4 . 2 . 4 . 6 .  E l  mo n o i d e < M / R • .  > s e  l l a ma  mo n o i ­
d e  c6 c i e n t e  d e  M p o r  R .  
4 . 3 . CCZml20rtamiento de entrada-estados 
Sea un AF 
A :=: <E , $ , Q , f , g >  
Sabemos que dados u n  s ímbolo d e  entrada y un estado podemos ob 
tener el estado s iguiente meuiante la función 
f :  E x Q + Q 
Dado solamente un s ímbolo de entrada , e e E ,  podemos definir \­
una funci6n que aplique a cada estado el siguiente baj o esa e� 
trada ' det�rminada , es  decir , una función de Q en Q ,  k ( e ) : Q  + Q .  
Exis tirá entonces una función 
k :  E + QQ , 
s i endo QQ el  conj unto de las funciones de Q en Q ,  que S ilbemos 
por e l  Teorema 4 . 2 . 1 . 1  que , con la compos ición de funciones , -
es  un mono�de . La función k se determina a partir de f del si­
gUiente modo : para cada e e E,  y cada q e Q ,  [k ( e } ] ( q } ;::f ( e , q )  
_ r 
Ahora bien , por e l  Teorema 4 . 2 . 3 . 1 ,  la funci611 k pue­
de  extenderse a un homomorfismo entre monoides : 
K :  <E* , >+  <QQ , <» ,  
con K {e1e2 · · . • •  en) = k (e1 ) .. k ( e2 ) c>  . . . . . .. k (en ) .  L l a ma r e m o s 
a K c o mpo r tam i e n t o  d e  e n t ra d a - e s t a d o s  d e l  ft u t 6 ma t a . 
Ejemplo . Consideremos el  aut6mata detector de paridad 
descrito por el diagrama de la figura 2 . 6 .  La función k : { O , l }+QQ 
s e  obtiene fácilmente del diagrama y se  puede resumir en forma 
de tab l a :  
Estado { 
inicial 
E stado s iguiente " A. 1 
k ( O )  k ( l ) 
Ca.1culemos K para algunas cadenas :  
En 
K ( O )  = k ( O ) ¡ K (l ) = k ( l ) ¡  
K ( O O )  = k ( O )  .. k ( O )  = k ( O )  
K ( 0 1 )  = k ( O )  .. k ( 1 )  k ( 1 )  
K ( l() = k ( 1 )  .. k ( O ) k ( 1 )  
K ( 1 1 )  k ( 1 )  o k ( 1 )  k ( O )  
etc . 
general ,  
K (x )  = k ( O )  s i  se  tiene un número par de unos 
K (x )  k ( l ) s i  se  tiene un  número impar de  unos 
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S i  la  c adena es vacía , K (A )  será la función identidad 
en Q ,  es decir , l a - función que aplica ql en ql y q2 en Q 2 ' que 
coincide con k ( O )  . 
4 . 4 .  �elacióg equirrespuesta y monoide de un autómata 
Sea  un autómata A con comportamiento de entrada-esta-
dos K .  
D e f in i c  i ó n  4 .  4 . 1 . L a r e 1 a c i ó  n e q u i r r e s p u e s t a d e A . � e s 
* -
u n a  r e l a c i ó n b i n a r i a e n  E t a l  q u e  
x � y s i y s Ó l o s i K( x )  = K (y ) , * \} x , y € E  
� es llna relación de equi vale,ncia , ya que se  cumple : 
* 
K ( x )  ;=: K (x ) , V x e E 
[K (X ) ;::: K (y ) ] + [K (y )  K ( x )  1, V x ,  y e E * 
[K (x )  ;::: K (y ) ] A [K (y )  = K ( Z ) ] + [K (x )  = K ( z ) ]  Vx , y , z  e E 
* 
Ademá,s es una relación de congruencia en el monoi.de < E " )  . 
* 
En  efecto , s i  x � y ,  K {x )  = K {y ) , Y K (x z )  K (x ) o K ( z ) = 
K (y )  t> K { z )  :::: K (y z ) . Análogamente , K ( zx )  = K ( zy ) . Por tanto , s�, 
. * g6n e l  Teorema 4 . 2 . 4 . 5 , <E !� , > ,  es deci r , el  conj unto cocie� * te E !':'!!: con la operación de concatenación , es un monoide . 
D � f i h i t i 6 n 4 . 4 . 2 .  D a d o  u n  a u t 6 m a t a  c o n  u n  c o m p o r t a m i err 
t o  d e  e n t r a d a - e s t a d o s  K q u e  o r i g i n a u n a  r e l a c i ó n  e q u i r e s p u e s t a  * * 
: e n  E , e l  m o n o i d e  c o c i e n t e  < E  / �  > s e  l l a m a  mo n o i d e d e l  a u t ó  
m a t a . 
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Si  e l  número de estados e s  n ,  el  monoide del autómata 
- n t endrá como máximo n elementos . En efecto , el  número de tran� 
f ormaciones en el  conj unto Q , es  decir , de funciones diferen-­
tes Q � Q es  nn . El homomorfismo K aplica entonces un conj unto 
infinito , E* , en_ un conj unto , QQ , que tiene nn elementos . Si -
e sta aplicación es  suprayectiva la rel ación equirrespuesta te� 
drá índice nn , es decir , inducirá nn clase's de equivalencia en 
* 
E ( s i  la  aplicación no fuera suprayectiva , es  decir , s i  exis-
t ieran una o más funciones Q � Q a las  que no  correspondiese -
* n ingún elemento de - E , e l  número de clases de equivalencia se-
ría menor) . Por consiguiente , el  número máximo de elementos . * del conj unto cociente E /� es nn . 
El  monoide de un autómata reflej a la  capacidad de éste 
pqra responder de distinto modo a las cadenas de entrada . En -
* - * efecto , en E hay infinitas cadenas , mientras que en E /� hay 
corno máximo nn elementos , que son las c lases de congruencia de 
� S i  dos cadenas diferentes , x e y ,  están en la  misma clase , 
es  decir , x � y ,  entonces K (x )  = K (y ) , es  decir , el  homomorfis 
mo K las  apl ica sobre el  mismo elemento de QQ , o lo que es lo 
mismo , ambas producen la misma transformac ión Q � Q , y el  autó 
mata será incapaz de distinguir una de la otra . 
4 . 5 .  E jemplos 
4 . 5 . 1 . Detector de paridad 
Ya hemos estudiado el comportamiento de entrada-esta­
do s del detector de paridad , l legando a la conclus ión de que 
* só lo hay dos élases de equivalencia en E i en efecto , veíamos 
que K (x )  = k ( Q )  = k (A )  f s i  x tiene un número par de unos ( o  -
ninguno ) K (x )  = k ( l ) ,  s i  x tiene un número impar de unos . _ Lu� 
go toda cadena x es equivalente a " A " o a " 1 " . Llamamos [A J  y 
[1 J a e stas dos clases de equivalencia , que serán los elemen-
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tos del monoide del aut6mata . Al tener un número f inito de ele  
mentas , podemos describirlo mediante una tab l a  que indique e l  
elemento resultante de la  concatenaci6n d e  otros dos : 
[ A] 
[A ] [1 1  
fA] 
4 . 5 . 2 .  Reconocedor de la  cadena 0 10 
E l  autómata , representado en la figura 2 . 1 2 ,  tiene 4 
e stados , por lo que el  número total pos ible  de transformacio­
nes en Q,  e s  dec j,r , el  número máximo de e l  amentos del monoide 
del autómata f, ,;: 4 4 :::: 2 5 6 . Veamos s i  s e  tiE'nen todos ellos �. Pa 
ra  ello , c al culemos K (x )  para cadenas de longitud creciente -
desde x == A .  Resumimos los resultados en la tabla  de l a  figu­
ra 2 . 15 .  El proced imiento para construir una tabla de e ste ti 
po es el s iguiente : 
Tenemos tantas filas como estados 'tiene la máquina . -
Para cada cadena x ponemos en una columna los estados resul-­
tantes de la función K (x ) : Q � Q .  Comenzarnos por A, para lá -
qu e  la función es  la unidad ( e s  decir ,  ql en ql ' q2 en q2 '  
etc . ) . Para las cadenas de longitud 1 ( en este caso O y 1 )  mi 
ramos en el  diagrama de Moore ; en este e j emplo , cuando s e  - -
aplica x = O la imagen de q1 es  q2 ' la  de q2 es q2 ' etc . Te-­
niendo ya K ( x )  para cadenas de longitud 1 no hace falta consul 
tar más el  diagrama ; por ej emplo , K ( O l ) K ( O )  o K ( l ) ,  Y así ,  
con O ,  ql se aplica en q2 ' y luego con 1 q2 se  apl ica en q 3 ' 
por lo que la  imagen de ql será q 3 " Para cadenas de longitud 
3 nos basamos en los resultados anteriores ;  por e j emplo , 
K ( O lO )  == K ( O l ) 1) K ( O )  == K ( O )  o K ( lO )  ( las dos formas de hacer­
lo son vál idas ) . La tabla se  va así rellenando por columnas  -
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0 0  0 1  10  11  0 0 0  0 0 1  0 10 
q2 q3 q2 ql q2 q3 q4 
q2 q3 q4 ql q2 q3 q4 
q2 q3 q2 ql q2 q3 q 4 
q 2 q3 q4 ql q2 q3 q4 
10 1 110  111  0 1 0 0  0 1 0 1  
q3 q2 ql q2 q3 
q3 q2 ql q2 q3 
q3 q2 ql q2 q3 
q3 q2 ql CJ2 q3 
Fig . 2 . 15 
aumentando l a  longitud de las cadenas por postconcatenaci6n de 
los s ímbolos del alfabeto a las cadenas ya tratadas , hasta que 
encontramos cadenas  x tales que K (x )  K ( y ) , donde 19  (y )  ::: 19(x); 
entonces  podemos asegurar que x � y ,  y no es  preciso que s iga­
mo s aumentando x ,  ya que , si la concatenamos con un s ímbo lo 
cualquiera� e ,  tendremos K (xe ) = K (ye ) , es decir , xe � ye , con 
19 (ye )  ::: 19 (x ) , por lo que la clase de ye o b ien ya ha aparec� 
do , ( s i  19 ( y )  ( 19 ( x ) ) o bien va a aparecer ( s i  19 (y )  = 19 (x ) ) .  
Concretemos con nuestro e j emplo . Siete de las ocho ca­
denas de longitud 3 tienen el  mismo comportamiento que cadenas 
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de longitud 2 :  K ( O O O )  :=: K ( O O ) ; K ( O O l )  :=: K ( O l )  , etc . ,  por l o  -
que [O O O J :=: [O OJ ; [O O l J :=: [0 1 ] , etc . La Gnica cadena cuyo co� 
portamiento difiere de los anteriores es 0 1 0 . Por tanto , est� 
diamos 0 10 0  y 0 1 0 1 ,  Y vemos que K ( 0 1 0 0 )  :=: K ( O Q )  y K ( O l O l )  == 
;.= K ( O O I ) . Nos quedan asf  solamente 8 clases de equivalencia : 
[A] , [O] , [lJ ¡ I O O J f [0 1 ] , [1 0 J , [1 1 ] Y [O l O J . El  monoide del 
autómata tendrá pues 8 elementos , no 2 5 6 : K  dista mucho de 
ser suprayectiva . La tabla del monoide se obtiene s in dificu! 
tad de la figura 2 . 1 5 ,  y es la representada en la  figura 2 . 1 6 ;  
por e j emplo , para saber el  resultado de [l lJ [1 0 J , con ayuda 
de la figura 2 . 1 5 vemos que K ( 11 1 0 )  :=: K ( l l )  o K ( 1 0 ) == K ( O O )  , 
por lo que [11J [1 0 J = [0 0 ] 
[AJ [OJ [0 0 ] 
[ AJ [oJ [0 0  J 
[ o ]  [ o J  [O O J [O lJ  [o ol 
[lJ [lJ [1 0J [1 1J [ O O J 
I [O o J I [O OJ [0 0 ]  [O lJ [0 0 ] 
[O lJ [o .:J [0 10 1 ['1 1J [o o J  
[la }  [10 J  [ O OJ [O lJ [0 0 ] 
[1 1J [1 1 J [o o J  [1 1J [O o J 
[0 1 0 J [0 1 0 J [0 0  J [O lJ [0 0 ] 
Fig . 2 . 1 6 
[O lJ [1 0 ] 
1: 0 1J [1 1 ]  " [ 0 1 0 J 
[O lO J 
[0 0 ] [1 1] [O l OJ 
[l OJ [1 1J [O l OJ 
[O lJ [ o oJ [1 1J [0 1 0 ] 
[O 1 J [0 10 J 
[O OJ [11J [0 1 0  ] 
[0 1 0 J [1 1 ] 
Con la  tabla del monoide se puede hal lar rápidamente 
e l  comportamiento para cualquier cadena . As í ,  por ej emplo , si 
queremos saber C ( 0 10 0 0 0 1 10 ) , tendremos : . q 
[0 1 0 0 0 0 1 10J = [0 10 J  [0 0 ]  [O lJ [10J �-� [OOJ  [ 0 0 ]  == [O OJ , 
y como [ O O J  transforma cualquier estado inicial en q2 ( Fig . 2 . 15 ) , 
Y q �  da salida O ,  tendremos que C ( 0 1 0 0 0 0 0 1 1 0 )  == O ,  i = 1 , 2 , 3 , 4  ¿ qi 
4 . 5 . 3 .  Contador en código binario natural módulo 1 0  
Un contador es  un autómata que proporciona en  cada mo­
mento información sobre el número de entradas de un determina­
do tipo recibidas hasta ese momento . Supondremos que E = { 0 , 1 } , 
Y que el  contador debe dar como salida el  código en BCD natu-­
ral correspondiente al  número total de 1 recibidos . Si  e l  autó 
mata es finito sólo podrá contar hasta un determinado número -
y a partir de é l  volver al principio ; un contador módulo p con 
tará de O a p-1 . 
Consideremos p = 1 0 , es decir , e l  contador contará de 
O a 9 y al  recibir el décimo 1 volverá a contar desde O .  Cada 
ve z  que recibe un 1 deberá cambiar de estado ( y ,  naturalmente , 
de salida ) . Así es fácil ver que e l  diagrama de Moore es el  de 
l a  figura 2 . 1 7 , en donde se supone que el estado inicial es qo ' 
y como s ímbolos de salida se han tomado sO . . . . .  s 9 para abre- -
Viar la notadión ( en realidad serían 0 0 0 0 , 0 0 0 1  . . . .  1 0 0 1 ) . 
Como hay 10  estados , el  monoide del autómata podría  -
tener hasta 10 1 0  elementos . Ahora bien , s i  construimos la  ta­
bl a de K ( x )  ( Fig . 2 . 1 8 ) vemos que sólo hay 10 c lases de equi­
va lencia .  
o 
Fig . 2 . 1 7 . 
1 2 9 1 . . . . . . .  1 
Fig . 2 . 1 8 .  
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1 
En efecto , vemos que O � A, por lo que s610 hay que --, 3 cons iderar cadenas compuestas por 1 .  CalculqffiOS K ( 1 ¿ ) , K ( 1  ) ,  
etc . ( e l  exponente indica concatenaci6n : 1 3 = 1 1 1 , etc . ) , y -
vemos que 110  � A . Por consiguiente , las clases de equivalen­
c ia son : 
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[A] , [11 , 
Dej amos como ej ercicio al lector l a  obtención de la ta 
bla  del monoide del autómata . Con ella podrá fácilmente compr� 
bar que cualquier cadena que contenga nO " cero s "  y nl " uno s "  -
en cualquier orden pertenece a la c lase da equivalencia [1m} , 
donde m = nl (mod 1 0 ) . 
4 . 6 . Relación entre el  com�ortamiento de entrada-salida y 
el  comportamiento de entrada-estados . 
E l  comportamiento de entrada-salida lo definíamos pa­
ra un estado inicial q :  
* C : E -+ S q 
Así , para cada entrada , x ,  C ( x )  es la función que apl ica x -q 
en g (x , q ) : 
E l  comportamiento de entrada-estados, sin embargo , se 
define para todo el  conj unto de estados : 
De modo que , para cada entrada , x ,  K (x )  aplicará X en una fun 
c ión de transformación entre estados : 
K ( x ) : x -+ 1 : Q  -+ Q ,  
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donde la  función 1 está determinada por la  función f restrin­
gida a la entrada x :  
f :  E x Q -+ Q ,  
f (x ) : Q -+ Q 
El sentido f1sico es el s iguiente : e d et e�m� � a ,  -q 
dado  U �  e� tado ���c�al , el � �m b a l a  n��al de  � al�da pa�a cada 
c a d e �a d e  e �t�ada; K d ete�m��a , pa�a cada cade�a de e�t�ada , 
l a  c a �� e� r a �d�e�te  t�a�� n a �mae�6� e�t�e e� tada� , es  decir , nos 
dice que de ql se pasará a qi ' de q2 a qj ' etc . Por tanto , K 
nos proporciona más información acerca del comportamiento in­
terno del autómata . Por otra parte , la  relación de equivalen-* 
c ia en E inducida por K y e l  monoide del autómata resultante 
nos permiten deducir fácilmente Cq para cualquier cadena de -
entrada . Así ,  en el  ej emplo del reconocedor de la cadena 0 10 
veíamos que [0 1 0 0 0 0 10 0 1  = [0 0 ] , y de aquí que Cq . = O ;  para � 
l legar a l a  misma conclusión con el  procedimiento que seguía-
mos en el  Apartado 3 . 5  hubiera s ido preciso reconocer sobre e l  
d iagrama ( Fig . 2 . 12 )  todas las transiciones producidas por l a  
cadena . 
Por otra parte , podría  pensarse en estudiar el  compoE 
tamiento de entrada-salida para todo el  conj unto de estados . 
P ara e llo podemos definir un comportamiento global de entrada 
* 
salida , KS (X ) como una aplicación de E en el conj unto de fun 
c iones 1 :  QO -+ ST donde QO son los estados iniciales y ST las 
s a l idas finales . KS no será ahora un homomorfismo entre mono.:!:. 
des , como lo era K ya que el conj unto de funciones 1 no es 
un rnonoide , por tanto , KS no nos permite definir un monoide de 
la máquina , y por ello hemos uti l i z ado K en el  aná lisis  ante­
r ior . En cualquier c�so I KS también nos define una relac ión .­
de equi va,lenci,a en E , que podría llamarse "relación equisal.:!:. 
da " ,  �S ' tal que x �S y s i  y sólo s i  KS (X ) = KS (y) · �S parti-
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* ciona E en c lases de equivalencia .  Ahora b ien , suponiendo m� 
quinas de Moore , tenernos una función h : QT + ST que nos aplica 
el  estado f inal en la  salida final correspondiente a ese est� 
do , y por tanto , s i  l lamarnos [x ] . a la c lase de equivalencia 
* 1 de E /� que conduce a una determinada transformación ki : QO+QT 
y [yJ j a la  c lase de equivalencia de E*/�S que corresponde a 
una determinada li : QO + ST ' tendremos : 
[y ] j == U [x] i para todo i tal que ki e h l .  J 
Esto demuestra que las c lases de equivalencia de �S -
están perfectamente determinadas por � y h ,  Y j ustifica lo 
que decíamos en nota a pie de página en el Apartado 4 . 1 :  que 
al considerar sólo l a  respuesta de los estados el  estudio no 
pierde generalidad . 
S .  M I N I M I ZAC I ÓN D E  U N  AU TÓMATA F I N I TO 
5 . 1 .  Planteamiento de l problema 
En  e l  ej emplo 3 . 5 . 1  veíamos dos AF equivalentes ,  uno 
de los cuales estaba en forma mínima . Si estos  AF describen -
un s i stema secuencial que debe reali zarse f í s icamente escoge­
remos el que está en forma mínima , ya que el coste de la rea­
lización , cOmO se verá en el Capítulo 3 ,  crece con el número 
de estados :. E s , pues , importante poder saber s i  un AF está en 
forma mínima , y ,  si no lo está , hallar un AF en forma mínima 
equivalente a él . Comenzaremos por ver que éste existe s iem-­
pre ¡ a continuación veremos que para detectar equivalencia e� 
tre estados no  es  preciso reali zar infinitos ensayos con cade 
nas de entrada , y ,  finalmente , veremos un algoritmo para mini 
I I  - 6 7  
miz ar u n  AF , e s  decir , para hallar otro AF e n  forma mínima �­
equivalente . 
Ante todo , debemos señalar que la equivalencia entre 
estados de un AF , definida por 
- q2 si y sólo si e ( x )  ql 
es  una relación de equivalencia en el conjunto Q ,  pues , como 
e s  inmediato comprobar , es  reflexiva , simétrica y transitiva . 
Por consiguiente , puede definirse un conj unto cociente , Q/= , 
cuyos elementos serán las c lases de equivalencia : [q] será la  
clase que contiene a q . 
5 . 2 . Aut�mata en forma mínima de un autómata dado 
Vamos a demostrar que , dado A 
!inido por AM � <E , S , QM , fM , hM> ,  donde 
h ( q )  , 
< E , S , Q , f , h > , e l  AF de 
e s  equivalente a A y está en forma mínima . 
En primer lugar , habrá que demostrar que fM y hM es-­
tán bien definidas ,  es decir , que son independientes del ele­
mento q sue se tome dentro de la c lase [q] , o ,  lo que es lo 
mismo , que si ql = q2 ' entonces [f (x ,ql ) 1  � [f ( x ,q2 ) ] Vx ,  y 
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h ( ql ) = 
cia , s i  
resulta 
h (q 2 ) ' En efecto , por la definición de la equivalen--. * 
q 1 :=: q 2 ' g ( x  , q 1 ) = g ( x  , q 2 ) V x e E . S i  tomamo s x = A 
h (ql ) = h (q2 ) '  y s i  tomamos x = xlx2 ' 
por lo que f (x1 , ql ) � f ( xl , q2 ) V xl ' es decir , [f (x ,ql ) ] 
= [f (x , q2 ) ] V x e E* . 
Por otra parte , es evidente que A y AM son equivalen­
tes , ruesto que todo estado qi de A será equivalente al esta­
do [qi J de AM . 
Finalmente , AM está en forma mínima , ya que s i  los es 
tados [q1] y [q2 ] de AM fueran equivalentes ,  ql y q 2 de A de 
berían ser también equivalentes , por lo que [qlJ = [q2 1 . 
5 . 3 .  Comprobaci6n de la equivalencia entre estados de un -
aut6mata . 
5 . 3 . 1 .  Teorema de las  particiones suces ivas 
T e o r e m a  5 . 3 . 1 . 1 .  S i  P O , P 1 , P 2 , . . .  e s  u n a  s e c u e n c i a i n ­
f i n i t a d e  p a r t i c i o n e s  e n  u n  c o n j u n t o  f i n i to Q t a l  q u e , p a r a -
t o d o  k , s e · c u m p l  e :  
a )  P k t 1 e s  u n  r e f 1 n a m i e n t o  d e  P k , e s  d e c i r ,  t o d o b l o ­
q u e d e  P k t 1 ,  B � + l ' e s t á  c o n t e n i d o e n  u n  b l o q u e )  
B t , d e  P k : B �+ l  C. B � 
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E n t o n c e s  e x i s t e u n  n ú me ro e n t e ro k a < c a r d ( Q )  t a l 
P k , V k  > k O - o 
Para demostrarlo , supongamos que card ( P O ) = 0 ,  card 
( P1 ) = 1 ,  card ( P2 ) = 2 . . . .  Pero como , para todo k , card ( Pk ) 
� card ( Q )  = n ( finito ) , deberá existir un entero kO < n tal 
que card ( Pk +1 ) = card ( Pk ) ,  es decir , Pk +1 Pk , Y r por O O ° O 
l a  condici6n b ) , Pk Pk \i k > kO ' O ' 
5 . 3 . 2 .  Equivalencia de orden k entre estados 
D e f i n i c i ó n 5 . 3 . 2 . 1 . D o s  e s t a d o s  de u n  AF s o n � u i v a - ­
l e n t e s  d e  o r d e n  k s i  y s ó l o s i  c o n d u c e n  a l a  m i s ma s a l i d a p a ­
r a  c a d e n a s  d e  e n t ra d a  d e  l o n g i t u d  i g u a l o i n f e r i o r  a k :  
e (x )  ) q 2 
Obsérvese que para comprobar la  equivalencia  de orden 
k ya no hay que hacer un número infinito de comprobaciones o 
" experimentos " . 
T e o rema  5 . 3 . 2 . 2 .  D a d o  u n  A F y Q l , Q 2 S Q ,  e x i s t e  u n  -k a < c a r d  ( Q )  t a l  q u e  Q l y q 2 s o n  e q u i v a l e n t e s  ( q l :: q 2 ) s i y 
s ó l o  s i  q l y q 2 s o n  e q u i v a l e n t e s  d e  o r d e n  k a ( q l :: q 2 ) k a 
Para demostrar este teorema nos apoyaremos en el  -
5 . 3 . 1 . 1 ,  Vearnos pues que las particiones inducidas en Q por -
las  sucesivas equivalencias de orden 0 , 1 ,  . . .  k , k+ 1  . . . cumpl en 
las  condic iones a )  y b )  de aquel teorema . 
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a )  S i  q1 e k+1 q2 entonces e (x )  = e ( x )  V x < k+1 , . q1 q2 -
y ,  evidentemente , 'ti x '5 k , por lo  que q1 =k q2 ' Por tanto , t� 
do b loque de l a  partición Pk+ 1  inducida por E k+1 está conte­
nido en un b loque de Pk , es  decir , Pk+ 1  es un refinamiento de 
Pk , 
b )  Supongamos que Pk+1  = Pk , es  decir , ( ql s kq2 ) -
(q1 = k+1q2 ) '  Si  q1 Y q2 son equivalentes de orden k+1 ,  los -
estados f (e , q1 ) y f ( e , q2 ) s erán , sea cual sea e ,  equivalentes 
de orden k , pero como Pk+1 = Pk también serán equivalentes de 
orden k+ 1 ,  y por ello q1 y q2 son equivalentes de orden k+ 2 , -
de donde Pk+2 = Pk+1 ' ( El  razonamiento es una sucesión de con­
dicionales , Definiendo , para abreviar la notación , las varia-­
bIes  proposicionales 
a :  
e :  
e '  , q1 - k+ 1q2 
e " : ' q1 .- k+ 2q2 
d :  f (e , ql ) - kf ( e , q2 ) 1I e  e E 
d '  : f ( e , q1 ) - k+lf (e , q2 ) 'if e e E 
podemos ex:presarlo formalmente así : 
[ ( a  + (  e + e ' ) )  A ( e '  + d )  A ( a  + ( d  + d ' ) A ( e '  + e " ) ) + 
+ ( ( e '  + e " ) + b ) ] +  ( a  + b ) , 
que puede comprobarse que es una tautología ) . 
En definitiva , se cumplen las condiciones a )  y b )  del 
Teorema 5 . 3 . 1 . 1 ,  y ,  por tanto , existe kO < card ( Q ) =n tal que 
PIe ;= PkO ' k ,: ka ' con lo que ( q1 = kO q2 ) -. (q1 = q2 ) 
L a  e o n el u� i6 n  impo �tante e� q ue ,  � in n e a e� i dad d e  ao ­
n o ae� k o ' a o m o  k a  < n ( n am e�o d e  e� tado�  del AFJ , pa�a aomp�� 
b a� � i  d o �  e� tado� � o n  eq ui val ente� b a� ta�4 ao n eo mp�o b a� � i  
4 0 n  e q ui val ente� d e  o�den  n - l 
5 . 4 .  Algoritmo para la minimiz ación de un autómata finito . 
E l  algoritmo para hallar e l  AF en forma mínima de un 
AF dado se  basa en los resultados anteriores : 
l .  k � O .  F o rm a r P • p o n i e n d o e n  e l  m i s mo b l o q u e  l o s o 
e s t a d o s  q u e t e n g a n  a s o c i a d a  l a  m i s m a  s a l i d a ( q ; =o q j 
s i  y s ó l o s i  h ( q i ) = h ( q j ) ) ' 
2 .  F o rma r P k+ 1 ' t e n i e n d o  e n  c u e n ta q u e  d o s  e s t a d o s  e s ­
t a rá n  e n  e l  m i s mo b l o q u e  d e  P k+ 1  s i  y s ó l o  s i  p a ra 
c a d a  e n t r a d a  l o s e s t a d o s  s i g u i e n t e s  e s t á n  e n  e l  m i s  
m o  b l o q u e  d e  P k 
( q i :: k + l  qj s i  y s ó l o s i  f ( e , q i )
= 
= k f ( e , q j ) '  
V e b E U {J\ } ) .  
3 . S i  P k+ 1 f P k ' i n c r em e n t a r  k e n  u n a  u n i d a d  y v o l v e r  
a l  p a s o  2 .  
4 .  k a = k .  P r o c e s o t e rm i n a d o . E l  A F  e n  fo r m a  m í n i ma 
t i e n e  c o m o  e s t a d o s  Q M � Q / - k a ·  
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5 . 5 .  E j emplos 
5 . 5 . 1 .  E j emp lo 1 
Consideremos el aut6mata reconocedor de 0 10 descrito 
en 3 . 5 . 1 , y partamos del diagrama no mínimo ( Fig . 2 . 13 ) .  A 
efectos de aplicaci6n del a lgoritmo es  más c6modo representar 





q4/1  q2 
q5/0 g6 
q6/0 q6 
q7/0  q4 
, q8/ 1  q6 
. 1 . Observando las  s al idas asociadas a cada estado po­
demos poner : 
2 .  Con entrada O ,  de Q1 , Q2 , q5 y Q6 se pasa a estados 
del primer bloque de PO ' y con 1 también . De Q3 y 
Q7 ' con O se pasa a es tados del segundo b loque de 
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Po , y  con 1 a otros del primer bloque . Finalmente , 
de q4 y q8 ' con O se  pasa al primer b loque de P o y 
con 1 también . Luego 
2 ' .  En lugar de con palabras , pongamos simbólicamente 
los resultados : 
q2 f ( O , q2 ) 
f ( O , qS ) = q6 
Luego 
( ler . bloque ) 
f ( l , q2 ) q3 ( 2 °  b loque ) 
f ( l , qS ) q6 ( l
er b loque ) 
f ( l , q6 ) = q7 ( 2 °  b loque ) 
2 " .  S i  repetimos la  operaci6n , viendo a qué b loques de 
P2 se pasa con cada entrada veremos que P 3 = P2 , -
Luego kO = 2 ,  Y e l  AF minimizado tiene comu esta-­
dos los bloques definidos en P 2 ; dando los nuevos 
nOmb;res ' {ql , qS } = gl , etc . , se obtiene el 'diagrama 
de la figura 2 , 1 2 .  
a 
5 . 5 . 2 .  E j�mplo 2 . 
Sea el AF dado por el diagrama y la  tabla de la  figu-
ra 2 . 19 .  
a b c 
ql/0 ql q2 q4 
q2/1 q4 q3 gl 
q3/1 g2 q4 ql 
q4/1 g3 q2 ql 
qs/o g2 q6 gl 
. q6/1 g4 - gs  g4 
Fig . 2 . 19 .  
S iguiendo el algoritmo , encontramos sucesivamente : 
Llamando ql = { ql } ¡ q2 = { q2 , q3 , q4 } i q3 = { qS } '  y 
q 4 { q6 } · tenemos el diagrama de la figura 2 . 2 0 ,  que represe� 
ta e l  AF en forma mínima equivalente al  dado 
a ,b 
a 
Fig . ... 2 .  r 
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6 .  RESUMEN 
Hemos expuesto la teoría básica de los aut6matas fini­
tos procurando buscar la mayor generalidad , generalidad que se 
conserva aunque el estudio se restrin j a  a máquinas de Moore .  
E l  comportamiento de entrada-salida e s  un concepto im­
portante en relaci6n con los lengua jes , que u"tili z aremos en el 
Capítulo sobre aut6matas reconocedores .  Otros conceptos impor­
tantes son los de equivalencia entre estados y entre aut6matas , 
pero el interés de éstos " radica más bien en la real i zaci6n tec 
no16gica . 
El estudio del comportamiento global del aut6mata , es 
decir , inicializado en cualquier estad� nos ha l levado a est� 
blecer el concepto de monoide del aut6mata , estructura aige- ­
bráica que reflej a s u  capacidad para responder d e  distinto � \  
do a cadenas diferentes de entrada . 
Finalmente , hemos visto c6mo se puede comprobar la  
equivalencia entre estados con un  número finito de experimen­
tos , lo que nos ha permitido establecer un a lgoritmo para ob­
tener el AF en forma mínima equivalente a un AF dado . 
7 ,  NOTAS H I STÓR I CA Y B I BL I OG RÁF I CA 
El  primer estudio riguroso sobre aut6matas fue el  pu­
blicado por MOORE ( 1 . 9 5 6 ) . Con anterioridad , debido al desa-­
rrollo de los primeros ordenadores , se habían estudiado dive� 
sos métodos para la síntesi s  de circuitos secuenciales (HUFF­
X1AN , 1 . 9 5 4 ;  MEALY , 1 . 9 5 5 ) . A finales de los años 5 0  se comen­
z6 a ver la utilidad de los aut6matas en relaci6n con los len 
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guajes , y la mayor parte de los trabaj os sobre teoríct de aut� 
matas finitos se realizó durante los años 6 0 . Por esta razón , 
l as referencias más importantes que pueden darse sobre este -
campo son l ibros publicados entre 1 . 9 6 5 y 1 . 9 7 0 . El de HARRI­
S ON ( 1 . 9 6 5 )  cubre tanto la parte combinacional como los circui 
tos secuenciales , con un tratamiento muy riguroso y fácil  de -
seguir , aunque se l imita a estudiar autómatas reconocedores .  
O tra obra recomendable es la de BOOTH ( 1 . 9 6 7 ) , que , además de 
autómatas f initos , trata también las máquinas de Turing , len­
gu�j es  artificiales y autómatas estocásticos . Muchas de las -
definiciones y terminología de este Capítulo las hemos tomado 
de ARBIB ( 1 . 9 6 9 ) , que cubre muy ampliamente los diversos estu­
dios desarrollados hasta aquella fecha . La parte que trata del 
monoide del autómata está basada en e l  Capítulo sobre monoides 
de GILBERT ( 1 . 9 7 6 ) ; libro muy interesante sobre aplicaciones -
del álgebra moderna � 
Para no alargar excesivamente el Tema hemos presenta­
do el  algoritmo de minimización reducido al caso de máquinas 
de Moore ( la máquina de Mealy mínima tendrá , normalmente , me­
nos estados ) .  El caso general viene expuesto en cualquiera de 
los l ibros citados en éste o el s iguiente Capítulo . 
8 .  EJERCI C r os .  
1 .  Obtener la tabla de transiciones y e l  diagrama de Moore de 
l a  máquina de Moore equivalente a la de Mealy descrita por 
la siguiente tabla : 
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e el e 2 q 
ql q3/s 1 q2/s 2 
q2 q4/s 2 q3/s 2 
q3 Q4/s 1 Q2/s 2 
q4 Q2/s2 Q4/s 1 
2 .  Definir las máquinas de Mealy y de Moore de un restador bi 
nario . 
3 . ( SCALA y MINGUET , 1 . 9 7 4 ) . 
Una señal semafórica se acciona manualmente . Tiene tres es 
tados caracterizados por los colores verde , amari l lo y ro­
jo ( V , A , R) . Como entrada tiene dos botones :  uno de cierre 
( e )  y otro de apertura ( a )  del semáforo . 
E l  funcionamiento es de la siguiente manera : a l  pul-­
Sar una vez el botón de cierre el semáforo pasa  de verde a 
amari l lo ;  s i  se pulsa  por segunda vez , pasa de amari l lo a 
roj o ;  si  en este estado se insiste en pulsar e l  botón de -
cierre , e l  semáforo permanece roj o .  E l  botón de apertura , 
en todo caso , pone el  semáforo verde . 
E 
Dibuj ar el diagrama de Moore l lamando Q 
{ a , d . 
4 . ( SCA,LA, y MINGUET , 1 . 9 7 4 ) . 
{ V , A , R} y 
Un autómata finito admite como entradas E = { a , b , c } , que -
se pueden imaginar alimentadas por 3 teclas . Se  encuentra 
en un estado inicial QO ' Como salida tiene dos luces : ver-
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de ( v) y roj a  ( r ) . Mientras las  letras se alimentan en or­
den a lfabético , pudiéndose  repetir una de ellas tantas ve� 
ces como se quiera , el autómata deberá emitir un destello 
verde . Cuando se altere el  orden alfaoético , el autómata -
deberá emitir� un destello rojo  y volver al  estado inicial . 
La serie de letras que se  alimenta puede empezar por cual­
quiera de ellas . Establecer los estadoi del autómata , el -
d iagrama de Moore y la  tabla de transiciones . 
5 . Obtener los monoides del sumador y del res�ador binario y 
compararlos . , 
6 .  Un autómata retardador es  aquel en que 
s ( t )  = e ( t - n )  
Suponiendo E = S = '  { O , l } y n = 2 ,  obtener el  diagrama 
de Moore y el  monoide del autómata . 
7 . Obtener el  monoide del autómata cuya tabla de transición es : 
e 
a b c 
q/s 
8 . (GILBE�T , 1 . 9 7 6 ) : En primavera , un brote de planta requie­
re unas  condiciones adecuadas para su desarrollo . En una -
determinada especie , e l  brote necesita que se presente un 
día  de l luvia seguido de dos días calurosos sin ser inte-­
rrumpido por ningún día frío o de helada . Además , s i  hay -
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un día de helada después de que se haya desarrol lado el bro 
te , éste muere . Dibuj ar el diagrama de Moore de es�e proce­
so . 
Puede utili zarse E � { L , C , F , H } , donde L quiere decir 
"día l luvioso " ,  C ,  " caluroso " ,  etc . , y S = { T , B , M} , donde -
T = " latente " ,  B == "brote " , M == "muerto " .  ¿Cuál es el núme­
ro de elementos en el monoide de este autómata? 
9 . ( GLLBERT , 1 . 9 7 6 ) . Un perro puede estar tranquilo , irritado , 
asustado , o irritado y asustado , en cuyo caso muerde . S i  le 
damos un hueso se queda tranquilo . S i  le quitamos uno de 
sus huesos se pone irritado , y ,  s i  ya estaba asustado , nos 
muerde . Si le amenazamos se asusta y ,  si ya es taba irritado 
nos muerde . Obtener el diagrama de Moore y el monoide del -
perro . 
lO . Deducir un diagrama de Moore para un autómata reconocedor 
de la cadena " 3 2 1 " , suponiendo que E == { 1 , 2 , 3 } . Obtener el  
monoide del autómata . Comprobar s i  está en  forma mínima . 
1 1 . Cons idérese un autómata finito definido por 
E = { a ,b } ; S = { O , l } ;  Q = { q1 , q2 , q3 , q4 } 
y l a  tabla de transiciones : 
� a b 
ql q2/1 q1/0 
q2 q3/0 q4/0 
q3 Q3/0 q1/1 
Q4 Q310 q1/1 
r =  - 8 0  
1 ° . E s te autómata , ¿es una máquina d e  Moore o d e  Healy? ¿Por 
qué? 
2 ° . S i  e s  una máquina de Melay , dibuj ar el  diagrama de Moore -
de l a  máquina de Moore equivalente . 
3 ° . Minimiz ar el  autómata resultante de la pregunta anterior . 
4 ° . S i  se  ha seguido el  algoritmo de minimización expues to aquí 
se habrá obtenido la máquina de Moore en f�rma mínima . ¿Exi� 
te una máquina " de Mea ly equivalente que tenga menos estados?  
Si  es  as í ,  dibuj ar su diagrama de I'-1oore . 
CAP I TU LO 3 .  
C I RCU I TOS SECUENC I ALES 
l .  LA REAL I ZAC I ÓN DE AU TÓMATAS F I N I TOS 
Los AF que hemos estudiado en el Capítulo anterior no 
son , en definitiva , más que modelos matemáticos para sistemas 
digitales con memoria . Ya mencionábamos en el Capítulo 1 el  -
doble interés de su estudio : teórico (herramienta matemática 
para formalizar el estudio de los lenguaj es ) y práctico ( rea­
li zación de sistemas digitales que cumplen funciones especif� 
cadas ) . 
La realización de un sistema digital puede enfocarse 
de dos maneras :  
a )  Puede construirse físicamente el  sistema , partien­
do de elementos sencillos . 
b )  Puede utilizarse un ordenador , que es un sistema -
digital de uso general , y programarse  para que efec 
túe las funciones que se desean . 
par e jemplo , si  el autómata que se quiere reali zar e s  
un  ordenador , se  seguirá , normalmente , e l  enfoque a ) . ( Tam- -
bién puede seguirse el  enfoque b) , Y en ese caso s e  trataría 
de s imul ación o emulación en otro ordenador ) .  Si  el B utómata 
es muy complicado ( como es un ordenador ) ,  se descompondrá ge­
neralmente en subautómatas ; uno de ellos podría ser el  suma-­
dar, binario serie , ya estudiado a nivel teórico , del que vere 
mos su realización en el Apartado 6 . 1 .  ( Conviene s eñalar que 
1 = - 8 2 
los ordenadores suelen utiL_ zar otro tipo de sumador , el  par� 
lelo , que exige unos circui tos más complicados , pero que es -
mucho más rápido ) . 
Otro e j e�plo puede ser e l  reconocimiento de cadenas . 
Hemos visto un AF que reconoce la cadena " 0 10 " . Podemos pen-­
sar en un AF que reconozca varias cadenas r dando una salida -
diferente para cada una . Así ,  si  E = {A , B ,  . . . . Z }  y S = { O O O O O , 
0 0 0 0 1 , . . .  , 1 1111 } , podría dar s = 0 0 0 0 0  para x = PAR , s=O O O Ol 
para x = CMP , s = 0 0 0 10 para x = PAC , y así , sucesivamente , -
todos los códigos binarios de operación en EIT-2  para los co­
r�espondientes códigos en ENSAM . Este AF sería parte de un AF 
más completo , llamado " ensamblador de ENSAM" , que traduciría 
� lengua j e de máquina los programas escritos en ENSAM . Pues -
b ien , los autómatas ensambladores , caso particular de procesa­
dores  de lenguajes , '  no se construyen físicamente , s ino median 
te un programa de ordenador . 
En este Capítulo nos vamos a dedicar especialmente a 
l as técnicas para realizar autómatas finitos físicamente . La 
reali z ación del AF ,  salvo raras excepciones, es con tecnología 
elec trónica o electromecánica , y el s istema digital con memo­
ria resultante se l lama circuito secuencial . 
2 .  ELEMENTOS DE  U N  C I RCU I TO S E CU EN C I A L  
2 . 1 .  Tipos de elementos 
La realización de las funciones definidas por un AF -
implica  dos tipos de elementos : 
a )  Elementos combinacionales , que realizan las  funcio 
nes lógicas en las que no interviene el  tiempo . Por 
b )  
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e j emplo , la  función h :  Q -- s debe dar l a  salida -­
asociada a cada estado , sin intervención del tiem­
po , por lo que es una función lógica puramente co� 
b�nacional , representable por una tabla  de verdad 
y realizable  con los métodos estudiados en el Tema 
"Lógica " .  
Elementos con memoria , para realizar las  func:iones 
en las  que interviene el  tiempo . Así , f :  E x Q -- Q 
debe dar , para unos valores dados de E y Q en el  -
instante t e l  valor resultante de Q en t + 1 ( re--
cordemos que este " 1 " se refiere a una escala de -
tiempos arbitrar�a ) , es decir , debe calcular e l  va 
lor resultante de Q y memorizarlo para darlo en 
t + 1 .  
PasemOs a estudiar el funcionamiento de algunos de es 
tos elementos . 
2 . 2 .  Elementos combinacionales 
Son las puertas  lógicas NOT , AND , OR , NAND , NOR , etc . , 
ya estudiadas , cuyo funcionamiento debe ser bien conocido . 
Realizadas generalmente mediante tecnología electrónica , para 
aplicaciones especiales aún se utilizan otras tecnologías : 
e lectromecánica , hidráulica , neumática , etc . 
2 . 3 .  Elementos con memoria 
2 . 3 . 1 . Líneas de retardo 
E l  elemento con memoria más sencillo ( desde e l  punto 
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d e  v i s  t a  conceptual ) es  aque 1 e n  que se tiene E=Q=S == . { O , lJ  y 
la salida en c�alquier instante es igual al estado en ese  ins 
tante e igual a la  entrada retardada un intervalo de tiempo 
9 :  
s ( t + 9 )  = q ( t + e )  = e ( t ) , 
con e , g , s S { O , 1 } . Este senci l lo modo de funcionamiento s e  
puede i lustrar gráficamente con un cronograma como el  d e  la  -
figura, 3 . 1 .  




� é -"'i  
1 J 
s ( t )  , - - -O t 
9 
Fig . 3 . 1 .  
E stos elementos ( que , de una m.anera general , s e  l la-­
roan l íneas de retardo ) pueden realizarse mediante líneas de -
ret ardo acGsticas ,  líneas de transmis i6n , redes de condensad� 
res e inductancia� , puertas l6gicas conectadas en serie ,  e tc . , 
y t ambién con biestables , como veremos enseguida . 
2 . 3 . 2 .  Biestables . 
Los elementQs de memoria más utili zados en los circui 
tos s eouenciales son los biesta,bles electr6nicos . Un biesta-­
ble es un circuito con dos estados estables que son también -
s u  salida, y que , · S imb6l icamente , se  denominan " O "  y " 1 "  ( en -
l �  tea,lidad , cada uno de  e llos corresponderá a un determinado 
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nivel de tensión ) . " Estables " quiere decir que e l  elemento s ó  
l o  cambia de estado bajo  la  acción de l a s  entradas . Hay muy -
diversos tipos de biestables , que difieren entre s í  por los -
posibles s ímbolos de entrada y las funciones de trans ición . -
Todos e llos t ienen dos l íneas de salida : en una de el las , de­
nominada habitualmente " Q " , se tiene e l  nive l .  de tensión co-� 
-
rrespondiente en cada momento al estado , O ó 1 ;  en la  otra , Q ,  
s e  tiene s u  complemento . Pasemos a ver e l  funcionamiento de -
a lgunos biestables . 
Biestable  ��� ( " set-reset" ) .  En este biéstable 
E � { 0 0 r 0 1 , 10 } . Corno las sefiales en los circuitos secuencia-­
les son binarias , tendrá dos l íneas de entrada , S y R ( Fig . 
3 . 2  a ) . Su  funcionamiento puede expresarse formalmente , me- -
diante l a -función de transición : 
Q ( t+l )  S ( t )  + R ( t )  . Q  ( t )  ( R . S O )  , 
( aquí la  unidad de tiempo es  e l  intervalo que tarda e l  biest� 
b le en cambiar de estado o " tielUpo de basculamiento "), o gráfi:. 
camente , mediante e l .  diagrama de Moore ( Fig . 3 . 2  b ) , o median 
te un cronograma ( Fig . 3 . 2 c ) , Expresado con palabras , e l  fun 
cionamiento es : 
- S O ,  R O hace que e l  biestable no cambie de es 
tado . 
- S 1 ,  R :=: O pone a 1 ( " set " ) e l  biestable . 
- "-' � O ,  R 1 lo pone a O o repone ( " reset " )  
- S 1 ,  R 1 es una entrada no permitida 
Es fácil  disefiar , con los métodos conocidos del 'rema " LÓgJ:. 
ca " , un circuito lógic� que rea l i c e  al  biestable RS : basta mi­
nimizar l a  función de transición , función de S , R y Q y reali­
mentar Q ( t+l )  a la entrada . Un  posible circuito es  e l  de la  -
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figura 3 . 2  d .  
s Q 10  
R Q 
0 0 , 0 1 0 1  0 0 , 10  
a )  





d )  
t 
c )  
Fig . 3 . 2 .  
Biestable tipo JK . Es  como el SR ,  s610 que aquí la -
entrada_ J = 1 ,  K = 1 está permitida , y su efecto consi s te en 
cambiar el estado que tuviera anteriormente el biestable  (Fig . 
3 . 3 ; en el  cronograma , para no complicar demasiado s u  inter-­
pretaci6n , se  ha despreciado el tiempo de basculamiento) . 
Háy que advBrtir que este biestable no s e  uti l i za nun 
ca  con la  real izaci6n de l a  Fig . 3 . 3 . d ,  sino sincron i z ado , c� 
mo se  verá más adelante . La raz6n es que si  se  mantienen las 
entradas J = K = 1 el  circuito se convierte en un oscilador _ 
con u n a  frecuencia que depende del tiempo de basculamiento 
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J Q 10 1 1  
K Q 
0 1 , 1 1 
a )  





d )  
c )  
F ig . 3 . 3 .  
B i e s tab l e  tipo D .  También tiene dos l íneas de entrada , 
ya que E = { 0 0 , O l , 1 0 , l l } , Es tas l íneas se l laman D ( " data " )  y 
C ( " c lock " )  ( F i g . 3 . 4  a ) . S u  funcionamiento puede repre s entar­
se formalmente así : 
Q ( t+ 1 )  = D ( t )  . C ( t )  + Q ( t ) . C ( t) . 
que corres ponde a l  di agrama de la f igura 3 . 4  b .  Ahora b i en , -
aquí hay una di ferencia muy importante en cuanto al s ignific� 
do de l o s  s ímbo los " O "  y " 1 "  para D y para C .  Para D ,  " O " s i9:. 
n i fica , por e j emplo , una tens i6n de O V . , Y " 1 " , 5 V . ; s in e� 
bargo , para C " 1 "  s igni f i ca que hay una variaci6n de tens i6� 
de ° v .  a 5 V . , Y " O "  que no haY ta l var iaci6n . En o tras pal� 
bras , el valor de e es cero salvo en el instante en que su 
Q 
Q 
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tensión cambia de nivel baj o a nivel alto . Véase la figura -
3 . 4  c para ilustrar este significado de " O " y " 1 " . 
Un cronograma que ilustra el funcionamiento del bies­
table tipo � D es el de la figura 3 . 4  d ,  donde hemos también 
despreciado el tiempo de basculamiento . Obsérvese que si los 
cambios en D van retardados ligeramente un intervalo constante 
€ <1::' e con relación a los cambios de ° a 1 de e , lo que hace -
el biestable es exactamente retardar la entrada D en e segundos , 
siendo e el período del reloj (e ) . 
Datos D Q - 1 1  
Reloj e Q 
0 0 , 0 1 , 10 0 1  0 0 , 11 , 10 
a )  
e 
e D 
D � ____ L-__________ __ Q 
° 1 
c )  
° 1 Q 
d) 
Fig . 3 . 4 .  
Este tipo de biestable , que sólo cambia de estado - -
cuando cambia el nivel de la señal de reloj se llama sincron! 
z ado por: flancos ( "edge trigger:ed " ) . El que hemos visto está 
s incronizado �or el flanco de subida ; también lo hay sincron! 
zado )?or el flanco de baj ada (es decir: , cambia de estádo cuan 
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do e pasa de 1 a O ) . No entramos ya en su circuitería lógica , 
que el  lector interesado puede consultar en la  bibliografía , y 
que , en cualquier caso , el  alumno estudiará en la asignatura -
de Electrónica Digital . 
Biestable tipo JK s incronizado . Tiene 5 líneas de en­
trada : S , R , J , K  y e (Fig . 3 . 5  a ) . 8 Y R se  util izan para pone� 
lo a 1 Ó a O de una manera asíncrona , es  decir , independient� 
mente de e ,  mientras que J y K son la puesta a 1 ó a O s íncro 
. nas . La ecuación que describe su comportamiento es 
Q ( t+1 )  s + R K Q + R e Q + R J e Q 
Aquí e l  valor lógico " 1 "  para e significa una doble  ,­
trans ición nivel baj o-nivel alto-nivel baj o .  Esto es  debido a 
la constitución interna , en la que no entramos , que incluiE:! -
dos biestables en una configuraci6n llamada "maestro-esclavo " . 
�or ello , las transiciones de la señal de salida , Q ,  se  dan -
en e l  flanco de baj ada de e .  El cronograma de la  figura 3 . 5  b 
i luqtra e l  funcionamiento síncrono ( 8  y R actúan como en un -
S R normal ,  y ,  en caso de conflicto , predominan sobre las  JK) 
e L r r n r "'""" 
J r I 
I 
K 
I r -I I I 
J S Q e 
K Q Q R 
r-
Q 
b )  
a )  
Fig . 3 . 5 .  
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3 ,  MODE LOS BÁS I COS DE  C I R CU I TOS SECU ENC I ALES , 
Recordemos que las funciones que definen un AF son 
q ( t+l ) ;::: f ( e ( t ) , q ( t ) ) 
s (t )  ;::: g (e ( t ) , q (t ) ) 
De ellas podemos deducir un primer modelo general para circui 
tos  secuenciales (Fig . 3 . 5  a ) ; consiste en disociar l a  parte 
cqn\b;i,nacional , realizable mediante circuitos lógicos que cal­
cul an f y, g ,  de la parte de memoria , que retarda en una uni-­
dad de tiempo q (t )  y s ( t ) . E ste seria el  modelo de Mealy , po� 
que s i  existe una funci6n de salida h :  Q + S ,  tal que s ( t ) = 
;::: h (q ( t ) ) ,  podemos ' establecer el modelo de Moore (Fig . 3 . 5b ) . 
e ( t )  ---�r-C-i-r-c-u-i-t-o----- s' (t )  =q ( e  ( t )  , q ( t )  ) 
q ( t )  
e ( t )  
q ( t )  
























� _________________ � memoria 
a) 




Circuito ... s ( t ) 
combinacional 
b )  
Fig . 3 . 5 .  
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Supongamos que E tiene 3 símbolos , a ,b , c ;  como los cir 
cuitas combinacionales son binarios , tendremos que codificar-­
los , haciendo , por e j emplo , a = 0 0 , b = 0 1 ,  c �. 1 0 . Por tanto , 
la  entrada " e "  serán en realidad , 2 hilos de entrada binaria : 
uno para e l  primer dígito del código , y otro para el  segundo . 
En �eneral , s i  E tiene 1 elementos , tendremos  n hilos , con n 
tal que 2
n-1  < 1 � 2n . Del  mismo modo , habremos de  suponer 
que en la realización con tecnología binaria s erán necesarios , 
en general , m hilos para la salida y p hilos para el  estado . -
De acuerdo con esto , el modelo básico de Mea ly en forma de dia 
. grama de bloques será el de la Fig . 3 . 6 ,  en donde ya se  supone 
que por todos los hilos  las señales son b inarias , y de igual -
modo podríamos dibujar el modelo básico de Moore . Para presci� 
d�r en la escritura de la variable t hemos adoptado el conve-­
nio , que seguiremos en adelante , de llamar z i a qi ( t+ l ) . 
! Circuito i : 
combinacional 
rL . � 
ql ' " . qp 




Fig . 3 . 6 .  
Con estas nuevas variables binarias la función f será : 
z . = f . ( e l , . . .  , e ' q1 ' . . . .  ' q ) , i ;= 1 ,  . . .  , m  1 1 . n p 
y análogamente g y h .  Si  definimos los vectores columna � f 9. r �: r :::' 
tendremos con notación vectorial : 
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s h (.ff) 
4 .  T I POS D E  C I RCU I TOS S ECUENC I ALES . 
En e l  ,Apartado 2 . 3  hemos vis to dos tipos de elementos 
con memo;r;-ia.: ' los  no sincronizados , y los s incronizados con 
una señal de reloj , C .  por otra parte , las señales de entrada 
pueden ser de cuatro tipos : impulsionales s íncronas o a sínero 
nas. y de nivel s íncronas o asíncronas ( Fig . 3 . 7 ) . Si se  utili  
z an unidades de memoria s incronizadas lo  normal es  que las  -
señales de entrada sean s íncronas , y así  tenernos cuatro tipos 
de c ircuitos secuenciales : 
- Tipo 1 .  Síncronos impulsionales . ( Elementos de mem� 
ria  sincronizados y entradas impulsionales s íncronas . 
Rel oj 
impulsos 
as  í ncrono s i'""'-...!I::::.J-_-.¡.. ..... ___ t.::I�UI.Ll.j.. ...... __ .....;;¡.... ___ ...¡._.....l:.&._$-
niveles 




s íncronos �l� _________ O ________________ -L_�l� ___ � ________________ �l� 
Fig . 3 . 7 . 
t 
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- Tipo 2 .  Síncronas de nivel ( Igual que las anteriores ,  
pero entradas de nivel )  . 
- Tipo 3 .  Asíncronas impulsionales . (Elementos de mem� 
ria no sincronizados y entradas impulsionales asín-­
cronas )  . 
- Tipo 4 .  Asíncronas de nivel . ( Como el tipo 3 ,  con en 
tradas de nivel )  . 
Las salidas serán síncronas ( impulsionales o de nivel )  
para el tipo 1 ,  y lo  mismo para el 2 ,  asíncronas ( impulsiona-­
les o de nivel )  para el tipo 3 y necesariamente asíncronas de 
nivel para el tipo 4 .  
Dependiendo de las características particulares de c� 
da aplicación se utiliza un tipo u otro de circuito secuen- -
cial . Aquí nos vamos a limitar para los e j emplos exclu$ivame� 
te a los tipos 1 y 2 
5. ANÁL I S I S  D E  C I RCU I TOS S ECU ENC I ALES . 
El  análisis  de un circuito secuencial consiste en ob­
tener su salida para una determinada cadena de entrada , o 
bien obtener su representación ya sea formal , ya en diagramas 
o tablas . El problema es conceptualmente muy fácil , y vamos a 
ilustrarlo, con un e j emplo sencillo . 
Consideremos el circuito secuencial  de la figura 3 . 8  
I I  - 9 4  
q 
L-________ -;º D k.-------' 
Q C ....--- Reloj 
F ig . 3 . 8 .  
-De la parte combinacional vemos que s = e 1 . e2 . q + z . 
. ( e1+e2+q ) , y z = e1 . e2+q . ( e1+e2 ) ,  y de la parte de · memoria , 
como e s  un bie.stable, tipo D ,  q = Z . C+q . C , es  decir , q mantie­
ne  su valor hasta que C pasa de O a 1 ,  instante en el que q -
pasa a valer z .  Supongamos que las señales de entrada son de 
n ivel ( sincroni zadas con C ) , que el estado inicial del biesta 
b l e  es  q = O ,  Y que introducimos las cadenas de entrada xl = 
= l O  01 1 0 . x2 ,= 1 0 1 110 . Durante el primer interva
lo de tiempo -
q=O , z=1 . 1+0 .  ( 1+ 1 )  1 ,  s = 1 . 1 . 0  + O .  ( 1+ 1+0 ) = O .Al llegar el 
s i guiente impulso de reloj q pasa a valer 1 ( pues z 1 )  , 
z = 0 . 0  + 1 .  ( O  + O )  == O ; s = 0 . 0 . 1  + 1 .  ( O  + O + 1 ) 1 .  S i  -
vamos anotando gráficamente estos resultados obtenemos el  cro 
nograma de la f igura 3 . 9 





Fig . 3 . 9 .  
E l  cronograma es muy útil para ver gráficamente e l  
comportamiento del circuito , pero s610 l o  representa para ' una 
determinada cadena de entrada . Para tener una representaci6n 
más general de este circuito podemos poner en forma de tabla  
todas las posibles combinaciones de  el ' e2 y q y las  resulta� 
tes para s y z .  Esta tabla (Fig . 3 . 10 a )  nos conduce inmedia­
tamente a la  tabla de transición (Fig . 3 . 10 b )  Y al  diagrama 
de Moore (Fig . 3 . 10 e ) . Obsérvese que este diagrama es prec;i.-
el 82 q s z 
O O O O O 
O O 1 1 O 
O 1 O 1 O 
O 1 1 O 1 
1 O O 1 O 
1 O 1 O 1 
1 1 O O 1 
1, 1 1 1 1 
a )  




F .i g . 3 . 10 .  
0 1  
0/1 
1/0 
b )  
11/0 
0 0/1 
e )  
1 0  1 1  
0/1  1/0  
1/0  1/1  
1 1/1  
10/1  
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sa�ente el  del aut6mata sumador binario , es  decir , el circui­
to de la figura 3 . 8  es  la  realizaci6n física de tal aut6mata . 
(La parte combinacional es  una etapa de sumador ) .  
6 .  S f NTES I S  D E  C I RCU I TOS  S ECUENC I ALES . 
6 . 1 .  Pasos de la s íntesis  
E l  diseño de  un  circuito secuencial se l leva a cabo -
siguiendo los siguientes pasos : 
a )  A partir de las  especificaciones , deducir una ta-­
bla de transiciones y/o un diagrama de Moore . 
b )  Minimizar el  AF . 
c )  Hacer una asignaci6n de estados . 
d )  Escribir la tabla  de transici6n en binario . 
e )  En funci6� del tipo de biestable utilizado , dedu-� 
cir las tablas de excitaci6n , que dan las  entradas 
necesarias al  biestable para cada transici6n . 
f )  De las tablas de excitaci6n , obtener las ecuacio-­
nes l6gicas de la parte combinacional . 
g )  Obtener l-as ecuaciones 16gicas de s h ( q )  • 
Dada la  diversidad de posibles especificaciones , no -
existe un método para el , paso a )  . 
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Para el paso b) puede seguirse el algoritmo estudiado 
en el Apartado 5 del Capítulo 2 . 
El paso c )  significa lo siguiente : Supongamos que el 
AF minimizado en el paso b )  tiene N estados . Como los elemen­
tos de memoria de que disponemos son bi narios , necesitaremos 
p elementos ,  con 2P-1 < N : 2P .  La asignaci6n de estados es -
una codificaci6n arbitraria de los N estados con p dígitos b� 
narios . El problema aquí es que según se haga una u otra cod� 
ficaci6n de las ( 2P ! ) / ( 2P - N ) ! posibles , el  circuito combina­
cional resultante puede ser más o menos complicado , y que no 
existe un método para saber cuál es la codificaci6n 6ptima , -
aunque sí hay algunas reglas en las que no vamos a entrar , 
que el lector interesado puede estudiar en la bibliografía .-
El paso e) consiste en obtener las tablas de verdgd -
de la parte combinacional . 
Para los pasos f )  y g) aplicaremos las técnicas cono­
cidas del Tema �L6gica " .  
6 . 2 .  Ejemplos . 
6 . 2 . 1 .  Detector de paridad . 
. El diagrama de Moore es el de la figura 2 . 6 .  Si  asign� 
mos a los estados los valores q1 = O Y q2 = 1 ,  la tabla de -­
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Escribamos la tabla de una forma l inea l ,  es decir , -
con una línea para cada combinac i6n posib l e  de e y q :  
e q z 
O O O 
O 1 1 
1 O 1 
1 1 O 
S upongamos ahora que vamo s a util i z ar un b iestabl e  t! 
po D ( s610 hace falta uno , pue s to que s610 hay dos es tado s ) . 
Deberemos anotar en c ada línea la entrada necesaria al b i esta 
ble para que .tenga lugar la tran s ic i6n corre spondiente . Por -
e j emp lo , en la primera l ínea , de q ( t )  = O se debe pasar a 
z = q ( t+ 1 )  = O .  Para ello , D = O ;  en la s egunda l ínea D 1 ,  
e tc . Así , podemos poner l a  tab l a : 
e q D 
O O O 
O 1 1 
1 O 1 
1 1 O 
que nos define D ( entrada del b i e s tab l e )  en funci6n de e ( t )  y 
g.( t ) , y s e  llama tabla de exc i tacione s .  De e l l a  deducimo s l a  
funci6n D :  
D e . q  + e . q  e � q ,  
y ,  como s = q , la rea l i z aci6n de l c ircuito será l a  de la fig� 
ra 3 . 1 1 a ,  o bien l a  de l a  f i gura 3 . 1 1 b .  En real idad , hemos 
tomado s = z ,  lo que nos permi te obtener s �on un interva lo 








Fig . 3 . 11 .  




b )  
Obsérvese que , debido a l  modo d e  funcionamiento del -
biestable D ,  l a  tabla de excitaciones se obtiene , s implemente , 
sustituyendo " z "  por "D " , ya que la salida del biestable en -
t + 1 es  j ustamente su entrada en t .  No ocurre lo mismo con -
el  JK . En efecto , si  tenemos que realizar la  transición de 
q O a z = O ,  las entradas J y K pueden ser ambas O o bien -
J O ,  K = 1 ( puesta a cero ) ; para la transición de q = O a 
Z 1 podemos hacer J = 1 ,  K = O ( puesta a uno ) o bien J = 1 ,  
K 1 ( complementacicSn) ,  etc . Así  podemos escribir la tabla  -
de exci taciones para este e j emplo : 
e q Z J K 
O O O O f! 
O 1 1 f! O 
1 O 1 1 f! 
1 1 O f! 1 
en la que hemos puesto "� " en los lugares donde es indiferen-
te que sea " O "  ó " 1 " ; como sabemos del Tema " Lógic a "  esto nos 
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ayuda en la minimiz aci6n del circuito . Las tablas de Karnaugh 
de J y K en función de e y q son : 
0) ,  
O O 1 
1 fJ' fJ' 
--� ---- --- -
de las  que obtenemos 
J = K = e ,  
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6 . 2 . 2 .  Reconocedor de 0 10 
E l  diagrama de Moore del AF reconocedor de l a  cadena 
O 10 es el de la  fig-ura 2 . 1 2 . Como hay 4 estados neces itaremos 
2 biestables . Hagamos la s iguiente asignación de estados : - -
q l  = 0 0 ;  q 2  = 0 1 ;  q 3  = 10 ; q 4 = 11 . Con e l lo podemos escribir 
l a tabla  de transiciones en binario , y, al mismo tiempo , para 
c ada transici6n , las entradas de los biestables ; s i  �stos van 
a ser JK obtenemos : 
II  - 1 0 1  
e q s Z 011 K1 J2 K2 
o . '0'0 o 0 1  o ff 1 ff 
o 0 1  o 0 1  o ff ff o 
o 10 O 11 ff O 1 f1 
O 11 1 0 1  ff 1 ff O 
1 0 0  O 0 0  O ff O ff 
1 0 1  O 10  1 ff ff 1 
1 10  O 0 0  ff 1 O ff 
1 11 1 10  ff 1 ff O 
Las 4 últimas columnas con la.s dos primeras definen ',... . 
las tablas  de exéitaciones . Si llamamos º1 y º2 ( salidas de -
los biestables )  a l  primero y segundo dígito de q , minimiz ando 
por Karnaugh podemos hallar las ecuaciones lógicas de las en-:-
tradas de los biestables en función de e ,  º1 y º2 ; el  resulta 
do es : 
Por otra parte . de las 3 primeras columnas s e  tendrá 
la función de salida , es 'leci:c , s en función de e ,  º1 ' º2 . · Mi 
nimiz ando resulta : 
Con J_o cual podemos trazar el  circuito de la figura -
3 . 1 3 
� 
:> 
= 1 - 10 2 
'" , 
.,-
e '" V 
r\ 
LJ ·  \ 
./ 1\ s LJ , - Q l Jl  C '----- Ql Kl -
· Q2 J2 sE-f--C -- Reloj 
Q? K? 
Fig . 3 . 1 3 .  
6 . 2 . 3 . Contador BCD módulo 10 .  
Partimos del diagrama de Moore de l a  figura 2 . 1 7 .  Co­
mo hay 10 estados necesitaremos 4 biestables  (2
3 < 10 < 2 4 ) ,  
que s upondremos del tipo JK . Codifiquemos los estados con los 
mismo s  dígitos que las salidas asociadas , e s  decir : 
s 2 
0 0 0 0  
0 0 0 1  
0 0 1 0  
1 0 0 1  
De esta manera s e  simplifica  al máximo e l  circuito que 
r ea l i z a  la función de salida , pues to que será s = q .  
Escribimos a continuación l a  tabla  de transición j unto 
I I - 1 0 3 





















o O O O 
O O O 1 
O O 1 O 
O 0 1 1 
O 1 O O 
O 1 O 1 
O 1 1 O 
O 1 1 1 
1 0 0  O 
1 0 0  1 
O O O O 
O O O 1 
O O 1 O 
O 0 1 1 
O 1 O O 
O 1 O 1 
O 1 1 O 
o .1 1 1 
1 O O O 
1 0 0  1 
z 
0 0 0 0  
0 0 0 1  
0 0 10 
0 0 1 1  
0 10 0  
0 1 0 1  
0 110  
0 111  
1 0 0 0  
1 0 0 1  
0 0 0 .1  
0 0 10 
0 0 1 1  
0 10 0  
0 1 0 1  
0 110  
0 111  
10 0 0  
1 0 0 1  

















































































Te nemos a s í  en fo rma de tab l a s  de verdad J .  y K .  en -1 1 
fun c i6n de e ,  º1 ' º 2 ' º 3 ' º 4 " Ob s � rve s e  que no e s tgn todas 
1 1  � 1 0 4  
las combinaciones de variables binarias de estado , debido a -
que sólo tenemos . . 1 0  estados de los 1 6  pos ibles con 4 varia- -
bles . Para tales combinaciones podemos tomar cualquier valor 
(!if ) en las J y K .  
La tabla de Karnaugh de J 3 s erá ! 
"- º3  � '  º2 º1 3º2 Q 0 0  0 1  1 1  1 0  ºO '"" 0 0  lº O __ 0 1  1 1  1 0  
D O  O O }t1 !if 0 0  O O !if !if 
0 1  O O }t1 !if 0 1  O O !if !if 
1 1  O O K1 .0 1 1  O O !if 
1 0  O O f1 f1 1 0  O 9 !if !if 
e = O e = 1 
y de e l la deducimos : 
Y ,  análogamente , 
K3 = e · ºO , 
J2 = e · Ql ,QO ; K2 e · Q1 · QO 
. J¡ = e · Q) "ºO ; K1 e · QO 
J O = e KO - e 
Result a  a s �  e l  circuito de la figura 3 . 14 
Fig . 3 . 14 .  
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' Reloj 
Hemos estudiado algunos de los elementos utilizados -
como memorias en la realización física de los AF ( circuitos 
secuenciales ) .  Conociendo el funcionamiento de los elementos 
que lo componen , el análisis de un circuito secuencial se pu� 
de l levar a cabo deduciendo paso a paso el cronograma corres­
pondiente a una determinada cadena , y también se puede obte-­
ner el diagrama de Moore , que tendrá , si  p es el número de 
elementos binarios de memoria , 2P estados . 
Hemos visto el procedimiento general para la s íntesis 
de circuitos secuenci.ales , ilustrándolo con algunos ej emplos . 
No hemos abordado , por su  mayor complej idad , el diseño de má­
quinas incompletamente especificadas ni el problema de la 
asignación de estados . 
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8 , NoTAS H I STÓR I CA Y B I B L I OG RÁF I CA .  
La tecnología de realizac ión de circuitos digitales -
ha evolucionado muy rápidamente en los últimos años , pero las 
técnicas básicas de diseño , independientes de esa tecnología , 
son las mismas de los años  6 0 . Por e so , libros de esa época , 
como el de BARTEE et  al . ( 1 . 9 6 2 )  constituyen aún una buena re 
ferencia . 
El alumno tendrá ocasión de ampliar los temas trata-­
dos aquí muy superficialmente en la asignatura de Electrónica 
de 4°  curso , y en la de Sistemas digitales , de 5 ° ,  Para el 
que ya esté interesado en profundizar en este campo podemos -
recomendar los libros de MUÑOZ ( 1 . 9 7 7 )  ( texto en la asignatu­
ra "Electrónica " ) , MANDADO ( 1 . 9 7 7 )  Y NAGLE et al . ( 1 . 9 75 )  
9 ,  EJ E RC I C I OS .  
1 .  Diseñar el sumador binario serie utili zando un biestable -
JK . 
2 .  En el  ejercicio 10 del Capítulo 2 ,  sup6ngase que los tres 
posibles s ímbolos de entrada se codifican en binario : 1=01 ¡  
2 = 1 0 ; 3 = 1 1  ( e s  decir , habrá dos hilos de entrada ) . Di­
señar el circuito secuencial correspondiente . 
3 .  El  códi�o " exceso de 3 " es un código BCD en el que la codi 
ficación de cada dígito natural se obtiene sumando 1 1 ) 2 a 
la  60rrespondiente codificación en BCD natural , es decir , 
O s e  codifica " 0 0 1 1 " ;  1 ,  " 0 1 0 0 " ¡ 2 ,  " 0 10 1 " ¡ . . . .  ¡ 9 , " 11 0 q " -
( es te código pel mite una complementación directa a 9 y s i� 
plifica la  s umil .'!ecimal ) . Dis eñar un contador módulo 1 0  en 
T ,. -- J I) 7 
exceso de 3 uti lizando biestables JK . 
4 . Disefiar contadores m6dulo 10 en BCD natural y en exceso de 
3 con b iestables tipo D .  
5 .  Disefiar circuitos con biestables JK y D para un aut6mata re 
tardador de 2 intervalos ( s ( t )  = e ( t- 2 ) ) . 
6 .  Disefiar un circuito que gobierne el funcionamiento de tres 
luces (verde , roj a y amari lla)  reguladoras de tráfico . La -
luz verde deberá permanecer encendida durante 4 0  seg . , con 
la roj a  apagada ; al cabo de este tiempo la situaci6n cambia 
rá ( verde apagada , ro j a  encendida )  durante otros 4 0  seg . , y 
así  s ucesivamente . La luz amarilla  s610 se  encenderá ( s imu! 
táneamente con la  verde ) durante los diez segundos que pre­
ceden al encendido de la roj a .  Para ello , el circuito ten-­
drá tres salidas binarias (V , R ,A )  y una sola entrada consis  
tente en impulsos de  período 10 seg . 
7 .  Disefiar un circuito secuencial que simule la situaci6n des­
crita para el "castillo encantado " (Apartado 1 . 4 . 3  del Cap! 
tulo 2 ) .  

CAP I TULO 4 .  
AUTO�1ATAS RECONOCEDORES Y LENGUAJES REGULARES 
l .  RECO NOCEDOR F I N I TO 
1 . 1 .  Definición 
Hemos definido en el Capítulo 2 un lenguaj e ,  L , sobre 
un alfabeto , E ,  como un subconj unto cualquiera de E * . En este 
Capítulo vamos a ver que ciertos lenguaj es  pueden asociarse -­
con aut6matas finitos que sirven como reconocedores de las ca 
denas pertenecientes a tales lenguajes . 
Un h e eo no e e d o h  6�n�to d e  un leng uaj e L e� un  A F  q u e  -
� 6l o  ae epta  l ah eadena� d e  d�eho leng uaj e ,  en el  sentido de -
que , inicializado en un estado predeterminado , q r si  se  le -
introduce una cadena de entrada x l E L , da un símbolo final -
de s a lida que corresponde a " aceptación " (por ej emplo , s = 1 ) , 
mientras que para x l � L produce una sal ida de "no aceptaci6n " 
( por  ej emplo , s == O ) . En adelante s upondremos siempre que ha-
b lemos de reconocedores que se trata de máquinas de Moore . P9.. 
demos entonces hacer abs tracción del alfabeto de salida y de 
la  función g , y considerar el subconj unto de estados F e Q 
que producen la sal ida de aceptaci6n , a los que llamaremos es 
tados finales . De acuerdo con esto , daremos la siguiente def i 
nición formal : 
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", o n d e : 
E e s  u n  c o n j u n to f i n i t o ( a l f a b e t o  d e  e n t ra d a )  
Q e s  u n  co n j u n t o  f i n i t o ( c o n j u n to d e  e s t a d o s ) 
f e s  u n-a f u n c i ó n f :  E x Q 4- Q ( f u n c i ó n d e  t r a n s i c i ó n )  
q l b Q e s  u n  e s t a d o d e s i g n a d o  c o m �  e s t a do i n i c i a l  
F e Q e s  u n  c o n j u n t o  d e  e s t a d o s  d e s i g n a do s  c o mo e � t a  
d o s  f i n a l e s .  
L l a m a r emo s L ( R ) a l  c o n j u n to d e  c a d e n a s  a ce p t a d a s  p o r  
R ,  e s  decir  
* L ( R) = { x  e E I f ( x , q1 ) e F }  
Segufremos el convenio d e  repre'sentar en los diagra-­
ITas  de Moore los  estados de  aceptación con un círculo dob le , 
T en las tablas de transición , encerrados en un c írculo . 
1 . 2 .  E j emplo s . 
1 .  ' a  b 
q1 q 2 q4 
q2 q2 q3 
a , b  @ q 4 q 3 
F ig .  4 . 1 .  q4 q4 q4 





@ g3  
g 3  g4  
g4 g4 
Fig . 4 . 2 .  
L ( R2 ) { l ,  10 1 ,  1 0 10 1 ,  . . .  } = { 1 ( O l ) n l n > -
a , b , c  a b 
gl g2  g3  
@ gs gs  
g3  gs  gs  
@ gs qs 
Fig . 4 . 3 .  CIS qs CIS 
L ( R3 ) { a ,  be }  
4 .  
1 2 
R ' 2 (�� q1 CI1 ql @ CI3 q3 
F i g . 4 . 4 .  
q3 q3 q 3 
( R4 ) "" { 3 , 1 3 , 11 3 ,  1 1 1 3 , . . .  12 3 , 1 2 2 3 ,  . . .  , 2 1 3 , 
n n2 n3 
{ 1 
1 2 • 1 
n4 2 • • • •  3 I n1 , n2 · . . . .  > O }  -


















2 1 1 3 , . .  } =  
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2 , LENG U AJES  ACE PTADOS POR R ECONOCEDORES F I N I TOS , 
2 . 1 .  P l anteamiento del problema . 
�odemos �reguntarnos si , dado un lenguaj e cualquiera , 
* 
L c: E , podemos siempre encontrar un reconocedor finito , R ,  -
tal  que L ( R) = L .  Observemos que esa pregunta ya l a  habíamos 
dej ado planteada , en t�rminos más generales , en el  capítulo 2 ,  
cuando , a l  final del Apartado 3 . 1 ,  decíamos : dada una máquina 
¿podemos encontrar su circuito? 
Baste un ej emplo para demostrar que existen lengua jes  
a los  que no corresponde nin�dn reconocedor finito . Considere 
mos E = { O , l } ,  y sea L = { ln I n  � 1 } . Supongamos que existe -
un R ,  con p estados ,  tal que L ( R) = L .  Para cadenas del tipo 
x = li tendremos que f ( li , ql ) e F si i es un cuadrado perfec-° 1 _ P to o Para las  p+l cadenas Xo = 1 , xl = 1 o . ,  • •  xp - 1 tendre-
mos como estados resultantes f (xo , ql ) ' f ( x1 , ql ) , . . . .  , f ( xp , q1 ) '  
pero como el  reconocedor sólo tiene p estados , al  menos dos -
de estos  �stados resultantes deberán ser el  mismo : f ( l i , q1 ) 
= f ( l j , q1 ) ' con j - 1 � p .  Entonces , si  e l  reconocedor acepta 
n2 2 + ( ' ' ) n2 1 tambi�n deberá aceptar 1n . J -� ya que f ( l , q1 ) = . 2 . 2 . . 2 . . 
f ( 1 � 1 n - 1 I q 1 )  =
' f [1. n - � , f ( 1  � , q 1 ) ] f [ 1 n - � , f ( 1  J , q  1 ) J = 
f ( l j 1n
2 - i
, ql ) f ( l
n2 + ( j - i )  q1 ) '  Ahora bien , s iempre pode-
mos tomar n suficientemente grande como 
y ,  por tanto , ( n+1 ) 2_n2 > ( j - i ) , con lo 
2 2 para que ( n+ 1 )  -n  > p ,  
que n2+ ( j - i )  « n+ 1 ) 2 
no será un cuadrado perfecto , y el reconocedor responderá in-
2 + ( ' ' ) correctamente al  aceptar ln J -
� 
Vemos pues que l 0 6  l e n g uaj e6 aeeptado6 p o �  alg an � e eo 
, 
vlo ee d o �  6 �nLto ,� o n  tu ¡ (, ub eo nj unto d e  :tO d06 lo .6 l eng uaj e6 p 0 6 f 
* 
b .t e,� 6 o b it e  E • 
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Ahora podemos preguntarnos :  ¿ e. XL6 t e.  atg una pJw p'¿e.dad 
q u e  Qa�aQte�'¿ e e.  a t O A  t eng ua j e4 q ue & o n  aQe.ptado 4  p o �  un �e.Q� 
reo Qe.do� Mn.,¿to ? Si  tal propiedad exi ste parece lógico pensar 
que pueda deducirse de la  c apacidad del reconocedor para res­
ponder de distinto modo él. diferentes cadenas de entrada . 
2 . 2 .  Relación equirespuesta de un reconocedor finito . 
En el  Capitulo 2 definirnos de una manera general el  -
comportamiento de entrada-estados de un AF como un homomorfis 
mo K :  <E * , ) -i> ( QQ , <» , tal que a cada x e E * corresponde una ­
transformación entre estados f K (x ) : Q - Q ,  Y esto nos permi--
* tió definir una relación equirespuesta en E tal que x � y si  
y sólo s i  K (x )  = K (y ) , e s  decir , las  cadenas x e y estarán en 
relación s i  y sólo s i  producen la  Ti¡isma transformación entre 
estados : (x � y) + �  f (x , q . )  = f (y , q . ) , Vq .  e Q .  Ve{amos que -1 1 1 * esta relación es  una relación de congruencia en <E , > y par-
* ticiona E en un número finito de c lases de equivalencia ( es 
decir , es  de �ndice f inito , menor o igual a nn , s iendo n e l  -
número de estados ) . 
En el  caso del reconocedor finito , e l  e stado inicial , 
ql, es fij o ,  y el  c o mpo r t a m i e n to d e  e n t r a d a - e s t a d o s  será más -
bien una función KR : E
* � Q que aplica a cada x e E* un q é Q 
de tal manera que KR (x )  f (x , ql ) '  Podemos igualmente definir * una r e l a c i 6 n eg u i r� s p u e s t a , �R ' en E : 
x �R Y si  y sólo si  f (x , ql ) 
E sta relación , como es  fácil ver , es  una relación de equiva-­
lencia . Además , (xa y )  + ( x  �R y ) , pero no a la inversa ( se -
dice que � !efin� �R) ' por lo que en la  partición de E
* indu 
cida por �R habrá un número igual o inferior de clases  de equ! 
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valencia  que e n  l a  inducida por � .  
* 
S i  bien � es una relación de congruencia en <E , > ' �R 
s610 e s  una relación de congruencia derecha . Esto quiere de-­
cír que (x =R yl + (xz =R y z ) , pero en general ,  no es  cierto 
que ( zx �R zy ) . En efecto , si l lamamos qi = f ( x , ql ) = Í (y , ql ) 
y q . = f ( z , q . ) ,  tendremos : f ( xz , ql ) = f ( z ; f (x , ql » = f ( z , q . ) =  J 1. 1 
= qj y análogamente f (y z , ql ) = qj ; s in embargo f ( zx , ql ) = 
= f [x , f ( z , ql ) ] que en general será diferente de f [y , f ( z , ql) ] 
A�L p ue� , a �ada ft e e o n o eedo ft 6inito eo ftfte� p o n d e  una 
* 
p añtiei6n  d e  E en ela� e� d e  e q ui vale n eia tal q u e � i  d o �  eade-
na�  e� tán e n  la  mi� ma ela� e amb a� eadena� eo ndueen al  mi� mo  e� 
tado . A d emá� , ��ta ft elaei6 n de e q ui v al e n eia e� de lndiee 6ini­
to  ( me n o ft  o ig ual �ue nn , � ie n d o  n el n amefto de  e� tado� d el ft� . * 
e o n o e e d o ft )  y e� una ftelaei 6 n  d e  e o n g ftu e n eia defteeha en  E . Ve� ., 
mos cómo pueden aplicarse estas conclusiones para caracterizar 
a los lengua j es  aceptados por reconocedores finitos . 
2 . 3 .  Condici6n para que un lengua j e  sea aceptado por un re 
conocedor finito . 
* Dado un lenguaj e L e E , definimos la r e l a c i ó n d e  c o n  
� ue n c i a  d e r e c h a  i n d u c i d a  po r L ,  �L ' así : 
* 
( x  �L y )  +->- (x z e L -<-+ Y z e L ) 'V x ,  y ,  z e E 
E s  evidente que se trata de una relaci6n de equivale� 
cia ,  Para ver que también es una congruencia derecha basta s u  
poner que z = zl z 2 ' con 1 0  que 
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Vamos a demostrar ahora l a  principal  conclusión de es 
te Apartado 2 :  
* 
L e E e� un l e n g uaj e ae eptado p o �  un �ee o no eedon  6i -
nito � i  y � 6l o  � i  la � elaei6n de eo ng�ueneia d e�eeha  induc ida 
po�  L tien e  lndi e e  6inito . 
Veamos primero que s i  L 
ce finito : 
= L ( R) entonces � tiene índi L 
a )  Por definición de �R ' (x "' R y )  � .  ( f ( x , ql ) = 
b )  Por ser NR úna dongruencia derecha ,  
e )  Es  claro que 
d) Y también que 
e )  Por definición de �L ' 
[ (x z  e L )  � ( y z  e L ) } � ( x  =L y )  
f )  E l  razonamiento constituido por las premisas b ) . c ) , 
d )  Y e )  nos lleva a la conclusión de que 
(x  = y )  + ( x  � y )  R L 
( �R refina a �L ) '  Por consiguiente , e l  índ i c e  ( número 
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de  clases de  equivalencia )  de la  partición i nduc i d a  -
* -en E por � es igual o inferior al  de l a  partición -L 
inducida por �R ' Y como ésta es  de índice fini.to , 'J L 
también lo será 
A la inversa ,  supongamos que L es  un lenguaj e  que in-
* d uce una relación de congruencia derecha én E que es de índi 
ce finito . Vamos a construir un reconocedor finit.o , RL , t:al -
q ue L ( � ) = L .  Llamemos [x] él la  clase de equivalencia de - -
* E */�L que contiene- a x e E . Entonces definimos 
d onde 
* { [x] } ºL E /�L ( finito , puesto que � es (le índi L 
ce finito) 
[x] ) [xy] "'¡' y e E * fL (y , 
ql [A J 
FL { [x] I x e L }  
( FL está bien definida , pues s i  Xl e L y x2 e L ,  se�­
gdn la definición de �L ' haciendo z = A , vemos que -
Xl �L x2 ' es decir , [xl] = [x2J ) 
El lengua je  aceptado por este recono cedor ser á :  
{ y I [y 1 e FL } = { y  I y e L }  L 
, ! 
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Además , RL está en  forma mínima . En  efecto , s i  qL 1 
= [xl] fuera equivalente a qL = [x2J ,  esto 2 
( fL (y , [x1] ) e L )  �-+ ( fL ( y , [x2] ) e L ) , ti Y e 
querría decir  que 
* 
E , Y por la def� 
* 
nición de fL , ( [  X1Y] e L )  +-+ ( [X2Y] e L ) , -V- y  e E , es decir , 
Xl �L X2 ; xl y 
por lo que qL 1 
en la misma clase de equivalencia , 
3 .  CONJU NTOS REGU LARES Y EXPRES I ONES  REGULARE S . 
3 . 1 .  Los problemas de análisis y de s íntesis . 
Acabamos de ver una condición necesaria y suficiente 
para que un lenguaj e sea aceptado por un reconocedor finito . -
El  problema de análisis consiste en deducir el lengua j e  asoci� 
do a un determinado reconocedor , y el de síntesis en encontrar 
un reconocedor cuyo lenguaj e sea un lenguaj e  dado . Ambos pro-­
blemas los tenemos en teoría resueltos . En efecto , para el an! 
lisis , basta enumerar las cadenas que son aceptadas , como vi-­
mos en los e j emplos de 1 . 2 . ;  para la s íntesis , hay que encon-­
trar las clases de equivalencia  de la relación de congruencia 
derecha inducida por L y construir el reconocedor como se ha -
indicado más arriba . El inconveniente está en que , al poder 
ser  L un conj unto infinito , no es fácil trabaj ar con él , y no 
s iempre podemos representarlo de una manera condensada , como -
hacíamos en los ej emplos de 1 . 2 . ; además , s alvo en el  caso de 
que L sea finito ( como en el e j emplo 3 ) , no tenemos un algori! 
mo para encontrar las clases de equivalencia inducidas por L .  
E n  este Apartado vamos a exponer una herramienta , las 
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expresiones regulares , especialmente introducida para traba-­
jar con los lenguaj es aceptados por reconocedores finitos , y 
que nos permitirá l legar a algoritmos para resolver los pro-­
blemas de análisis  y de s íntesis . 
3 . 2 .  Conj untos regulares . 
En primer lugar vamos a definir tres operaciones en -
i, 
e l  conj unto { L1 , L2 . . . .  } de s ubconj untos de E ( lenguaj es so--
b r e  E)  : 
a )  Uni6n : 
b )  Concatenaci6n : 
c )  Cierre u operaci6n estrella : 
00 * 
L = { t d U { L }  U { LL }  U {LLL } . . . .  U 
n=O 
* * 
. D e c i mo s  q u e u n  s u b c o n j u n t o  d e  E , L RCE  , e s  r e g u l a r  -
s i  y s ó l o s i  
* 
a ) . L R e s  u n  s u b c o n j u n t o  UJ:1i t o d e  E 
( p u e d e  s e r  L 0 ) ,  
o b i e n , 
b )  L R p u e d e  o b t e n e r s e  a p a r t i r d e  s u b c o n j u n t o s  fi n i - ­* 
t o s  d e  E m e d i a n t e u n  n ú m e r o  fi n i t o  d e  o p e ra ci ó n e s 
d e  u n i 6 n ,  c o n c a t e n a c i 6 n  y c i e r r e . 
3 . 3 .  Expresiones regulares 
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Las expresiones regulares se introducen para descri-­
bir los conjun tos regulares ,  y como éstos son lenguajes , las 
expres iones regulares serán metalenguajes . 
Seguiremos e l  convenio de designar por l a l al conjunto 
descrito por la expresión regular a . 
Definimos ahora el  conjunto de expresiones regulares 
sobre un alfabeto E = { el ' . . . .  ' en } y las operaciones suma , -
concatenación y cierre de la siguiente manera recursiva : 
a )  11. ,  � Y ei ( i=l , . . .  , n )  son expresiones regulares � 
tales que 1 11. 1 = { 11. } ¡ 1 0 1 = fJ y l ei l = { ei } ( i=l , . . .  , n ) ¡  
b )  s i  a y S son expresiones regulares , a + S es una ex 
presión tal que l a  + s l = ! a l  U I s l ; 
e )  s i  � y S son expresiones regulares , a S  e s  una ex-­
presión regular tal que l a s l  2 l a l I s l ; 
* d )  si  a es una expresión regular , a es una ex� �esión 
* * regular tal que l a  I = l a l  . 
Como estas tres operaciones corresponden a las utili­
zadas para ,definir los  conjuntos regulares ,  a todo conjunto -
corresponderá al menos una expresión regular . 
Veamos algunos e j emplos . 
E Expresi6n regular , a  Conj unto regular , l a l 
1 .  { a , b } 
2 .  { 0 , 1 }  
3 . { a , b , c } 
4 .  { l , 2 , 3 } 
5 .  {e1 , e2 , . .  
. . .  , e  } n 
6 • { ü , 1 } 
7 • { O , l } 
* * aa bb 
* 1 ( O l }  
a+bc 
* ( 1+2 )  3 
( 0 1 )  
* * O 10 
* 
Conj unto de todas las cade-
* nas de E constituídas por 
"a " seguido de " a "  cualquier 
número de veces (o ninguna ) , 
s eguido de "b " y seguido de 
"b"  cualquier número de ve­
ces (o  ninguna) . 
Conj unto de cadenas que em­
piezan por " 1 "  y sigue ( 0 1 )  
cualquier número de veces -
(o  ninguna) . 
{ a ,  bc } 
Conj unto de cadenas forma-­
das con los símbolos 1 y 2 
sucediéndose cualquier núme 
ro de veces ( y en cualquier 
orden) I y siempre terminan­
do la cadena con el símbolo 
3 .  
* E 
Conj unto formado por A y to 
das las cadenas constitui-­
das por la cadena 0 1  repet! 
da cualquier número de ve- ­
ces . 
Conj unto de todas las cade­
nas que tienen un " 1 "  ( y  s6 
10 uno ) 
." 
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Obsérvese que los cuatro primeros ej emplos correspon-:­
den exactamente a los cuatro ej emplos de 1 . 2 .  
D o s  e x p re s i o n e s  r e g u l a re s  su n �tg�� l e s s i  d e s i g� a n  a l  
m i s mo c o n j u n t o  r e g u l a r :  . :<, ' ... . � 
" . 
( a  == S )  +-+ l a l 1 13 1 
Teniendo esto presente Q es fácil  demostrar l as siguie!!. 
tes p ro p i e d a d e s  d e  l a s e x p r e s i o n e s  re g u l a re s : 
1 .  Asociatividad de la concatenación : a ( Sy ) = ( a S ) y 
2 .  Distributividad de la suma : a S  + ay = a ( S + y )  i 
Sa  + ya = ( S  + y )  a 
3 .  � es e lemento neutro para la suma : a + � = �. + a = a 
4 .  � es un cero para la concatenación : a� 
5 .  JI. es elemento neutro para la  conca 
tenación : 
6 .  Propiedades de la  operación cierre : 
'* '* * '* '* * '* 
a )  ( a  + S )  = ( a  + S ) = ( a  S ) 
'* '" '* b )  ( a  + 1\. )  = a + JI. = a 
'* '* c )  aa + JI. = a 
* * 
d )  1\. = � = 1\. 
Por e j emplo , para demostrar que ( a  + a )  
a 1\.  =' 1\.a = a 
'* '* '* '* 
( a  t3 ) 
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tendremos en cuenta que : 
* 2 
I ( a + S )  1 = { A } U l a + s i  U l a  + s i  u • • •  • = 
y por otra parte 
2 2 
{ A } u l a l  U I s l U l a l  U l s l  u l a l l s l V l s l l a l  u ' · ·  
* * * * * * * 2 
I ( a  S )  1 "" · { A } U l a  S l U l a  S 1 \J • • • • •  = 
* * * * * * -
= { A } V l a  l i s l U l a l i s I l a l i s 1 u • . • • •  
2 2 
{ A } V l a I U I S I U l a l  V I s l  ti l a l l S I " I S l l a l  Ú 
Pasemos ahora a ver que xo d o � to�  teng uaj e� a e epxado� 
po� � e e o n o eedo �eh n¡n¡x o �  � o n  eo nj unxo�  �eg uta�e� y q u e xo do 
co n j unxo � e g uta� e� un t eng uaj e ae eptado p o �  un �eeo n o e e d o �  -
6¡n¡x o , to  q ue n o�  va  a p e�m¡t¡� � e� a t v e� to� p�o btema� d e  
an�t¡� ¡� y de  � lnt e� ¡� , � e� p e ex¡ vament e . 
4 ,  RESOLU C I ÓN DE  LOS PROB LEMAS D E  ANÁL I S I S  Y D E  S Í NTES I S  D E  
U N  R ECONOCEDOR F I N I TO ,  
4 . 1 . Análisis 
4 . 1 . 1 .  Teorema de análisis  
T o d o  l e n g u a j e a c e p t a d o  p o r  u n  r e c o n o c e d o r  f i n i t o e s  -
u n  c o n j u n to re g u l a r .  
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S upongamos que e l  reconocedor finito tiene n estados , 
Q { qi ' . . . • ' qn } ' con estado inicial qi y con estados finales 
F { qf ' qf ' · · · · qf } ( n  > r �O ) . E l  legguaj e aceptado es : 1 2 r 
L ( R) 
con R . . = {x l f (x , q . )  = q . } ( conj unto de cadenas que l levan del 1.J 1. J 
estado qi al estado qj ) '  Basta entonces demostrar que los Ri j 
son conjuntos regulares . 
Vamos a definir R� . 
J. ]  ( O  2 k <  n )  como e l  conj unto de 
cadenas que l levan de qi a qj sin pasar por ningún ql tal que 
1 > k .  En particular , Ri� serán las cadenas que l levan de qi 
a qj sin  pasar por ningún otro estado , por lo que son sfmbo'-­
los , es decir , es un subconj unto de E U { A }  y ,  por tanto , es -
k- i  regular . Supongamos que Ri j  e s  regular para todo i y j � k�l  
. k Y demostremos que enuonces R . . es regular . En efecto , bas:ta ­
J. J 
comprobar que 
lar , R . .  1. J 
k Entonces , R . .  es regular para todo k ,  y ,  en particu--1J 
R� . es regular . 1 J 
Como coro l a r i o  d e l  teorema anterior se desprende un -
p r o c e d i m i e n to para obtener l a  expresi6n regular del l eng ua j e  
aceptado por un determinado reconocedo r . En efectO r l lamamos 
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a� . a l a  expresi6n regular que designa a l  conj unto R� . :  lJ  l J l a� · 1 = . l J . 
= R�j ; entonces ,  s i  q1 es  el  estado inicial , la  expresi6n re­
gular de L ( R) será 
{ a  + I f 1  
ro s i  r = O 
s i  r > O 
Los a . .  s� calcularán recuisivamente teniendo en cuen l J 
ta los  conjuntos a los que representan : 
I CX � J.I 
i I 
k a . . l J 
CXij 
{ e  e E U { i\ } 1 f ( e , q . ) =  q . } l J 
4 . 1 . 3 . Ej emplos 
O < k < . n 
. Vamos a tomar los mismos cuatro ej emplos de 1 . 2 :  par­
timos de los diagramas , y debemos l legar a la  expresiones re­
gulares  que ya conocemos . 
1 .  8610 hay un estado final , g3 ' luego la  expres i6n � 
regular será 
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Pero 3 ::::: 50 ,  como p e  ve directamente en el  diagr� a 4 3 
ma de Hoore , por lo que 
4 · 3 2 2 2 * 2 (( 1 3 ::::: a 13 ::::: a1 3 
+ 
a13 ( 3 3 ) a 3 3  
Calculemos pues 2 2 a13 y a 3 3  
2 1 1 1 * 1 a 13 ::::: a 13 + a12 ( 2 2 )  (:' 2 3 
( también se  ve directamente en el  diagrama ) · 
Luego : 
2 * * a 1 3  � 50 + a ( a ) b  aa b 
* 
b + 50 ( A )  50 
2 Podríamos calcular a 3 3  de manera análoga , pero ya 
b 
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2 . 
2 * se ve directamente en e l  diagrama que saldrá a33=b 
Por tanto , 
* * * aa b + aa bb 
3 * * * 
a1 3 = aa b + aa
*b (b ) b * 
* * * * aa b ( A + b ) = aa bb 
Como s610 hay un estado final , q2 ' la expres i6n 
gular será : 
4 3 
a1 2  a1 2  = a1 2  
3 
+ a1 4  
3 * a 4 4 ) . 
3 a4 2  
re 
3 S e  ve sobre el  diagrama que a4 2  = � ,  por lo que ya 
no tenemos necesidad de calcularla , ni  de calcular 
3 3 a1 4  ni a44 : 
2 2 2 Omitimos , los cálculos de a1 2 , a3 3  y a3 2 , que se ha 
cen por el  mismo procedimiento de reducci6n , resul 
tanda : 
2 = 1 ;  a1 3 
2 l O ; a3 3 
2 = 10 ;  a32 = 1 
( En  los - cálculos intermedios resulta una expresi6n 
de la forma �* ; no o lvidar que �* = A, no � ) .  
S ustituyendo y aplicando las propiedades de las 
operaciones , 
1.[ - 1 2 7  
1 + 10 ( 1 0 ) * 1 = ( 1\+10 ( 1 0 ) * ) 1  ( 10 ) * 1 = 1 ( 0 1 ) * 
Dej amos como ej ercicio la obtención de las expresio-­
nes regulares de los otros dos e j emplos . (En el  ej emplo 3 hay 
dos estados - finales , q2 y q4 ' por lo que la expresión será 5 5 a1 2  + a1 4  = a1 2  + a1 4  = . . . . . .  ) . 
Como se hc,brá observado , el  procedimiento es bastante 
engorroso para apl icarlo manualmente , pero es un algoritmo g� 
neral que puede programarse para su e jecución automática . En 
la e jecución manual a veces puede simplificarse intuitivamen­
te ; así ,  cuando decíamos , en el ej emplo 1 ,  que se  ve directa­
mente en el diagJ:ama que a�3 = ro ,  lo que nos evita muchos c,á.!, 
culos . De hecho , s i  el diagrama no es muy complicado , es pre­
ferible obtener la expresión regular por simple inspección . 
4 . 2 .  S íntesis  
4 . 2 . 1 . Teorema de síntesis 
T o d o  c o n j u n t o re g u l a r  es  u n  l e n g u a j e a c e p t a d o  p o r  u n  
r e c o n o c e d o r  f i n i t o .  
Hay pub licadas variRs demostraciones de este teorema , 
b a stante laboriosas todas ellas , por lo que , a fin de no alar 
gar exces ivamente estos apunte s , nos permitimos no incluir 
ninguna , remitiendo a l  lector a las notas b:Cb liográficas del 
Apartado 6 ,  En camb i o , nos parece interesante dar un algorit­
mo que permite deduc i r  d i rectamente el reconocedor de un con­
j unto regular denotado POy su expresión regul ar . Para ello ne 
c e s i t:amo s  .introduc i r  un nuevo concepto : el de derivadas de 
una expre s i 6n regul a r  
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4 . 2 . 2 .  Derivadas de una expresi6n regular 
Consideremos una expresi6n regular , a , que des i.gna a un 
conj unto regular LR , l a l = LR , Y consideremos el subconj unto 
de LR formado por todas las  cadenas de LR que empiezan por un 
determinado símbolo , e .  Definimos e l c O c i' (� n te  i z q u i e r d o  d e L R  
p o r  e ,  LR
\e , como e l  conj unto resultante ,de suprimir e en to­
das e sas cadenas : 
{ x l ex E LR } 
y definimos la  d e r i v a d a  d e  a r e s p e c t o  a l  s í mb o l o e ,  Dr, ( a ) ,  -e 
como la  expresión regular de LR \ e .  (Es fácil ver que s i  LR -
es regular , LR \ e t�mbién lo es ) . 
Por e j emplo , sea a 
* 
abc + d + a c ,  es decir , LR = I a l =  
{ abc , d , c , ac , aac , . . . .  } .  
Entonces ,  
y las  derivadas serán las respectivas expresiones regulares :  
D ( a )  a fJ' ;  D ( a )  c 
Veamop algunas propiedades de las derivadas así  defi-­
nidas . De la , definición es  inmediato comprobar que : 
a )  
b )  D ( A) � D (�) = � e e 
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Ya  no  es  tan inmediato calcular la derivada de  la  con 
catenación de dos expresiones regulares ni la del cierre de -
una expresión regular . 
Supongamos que y=a �  . Si  l a l  no contiene la cadena v� 
cía , iI. ,  al  suprimir " e "  en las cadenas de l a� 1  resultarán las 
cadenas derivadas de a (es  decir , todas aquellas que comien-­
cen por " e " ,  suprimiendo " e " )  concatenadas con las cadenas ·de 
� :  De ( a � )  = [De ( a ) J � . Pero si  A e ( a )  entonces l a � I  contiene 
también a todas las cadenas de � ,  por lo que habrá que añadir 
De « (3 )  • .  Si introducimos la expresión ó ( a )  tal que 
ó ( a ) � si  A ¡3 l a l 
ü ( a )  == A si A e l a l 
entonces podemos representar ambos casos en una sola expresión : 
d )  D ( a  B )  = [D ( a ) "] � + ó ( a )  D ( � )  e e Q e 
Finalmen"te , veamos cómo se  calcula la derivada de la 
operación cierre . Sabemos que 
por lo que 
.1< 
D ( a  ) e 
* 
l et l  = { A }  U l a l u l a l  l a l U l a l  l a l l a l 
D ( A l + D ( a )  + D ( aa )  + D ( aaa)  e e e e 
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S i  J\ rf- l a l  
== De ( a )  [J\  + a + aCi + . . . .  ] == 
Si J\ S l a  I llegamos. al  mismo resultado . En efecto : 
+ D ( a ) + lD ( a ) ] c1a+D ( aa ) + . . .  e e e 
que se  reduce a la  misma expresión anterior teniendo en cuenta 
la idempotencia de la suma . Luego : 
e )  * D ( a  ) e 
* a 
Teniendo en cuenta estas cinco propiedades se  puede 
calcuÍar la derivada de cualquier expresión regular sin tener 
que formar previamente el conj unto cociente . 
Hemos visto la derivación respecto de un s ímbolo , eSE ; 
la operación se  puede extender a derivación respecto a una ca­
dena definiendo : 
DJ\ ( a )  == a 
Dxe ( a )  = De [Dx ( a ) ]  
S �  puede demostrar (por inducción sobre la  longitud de 
las cadenas ) que el conj unto de derivadas diferentes de una ex . . 
I 
* presión regular , es decir , { Dx (a )  x e E } es  finito . 
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4 . 2 . 3 ,' Algoritmo de  s íntesis . 
P a r a  c o n s t r u i r  u n  re c o n o c e d o r  e n  fo rma  m í n i ma d e l  -
l e n g u a j e  d e n o t a d o  p o r  l a  e x p r e s i ó n , re g u l a r  a s e  p u e d e s e g u i r 
e l  s i g u i e n t e p r o c e d i m i e n t o : 
* 
1 . C a l c u l a r { Dx ( a )  I x b E } · 
2 .  E l  e s t a d o  i n i c i a l e s  q l  = a ; l o s o t ro s  s o n  l a s d i ­
fe r e n t e s  D x ( a ) . 
3 . L a  f u n c i 6 n d e  t ra n s i c i 6 n e s  f ( e , a )  
4 .  E l  c o n j u n t o  d e  e s t a d o s  f i n a l e s e s  F 
4 . 2 . 4 .  E j emplos . 
Para ilustrar la apl icaci6n del algoritmo anterior va­
mos a tratar los mismos cuatro e j emplos de 1 . 2 . Teníamos allí  
cuatro reconocedores ; l as expres iones regulares de  los  corres -­
pondientes lengua je s  las obtuvimos en 3 . 3  y 4 . 1 . 3 .  Pues bien , 
ahora partiremos de esas expresiones y comprobaremos que , con 
el algorit:mo de s íntesis  f llegamos a los diagramas ori.ginales . 
D ( o, )  a 
D ( o. )  a o.  
E j emplo 1 ,  
* '1< 
aa bb 
D ( a \ a a ' 












( a )  ( a  bb ) 
o ( a )  
o ( a )  
D ( a  a 












= A  a bb + 
* * 
rf a bb + 
* * 
� 
o l a ) Da (bb ) 
'k * * 
D ( a  bb ) :::a bb El. 
* -A' 
rf Db ( a  bb ) =  Yf 
* 
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* * 
D ( a,)  a bb + M) a 
* * * * Aa bb = a bb - D ( a ) a 
Al repetirse la derivada , ya no segui.mos derivando 
respecto de a .  Tampoco es necesario derivar Db Ca ) , puesto que , 
al ser r ,  cualquier derivada posterior será � .  Nos queda pues 
por calcular Dab ( a ) .  
* * * * * * D t ( o, )  a )  Dp ( a  bb ) Db ( a  ) bb + o l a ) Db (bb ) 
* * A [Db (b ) b 
* * 
Db ( a ) a bb + + o ( b )  Db (b  ) J  
* * * * * 
r a bb + Ab + r A b b 
Calcularemos ahora las derivadas terceras a partir de 
Dab ( a )  ( puesto que �sta es la dnica derivada segunda que no es 
igual a ninguna anterior ) . 
* * * Daba ( a ) := D (b ) D (b ) b r b r a a 
* * * Dabb ( a )  Db (b  ) Db (b ) b b Dab ( a ) 
Al salir una r y la otra repetida ya no es preciso 
que sigamos derivando . 
Segdn el  algoritmo , el conjunto de estados será 
Q = { ex ,  Da ( a ) , D b ( a ) , D ab (a )  } 
De las derivadas calculadas , la dnica que contiene la 
* 
c adena vacía es Dab ( a )  = b , por lo que 
F { Dab ( a )  } 
y la  función de transición será : 
f ( a  , a ) = Da ( a ) ; f (b  , ex )  == Db ( CI. )  
f ( a , Da ( a )  ) D ( a ) ;:: D ( a )  aa a 
f ( a , Db (a »  = Dba ( a )  = Db ( a )  
f ( a , D ab ( a »  -- D b ( o )  a a 
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Podemos así  dibuj ar e l  diagrama de la  figura 4 . 5 ,que es  
e l  mismo de la  figura 4 . 1 ,  con q1 = a ;  q 2 == Da C a )  i q3 = Dáb ( a ) ¡ 
q4 == Db C a ) . 
-) 
a , b 
Fig . 4 . 5 .  
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Ejemplo 2 .  
;( 
La expresión regular es a = 1 ( 0 1 )  Calculemos las de 
rivadas  hasta que aparezcan repetidas : 
* * 
DO ( 1 )  ( 0 1 )  + o ( 1 )  DO ( 0 1 )  
* * Dl ( a )  = Dl ( 1 )  ( 0 1 )  + 0 ( 1 )  Dl ( 0 1 )  
DO O  ( a )  D� l ( a )  = � 
* 
[DO ( O l ) ]  D10 (a ) DO r ( O l ) ] ( O  l ) 
* D11  ( a ) D1 C ( 0 1 )  J � 
Por tanto , 
La función de trans ición será : 
� .  
. * ( O  1 )  
= 1 ( 1 0 )  
f ( l " u ) = D J  ( a )  
f ( O , DO (a » 
f ( 0 , D1 ( a » a ; f ( 1 , D1 ( ex »  
* 
'"' a 
L légamos así a u n  diagrama de Moore como el  de la  fig� 
ra 4 . 6  que , aparente�ente , corresponde a un reconocedor dife-­
r e n te de l original (F ig . 4 . 2 . ) . No hay ning- ún error . Lo que 
ocurre e s  que este algoritmo que estamos aplicando nos da e l  -
! � c onocedor en forma mínima , y el de la  f igura 4 . 2 no lo está . 
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r-- _O_-.....,I!oi!/ 
0 , 1  
Fig . 4 . 6 .  
Invitamos al lector a aplicar el  algoritmo de minimi zación ex-o 
plieado en e l  Capítulo 2 al AF de la  f igura 4 . 2  para ver - que -
se l lega al mismo AF de la figura 4 . 6 .  
E j emplo 3 .  
a = a + be 
Derivadas : 
fI. + 1) = fI. 
Db ( a )  = Db ( a )  + Db (be )  = 1) + e - e 
D ( a ) = D ( a )  + D (be )  = 1) e e e 
D ( a ) = Dab ( a )  = D ( a ) 1) = Dc ( cx i  aa ac 
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Dba (a ) D ( e )  � ;:: D ( a )  a e 
Dbb ( a )  ;:: Db ( e )  ;:: � D ( a )  e 
Dbe ( a )  D ( e )  ;:: A ;:: D ( a )  e a 
D ( a )  ;:: Deb ( a )  = D ( a )  = ' � = D ( a )  - ca  ce  e 
F = {Da ( a )  } 
Funei6n de transiei6n : 
f ( a ,  a ) = Da ( a )  ; f eb , a ) = Db ( a )  ; f ( e  , a ) = De ( a ) 
f ( a , D  ( a » :=:D ( a ) =D ( a ) ; f (b , Da ( a » =D b (a ) =D ( a ) ; f ( e , Da ( a » = a aa e a ·  e 
= D ( a ) ;:: D ( a )  ae e 
= D ( a ) · =- D ( a )  , b e  a 
f ( a , D  ( a » =D ( a )  =D ( a ) ¡ f (b , D  ( a » =D b ( a ) =D ( a ) ¡ f ( e , D  ( a » = e ca e e e e e 
= D ( a ) ;:: D ( a )  c e  e 
Co'n esto , resulta el  diagrama de la  figura 4 . 7  f que es 
distinto del original de la  figura 4 . 3 .  La explicaci6n es la  -
mi sma del - e j emplo anterior : el de la  figura 4 . 3  no está en for 
ma mínima ( q2 y q4 son equivalentes ) 
e 
E j emplo 4 .  
Derivadas : 
' ...... a , b , c 
......... �--- --- -----" "- , .. -
Fig . 4 . 7 .  
* 
a = ( 1  + 2 )  3 
* * 
D1 ( a )  = Di [ ( 1+ 2 ) ] 3 + 8 [ ( 1+ 2 )  ] D1 ( 3 ) ::: . 
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a , b , c  
[D1 ( 1+2 ) ]  ( 1+ 2 )
*
3 + 11. 10 = ( 1+ 2 )
*
3 = a 
* = ( 1+ 2 )  3 = a 
* * 
D 3 ( a )  = D3 [ ( 1+2 ) J 3 + 8 [ ( 1+ 2 )  ] D3 ( 3 ) 10 + AA A 
Q ::: { a ,  D 3 ( a ) , D3 1  ( a ) } 
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Calculando los  valores de  la  función de  transición se 
llega a un diagrama idéntico al de la figura 4 . 4 ,  con ql = a ,  
q2 = 
D3 ( a ) , q 3 = D 3 1 ( a )  • 
5 ,  RESUMEN . 
Orientándopos ya hacia las relaciones entre lengua j es 
y autómatas , hemos definido un reconocedor f�nito com� un ti­
po particular dé autómata f inito en el que existe un estado -
inicial fi jo  y el  alfabeto de salida consta sólo de dos s ímbo 
los , correspondientes a la aceptación o no aceptación de la -
cadena de entrada . .  
Hemos demostrado la  condición general que debe cumpl ir 
un l engua j e  para que todas sus cadenas s�an aceptadas por un -
reconocedor f inito : que la  relación de congruencia derecha in­
ducida por el lenguaj e tenga índice finito ( ese índice es , pre­
cisamente , igual al número de estados del reconocedor)  . 
S e  han definido los conj untos regulares , que , según 
los teoremas de análisis · y s íntesis, son j ustamente los l engua­
jes que pueden ser aceptados por un reconocedor finito . Las ex 
presiones regulares constituyen un metalenguaj e para describir  
d e  una manera cómoda a los conj untos regulares . El algoritmo -
de análisis  permite , dado un reconocedor finito , deducir la ex 
presión regular del lenguaj e que acepta ese reconocedor . A la  
invers a , hemos visto un  algoritmo de  s íntesis mediante el  cual 
se llega a1 diagrama de Moore de un reconocedor finito minimi­
zado correspondient� a una expresión regu l ar dada . 
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6 .  NOTAS H I STÓR I CA Y B I B LI OGRÁF I CA 
Los conceptos de conj unto regular y expresión regular , 
así  como los teoremas de análisis  y s íntesis , se deben a KLEE 
NE ( 1 .  9 5 6 )  . 
La demostraci.ón del teorema de análisis  que hemos se­
guido e s  la de McNAUGHTON y YAMADA ( 1 . 9 6 0 ) . 
P ara e l  teorema de s íntesis  existen varias demostra-­
ciom�s . Quizá  la más utili zada es la debida a RABIN y SCOTT 
( 1 . 9 59 ) , que precisa  de la introducción de un tipo especial -
de autómata que no tiene interpretación física : el  autómata -
no determinista ( o  "posibilístico " ,  como prefiere llamarlo :A� 
B IB ( 1 . 9 6 9 ) , ya que no interviene la idea de probabi lidad) . -
Una generali zación de este autómata es el l lamado sistem� de 
transición (OTT y FEINSTEIN , 1 . 9 6 1 ) , que permite l legar a un 
algoritmo bastante cómodo para la s íntesis . Sin embargo nos 
ha  parecido que el  algoritmo de s íntesis más manej able  es  e l  
basado e n  e l  trabaj o de BRZOZOWSKI ( 1 . 9 6 2 , 1 . 9 6 5 ) , que intro 
duj o el concepto de derivada de una expresión regular . 
Las anteriores referencias tienen un interés más b ien 
histórico . Para ampliar este Capítulo es preferible dirigirse 
a libros de carácter general , como los ya citados  en el Capít� 
l o  2 ,  o e l  de HOPCROFT y ULLMAN ( 1 . 9 6 9 ) . 
Los cuatro ej emplos que hemos utili zado reiteradamen­
te están adaptados de SCALA y MINGUET ( 1 . 9 7 4 ) . 
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7 .  EJERC I C I OS 
1 .  Dada la  tabla  de transición 
a b c 
ql q2 q6 ql 
q2 q3 qs ql 
q3 q3 q4 ql 
q4 q7 q7 ql 
qs q6 qs ql 
q6 q7 q6 ql 
@ q7 q7 ql 
correspondiente a un reconocedor finito , hallar la expre-­
s i6n regular correspondiente al  lengua j e  aceptado por ese  
reconocedor . 
2 .  Apl icar e l  algoritmo de s íntesis  a la  expres ión regular en 
contrada en el  e j ercicio anterior . 
3 .  Apl icar el  a lgoritmo de análisis  al  reconocedor de l a  cade 
na 0 1 0  ( Cap . 2 ,  Apartado 4 . S . 2 ) y al reconocedor de 3 2 1  ( Cap . 
2 ,  E j ercicio 1 0 ) . En esos ej emplos s e  utilizó " reconocedor " 
con un sen'tido distinto 'del definido en este Capítulo . ¿Cu� 
les  son las di ferencias ? �  
4 .  Dar una expres ión regular correspondiente a l  detector de -
paridad par � otra al  detector de paridad impar , y aplicar 
el algoritmo de s íntesis para obtener los correspondientes 
reconocedores . 
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5 .  Disefiar un circuito secuencial gue d� una salida " 1 "  cuando 
la cadena de entrada tenga un número de · " unos " congruente a 
* * * * O (mod 2 ) . (La expresi6n regular es u= O ( 1 0  10 ) ) 
6 .  Considérese un reconocedor finito definido por : 
". 
e 
a b c d 
q .--.;.. 
gl g2 g3 g4 g4 
q2 q3 q2 q4 g4 
. 
q3 g 3 g 3 g3 g3 
� g 3 g3 g4 g4 
Hal l ar una expresi6n regular de las cadenas aceptadas por el 
reconocedor , y disefiar un circuito secuencial para la  reali-
e .,1.- --'1' ;  
zaci6n del reconocedor con biestables JK . 
Los dos e j ercicios s iguientes , tomados de BOOTH ( 1 . � 6 7 ) , 
desarrol lan una técnica gráfica para obtener l a  expresi6n -
regular . directamente del diagrama de Moore . 
7 . Las siguientes expresiones regulares básicas describen a 
los conj untos regulares de los reconocedores correspondien­
tes . ( El  estado inicial es siempre g1 ) :  
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EXEresión regular Di'agrama Diagrama reducido 
1 )  a �. 
2 )  a + b ~ 
* @J a � 3 )  a 
4 )  ab � 
* Gr0J � 5 )  ab 
* �. � 6 )  a b 
* * � 7 )  ( ab )  a=a {ba ) � ab � � ~ 
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a )  Comprobar que las expresiones regulares correspon­
den efectivamente a los diagramas . 
b )  Utilizar esas relaciones para obtener l a  expres i6n 
regular del reconocedor dado por la tabla : 
a b 
q1 ql q2 
q2 q4 qs 
q3 qs ql 
q4 q3 q2 
@ q4 qs 
8 .  Util izando como punto de partida las relaciones básicap es  
tablecidas en el  ej ercicio anterior , desarrollar una técni 
ca general gráfica de análisis  para deducir la expresi6n -
regular de cualquier reconocedor finito . 

1 ,  1 NTRODUCC 1 ÓN 
CAP I TULO 5 ,  
AUTOMATAS ESTOCASTI COS 
Los AF estudiados hasta ahora son modelos de sistemas 
discretos con memoria ( s istemas secuenciales ) . Implícitamen te , 
venimos suponiendo que tales s istemas son deterministas , es  -
decir , dado un estado y un s ímbolo de entrada , el estado si-­
guiente y el  s ímbolo de  salida vienen determinados por las - -
f unciones f y g respectivamente . Pero · se dan situaciones cuya 
complej idad funcional y la imposibilidad de analizar todos 
los  f actores que intervienen hacen que sea preferible model aE 
l as a partir de la  idea de probabilidad . Tal ocurre , por - ej e� 
plo , cuando la  fiabilidad de los componentes es pequeña , o 
c uando se  quiere modelar órganos o procesos de los sistemas -
vivos . Así ,  s i  observamos que , estando en el estado ql y reci 
b iendo entrada el el  sistema pasa al estado q2 un 8 0 %  de las 
veces y al  q3 un 2 0 % , diremos que f ( e1 , ql ) = q2 con probabi li 
dad 0 , 8  y f ( e1 , ql ) = q 3 con probabilidad 0 , 3 .  Esta es  la idea 
básica del autómata probabilista  o estocástico . 
P�ro quizá  el mayor inter�s de los autómatas estocás­
ticos . e stá en su capacidad adaptativa y de aprendi zaj e .  No p� 
demos dej ar de exponer en este Tema , aunque sea en l íneas muy 
gener a l e s , la teor í a bás i c a  de los autómatas de aprendi zaj e , 
cuya s ap l icaciones son ya numerosas , pero se prevé que lo - -
sean mucho ma s :  control adaptativo , reconocimiento de formas , 
reconoc imiento de l engua j e s  natura l e s , e tc . 
E' i.nalmente , también damos unas ideas sobre un concep-
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to algo antiguo que n o  ha perdido actualidad : las redes de 
neuronas tormales . 
2 .  A�TÓMATAS ESTOCÁS T I COS 
2 . 1 . Definición 
P 1 a . 
donde : 
U n  a u tó m a t a  e s t o c á s t i c o o p r o b a b i l i s t a  e s  u n a  q u í n t u -
A p < E , S ,  Q ,  P ,  h > , 
E ,  S ,  Q son , como en los autómatas deterministas , los 
alfabetos de entrada y salida y el con j unto de estados , que -
supondremos finito : 
h :  Q -+ S es la función de salida ( consideraremos sólo 
autómatas de tipo Moore ) , que se  supone determinista . 
P :  E x S -+ [O , lJ n es la f u n c i ó n d e  p r o b a b i l i d a d e s  d e  
tr.a n s ; c i ó n :  
P (e , q ) (Pi ( e , q ) , P ¿, ( e , q )  1 ' ·  • ' Pn ( e , q ) ) I 
donde O < 'p . ( e , q) < 1 es la probabilidad de que , estando en -- · 1 
el estado q y recibiendo la  entrada e ,  se pase al estado qi ' 
( D ,oóerá cumplirse que 
¿ Pi ( e , q ) :=: J ) . 1,,,, 1 
I I  - 14 7 
S i  consideramos todos los estados en que puede encon­
trarse el autómata cuando recibe una entrada e ,  podemos defi­
nir una m a tr i z d � pro b a b i l i d a d �s d e  t r a n s i c i 6 n , M (e ) : 
de modo que el  elemento m . . � p . ( e , q . )  de M ( e )  es la  probabi-�J J 1. 
l idad de pasar del estado qi al qj bajo la acción de la  entra 
da e .  
* 
S i  x = e1e2 . . . .  em e E , es fácil demostrar , por indu� 
c ión sobre m ,  que M (x )  � (P j ( x , qi » ) � M ( el ) . M ( e2 ) . . . . . .  M ( em) .  
U n  A F de:teJLm,{nú :ta e6  LL/1 c.a.6 o paJLt.J...c.u.taJL d e.t e.6 t.o 'c.á.6 -
t.J...c. o . En el  caso estocástico , m . .  e [O , lJ , V en e l  determinis � J - . -
ta  m . .  e { O / l } .  En cualquier caso , la  suma de los elementos -1. J 
de cada columna en todas las matrices M debe ser la  unidad . 
Sea un autómata estocástico defi.nido por 
E S :=  { O , l }  
Q { ql , q2 } 
h ( ql ) = O ;  h ( q2 ) = 1 
( 0 , 7 ;  0 ( 3 ) ; P ( l , ql ) ( O , 4 ¡ 0 , 6 ) 
( 0 , 2 ;  0 , 8 ) 
Podemo s repre s e n tar e s te autóma t a  por un d i a g r ama de 
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Moore ( Fig . 5 . l ) , indicando �obre cada trans ici6n l a  probabi­
lidad asociada-. 
0/0 , 3  
1/0 , 6  
0/0 , 6  
1/0 , 2  
Las matrices de probabilidades de transici6n corres-­
pondientes a los dos s ímbolos de entrada son : 
0 , 7  0 , 3 -0 , 4  0 , 6 
M ( O )  M ( l ) 
0 , 6  0 , 4  0 , 2  0 , 8 
S i  por ej emplo estamos interesados en la respuesta a 
la c adena x = 011 , tendremos : 
0 , 7  0 , 3  0 , 4 0 , 6  2 0 , 2 6 8  0 , 7 32 
M ( O ll ) = 
0 , 6  0 ., 4  0 , 2  0 , 8 0 , 2 6 4  0 , 7 3 6  
Así ,  l a  probabilidad de pasar de ql a q2 baj o l a  ac-­
ción de x = 011  es 0 , 7 3 2 . Al mismo resultado se llega si  se -
consideran las cuatro pos ibilidades existentes para pasar de 
q1 a q 2 con una cadena de longitud 3 : 
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o 1 1 
---t¡. q 1 ------j¡> ql- q2 : probabili dad = 0 , 7  x 0 , 4  x 0 , 6  = 0 , 16 8  
O 1 1 
-+ q1 -� q2 ----t> q2 : probabilidad 0 , 7  x 0 , 6  x 0 , 8  = 0 , 3 36  
O 1 1 
� q 2 ------jl> q 2 ---li? q 2 � probabilidad 0 , 3  x 0 , 8  x 0 , 8  = 0 , 19 2  
O 1 1 
-""""q2 -q1 ------e>q2 : probabilidad = 0 , 3  x 0 , 2 x 0 , 6  O ,  ° 36 
Probabilidad tot:al <= 0 , 7 3 2  
2 . 3 .  Reconocedores estocásticos 
S iguiendo la misma l ínea del Capítulo 4 ,  podemos defi 
nir un reconocedor estocástico como 
Rp = <E , Q ,  q1 ' P ,  F> , 
donde ql es  e l  estado designado como inicial y F c: Q es el  
conj unto de  estados finales . ( Algunos autores introducen tam­
bien la indeterminaci6n de tomar un estado inicial u otro , y ,  
en lugar de q1 ' incluyen un conj unto , � = { � 1 ' � 2 ' • . . .  �n } ' 
que representa las  probabilidades asociadas a cada estado ini 
cialmente ) . 
E l  e studio de los lenguajes  aceptados por reconocedo­
res estocásticos es más complicado que en el caso determinis­
ta , ya que una mi sma cadena puede ser aceptada por el  recono­
cedor en unas oca s i o n e s  y recha z ada en otras . La probabi�idad 
," 
de que x e E sea aceptada será 
p ( x )  = � Pi ( ql ' x )  
i 
1 1  - 1 5 0  
As í ,  e n  e l  e j emplo anterior , si  ql e s  el  estado inicial y q2 
el  final , p ( O il )  = 0 , 7 3 2 . 
Se  define el lengua j e  aceptado por un reconocedor esto 
cástico haciéndolo depender de un parámetro , A  , l lamado punto 
de corte del lenguaj e :  
* 
LRP ( A )  = { x e E I q ( X » \ }  
y s e  demues tra que tales lengua j es son una generalizac ión de 
los conjuntos regulares . 
3 .  AUTÓMATAS ESTOCÁS T I COS D E  ESTRUCTU RA VAR I AB LE , 
U n  a u t ó m a t a  e s t o c á s t i c o  o p ro b a b i l i s t a  d e  e s t r u c t u r a 
v a r i a b l e ,  A P E V , e s  u n a  s é x t u p l a 
A P E V  = < E , S ,  q ,  P ,  h ,  A > ,  
donde E ,  S , Q ,  P ,  h tienen e l  mismo s ignificado anterior , y A 
es un a lgoritmo llamado e s g u e m a d e  a c t u a l i z a c i ó n o e s q u em a  d e  
r e f u e r z o  que genera P t+l a parti::: de P t ' St y et . Así en un -
APEV las  probabilidades 'de transición no son siempre las  mis­
mas , s ino que van evolucionando en función de su valor ante--
¡ 
rior , de l a  respuesta Gltima y de la  entrada . E� ta Q a�aQte�l! 
t�Qa e� la q u e  Qo n 6� e�e  al A P E V  la Qapa c�dad de adapta�� e y -
d e  ap�e n. d efL . 
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4 .  AUTÓMATAS D E  AP R E ND I ZAJ E 
4 , 1 .  Concepto de aprendi zaj e .  
Las palabras " adaptaci6n " y " aprendi z a j e "  tienen dife 
rente s ignificado segGn qui�n las utiliza . En pSicología re-­
presentan conceptos bastan te diferentes , mientras que en ing� 
niería suelen tomarse como s in6nimos . 
Aquí nos l imitaremos a <;1efipir e l  aprendi zaj e como la  
c a p a ci d a d  d e  un � i� t ema p a� a  m e j o �a �  l a  p40 b a bili da d d e  emi - ­
ti4 una � e� p u e � t a  e O �4 e et a  e o m o 4e¿ ult a d o  d e  l a  i nte�a e ei 6 n  -
(00 n 6  u e rl.�t o 4 n o . Esto implj. ca  que e l  entorno tiene capacidad -
de eva luaci6n de l a s  respuestas del sistema . Un esquema gene­
ral de un proceso de aprendizaj� es el de la figura 5 . 2 .  
e 
En"torno 







. actual i z a  c 16n 
-� 
o 5 . 2 .  
. 
s Evaluaci6n 
( entorno ) 
De ac uer d o  con lo dicho , un APEV en interacción con -
un e n to r no ( F1g . 5 . 3 )  puede presentar un comportamien to adap-
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tativo que . le confiera capacidad de aprendizaj e .  A� 1 ,  un  aut6 
mata de  apnend�zaj e  � ená un APEV q ue a p ena en  un entanno y a� 
tual�za  � uó pno bab�l�dadeó de  tnan� �e�6n de  aeuendo e on  la� -
entnada� nee�b�da� del entonno pana mej o nan � u  eampontam�enta 
en alg an � ent�dQ e� pee� 6�eada . 
e € E s € S 
APEV 
Fig . 5 . 3 .  
En psicología ,  un aut6mata de aprendizaj e puede ser -
un modelo del comportamiento de un organismo ' ba j o 'es tudio , 
donde el  APEV será el modelo del organismo y el entorno esta­
rá representado por el experimentador . En una aplicaci6n de -
ingeniería , tal como el control de un proceso , e l  controlador 
es el APEV, y el resto del sistema , con sus incertidumbres , ­
constituye . el entorno . 
Las respuestas del entorno son frecuentemente b ina- -
rias , es decir , E { a , l } , y a una de ellas se le llama "res­
puesta de pr�mio " y a la otra "respuesta de castigo " . 
La utilizaci6n de un aut6rnata de aprendizaj e s610 ti� 
ne interés cuando el comportamiento del entorno es desconoci­
do , puesto que si no fuera así ,  un AF determinista nos resuel 
ve el problema . Generalmente se supone que el entorno es ale� 
torj.o ,  y la  probabilidad de que produzca salida " 1 " dependerá 
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de su entrada , .es decir , de  la  respuesta s del autómata . Así , 
s i  S tiene r elementos , tend�emos r probabilidades C .  ( i  = 1 , 2 , � 
. . .  , r ) de que el  entorno de salida " 1 " . A estas probabi lidades 
se  les llama probabilidades de castigo . 
Para j uzgar e l  grado de aprendizaj e se  define un cast! 
go medio recibido por el autómata : en un instante t ,  si el au­
tómata prdduce la salida s ;  con probabilidad p .  ( t ) , e l  castigo ..L .  1-
medio condicionado a P ( t )  es : 
M ( t )  = E [e ( t )  I P ( t ) ] r L: Pi ( t ) Ci i=l 
Si  suponemos que en t = O el  autómata escogerá una sa 
l ida u otra con igual probabilidad se  tendrá 
M ( O )  
r 
El u� o del tl�mino " ap�endi z aj e "  � 6lo tiene  � entido -
� i  M ( t )  � e  va haci endo meno�  q ue M ( O ) . Según cómo sea esa te� 
dencia se definen unos tipos u o tros de autómatas , y s e  estu­
dian los esquemas de actualización necesarios para conseguir­
los .  
5. NEU RO NAS FORMALES 
Se ha visto cómo todo AF puede realizarse físicamente 
mediante e lementos electrónicos correspondientes a funciones 
lógicas combinacionales y a funciones de memori a . Otra posi-­
b l� realización es  mediante "neuronas formales " ,  Una neurona 
I I  - 1 5 4  
f ormal e s  un modelo , más o menos s ilnplificado (generalmente muy 
s implJ':ficado) ,- de la célula nerviosa  de los organismos superi2. 
res . ml más sencillo de tal es modelos es la  neurona formal de -
McCullot::h ... ., Pitts , que se puede definir como un AF en e l  que 
5 . 4 .  
a )  S == Q { O , l } . ( ,'' O '' se  l lama "estado inhibido " y 
" 1 " , "estado excitado " ) . 
b ) E ;=: n { O ,; }  I es decir , hay n hilos de entrada bina--
rios ; cada uno de ellos , ei , lleva aso­
ciado un peso , w . .  Si w .  > O la entrada 1 1 
se dice que es " excitadora " ,  y s i  w . < O , 1 
" inhibidora " .  
c )  Las funciones f y h son : 
n 
( 1 )  q (t+l ) 
1 si  . L 1 W . 8 .  > K 1 ==  1 1 -
n 
O s i  . L 1 ((i . e .  < K ,  ;1 =  1 1. 
siendo K una constante de la  neurona , l lamada -
"umbral "  
( 2 )  s (t ) q ( t ) 
La representaci6n gráfica puede ser la de la  figura -
e n 
F ig . 5 . 4 .  
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Obsérvese que la neurona formal a sí  definida corres-­
ponde exactamente q la puerta de umbral que se  def inió en el  
Tema " Lógica " ( Cap . 6 ,  Apartado 5 ) . La  finica diferencia está en 
que ahora suponemos que existe un retardo en el  interior de la 
neurona . De hecho , la lógica de umbral se ha desarrollado pa­
ra formal i zar e l  estudio de las redes neuronales . 
Una red neuronal es una combinación de neuronas forma 
les  interconectadas . Ya McCulloch y Pitts demostraron que to-' 
do AF admite una realización física mediante una red neuronal .  
Neuronas formales más complicadas se  obtienen consid� 
rando los pesos w .  y/o el  umbral K aleatorios . E sto conduce a 1 
redes neuronales aleatorias , muy interesantes desde el  punt� 
de vis ta de model ación de sistemas neurofisiológicos , pero 
que también encuentran aplicaciones en ingeniería . Así ,  una -
de las primeras máquinas para reconocimiento y clasificaciÓn 
de formas , e l  perceptrón , era una red de ese tipo . 
6 .  NOTAS H I STÓR I CA Y B I B L I OG RAF I CA 
El concepto de autómata estocástico fue introducidc -
a l  comienzo  de los años 6 0  en USA ( RABIN , 1 . 9 6 3 )  pensando más 
b ien en el  obj etivo de mej orar la  fiabilidad de los  circuitos 
secuenciales OrVINOGRAD y COWAN , 1 .  9 6 3 )  que en su  aplicación a 
s istemas de aprendiz aj e .  
El  interés por los s istemas de aprendiz a j e  tiene su -
o rigen en la URSS . TSETLIN ( 1 . 9 6 1 )  introduce la  idea de util i  
z ar AF deterministas e n  un entorno aleatorio como modelos de 
aprendiz aj e .  Algo más tarde , VARSHAVSKII  y VORONTSOVA ( 1 . 9 6 3 ) 
demuestra n que el  número de estados se reduce si  s e  utili zan 
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aut6matas éstocásticos con �ctualizaci6n de  las probabilidades 
de trans�ci6n (es decir , con estructura variable ) . 
Una buena referencia para adquir�r una visi6n global 
del estado de los estudios sobre aut6matas de aprendiz a j e  es 
e l  artículo de NARENDRA y THATHACHAR ( 1 . 9 7 4 ) . 
E l  primer modelo de neurona fue el  propuesto por McCQ 
LLOCH y P ITTS ( 1 . 9 4 3 ) . Posteriormente , VON NEUMANN ( 1 . 9 5 6 )  in­
trodujo la noci6n de probabilidad en la neurona formal para -
demostrar que , gracias a la  redundancia , se  pueden sinteti zar 
sistemas muy fiables a partir de elementos poco fiables . Ac-­
tualmente se  estudian redes neuronales a base de neuronas for 
males  más complicadas y realistas que las McCullóch y P i tts 
(umb ral y pesos aleatorios ,  introducci6n de un período refrac 
tario , etc . ) . 
Las redes neuronales se suelen utilizar como herra-­
mienta para el  estudio matemático de los aut6matas (ARB IB ,  
1 . 9 6 9 )  Y tambien como modelos de interés neurofisio16gico ( C� 
LLE , 1 . 9 7 7 ) . Dos l ibros de divulgaci6n recomendables sobre es  
tos puntos son  los  de  ARBIB ( 1 . 9 6 5 )  Y S INGH ( 1 . 9 7 6 ) . 
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CAP I TULO 1 
ALGOR I TMOS 
O ,  I NTRODU CC I ÓN ,  
La  palabra alg o �itm o procede del apel lido latinizado -
de un matemático árabe , Mohamed ibn MGs� al  - Khowari zml ( o  a l  
- Kh�rezmi ) que , e n  8 2 0  y 8 2 5  d .  d e  C . , escribió respectivame� 
te dos tratados , e l  primero de cálculo con los números hindúes 
y e l  segundo de resolución de ecuaciones . La deformación del -
título de esta última obra ha originado el  nombre de álgebra -
con el  que se conoce a. la  rama de las  matemáticas consagrada -
a l  cálculo l iteral . 
En nuestro s iglo , no solamente se  ha hecho más frecuen 
te el uso del término alg o �itmo , s ino que su contenido , su si� 
nificación precisa , ha s ido explorado con ahinco . En la  técni­
ca de los computadores es palabra de empleo cotidiano , si bien 
es necesario advertir que no demasiados profesionales de los � .  
computadores l a  conocen y emplean en su sentido profundo . Lo -
cierto es  que la  aparición de los computadores con s us extraoE 
dinarias posibilidades de cálculo y de almacenamiento de inf0E. ., 
mación ha impulsado increiblemente el  estudio de los á.lgorit- :': ' 
mas . Tanto es  así  que a veces  es difícil  percibir que pueden . "':  . .  '.
d istinguirse d o �  eampo�  d e  inte�é� : uno de índole fundamental 
en matemáticas , en donde se  p lantea la  pregunta de �i tienen  -
� o luei6n eie�to� tip o�  d e  p�o blema� , lo  q ue e� e q ui v al ente a -
p�eg unta�� e � i  exi� te  un alg o �itmo q ue eo nduz ea 4 i emp� e  a una  
� o lueión  pa�a e� a ela� e d e  p�o bl ema . E l  otro campo tiene rel a­
c ión con la  misma existencia  de las  máquinas computadoras ( en 
un sentido muy genera.l , de los autómatéis ) y en é l  se investi--
I I I  � 8 
gan l O A  p�o bl ema� q u e  A u�g en  d e  la aplieaei6n d e  �al e� m�q ui- -
na� al pho e e� dmie n�o d e  
terre l ac ionado s .  h a s t a  e l  
O !L -itmo.é" Ambo s  c ampos e s tán muy in� 
o.e que no :30n fác i l e s  de de L í. < · 
mi t ar s us frontera s .  Por e j emp l o , que l a  computab i l i -
dad o Qal Qulabi�idad � ludiendo a l  éle. \3et(-:; rrni nados 
probl ema s puede inves 
cia de c á l c ul o  ari tm� t i co o 16g100 de l o s -
l e s . 
Nues tro enfoque de este tema hará más 
s e gundo c ampo de interés . Trataremos de dar una vis i6n 1 0  más 
comp l e t a  que sea p o s ib l e  � d e n tro de un cr1 terio de s imp l i f i c a <� 
c i6n� , de l concepto de a l go r i tmo , de s u  r e l a c i6n con l a  progr� 
mac i 6 n  de l o s  c omput adores y ,  en e s p e c i a l , de s u p l Emteam1 ento 
en términos de un �ut6mata muy par t i c u l ar , la máquina de Tur ing . 
E l  presente c ap í tu l o  se ded i c a  b á s i c ame nte a de finir -
e l  concepto de a l gori tmo . P r ime ro emp i e z a  con un a s  d e f i n i. c i o -� -· 
nes d iver s as no tot almente c o i n c i de ntes que s e  contr a s tarán . -
S e  p a s ar á  a c o n t inuaci6n a una de f i n i c i6n forma ] en teo ría de 
con j untos que c omprende y prec i s a  todas l a s an ter i o r es . 
De la de f i n i c i6n se extraen u n a s  p r o p i edades o cond i - ­
c ione s que debe c ump l i r  todo a l go r i tmo , a l a s  que s e  a i:--íaden 
p ropi edad e s  que se puede des ear que c ump l an. los " bueno s a l go - �  
r i tmo s " 
E l  c a p í t u l o  prepara ya e l  terreno para hab l a r  de pro-­
gram a s  y d e  máquinas destacando en l a  de f i n i c i6n formal aque - ­
l lo s  e l emen to s , como e l  número d e  orden d e  una e j e c u c i 6 n  y l a  
exi s te � c i �  m i sma de _ los e s tados , q u e  p r e f i guran l a  exi s tenc i a  
de de t.e rmin a d a s  condi c i one s  gener a l e s  e n , por e j  emp lo I c ua l - -
g u i e r  máqui n a  e j e c ut o r a  de a l gor i tmos . 
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l .  DEF I N I C I ONES  DE �LGOR I TMO . 
No hay una , s ino muchas definiciones de algoritmo . - -
Aquí recuadramos varias de distintos autores , todas ( ¡ y no es 
casualidad ! )  tornadas de libros sobre computación o computado--
res .  
D e f i n i c i o n e s  d e  a l g o r i t m o  
1 . L i s t a  d e  i n s t r u c c i o n e s q u e e s p e c i f i c a n  u n a  s e c u e n - ­
c i a  d e  o p e r a c i o n e s  q u e d a r á n  l a  c o n t e s t a c i ó n a c u a l  
q u i e r  p r o b l ema  d e  u n  t i p o  d e t e rm i n a d o . 
( T r a k h t e n b r o t . 1 . 96 0) 
2 . C o n j u n t o d e  r e g l a s  q u e  d e f i n e  d e  m a n e r a p re c i � a  u n a  
s e c u e n c i a  d e  o p e r a c i o n e s t a l e s  q u e c a d a  r e g l a  e s  
e f e c t i v a y d e f i n i d a y t a l  q u e  l a  s e c u e n c i a  t e r.m i n a  
e n  u n  t i e m p o  f i n i t o .  
( S t o n e , 1 . 97 2 ) 
3 . S u c e s i ó n f i n i t a d e  p r e s c r i p c i o n e s  p o t e n c i a l m e n t e  
e j e c u t a b l e s  e x p r e s a d a s  e n  u n  l e n g u a j e d e f i n i d o q u e  
e s t i p u l a c o m o  e j e c u t a r  u n  c i e r t o  e n c a d e n am i e n t o d e  
o p e r a c i o n e s  p a r a r e s o l v e r  t o d o s  l o s p ro b l e m a s  d e  u n  
c i e r t o  t i p o d a do . 
( C o r g e , 1.975) 
4 .  S i s t ema  d e  r e g l a s  q u e p e rm i t e n  o b t e n e r  u n a  s a l i d a -
e s p e c í f i c a  a p a r t i r  d e  u n a  e n t r a d a  e s p e c í f i c a . C a d a  
p a s o  d e b e  e s t a r  d e f i n i d o e xa c t am e n t e , d e  fo rma q u e  
p u e d a  t r a d u c i r s e  a l e n g u aj e d e  c o m p u t a d o r .  
( Kn u t h , 1 . 9 7 7 )  I 
________ _ .J 
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Lo primero que sorprende es que las  definiciones difi� 
ren no poco entre sí , aunque tal vez sea esta una cuestión de 
apariencias . Esto dej a  ya suponer que no son muy precisas . Pe­
ro fi jémonos en las semej anzas y no en las diferencias . 
1 ° , Hay unas �egla� , o instrucciones , o prescripciones . 
2 ° , Tales reglas , instrucciones , etc , especifican una 
� e euene�a ( encadenamiento ) de o p e�ae� o n e� o pasos . 
3 ° ,  Aunque de forma muy implícita ( excepto en l a  defi­
nición de Knuth) las operaciones se  s upone han de 
ser l levadas a cabo por un a g e nte e j eeuto � ,  máqui­
na o ser vivo , por �í o a trav�s de otros agentes .  
Agente que es el destinatario de las instrucciones , 
4 ° ,  Más implícitamente aún , pero contenido, en las def! 
niciones , se establece que l a  secuencia de opera-­
ciones tiene una du�aei6n , .que podrá ser tan lar­
ga como se  quiera , pero ha de ser 6�n�ta . 
Con estos elementos , que constituyen un común denomin� 
dar de lo que hemos podido de�cubrir hasta ahora sobre la con­
ceptual i zación moderna de los algoritmos , vemos que es pos ible  
elaborar algoritmos para resolver muchas clases de problemas . 
Así ,  por e j emplo , en'contrar e l  máximo común divisor de dos nú 
meros enteros , investig9r si  una palabra determinada figura en 
una tab+a de palabras almacenada en la memoria de un computador , 
j ugar una partida de a j edrez o tornear una pieza complicada . 
La amplitud del campo de los problemas es tan grandio­
s a  que 'cua.lquiera percibe la  dificultad de aprehender la no- -
-
c ión de a lgoritmo s i  uno se sitúa en medio de la divers idad de 
los problemas y la  diversidad de los agentes e jecutores . E s  
obligatorio  reducir el ámbito de  atención e investigar e l , asu� 
to como un proceso intelectual independiente del. problema esp� 
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cffico , por una parte . De ahf se desprende que , s i  bien hay a! 
goritmos numéricos y no numéricos , en última instancia todos -
pueden reducirse , a la especificación de operaciones sobre s í� 
bolos . Y por otra , es obligatorio independizarse en lo pos ible 
del agente e j ecutor de estas operaciones s imbólicas y para - -
ello , una solución ha consistido en definir un agente e jecutor 
único ( veremos que será la máquina de Turing) , al cual podrfan 
reducirse en última instancia todos los demás . 
2 .  ALGOR I TMOS y MAQU I�AS . 
La resolución de un problema implica un proceso de va­
rias etapas que , a grandes rasgos , son las que expresa el ,dia­
grama de fluj o de la figura 1 .  
I 
I FORMULACION DESCRIPCION I 





RE SOLY.ERLoI TERMINOS DIMIENTO I ASEQUIBLES 
A UN AGENTE 
j EJECUTOR (P • Ej . UNA MAQUINA)  
I 
FIG . 1 .  
S i  e l  problema tiene solución , la descripción del pro­
cedimiento para l legar a ésta estará fuertemente teñida por 
las características interpretativas y operativas del agente 
e j ecutor del procedimiento que , en nuestro caso , será normal-­
mente una máquina . 
I 
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Así  pues , e l  momento del proceso que se  señala con una 
l ínea vertical de trazos marca normalmente la frontera a partir 
de la cual la  principal preocupaci6n del autor del  algoritmo -
e s  su  comunicaci6n con la máquina . Cuanto más evolucionada sea 
ésta menor será �l esfuerzo del autor . De hecho , podemos espe­
rar �ue la etapa 3 pueda desglosarse en una secuencia 3 ' , 3 " ,  -
3 ' " ,  3 " " . . . . .  tal que las reglai descriptivas en un lengua j e  
sean transformadas por una máqu�na M '  en reglas descriptivas -
en otro lengua j e ,  que sean transformadas por una máquina M" �n 
reglas  descriptiva� en un nuevo lenguaj e ,  e tc . . . .  hasta l legar 
a una máquina que sea capaz de e jecutar dichas regla s .  
Por la misma raz6n , las etapa s 2 y 3 pueden verse  fun­
didas si se es capaz de formular el procedimiento directamente 
en términos de reglas o instrucciones para una máquina . En de­
finitiva , la  secuen�ia  3 ' , 3 " , 3 " ' , . .  , . .  supone con tar con l a  
apoyatura de  un  encadenamient.o de  algoritmos de  trans f orma c i 6 n  
de expresiones s imbólicas , y, por consiguiente , la  repetición 
otras tantas veces , y a nivel�s y para probl ema s distintos , 
del proceso. 1 - 2 - 3 - 4 . Resumiendo , e.f g lLado  d e  C- O Ví. C- e.11.:UW - -
, c..,¿ón  o mul.t-LpLL e.ae.-L ó n  d e  lal, na/.H./s d e p e vr d e.Jr..é( d el c. o YL o e.-Lmi elil,to 
d el � uj eto a e. eJr..e.a d el pJr..o bl e.m� a lL eh o l v e.Jr.. y d e la o p elLat-Lv-Ldad 
de l o h  Jr.. eeuJr..h 0 4  e. j eeuto Jr..e4 de q ue. , d-L6 p o ng a .  
Fij émonos ahora en l a  e j ecuci6n del procedimiento o al 
goritmo , con independencia del problema y de la  máquina de que 
se trate para lo cual daremo� unas definiciones más formales 
que en el  apartado anterior . 
2 . 1 .  E l, concepto de algoritmo , vis to desde la teoría de con 
j untos . 
S e  d e f i n e  u n  a l g o r i tm o  c o m o  u n a  c u arl r u p l a  A 
A = < Q . E .  s .  F > ( 1 ) 
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con  Q ,  c o n j u n t o  d e  t o d o s  l o s e l e m e n to s  s i mp l e s  y d e  t o d a s  
l a s K - u p l a s  q u e p u e d e n  d e s c r i b i r  e l  c á l c u l o .  
E ,  s u b c o n j u n to d e  Q .  S U S  e l e m e n t o s  s o n  l o s d a t o s  d e  e n  
t r a d a  a.l p �o c e s o  d e  c á l c u l o .  
S .  s u b c o n j u n t b d e  Q . S U S  e l e me n t o s  s o n  l o s d i fe r e n t e s  
r e s u l t a d o s  a l  t é rm i n o  d e l  c á l c u l o ,  
F :  Q + Q ,  a p l i c a c i ó n q u e  d e s c r i b e  l a  r e g l a d e  c á l c u l o  
p ro p i a m e n t e  d i c h a  y q u e , a p a r t i r  d e  c u a l q u i e r e l e ­
m e n t o  q o , g e n e r a l a  c o n s t r u c c i 6 n d e  u n a  s u c e s i ó n q o ' 
q l '  q 2 ' ·  . .  t a l q u e : 
b N c o n  q o G E e Q 
- - ( 2 ) 
Pa�a q u e  A �ep�eh ente un atg o ��tmo , e ada h ue eh � 6 n  ( Z ) 
d e b e  h e� 6�n�ta , Así pues , es  preciso , como condici6n necesa-­
ria �o suficiente , que la  funci6n F deje invariante el  subcon­
j unto S i  es decir : V s e S ,  F ( s )  = s .  Si la  sucesi6n es  finita 
su punto de parada viene dado por el  menor índice i para e l  
que qi e S .  No será finita s i  ¡ i e N i F (qi ) e S 
E j emplo : Cálculo del m . c . d .  de dos números enteros no 
negativo s - ni y n2 . El  organigrama de la figura 2 expresa  un 
procedimiento conocido para resolver este problema . ( P . E . s ig-
nifica Parte Entera de dividir n por n i  '. I • 
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no 
. C . D .  n 
FIG . 2 .  
s i  
n '  n 
n '  = r 
n = n '  
r = n - n P . E .  (- ) . n '  
n '  
t 
Este algoritmo que se expres a  en la  figura 2 en una for 
ma , en parte ic6nica (diagrama ) , en parte formal (expresiones 
matemática s ) , puede representarse a través del lenguaje  de los 
conjuntos así : 
Q :  « n> ;  <n , n ' >  , < n , n ' , r , l> , < n , p , r , 2 > , <p , n ' , r , 3 » , 
n , n ' , p , r  e i� 
E :  « n , n ' >  
s :  « n > ) 
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F :  F (n1 , n2 ) = ( n1 , n2 , O , 1 ) s i  ni > n2 , s i  no 
F (n1 , n2 ) = ( n2 , n1 , e , 1 ) ; 
F (n )  = ( n )  ; 
F (n , n i , r , 1 ) ( n )  s i  n i O ,  s i  no 
F (n , n '  , r , l ) ( n , n l  , n-n l x  P . E .  ( n/n i )  , 2 ) ; 
F (n , p ,  r ,  2 )  ( p , p , r , 3 )  ; 
F (p , n i ,  r , 3 )  (p , r , r , l ) ; 
E l  signo ¡ separa las distintas variantes de la  regla 
de cálculo que e l  lector puede usar para hallar la suces�ón 
qo ' • . • .  qi ' . . .  partiendo de cualquier parej a de números enteros 
no negativos , familiarizándose  así con la- definición  que se 
acaba de dar . Por cierto que dicha definición habría que perfe� 
cionarla en el sentido de que l a  apl-Lc.ac.-L6n. F n.o -Lmpl-L q u e  o p e ­
�ac.-Lo n. e� q u e  n. o � e  � ep a  �eal-L z a� .  En definitiva , l as restric-­
ciones que habría que imponer a Q,  E ,  S Y F son de  naturaleza 
tal que la cuadrupla A no contenga más que operaciones elemen� 
tales s imples (repare e l  lector en l a  relatividad del argumen­
to de s implicidad , s iendo la operación más s imple la que pueda 
e j ecutar un autómata) . 
Un ej emplo corno el  del cálculo del m . c . d .  pone de mani 
fiesto , mediante e l  empleo de los números 1 , 2 , 3 ,  etc . , la  idea 
de que un.a  apl-Lc.ac.-L6n. o un. c.álc.ulo e� un.a � e c.uen.c.-La de apl-Lc.a­
c.-Lo n. e� o c.álc.ulo� má� elemen.tale� y q ue tal � e c.uen.c.-La puede e� 
p�e� a�� e med-Lan.t e un. n.úm e�o a� -Lgn.ado  a la� 6�den. e� q ue d e b en. -
ej e c.uta�� e .  
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De forma general ,  podría  decirse que e l  estado del al­
goritmo es un par ( a , j ) , donde j indica e l  nO  de la orden que 
debe e j ecutarse y a es l a  información que caracteriza el esta­
do del algoritmo cuando hay que ej ecutar la orden j (informa-­
ción que comprende combinaciones de datos , resultados interme­
dios y resultados finales ) . Así , a cada evaluación de la apli­
cación F ( q . )  = F (a . , k ) = ( a . +1 , 1 ) se le puede l lamar ej ecu- -1 1 1 
ción de l a  orden k del algoritmo ( Al abau , Figueras , 1 . 9 7 5 ) . E l  
conj unto S incluiría l a  información correspondiente a los re-­
sultados finales y . el conjunto E ,  la información de los datos  
de entrada . 
E l  concepto de algoritmo puede examinarse formalmente 
también en relación con un alfabeto y en términos de una máqu� 
na de Turing , cosa esta última que haremos más adelante . De mo 
mento , veamos más de cerca y en forma intuitiva l as implicaci� 
nes de los algoritmos sobre l as máquinas . 
2 . 2 .  Las máquinas , corno estructuras capaces de ej ecutar al­
goritmos . 
Toda máquina capaz de ej ecutar algoritmos ( Fase 4 del 
proceso  de la figura 1 )  debe tener una estructura con los sub­
si stemas que se destacan en la  figura 3 .  (Alabau , Figueras , 
1 . 9 75 ) • 
ENTRADA 
Subsistema 
__ de E/S 
SALIDA 
Subsistema 
de control � 
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S iguiendo l iteralmente a estos autores , s e  definen a 
continuación los subsistemas básicos de una máquina general 
e j ecutora de algoritmos y el  subsistema de memoria que resulta 
de agrupar todos ( o  parte ) de los elementos  de memorizaci6n ne 
cesarios a la máquina . 
2 . 2 . 1 . Subsistema de entrada/salida , ( E/S ) 
Donde se ej ecutarán las 6rdenes de comunicaci6n de la 
máquina y su mundo exterior . 
2 . 2 . 2 .  Subsistema de proces� , 
Donde se e j ecutarán las 6rdenes de tratamiento de da'� �' 
tos que dan lugar a la reali zaci6n de operaciones del algorit­
mo . 
2 . 2 . 3 .  Subsistema de control .  
Donde se consigue e l  secuenciamiento adecuado en la 
e j ecuci6n de las 6rdenes y donde se  generan las sefiales de co� 
tro l  adecuadas para el funcionamiento de los s tIDsistemas defi� 
nidos en los dos apartados anteriores . 
Por lo vis to en el  apartado 2 . 1 , la  ej ecuci6n de las 
6rdenes de un algoritmo genera un nuevo estado qi+1 a partir -
del estado anterior qi " Ello implica que hay que memorizar en 
la máquina el estado del algoritmo . Esto es lo mismo que decir 
que los subsistemas podrán llevar asociados elementos  de memo­
ria ( asociados siempre , como se  s abe , a todo circuito secue,;�� 
cia1 ) para memorizar las informaciones de estado que correspo� 
den a l a  misión de cada subsistema . 
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Subsistema �.-____________ ��� Subsistema 
de proceso E/S 
FIG . 4 .  
- . En muchas máquinas (y esto es precisamente lo que ocu­
r re eri los ordenadores )  r.esulta más conveniente agrupar todos 
o u�a parte importante de los mencionados e lementos de memori­
z aci6n en un subsistema específico , el subsistema de memoria -
( figura 5 ) . 
ENTRADA 
-----1> Subsis 




FIG . 5 .  
Subsis  
tema de ".. proceso 
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3 .  PRO P I EDADES  DE  LOS ALG OR I TMOS . 
Como resumen y ampliaci6n de lo dicho describimos en -
este apartado las cuatro propiedades que debe poseer todo buen 
a lgoritmo ( Corge , 1 . 9 7 5 ) : 
3 . 1 .  P ro p i e d a d  d e  f i n i t u d . 
U n  alg o ñitmo d e b e  h iempñe t eñminañh e .  Todo algoritmo -
puede subdividirse en un número de subalgoritmos tan grande c� 
mo se quiera , pero finito , admitiendo cada uno de estos subal­
goritmos cadenas últimas que se terminan . 
3 . 2 .  P rop i e d a d  d e  d e f i n i t u d . 
To da ñegla d e  un  alg o ñitmo d e b e  d e 6iniñ p eñ 6 e etamente 
l a  a e ei6n  a d eh aññollañ , paña aplieañla hin q ue p ueda  hab eñ l u  
g añ a e ualq uieñ ambig üedad d e  inteñpñetaei6n . 
3 . 3 .  P ro p i e d a d  d e  g e n e r a l i d a d .  
Un a lgoritmo no debe contentarse con resolver un pro-­
b lema particular aislado s ino , por  el  contrario , toda una ela­
h e  de pño bl emah para los que los datos de entrada y los resul­
tados finales pertenecen respectivamente a conj untos específi-
COS o 
3 . 4 .  P rop i e d a d  d e  e f i c a c i a . 
Aun cuando un algoritmo posea l as tres propiedades an.­
teriores , se busca mej orarlo por razones de economía , de rea l i  
zabilidad o de rapidez . 
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4 , PROB LEMAS S I N  ALG OR I TMO , 
Los matemáticos han mostrado históricamente su  deseo -
de resolver tipos de problemas cada vez más generales . Este de 
s eo ,  como se ha visto , inspira la  propiedad de generalidad , 
que es  una propiedad relacionada con el  grado de potencia de -
un a lgoritmo . 
Esto s ignifica , así en abstracto , que sería preferible 
construir un algoritmo para hallar todas las raíces de una ecua 
c i6n del tipo 
n n- 1  an x + an_ 1 x + . . . . . . +a1 x + aO O 
donde n es un entero pos itivo arbitrario , a construir un algo­
r itmo . para resolver l a  ecuación xn-a  == O , o ,  más sencil lo toda 
vía , un algoritmo para hallar raíces cuadradas . Ante este pla!2. 
teamiento surge inmediatamente una restricción de orden pragm� 
t ico en escoger e l  nivel de general idad congruente con los pr� 
p6sitos de quien tenga que resolver un problema . También , como 
se  verá , al elevar el  nivel  de general idad puede penetrarse en 
un entorno donde no existan soluciones o ,  al  menos , soluciones 
co.nocidas . 
Ahora bien , cuando el propósito es de índole ·teórica , 
s e  puede , como señala Trakhtenbrot (Trakhtenbrot ,  1 . 9 6 0 )  l le­
gar a elevar dicho propósito hasta el nivel  del sueño de Leibnitz  
q ue consistía en  buscar un  algoritmo para resolver cualqui'er -
problema m�atemático . Refinado este enunciado dió en uno de los 
más famosos problemas de la lógica ma-temática , el problema de 
l a . deducci.ón , 
...  =-«-��- �"��.-
E s  sab ido. que , util i zando símbolos v cualquier propo s i '-
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ci6n de una teoría matemática puede escribirse mediante una f6r 
mula  y esta f6rmula es una palabra definida en un a lfabeto . En 
tonces , la derivaci6n 16gica de una proposici6n se convierte -
en una cadena de transformaciones de palabras ( cálculo lógico ) . 
E l  problema de l a  deducci6n se puede formular así  ( Trakhten- -
brot , 1 .  9 6 0 )  : 
Pa�a d04 pala b �a4 eual e� q ui e�a ( 6 6�mula4 ) R y S d e  un  
e4l eulo l6gieo , d ete�mina� 4 i  e xi4 t e  o no  una  e a d e n a  d e d u c �¡ va 
de R a S . ( S  e4 la p�o po4 iei6n y R e4 la p�emi4 n )  . 
Se  supone que la soluci6n es un algoritmo para resol-­
ver cualquier problema de este tipo . Dicho algoritmo daría un 
método general para resolver problemas en todas las teorías ma 
temáticas que se construyen de forma axiomática . La validez  de 
cualquier proposición S en tal teoría s6lo s ignifica que 'puede 
deducirse del sistema de axiomas . Después , la aplicación del -
algoritmo determinaría si  la  proposición S era válida o no . � 
Además , s i  la proposición S fuese válida , entonc.es podríamos -
encontrar un encadenamiento deductivo correspondiente en e l  '­
cálculo lógico y de ahí recuperar un encadenamiento de inferen 
cias  que probaría la propo sición . 
Hasta ahora no se  ha encontrado tal algoritmo . De he-­
cho , no se  han encontrado algoritmos para problemas menos gen� 
rales . E l . matemático alemán Hilbert presentó en 1 . 9 0 1 ,  en un -
Congreso que se celebraba en Parí s , una lista de 2 0  problemas 
no resueltos . El décimo problema se enunciaba de la  forma si-­
guiente : Hatla� un alg o �i:ty¡¡o p afia d e:teJoHúLa� 4 i  eú.alquie� e eua 
ei6n  dio 6 4ntiea dada :ti e n e una 4 o luei6n ente�a . 
Precisamente se  conoce un algoritmo para resolver una 
ecuación diofántica con una incógnita : a xn + a 1 x
n-1 + . . . •  n n-
+ a 1x + aO = 0 ,  pero no cuando contiene varias .incógnitas , co-
mo �s el caso de la s iguiente ecuación : a2+b2_c2 = O .  
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Otro problema que no tiene soluci6n conocida e s  e l  de 
averiguar s i  dos sucesiones de ceros y unos e s t án relacionadas .  
( H .  Wang , 1 . 9 6 5 ) :  
Podemos formar una súcesil'ln 
de ceros y unos que tenga 
.descendencia. mediante las 
sigui entes reglas: 
,1 . Si l a  sucesión tiene menos 
de tres símbolos, parar. 
2. Si la sucesión comienza 
por 0, borrar los tres primeros 
s i mbolos y añadir 00 al final. 
3. S i  la sucesión comienza 
por 1 .  borrar los tres primeros 
símbolos y añadir 1 1 01 al final. 
¿ Hay un algoritmo para 
determinar si una de las dos 
sucesiones dadas es descente 
de la otra? 
-------












1 01 1 1 0 1 1 00 1 1  
1 101 1001 1 1 1 0 1  
1 1 001 1 1 1 01 1 1 01 
01 1 1 101 1 10 1 ; 101 
1 1 01 1 1 0 1 1 10100 
1 1 101 1 101001101 
01 1 1 01001 101 1 101 
101001 1 0 1 1 10100 
001 1 01 1 1 01001 1 01 
101 1 01 00 1 1 0 1 00  
1 1 01001 101001 1 01 
(descendencia continua) 
S i  prescindimos de los detal les operativos relaciona-­
dos con la e jecuci6n de los algoritmos ( detalles de enorme im­
portancia en l a  práctica) puede decirse : .  a )  que un p�o b l ema 
��e n e  4 o l ua¿6n auando 4 e  e4 aapaz  de d emo4 ��a� 6 o �malmen�e q u e 
e xl4 ie un m l� o d o  q ue g en e�a 4¿emp� e ,  a pa��¿� de  �o do  eleme"�o 
d el a o n j un�o E,  un elemen�o d el ao nj un�o S ( e xp�e4¿6n ( 1 ) ) en -
u n  n am e�o 6¿n¿� o  d e  pa4 04 ;  b )  No  e X�4 � e  4 olua�6n auando 4 e  e4 
aapaz d e  d em o 4 ��a� 6 o�malmen�e  la ¿ n e x¿4 � e n e�a d e  alg an m l�o d o  
q ue pu eda g en e�a� un elemen�o d e  ��l a o nj un�o S en  la4 m¿4 ma4 
a o n. d¿e¿o n e4 e xp�e4 ada4 en a ) . Y ,  por último , c )  no  e X�4 :t e  4 0l u  
a�6n e o n o e¿da euando nO . 4 e  e4 c apaz  d e  .d em o 4 ��a� una a04 a o l a  
o �!ta . 
5 ,  RESUMEN , 
P ara  empez ar se han definido verba lmente los algorit­
mos c omo un  conjunto o lista de reglas , instrucciones o pres­
cripciones que especifican a un agente e jecutor una secuencia  
f inita de operaciones para la  resoluci6n de  un  problema . El  
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problema ha de ser l o  más general que sea pos ible , aunque esta 
condición es siempre bastante relativa . 
Cuando se pretende resolver un problema , se desarrolla  
un  proceso de varias etapas en  las que normalmente unas son 
más próximas a la estructura propia del problema ( etapas de an� 
lisis  y de formulación de un procedimiento de solución) y otras 
más decantadas del lado de l as capacidades operativas del (o de 
los ) agente ej ecutor ( en muchas ocasiones , una máquina y mode� 
namente casi siempre un computador , al  menos en nuestro caso) . 
E ste proceso resulta tanto más largo o complejo cuanto mayor -
sea la distancia  entre la complej idad del problema y la  capac,!. 
dad operativa del agente ej ecutor disponible . 
S i  se hace caso omiso de este último factor , puede -
plantearse una definición formal de algoritmo como una cuadru- ) 
pla  A = <Q ,  E ,  S ,  F>  donde la regla de cálculo F :  Q + Q lleva 
a l  a lgoritmo desde un estado inicial ( 8 E )  a un estado �inal 
( 8  S)  en un número finito de pasos , supuesto que se sepa reali  
z ar F con todos los  .elementos de Q .  
Pensando ahora precisamente en términos del factor an­
teriormente descartado vemos que el uso y e l  concepto de esta­
do del algoritmo , en donde puede distinguirse un n O  de orden -
de e j ecución l leva a concebir un agente e jecutor-máquina como 
una estructura con tres o cuatro subsistemas ( entrada/salida , 
proceso , . control y memoria)  . 
No se tiene un algoritmo si  el procedimiento e laborado 
no cumple las condiciones de finitud y definitud , a l as que 
pueden añadirse ,  s i  se quiere hablar de "buenos algoritmos " 
las  de generalidad y eficacia , relacionadas con e l  grado de am 
bici6n o de optimi zación con que se enfoque l a  resolución de -
un problema . 
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De todas formas hay probl emas que no tienen solución o ,  
al meno s , solución conocida . Esta última parte del capítulo nos 
mue stra cómo el grado de generalidad de un a lgoritmo tiene unos 
límit e s  y nos pone de lante de temas fundamental e s  de las matemá 
ticas modernas . 
CAP I TULO 2 
PROGRAMAC I ON ESTRUCTURADA ; CONCEPTOS TEOR I COS 
0 ,  1 N TRODU CC  1 ÓN 
El tema de la programación estructurada se  desarrol la 
en dos capítulos ,  el  capítulo 2 dedicado a presentar los eo n - ­
e epto �  ma6 lmp o ntante� d e  l a  t e o nla d e  la P . E .  ( a s í  la  llamar� 
mos frecuentemente en adelante) y el capítulo 3 a describir c6 
mo aplicar en forma coherente dichos conceptos en un pno ee�. o -
d e  dl� e ño de  pno g nama� . 
En el  capítulo 2 se contesta a las preguntas s iguien-­
tes : ¿Qué es un programa y cuál es su  relación con los a lgori! 
mos ?  ¿Qué es un ordinograma y cuál es su relación con los 
programas ? ¿Qué es un programa estructurado y si  se puede y -
cómo se puede transformar un programa no estructurado en un 
programa estructurado? Y por último ¿qué venta jas  e inconve-­
nientes comporta la P . E . ? 
l .  DE F I N I C I ÓN FORMAL D E  PROGRAMA PARA ORDENADOR , 
E s  u n a  s u c e s i ó n d e  r e g l a s  l l a ma d a s  i n s t r u c c i o n e s  q u e -
d e f i n e n  c o m p l e t a m e n t e  u n  t r a t a m i e n t o  p a r a  s e r e j e c u t a d o  e n  o r ­
d e n a d o r  y q u e , e n  l a  e j e c u c i 6 n ,  e s  l a  r e a l i z a c i 6 n d e  u n  c i e r t o  
a l g o r i tmo  A = < Q , E ,  S ,  F > .  S e  p u e d e  re p re s e n t a r  p o r u n a  c u a ­
d r u p l a 
p " < X ,  x O ' Y ,  Ií! > 
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c o n : X ,  c o n j u n t o  d e  t o d o s  l o s e s t a d o s  d e l  o r d e n a d o r . 
X c  b X .  e s t a d o  i n i c i a l d e  l a  m á q u i n a , p r o g r a ma c a r g a ­
d o  y d a t o s  i n i c i a l e s . 
Y ,  c o n j u n t o  d e  l o s e s t a d o s  f i n a l e s  d e  l a  má q u i n a d e s ­
p u é s  d e l  c á l c u l o .  
� ,  f u n c i 6 n d e  t r a n s i c i 6 n d e  u n  e s t a d o  i n t e r n o  a l  e s t a  
d o  i n t e r n o  s i g u i e n t e . 
P represen"ta a A s i  exis te una aplicación g de E en xO ' 
una aplicación h de X sobre Q aplicando Y en S y una función r 
apl icando X en N tal que : 
s i  e e E produce el  resultado s a partir de e si  y -
solamente si  existe un y en Y que pueda ser produci.­
do como resultado por P a partir de g ( e ) - y tal que -
h ( y )  = s .  
- s i  x e X entonces F ( h ( x ) ) = h ( � r ( x )  ( x ) ) donde la 
t , .. \ ¡} r ( x )  " f ' 1 f . .. ul d b  no ac�on � s �gn� lca que a unelon � e e ser 
iterada r ( x )  veces . 
2 .  D I AG RAMAS D E  F LUJO , ORGAN I GRAMAS , ORD I NOGRAMAS 
La mayoría de los a lgoritmos se e j ecutan modernamente 
con ordenador . Aunque un ordenador es  en definitiva un autóma­
ta finito o , s i  se quiere , un con j unto de autómatas finitos i� 
terconectados , lo cierto es que sus usuarios  no tienen normal­
mente conciencia  de e l lo , limitándose a comunicarse con él  por 
medio de lenguajes  formales cuya estructura está más cerca del 
lengua:j e matemático ( por e j emplo )  que del lengua je  del autóma� 
ta o 
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Si bien es una práctica que está empezando a ser cues­
tionada desde hace algún tiempo , e� muy  po pula� de� c��b�� el -
algo ��tmo en un p��nc�p�o ( fase 3 ,  fig . 1 cap . 1 )  med�ante un 
d�ag�ama de  6luj o , o�gan�g�ama u o�d�no g�ama , que de todas es­
tas maneras se viene designando . Desde la  época de los prime-­
ros programadores , Condesa  de Lovelace , Adela Goldstine , Grace 
Hopper , John Von Neumann , etc . se han util izado los grafos pa­
ra expresar el  fluj o de desarrollo de cálculos . 
Sin embargo , hasta hace muy poco la  utili zación de es­
tos grafos carecía de un soporte riguroso . Bohm y Jacopini ,  en 
el año 1 . 9 6 6 ,  pusieron las primeras piedras de la t eo��a d e  la 
p�og�amacl6n e�t�uctunada .  que parte de la  consideración del -
conj unto de bloques o diagramas de fluj o como un lenguaje  bitl! 
mensional de programación , Dij kstra , Manna , Wirth , Kosaraj u  y -
o tros autores se han distinguido por sus aportaciones teóricas 
en  este terreno y Warnier , por sus aportaciones prácticas esp� 
c ialmente en lo relativo a las apl icaciones informáticas de 
gestión . 
En el resto del capítulo nos basaremos en ( Bohm y Jaco 
pini , 1 . 9 6 6 ) , (Mills , 1 . 9 7 5 )  y ( Tabourier et al . ,  1 . 9 7 5 ) , so-­
bre todo en esta última referencia . 
2 . 1 .  Función , programa ¡ función de programa . 
Una 6unc�6n es un conj unto de pares ordenados ( a , b )  ta 
l e s  que ( a , b i )  8 f A ( a , b " )  8 f =>  b '  = b " . Si  ( a ,b )  e f, se 
puede escribir b f ( a )  siendo a un argumento , b un valor de f .  
El  conj unto de todos l o s  argumentos es el dominio de f y e l  de 
todos l o s  va l o r e s  e s  l a  imagen de f .  
U n  p k o g hama e s  u n  c o n j u n t o f i n i t o d e  f u n c i o n e s . l l a m a ­
d a s  i n s t r u c c i o n e s : c a d a  i n s t r u c c i ó n  o p e r a s o b r e  u n  d o m i n i o  f i ­
n i t o ,  c o n t e n i d o e n  u n  c o n j u n t o c o m a n  D l l a m a d o  e s p a c i o  d e  l o s 
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d a t o s . E s t a s  f u n c i o n e s  t o m a n v a l o r e s  e n  Q = O x P ,  q u e  p o d e m o s 
l l a m a r  e s p a c i o  d e  e s t a d o s . As í ,  una e j ecuc ión de programa e s  -
una s ecuen c i a  de e s tados 
( d . , f . ) ,  i 1. 1. 0 , 1 ,  . . . tal que q , + " = ( f .  (d . )  para i=O , l  . .  1. .L  1. 1. 
qo es e l  valor inicial de l a  e j ecuc ión 
qn es el valor final de la e j ecución , s i  l a  secuen c i a  es 
f i n it a . 
S e  1 1  a m a  f u n c ;  ó n  d e  p r o g r a m a  [ P ] a 
[ P ] 
l a r i n i c i a l  e s  q o } 
E l  programa e s , pue s , una reg l a  e spec í f ica , pero no -
dni c a  para c a l cular l a  función [p] . 
2 . 2 .  Norma l i z ación de organigrama s . 
Un programa P puede representarse por un grafo G= ( P , U) 
e n  que e l  con j un to ' de l o s  nodos es e l  conj unto de i n s truc c i o - ­
n e s  y donde e l  con j un to U d e  l o s  a r c o s  e s t á  definido por 
U = { ( f , g )  e PxP , 3 d e dominio ( f ) , 3 d i e  D , f ( d ) = ( d '  , g ) } 
o ,  lo que e s  lo mi smo , hay un arco de f a g s i  l a  i n s trucc ión 
g puede : e j e c utarse inmediatamen te después de la i n s trucc ió n  f .  
E s te grafo puede adoptar en último extremo l a  forma 
de un g � a ü o  o �� e nzado c o n  z�e� z�p o �  de n o d o � : 
--fiooI{] . -� nodo de funci6n 
I I I  - 2 9  
nodo de predicado ( expr� 
sión lógica o condici6n) 
p _____ ��� nodo de agrupamiento 
Fig . 1 .  
E l  nodo de funci6n , en estas condiciones , conduce siem 
; 
pre a la misma instrucci6n siguiente , por lo que puede consid� 
rarse que la apl icaci6n de su dominio no lo es en el  espacio -
Q =  D x P ,  s ino solamente en el. espacio D .  
El nodo de predicad o  ti ene do s arcos de s alida y es 
una aplicación de s u  domin i o  en { True , False}  ( { cierto , falso } ) .  
( El a.rco de arriba o de d,'Ore ch a . e s to último si  se  tra za verti 
calnlE:nt.e F 
ponde 
la prá c t i c a )  " 
a True , y e l  de abaj o o i zq u� erda corre� 
(¡'L) la : a vec e s  s e  c amb i a  un l ad o  por o tro f en 
III  - 3 0  
Un  nodo de  agrupamiento s implemente trans fiere control 
de sus  dos l íneas de entrada a la de salida . 
Definamos un p�o g�ama l�mp�o c omo  a q u e l  c uyo  g r a fo o -
d i a g ra m a  p o s e e �n s o l o  a r c o  d e  e n t r a d a  y u n  s o l o a r c o  d e  s a l i ­
d a , e x i s t i e n d o  u n  c a m i n o  d e  e n t ra d a  h a s t a  c u a l q u i e r  n o d o  y d e  
c ua l q u i e r  n o d o  h a s t a l a  s a l i d a .  
Dos programas l impios pueden ser equivalentes s i  defi­
nen los mismos cálculos o si  definen la  misma función , aun - -




definen los mismos cálculos y las mismas  funciones . 
f 
definen la - misma función (cuando los arcos de salida de p y q 
son ambos T ,  entonces f en ambos grafos )  pero diferentes cál- · 
culos  ( en  los demás caso s )  (véase (MilIs , 1 . 9 75 » . 
POr tanto , pueden definirse distintos niveles de equ� 
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valencia , entre diagramas de fluj o ,  unos que preservan cálcu-­
los , otros que preservan funci6n , etc • .  Varios autores , ya me� 
cionados , han estudiado la  potencia de diversas c lases de dia­
gramas en l a  definici6n de cálculos y funciones .  El principal 
resultado de sus estudios es que c.la.6 e.6 Itela.t-i.vamen.te pequeña.6 
y ec.o n6m-i.c.a.6 d� d-i.agltama.6 de 6luj o pueden d e 6 -i.n-i.1t lo.6 c.«lc.ulo.6 
y 6unc.-i.o ne.6 de  la c.la.6 e de .t o do .6  lo.6 d-i.agltama.6 de  6luj o ,  pO.6-i.­
blemen.te a c.O .6.ta  de  c.«lc.ulo.ó  e x.tlta 6 uelta de  la de.ó c.It-i.pc.-i.6n Olt-i. 
g-i.nal del c.o njun.to de  e.ó.tado.ó . 
S e  d e fi n e  u n a  c l a s e  d e  di a g r a m a s  BJ ( po r  B o hm  y J a c o pi 
ni ) s o b re u n  c o n j u n to d e  f u n ci o n e s  f = { f 1 • . • .  fm } y s o b r e  u n  -
c o n j u n to d e  p re di c a d o s  P R  = { P 1 • • . .  P n } a s í :  
1 . S i  f 6 F .  e n to n c e s  � e s  u n  di a g rama  B J  
2 .  S i  p 6 P R  Y � � s o n  d i  a g r-a m a s  -
B J , e n t o n c e s  
( conca tenaci6n) ( a lternativa) ( repetitiva) 
s o n  d i a g r a m a s  B J . 
La definición que se acaba de dar es  recurrente y peE, 
mite construir cualquier diagrama de flujo  de programas l im-­
pios como un diagrama BJ . Esta es una forma de normalizar or­
ganigramas o diagramas de fluj o .  Damos a continuaci6n dos tea 
remas (MilIs , 1 . 9 7 5 ) . 
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2 . 2 . 1 .  Un teorema de estructura . 
C o n� i d l�e� e Qual q ul e� dlag �ama de 61uj o Quya� 6 un Ql o - ­
n e� 6 o �men un Q o n j unto F y Q U y o �  p�edlQado� 6 o �m en un e o n j u nto 
PR o Aumlnt e� e l o �  e o n j unt o �  F y P R  e o n 6 u n el o n e� y p�edi e ad o �  
q u e  p o n g a n _ y v ehl 6lq u e n v a�ia b l e� 6 u e�a d el e o n j unto d e  e�ta- ­
d o �  del dlag�ama dado . E xl� t e ,  ento n e e� , un dlag�ama BJ en l o �  
eo n j untol.. ampliado� q u e  � lm ul a  l o �  eá.te ul o �  d el dlag�ama d e  
p axtlda . 
En aplicaci6n de este teorema , Cooper propone el si- -
guiente método . C6jase cualquier organigrama y numérese cada -
uno de sus arcos . Entonces , el  organigram� que se establece 
más abajo ,  con una nueva variable L (de "Label " ) ,  simulará los 
cálculos del organigrama original . 
L in 
1 .  Ir al arco de entrada de va­
lor L '  
2 .  Realizar los cálculos del no 
do . 
3 . Dar a L el valor adecuado 
del arco de salida . 
Fig . 2 .  
La operaci6n dentro del bucle puede expandirse en un 
diagrama BJ sin iteraci6n de tests sobre L ,  que conduzca a 
los distintos nodos del organigrama original como un conjunto 
de alternativas encaj adas unas en otras . En resumen , este or­
ganigrama muestra que , a expensas de poner y verificar (hacer 
el test) de una sola variable L ( fuera del conjunto original 
* Observe el lector que , aún cuando las ramas T y F aparecen 
cambiadas con relaci6n a la estructura repetitiva anterior 
mente definida , la estructura es BJ , idéntica a la que se­
obtendría, negando el predicado y permutando el valor de 
las ramas . 
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de estados ) pueden simularse los c�lculos de cualquier organi­
grama como una subsecuencia de los cálculos de un diagrama BJ 
con un solo bucle ( véase recuadrado un ejemplo de aplicaci6n -
de este teorema sobre un organigrama que describe el flujo de 
operaciones para obtener el producto escalar de las filas i y 
j de una matriz  de dimensiones ( 10 � 12 )  almacenada en unas de 
terminadas posiciones del ordenador EIT- 2 ¡  ( tema 2 ,  ej emplo 12 ,  








IZ ... (I) + (li) ( 10) 
13 .... (J)+ (11) 
PROD4- (PROD)+ (IZ) . (13) 
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Si  agrupamos y nos conc.entramos exclusivamente en la  -
¡ estructura , el  organigrama se  s intetiza así  (T  = sí ; F ( de fal 





Fig . 4 .  
Aplicando e l  esquema y las ideas de l a  figura 2 .  Obte­
nemos el diagrama BJ de l a  figura 5 .  
A s imple vista se aprecia que la  figura 5 ,  aún cuando 
simule los  cálculos del diagrama de l a  figura 4 a trav�s de un 
diagrama BJ , es mucho más pesada que �sta . Las estructuras son 
totalmente distintas . Y esto resulta especialmente parad6j ico 
en este cáso particular , porque el organigrama de la  figura 4 
es de por s í  casi  u-n perfecto diagrama BJ , s in más que aplica!". 




L :  i 
L = 2 
F 
L := 1 
rig . 5 .  
F 
L ou 
1 I :t  - 35 : 
F 




l Fig . 6 .  
2 . 2 . 2 . Teorema de estructura de Kosaraj u .  
Considérese cualquier diagrama de fluj o G , cuyas fun-­
c iones forman un conj unto F y cuyos predicados forman un con-­
j unto PR o Existe , entonces , un diagrama BJ sobre F y P que c0!2 
s erva los cálculos cde dicho organigrama G s i ,  y sólO s i , todo 
bucle  de G tiene un solo arco de salida . 
3 ,  ¿ QU É ES  U N  PROGRAMA ESTRU CTURADO? 
3 . 1 .  Diagramas o estructuras básicas , fórmulas o esquemas - , 
de programa . 
Las que hemos l lamado diagramas BJ en el apartado 2 . 2 . , 
-algunos como (Mi l Is , , 1 . 9 7 5 )  les l laman diagramas D (por Di jks­
t r a  que e s  e l  autor que más y mej or ha escrito sobre estos te­
mas ) � son e structuras básicas porque se ha demostrado que_ con 
e l l o s  es pos ible construir e l  grafo de cualquier programa . A -
s eme j anza  de lo  que ocurre con cualquier expresión lóg ica y 
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los operadores AND , O R  Y NOT . A veces e s  práctico uti li zar dos 
estructuras más que resultan de una degradaci6n o una reconst! 
tuci6n de las tres anteriores . En definitiva , p u e d e  Q o n �a�� e -
Q o n  l a� Qin Q o  e���UQ�u�a� del � lg ulen�e Quad�o , d el q ue l a� e� 
�hUQ�Uha� 3 y 4 � o n  d ehl v a da� d e  l a� ��e� phlm e�a� . A menudo -
resulta c6modo designar estos grafos por una expres i6n o f6rm� 
la con un nombre . Los pioneros Bohm y Jacopini les l lamaron TI ,  
� , � ,  A , y � respectivamente por e l  orden en que los s ituamos 
,-- -- ------ - - - ---
¡ .  
2 .  
i 
I 
1 3 . 
I I 
4 .  







BLOCK ( f  , g) 
IFTHENELSE (p , f , g )  
DOWHILE (p , f ) 
IFTHEN (p , f ) 
( forma degenerada del ' ifthenelse ' )  
DOUNTIL (p , f ) 
( reconstituible a partir de ' block ' 
y ' dowhile ' )  
Flg . 7 .  ESTR UCTURAS BAS I CAS . ( V I A GRAMAS V F O R M U L AS ) 
�--.----------------- ------_.--.--------- ----------- ------------- -�-----
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e n  e l  cuadro . E n  la  actualidad e s  más corriente denominarlos -
por una expresi6n que se corresponde de cerca con algunos de -
los l enguajes de alto nivel que describen tales estructuras .  
3 . 2 .  Definici6n . 
Se dice que un programa es estructurado si  se expresa  
únicamente por medio de  los diagramas del  cuadro anterior . De 
manera más general , un phog hama e� e��hua�uhado �i e� una 6 6! 
mula eompue��a en aual q uieh e o nj un�o phe� ahi�o de 66hmula� bá  
� iea� de pho ghama . 
De manera más concreta , u n  p ro g rama  e s  e s t r u c t u r a d o  -
( e n e l  c o n j u n t o d e f i n i d o e n  3 . 1 )  s i  t i e n e  u n a  d e  e s t a s  f o rm a s : 
P = B L O C K ( f , g )  
P I FT H E N E L S E  ( p , f , g ) ' 
P = I FT H E N  ( p , f ) 
P D OWH I L E  ( p , f ) 
P D O U N T I L  ( p , f )  
s i e n d o  p u n  p r e d i c a d o  d e  P y f , g :  
a )  f u n c i ó n  i d e n t i d a d  
b )  c á l c u l o s  d e  P 
c )  s u b p r o g r a m a s  l i m p i o s d e  P ,  t a m b i é n  -
e s t r u c t u ra d o s . 
El- grafo de la figura 8 es estructurado , puesto que � 
puede escribirse : 
P IFTHENELSE (p , DOWHILE ( q , f ) , BLOCK ( g , h ) ) .  
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f 
g 
Fig . 8 .  
El grafo de la figura 6 es  estructurado y puede escri� 
birse así : 
Al lector se le  propone expresar l a  f6rmula del diagr� 
ma de la figura 5 .  
4 ,  TEOREMA D E  ESTRU CTURA R E F E R I DO A U N  PROGRAMA L I MP I O ,  
4 . 1 . Funciones estándar y teorema . 
Este teorema que vamos a enunciar s in demostraci6n - -
(véase en este sentido (Tabourier et a l . ,  1 . 9 7 5 )  exige e l  uso 
de cuatro funciones estándar , TRUE , FALSE , POP y TOP . Aquí se  
presentarán estas cuatro funciones , e l  enunciado del teorema , 
una aplicaci6n del mismo y un corol ario . 
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TRUE : añade el  valor " true " ( cierto ) a l  con junto de los da-­
tos que corresponden a su arco de entrada . Si a e A ,  
siendo A el  con junto de datos , TRUE ( a )  = ( a ,  true ) . 
FALSE : añade el  valor " false "  ( falso )  a su dominio . FALSE 
( a )  = ( a ,  false ) . 
POP : 
TOP : 
se utiliza  cuando una de las funciones TRUE o FALSE ha 
añadido una variable booleana al conj unto de los datos 
y su acción consiste en borrar esta variable . Si b es 
una variable booleana auxiliar , POP ( a , b )  = a 
se utiliza  cuando una de las funciones TRUE o FALSE ha 
añadido una variable booleana auxiliar al con j unto de 
los datos y su acción consiste en conservar e l  valor -
de esta variable . TOP ( a , b )  = ( a , b ) . Es un . predicado . 
(b  es l a  vari�ble booleana) . 
Dice as! e l  teorema : t o d o  pr o g r ama  l i mp i o e s  e q u i v a l e� 
t e  a u n  p ro g r a m a  e s t r u c t u r a d o  q u e  c o n t i e n e  c o m o  m á x i mo  l a s f6� 
m u l a s  B L O C K ,  I FT H E N E L S E  y D OWH I L E  ( y / o  D O U N T I L ) , l a s f u n c i o n e s  
e s t á n d a r  T R U E , FA L S E ,  P O P  y T O P , a s f  c o m o  l a s f u n c i o n e s  y p r e ­
d i c a d o s  d e l  p r o g r a m a  o r i g i n a l . 
Las funciones estándar hacen las veces de señali zado- ­
res para incorporar las estructuras básicas y guardar traza  de 
l a  procedencia de las variab les en el flujo  de funciones .  
4 . 2 .  E j emplo de aplicación del teorema de estructura con -
funciones estándar . 





Fig . 9 .  
El  organigrama de la  figura 1 0  es equivalente al dOe - ..: 




Fig . 1 0 . 
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cia (TRUE ¡ . TOP ¡ POP ¡ p ) , por l o  que la  función p tiene como -
dominio el  conj unto de datos de partida , igual que en e l  pro­
grama original . En el ramal del grafo donde se encuentra f se 
marca uno de los arcos con TRUE y otro con FALSE para poder � 
encaminar de nu�vo hacia l a  función p o hacia la  salida , res­
pectivamente . El  ramal inferior , el de la secuencia ( S ¡ g ) se 
marca con FALSE para poder encaminar el  tratamiento hacia la 
salida por medio del mecanismo TOP . 
E l  organigrama de l a  figura 10 es una estructura cuya 
f6rmula puede escribirse de esta manera : 
BLOCK (TRUE , DOWHILE {TOP , BLOCK ( POP , IFTHENELSE { p ,  
BLOCK { f , IFTHENELSE { q ,  TRUE , BLOCK ( g ,  FAL­
SE» ) , BLOCK ( IFTHEN ( s , g) , FALSE » » , POP ) . 
E l  organigrama de l a  figura 11  es también equivalente 
al de la figura 9 ,  aunque en esta ocasi6n se ha pivotado so-­
bre la estructura DOUNTIL . * 




Fig . 11 . 
* Téngase presente la  misma observa�ión que la  que se hizo para 
el esquema de la figura 2 , válida allí  para la estructura DOW ffILE y aquí , por analogía , para l a  DOUNTIL . 
POP 
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4 . 3 . Coro lario 
To do plLoglLama l-f.mp.<.o el.> e q u-f. valente a un plLo g lLama en -
una de la/.) n OlLmal.> : 
B L O C K  ( 6 , g )  
l FTH E N E LS E  ( p , 6 , g )  
VOWH I L E  ( p , 6 )  
( y/ o  VOUNT l L ( p , 6 ) J 
do n d e  p el.> un plLed-f.cado d el plLog lLama o lL-f.g-f.nal o TO P ,  y d o n de -
6 y 9 /.) o n  plLo g lLamal.> l-f.mp-f.o/.) , cálculo/.) d el plLo g lLama o lL-f.g -f.nal , -
TRU E ,  FA L S E  o POP o 
5 ,  I NTERÉS y APL I CAB I L I DAD DE LA PROGRAMAC I ÓN ESTRUCTURADA . 
La programac ión estructurada es , como s e  ha s eña lado , 
un movimiento de rec iente aparición . Cabe indicar que su l an­
z amiento al gran público profes ional se produ j o  prácticamente 
el año 1 . 9 7 3  en un número de la revista ( Datamation ( Datama-­
tio n ,  Dic . 1 . 9 7 3 )  que dedicaba varios artículos al tema baj o 
el título genArico de R e v o luc-f.6 n  en l a  PlLo g lLamac-f.6n . 
Coincide este lan z amiento con una etapa de análi s i s  _. 
crítico de los problemas de la programación , relac ionado s. pr! 
, mordialmente con la �alta de fiab i lidad de los programas , es 
decir del so ftware en genera l ,  especialmente de los programas 
comple j os . El so ftware de b ase ( s i stema operat ivo , compilado- o 
res , etc . . .  ) I por e j emplo , es un conj unto de programas muy co� 
pl e j o s , y sus fa l l o s  conduc en a cons ecuencias cuando menos 
de s agradab les y en muchos casos catastróficas . 
La ve locidad de expans ión de l a  programación e s tructu 
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rada está condicionada a l  hecho histórico del momento de su -
aparición , cuando ya un cierto número de hábitos y técnicas ha 
adquirido volumen . Hoy día incluso una persona formada en los 
principiOs de la  P . E .  y convencida de S 1,1  utilidad tendrá que 
luchar contra el entorno . Casi cualquier libro o revista de in 
formática que consulte le pondrá delante" de los ojos un organ� 
grama como el de la figura 12 (Madnick , Donovan , 1 . 9 7 4  pág . 119 )  
(Algoritmo de asignación de particiones en memoria) que no em­
plea los nodos · del apartado 2 . 2 ,  que no es un programa limpio 
ni mucho menos estructurado , aunque pueda ser un programa ópt� 
mo .. En pocas palabras , no uti liza nada de lo que se ha estudia 
do en este capítulo . Este tema lo ha analizado F .  Sáez Vacas -
(F� Sáez Vacas , 1 . 9 7 5 ) . 
Al lector que por primera vez se encuentra con este 
concepto a través de estas páginas le haremos unas anotaciones 
muy pumarias que le permitan orientarse en cuanto al interés y 
aplicabilidad' de la P . E. 
5 . 1 . Comunicabilidad de la P . E .  
Este e s  un aspecto que nadie puede discutir . La P . E .  
produce programas claros , expresados con un mínimo 'de fórmu-­
las o ·  diagramas , '
,
programas limpios . La consecuencia práctica 
inmedi;;tta es una disminuci<in ,de los costes de programación r� 
lacionados con la tarea de modificación de programas y el  tra 
bajo en equipo . 
Corolario de lo anterior es el favorecimiento del tra 
bajo en �quipo , cuyo ej emplo más notable es la técnica de or­
ganiz?ción del equipo estructurado de programación ( Ch¡e &  p�o 
g�amme� Te.am , CPT en la terminología profesional ) ,  que utili­
za diseño modular y programaci6n estructurada . 
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Fig . 12 . 
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Otia faceta igualmente derivable es l a  didáctica . La 
P . E .  puede enseñarse bien ya que , entre otras cosas , permite 
discutir y comparar programas . 
En cuantu a la  polémica " organigrama s í  - organigrama 
no " ,  la  P . E .  en un lenguaj e estructurado de alto nivel (por -
ej emplo Pasca l , véase apartado 5 . 3 ) facilita e l  inclinarse 
sin ningún problema por el abandono del organigrama . 
5 . 2 .  Corrección de 10$ programas . 
Tal vez sea l a  pos ibilidad de demostrar formalmente s i  
un programa es  o no correcto el aspecto más impor,tante de l a  -
programación estructurada . 
E fectivamente , s i  la  fórmula de un programa emplea so­
lamente los diagramas de l a  figura 7 ,  puede probarse s i  aque-­
lla es  o no es correcta mediante un censo de todos los nodos -
del grafo . En cada nodo debe aportarse la prueba local de la  -
descomposición . Por e jemplo , si  f = BLOCK ( g , h ) , demostrar que 
[fJ = { (r , t ) , 3 s , ( r , s )  e [gJ 11. ( s , t ) e [hJ } 
( Véase , para mayor detalle (MilIs , 1 . 9 7 5 )  y ( Tabourier 
et al . ,  1 . 9 7 5 )  donde el 'lector encontrará nuevas referencias -
si quier� profundizar en una cuestión como ésta que , s iendo de 
gran interés , escapa a los obj etivos de estas  páqinas ) • 
5 . 3 . Los lenguajes de programación y l a  programación estruc 
turada . 
L o �  lenguaj e� md� utiliz ado� 4 e  h an de 6inido ajeno4  -
PQ� c ompleto , y en g ene�al ante�io�ment e .  a la  p�o g�amaci6n e4 
��uctu�ada . Hubiera s ido una casualidad que s u  estructura re- -
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flej ara precisamente las estructuras de la  P . E .  Y ,  e n  efecto , 
no la reflej an . He aquf un obstáculo obj etivamente considera-­
ble a la difus i6n de la P . E ,  producto del asincronismo en la -
creaci6n de dos tipos de lenguaj es : el  lenguaj e gráfico forma­
lizado ( lenguaj e  de la P . E . )  y e l  lengua je  formal l ineal . 
De los lenguaj es formales existentes unos se adaptan -
mej or que otros a la  P . E ,  pero de manera genérica hay que aceE 
tar c iertos retoques en la manera de util i zar los , retoques que 
generan habitualmente una pérdida de eficacia en su uso . A tí­
tulo de e j emplo , el lector puede hacerse  una idea ( figura 1 3 ) 
de la clase  de manipulaciones que habría que emplear en e l  uso 
de las s entencias de Fortran (Tenny , 1 . 9 7 4) para reflej ar con 
fidelidad diagramas es tructurados . Se pierde parte de la pote� 
cia del DO y sentencias tales como las de l F  aftitmltieo , l F  1 6  
g i e o , GOTO e a t eula d o  y GOTO a� ig nado , por poner a lgunos  aj em-­
plo s , s ufrirían también serias eros iones al  describirse diagr� 
mas estructurados medümte FOR'I'RAN . 
Existe un lenguaj e , de creaci6n muy reciente , denomina­
do P a� eal por su autor (Wirth ) , que está definido a imagen y -
semej anza de la programaci6n estructurada . Todavía está muy p� 
ca extendido . En 19 7 6 ,  el propio N .Wirth ha pub licado un l ibro 
e n  el que todos los algoritmos se describen en dicho lenguaj e 
y se han diseñado algunos compiladores de Pascal . 
I II - · 4 8 
g 
IF  ( no  p )  GO TO 10 3 
F T 
f {--




1 0 4  CONTINUE 
F T 
IF (no p )  GO TO 10 2 
f 
10 2 CONTINUE , 
4 0 0  IF ( no p) GO TO 4 0 1  
Lo f TO 4 0 0  
4 0 1  CONTINUE 
---
5 50 CONTINUE 
{ f f 
IF (no p )  GO TO 550  
_____ . __ . ____ .�ig . 1 3 .  ______________ J 
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6 .  RESUME N . 
u� pho ghama eh , mediando ciertas condiciones ( véase 
apartado 1 )  una hepheh entaeión de  un alg ohitmo . Análogamente , 
u� o hg anighama ( ohdino ghama o diaghama de 6luj o ) eh u� g ha 6 0  -
hepheh entativo  de  u� phog hama . 
Se ha expuesto cómo un ohg anighama puede thaz ahh e e on  
h 6lo  theh tipo h  de  � o dO h  ( de 6 uneión ,  de  Phedieado y d e  aghup� 
miento ) .  A su  vez ,  una h ola elah e d e  diaghamah eompuehta p O h  
theh diaghamah h impleh ( eo n eatenaeión , altehnati v a ,  hep etiti­
v a )  b ah tahla paha de 6inih loh e6leuloh de la elah e d e  to doh  -
lOh  diaghamah . Estos diagramas s imples poseen la  característ! 
ca de tener una entrada única y una salida única . 
S e  de 6i�e eomo ehthuetuhado un pho ghama eua�do e�t6 -
6 o hmado exeluhivamante eo � loh diaghamah o 6 óhmulah de  u� de­
t ehminado e o�junto , como por ej emplo e l  constituido por { fór­
mula de concatenación , fórmula alternativa , fórmula repetiti­
va } . Naturalmente , el  organigrama de un programa estructura­
do se expresa mediante una de estas tres fórmulas . 
Parte del capítulo se ha dedicado a exponer y aplicar 
algunos teoremas que demuestran que programas no estructura-­
dos ( l impios o no ) pueden transformarse siempre en programas 
estructurados , generalmente a costa de romper la estructura -
del programa original , de ampliar e l  conj unto de estados del 
programa y de �ntroducir nuevas funciones ( apartado 2 . 2 . 1 ) . -
Si  e l  programa es l impio pero no estructurado , es factible 
l legar a un programa estruc turado sin distors ionar exces iva-­
mente la estructu.t:a origi.nal introduciendo unas funciones c0!2. 
cretas ('l'RUE , FALSE ,  POP , 'I'OP ) , que amplían el conj unto de e� 
tado s mediante la introducci6n de unas variab les lógicas bina 
rías . 
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L a  programa c i6n e s tructurada pres e n ta grados divers o s  
de i nterés y a� l ic ab i l idad , tema hoy muy d i s cutido en e l  mund! 
1 10 profes i o n a l . E l  apartado 5 recoge a lguno s rasgos de esta -
d i s c us i6n , r e s a l t ando la v i�t uali d a d  t e 6�iea de p o d e� � e d em o h ­
t�an 6 o nmalmente _ � i  un p�o g � ama eh o no eA c o �� e ct o . Debe oh - -
s ervar e l  lector que actua lmente s e  s i  l a s  programas 
f un c ionan o no con un j uego má.s o meno s s f :L c at ivo del e 
c io de l o s  dato s , pero no se d emues tra s i  son o no s o n  correc­
·tos * . 
* Hay una " ley " ( G i lb , 1 . 9 7 5 )  e n  informá tica prác t i c a  que d i ­
ce : To d o �  l o �  pnog nama� n eal e¿ co ntienen  enno n e� mientna6 -
no � e  pnu e b e  l o  co ntnanio , lo  c ual e6 impo 6 i bl e . 
CAP I TULO 3 I 
PROGRAMAC I ON ESTRUCTURADA ; CONCEPTOS METODOLOG I COS 
O I I NTRODU CC I ÓN I 
En este capítulo nos proponemos describir , a través 
del desarro l lo de un ej emplo muy sencil lo ,  cómo se diseña un -
programa de nueva planta en forma estructurada . El  método gene 
ral consiste en manej ar constantemente tres principios : a )  el  
razonamiento será deductivo , de  lo más general a l o  más parti­
cular , b )  a cada nivel de razonamiento se hará uso de los r,e-­
c ursos abstractos necesarios , c )  el razonamiento será guiado -
por la  decisión de uti lizar siempre estructuras básicas én la 
expres ión gráfica de dicho razonamiento . 
l .  MÉTODO GENERAL D E  D I S EÑO  D E  PROGRAMAS E STRU CTUR ADOS . 
Sobre las estructuras básicas está casi todo dicho en 
el capítulo anterior , pero l lamamos la atención del lector pa­
ra que recuerde que la estructura completa de un programa es-­
tructurado tiene la  forma de una estructura básica . De ahí paE 
tirá e l  método . Tras el análisi. s  del problema se expresa un 
procedimiento de so lución del mismo mediante un esquema estru� 
turado muy general . Sin romper esta estructura , sino profundi­
zando en su interior , se irá refinando el esquema mediante ni­
ve l e s  o pasos s uces ivos ( stepwise refinement) hasta l legar a -
un nive l en que ya no intere s a  refinar más . Veamos qué son el  
" re c nr s o  abs t racto " y e l  " razonamiento deductivo " ( E . Reyero -
e t  al . I 1 .  9 7 5 )  : 
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1 . 1 ,  E l  recurso trac t o , 
Una de las  circunstancias  que más dificulta la  concep­
c i6n de programas reside en mantener s imultáneamente " in mente " 
las especificaciones del programa , por un lado , y por otro la­
do los recursos concretos de que se  dispone para codificarlas , 
es  decir , las instrucciones del lengua je  de programaci6n que -
se  emp leará . La tendencia tradicional consi ste en plasmar di-­
rectamente las  especificaciones en términos de instruc c ioIlElS . 
Para s a¡var la  brecha existente entre e l  dominio de 
las ideas tal como ocurren en la mente humana y el  dominio de 
los procesos reflej ados por las instrucciones de un lengua j e ­
de programaci6n , el  diseño o concepci6n de programas · estructu­
rados se auxilia  de lo que se denomina Recursos Abstractos por 
contraposici6n a 16s recursos concretos de que se dispone ( un 
ordenador con un determinado lenguaj e ) . 
Según D i j kstra , ( Dahl et a l . , 1 . 9 7 2 ) concebir un pro-­
grama en términos de recursos abstractos consiste en descompo­
ner una determinada acción comple j a  en términos de un número -
de acciones más s imples , que podrían ser interpretadas como 
instrucciones para unq supermáquina ( inexis tente ) capaz de e j �  
c utarlas . Pue s to que , nuestros recursos concretos son incapaces 
de proqesar tales instrucciones concebidas para una máquina ,  -
e l  paso siguiente s erá , ' entonces , crear un programa que simule  
s u  funcionamiento , o lo que es lo mismo , descomponer cada una 
de sus instrucciones en acciones todavía más s imples que po- -
drían ser a su  ve z instrucciones para otra máquina ideal que -
plantearía ,  los mismos  problemas . E l  proceso continuaría hasta 
que en un determinado nivel de descomposici6n , las subacciones  
obtenidas constituyan instrucciones para e l  ordenador actual-­
mente disponib le . * 
* En e l  capítulo 4 se  verá hasta qué punto habría que l levar -
este proceso cuando el  recurso concreto fuera una máquina  de 
Turing . 
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E s t a  manera de c o n ce b J. r prog ramas no e s  exc l u s iva 
la programaci6n estruc -turada . La programación modular la  u'c i l i  
z a r  no s istemáticamente , con  otros fines . El  programador expeE 
to que divide el programa en módulos hace algo parecido ¡ los m� 
dulos  seráh codificados por distintos programadores ,  pero para 
él son como instrucciones de un lengua j e más potent� que le 
permiten establecer más cómodamente el  programa . Su problema , 
j us tamente es establecer que módulos son los más adecuados , 
qué condiciones deben satisfacer y cómo -deben ser encadenados . 
En r�alidad lo que �sfablece son las  especificaciones de la s� 
per-máquina qUe fuera capaz de procesar tales módulos ,  consid� 
rados como instrucciones . E l  resto de los programadores lo que 
hacen es s imular la super-máquina  con los recursos concretos -
disponibles . 
Un aspecto que no debe ser olvidado en programación es  
tructurada es  el  poseer unas estructuras las cuales son váli-­
das  para  todas las super-máquinas ; es decir , cuando una acción 
comple j a se descompone en acciones más s imples , la  lógica con 
qui se  establecen tales acciones debe de corresponder con alg� 
na de las estructuras . Este es  el  principio c)  que se señalaba  
en la  introducción a este capítulo . 
1 . 2 .  Razonamiento deductivo ( " top down " ) . 
Con este nombre se designa a l  proceso mental que permi 
te concepir un programa por medio de una marcha analítica que 
se ref le j a  en niveles o pasos consecutivos de refinamiento , c� 
da uno de ellos poseyendo sus propios recursos abs tractos que 
permiten resolver el programa por completo . 
Esta marcha analí tica , totalmente cartesiana , supone -
que s ituados en un determinado nivel de razonamiento , todos 
los nive les anteriores y cada uno de ellos han resuelto total­
m�nte el  problema ¡ de lo que se  trata es de hacer un refina- -
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miento que permita expresar esa soluci6n de una manera más ade 
cuada a ciertas l imitaciones existentes ( los recursos reales ) . 
E s  por esto que NUNCA SERA NECESARIO VOLVER ATRAS* para reco� 
s i derar ciertos aspectos no tenidos en cuenta , salvo error o -
que se quiera intentar otra soluci6n más conveniente . 
E l  paso de un nivel al  siguiente s� hace por medio de 
un cambio en e l  "punto de vista " , lo que permite introducir un 
refinamiento . Esto puede verse más claro reflexionando sobre -
como es una estructura , habida cuenta de que solo tiene una en 
trada y una salida . 
N IVEL N 
1 
1 
Punto de vis 
ta exterior:-
cr--_  _=-===:> 
Fig . 1 .  
NIVEL N+l 






Punto de vis , ­
ta interior:-
* En l a pr&ctica real , no se es capaz de realizar una marcha 
perfecta , sin vuelta atrás , pero éste es un principio que - ,  
e s  importante seguir con el  máximo grado de pureza que sea 
pos ib le . 
Una estructura básica nos permite tomar dos puntos de 
vis ta con respecto a ella . 
a )  Punto de vista " exterior " .  
En este caso la  estructura es vista como una caj a 
" negra " con una única entrada y una única  salida 
por donde c ircula una informaci6n que la estructura 
manipula de alguna manera para entregar unos resul­
tados en su s alida . 
El  aspecto fundamental a considerar es que la  es- -
tructura HACE algo , sin  considerar "COMO LO HACE " .  
b )  Punto de vista " interior " 
Ahora la posici6n es totalmente inversa .  Dada una -
" caj a negra " determinada que aporta una determinada 
acci6n , en un momento determinado debemos pregunta!:. 
nos " de qué manera es hecho " , si encadenando , - o fre­
ciendo alternativas o repitiendo acciones s imples o 
éomplej as .  Cuando tomamos esta posici6n , mirando a 
" COMO LO HACE " realmente , lb que tratamos es  de av� 
riguar la estructura interna de la caj a negra prim! 
tiva . 
1 . 3 .  Consejo  al  lector . 
Al lector le  habrá parecido este apartado tan incom-­
prens ible  y " abstracto " como e l  recurso al que se ha hecho re 
ferencia . Es recomendable  seguir con atenci6n el  e j emplo prá� 
tico  del s iguiente apartado , para releer posteriormellte éste , 
que resultará entonces mucho más " concreto " . 
I I I  - 5 6  
2 ,  EJ EMPLO D E  D I SEÑO DE U N  PROGRAMA ESTRUCTURADO , 
Se ha  escogido un caso práctico que consiste en digit� 
lizar el tiempo y en estructurar l a  programaci6n de su simula­
ci6n . El  día 2 3  de Septiembre de 1 . 9 7 7 se propuso a los alum-­
nos de la asignatura de Ordenadores Elect�6nicos de l a  E . T . S . ­
I . T .  de Madrid resolver,  entre otros , un problema ( adaptado de 
(Arbib , 1 . 9 7 7 »  cuyo enunciado reproducimos a continuaci6n 
2 . 1 .  Enunciado del problema . 
Se  pide simular mediante un programa escrito en ENSAM 
el funcionamiento de un reloj digital que posee dos ventani- -
llas visuali zadoras .• la primera con tres campos ,  cada uno de -
dos dígitos decimales , que representan respectivamente de iz-­
quierda a derecha la hora , los  minutos y los  segundos (por - -
ejemp lo : 1 0 : 2 2 :  0 8  significa las diez horas , veintidos minu-­
tos , 8 s eg undos) . La segunda ventanilla  visualiza , mediante 
dos campos de dos dígitos decimales , el mes y el día del mes -
(p . e j emplo : 0 4 :  30 quiere decir que nos encontramos en el  mes 
de Abril ,  día  3 0 ) . 
E l  reloj fun�iona mediante un circuito integrado, com-­
puesto , entre otros elementos , de tantos registros como cam-­
pos de dígitos decimales hay en las ventanillas de la  esfera -
del reloj . Dicho en otras palabras , a cada campo le correspon­
de un regi stro electr6nico donde se crean l as represen taciones 
binarias  como consecuencia de la recepci6n de los impulsos pr� 
cedentes de un oscilador ajustado a un ritmo de segundos . A es 
tos registro s  y a s u  simulaci6n en ordenador les llamaremos HO 
HA f MINUTO , SEGUNDO , f,mS , DIA . 
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Fig . 2 . 
Suponemos que l a  batería que alimenta e l  cirdüito se  -
agota al cabo de N impulsos , s iendo N un dato numérico conoci­
do . El programa , pues , leerá los datos N ,  HORA , MINUTO , SEGUN­
DO , MES Y OlA , siendo estos  cinco últimos los correspondientes 
a l  momento en que se pone en marcha el reloj . Se  i ntroducirá -
una variable de cuenta de impulsos  llamada OSC . 
Se pide que el  programa escriba sucesivamente "HORA" , 
N o DE HORA , "MINUTO" ,  N o DE MINUTO , "SEGUNDO " ,  N o DE SEGUNDO , 
" OlA " , N °  DE OlA,  "MES " , N °  DE MES , una línea de seis  asteris 
cos , ",HORA" , N °  DE HORA,  e tc . Cuando se acabe la b atería , el 
ordenador imprimirá "SE ACABO LA BATERIA" .  
OBSERVACIONES 
RECORDAMOS que Febrero TIENE 2 8  OlAS ( s e  despreciará 
la consideración de los años bisiestos ) ,  Septiembre , Abri l , -
Junio y Noviembre tienen 3 0 .  E l  resto , 31 
Obsérvese que se  trata de obtener como salida los es-
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tados sucesivo s  de l a  esfera del relo j , pero no hay que preoc� 
parse de que la impresora escriba estas salidas a intervalos -
de tiempo fij o .  
2 . 2 .  ¿ Por qué este ej emplo? 
E s te e s  un ejemplo que , en algún sentido , es muy ade-­
cuado para los  propósitos didácticos que animan este texto . En 
primer lugar , es sencillo intrinsecamente y permite poner de -
manifiesto con claridad , en el espacio de unos 4 5  minutos que 
viene a durar una clase , los principios básicos del diseño de 
programas estructurados . De otra parte , se trata de un prob le­
m a  conocido del lector y ,  por tanto , la  dificultad de compren­
s ión de su contenido no podrá ser una nube perturbadora que le  
impida concentrarse· en lo esencial del  e j emplo , que no  es el  -
ejemplo en s í , s ino e l  método que se  va a seguir con é l . 
S i n  embargo , en otro sentido es  un ej emplo deficiente . 
Su misma s encillez  animará al lector a creer que puede saltar­
se  pasos del método y ,  lo  que tal vez s ea peor , a hacerle pen­
sar que no aparenta ser tan ventajosa  la P . E .  como se pretende . 
Ciertamente , los beneficios de la P . E .  se aprecian con mayor -
nitidez enfrentándola a problemas complej os . 
2 . 3 . Una solución no estructurada . 
Aquí sólo interesa estudiar el  organigrama que , como -
se ha repetü¡o , no es único . La codificación en un lengua j e ,  -
sea e l  que sea  ( ENSAM,  FORTRAN , ALGOL , etc . ) no entra en nues­
tros ob j etivos ahora . 
Para que el lector pueda establecer comparaciones es-­
tructurales reproducimos en la  figura 3 un organigrama tal co­
mo ha s ido diseñado por una persona que ha estudiado , codifica 
, [- osc � o ] 
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Fig . 3 .  
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do y probado este programa . ( Piénsese que un programa e structu 
rado no tiene necesariamente por qué ser óptimo desde un punto 
de vis ta de minimización del tiempo de ej ecución o de l a  ocup� 
ci6n de memoria . La programación estructurada busca la optimi­
z ación en otros ±errenos : en la  minimización del tiempo de di­
seño o modificación de programas , en el rigor y fiabilidad de 
ésto s , en su transferibilidad , etc . ) . 
2 . 4 .  Desarrollo · de una solución estructurada . 
En  el  pri�er nivel se  plantea una solución esquemática 
completa que resuelve totalmente el  problema , en el caso de 
que fuera posible contar con una máquina que tuvi.era la capac.! 
dad de interpretar y ej ecutar las  instrucciones contenidas en 
los nodos del organigrama de la  figura 4 . 1 . Este o�ganigrama -
tiene una estructura definitiva . Examinemos s i  algún nodo nec� 
s ita un desarrollo más detallado , porque cuando así sea ( y  lo 
recuadraremos con trazo más fuerte ) se tratará de una instruc­
ci6n dirigida a un recurso abstracto . 
En el  esquema se entiende por HORA y FECHA los con jug 
tos (SE G ,  MIN , HORA) Y (DIA , MES ) . Cuando HORA no a�arece sub� 
rayado es que se refiere al elemento HORA . 
S i  · se exceptúa l.a instrucción " CALCULA E IMPRIME NUEVA 
HORA Y :E'ECHA" las demás son prácticamente órdenes traducibles 
muy sencillamente al lenguaj e de cualquier ordenador . A�í ,  pues , 
s e  desarrolla  dicha instrucción en un nivel de desglose supe-­
rior (Fig . 4 .. 2 ) . 
La instrucción " calcula hora y fecha " se va refinando 
suce s ivamente , de manera que cada vez son menos las cosa s  que 
se piden a un recurso abstracto ( figs . 4 . 3 , 4 . 4 ,  Y 4 . 5 ) . �l 
llegar a l  nivel representado en la figura 4 . 6  nos encontramos 
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ante un pequeño obstáculo : todos los meses no tienen el  mismo 
número de días . Este es un obstáculo normal . Lo que estaba oCE 
rriendo hasta aquí no dej aba de ser una aburrida monotonía . si 
el número de horas que constituyen un día dependiera del día -
de l a  semana o el de minutos que forman una hora de que fuera , 
antes o después de mediodía ,  posiblemente nos haríamos un taco 
en la vida corriente , pero en lo tocante a la programación ac­
tuaríamos como en la f igura 4 . 6 .  Se especificaría una instruc­
ción a un recurso abstracto para que calqulase el l ímite de la 
cuenta correspondiente a las circunstancias concretas . Y este 
desarrollb se dej aría para más adelante , en este �aso para la 
figura 4 . 8 ,  donde se plantea una solución estructurada entre -
varias pos ibles . 
Una vez terminado el  proceso de desglose , se  recorre el 
camino en sentido inverso sustituyendo sistemáticamente los 
diagramas más sencillos en el  diagrama de nivel in�ediatamente 
anter�or hasta recuperar la estructura completa de la figura -
4 . 1 , pero ya compuesta con todo el  detalle de las operaciones 
fácilmente traducibles a instrucciones para un ordenador .  El -
organigrama f inal es el de la  figura 5 ,  en donde por razones -
de  falta de espacio no se  ha sustituido el di�grama de l a  fig� 
r� 4 . 8 .  CEs obVio , -el lector puede comprobarlo fácilmente­
que este diagrama dista de ser el mej or .  Así ,  s in merma de l a  
buena estructuración del programa podría haberse introducido -
eL cálculo del " lími te de los días del mes "  a,l iniciarse cada 
nuevo mes , siempre que se hubiera introducido como dato el lí­
mite del mes en el que se  inicial i z a  el reloj ) . 
3 ,  OB�E�VÁC I ONES SOBRE EL M�TODO 
Alcanzar un cierto dominio en la aplicación de las re--
glas generales del método de diseño que se  acaba de ver es al-
go que se consigue con la  práctica y no está exento d� ' dificul 
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t ades . Pero se  hace necesario tomar siempre en cuenta que es-­
t as reglas no excluyen -s ino más bien al conEiario- el uso de 
l a  l6gica que , en el caso de la programaci6n , se vincula estr� 
chamente a la estructura de los datos que ha de tratar el pro-­
grama . E l  mismo ej emplo del reloj digital puede proporcionar-:-:­
nos la oportunidad de mostrar hasta donde nos llevaría el uso 
c iego ( s in 16gi9a) del m�todo . 
Supongamos que se nos pide modificar el  organigrama de 
la figura 5 para s imular el  funcionamiento del reloj en el ca­
so de que �ste captase con una ventana visualizadora más , de -
dos cé,tmpos ,  uno para el día de la  semana ( DIASEM) y otro para 
el día del año (DIAAÑO ) . (El primer día de la semana es el lu­
nes y e l  año será siempre de 36 5  días ) . 
E l  lector debe intentarlo por sí mismo , antes de mirar 
una soluci6n que se le ofrece más abaj o .  Ciertamen�e el probl� 
ma parece s imple , y lo es . Sin embargo , un elevado porcentaj e  
de los  alumnos que tuvieron que resolverlo de manera imperati­
va (exameri 1 3/5/78  en la E . T . S . I . T . M . ) lo hicieron mal. Más o 
menos , como se  indica en las figuras 4 ' . 5 ,  4 1 . 6 , 4 1 . 7 Y 4 '  . 8  . 
. En ellas parece haberse aplicado sistemáticamente (me j or dirí� 
se ciegamente ) e l  m�todo , a imagen y seme j an za  del proceso se­
guido en las figuras 4 . 1  a 4 . 8 .  El  resultado es que el progra­
ma modif ica el " día del año " s6lo cuando cae en lunes , y e l  
"día del mes " y e l  "mes " s6lo cuandQi, además de caer e n  lunes 
fuera el primer día de un nuevo año . 
¿Qu� ha ocurrido? , Simplemente que no se ha tenido en 
cuen.ta  que las '  variables DIASEM , DIAAÑO y DIA corresponden a .l. 
tres enumeraciones distintas , sin relaci6n entre s í , y que , 
por tanto , hay que l levar de manera dis j unta , V�ase una posi-­
ble  sol uci6n en la figura 4 " . 6 ,  que sustituiría a la figura 
4 . 6 .  ( Naturalmente , sería imprescindible leer DIASEM y DIAAÑO 
al principio del programa e imprimirlo a lo último) . 
., � 




HORA=HORA + 1 
No 
MIN = 0 0  
Fig .  4 '  . 5  
S i 
CALCULA HORA , 
DIASEM , DlAA 




, '.,¡ Fig . 4 '  . 6  
CALCULA D I  
AÑO , DIA , 
MES .  
Fi g . 4 '  . 8  
Fig . 4 ' . 7 
No S i. 
DIASEM=DIASEM+l 
' CALCULA DIA 
S EM , DIAAÑO-; 
OlA , MES . 
Fi� . 4 ! 7  
'------------ ---,--
Fig . 4 ' . 6  
CAI,CULA LIM 
Fig . 4 . 8 v.... __ � __ ...... _.¡"".......lI ·1 
No 
DIA=DIA+l 
Fi g .  4 ' . 8 
- " 
CALCULA 
DIA , ME S  
I I I  - 6 6  
No 
DlAAf:tO=DIA 
Af:tO + 1 -
No 
DIASEM=DIA 
SEM + 1 -
No 
DlAAf:tQ=O O l  
S i  
DIASEM=l 
- - -7 fig . 4 . 8 .  
CALCULA DIA , 
MES " 
_.-y--
Fig . 4 " . 6 .  






__ _ � ___ \L... _ ___ ._ 
MIN = 
MIN+1 
I ""--------- - 7  ¡.. � - -- __ o-*, 
, --
I ...... --- �. �-�---�-----l( ' v ' 
i 
Fig . 5 .  
r i 
I I I  - 6 7  
SI  >--.., 
I 
_ . .  _. 'v . ... '., 
MES =0 1 1 ' 
¡ 
III  - 68 
4 I RESUM.EN , ·  
MÉTODO G ENERAL DE  D I SEÑO  D E  PROGRAMAS ESTRU CTURADOS 
- -.---�---�------ ----'-.----'----
�7 
RAZONAM I ENTO DEDUC T I VO 
( s in OlVidfr la lógica ) 
ESTRUC TURAS BÁS I CAS 
CAP I TULO 4 
MAQU I NAS DE TUR I NG : DEF I N I C I ON ,  ESQUEMA FUN C IONAL Y EJEMPLOS , 
O ,  I NTRODUCC I ÓN .  
El  propósito fundamental de este capítulo es definir -
qué es , cómo funciona y cómo s e  diseña una máquina de Turing . 
A través de varios ej emplos se familiarizará el  lector con la 
estructura de esta máquina , los alfabetos externo e interno , -
su programación y las distintas representácibn�� de la  misma -
( l i sta de quíntuplas , esquema funcional , diagrama de estados )  
y l a  representación y manej o  de  las  informaciones en  l a  cinta 
de la  máquina . 
1 ,  D E F I N I C I ÓN DE MÁQU I NA D E  TUR I NG .  
En el año 1 . 9 3 6 ,  antes del advenimiento de los ordena­
dores , el matemático inglés A . M . Turing inventó una máquina 
computadora de una increible  s implicidad en su estructura lóg� 
ca . El concepto de algoritmo puede muy bien estudiarse en tér­
minos , de esquemas funcionales de máquinas de Turing ya que , ,c2.. 
mo veremos , éstas permiten disecar los algoritmos en las oper� 
ciones más elementales que cabe imaginar . 
La máquina de Turing se ha convertido prácticamente en 
la pied�a ang ula� de la mD de�na teo�la de alg o�itmo� . Siendo -
una máquina ideal , que cada uno define y construye con papel y 
lápiz ,  nO se ve afectada por los avances tecnológicos . Es , pues , 
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un invariante de la informática y también un s ímbolo . La  aso-­
ciaci6n de informática profesional más pres tigiosa del mundo , 
la A . C . M . (Association for Computing Machinery) discierne to-­
dos los aBos e l  premio Turing entre los científicos  que más 
han contribuido a generar avances significativos en el domi-­
nio de la informática . 
véase en la figura 1 c6mo se representaba esta máquina 
en el Scientific American en 1 . 9 6 3 . ( Tomada de (H .Wang , 1 . 9 7 4 ) ) 
---------\-------
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Fig , 1 .  
U n a  m á q u i n a d e  T u r i n g  e s  u n  a u t 6 m a t a f i n i to ,  j u n t o c o n  
u n a  c i n t a  d e  l o n g i t u d  i n f i n i t a ( q u e  e n  c u a l q u i e r m o m e n t o c o n - ­
t i e n e  s 6 1 0 u n  n ú m e r o  f i n i t o d e  s í mb o l o s )  d i v i d i d a e n  c a s i l l a s 
( c a d a  c a s i l l a  p u e d e  c o n t e n e r  u n  s o l o s í m b o l o  o e s t a r  e n  b l a n - ­
c o ) . y 'u n a p a r a t o  p a r a  e x p l o r a r  ( l e e r )  u n a  c a s i l l a ,  i m p r i m i r u n  
n u eY o  s í m b o l o _ s o b r e e l l a ,  y m o v e r  l a  c i n t a  u n a  c a s i l l a  a l a d e  
r e c h a  o a l a  i z q u i e r d a . Veamos en deta l le estos elementos : 
a) L a.  cA.n.ta. c.o nt, LLtulj e.  una. me.mo Jr.ia. in Mni.t a. .  Los s ímbO 
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los  que sobre ella  están escritos o se pueden escribir e . , - -1 
i e l e  N pertenecen a un conjunto finito E ,  al que l lamamos -
alfabeto externo de la máquina . Hagamos m = Card ( E ) . Estos m 
s ímbolos sirven para codificar la informaci6n suministrada a -
la máquina . El  s ímbolo blanco , o vacío , O generalmente , a -
no ser que se designe expresamente por O )  forma parte del alf� 
beto , lo que no querrá decir que pueda considerarse infinita -
la informaci6n contenida en la cinta . Por tanto , en un estadio 
cualquiera del funcionamiento de la máquina , toda informaci6n 
registrada sobre la cinta se  presenta baj o la forma de una pa­
labra escrita en el alfabeto externo E ,  a ra z6n de un s ímbolo 
por casil la . 
Cabeza de 
lectura-escritura 
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Fig . 2 .  
b )  En principio ,  había una cabeza de lectura y escrit� 
ra inm6vil y l a  cinta se desplazaba bajo  la  misma . Pero en es­
te texto , '-y no somos los únicos en hacerlo así- I supondremos 
d� ahora en adelante que ocurre lo contrario : l a  Q�nta e¿ ta�d 
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�rtm 6 v ¿1 y ¿ � d e¿ r l a z a � d  l a  c a b e z a , con lo que resultará más 
senci lla la re�resentaci6n gráfica de la dinámica del conteni­
do de la c inta . Dado que la cabeza s e  desplaza una posici6n a 
la derecha o a la  i zquierda o ninguna posici6n , es evidente 
qu� l as instrucc�ones que puede e j ecutar esta máquina tienen -
que estar compuestas de las especificaciones de una operaci6n 
de lectura/escritura y de un movimiento ( derecha ( -+ ) , i zquier­
da ( + ) , inm6vil  ( +-+) ; conj unto M ,  M { + ,  + ,  ++ ) ( Observa- ­
ci6n : puede definirse la M . T .  con M = { + ,  �- } pero aquí se  ha -
optado por l a  priméra versi6n , más f lexible ) . 
c l E l  bloque T ,  que puede atraves ar diferentes estados 
qj ' de un conj unto finito Q ,  está conectado a la cabeza  de lec 
tura/escri tura por un enlace de entrada ( lectura , '  s .ímbolo ei ) 
y un enlace de salida ( escritura , s ímbolo ek ) .  E l  estado le es 
presentado por el bioque Q . La funci6n 16g1ca  reali zada por el  
bloque T hace corresponder a l a  pare j a  ( e i , qj ) un vector de  sa  
l ida ( ek , mh , qp) con ei , ek e E ,  mh e M�  qj ' qp e Q .  Natural-
rnente , el aut6mat a ,  e n  un ¿ ent¿do 6 0 4m al , e¿ t d  c o n¿ t¿tuldo r o �  
� o ¿  b l p  q u e.!' T lj Q .  Los bloques Q y M actúan como dos memorias 
internas , que conservan respectivamente el  estado qp y la  or-­
den de movimiento mh , producidos por el aut6mata durante su 
trabajo , hasta el  comienzo del instante s iguiente , comienzo des 
encadenado por un secuenciador e ,  que controla  los pasos o fa-
ses de trabaj o .  (Nota : aunque se designen por las mismas le-­
tras M y Q ,  no confundir bloque con conjunto . El  contexto dirá 
de qué cosa se trata ) . 
En un e j e  de tiempos se representan las fases del fun­
ciQnamierito de una M . T .  ( fig . 3 ) . 
� 
o o � 8 - � � 8 Q Z Q Z o � -< ::J ¡:il � 8 0 0  H p::; 8 0 0  H H H Q  � j:) H H Q  � ::J p::; ¡J:1 -<  H ' 8  p::; � �  H 8 U � 8  >- U U >- U IJJ -< u:i  O � IJJ (1) o � � U �  � H � U �  � H 
I I I I I FU--'-__ I t t+ l t+ 2 
Fig .  3 .  
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No es esencial e l  orden en que ocurran " cambio de est� 
do " y "movimiento de l a  cabeza "  que , incluso , pueden suponerse 
s imultáneos . 
Con lo dicho , podemos definir así  el aut6mata finito -
l' - Q ,  que es e l  componente lógi.co de l a  JVláquina de Turing : 
T - Q < E , ( E x M )  U ( S t o p ) , Q , f ,  g >  ( 1 ) 
E c o n j , f i n i t o d e  s í mb o l o s e n  1 a c i n t a  ( 2  ) 
( a l f a b e t o  e x t e r n o ) 
M c o n j , f i n i t o d e  mo v i m i e n t o s  d e  1 a c a b e z a  ( 3 ) 
Q c o n j , f i n i t o d e  e s t a d o s  i n t e r n o s  ( a l f a b� 
t o  i n t e r n o ) (.4 ) 
f :  E x Q -+ Q f u n c i ó n  t r a n s i c i ó n ( 5 ) 
g : E x Q -+ ( E x M ) U ( S t o p )  f u n c i ó n  d e  s a l i d a ( 6 ) 
Cualquiera que sea la informaci6n , o palabra A escrita 
inicialmente en la cinta según el  alfabeto E ,  pueden ocurrir -
dos cosas : 
1 . Bien , a l  cabo de un número finito de pasos se deti� 
ne la  máquina dando la  sefial de stop . Sobre la  cinta se encon­
trará una cierta palabra B escrita s egún el  mismo alfabeto , 
que representa la información resultante . Se dice que la  máqui 
na es  apl icable  a la información A, y que transforma A en B .  
2 .  B ien , la  sefial  de stop no se  produce nunca ,  en cuyo 
caso se dice que la máquina es inaplicable  a la  información 
inicial A .  
El funcionamiento de una particular y concreta máquina 
de Turing podrá describirse especificando los items ( 1 ) a ( 6 ) , 
j unto con los s iguientes elementos : 
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( 7 ) 
( 8 ) 
( 9 ) 
0 ,  lo que es lo mismo , mediante los items ( 7 )  a ( 9 )  y una ta-­
bla ( tanmién l lamada esquema funcional )  de todas las quíntu- -
plas posibles ei qj ek mh qp ' Esta tabla es un programa para -
la máquina de Turing , cuyas instrucciones dicen : " s i  l a  máqui­
na está en el estado q . y lee  el s ímbolo e . , que escriba el  J 1 
símbolo ek , mueva la cabeza  una posición mh y cambie al  estado 
g " o. p 
(Nota : reflexione el  lector que en la definición y es­
quema de  la  M . T .  están presentes de  una manera 
o de otra todos los subsistemas de la fig . 4 
del capítulo 1 )  o 
2 ,  FUN C I ONAM I EN TO DE LA MÁQU I NA D E  TU R I NG A TRAVÉS D E  LOS E J E� 
P LOS . 
2 . 1 .  Suma de dos números enteros no nulos es critos en el a l  
fabeto { I } .  
" La tabla adj unta expresa el  programa correspondiente a 
un a lgoritmo de suma de dos números enteros no nulos para una 
máquina de Turing con las siguientes caracterís ticas : 
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información inicial en l a  cinta : los dos números ente­
ros representados por grupos de 1 (ej , 3 :: 1 1 1 ;  
5 :: 1 1 1 1 1 ) separados por un asterisco * . 
posicj.ón inicial de la  cabeza :  sobre el  primer 1 de la 
i zquierda 

















q . 1 J> 
+-�� -
ql 
rJ + q2 1 +- ql , 
-b 0 +  qo 0 +  qo f+-+stop * -4- ql 
qi 
1 +  q2 
I +-+ ql 




Fig . 4 .  Dos representaciones tabulares alternativas 
En el  primer instante , la pareja  de entrada es ( I , qo ) 
lo que ocasiona un trío ( e  + q2 ) '  esto es , se  borra el  primer 
palote , se desplaza la cabeza una posición a la derecha y se -
pasa al  estado q2 ' Y así una y otra vez .  La mej or forma de apr� 
piar la mecánica será con un caso numérico concreto , por ej em-
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plo la  suma de 2 y 3 , situado el primero de ellos a la i zquieE 
da . véanse en la figura 5 las configuraciones sucesivas de la 
suma 2 + 3 en una máquina de Turing . 






1 0  
1 1  
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2 0  
2 1 
2 2  
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2 7 
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La máquina se detiene en el  movimiento n °  30 . La infor 
maci6n resultante , o soluci6n del problema , o palabra B ,  apar� 
ce s ituada a la  derecha de l a  cabez a  cuando ésta se para . 
Es evidente que l a  presentaci6n de las configuraciones 
de la c inta baj o la forma de la figura 5 es poco manej ab le . Por 
tal raz6n se le prefiere l as de l a  figura 5 '  y 5 " , en las que 
prácticamente siempre el s ímbo lo ' blanco ' sería el cero . 
CINTA 
0 01 1 * 1 1 1 0 0  
0 0 01* 1 I 1 0 0  
0 0 0  I � I I I O O 
0 0 0 1 *1 1 1 0 0  
0 0 0 1 * 1 1 1 0 0  
0 0 0 1 , * '1 I loo  
0 0 0 1 * 1 I I Q.O 
0 0 0 1 * I l l lO 
0 0 0 1 * I I II O 
0 0 0 1 * 1 LI I O 
0 0 0 1 *U 1 1 0 
0 0 0 1 �I I  1 / O 
OooL * 1 1 1 1  O 
0 0Q} */ 1 1 1  O 
Oo oL *1 1 I I O 
0 0 0 0�1 1 1 1  O 
0 0 0 0 *11 1 1 0 
0 0 0 0 * 1 11 1 0 
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CINTA 
0 0 0 0 * 1 1 1 10 
, 0 0 0 0 * 1 1 1 1  Q. 
0 0 0 0 * 1 1 1 1 1  
0 0 0 0 * 1 1 1 1 1  
, - 0 0 0 0 * 1 1 11 1  
0'0 0 0 * 1 11 1 1 
0 0 0 0 *11 1 1 1 
0 0 0 0�1 1 1 1 1  
o O oQ.* 1 1 1 1 1  
0 0 0 0.:1 1 1 1 1  
o o o o�I I 1 1 1  
Fig . S '  
o oqo l l * 1  l 1 0 0  
O O Oq2 ' * 1 1 1 0 0  
0 0 0 1 q2 * 1 1 1 0 0 
0 0 0 1 *q2 1 1 l o � 
0 0 0 1 * I q2 1 l o o  
0 0 0 1 * I I q 2 1 o o  
O Q o l *· 1  I I q2 0 0  
0 0 0 1 * 1 1 I qi 1  ° . 
0 0 0 1 * 1  1 qi 1  l o 
0 0 0 1 * 1  gi l  l � O 
0 0 0 1 *qi 1  l 1 1 O 
0 0 0 1  qi * 1  I 1 I O 
O O Oql1 * 1 1 l , ° 
o oql0 1 *1 1 1 1 O 
O O Ogo 1 * l 1 ¡ l o 
O O O Oq2 * 1 1 1 l o . 












s top . 
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A las  expresiones de  la f igura 5 "  se les  l lama descrip 
ciones instantáne�s . La descripción instantánea da de manera -
absolutamente precisa  el comportamiento de l a  M . T .  En efecto � 
la  descripción , s i  no se toma en cuenta qj ' da e l  contenido de 
la  cinta y ,  puesto que el  s ímbolo a la derecha de qj en la  ex­
presión es ei (por eso no es necesario el subrayado indicativo 
de la posición de la cabeza )  se tiene además la pare j a ( ei , qj ) 
representativa de la s ituación de trabajo  en que se encuentra 
la  máquina . 
Aprovechemos este ej emplo y esta última representación 
para definir el  cálculo de una Máquina de Turing ( Gross , Len-­
tin , 1 .  9 6 7 ) . 
r Cálculo de una Máquina de Turing 
Se dice que una descripción instantánea y es terminal , 
relativamente a una máquina Z ,  si  no existe ninguna descrip- -
ción w tal que y + W ( + s ignifica aquí el.> 1.> eg u-i.da. p oJt) -
Se l lama cálculo de una M . T .  determinada a una iuce� -
s ión : 
de descripciones instantáneas tales que Yi + Yi+1 , para l�i<p 
con Yp terminal . S e  puede escribir 
( 10 )  
lo  que s e  lee : " Yp e s  el resultado de Y 1 para la  máquina Z " . 
Nota : Obsérvese  que la  expresión ( 10 )  es  una forma más comple­
ta  de decir que la  máquina Z es  aplicable  a una determinada i� 
formación , ya que incluye el estado y la pos ición de la cabeza  
I 
I I I  - 8 0  
� n  l �  s i tu�c �6n inicial y e n  la tinal . 
'2 . 2 � ÁIgÓritmo de E uc l ides para el cálculo del ' m . c . d .  de 
dos �núrnero s enteros escritos en el al fabeto.Jjl · 
informaci6n inicial en la cint a :  los dos núme 
ros enteros representados por grupos de I , 
s eparados por un asterisco * 
pos idi6n inicial de la cab� za : sobre el pri-­
mer . I de l número de la i zquierda . 
estado inicial del aut6mata : qO . 
E s q u e m a  f u n c i o n a l  ( lo s  recuadros vacios s i gn i f ican com 
b inaciones imposibles o indiferentes ) .  
1 - -'- ----... --,,� , I 
-
I + q2 
a + q2 
S + q2 
! 
0 + q2 
I +- q 3 CJ + q4 
O +- q3 I + q4 
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Fig . 7 .  Diagrama de estados de una Máquina de Turing para 
el cálculo del m . c . d .  de dos números enteros . Los 
rectángulos representan . la  acción sobre el  conte­
nido y la posición relativa de la cinta . 
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La  m{� ma {n 6 o �mae{án que  hay  en  el e� q uema 6une{onal -
puede exp�e� a�� e med{ante un d{ag�ama de e� tado� ' que no es , en 
definitiva , otra cosa que un organigrama de los que típicamen­
te se usan en programación ( fig . 7 )  o en la representación de 
una máquina de Mealy ( figura 8 ) . 
S igamos ahora l a  explicación que da Corge ( Corge , 19 7 5 )  
del proceso de cálculo , para lo que nos puede servir de ayuda 
la -ilus tración de algunos ins tantes significativos en e l  proc� 
samiento de la cinta en el caso particular de los números 3 






Fig . 8 .  Diagrama ( incompleto ) de estados en forma de 
máquina de Mealy . 
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La primera fase del proceso consiste en suprimir el  as 
terisco que separa los dos números para hacer como s i  se qui-­
s iera yuxtaponer éstos , de manera que formen una palabra escri 
ta en el  alfabeto { I } ,  y en disponer la  cinta de suerte que 
quedase ba jo  la cabeza  el último símbo lo 1 ,  que se habrá sust� 
tuido previamente por a .  Esta fase acaba  en el movimiento núme 
ro 1 3 ( ¡ atenci6n , esto s610 es cierto en el caso práctico con­
s iderado ! ) 
E l  diagrama de estados permite 
existencia de dos tipos de bucles , que 
poner de mani fiesto la 1 
son aquellos procesos -
peculiares en que la  máquina puede permanecer repetidamente en 
un mismo estado : 
a )  
e .  qj ek mh qj 1 
G> 
e .  1 





Se  sustituye un s ímbo lo e .  por otro símbolo distint o  1 
ek sistemáticamente , mientras queden cas i llas rel le '  
con e .  e n  la direcci6n de exploraci6n . 1 
I I I  - . 8 4  
b )  
e .  1 
J E · os J • 
Se explora la cinta en una determinada dirección sin -
producir cambios en la  información que contiene , mien­
tras la cabeza lea un símbo lo determinado e . .  . 1 
A esta primera fase siguen los ciclos de comparación y 
sustracción que moviliza� respectivamente los estados q1 ' q2 Y 
10$ q3 ' q4 ' 
Para comparar los dos nún\eros y detectar cuStl  de e l los 
es mayor , la  máquina� examina los dos grupos de 1 , marcando con 
un s ímbolo diferente ' Ca para el número de la i zquierda , B para 
el de la derecha ) , alternativamente un s íriliolo I de cada grupo . 
El punto de partida del ciclo de comparación es el  movimiento 
1 3 , en que ya se ha sustituido un primer s ímbolo I del número 
de la i zquierda por a . Dos instantes más tarde ( configuración 
1 5 ) , el pr�me'r s ímbolo I del segundo número ha sido sustituido 
por B .  jn proceso s i,gue así , en sustituciones alternadas , has­
ta l a  configuración 3 3 ,  en la que vemos que ya no hay más sus� 
tituciones posibles en el  primer número . Pero esto la  máquina 
no lo descubre hasta transcurridos 6 instantes más ( configura­
ci6n 3 9 ) . 
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E l  es tado q4 provoca ,  c uando en l a  cinta hay a o S ,  s� 
c e s ivos desplazamientos a derecha c on sus titución de a por 0 -
(borrado ) y de S por 1 ,  respect ivamente . As"í se l lega a la con 
figuración 4 6 y un instante despué s , a l a  4 7 .  Desde l a  conf1g� 
ración 4 0 a la 4 7  se ha desarro l l ado un ciclo de sus tracc i6n -
que , s i  no ha hecho uso del e s tado q3 se debe ¡ una �e z más , a 
las características del caso prácbico escogidb . ( E l  lec tor pu� 
de ensayar con otro par de número s .  Así se identi ficará con e l  
f uncionamiento de una máquina d e  'Turing y ,  d e  paso ¡ y  con pa-­
c iencia ! ,  podrá veri ficar si e l  programa dado para e l  cálculo 
de l m . c . d .  e s  o no es correcto ) . 
La configuración 4 8 marca e l  principio de un nuevo ci­
c l o  de comparación hasta el momento 7 4 . Seguidamente tiene l u­
gar otro ciclo de sus tracción , hasta e l  ins tante 8 1 . Las a l ter 
nancias de ciclos de comparación y de sustracción seguirían 
desarro+lándos e  hasta l legar a tener dos números i gua le s , en -
cuyo momento se acaba e l  proceso . E s to es precisamente lo ",que 
ya ha ocurrido en el caso del 3 y del 6 ,  y en la configuración 
82 s e  det iene l �  máquina , quedan�o e l  resul tado escrito a la -
i z quierda de la cabe z a :  3 .  
2 . 3 .  cálculo del m . c . d .  de dos números enteros escrito s  en 
D ( D  = { 0 , 1 , 2 , 3 ,  • . . •  9 } )  por el procedimiento general 
de construir un programa a ba s e  de subprogramas . �p2. 
s ic ión de máquinas de Turing . 
Ahora nos podemos proponer de finir una M . T . , y s u  co-­
rrespondiente programa , para c alcular el m . c . d .  de dos números 
enteros expresados en D = { 0 , 1 , 2 , 3 ,  • • . •  8 , 9 }  dando el resul tado 
en e l  mismo a lfabeto . 
E s to se puede hacer por e l  s is t ema de elaborar un di s e  
ño o riginal , considerando el prob l ema en s u  totalidad , lo que 
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no  resulta demasiado fácil . También puede descomponerse el pr� 
blema en partes más sencillas , resolver éstas y después ensam­
b lar l as soluciones en un conjunto coherente . Esta técnica es 
la  de composición de M . T .  ' S .  Vamos a seguir este segundo proc� 
dimiento , que es muy común en informática , debido al menos a -
estas tres razones : 
a )  Es más sencillo . 
b )  Es más fiable . 
c )  Es más económico , por ser más sencillo , por ser más 
fiable  y porque puede aprovecharse trabajo ya desa­
rrollado anteriormente. 
y aquí , adicionalmente , es más educativo . Se utili zará 
como subprograma básico la  M . T .  definida en el  apartado 2 . 2 . 
La infortnación inicial de l a  cinta será N2 *N1 , con N1 , 
N 2 e D .  S i  se pretende aprovechar e l  diseño de M . T .  de 2 . Q se­
rá necesario crear otros subprogramas ( de manera más rigurosa , 
otras M . T . ) con l a  secuencia general expresada por el  organi-­
grama de la fi0ura 10 . 
(No se olvide que todas las �áquinas de Turing son es­
tructuralmente idénticas , 10 que . se materializa  por e l  tor�ato 
'. constante y el s ignificado de .sus instrucciones ei qj ek � qp ' 
En virtud de ello es posible aspirar a fundir en una sola M . T .  
varias M . T .  distintas , siempre que s e  compatibilicen sus ele-­
mentos diferenciales o condiciones de contorno : los alfabetos , 
las condiciones iniciales , las funciones f , g y las condiciones 
terminale s )  . 
Adaptamos y corregimos de Corge ( Corge , 1 . 9 7 5 )  los es­
quemas de M . T . O ,  M . T . 1  y M . T . 3 . Para aligerar los contenidos -
de los esquemas vamos a convenir en suprimir los s ímbolos de -
I I I  - 8 8  
_ . .  ·------·---4 
r---------�--.--�----, 
11\1 T O Conversión de Nr El O . 1  1 " " a Nr e { I l  � 
s i  
1 
I 


















cálculo del m . c . d . de 
M . T . 2 N1*N2 ; N1 ,N2 e { I } 
11 
Conversión de un nú -
mero N 3 El { I  } a 
M . T . 3 
N 1 e o 
Fig . 1 0  
I I I  - 8 9  
e s c r itu�a y de es tado s iguiente cuando sean igua les a los de -
e n trada y el de desplazamiento cuando sea +-+ • ( Reproducimos -
M . T . 2 ,  también con este conven io . Una cas i l l a  vací a  indica una 
comb inac i6n impo s ible , ya que nunca se puede produci r  é s ta por 
c ausa del convenio ) • 
-.�_. f-.----+----
CINTA INICIAL : 
, O t· 9 + i ---¡-- O + q, 
i .�--.----+------�----� --.��������.-,-----.__r----: 2 I 1 -+ q1 -)- I : ___ -1-. ___ � ... . . _ . . .  . .. . _ .. .... -.. .. L.--
í 3 I 2 -+ q1 -+ ! 
1-
, 1 I 
7
· 
6 -+ q ji I 
--�. _._-� .. �-_ ._-= -± 8 7 -+ q1 -+ --��--- - --"'.. -. ._. �- ------
9 
i 
8 -+ q 1 I -+ 0 -+ 
r---- ·+-----��----I I ¡ + I -+ 
_. í 
n .-+ q 2 I j ¡ 
s.top 
-+ 
.------l--__ __ -...l!� _ __ ..I_ __ ...J 
I I , , , ' I 
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� lq 3 e .  -go gi g2 CINTA INICIAL l -
O +. .+. . +- +---1---- N 2 e D Ni El { I J  1 +. +. +-
2 .... +. +-
3 +. .... +-
4 -->- ..,. + 
5 -->- + +--
6 + -->- +-
7 -->- -->- -(-
8 +. . -->- + 9 -->- -->- " +-
¡ ..,. +-
r:J +- q3 1 +  
* +- q3  -->- -+-
' f-- . 
Fig . 1 2 . M . T . l o  










B+ aq2 Bq1 
+q 3  +g4 +C¡3 
a+- 1 + 
+- -->-
*+ +- + 
Fig . 13 . 1'1 . T . 2 .  
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CINTA FINAL 
PERMUTACION DE N1 e { 1 } CON N2 El D 
CINTA INICIAL 
N1 e { I }  N2 El { I }  
q3 g4 �J1Ü I 1--" q1 +-g1 
s top qo +g1 
0 -->-
g2 N3 El { I } 
I +- 0 +  '" ""'- � I I d 1I ti ti . . . 1 1 1 CJ +- .. � 1 
CINTA FINAL 
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S e  recomi enda al l e c t o r  tome l o s  e s q uemas M . T . O ,  M . T . 1  
y M . T . 3 ,  que resue lven tres prob l emas d i s t i n to s , como e j e r c i - ­
c i o s  independientes d e  a n á l i s i s  d e l  func ionamiento d e  máqu i n a s  
de T ur i ng y ,  a l  menos , r e a l i c e  e l  e s f u e r z o  d e  captar l a  i dea -
g loba l  del proceso de compo s i c ión de vari a s  M . T . , s egún s e  ex­
pone a con t i nuac ión , E l  e squema de la f i gura 16 puede con s i d e ­
r a r s e  como le tra  pequefi a , a unque s er i a  de aconsej ar s u  e s tud i o  
d e t a l l ado p a r a  aque l l o s  l�ctores q u e  gus ten de pro fund i z a r  a l ­
go más . 
___ 3 _ 4 CJ2 s to p  -+ 
__ _ �_  _ __ : __ � _ s t.c:.� _ _  -= ___  
5 s to p  
6 s t o p  + 
7 s t o p  
C INTA I N I C I AL -
I 
I I 
N 3  e D : I I 
"#"' ____ �_.J,) I l '  , 
8 s to p  �---- JJIr· .-1'Jl12 'l .rn�-[IJI. r 
---9-- -- -0- : s t o p  -+---'1 to - - -- - -Í-_ .'-- - - ----- --- �--
-<- (J +-q o -+ I I 
--------- - - ---- - --1 
O 1 q 2 I stop I +- gl¡ _ ____ _ _ _ _ ___ --1-_____ ____  C IN'Il\. FINAL 
F i g . 1 4 . M . T . 3 . CONVERS I ON DE N 3  e { I }  a N 3  e D 
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Para encaj ar las cuatro máquinas en una sola y defini­
tiva que resuelva el problema que nos hemos planteado , hay que 
introducir los cambios oportunos -amén de rebauti zar los nom-­
bres de los estados al obj eto de referirlos a un alfabeto in- ­
terno más amplio� tendentes a adaptar las diferencias mencion� 
das entre la forma cómo empieza un subprograma y la forma cómo 
empieza  el s iguiente ( incluyendo las diferencias de al fabeto -
externo entre máquina y máquina ) . La figura 15  recoge la  conf! 
guración de l a  cinta de datos antes y después de  aplicarle la  
M .  T .  correspondient'e al proceso indicado en el organigrama de 
la figura 10 ,  con sefialamiento expreso de las modi ficaciones -
que hay que producir en aquella para a justar la  situación final 
de una máquina con la inicial de la s iguiente . 
E n  la  figu�a 16 damos el esquema funcional de l a  M . T .  
solución ( que esperamos sea correcto ) , uti l i zando s-uperíndices 
en los nombres de los estados para que el  lector vea de qué 
subprograma procede cada uno de ellos y recuadrando con trazo  
grueso las comb inaciones introducidas para la adaptación a que 
acabamos de refer.irnos . 
Inicial 
Después de apli: 
car M . T . O ,  con 
r = 1 
Aj uste que ha­
bría que reali  
zar para apli=­
car e l  esquema 
M . 'I' . l  ( fig . 12 ) 
Después de  apl� 
car M. T . l o  
_____________ Después de apl� 
car M . T . O ,  con 
r == 2 
. 
Aj uste G{ue ha­
bría que reali  F---------- z ar para apli=-
� __________________ ear e l  esquema 
H . T . 2  ( fig . 13 )  
�------------------------------- Después de apl� 
car M . T . 2  
Aj uste que ha-
� __ -= __________ ==.===-____ ==� __ bría que real� 
zar para apli- . 
� ____________ -= ________________ ��r el  esquema 
M . T . 3  ( fig . 14 )  
Fig . 15 . SUCESIVAS CONFIGURACIONES DE LA CINTA AL APLICAR EL 
PROCESO DE LA FIGURA 10 . 
M . T . O ' 
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M . T . l '  11 . T .  2 '  
q 7  q 8 
qü q
" Iq � n l q n r l q � lI l q V
1l 
1 ' O  ' 1  2 3 
�I I 
4- ili7�q" 1 
kt:41: 'f- � 
� 1 0+ I I �  
_ ... _------ - ------, 
M . T . 3 '  
I Nueva denomina­q1 3 l ql �  q1 5 . c i 6n de e s tado � 
D enomina c ión 
a r c i a l  
F i g . 1 6 . E S QUEJVw" FUNC IONAL DE UNA M . T .  PARA EL C!,_LCULO DEL M . C . D .  DE N1 Y N 2 ; INFOR 
MAC ION INICIAL N 2 *  N 1 , N 1 Y N 2 e D .  
H H H 
I.D ..,. 
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3 ;  D r sENo D E  U NA MÁQU I NA D E  TUR I NG . 
En el apartado anterior hemos e s tudia�do , partiendo de 
unos datos en la c inta , el funcionamiento de l a  máquina ya di­
sefiada . OthO pho b l ema mueho m�¿ eompl e j o  e¿ el de e¿ p eeL &Leah 
phe ei¿ am ente la¿ eahaet ehl¿ tiea¿ d e  una M . T .  p ana he¿ o l v e n  un 
-tip o  d e  pho b l ema , e¿to e4 , d e Mnilt Ló¿ e o n j w1to ¿ Q ,  E , l a¿ ó u� 
eio n e6 6 , g ,  q la¿ eo n óig uhaeio n e¿ �ni e,[al e¿ q óinale6 de . La 
einta . Es e l  probl ema del disefio , para, e l  cua l no exi s te o tra 
metodología que el propio razonamiento 16gico . 
En este apartado se verá un nuevo ,e j emplo de M . T .  re-­
saltándo se la estrategia s eguida en el raz opamiento para su 
creac i6n . S e  trata de disefiar una M . T .  con cinta direccionable 
por et iqueta ( Scal a ,  Mingue t ,  1 .  9 7 4 ) . ( De spugs de es tudiar e s ­
t e  apartado , s e  l e  recomienda al lector reexamine las máqufnifs 
de Turing de las páginas anteriores a tra�é� de la 6ptica de -
dis efio ) . 
1 qJmJJJ l l l l Ill 1 1 l H I I I I I I H I ! 
REFERENCIA O ETIQUETA ETIQUETA 
Fig . 17 . 
Suponemos que la cinta es binariá ( esto no resta gene­
ral i dad al problema) y que sobre ella s e  tienen unos regi s tros 
de longi tud fi j a ,  s eparados por e l  s ímbo lo f. Estos reg i s tros 
e s tán con s tituidos por una etiqueta , igualmente de longi t ud f� 
j a ,  y la informac ión , sin que entre ambas exis ta ninguna s ep a-
. ración . 
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A la i zquierda de l primer registro , entre e l  s ímbo lo � 
de é s te y otro = ,  se suponen escritos los bits correspondientes 
a l a  etiqueta de l reg i s tro que se quiere loca l i z ar , con j unto -
de bits a l .que l l amaremos " re ferencia " .  La cabez a  de lectura -
s e  s i túa inicialmente s obre e l  primer � ,  con la máquina en un 
e s tado qo ( f ig . 1 7 ) . 
E l  traba j o  de la máquina cons i s t irá en acudir a la re­
ferencia ,  recordar un bit y susti tui rlo por o tro s ímbo l o  ( O  
por a ,  1 por S ) . Memori z ado e s te bit , se de splazará l a  cabeza 
hacia l a  derecha en busca de l primer regi stro no expl orado y ,  
dentro de él , del bit homólogo . S i  coinciden bit de re ferencia 
y bit homólogo , é s te úl timo deberá ser anulado por la cabe z a , 
que e s cribirá en su l ugar a o S ,  vo lviendo a buscar e l  s iguie� 
te b i t  de referencia . 
En e l  momento en que se encuentre una di s crepancia , la 
máquina anulará todo el regis tro , volverá a = ,  res taurará todos 
l o s  bits numéricos de la re ferencia en una pas ada que le dej a­
rá sobre � en condiciones de iniciar 'el proceso . 
Si no se presentase la d i screpanc ia , la cabez a  no en-­
contrará bits en l a  re ferenc i a , s eñal de que e l  regi s tro ha si 
do loca l i z ado . La s i tuación final es con la cabez i sobre el 
pr imer � y toda , la cinta e s cr i ta con s ímbolos l i terales ( a , . S )  
desde l a  referencia has ta l a  e tiqueta de l regis tro bus cado ( a� 
b a s  inc lusive ) . La primera información con bits es la de seada . 
Veamos cómo se van asignando es tados y construyendo e l  
e squema funcional .  
Con el e s tado q o se controla el retorno en e l  proceso 
de comp aración de l a  referenci a con una e tiqueta , medi an te un 
buc l e  a i z quierdas , s in mod i f i cación de la in formación leida , 
hasta encontrars e  con = ,  que conserva , iniciando un movimiento 
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a derechas (vease la . columna del esquema ) . 
E l  estado ql permite buscar el  primer bit no anulado 
de la referencia . Al encontrarlo , se memoriza , pasando a los -
estados q2 ' q3 ' según sea O ó 1 y escribiendo a o S ,  espectiv� 
mente . 
Los estados q2 y q3 ' de movimiento a la derecha , deben 
ser insensibles a los bits que queden de la etiqueta controla� 
do sendos bucles que terminan cuando la cabeza lee el s ímbolo 
f,  pasando la máquina al  estado q4 o qs ' según el  caso . 
Precisamente con los estados q4 y qs habrá de buscarse , 
en movimiento a derechas , el primer bit  no anulado del regist�o , 
cambiarlo por un s ímbolo a o S ,  y , s i  coincidiera con el  bit  -
� ei _____ J_ qo q1 q2 q 3 q4 qs q6 q7 -----
O +- a-+q2 -+ -+ a+qo a-+q6 a-+ +-
1 +- S-+q3 -+ -+ S-+q6 S+-qo S-+ +-
a +- -+ -+ -+ +-
---- -¡------
S +- -+ -+ -+ +-
---1- - -
= -+q1 -+q8 
:f +- s top -+q4 -+qs ->- -+ +-q7 +-
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memorizado de la referencia , retornar (mediante el estado qO ) 
para buscar otro nuevo bit  no anulado de la referencia ( estado 
ql ) '  S i  no hubiera coincidencia , la máquina debe concluir que 
la comparaci6n con este registro ha dado resultado negativo , -
por lo que procederá a anular el  resto del registro . 
La anulaci6n del resto del registro ha de controlarse 
por medio de un nuevo estado , q6 ' con desplazamiento a dere- -
chas hasta l legar al  término del registro , expresado por el 
s ímbolo  � ,  ert donde la M . T .  cambiará de estado a q7 ' 
Se hace necesario un nuevo estado que l lamamos q7 para 
un retorno distinto del controlado por qo ' puesto que , habien­
do resultado fallida una comparaci6n referencia/etiqueta , es -
preciso  restaurar los bits anulados de la referencia para ini­
ciar un nuevo proceso de comparaci6n de aquella con la  siguie� 
te etiqueta en la cinta . Tal  restauraci6n se hará gracias a un 
estado q8 al que se pasa , j unto con un desplazamiento a la  de­
recha , cuando la cabeza , en su desplazamiento de retorno a i z­
quierdas ( bucle sin escritura ) controlado por q7 ' lee el  s ímbo 
lo  
(Observaci6n : N6tese que se ha diseñado el  esquema de  
manera que no se toma en cuenta el s ímbolo O , que s610 a fecta­
ría  aquí a los bordes ) . 
Como es  natu ral , podría  haberse seguido la  técnica del 
organigrama para diseñar este proceso de cálculo . A fin de 
cuentas , el razonamiento 16gico-literario que acaba de hacerse , 
e l  esquema funcional de l a  figur¡3. 1 8  y el  organigrama de la  
figura 2 0  son equivalentes , si  b ien la segunda iepresentaci6n 
e s , en el caso de la  M . T . , la más Precisa Y econ6mica . Los or­
ganigramas de las figs . 1 9  y 2 0  son etapas sucesivas de un mis 
m o  razonamiento , e l  filtimo más detallado y con especificaci6� 
e s  estados . 
LEER EL P RIMER B I T  NUMERICO 
DE LA REFERENC IA , MIENTRAS "­
QUEDE ALGUNO 
S I  
MEMORI ZAR O ,  SUSTITUYENDOLO 
POR a Y AVANZAR HASTA LA P RI 
MERA ET IQUETA NO EXPLORADA , 





S I  
S r  
( STOP ) 
NO 
NO COINCIDEN . 
SUSTITU I RLO 
POR {3 
MEMORIZAR 1 ,  SUSTITUYENDO 
LO POR G Y AVAN ZAR HASTA­
LA PRIMERA ETIQUETA NO EX 
PLORADA , LEYENDO EN E STA­







SUSTITU I R  TODOS LOS 
0 , 1 DEL REGI STRO 
POR a , {3 ,  RETROCEDER 
A RESTAURAR LOS B IT 
DE LA 
I I I  - 1 0 0' 
RETROCEDER INCQNDICIQ}I'ALHENTE HASTA 
SnmOI,Q =, CNJ.D IANDO A OTRO ESTADO -
qo PAM CONTmUAR EXPLORANDO REFI:RENCIlI. 
1 
AVANZAR, ATRAVESANDO 'l, e, HI\STA ENCO!,!. 
TRAR PRIMER o 6 1 DE LA REFEFENCIA, 
6 " 
� _________________________ S_I�, ES " 
S I  
NO 
NO 
ES o '>-'°'-- --------.1 
1 
PONER o, CAMBIAR A UN E� 
TADO QUE LO RECUERDE Y -
AVANZAR 1m PASO 
! 
AVANZAR ATRAVESANDO 0 , 1  
HASTA PRIMBR f: ,CAMBIANDO 
D E  ESTADO PARA INICIAR 
LA COMPl\RACION DEL B I T  R!: 
CORDADO. AVANZAR UN PMO. 
COINCIDENCIA 
PONER tl , RETRQ 
CEDER UN PASO 
Y CMtBIAR 1\ Q 
NO CQINCIDENC. 
I 
PONER 6 , AVAN­
ZAR l'N PASO Y 
CMlBIAR TI 06 
I 
,..-..lli<. NC_< ES Q, 
PONER [i, CM·m tllR " t�'�� T::! noo QL'E LO RF.ct:r:p.Dr: y -
1\VA.�Z/\R u�,¡ PASO 
J 
AVANU,R lSPN1ESJI..::DO 'J , .!  11;",::' 
TA P Rlm:R i ,  Cl\:'UHi\�lDO Df. -
y 
S I  
AVANZAr U N  Pi\m. 
COWCIOP:CIlI. 
PONER e .  RETR1Cr. 
DER UN PASO Y -
CMIE I,'\R A QfJ 
I 
1 
AVM:Zl\R, SUSTITI':Yf:li¡)" o P0P " 
1 POR p ,  HASTA s nm0V:- -/, C!J -
QUE S E  CN-:nIJ\AA m: ESTillJO , PE­
TROCEDIF.NDO 1)t! PASO 
RETROCEDER, ATRAVES,\NDO 0 , 1 , '1 , 
B, 'l. HASTA "', tU Qt!¡:; s r.  Cl,.�UJ 10-
?.A DE ESTADO , AVM:U,�lDr) l'l' P,\­
S O  
1 
l\VANZAR, RF.STAtTllJ\N'DO O ,  1 .  !!¡\STl�l 
i'O�:r.p. ..., ,i\\';\!;­;:,\R t:�; P,\S'1 y 
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Se le sugiere al lector l a  resolución del ej ercicio s i  
guiente : introducir en e l  esquema de l a  figura 1 8  las modi fica 
ciones necesarias y mínimas ( s in ampliar el  número de s ímbolos ) 
para que la máquina s iga realizando la misma función , pero de­
teniéndose  en el s ímbolo I que precede a la primera etiqueta -
que coincida con l a  referencia . Nota : No dej e de observarse 
que la modificación pedida es del tipo dé los aj ustes que se -
han requerido en la  composición de máquinas del apartado 2 . 3 .  
4 .  S I MU LAC I ÓN D E  MÁQU I NAS D E  TUR I NG .  MÁQU I NA D E  TUR I NG U N I VER-
SAL Y OTRAS CONS I DE RAC I ONES , 
4 . 1 . S imulación de M . T . por ordenador . 
Diseñar una M . T .  para resolver un prob lema medianamen­
te comple jo  es asunto difícil , pero desarrollar su funci_ona- -
miento a base de papel y lápiz es algo absolutamente tedioso . 
Lo primero podría tomarse como un desafío intelectual , como 
una prueba (necesaria y no suficiente) demostrativa del grado 
de c apacidad lógica de un futuro especialista en informática , 
como un j uego de sociedad en grupos humanos altamente intelec­
tual i zados o como entretenimiento inagotable de náufragos , so­
litarios y presos políticos . Lo segundo es un trabajo  rutina-­
rio con una mecánica que , una vez conocida , no aporta nada es­
pecial  al individuo e inc luso puede resultar psicológicamente 
. casi  inaceptable si se dispone de ordenadores o cuando menos , 
de las pequeñas y potentes calculadoras electrónicas de bolsi­
l lo .  
Así pues , s imular por ordenador l a  M . T .  es una idea 
congruente cón la eliminación de tarea rutinaria y que permi- ­
te , dentro , de ciertos l ímites , preservar y hasta acentuar los 
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aspectos te6ricos de la  M . T .  Entre otras cosas permite -es un 
e jemplo- ayudar a poner a punto e l  diseño de una H . T .  corno la 
del apartado 2 . 3  ( Delgado , 1 . 9 7 8 ) . 
Se han escrito a lgunos programas simuladores de M . T .  ' s  
(por e j emplo Curtis ,  1 . 9 6 5 )  uti lizando un lengua j e  de progra-­
maci6n* con las siguientes características : '  
DN desplazamiento relativo de l a  cabeza N casill as 
a la  ' derecha . 
IN desplazamiento relativo de la cabeza N casil las 
a la  i zquierda . 
E (e ) : escritura de e en la  c as i l la situada baj o l a  ca 
beza , con e e E .  
T ( a , e ) : transferencia condicional . Si  el s ímbo lo lei 
do es e ,  se trans fiere control a la  instruc­
ci6n de etiqueta a ,  si no el programa se de� 
arrolla  en secuencia . Cuando no figure s ímb� 
lo se  tratará de una transferencia i ncondi-­
cional .  
NOMBRE (A1 ,A2 , . . . .  Ar ) : Nombre de un subprograma donde 
las Ak son etiquetas de instrucciones o s ímbo 
los de la  M . T  . .  NOMBRE es la etiqueta de la -
* Exis te en la  E . T . S . I . T . un s imulador de M . T . , real i zado bajo  
l a  direcci6n del autor , escrito en  Fortran ( Delgado , 1 . 9 7 8 ) . 
END 
p�ime�a instrucción del -
subprograma 
cor�esponde al  es tado - -
" s top " . 
Para la representación en 
el ordenador de los alfabetos -
de la  M . T .  se emplearán los pr� 
pios caracteres admitidos por -
el  ordenador y el  único proble­
ma es  el que se deriva de la li 
mitación física del ordenador -
respecto de la  M . T . : la memoria 
del ordenador es  finita y la m� 
moria de la M . T .  es infinita . -
Por con�iguiente , los topes que 
el pro�rama s imulador establez­
ca en '  la · memoria central del or  
denador serán los  que marquen -
en cada s imulación el espacio -
de validez de ésta . 
Veamos ahora , mediante un 
ej emplo , la forma en que habría 
que describir un esquema de M . T .  
con e l  l enguaj e especificado 
más arriba ( anotaremos e l  blan­
co por una B ) .  Tomemos un caso 
muy sencillo , como el de la M . T .  
que sumaba dos números enteros 
no nulos en el alfabeto { ! } .  -
(Aquí se  sustituirá e l  palote 
! por el  1 ,  que es un símbolo 
admitido por cualquier ordena­
dor )  . (Véase fig . 2 1 ) . 
MO T (M3 ,  1 )  
T (M4 , B )  
T (M5 ,  * ) 
M1 T (M6 ,  1 )  
T (M7 , B ) 
T ( M8 , * ) 
1 I I  - 1 0 3  
M2 T (M9 , 1 )  
T (M10 , B ) 
T (Mll , * ) 
M3 E ( B )  
D 1  
T (M2 ) 
M4 D1  
T (MO ) 
M5 E {B ) 
T (M2 0 )  
M6 I 1  
T (M1 ) 
M7 D1 
T (MO ) 
M8 1 1  
T (M1 ) 
M9 D1  
T (M2 ) 
M10 E ( 1 )  
T (M1)  
Mll D1 
T (M2 ) 
M2 0 END . 
Fig . 2 1 . 
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4 . 2 .  M�quina de Tu�ing unive�sa� 
T o d a s l a, s M . T . 1 s  p u e d e n  s e r  s i m u l a d a s  p o r o t r a  m á q u i n a  
d e  T u r i n g l l ama d a  M . T . u n i v e rs él, l , siempre que s e  le de a é s t a  
la in fozmaci6n necesaria sobre la  primera , a saber : 
contenido inicial de la c inta 
pos ici6n inicial de la cabeza  
estado inicial 
esque�a funcional ,  programa o funciones f y g ( como 
se  prefiera llamar )  
Los conceptos necesarios para definir una M . T .  univer­
sal son éstos . Se demuestra que : 
1 ° .  Cualq uie4 M . T . a ona4eta puede 6 e4 6 imulada p 0 4  ot4a 
a o n  al 6ab eto bina4io ( { O ,  1 } ; { O ,  I }  o l0 6 d 0 6  6 ,ún 
b olo6  p4e 6 e4ido6 de aada uno . En  g en e4al , lOA  6 Lm­
b oloA de un al 6abeto aual q uie4a 6 0 n  ao di 6iaable6 -
p 04  paq ueteA de  uno6 , paq ueteA di6ting uible6 ent4e 
6 L  po4  paquete6 a onv enido6 d e  a e4oA ) .  
2 ° .  La6 p O Aibilidade6 de una M . T .  no  6 e  4eAtñing en p04  
el  heaho  ' de q ue 6 U  ainta A ea ilimitada 6 6lo  p 04  un  
e xt4emo . 
Una M . T .  universal dispondrá de una cinta i limitada 
por awbas partes , con un alfabeto externo { O , l , a , � ,  f ,  % , * , b }  
correspondiéndose a con ° y S con 1 .  El  símbolo * representa -
la pos ic i6n de la cabez a  s imulada , b es  el  b l anco y al  iniciar 
y terminar la  s imulaci6n de un movimiento de la  M . T .  s imulada 
s6lo habrá s ímbolos numéricos { O , l } en la M . T .  universal . La -
informaci6n de datos de la cinta simulada se  sitúa a part�r de 
una posici6n a la  i zquierda de � y la informaci6n sobre sus es 
tados y funciones a la derecha de ese  mismo s ímbolo . Esta  es -
I I I  - 1 0 5  
la  versi6n de una M ; T . U . recogida e n  (Scala , Minguet , 1 . 9 7 4 ) . 
Con estos elementos se puede cons truir una M . T . , univer 
s al que , combinando las pos ibilidades de una M . T .  de cinta di­
reccionable  ( apartado 3 )  y de una M . T .  transcriptora de infor­
maci6n , puede simular todas las M . T .  ' s  definidas en un alfabe­
to binario . 
E l  lector interesado que quiera profundi zar en este t� 
ma debe consultar la referencia en español ( Scala , Minguet , 19 7 4 )  
U n  desarrollo un poco diferente , simple pero detallado , de l a  
M . T .  universal , s e  hallará e n  e l  capítulo 2 de ( Hennie , 1 . 9 7 7 )  
4 . 3 .  Otras consideraciones .  
Ya se ha visto que la propiedad de cualquier M . T .  de -
contar con una , cinta infinita -característica eminentemente 
te6rica- le confiere una variedad ( en el sentido de R .  Ashby) 
adaptable potencialmente al control de cualquier circunstancia 
de tratamiento de informaci6n . 
E s  conocido que , cuando se  recorre un terreno más prá� 
tico como es del uso de los ordenadores , el contar con una me­
moria principal grande es condici6n s ine qua non para poder 
tratar , con una determinada velocidad , mayor variedad de probl� 
mas y problemas más cOII\plej os . Aumentando la capacidad de la -
memoria principal se  incrementa el volumen y complej idad de 
los  problemas que es posible  tratar con una máquina concreta y 
a la  inversa . Ahora bien , razones tecno16gicas y econ6micas i� 
piden aumentar todo lo que se desearía la  capacidad de las me­
morias , para un precio y un instante hist6rico prec i sos . En ts:. 
dos los casos , la velocidad de la memoria representa un freno ' 
a l a  velocidad de que hace gala e l  procesador o unidad de cál­
culo que tiene la  virtud , además , a cada nuevo diseño de orde-
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nadar , de  poder e j ecut�r un repertor�o más amplio de  instrucci� 
nes distintas . 'Lo cierto es que , incluso con una memoria fini­
ta , el  incremento del número de �nstrucciones distintas lo que 
. hace es añadir versatilidad y velocidad al tratamiento de los 
problemas , porque uh número extraordinariamente reducido de 
instrucciones distintas basta para describir cualquier cálculo 
en este tipo de máquinas . 
E l  tipo de máquinas que definió Turing ( antes que se  -
diseñara e l  primer 'ordenador , recuérdese )  es ün ordenador ideal 
ya que no depende de ninguna característica  física ni  le preo­
cupa . la velocidad u otra clase de eficiencia . Vis to desde la -
perspectiva de los ordenadores - esto es , a pos teriori- e� Utl 
o�denado� eo n una memo�ia in 6inita y una � o l a  in� t�ueei6n di� ­
;U.nt a ,  la  quíntupla,  tantas veces uti lizada en este cap ítulo . -
As í pues , no solamente goza de la  virtud teórica de poder e j e­
cutar cualquier a lgoritmo , como , por e j emplo , s imular a un or­
denador moderno que es una máquina más comple j a  dotada de un -
rico repertorio de instrucciones , s ino que esto lo hace median 
te los pasos más elementales de que se tiene noticia 
CAPACIDAD f 
DE MEMORIA ¡ 
(Grado de variedad de 






'�s ituaciÓn¡ y 
� � .  tendencia de los arde . ","1- )(. I nadares reales rela=-
i- 'f.. i tivamente a las M . T . ' s  
--�--�----�------ --�----. --�� 
o 1 2 . . . . .  n 
Fig . 2 2 . 
N °  DE INSTRUCCIO­
NES DISTINTAS 
( Grado de facilidad para 
describir un algoritmo ) 
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La geriialidad de Turing consisti6 en poner su invento 
fuera de las l iTni taciones espacio-temporales ( espacio para la 
informaci6n , infinito ; tiempo , el  que sea , pero un número fini 
to de pasos ) . En tales circunstancias , una sola M . T .  es c�paz 
de reproducir e l  funcionamiento de todas las demás , siempre 
que disponga de la descripci6n de las mismas . 
Esta última idea , inmanente a la M . T . O . , de que una má 
quina pueda desarrollar procesos más complej os que los que su 
propia estructura parece permitirle , a condici6n de que se le 
suministre la informaci6n adecuada , despert6 gran interés y ha 
s ido tras ladada por analogía al campo de l a  reproducci6n biol� 
gica para intentar explicar la construcci6n de la vida y su 
mantenimiento a partir de las informaciones genéticas ( véa�e f 
p .  e j emplo , Singh , 1 . 9 7 6 , cap . 1 3 ) , 
5,  SUC EDAN EOS D E  LA MAQU I NA D E  TUR I NG 
Al obj eto de que el lector tenga s implemente noticia -
de ello conviene tal vez que conozca la existencia de ciertos 
derivados de la versi6n clásica de M . T .  que es  con la  que he-­
mos venido trabaj ando en este capítulo . Son , entre otros : 
a )  M . T .  ' s  con s6lo dos de las tres salidas posibles  ek , 
mh , qp '  
b )  M . T .  ' s  con cinta limitada por un extremo . 
e )  M . T .  ' 8  con más de una cinta . 
d )  M . T .  ' s  no deterministas . 
Se demuestra que ninguna de ellas restringe las posibi 
l idades de la M . T .  definida en el apartado 1 ( Scala , Minguet , 
1 .. 9 7 4 )  • 
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6 ,  RESU fvlEN . 
Una Maquina d e  T u�ing e� un a�te áacto computado� c o n� tf 
tuid o  p o �  un aut6mata áinito q u e  c o nt�o la una cinta in 6inita . ­
Cada paso en el bálculo de una M . T .  consiste en escribir un 
símbolo en la cint a ,  desplazar l a  cabeza  de lectura/escri,tura 
un cuadro a la derecha o a la i zquierda y asumir un nuevo esta 
do . La acci6n concreta de cada paso viene determinada por el  -
estado en curso de ,l a  máquina y por el  símbolo que lee en ese 
instante la cabe za . 
E l  funcionamiento de un� M . T .  se  espec ifica completa�­
mente po� una li� ta d e  q u�ntupla� e . , q  . , e l , m, , q  , donde están Á.. j 'G il. P 
todas las  combinaciones ei qj que permiten los alfabetos exteE 
no E e interno Q ,  pG� l a  cinta co n la in 6 o �maci6n inicial y 
por l a  situaci6n inicial  de la máquina expresada p o �  l a  p o � i- ­
ci6 n  d e  la cab e z a  y el e� tado d el aut6mata . A la  lista  de quí� 
tuplas  se le llama esquema funcional o programa de la M . T .  
Distintos ej ercicios a lo largo del capítulo han busc� 
do f amiliarizar al lector con el  funcionamiento y las diferen­
tes formas de representar los resultados  de una M . T .  Una M . T .  
es capaz de reali zar s610 operaciones muy elementales , pero -
secuencias adecuadas de estas operaciones pueden l legar a com­
poner  una amplia variedad de operaciones de manipulaci6n de 
bloque s . Estas últimas operaciones comprenden : formar copias � 
de b loques especificados , sustituir un b loque por otro y comp� 
rar b loques . Empleando estas operaciones como subprogramas ,  es  
pos ib le diseñar M . T .  ' s  que reali z an cálculos muy complej os . 
E l  modelo de M . T .  que se  ha pres entado puede modificaE 
se en  varios sentidos s in alterar sus pos ibilidades últimas c� 
mo máquina computadora . Tal vez convenga subrayar que , d a �o un 
�lg o �itmo a e j e e uta� po� una maq uina de Tu�ing . en el  diseño -
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d e  ésta -supuesto escogido u n  modelo específico d e  M . T .  ( por ­
e j emplo , con una sola, cinta ;i,l ;í,mitada por ambos extremo s ) - .6 e  
p� e.6 e nta . en p�in eipio , la di.6 yunti va  d e  di.6 minui� el ea�dinal 
d el al 6 a b eto e xte�no a e O .6 ta d e  aumenta� el d el inte�no , o vi­
e e v e�.6 a .  Uno de los resultados más interesantes de esta propi� 
dad es que s iempre es posible simular una M . T .  por otra M . T .  -
definida sobre un alfabeto externo binario . 
Por Gltimo , debe resa,ltarse la  Máquina de Turing uni-­
versal , di.6 e �ada pa�a e j e euta� un alg o �itmo d e  .6 imulaei 6 n  d e  -
t o da.6 la.6 o t/La.6 M . T . ' .6 q ue p O .6 een .6 u mi.6 ma e/.) t�uetu�a . Las es­
pecificaciones completas de la  M . T .  s imulada y sus datos de 
trabaj o figuran como datos en la  cinta de la M . T . U .  

CAP I TULO 5.  
MAQU I NAS DE TU R I NG : ALGOR I TMOS y CALCULAB I L I DAD ( RECURS I V I DAD) 
O .  1 NTROD U C C  1 ÓN . 
Este capítulo aborda de manera muy esquemática la  no-­
ción de �al�ula6�l�dad en el sentido de Turing (y  conceptos r� 
lacionados ) , que formal i z a  l a  noción un tanto intuitiva de al­
goritmo de  l as definiciones de  autores recogidas en  el  prim�r 
capítulo . Respecto a la definición formal de algoritmo del mi� 
mo primer capítulo ésta es una alternativa más fértil , pu�s se 
expresa  en términos de una máquina que , no por ser ideal o co� 
ceptual ,  es menos concreta . Huelga decir que en esta máquina -
puede el  lector comprender que además convergen los tres obj e-: 
tos del título de este tema : un algoritmo es representab le por 
un programa (esquema funcional en una M . T . ) al que , si es nece 
sario , se l lega por un proceso estructurado de refinamiento de 
grafos o de otras fórmulas . 
1 ,  FU N C I ÓN CALCU LAB LE Y F U N C I ÓN PAR C I ALMENTE  CALCU LAB LE 
1 . 1 .  Hipótesis de Turing . 
S iguiendo a Arbib (Arbib , 1 . 9 6 5 )  f la idea intui tiva de 
procedimiento efectivo para desarrollar un cálculo e s  la misma 
que l a  de algoritmo . Pues bien , segan la hipótesis  de Turing : 
t a  n o �� 6 n  � n �u��� v a  � n 6 0 4m al d e  un p 4 0 c e d�m¡ e nto e 6 e ct � v o  � o - ­
b h e  � e c u e n �¡ a� d e  � lm 6 0 l o �  e� i d � n t i c a  a l a  d e  n u e � i 4 0  c o n c e p ­
t o  'p 4 e c_i� o d r  u n  p 4 0  c e d -L m -i e n t o q u e p u e d e  s l'. 'l c J  c c u;tcé d o  p O 'L Li í1 Cé 
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m�q uina de  TUhing . 
No exi '3te prueba formal de esta hipótesis  pero , hasta 
la  fecha , s iempre que en la  teoría de las 6 un c.io ne-6 Jr.ec.uhJ.> i- -
vaJ.> * ha s ido intui ti vamente evidente que exi s tí a  un algori ·tmo f 
ha s ido pos ible �isefiar una M . T .  para ej ecutarlo . 
1 . 2 .  Función calculable 
Asociamos una función Fz 
(r )  con una máquina de Turing 
Z ,  definiendo Fz
( r )  ( n1 ,
n2 , . . . .  nr ) como e l  número <Yp> de unos 
que hay en la cinta cuando Z se detiene , habiéndose iniciado � 
en la  s iguiente s i tuación ( véase para esta representación el  -
apartado 2 . 1 .  del 4 °  capítulo ) : 
. . . . .  0 0 0 11 1  . . .  10 1 1  . . .  110 11  . . .  110 1 . . . . .  1 0 1 1 1  . . .  1 000  . . .  ( 1 )  
'-----.... , 
S i  la máquina nunca se detuviera , FZ 
( r )  no estaría de­
finida para la r- upla considerada . 
Intentemos ver más de cerca e l  s ignificado de los ele­
mentos que interv ienen en esta función . 
En el  apartado 4 . 2 del capítulo anterior se  estableció 
q ue u n  alfabeto binario es suficiente -a costa de aumentar el 
número de estados- para ej ecutar cualquier cálculo con una M . T .  
* Funcio neJ.> Jr.ec.uhJ.>i vaJ.> y 6unc.io n eJ.> c.al culableJ.> J.> o n e quival�n- ­
teJ.> . El c. onc.ep�o d e  c.alc.ulabilidad J.> e  d e b e  a TuJr.ing y el d e  
lL e.c.uJL!> ividad a Kle en e .  ( GhOJ.> .6 , L en�in , 1 . 967 ) . 
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Con mayor raz6n podrán tratarse los  números enteros no  negati­
vos ,  utili zando un alfabeto { O , l } o { D , I } .  E scoj amos la  prime­
ra de estas dos representaciones . 
Se  representará un n O  entero no negativo , n ,  por ( n+l ) 
unos y a este bloque lo l l amaremos n ,  para distinguirlo . 
o = 1 ,  1 11 , '2 111 , . . . . , 5 111111 , . . . .  
E l  cero hará las veces de separador , por lo que una 
r- upl a  ( n1 , n2 , . . . .  nr ) se convendrá en representar como en ( 1 ) , 
lo que abreviadamente equivale a ñl0 ñ2 0ñ30 . . . .  oñr . S i  ésta es 
una informaci6n A en l a  cinta de una M . T . Z ,  Z será aplicable o 
no a A .  En el  primer c aso , Z produce el cálculo 
y el n° entero <y > es una funci6n que depende de la máqúina Z p 
y de l a  r- upl a  inicial . Se  escribe 
<y > p ( 2 )  
que e s  una funci6n de valores enteros no negativos , definida -
sobre Nr o sobre una parte de Nr ( funci6n parcialmente defini­
da)  . 
S i  se hace ahora al  revés , es  decir se  parte de una fun' 
c i6n definida sobre Nr o sobre una parte de Nr se  tienen las -
s iguientes definiciones . 
1 . 2 . 1 .  Definici6n de funci6n parcialmente c al culable . 
r N , e s  p a rc i a l me n t e  c a l c u l a b l e p a r a  e x p r e s a r  q u e e x i s t e u n a  m á  
S e  d i c e q u e u n a  f u n c i ó n  f d e f i n i d a s o b r e u n a  p a r t e  d e  
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q u i n a  d e  Tur i n g Z t a l  q u e , p a r a t o d a  r - u p l a a l a  q u e  c o r r e s - ­
p o n  d a u n v  a 1 o r - d e f ,  s e t e n  9 a : 
( 3  ) 
1 . 2 . 2 .  Definición de función calcuJable  
Se  d i c e q u e  u n a  f u n c i ó n f e s  c a l c u l a b l e p a r a e x p r e s a r  
q u e  e s t �  d e f i n i d a s o b r e N r y e s  p a r c i a l m e n t e  c a l c u l a b l e .  
l o  3 ,  E j emplos 
1 . 3 . 1 . La función f ( n1 , n2 ) = nl + n2 definida sobre 
l as parej as  de ente�os no negativos , que es  calculable en el 
sentido habitual de la palabra , lo es  también en el  sentido de 
l� definidión 1 . 2 . 2 .  Puede construirse  una M . T . Z  tal que 
SUM ( 2 ) Z 
y teniendo en cuenta que nl + n2 
� .  -� ::a;:='L= _� =1'''7 -I�� qo ql q2 q3 e i .�� 
O � q5 q 4 1 +- q, 
.= 
1 O �ql O�q2 O� 3 
�_.� �-��� 
( 4 ) 
-"f 
q4 qs q6 
�. ��� � ,><=.."."..>=::..." 
.... stop I� q6 
+-- � O �q� 
,�"'7.""","� ,,�<;O= 
En e l  momento de detenerse l a  máquina 1 4 )  contiene - -
. . .  + n2 ) unos , cualesquiera que sean nl y n2 , La función � es  
:; --¡ ," :· i :� � c5 =.  sobre N2 y e ;  parcialmente calculable , luego es  
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una función calculable . 
1 . 3 . 2 .  La funci6n g ( n1 , n2 ) = n1 � n2 , sustracci6n def� 
nida sobre el  subconjunto n1 � n2 puede demostrarse que es  paE 
cialmente calculable sin más que construir la  correspondiente 
M. T . , situando , por e j emplo , el número n1 a la i zquierda y e l  
n2 a la  derecha de un cero separador ( véase ( Gross ,  Lentin , 
1 . 9 6 7 ) , pag o 5 1 ) . 
La funci6n n1 � n2 , parcialmente calculab le ,  podría pro 
Ó N2 
-
longarse en una funci n calculable  n1 7 n2 , definida sobre , 
así :  
= O 
2 ,  NUMERAB I L I D AD D E  LA CO LECC I ÓN D E  TODAS LAS M , T ,  ' S ,  
Una M . T .  está especificada por una lista de quíntuplas 
e .  q . ek mh q , que forman un conjunto finito . Los valores po-l J P 
sibles  de i ,  j ,  k , h ,  p son todos numerables . Así pue s , l a' co-
lecci6n de todas las quíntuplas es  numerable . Consiguientemen­
te , las listas de quíntuplas son numerables y ,  por ende , los -
aut6matas por e llas representados . 
Esto significa que la� M . T . ' S  pueden  o �dena�� e numé�i­
eamen� e . El problema es c6mo escoger un c6digo tal que , dado -
un número , puedan determinarse las especificaeiones de l a  M . T .  
correspondiente , s i  l a  hubiere , y viceversa .  
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2 . 1 .  Números de  Godel 
El método de establecer un código de esta naturaleza , 
q ue consiste en nume�i z a� l o  n o  n uml�iQo . fué propuesto por G� 
del antes de qué existieran las máquinas de Turing . 
Kurt Godel , matemático des aparecido pocos meses antes 
de la  primera redacción de este texto , escribió en 1 . 9 3 0 un aE 
t ículo que cuando se  publicó en una revista alemana* en 1 . 9 3 1 ,  
produj o el e fecto de un paquete de dinamita colocado precisa-­
mente en la base de la viga maestra de los fundamentos de l a  -
matemática . Fundamentos que , con celo encomiable , estaban reno 
vando los matemáticos de la época � con Hilbert a la cabeza . 
Para eL  lector gue no conozca en qué contexto propuso 
Godel su técnica de codificación , la preocupación matemática -
del momento consistía en probar l a  consistencia de la teoría -
axiomática de conjuntos , para lo cual Hilbert propuso un pro-­
grama completo . Pues bien , Godel probó dos co.sas : 
1 ° . S i  la teoría axiomática de conj untos es  consisten­
te , existen teoremas gue no pueden ser probados ni 
refutados . 
2 ° . No existe ningún procedimiento constructivo. gue 
pruebe que la teo.ría axio.mática de con j untos es 
consistente . 
El  primer resultado prueba gue los problemas no s iem--
* Uber formal unentscheidbare Satze der Principia Mathematica 
und verwandter Systeme , r .  ( Sobre proposiciones formalmente 
ind ecidibles  de los Principia Mathematica y s i stemas rela�-
2ionados ) .  Monatshefte für  Mathematik und Physik 3 8 , 1 . 9 3 1 ,  
?!:l , 1 7 '. - CJ 8 . 
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pre son solubles , ni  s iquiera e n  principio ; el s egundo destro­
zó el  programa de Hilbert para probar la  consistencia . ( S te- -
wart , 1 .  9 7 7 )  . 
En la teoría axiomática de conjuntos se uti l i zan s ímbo 
los con los que se forman expresiones o cadenas , que son obj e­
tos metamatemáticos . Para demostrar sus teoremas , Godel se  sir  
vió de  una codificación numérica de  dichas cadenas , que es  el  
asunto que interesa  aquí o 
Supongamos que se cuenta con los s ímbolos que a conti­
nuación se reseñan . Cada uno de e llos es codificable por los -
números naturales en la  manera indicada : 
i + - x - ( )  0 1 2 3 4 5 6 7 8 9 a b • • •  x 
1 ' 2 3 4  5 6 7  8 9 10  1 1  1 2  1 3  1 4  15 16 1 7  1 8  19  . . .  y o o o .  
i 
Una de las formas más s imples para representar c adenas arbitra 
rias  xO , x1 , o o o xn compuestas con estos  s ímbolos , por e j emplo , -
sería la  de util i zar el  número natural 
s iendo Pi el  i- esimo nO primo . 
La fórmula 
4 + 7 = 1 1  
La fórmula 
a (a - 1 )  a a  - a 
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tendrí a  el . s iguiente número de  Godel : 2 1 8 . 3 5 . 5 1 8 . 7 2 . 1 1 9 . 1 36 . -
17 7 . 1 9 1 8 . 2 3 1 8 :2 9 2 . 3 1 1 8 . 
La cadena � - + se codifica por 2 4 . 3 2 . 5 1 igual a 7 2 0 . 
Pero , a  causa de -la un�c�dad d e  la 6 a cxo �� z a c �ón  e H  núm e�o�  p�� 
m04 , una cadena puede reconstruirse a part�r de su c6digo . Esto 
es , e l  número 7 2 0 , factori z ado , nos da 2 4 . 3 2 . 5 1 que correspon­
de a la cadena - - + ,  pues los s ímbolos que componen ésta ti e-
nen los códigos 4 , 2 . y 1 respectivamente . 
En res umen , cada cadena x�e n e  un núm e�o , y núm e�o� d� -
6 e�inxe� a o �� e� p o n d en a a a d ena� d� 6 e� enxe� . Disponiendo éstas 
s egún el  tamaño de sus números de Godel , puede Verse que el  
conj unto de  cadenas es numerable . 
2 . 2 .  Catálogo de las M . T .  ' s .  
Todas las  quíntuplas que constituyen e l  esquema funci� 
nal · de una máquina de Turing forman una cadena de s ímbolos co­
difi cable  por un número de Godel . O, lo que es lo mismo , c a d a  
M . T .  r e c i b e s u  n a m e r o  d e  G B d e l  z y c o n  é l  p u e d e  c a t a l o g a r s e  n u  
m é r i c a me n t e  l a  c o l e c c i ó n d e  l a s má q u i n a s  d e  T u r i n g , ·  
Tratándose de un procedimiento sistemático es pos ible  
diseñar M . T .  ' s  con las siguientes propiedades : 
a )  E x�� x e  una M . T . q ue e� apl� aa ble  a xo da � e e u e n e�a -
e����xa en � u  e�nxa ( �ep�e� enx�x� va  de  la l�� xa de  
: q ulnxupla� ) ,  x�an� 6 o �man dola en � u  núme�o d e  G o d el .  
b )  E x�� x e  una M . T . q ue ,  pa�a xo d o  núme�o e� e��xo e n  � u  
Q�nxa , p�o p o �e¡o na una d e  e� xa� do�  �e� pue� xa� : 
� o " 
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"la  h ecuencia c onneh po ndiente a eh t e  nam eno eh . . .  " 
( la lihta d e  q u�ntuplah ) 
3 .  D E  N U EVO , LA MÁQU I NA D E  TUR I NG U N I VERSAL . 
Se ha visto en el  capítulo anterior que una M . T . U .  pu� 
de s imular a todas las otras s i  se le suministran los datos y 
las  especificaciones de éstas . En el  punto 2 acabamos de ver -
que todas las máquinas pueden ser catalogadas unívocamente , y 
que puede diseñarse una M . T .  tal que , dado un número de Godel 
z , entrega como resultado la li sta de quíntuplas de una M e T . , 
s i  l a  hay asociada a ese número . Con esta última perspectiva , 
es  factible pensar en una M . T . U .  a la que baste suminis tra� so 
lamente el  número de catálogo de las M . T .  ' s  que se quiera s im� 
lar . ¿Qué tiene que ver con l as funciones calculables?  .Veámo� 
lo . 
r Llámese X al  elemento ( n1 , n2 , . . . .  nr ) e N • A toda fun� 
ci6n f ( X )  parcialmente calculable puede asociarsele el número 
de Godel z de la M . T . que calcula dicha funci6n (es  evidente -
que puede haber varias máquinas que calculen l a  misma funci6n) . 
Se  define una funci6n O ( r ) . � z  • 
- S i  z es  el  número de Godel de una máquina Z que cal­
cula la  funci6n parcialmente calculable f (X ) , entonces Qz 
( r )  ( X )  
coincide con f ( X )  . 
- S i  z no es  el  número de Godel de ninguna máquina , en 
tonces Q ( r )  (X) toma el  valor cero . z 
Está claro que Qz 
( r )  es  una funci6n cuyo dominio es 
Nr+ 1 y que toma sus valores en N .  P�ede calcularse por compos! 
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c ión de  dos máquinas de  Turing ( véase apartado 2 . 3  del 4 o cap.f_ 
t ulo ) . 
A una M . T .  como la definida en el  apartado 2 . 2 . b )  se  � 
l e  suministra e l  número z .  Si  la respuesta es  no , ºz 
( r )  toma -
e l  'valor � .  S i  la respuesta es sí , se alimenta otra M . T .  
con l a  secuencia producida por l a  anterior M . T .  que será el  
programa de  cálculo de  Z , y con el elemento o dato X .  E l  resul 
tado de ' la e j ecución de esta última máquina es ºz 
(r) ( X ) , igual 
a f ( X )  • 
Esto e s  lo mismo que decir que e x�� �e una máq u�na de  -
Tu��ng un�ve�� al * U ,  tal que 
( 5  ) 
pa�a to da¡ la6 M . T . ' 6  Z y to do� lo� ente�o6 z .  
3 . 1 .  Teorema 
Las funciones º (r )  ( X l son funciones parcialmente cal­z 
culables . 
U n a  M . T .  q u e c a l c u l a  l a  f u n c i ó n  Q ( r ) ( X )  s e  l l a ma  u n i -z 
v e r s a l : i n s c r i b i e n d o  e n  s u  c i n t a  e l  n ú m e ro z a d e c u a d o , e l l a  
p u ed e  c a l c u l a r  l a  f u n c i ó n  p a r c i a l me n t e c a l c u l a b l e c o r r e s  p o n - -
d i e n t e  a e s t e  n úm e ro . 
* El análogo de U es el  ordenador cargado de programas al que 
se l e  da e l  nombre z de uno de éstos y los datos sobr'e los -
que tiene que operar . 
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4 .  CONJU NTOS RECU R S IVOS Y R E CU RS I VAMENTE NUME RABLES 
En este apartado se  va a considerar muy esquemáticame� 
te la  aplicación de los conceptos de calculabilidad a dos im-­
portantes c lases de con juntos de números naturales : los con j u� 
tos recursivos y los conjuntos recursivamente numerables . 
Hay dos procesos fundamentales de cálculo que pueden -
asociarse a un conj unto específico G de númenos naturales . Uno 
es el proceso de determinar s i ,  dado cualquier número natural 
x, éste pertenece a G .  El otro es  el proceso de generar , uno a 
uno , todos los elementos de G .  Ambos procesos están relaciona­
dos ,  pero no son equivalentes . ( Hennie , 1 . 9 7 7 ) . 
Para expresar qué es  un conj unto de alguna de estas 
c lases debe recordars e  previamente la  definición de 6 unci.i6n c..a. 
�a.c..�e����{c..a. de  un c.. o nj un�o . ( Gros s , Lentin , 1 . 9 6 7 ) . 
Sea G e N . La función característica de G ,  CG , se  def i  
n e  así : { 1 ,  
O ,  s i  x � G 
s i  x e G 
De la  misma manera se  define la  función característica 
de un con� unto G e Nr . 
4 . 1 .  Conj unto recursivo . 
Decir que u n  c o n j u n to e s  r e c u r s i v o e�  expresar q u e s u  
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f u nc i ó n c a ta c t� r f s t i c a  e s  c a l c u l a b l e * . 
Esta definici6n equivale  obviamente a decir que existe 
una M . T .  que , aplicada a la informaci6n X ,  la  transforma en 1 
o en O .  O ,  en otras palabras , que existe un procedimiento efe� 
tivo para decir  s i  un elemento X pertenece o no a ese  conj unto . 
4 . 2 . Conj unto recursivamente numerable . 
E s  e l  do m i n i o  d e  u n a  ( p o r  l o  m e n o s ) f u n c i ó n  p a rc i a l m e� 
te c a l c u l a b l e * . 
Dicho en otra forma , s igni fica  que existe un procedi-­
miento efectivo para generar sus elementos , uno detrás de otro , 
(Arb ib , 1 .  9 6 5 ) . 
Por e j emplo , el conj unto de los cuadrados de los núme­
ros enteros e s  recursivamente numerable -se  toman los números 
1 , 2 , 3 , 4 ,  . . . . y se van elevando al cuadrado sucesivamente . Tam­
bien es recurs ivo- dado un número entero cualquiera , se desco� 
pone en s us factores primos viéndose entonces con fac i l idad s i  
es o no  un  cuadrado . 
4 . 3 .  Doi teoremas más 
Se demuestra que ( Gross , Lentin , 1 . 9 6 7 , pag . 5 9 ) , ( Ar-­
bib , 1 . 9 6 5 , pag o 2 1 ) : 
* Podría sustituirse " funci6n calculable " por " funci6n reQursi  
va " ( véase pie de  página del apartado 1 . 1 ) i Y " funci6n par-= 
cialmente calculable "  por " funci6n parcialmente recbrsiva " .  
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4 . 3 . 1 .  U n  c o n j u n t o e s  r e c u r s i v o s i  y s ó l o s i  e l  m i s mo 
y s u  c o m p l e m e n t a r i o  s o n  r e c u r s i v a me n t e  n u m e ra b l e s . 
4 . 3 . 2 .  E x i s t e n  c o n j u n t o s  r e c u r s i v a m e n t e  n u me ra b l e s  q u e 
n o  s o n  r e c u r s i v o s . 
5 .  DETERM I NAC I ÓN DE LA F I N I TUD D E L  PROCESO  DE CÁ LCU LO . PROB L� 
MA D E  LA APU CAB 1 L I D AD I 
No podemos acabar este tema de " a lgoritmos , programa-­
c ión y máquinas de  Turing " sin mencionar un famoso problema 
que se  enuncia así  ( Scala , Minguet , 1 . 9 7 4 , U . D . I I I , pag , XVI I!4 ) :  
Dada cualquier M . T . , una cinta con un número finito de s ímbo-­
los X y una posición inicial de la cabez a ,  establecer un algo­
ritmo que permita conocer si el proceso se detendrá o no . " The 
halting problem" ( e l  problema de la �plicabilidad) , como se le 
conoce en la literatura , e� un p�o blema �ndee�d�ble .  
Bien , este problema puede enunciarse de una forma dis ­
tinta . E n  e l  enunciado que s e  acaba de dar s e  habla de una má­
quina de Turing , supongamos que su nombre es una vez más ,  ,Z con 
el número de orden z .  En él se habla también de una algoritmo , 
a s í  que seg6n la  hipótesis  de Turing ( apartado 1 . 1 ) , que hemos , 
aceptado , eso es lo mismo que hablar de una M . T .  A esta nueva 
M . T .  le llamaremos ZH ' 
Nuevo enunciado , más general , del problema ( Gross , Len 
tin , 1 . 9 6 7 ) : ¿Existe una M . T .  ZH cuya informaci6n en cinta son 
pare j as y que , cuando se le suministra la pare j a  ( z , X ) , respo.Q. 
de una de estas dos cosas : 
a )  S í , la máquina Z ,  de número z ,  es aplicable a l  dato 
X .  
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b )  No , l a  máquina Z I de número,_c ,z f e s  i naplicable al  da <:': 
to X? 
Demostraci6n de que el problema es indec idible  
S up6ngase que existe tal M .  T . , ZH ' 
Sea E un conj unto recursivamente numerable no recursi­
vo ( véase teorema 4 . 3 . 2 ) . E es el  conj unto de  definici6n de 
una funci6n parcialmente definida calculada por la máquina Z ex 
Sea x un entero cualquiera , ante el  que ZH podrí a  dar 
una respuesta así : 
" S í , x e K, Z se  parará"  ex 
" No , x e E ,  Z no se parará " ex 
Entonces E sería recurs ivo , contrariamente a la  hip6t� 
sis o Q . e . d . 
Observaci6n . 
E l  problema de la aplicabilidad es  trasladable a l  te­
rreno práctico de la programaci6n de ordenadores . Dados un prs:: 
grama P y los datos D correspondientes ¿existe un programa ge­
neral Pi! que permita s aber si P ,  aplicado a D ,  se detendrá? -
La respuesta es  que PH no existe . 
6 .  LAS MÁQ'U I NAS D E  TU R I NG y LOS LENG UAJ E S  T I PO O 
La lingüistica formal ofrece un campo de interesante -
_ apl icaci6n de las M . T .  ' s .  Los distintos lenguaj es formale� se 
tratan con cierta extensi6n en este mismo volumen ( tema 4 ) , en 
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donde puede verse l a  clasificación d e  aquellos en niveles rel� 
cionados con las reglas gramaticales que los generan y con los 
mecanismos que los aceptan ( autómatas de uno u otro tipo ) . 
Por lo que se refiere al autómata especial l lamado M . T .  
-asunto que concierne a los capítulos 4 y 5 de este tema- avan­
cemos  unas líneas de su relación con la l ingüistica matemática . 
- P ue d e  c o n s t r u i r s e  u n a  M . T .  q u e  a c e p t e c u a l q u i e r l e n ­
g u a j e  g e n e ra d o  p o r  u n  s i s t ema  d e  e s c r i t u ra : n o r e s - -
t r i n g i d o ( l e n g u a j e s  t i po O ) . 
- C u a l q u i e r l e n g u a j e  g e n e ra d o  p o r  u n a  g ram á t tc a  d e l  t i  
p o  O e s re c u rs i v a me n t e  n u m e ra b l e .  
* Se dice que un lengua j e  L e E (v�ase tema 4 ,  Cap :3 . ,  
apart o 3 )  es recursivamente numerable si  se puede construir 
una M . T .  que acepte todas las cadenas en L y ninguna otra . Un 
-* lengua j e  es  recursivo si  tanto L como su complementario , E -L , � 
s on recursivamente numerables . Si  L es recursivo se  puede con� 
truir una M . T .  ( en la práctica , un pro�rama) �apa2 de recono-� 
cer si una cadena dada es o nó un elemento de L .  Realmente , es 
ta M . T .  estaría compuesta de dos M . T . ' s o , M . T . 1 y M . T . 2 .  E l  
conj unto de ambas o M . T .  principal s e  limitaría a anotar cual 
de l as dos máquinas acepta " l a  cadena {M . T . 1  r�cónocería cad�--
, * nas en L y M . T . 2 ,  cadenas en E � L) . 
Supóngase que L es recursivamente numerable , pero no -
recursivo . En tal caso , no sería pos ib le construir la  M . T .  - -
principal a que se hacía referencia en el  párrafo anterior , a l  
n o  poders �  construir la  M . T . 2 .  L a  , consecuencia e s  que l a  M . T . 1 ' 
resultaría .insuficiente , ya que ,; dé no ', pararse , no podría sa-­
berse s i  la  máquina (en la  práctica , el prográma) se  había en­
cerrado en un bucle o ,  s implemente ,' necesitaba más tiempo para 
ace�tar la cadena en cuestión . 
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Una l ínea l ingüistica como la que acaba de esbozarse -
se  prolonga en importantes desarrollos  en e l  campo de la  I nte­
ligencia Artificial ( Hunt , 1 . 9 7 5 ,  pag o 3 5 ) . 
7 ,  RESUMEN , 
Se  han definido las funciones calculables como aquellas 
a las  que correspoDde una máquina de Turing aplicable a una 
r- upla  n10n2 0n3 . . . .  Onr , que produce un número <Y o >  de unos . 
Las M . T .  ' s  pueden catalogarse mediante alguna �é�n��a 
de e o d� n�eae�ón , tal que a cada máquina le corresponda un núm� 
ro entero positivo y a cada número entero positivo le corres-­
panda como máximo una sola M . T .  La técnica c lásica , a nivel  
t�6rico , es la  de  los name�o� z de  G� del .  
As í codificada la colecci6n de  M . T .  ' s ,  pueden diseñar­
s e  dos máquinas de Turing , una para codi ficar máquinas de Tu-­
ring ( es decir , trans formar un esquema funcional en un número 
de GOde l )  y otra para decodificar ( es decir , transformar un n� 
mero de Godel en un esquema funcional de M . T . , si  ésta existe) . 
Con este instrumental se ha redefinido la  máquina de -
Turing Universal como aquella  a la que s610 es  necesario darle 
e l  número de catálogo de la  M . T .  a simular y los datos para és 
ta o 
Las nociones de calculabilidad y de parcial calculabi­
lidad se  emplean en - relac i6n con los procesos de  cálculo en  
conj untos de números naturales para definir qué es un  conj unto 
recurs ivo ( nu.ne�6n ea�aete�ü ;Uc.a c.al c.ulable )  y qué es un E2.!!.:. 
j unto recurs ivamente numerable ( dom�n�o d e  nunc.�ón pa�c..�almen­
;:te c. al c.u.lct bl e l . 
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Por últimO, se han dado unas muestras d e  grado d e  inte 
res de los conceptos de los �onjurd.ólJ lI.eeuú .lvo.6 y lI.ee#II..6.lva.- ­
mente numell.a b.te.6 apl icándolos al razonamiento acerca de la in;'" 
decibíÍidad del problema de la aplicabi lidad de cua lquier Mili-­
quina de Turing y a la aceptaci6n de lenguaj es generado s  por -
s i stemas de es cri tura no restringidoé . 
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APEND I CE 
S IMULADOR DE MAQU I NA DE TURI N G  
Presentamos a continuación dos ej emplos de  s imulación 
de máquinas de Turing ( De lgado , 19 7 8 ) , cuyo esquema y resul ta-­
dos podrá cotej ar el lector con los de los apartados 2 . 2 y 2 . 3  
(M . T . 3 ) . E l  convenio utili zado en l a  impresión con e l  ordena-­













un paso a la  derecha 
quieta 
un paso a la i zquierda 
posición de la  cabe z a . 
E l  primer e j emplo es una máquina de Turing que calcula 
el  máximo común divisor de dos números naturales no nulos ex-­
presados en forma de palotes ( apartado 2 . 2 ) . Los resultados re 
cogidos en las páginas 1 3 4  y 135 , son el esquema funcional y e l  
contenido de la  cinta e n  los instantes e n  que se  produce un 
cambio de estado . Los números escogidos fueron el 4 y e l  6 .  
E l  segundo e j emplo es  una máquina de Turing que con- -
vierte un n'úmero N expresado en { I } al alfabeto D .  E l  programa 
s imul ador s e  ha aplicado sucesivamente a los casos numéricos : 
a )  N = 14 ; b )  N = 7 1 ,  c )  N = 10 2 4 . En todos los casos se  ha es  
crito solamente e l  contenido inicial y final de  l a  cinta , y en 
el último de ellos el programa simulador tardó en ej ecutarse -
completamente 17  minutos y 2 0  segundos , necesitando 1 . 0 5 1 . 8 7 5  
pasos la  M . T .  simul ada . 
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CAPITULO } ,  
IDEAS · GENERALES 
1 ,  OR I GE N  DE LA TEOR í A  DE LENGUAJ ES FORMALE S , 
La teoría de lenguaj es formales nace como consecuencia 
de los estudios en un campo inicialmente bastante alej ado de -
la informática : la lingüística . En lingüística es tradicional 
distinguir entre g �amát�Qa pa�t�Qula� ( propiedades particu�a-­
res de lenguajes  concretos , obtenidas fundamentalmente por pr� 
cedimientos estadísticos ) y g �amát�Qa un�v e�� al ( propiedades -
generales que pueden aplicarse a cualquier lenguaje  humano ) 
(CHOMSKY , 1 . 9 6 7 ) . 
Los lingüistas de la escuela estructuralista americana 
habían desarrollado por los años 5 0  una serie de conceptos .  bá­
sicos relacionados con la gramática universal . Por ej emplo , si 
un lengua j e  es un con junto potencialmente infinito de frases , 
para describir un lenguaje  deberá darse una g�amát�Qa 8 en e�at� 
va o conj unto de reglas que subyacen en la composici6n de fra­
ses correctas y una de� Q��PQ�ón e� t�uQtu�al de cada frase que 
permita explicar cómo tal frase puede componerse a partir de -
una gramática dada . Fue Noam Chomsky quien , en una serie de p� 
blicaciones aparecidas a partir de 1 . 9 5 6 , formali z6 estos con­
ceptos , sentando las bases dé la moderna l�ng ü,(� t�Qa al8 eb�á�Qa . 
2 ,  I NT E R É S  D E  LOS LENGUAJ ES FORMALES E N  I NFORMÁT I CA ,  
Pocos años después de . los desarrol los iniciales de 
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Chomsky , e l  concepto de gramática formal adquirió gran impor-­
tanci a  en el  estudio de los lenguajes  de programación cuando -
ALGOL 6 0  ( con algunas modificaciones sobre su vers ión original )  
pudo ser  definido mediante una gramática de  contexto libre - -
( uno de los tipos de gramática definidos por Chomsky ) . Es to 
conduj o de una manera natural a procedimientos de compilación 
orientada por s intaxis y al concepto de compilador de compila­
dores , puntos éstos que tocaremos en el Capítulo 5 .  
• .1'::" 
Desde una perspectiva bastante ambiciosa , hace tiempo 
se piensa que , puesto que todos los lengua j es de programación 
son �enguaj es naturales susceptibles de ser formali z ados , la -
teoría de lenguaj es formales podría  ser el fundamento de una -
teoría general de la  programación , hoy inexistente ( HARRISON , 
1 . 9 6 5 )  . 
Por otra parte , a partir de su vertiente de aplicación 
a la  l ingUística , los lengua jes formales son de gran uti lidad 
para el trabaj o en dos campos situados en lo que se sue le l la­
mar " inteligencia artificial " :  la traducción automática y el -
procesamiento de lengua j es naturales . 
. 5 L ·OB S�RVAC I Ó N SOB R E  LA TERM I NO LOG í A ,  
•• ' > 
En el  Tema "Autómatas " hemos definido un lengua j e  L co . 
* -roo un subconj unto del lengua j e  universal E , s iendo los e lemen 
tos de �ste las infinitas ead ena� que pueden formarse a partir 
de un con junto finito de s ímbolos , E ,  al  que llamábamos al 6 a b� 
t o . Esta e:s la terminología habí tual en las publicaciones so-­
bre teoría de autómatas ( aunque algunos utili z an "palabra " y :­
otros " secuencia"  en lugar de " cadena " ) , y es l a  que continua­
remos util i z ando en es�e Tema . 
Ahora bien , en los trabaj os de orientación más l ingüis 
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ta , al conj unto de base E se  le suele llamar v o ca b ula��o ( y -
representar por V )  y a los elementos de un lenguaj e  � enxencia� 
o tí�a� e� . Nosotros utilizaremos " sentencia " en un sentido que 
preci saremos en el siguiente Capítulo para designar a las  cade 
nas que pertenecen a un determinado lenguaje , a diferencia de * 
" cadena"  en general , que será un elemento cualquiera de E . 
Según la aplicación , esta terminología puede variar . -
Por e j emplo , en una teoría  de la programación en ensamblador , 
E podría  ser el repertorio de instrucciones , conj unto de eti-­
* 
quetas , etc . ,  x e L sería un programa correcto , y x e E - L se 
ría un programa incorrecto . 
4 ,  REP R E S E NTAC I ÓN DE  LOS LENGUAJ E S , 
Si  un lenguaj e es finito , su  representación es inmedia 
ta : basta enumerar las cadenas que lo forman . Pero si es infi­
nito , tendremos que dar una descripción finita ;  esta descrip-­
ción será a su vez una cadena de s ímbolos combinados de acuer­
do con ciertas reglas ( sintaxis )  y con un determinado s ignifi­
cado tanto para los s ímbolos como para las reglas ( semántica) . 
Por tanto , esta cadena de s ímbolos pertenecerá a un metaleng u� 
j e que sirve para describir a nuestro lengua je . Por ej emp,lo , ,­
una expres ión regular es una cadena del lenguaj e  de las expre­
siones regulares , que es un metalenguaje  para describir a los 
lengua jes  regulares . 
Ahora bien , podemos preguntarnos si , dado un lenguaje  
* 
infinito cualquiera , LeE , podemos siempre encontrar una repr� 
sentación finita . La contestación es "no " . , En efecto , s abemos 
* 
( Tema "Algoritmos " ,  Cap . 5 ,  Ap . 2 . 1 ) que E ( conj unto de todas 
las cadenas sobre un alfabeto E )  es  recursivamente numerable -
( a  cada cadena se le puede asociar , por ej emplo , su número de 
u .,';: Godel )  y ,  por tanto , cualquier LeE también lo será . S uponga--
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* 
mos que existe un metalenguaj e  L CEM tal que cada cadena de . M * 
LM e s  uni repr�sentaci6n finita de un lenguaj e sobre E , es  de 
* 
cir , tal que a cada L (M )CE corresponda al menos un xM e Lr.1 " -
Si tal metalengua je  existiera , debería ser , como todo lenguaj e ,  
recursivamente n�merable . Esto implicaría que e l  conj unto de -* 
todos los LeE sería' recursivamente numerable . , S in embargo r 
existe un teorema en teoría  de con j untos que dice que el  con-­
junto de los subconjuntos de un conj unto recursivamente numera 
* 
ble ( y  E lo e s )  no es recursivamente numerable , lo que contra 
diGe l a  con�lusi6n ' anterio� y destruye la hip6tesis de que - -, * 
exist'a un LM pa�a todo LeE " Por consiguiente , Y W  t o d o ;.,  lo;.,  PE.. 
-6 ib{e;., l eng uaj e;., ti enen una Jteptr.e).) e.ntac.ión  Mnita e. n un me.ta- ­
R.e.n. g u..aj e. .  
En este Tema veremos algunos métodos para representar 
ciertas clases de lenguajes desde dos puntos de vista : el  g e.n.� 
nativ o  ( a lgoritmos que permitan generar todas la� cadenas del 
lenguaj e )  y el de. Jt e. c. o n. o c.imie.n.to ( a lgoritmos que permitan de-­
terminar s i x e L o x � L) ", 
5 .  GRAMÁT I CAS , ALGOR I TMOS Y MÁQU I NAS D E  TUR I NG .  
Una gramática es un algoritmo enumerativo , que permit;e 
generar las cadenas "de un lengua je ; Así ,  l a  gramática más gen� 
ral puede expresarse en ' términos de una máquina de Turing . 
Decir que la  gramática G de un lenguaje  L ( G)  es un al­
goritmo enume:rativo equivale a decir que existe una M . T .  que; ­
hace co.rre.sponder al número 1 l a  cadena X l ' al 2 x2 ' etc . , 
de manera que produce el conj unto recursivamente numerab le - -
L (G )  � {x1 , x2 � " � " } '  
En rélaci6n con los lenguaj es naturales , es inter�san­
te destacar que la introducciÓn de gramáticas generativas , for 
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mali zadas gracias a los  desarrol los matemáticos en algoritmos 
y computabilidad , ha permitido explicar su eaJtá.et.eJt eJt eat.--l v o , 
es  decir , el  hecho de que el  lengua j e  natural tiene mecanismos 
recursivos que le permiten expresar un número potencialmente -
infinito de ideas , sentimientos , etc . La fal ta de un formalis­
mo para estudiar estos  mecanismos condujo  a ciertos l ingüistas  
de  orientación conductista a '  negar esta propiedad , y a otros , 
como Saussure , a considerarla como algo aj eno al  c ampo de l a  -
l ingüís tica ( CHOMSKY , 1 . 9 6 7 ) . 
6 ,  Dos EJ EMPLOS . 
Los ej emplos que desarrollamos a continuación nos ser­
virán para introducir  de una manera intuitiva algunos de los -
conceptos que formalizaremos en Capítulos posteriores . 
Puesto que artn no hemos definido lo que es  una g�amát! 
ca ,  haremos uso de una que , mas o menos vagamente , , todos cono­
cemos : la gramática del lengua j e  castellano . 
Para des cribir la formación de sentencias ( oraciones )  
utili zaremos eat.eg o Jt--la¿ ,ó Údá.et.--leaJ.> o ,ó útt.agma,ó , como "nombre " ,  
"verbo " , etc . ( o  s intagma nominal , s intagma verbal j etc . ) ., Es­
tá claro que , s i  b ien " nombre " es un nombre , "verbo"  no es un 
verbo . E sto es debido a que para describir el , lenguaj e caste-­
l lano uti'l i z amos como metalenguaj e el propio castellano , y po­
nemos las comillas para destacar que la  palabra en cuestión s e  
utili za  como elemento del metalenguaj e ( e s  la diferencia que -
s e  hace en lógica  entre U,ó O y m e n e--l6n del lenguaj e ,  ver Tema - ,  
" Lógic a " , Cap . 1 ,  Ap . 2 ) . La notación habitualmente seguida no 
es poner comi llas , , s ino encerrar la palabra entre par'ntesis  -
angulares : <nombre> ,  <verbo > , etc . 
Una sentencia castellana sintácticamente correcta esta 
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rá compuesta por palabras concretas pertenecientes a las diver 
sas categorias' sintácticas (uno o varios s intagmas nominales , 
uno o varios sintagmas predicativos , etc . )  co�binadas de acuer 
do con ciertas reglas . 
Por ej emplo , una regla puede ser : 
( 1 )  Pa�a 6 o �ma� �na � ent e n cia , p 6ng a� e un 6 intag ma nominal y a 
c o ntinuaci6n un 6 intagma p� edicati v o . 
y otras : 
( 2 )  U n  nomb �e  p�o pio e� un 6 intagma nomi n al 
( 3 )  " E� pa Ji a "  e� un n o m b lt e  p�o pio . 
( 4 )  U n  6 i ntagma p�e dicati v o  puede  6 o �ma�6 e co n una 6 o �ma v el!.- ­
b al t�an� iti v a  y un � intagma n o mi n al . 
( 5 )  " E� "  e� una 6 o �ma v el!. b al t�an6iti v a  
( 6 )  U n � ¿ntagma n o minal puede  6 o �ma�� e c o n  un d ete�minante y 
un n o m b � e  co mún . 
( 7 ) · U n alttlculo e� un detel!.minant�.  
( 8 )  " Un "  e6 un akL[c ulo . 
( 9 )  " E� ta d o " e6 un n omb�e co mún . 
. Del con junto de estas nueve reglas puede deducirse gue 
E6 paJia e6 un e6tado  
es una sentencia del castellano . 
Las reglas anteriores pu�den expresarse formalmente , as í : 
( 1 1 � Sentencia) + <SN> <SP>  
( 2 ) < SN>  + <Npr> 
O ) <Npr.> + España 
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( 4 )  < SP >  -+ <FVtr> < SN> 
( 5 )  <FVtr> -+ es 
( 6 )  < SN>  -+ <Det> <Ncom> 
( 7 ) <Det> -+ <Art> 
( 8 )  <Art> -+ un 
( 9 )  <N coro> -+ estado . 
y la sentencia obtenida puede descomponerse s intácticamente de 
acuerdo con las reglas ; esta descomposición puede indicarse me 
diante corchetes etiquetados : 
[ [España] J .  [ [ es J [ [ [ un} J [estado] 1 1 
SN Npr SP FVtr SN Det Art Ncom 
o b ien , de una forma más gráfica , con un árbol l lamado áft bot 
d e  d eft�v ac�ón o áftb o t  h �ntáct�c o :  








�� <FVtr> < SN> 
<neAom, .  
<Art> 
es un estado 
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Corno segundo e jemplo , cons ideremos la sentencia  
S u  descomposición s intáctica , o derivación a partir de  las  re­





< Det> <Ncom> <A?j > <Vintr> 5'� 
<Art> 
La 
( 1)  
( 2 )  
( 3 )  
( 4 )  
( 5 )  
( 6  ) 
( 7 )  
, 
soberania nacional reside 
<Prép> <SN>  
/�" <Det> <Ncom> <Adj > 
I 
<Art> 
en el pueblo español 
Las reglas util iz adas para esta derivación han sido : 
< Sentencia> ->- <SN> <SP>  
<SN >  ->- <Det> <Ncom> <Adj > 
<Det> . ->- <Art> 
<SP>  ->- <Vintr >  <Sprep> 
<Sprep> ->- < Prep> <SN>  
<Art> ->- la 
<Art> ->- el  
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( 8 )  <Neom> .... soberanía  
( 9  ) <Neom> -+ pueblo 
( 10 )  <Adj > .... nacional 
( 1 1 )  <Adj > -+ español 
( 1 2 ) <Vintr> .... reside 
( 1 3 ) <Prep> .... en 
Se obtiene una sentencia partiendo de la regla ( 1 ) y -
aplicando las demás hasta que resulta una cadena con s610 � ¡m ­
b o to �  :te.!tm).J1a.te.� , en  es ·te caso , las  palabras concretas del ca� 
tel lano obtenidas por aplicaci6n de las !te.gta� :t e.!tm¡na.te.� ( 6 )  a 
( 1 3 )  • 
Con estas reglas pueden derivarse otras sentencias , co 
mo 
"El  pueblo español reside en la soberanía nacional " ,  
"La pueblo nacional reside en la pueblo español " ,  
etc . , que serían sentencias correctas en la gramática definida 
por tales reglas . ( Existen precedimientos en lingüística para 
evitar que puedan derivarse sentencias carentes de sentido ) . 

CAP ITULO 2 ,  
FUNDAMENTOS DE LA TEO R IA DE LENGUAJES FORMALES 
l .  DEF I N I C I ÓN DE GRAMÁT I CA 
d o n d e  
U n a  g ra má t i c a e s  u n a  c u á d r u p l a  
E T e s  u n  c o n j u n t o f i n i t o l l a m ri n o  � l f a b e t o  p r i n c i p a l  o 
a l f a b e to d e  s í m b o l o s t e rm i n a l e s 
E A e s  u n  c o n j u n t o f i n i t o l l a m a d o  a l f a b e t o  a u x i l i a r  o -
a l fa b e to d e  v a r i a b l e s . 
P e s  u n  c o n j u n t o f i n i t o d e  p a r e s  o rd e n a d o s  ( a , S ) , d o n  
+ * 
-
d e  a 6 ( E T V E A ) y S 6 ( ET V EA ) . E s t o s  p a re s  s e  
l l am a n  r e g l a s d e  e s c r i t u r a  o p ro d u
"
¿'G i o n e s . y g e n e - ­
ra 1 me n t e s e  e s c r i b e n  c o n  l a  n o t a c i ó n  a+S . a e s  e l  -
* 
a n t e c e d e � t e  d e  l a  r e g l a y S e l  c o n s e c u e n te . S i  B 6 E  T 
s e  d i c e d e  l a  r e g l a q u e  e s  u n a  r e g l a t e rm i n a l . 
S 6 E � e s  u n  s í mb o l o  d e s t a c a d o  d e l  a l f a b e to a u x i l i a r  l l a m a  
d o  s ím b o l o i n i c i a l . 
Llamaremos E = ET U EA ; supondremos qu� ET () EA = fó ,  y -
para distinguir los elementos de los diferentes conjuntos adoE 
tamos los s iguientes convenios : 
Letras may5sculas del alfabeto latino para los elemen-
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tos d e  EA " ( O  bien , palabras del metalengua j e  -
castellano entre paréntesi s  angulares )  . 
Letr?? · mi:núsc,ul?s c;:tel comienzo del alfabeto latino ( a ,  
b� c , " " " . ) ,  o cifras , para los e lementos de ET " 
f O  bien , palabras del castellano ) . 
Letras minúsculas del final del alfabeto latino (w , x. , 
z )  los elementos de ET 
* y ,  para 
Letras minúsculas .del . alfabeto griego para los elemen-
tos ' de E+ . 
2 .  RE LAC I O N E S  E NTRE  CADE NAS D E  E * 
2 . 1 .  Relaci6n de derivaci6n directa ,cr 
* S i  ( a + S )  e p y y , o e E , las cadenas ya o y y S o  es 
tán en la r e l a c i ó n de  d e r i v a c i ó n ' d i r e c t a, en la gramática G .  Es 
cribiremos entonces 
y a o -:=> y S o  
G 
' "  
y diremos que la cadena y S o d e r i v a d i r e c t a m e n te  de ia y a o , o -
b i en que y a o  p r o d u c e . d i r e c t a me n t e  y S o en la  gramática G .  ( De -
ahí e l  nombre de producciones para' los elementos de P )  . 
* 
2 . 2 .  Relación de derivación , � 
Dac;:tos: 6',1 ' am E E
* , diremos que están en la r e l a c i ó n d e  
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Se  escribirá entonces 
diciendo que am d e r i v a de al ' o que a l p r o d u c e  am 
* 
Por convenio , c). -::::::;> a Vae E* 
G 
Siempre que sea evidente que nos referimos a una deter 
* . -





Obsérvese  que ni  � , ni .;:? , son relaciones de equi-
valencia , ya que , en g eneral , no son s imétricas . Por otra par­
* 
te , � es  el  cierre transitivo de � . 
3 .  LENGUAJE G E N ERADO POR U NA GRAMÁT I CA .  EQU I VALENC I A  D E  GRAMÁ­
T I CAS .  
Una cadena � e E* es una fo rma  s e n t e n c i a l  de la gramá­
tica G s i  existe una derivaci6n que produce � a partir de S ,  -
* 
es decir , si  S "::::) � . Si  además E; s610 contiene s ímbolos termi G 
nales entonces es  una s e n t e n c i a  o cadena válida . E l  conj unto -
de s entencias que pueden generarse en una gramática G se  l lama 
I l e n g u a j e � e ne r a d o  p o r  l a  g r a má t i c a  G es decir : 
I � L (G )  = { x  x e ET* y S  cr x }  
Dos gramáticas , G1 y G2, son e q u i v a l e n te s  s i  ambas ge­
neran el  mismo lenguaj e :  L (G1 ) = L (G2 ) . 
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4 ,  EJ EMPLO S , 
4 . 1 . E j emplo 1 .  
Sea l a  gramática definida por ET = { O , l } ;  EA {S } ; 
p { ( S  + 0 0 0  S 1 1 1 ) ; ( O  B 1 + 0 1 ) } 
La única forma de generar sentencias es aplicando cual 
quier número de veces la  primera regla y terminado con una 
aplicación de la  segunda : 
s � 0 0 0  S 1 1 1 ::;> 0 00000  S 1 1 1 1 1 1  -::;. . . . .  � 0 3n-l0S113n- l-::;. 0 3n  1 3n 
Por consiguiente , el lengua je  generado es el conj unto infinito 
L (G )  = { 0 3n 1 3n I n > 1 }  
S i  l a  segunda regla fuera S + 0 1 ,  e l  lenguaj e  sería  
L (G )  = { 0 3n+l 1 3n+l n > O }  
Como podrá comprobarse en otros e jemplos , no siempre -
e s  pos ible expresar de esa manera (por  intensión) L (G ) . 
4 . 2 .  E j E;!mplo 2 .  
p = { (  S + abAS ) ¡ ( abA + baab) ; S + a ¡  A + b }  
Aquí , L (G )  está compuesto por cadenas que contienen -
( abb ) y ( b aab ) intercambiándose y reproduciéndose cualquier -
número de veces ,' Y. terminando siempre la  cadena con el  s ímbolo 
a .  
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4 . 3 .  Ej emplo 3 . 
EA = 
{ S , A ,  B } ET = { a , b }  
p 
= ¡ 
S -+ aB A -+ bAA 
} S -+ bA B -+ b A -+ a B -+ bS  A -+ aS B -+ aBB 
E l  lenguaj e generado es el conj unto de todas l as cade­
nas de E; que tienen igual número de a que de b ,  pero la demos 
tración en este caso no es  tan inmediata ( HOPCROFT y ULLMAN , -
1 9 6 9 , pág . 1 3 )  • 
4 . 4 . E j emplo 4 .  
ET { O , 1 ,  2 ,  3 , 4 ,  5 ,  6 ,  7 , 8 ,  9 }  
EA { <número> < c i fra> } 
S <número> 
r 
<n6mero> -+ < cifra> < número> ( 1 )  
< número> .+ <cifra> ( 2 ) 
< c i fra> ..,. O ( 3 ) 
<cifra> ..,. 1 ( 4 )  
I <cifra> ->- 2 ( 5  ) 
< c ifra> -+ 3 ( 6  ) 
P <ci fra> 4 ( 7 )  -+ 
<cifra> -+ 5 ( 8  ) 
<cifra> -+ 6 ( 9  ) 
<cifra> -+ 7 ( 1 0 ) 
<cifra> -+ 8 ( 1 1 )  
< c ifra> -+ 9 ) ( 1 2 ) 
Damos a continuación a lgunos e j emplos de derivaciones 
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de sentencias , poniendo baj o el s ímbolo '� el número de la  re-­
gla  o reg las utilizadas : 
<número> y < ci fra> o:;' 3 O 
<número> � <cifra> <número> TI 9 < número> � 9 <cifra> 'ff 99  1 
<número> T < ci fra> <número> r < cifra> < cifra> <número> 1* 
<cifra> <cifra><cifra> < número> ;f < ci fra>  <cifra> 
* 
<cifra> < ci fra> ===? 1 2 3 4  
4 , 5 , 6 , 7  
Como los s ímbolos terminales son las diez cifras  deci­
males , e l  lengua je  que se obtiene es el con junto infinito de -
cadenas que representan en decimal a los números naturales . 
Obsérvese que es la  regla ( 1 ) l a ' que permite obtener -
una cadena de cifras de cualquier longitud . 
4 . 5 .  E j emplo 5 .  
ET = { a , b } ¡ EA = {A , S } ;  
p 
( 1 )  
( 2 )  
( 3 )  
( 4 )  
Un análisis  del tipo de sentencias que pueden derivar­
se nos l leva fácilmente a la conclusi6n de que todas terminan 
con el s ímbolo  b ,  por aplicaci6n de ( 4 ) , Y todas empiez an por . 
a ,  pudiendo tener en medio cualquier número de a seguido de 
cualquier número de b .  Obsérvese que para el lenguaj e  a s í  gene * * . -
r ad o  puede darse una expresi6n regular : L (G )  = aa bb . 
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5 ,  CLAS I F I CAC I ÓN D E  LAS GRAMÁT I CAS y D E  LOS LENGUAJ E S , 
5 . 1 . Gramáticas de tipo O ó no restringidas . 
La gramática definida de una manera general en el  ApaE 
tado 1 se llama g r a m á t i c a  d e  t i p o O ó n o  r e s t r i n g i d a . Recorde-
mos que las reg las de 
a + S ,  con a e E+ y 
es  que no puede haber 
escritura o producciones son de la forma 
* S e E , es  decir , la  única restricción -
reglas de l a  forma A + S .  
Introduciendo restricciones adicionales en las reglas 
s e  obtienen sucesivamente gramáticas cada vez más restringidas . 
Pasemos a definir y comentar la  c lasificación debida a Chomsky 
y aceptada universalmente . 
5 . 2 . Gramáticas de tipo 1 o sensibles al  contexto ( context-� 
sensitive) . 
En las g ra m á t i c a s  d e  t i p o 1 las reglas son de l a  forma : 
E s  decir , A puede reemplazarse por 6 siempre que esté 
en e l  contexto de 0: 1 y 0:2 , (Obsérvese que a l ' 6 0: 2 , o ambas , -
puede ser la cadena vacía , A ) .  I 
Una propiedad importante de las gramáticas de tipo 1 -
es  que la6 eade na� q ue � e  v a n  o b t e nie ndo e n  e ualq uie� d e�i v a - ­
ei6n � o n  de  lo ngitud no d e e�eei ente . En efecto , a l  definir las 
�eglas  más arriba hemos especificado que 6 e E+ , es  decir , S�A , 
por lo que 19 (A)  = 1 � 19 ( 5 ) , y 1�( 0: 1 A 0:2 ) � 19 ( O:l S 0: 2 ) ,  o -
sea , que la  longitud del consecuente nunca puede ser menor que 
l a  del antecedente . En el s iguiente Capf�ulo demostraremos .que 
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l a  inversa e s  también cierta , en e l  sentido de que , h �  to da� -
Lah � e g l ¿� d e  �na  g �amat� ca cumpl en  l a  co nd� c�6n d e  n o  d ec�ec� 
mi ento , h e  p u e d e  halla� una  g �amdt�ca  e q u� valente c o n  �eglah -
h enh � b l eh al co ntexto . 
Salvo en el primero y el segundo , todas las gramáticas 
definidas en los e j emplos del Apartado 4 son sensibles al con­
texto . En el e j emplo 1 ,  es la regl a 0 8 1  -+ 0 1  la que no cumple 
la condición , ya que sustituye 8 por A en el contexto ( 0 , 1 ) . -
En cuanto al segundo ej emplo , la regla abA -+ baab no es  del ti  
po s ehsible al  contexto ( lo sería s i  fuera abA -+ abab ) ; sin em 
bargo , l a  longitud del antecedente es menor o igual que la del 
consecuente en tódas las reglas , por lo que habrá una gramáti­
ca  equivalente sensible al contexto . En el s iguiente capitulo 
veremos cómo se puede encontrar . 
5 . 3 . Gramáticas de tipo 2 ó de contexto libre ( context-free ) 
Las g r a m á t i c a s  d e  t i p o 2 son un caso particular de las 
de t ipo 1 ,  con a l = a 2 A , es decir , las reglas son del tipo 
A -+ B 
E s tas gramáticas , también llamadas gramáticas de Chom§. 
�y o C -gramáticas j uega� un papel muy importante tanto en la -
lingüí stica  como en la teoría de lengua j es de programación , 
por lo que ya antes de la c lasificación propuesta por Chomsky 
fueron descubiertas por diversos autores S partir de puntos de 
vista bastante di ferentes . 
E j emplos de gramáticas de contexto l ibre son e l  3 , el  
4 y e l  5 ael Apa:¡;-tado 4 . 
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5 . 4 .  Gramáticas de tipo 3 6 regulares . 
Las g r a m á t i c a s  d e  t i p o 3 ,  también llamadas gramáticas 
de Kleene o K-gramáticas son un caso particular de las gramátl 
cas de tipo 2 ,  con reglas de la forma 
A + aB o 
Un ej emplo de K-gramática es el ej emplo 5 del Apartado 
4 .  Obsérvese que en ese e j emplo podíamos representar el lengu� 
j e  mediante una expresi6n regular ; esto no es cas ualidad : como 
veremos en el Capítulo 4 ,  lo .6 l e n g uaj e.6 g en e.tw d o .6 p O fL  la ,6 g fLa ­
matica.6 d e  tipo 3 .6 o n  e xa ctamente lo .6 leng uaj e.6 fLeg ul afL e.6 que 
e .6 tudiab amo .6 en  el T ema " Auto mata.6 " ( y  de ahí que a las K-gra­
máticas también se les llame gramáticas regulares ) . 
6 .  J ERARQu í A  DE  L�NGUAJ ES . 
Llamaremos lenguaj e  de tipo O al generado por una gra­
mática de tipo O ,  lengua j e de tipo 1 6 sensible al contexto al 
generado por una gramática de tipo 1 ,  lenguaj e de tipo 2 6 de 
contexto libre o C� lerrgua j e  al generado por una gramática de -
tipo 2 , y lengua j e  de tipo 3 o regular o K-lengua j e ,  o también , 
lengua j e  de estados finitos al generado por una gramática de -
tipo 3 .  
Según se han de finido las gramáticas , es  evidente que 
toda gramática regular es de contexto libre , toda grc,mática de 
contexto l ibre es sensible al contexto , y toda gramática sensl 
ble  al  contexto es de tipo O .  Por consiguiente , s i  l lamamos 
{ L ( G 3 ) } ,  { L (G2 ) }  f { L ( Gl ) }  y { L ( GO ) } a los con j un tos  de lengua­
j es de cada tipo , tendremos que : 
* 
{ L ( G 3 ) } e { L ( G 2 ) } e { L ( Gl ) }  e { L ( GO ) } e P ( E ) 
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7 , LENGUAJ ES CON LA CADE NA VAc í A .  
E s  fácil  constatar que , tal corno se han definido las -
gramáticas , la cadena ' vacía r A  ! no puede figurar en ningün le� 
guaj e  de tipo 1 ,- 2 ó 3 .  Una gramática es , esencialmente , una -
expres ión en un metalenguaje  que permite �ar una descripción -
finita de ciertos lenguajes ( no de todo s )  definidos sobre E .  -
Es obvio que si  L tiene una descripción finita , L l = L U { A }  
también puede tenerla : bastará añadir de algün modo " A  también 
está en L l
" a la descripción de L ,  y esto puede hacerse agre-­
gando S + A a las reglas de la gramática que describe a � .  
Ahora bien , si  habíamos impuesto a las reglas de las -
gramáticas de tipo 1 ,  al A a2 + al S a2 , la  condición de que -
S � A era para conseguir la importante propiedad d� no decre­
cimiento . Si ahora añadirnos S + A ,  será preciso que S no apa-­
rezca en el  consecuente de ninguna regla. si querernos que se 
conserve tal propiedad . A este respecto , es importante el 8i-­
guiente teorema : 
Teorema 7 . 1 .  S i  G e s  u n a  g r a má t i c a  d e  t i p o 1 , 2 6 3 ,  -
� u e d e  e n c o n t r a r s e  o t ra  g ramá t i c a  e q u i va - -
1 e n t e . G l ' d e , 
t i p 0 1 , 2 6 3 r e s p e c t i v a m e .!l 
, t e  , t a l  q u e L( G 1 ) = L(G )  , y t !l l  q u e s u 
s f mb o l � i n i c i a l , S I ' n o  a p a r e c e  e n  e l  c o n  
s e c u e n t e  d e n i n 9 u n a r e  g 1 a d e
, 
G l '  S i  G = 
= <ET , E A ' P ,  S > , 
. P 1 
Demostración : 
P U { S l '+ a , ( S  + a )  S P }  ,.., 
* 
d o n d e  
a )  Supongamos que S (J x ,  y sea S +a l a  primera regla 
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* 
utilizada en esa derivación ; entonces , S � a .� x .  Por la -
definición de P 1 , ( S 1 + a )  e P 1 , de modo que S 1 'W a , y corno 1 * 
P e P1 , a �G '1 
* 
x .  Por consiguiente , S 1 � G1 
* 
x ,  y L ( G) C  L (G1 ) .  
b )  Supongamos que S1 =? y , siendo S 1 +8 la  primera -G1 
regla utilizada en G1 : 
* 
S 1 
-� S =? Y G1 G1 
Si S1 + 8 es una regla  en G1 , en G deberá existir la regla S+8 ,  
por lo que S -(? 8 . Por otra parte , P 1 se ha definido de modo 
que S1 no aparezca en el consecuente de ninguna regla , por lo 
que no estará incluido en a ni aparecerá en ninguna de las 'fo� * 
mas sentenciales de la  derivación 8 � Y i  entonces , esta de-
* 1 rivación será también válida en G :  8 -===;> y .  Vemos * así  que s .� 8 ,  
G G 
y por tanto , L ( G1 ) e L ( G ) . Teniendo en cuenta el resulta�o 
terior podemos afirmar que L (G)  = L (G1 ) . 
an-
c )  Tal  como se ha definido P1 , es inmediato comprobar 
que s i  G es una gramática de tipo 1 ,  2 ó 3 ,  G1 es de tipo 1 ,  2 
ó 3 respectivamente . 
En virtud este teorema , dada una gramática cualquiera 
de tipo 1 ,  2 ó 3 ,  G ,  podemos pasar a G1 , y de ésta a G2 aña-
-
diendo la regla  S1 + A ,  con lo que tendremos L (G2 ) = L (G ) U{ A } , 
con G2 del mismo tipo que G y de longitud no decreciente . 
E j emplo . 
( S  + 
truir 
Sea G ,  definida por EA = { S } ;  ET = { 0 , 1 } ;  P = { ( S+O S 1 ) ; 
OI ) } .  El  lenguaj e  es L (G )  = f on 1n ! n ::: 1 } . Podemos cons 
GI , con EA1 
= { S ,  S 1 } ;  ET1 
= ET ; PI= { ( S 1 + O S 1 ) ; ( S 1+0 1 ) ; 
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( S  -+ O S l ) i . ( S  -+ 0 1 ) } I siendo ahora S 1 el símbolo iniCial ; es -
fácil  comprobar que L ( Gl ) =  L ( G ) . Entonces , G2 tendrá EA2 
= EAl 
= { S , S l } ;  ET = ET = { 0 , 1 } ; P2 = . { ( S l -+ O S
l ) ;  ( 8 1-+ 0 1 ) ; -
2 
( S  -+ O S l ) ;  ( S  -+ _0 1 ) ; ( 8 1 -;- A ) } f con lo que L ( G 2 ) == L ( G )  V { A } =  
= { On ln I n >  O } . 
De una manera general ,  es fácil deducir del Teorema 
7 . 1 .  el siguiente 
' 1  
Corolario . S i  L e s  u n  l e n g u a j e d e  t i p o  1 , 2 Ó 3 , e n  t o n  
c e s  L V í A }  y L - { A }  s o n  l e n g u a j e s  d e  t i p o 1, 2 Ó 3 re s p e c t i v� 
m e n t e . 
8 �  RESUME N .  
En este Capítulo hemos definido los conceptos de grarn! 
tica , lenguaje  generado por una gramática y gramáticas equiva­
lentes . Hemos visto la clasificación de las gramáticas según -
las  restricciones impuestas a sus producciones y cómo esta cl� 
s i ficación da lugar a una j erarquía de lenguajes . Finalmente , -
hemos estudiado la m�nera de modificar una gramática para que 
el lengua je  contenga la cadena vacía s in cambiar de tipo . 
9 .  NOTAS H I STÓR I CA Y B I B L I OGRÁF I CA .  
Los primeros estudios sobre gramáticas formales y la -
clasificación de las- mismas son obra de CHOMSKY ( 19 5 6 ) , que 
partía . de trabaj os previos poco formalizados de lingUistas de 
la escuela estructuralista americana . Sin duda� Noam Chomsky � 
es la f igura más destacada de la lingUística moderna , tanto 
por desarrol lar los fundamentos matemáticos ( CHOMSKY y .II1ILLER ,  
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1 9 5 8 ; CHOMSKY , 19 5 9 ) , que han sido de  gran utilidad en  Informá 
tica para la descripci6n de lenguajes  artificiales , como por -
sus teorías sobre el origen y la naturaleza de los lenguajes  -
naturales ( CHOMSKY , 19 6 8 ,  19 7 5 ) , aunque dstas hayan sido fuer­
temente criticadas (Dos obras del principal crítico de Chomsky 
están traducidas al  espafiol :  LURIA ( 19 7 4 a , b ) ) .  
Tres libros recomendables sobre los lengua jes formales 
en general son el  de HARRISON ( 19 7 8 ) , que , además de reciente , 
es muy completo y riguroso , el de HOPCROFT y ULLMAN ( 19 6 9 ) , 
muy citado y uti li zado en muchas universidades , y el de GROSS 
y LENTIN ( 19 6 7 ) , que está traducido al espafiol . 
10 , EJ E R C I C I OS .  
1 .  Muchas veces interesa que los árboles de derivaci6n 
en una gramática sean binarios , es decir , que de cada nodo s6-
lo puedan salir uno o dos arcos . ¿Cómo deberán ser las reglas 
de escritura para que esto sea posible? Modificar la  gramáti­
ca  del ej emplo del Capítulo 1 para que sus árboles sean bina-­
rios . 
2 .  Dada la gramática EA = { S , A } ; ET = { O , l } ; 
P == { ( S -r OA ) ¡ ( A -+ OA ) ¡ ( A ->- lS ) ; ( A -+ O ) } , 
a )  ¿de qué tipo es? ; 
b )  expresar de algún modo el lengua j e  que genera ; 
c )  hal lar otra gramática que genere el mismo lengu� 
j e  más la cadena vacía . 
3 .  Dar una gramática que permita generar todos los nú­
meros racionales escritos en decimal con el formato : ( s igno )  -
(parte entera ) . ( parte fraccionaria ) . 
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4 .  Modificar las  gramáticas d e  los e j emplos del Apart� 
do 4 para que se  obtengan los mismos  l enguajes con la cadena -
vací a . 
CAP lTUL0 3 ,  
DE ALGUNAS P ROP I EDADES DE LOS LENGUAJES 
1 .  1 NTRODUCC  1 ÓN  I 
En el  estudio de los lenguajes s e  plantean problemas -
que tienen o no solución dependiendo del tipo de gramática . 
Por e j empl o ,  para una gramática , G ,  de reglas sensibles al  con 
texto , e l  problema de saber si L (G )  es vacío , finito o infini­
to es , en general , indecidible , mientras que para una gramáti­
ca de contexto libre es decidible , es decir , exis te un algori! 
mo que , aplicado a G ,  produce una de las tres respuestaS i nat� 
ralmente , este problema será indecidible para las gramáticas de 
tipo O y decidible para las regulares . Otro ej emplo es el de -
averiguar si dos gramáticas son equivalentes , problema sólo de� 
cidible para las gramáticas regulares . 
Al aumentar el  grado de generalidad de la  gramática , -
es decir , al ir desde el tipo 3 hacia el tipo O ,  el  estudio se 
hace más comple jo  y aumenta el  número de problemas indecidibles . 
Desde el punto de vista de aplicación práctica tanto a 
los lenguajes  naturales como artificiales son particularmente 
importantes las gramáticas de contexto l ibre . Este Capítulo se  
dedica , esencialmente , a dos características asociadas a tales 
gramáticas : la �eeu�� ividad y la  ambig Uedad . 
La recursividad es una propiedad válida no sólo para -
las gramáticas de contexto libre , s ino también para las sensi­
b les al  contexto , ya que es una consecuencia  del no decreci- -
miento de las cadenas . La ambigüedad sólo puede definirse y es 
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tudiarse cómodamente para las gramáticas de tipo 2 (y 3 ) , en -
las que pueden describirse las derivaciones mediante árboles . 
En aras de la brevedad' ,  ollli tiremos ' la  demostración de -
algunos teoremaa. 
2 ,  No  DECREC I M I �NTO EN LAS BRAMÁT I CAS S E N S I BLES  AL CONTEXTO . 
En el  Capítulo anterior vimos que como consecuencia de 
l a misma definipión de reglas sensibles al  contexto ( a l A a 2 -+ 
-+ a l 6 a 2 , S  t A ) se  desprende inmediatamente que la  longitud de 
l as c adenas derivadas por aplicación de tales reglas no puede 
disminuir . Nos proponemos ahora demostrar l a  inversa ,  que ya :.. 
no es  tan evi�ente� 
Teorema 2 . 1 . D a d a  u n a  g r a m á t i c a  G 1 c o n  r� g l a s  d e  l o n g! 
t u d  n o  d� c r e c i e n t e , p u e d e  e n c o n t r a r s e ' o t r a  g r a má t i c a  G 2 e q u i v� 
l e n t e a G 1  c uy a s  r e g l a s s o n  s e n s i b l e s a l  c o n t e x t o . 
Demostración . 
Sea (J, -+ 6  una regla de G1 , y s ea a = P1 P2 " . ' . P.e. y 6 :::: 
= 
q1 q2 · · · · q€.+m con .P1 ' qj e E y m � O . Sustituiremos esta re­
gla por un conj unto de regl as sensibles al contexto tales que 
j untas producen la deriVación a 
dad generativa . 
* 
::::::;. 6 , sin aumentar la capaci--G2 
Para ello  ampliamos el  alfabeto auxiliar de G1 con un 
s ímbo lo R :� lé añadimos también un s ímbolo  P i por cada P 1 e ET -
Sustituimos en principio 
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P1P 2P 3 · · · · Pt- 1Pt -+ RP2Pr " . Pt-1P-e 
RP2P 3 . . .  , Pt- 1Pt -+ Rg2P3 · · ·  . Pt- 1Pt 
Rq2P 3 . . ' · pt- 1Pt -+ Rg 2 q 3 . , , . P t - 1 P t 
E s  evidente que : 
a )  Con este conjunto de reglas se obtiene la  derivaci6n 
* 
P1P2 " . , P e.  � qlq2 . .  " qt+m 
b )  Al ser R un s ímbolo auxiliar no pueden producirs� -
más sentencias que las  que pueda producir a -+ 6 .  
c ) Las reglas introducidas sustituyen un Pi por un s ím 
bolo o una cadena en un contexto , Por tanto , son del tipo sen­
s ible al contexto , s a lvo si Pi e ET ' En este caso , sustituirnos 
Pi por Pi e EA .e introducirnos la regla terminal Pi -+ Pi ' 
Ej emplo : 
Consideremos e l  e j emplo 2 del an:terior Ca:pítulo . Susti 
tuiremos la  regla abA -+ baab por : 
abA -+ RbA 
RbA -+ RaA 
RaA -+ Raab 
. Raab -+ baab 
S ustituirnos a y b por P 1 y P 2 e introducirnos l as correspondie� 
tes reglas terminales , con lo cual obtenernos la gramática equi­
valente con . reglas sensibles al contexto : 
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ET { a , b } ¡ E { S ,  A ,  R ,  1' 1 P2 } ;  A 
S -+ P lP 2AS S -+ P1 
P1P2A -+ RP2A A 
-+ 
P 2 
P = RP2A -+ RP1A P1 -+ a 
RP A · -+ RP 1P1P 2 P 2 -+ b 1 
RP1P 1P2 
-+ P2P1P1P2 J 
3 .  RECUR S I V I DAD DE LOS LENGUAJ ES S E NS I B LES AL CONT EXTO . 
Una gramática es un algoritmo para generar- un lenguaj e ,  
pero un problema de gran importancia es e l  del reconocimiento , . * * 
e s  decir , dados un lenguaje L e E y una 'cadena x e E , .f,existe 
un algoritmo para determinar si  x € L o x � L? Si , por ej em-­
plo , L es un lenguaj e de programaci6n y x un programa , es im-­
portante poder determinar si  el programa es correcto ( x  e L )  o 
no ( x  fi! L ) . E l  problema del reconocimiento está intimamente l i  
gado al  concepto de recursividad ( ver Tema "Algoritmos " ,  Cap . . * 
5 ) . En  e fecto , decir que un lenguaj e L e E es recúrsi  vo es lo 
mismo que decir que existe un algoritmo para calcular l a  fun-­
* 
c i6n característica de todo x € E , o ,  lo que es lo mismo , pa-
ra determinar si x € L o x fi! L .  
Teorema 3 . 1 .  T o d o  l e n g u a j e g e n e r a d o  p o r  u n a  g r a má t i c a 
d e . r e g l a s  ,s e n s i b l e s a l  c o n t e x t o  e s  r e c u r s i v o .  
Aunque no daremos una demostraci6n de este importante 
teorema , puede fácilmente intuirse que es  una consecuencia de 
la propiedad de no decrecimiento . En  efecto , un lengua j e  �e t� 
po O e s  recursivamente numerable , ya que existe un algoritmo -
( la gramática de tipo O )  para generar sus elementos ( senten--
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cias ) . Dado un elemento x e L ,  podemos compararlo con cada uno 
de los elementos generados hasta comprobar que coinciden , pero 
si x � L habría que generar las infinitas sentencias para ver 
que efectivamente x � L ;  es decir , en general , un lenguaj e de 
tipo O no es recurs ivo . Sin embargo , s i  el lenguaj e  cumple la 
propiedad de no decrecimiento ( tipo 1 en adelante ) ,  tenemos un 
algoritmo para generar primero todas l as sentencias de longi- ­
tud 1 ,  luego las de longitud 2 ,  etc . ; s i  19 (x )  = l ,  generare-­
mos todas las sentencias de longitud l ,  y si  x no se encuentra 
entre ellas , entonces x � L .  
Podemos preguntarnos si  la inversa es  también cierta , 
es decir , si  todo lengua j e  recursivo puede ser generado pcr 
una gramática sensible al contexto . La contestaci6n es  " no " : 
, 
Teorema 3 . 2 . E x i s t e n  1 e n g u a j e �  r e c u r s i v o s  q u e n o . s o n  -
s e n s i b l e s a l  c o n t e x t o . 
4 ,  ARBOLES D E  D E R I VAC I ÓN PARA LAS G R AMÁT I CAS DE  CONT EXTO L I - -
B R E .  
En e l  Capítulo 1 ya hemos utili zado árboles como un mé 
todo gráfico para i lustrar las derivaciones en ciertas gr�mát! 
cas o 
Definici6n 4 . 1 .  U n  á r b o l e s  u n  c o n j u n to f i n i t o d e  n o - -
--- - , 
d o s  u n i d o s  po r a r c o s  o r i e n t a d o s  ( d i r e m o s  q u e  u n  a rc o  s a l e  d e l  
n o d o  n i y e n t r a  e n  e l  n o d o n j ) ,  c u m p l i é n d o s e  t r e s  c o n d i c i o n e s : 
1 .  E x i s t e u n  n o d o , y s ó l o u n o , l l a m a d o  �i� , e n  e l  q u e  
n o  e n t r a n i n g ú n a r c o . 
2 .  P a ra t o d o  n o d o  n m e x i s t e u n a  s e c u e n c i a d e  a r c o s , y 
s ó l o u n a , t a l q u e e l  p r i me ro s a l e d e  l a  r a í z  y e n - ­
t r a  e n  n i ' e l  s e g u n d o  s a l e d e  n i y e n t ra e n  n i + 1 , � 
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. e t c . , y e l  ú l t i mo e n t r a  e n  n m . 
3 .  E n  c a d a  n o d o  ( s a l v o l a  r a f z ) e n t r a  u n  a r c o  y s ó l o  -
u n o . 
Un nodo n .  es d e s c e n d i e n t e d i r e c to de otro nodo n .  s i  1 J 
ex�ste un arco que sale de n .  y entra en R • •  Un nodo n es d e s  J 1. m 
c e n d i e� t e de otro no si  existe una secuencia n1 , n2 . . . .  nm_ 1 
tal  que n es descendiente directo de n l '  n 1 lo es de n 2 " m m- m- m-
. . . . nI lo es de n · , . o 
Se l laman h o j a s  a los nodos que no tienen ningún des-­
cendiente . 
Entre los nodos de un árbol se puede establecer una �� 
l a ci 6 n  d e  o � d e n : tcidos los descendientes directos de n se pue­
den ordenar de i z q ui e� d a  a d e � e c h a , y  si n1 está � la izquierda 
de n2 todos los descendientes de n1 estarán a la i zquierda de 
n " . "-
Definición 4 . 2 .  D a d a  u n a  9 l' a m á t i c a d e  c o n t e x t o  l i b r e  -
G < E p, '  E T , P ,  S > , u n  á rb o l  e s  u n  á r b o l  d e  d e r i v a c i ó n  e n  G s i :  
l .  C a d a n o d o  t i e n e  u n a  e t i q u e t a  q u e  e s  u n  s í m b o l o d e  -
E = E A U E 'T : E t i ( n )  b E  
2 .  E t i C l' a í z ) = $ 
3 • .  S i , n n o e s u n a . h oj a ,  E t i ( n )  b E A • 
4 .  S i. n I ' n Z . • . . .  n k s o n  t o d o s  l o s d e s c e n d i e n t e s  d i r e,c ­
t o s  d e  n d e  i z q u i e r d a  a d e r e c h a  y E t i ( n )  = A ,  -
E t i ( n 1 ) ';; l v  E t i ( n 2 ) =  l 2 ' · · · · E t i ( n k )  l k ' e n t o n ,.  
c e s  ( A  -)- l l l 2 " " ·  l k ) .  b P .  
Llamaremos r e s u l t a d o  de un árbol de derivación a la  ca 
dema compuesta por las etiquetas de las hoj as leídas de izquie� 
da a derecha . 
E j emplo 4 . 3 .  
p 
El  árbol 
EA 
:= { S ,  A ,  B }  ET 
aB ( 1 ) A 
S -+- bA ( 2 ) A 
S -+- aBS ( 3 )  B r +  S -70 bAS ( 4 ) B 
S 
a/ !�s / I � a B S 
! 1 \ b A 
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:= { a , b }  
-,. a ( 5 ) 
} -+ bAA ( 6 )  -+- b ( 7 )  -+- aBB ( 8  ) 
Tiene como resultado l a  cadena aBabbA ,  y corresponde a la deri 
vaci6n 
S Y aBS 'y aBaBS '=r' aBabS '1' aBabbA 
E l  árbol 
tiene como resultado la sentencia aabb , y corresponde a la  de­
rivaci6n 
S ? aB T aaBB ':::::;' aabB 7 ? aabb 
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* Teorema 4 . 4 .  D a d a  u n a  g r a má t i c a  d e  c o n t e x t o  l i b r e , G , 
s "(f a. s i  y s ó l o s i  e x i s t e u n  á r b o l  d e  d e r i v a c i ó n e n  G c o n  r e ­
s u l t a d o  a. .  
5 .  AMB I GÜEDAD E N  LAS GRAMÁT I CAS D E  CONTEXTO L I BRE . 
Definici6n 5 . 1 .  U n a  g ra m á t i c a d e  c o n t e x t o  l i b r e  G s e  -
d i c e  q u e e s  a m b i g u a s i  e x i s t e  a l  m e n o s  u n a  s e n t e n c i a  e n  L ( G )  -
q u e p u e d e  o b t e n e r s �  p o r  d o s  o m á s  d e r i v a c i o n e s  d i s t i n t a s , o l o  
q u e e s  1 0  m i s m o �  l e  c o r r e s p o n d e n  d o s  o m á s  á r b o l e s  d i f e r e n t e s . 
E l  n ú m e ro d e  á r b o l e s  c a r a c t e r i z a  e l  g r a d o  d e  a mb i g ü e d a d  d e  l a  
s e n t e n c i a .  
Ejemplo  5 . 2 .  
Cons ideremos e l  s iguiente subconj unto de reglas del - ­
c astel lano : 
< Sentencia> � <SN> <SP>  
< SN>  � <Det> <Ncom> < Sprep> 
<SN> � <Det> <Ncom> 
<SP>  � <Vintr> < Sprep> 
<SP>  � < Sprep> <Vintr> < Sprep> 
< Sprep> � <Prep> <SN> 
<Det> -+ <Art> 
<Art> � los 
<Art> � el 
<Art> -+ la 
<Ncom> � partidos 
<Ncom> � TV 
<Ncom> � personal 
<Vintr> -+ aburren 
<Prep> -+ de 
<Prep> -+ a 
La sentencia 
L o �  pa�tido�  d e  la  T V  
a b u��en al  p e�� o nal 
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es  una sentencia ambigua en la gramática definida por tales r� 
glas ( que , por tanto , e s  una gramática ambigua , como enseguida 
veremos . 
De momento , existe una ambigüedad producida por los di 
versos s ignificados de la palabra "partidos " ,  pero ésta eS .una 
ambigüedad semántica , que no es  la  que aquí nos ocupa . 
Según la  definición 5 . 1 , l a  sentencia será ambigua s i  
puede ser derivada de varias formas ( e s  l o  que los l inguistas 
l laman " ambiguedad extructural " ) . Y ,  en efecto , a la  sentencia 
en cuestión puede corresponderle este árbol de derivación : 
< Sentencia> 
---------- --------< SN> · < SP> 
/ I �  /�, 
< Dit> <Ncom> < síe� <Vintr> · ,"re� 
<Art> <Prep> < SN> < Prep> < SN > 
/ '\  1 / �, 
, los  
parti 
dos- de 










e l  personal  
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o también este otro : 
<Sentencia> 
< SN>----------�< SP >  
� � . � 
/ ''',,- . � 1 �"--'_. 
<Det> <Ncom> < sprép> <Vintr> < Sprep> 








la  TV aburren a el  personal 
.. E l  primero corresponde al sentido inmediato de la sen-'-
tencia :  " los  partidos de la TV . . . . . .  " Ó · " los partidos q ue � e  -
pkog kaman e n  l a  T V  . . .  " ,  mientras que el  segundo indica una - -
c onstrucci6n alternativa y no muy feli z de " los partidos  abu-­
r ren al p e.k� o nal de  la T V " , que podría haber sido ingeniada por 
un poeta mediocre en busca de una rima . 
Así ,  los lenguaj es de contexto l ibre son interesantes 
en lingüística  porque permiten reflej ar la ambigüedad del len­
gua je  natura l . En las gramáticas generadoras de lengua j es de -
programaci6n es preciso e liminar toda posible ambigüedad . Por 
e jemplo ,  la sentencia A + B * e puede ser ambigua , y para evi­
tarlo exis ten varias soluciones : 
- ampliar el al fabeto con paréntesis : (A + B )  * e es  -
diferente de A + ( B  * e )  ; 
- dar prioridad a unos operadores sobre otros : s i  * 
t iene prioridad sobre + ,  entonces A + B * e es  ío 
mismo que A + ( B  * e ) ; 
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- utiltz ar l a  l lamada no;f;ac./..6 n  po lac.a que explicaremos 
en el Capítulo 5 y que permite prescindir de los pa­
réntesis : A + (B  * C )  se escribirá ABC*+ , mientras -
que (A + B )  * C se  escribirá AB + C * . 
E j emplo 5 . 3  . 
. EA = { <EA> } ; ET = { 1 ,  + ,  * } ;  S <EA> 
( "EA" s ignifica " expresi6n aritmética " )  
p = 
{ <EA> + <EA> + <EA> } 
<EA> + <EA> * <EA> 
< EA> + I <EA> 
<EA> + 1  
Si  admitimos que una sucesi6n de n i  ' s  representa -el  -
número natural n ,  esta gramática genera sen tencias que repre- ­
s en tan combinaciones de los números naturales con l as operaci� 
nes de suma y producto . Consideremos l a  sentencia 1 + 1 1 * 1 1 1 ; l a  
derivaci6n puede hacerse mediante el  árbol : 
/T� 
<EA> + <EA> 
I / I �  I <EA> * <EA> 
/ \ / "'"  <EA> <EA> 
I / �EA> 
o también mediante este otro : I 
IV - 4 2  
__ < EA> < EA> � I ----------- < EA> 
/ 1 '" l' "", <EA> <EA> * <EA> 
J + I �A> / �A> 
I I I 
i I 
E l  primero corresponde a la  interpretaci6n 1 I + ( 1 1 * 1 I I ) 
(prioridad de * ) ,  es decir , 7 ,  mientras que el  segundo corres 
ponde a ( 1  + 1 1 )  * I I I (prioridad de + ) , es decir 9 .  
Puede ocurrir que un mismo lenguaj e pueda ser generado 
por una gramática ambigua y por otra gramática no ambigua . Un 
lenguaj e  es i n h e r e n t e me n t e  a mb i g u o  si todas las gramáticas que 
lo generan son ambiguas . 
E jemplo 5 . 4 .  
La gramática del ej emplo 3 del Capítulo 2 es ambigua . 
En e feCto , l a  sentencia aabbab , por e j emplo , puede derivarse -




a B /'1 "" 
a B B  
, / "'-
b b S 






a B / I �  a B B 
/ '-., I 




S in embargo , la  gramática del e j emplo 4 . 3 de este Ca­
p ítulo es equivalente a ella  y no ambigua (HOPCROFT y ULL�mN , 
196 9 ) , por lo que el lenguaj e generado ( conj unto de caden�s -
que tienen igual número de a ' s  que de b ' s )  no es inherentemen 
te ambiguo . La derivaci6n de la misma cadena en esta segunda 
gramática  se representará por el árbol : 
s / I �  a B S 
/1\  / "-
a B B a B 
I t I b b 
b 
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El  problema de l a  ambigüedad , desde un punto de vista 
general , es indecidible : 
Teorema 5 . 5 .  N o  e x i s t e u n  a l g o r i tmo  q u e , a p l i c a d o  a 
u n a  e - g ra má t i c a a r b i t r a r i a ,  p e rm i t a  d e c i d i r s i  l a  g ra má t i c a  e s  
a mb i g u a  o n o . 
6 ,  LA NOTAC IÓN D E  BAC KUS y U N  EJ EMPLO , 
En  la notaci6n de Backus , también l lamada BNF ( B ac./w.1.l 
NOhmal F O hm o Bac. RUI.l - NaUh F O hm )  , en lugar de utili zarse e l  s ím 
bolo "+ " se utili z a  " : : = " , y ,  además , se pueden abreviar va- ­
rias reglas del tipo A : : =a 1 , A : : =a 2 / . . .  , A : � an en una sola : 
A : :  = a l l a 2 1 . . .  l an ' 
Nosotros seguiremos utili zando el  s ímbolo n+ " , aunque 
aprovecharemos la pos ibilidad de abreviar las reglas . 
Como ej emplo para ilustrar l a  forma en que puede con� 
truirse una gramática de contexto l ibre para un lengua je  de -
programaci6n vamos a dar algunas reglas de una pos ible gram! 
tica para ENSAM . Creemos que el lector no encontrará especia­
les - dificultades para desarrol lar la gramática completa . 
Tomaremos como alfabeto terminal el  conj unto de todos 
l'os caracteres ( letras , c i fras y caracteres especi ales ) ,  que 
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completaremos con b (b lanco , o espacio)  y c l  ( cambio de línea 
o de ficha ) . El alfabeto auxil iar será : <Programa> , < Instruc-­
ción> , etc . ( 'rodas l as categorías s intácticas que necesitemos )  . 
El s ímbolo inicial será <Programa> . 
He aquí algunas reglas : 
<Programa> � <Línea> c l  <Programa> I FIN 
<Línea> -+ < Instrucción> ¡ <Pseudo instr . >  ¡ <Comentario/  
< Instrucción> -+ <Eti> < ca > < 1 >  
9 <ETI >  -+ b I <Letra> <Resto> 
<Resto>  -+ b 8 I < Carácter> b 7 
� 5 ' " . . .  I <Caracter> 
<ca> -+ SUM I RES I . . . . .  . 
< 1 >  -+ b7 1 * b6 
<Dir >  -+ <Eti> I <Nd- 1 6 3 8 3 >  
<Dir> <CD> 
I < Carácter.> 
b3 
<CD> -+ b 1 ,  <RI >  1 , <RI >  < Inc> 1 "  < Inc> 
<RI > -+ 0 1 1 1 2 1 3  
<Inc> -+ <N O - 1� 3 8 3> 
, , 
<PSeudo> -+ <Eti>  < cap > 
<Carácter> 
< ca p >  -+REM b7 <NO - 16 3 9 3 >  CEN b7 <CEN> . . . . . 
etc . 
6 b l • • •  
Es  fácil  comprobar que existen muy diversas posibilid� 
des para definir l as �eglas , lo  que conduce a tantas otras gr� 
máticas equivalentes . 
. 7 ,  RESUME N , 
Los lenguaj es  de tipo O son recursivamente numerables 
pero no recursivos . Los lengua j es de tipo 1 ( y  2 y 3)  son re­
curs ivos : existe un algoritmo para decidir si x e L o x � L .  
S i n  embargo , hay leng'uaj es recursivos que no son de tipo .1. "' 
Es decir : 
{ L ( G3 ) }  e {L ( G 2 ) } e { L (G1 } e { L  . }  e { L (GO ) } recurS lVOS . 
{Lrecursivamente num} 
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E n  los lengua j es de contexto libre las derivaciones se 
pueden representar gráficamente mediante �rboles de derivaci6n . 
A cada der ivaci6n corresponde un árbol y viceversa . S i  alguna 
sentencia  puede derivarse de dos o más formas diferentes se di 
ce que la gramática es ambigua . 
8 ,  NOTAS H I STÓR I CA Y B I BL I OGRÁF I CA ,  
La mayor parte de los resultados concernientes a las -
lenguaj es  sensib les al contexto y ,  especialmente , a los de co� 
texto l ibre , así  como sus aplicaciones tanto a lengua j es natu­
rales como a lengua jes  de programaci6n aparecieron durante los 
afias 6 0 . Las primeras propiedades indecidib les de las C-ªram4-
ticas se publicaron por BAR-HILLEL , PERLES Y SHAMI R ( 19 6 1 ) , Y 
l a  indecidibilidad de la ambigüedad se demostr6 por CANTOR - -
( 19 6 2 ) , FLOYD ( 1 9 6 2 )  y CHOMSKY y S CHUTZENBERGER ( 1 9 6 3 ) , inde-­
pendientemente . FLOYD ( 19 6 4 )  public6 una revisi6n sobre l a  - -
aplicación de l as gramáticas formales a los lengua j es de pro-­
gramación . 
La bibliografía , especialmente sobr� C-gramáticas , es 
muy ampli a ¡  como bot6n de muestra podemos citar el l ibro de 
GINSBURG ( 1 9 6 6 ) , del cual se puede encontrar un cesumen en - -
GINSBURG ( 19 6 8 ) . 
Hay gran cantidad de resultados sobre propiedades ind� 
c idib les de las C-gramáticas y sobre simpli ficaci6n de l as mis 
mas o reducci6n a unas llamadas " formas normales " ,  que pueden 
e s tudiarse en libros específicos , como el citado más arriba , o 
d� carácter general ,  como los tres recomendados en el  Capítul o 
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anterior . 
La notación de Backus fue introducida (BACKUS , 19 5 9 )  -
para describir  l a  gramática del " International Algebra.i c  Len�� 
gua j e " , origen del ALGOL 6 0  (NAUR , 19 6 3 )  o 
9 ,  E,J ERC I C I OS , 
1 .  Dada la. gramática definida por 
EA =
' { S } ; ET = { 1 ,  2 ,  3 ,  4 ,  5 , 6 , 7 ,  8 , 9 }  
p 
construir una gramática equivalente con reglas sensibles al 
contexto . 
2 .  Dada la gramática definida por 
EA { S ,  A ,  B } ;  ET = { O �  1 } ; 
p f A: : �: ' \ + o s  
B + lS0} 
B + O 
determinar , de las s iguientes sentencias , cuáles pertenecen y 
cuáles no al lenguaj e :  0 0 ; 10 ;  10 0 ;  1 10 0 ; 1 0 1 0 . 
3 . Hal lar una gramática de contexto l ibre que genere 
las s entencias aritméticas de FORTRAN . 
4 .  ¿De qué tipo es una gramática cuyas reglas son to­
das de la forma A + x B ó A + x ,  con A ,  B E EA ' x E E; 7 ;  de-
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mostrar que siempre puede encontrarse una gramática regular -
equivalente . 
5 .  Con EA 
reglas 
{ a ,  b ,  c } , la gramática G 1 con 
! :  : ::: l S -;- aasaa f S -+ e \1 
es  una gramática ambigua , mientras que G2 , con 
es equivalente a G 1 y no es ambigua . Comprobarlo haciendo al­
gunas derivaciones . Describir informalmente la forma general 
de las sentencias del lenguaj e .  

CAPI TULO 4 .  
LENG UA,IES y AUTOrlATAS 
1 .  I NTRODUCC I Ó N .  
En este Capítulo vamos a plantear el  problema del .  reco 
nocimiento de lenguaj es desde un punto de vista material , ya -
que estudiaremos las relaciones entre el tipo de . lengua je  y la 
estructura de máquina capaz de reconocerlo ; estas relaciones -
pueden enfocarse en dos sentidos : 
a )  d a d a  u n a  g tLC<.má.L¿ c. a , G ,  ¿ q u é e;., t fl U c. t u flCL d e b e fl á  .t e n e tc 
U l1 CL má q u. { n a ,  M ,  t ec€.  q u e. L ( M )  '" L ( G ) ? ( e;., d e d.fl , l e n g lw j e h u cl .  
n o c i d o  p O fl  M i g ual a l e n g ua j e g e n efl a d o  p O fl  G ) ; 
b )  d a d a  u n a  m á q ui n a , M ,  ¿ C uál ;., e flá l a  g fl amáti c. a , G ,  
tal q u e L ( G )  � L ( M )  ? _ 
De anteriores Temas .conocemos dos estructuras de máqu� 
na que pueden ser uti l i zadas como reconocedores de cadenas de 
s ímbolos : el  autómata finito (Tema "Autómatas " )  y la máquina -
de Turing ( Tema "Algoritmos " ) . Veremos aquí que la  c l ase de 
lenguajes  que pueden ser reconocidos por aut6matas finitos es  
precisamente l a  c lase de lengua j es que pueden ser generados 
por una gramática de t ipo 3 (regular ) , y análogamente para las 
M'l' y las gramáticas de tipo O .  Para los dos tipos intermedios 
de gramáticas definiremos unos aut6matas que pueden consideraE 
se como restricciones de l a  máquina de Turing o como extens io­
nes del aut6mata finito . 'rendremos así una j erarquía de máqui-
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nas paralela a la  j erarquía d e  lenguajes  ( * ) .  
Reflexione el  lector en el becho de que las " c lases de 
lenguaj es " ( la c lase de los lenguaj es generados por una gramá-
tica regular , la clase de l�s lenguaj es reconocidos por un au-, * 
tómata finito , etc . )  son subconj untos de P ( E ) ( conj un to de las 
* partes de E ) . 
El desarrollo completo de l as "  ideas expuestas  exige la 
demostración de un'a serie de teoremas acompañada de las corres 
pondientes construcciones ( dada una gramática de tipo O ,  dise­
ñar . la correspondientes MT y viceverse , etc . )  que alargaría e� 
cesivamente este Tema , por lo que nos contentaremos con desa-­
rrol lar únicamente el caso más sencillo ( gramátiéas regulares 
y autómatas finito� ) , l imitándonos a enunciar los teoremas en 
Los o tros tres . 
2 .  LE NGUAJ ES DE T I PO O y MÁQU I NAS D E  TUR I NG .  
2 . 1 . Reconocedor de Turing . 
En el Tema "Algoritmos " se  de fine la  parte de control 
de una MT como 
T - Q <E , (E  x M) U ( S top) , Q ,  f ,  g>  
Al igual ,que en e l  Tema "Autómatas " adaptábamos l a  de­
finición general de autómata finito para especializarlo como -
reconocedor , , adaptemos también l a  d'e finición de T ...; Q .  Primero , 
explicaremos de una manera informal lo que entendemos por má--
( * ) Obsérvese que un  AF se  puede considerar como un  caso 'muy -
particular -de f-1T que sólo puede leer de la cinta , ésta  se  
desplaza  en  un  solo sentido , y no  para . 
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quina de Turing reconocedorea o reconocedor de Turing . 
Un r e c o n o c e d o r  d e  T u r i n g  será una MT que , iniciali z ada 
en un
*
estado inicial predeterminado , q1 ' y teniendo la  cadena 
x e E en su cinta (descripci6n instántanea inicial Oq1xO ) op� 
ra de tal modo que después de un tiempo finito se para , tras -
escribir un 1 ,  s i  x S L .  S i  x � L pueden ocurrir dos cosas : es 
cribe O y se para ( rechaza x ) , o no se para . ( Suponemos que 
O ,  1 e E )  • 
T - Q es un au:t6mata finito que siempre se  podrá des-­
cribir como una máquina de  Moore , con  una funci6n de  salida : 
h :  Q -+ ( E  x H) U ( Stop ) 
Definiremos los e s t a d o s  f i n a l e s  d e  a c e p t a c i ó n  como aquelios p� 
ra los que la funci6n h es " stop " , s iendo la h del estado ahte 
rior ¡;  1 " . Tendremos así  un conj unto FA e Q de estados de acept� 
c i6n : 
1 ., siendo qA ' tal 
El control de un reconocedor de Turing será definido -
como 
y el  reconocedor será R MT  RT _ Q + c i n t a . 
2 . 2 .  Lengua j e  aceptado por _un reconocedor de Turing . 
Podemos ya definir el l e n g u a j e a c e p t a d o  p o r  u n  R MT : 
* 
Res RM'r ( O q1xO ) = OyqAZ O ¡ qAS FA i Y , Z e E } 
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y enunciar los dos teoremas que estab lecen la  e q u¡ v al e n �¡ a  e n ­
�� e l a  �la� e d e  l e n g u a j e� a � e pta d o �  r o �  a l g an RMT y l a  � l a� e -
d e  l e n g u a j e� g e n e �a d o �  p o �  u n a  g �amdt l � a  d e  t i p o  O :  
2 . 3 .  Teorema �Tl .  
P a r a t o d a  g r a má t i c a  d e  t i p o 0 ,  G O ; e x i s t e u n  r e c o n o c e ­
d o r  d e  T u Y i n g , R MT , t a l  q u e  L ( RMT ) = L ( G O ) . 
Obsérvese que , en general , no tiene por qué existir  
* R ' MT tal que L (R ' MT ) = E - L (GO) ; esto sólo  ocurrirá en el  ca 
s o  de que L ( GO )  sea recursivo , y en tal caso R ' �.'lT puede ser el 
mismo RMT , definiendo los estados de aceptación por h ( qA ' )  = O .  
2 . 4 .  Teorema MT2 . 
P a r a t o d o  r e c o n o c e d o r  d e  T u r i n g , R MT , e x i s t e u n a  g r a m á ­
t i c a  d e  t i p o O .  G O . t a l  q u e L ( G O ) = L ( RMT ) . 
2 . 5 .  Conclus ión . 
El  teorema MTl viene a decir que { L (GO ) } c: { L (RMT ) } , y 
e l  t'1T 2 ,  que { L ( RMT ) } e {L (GO ) } .  Además , s abemos que la c lase  de 
lengua j es reconocibü�s por un RMT coincide con l a  c lase de los 
l engua j es recursivamente numerables ( es to es  una consecuencia 
d e  l a  hipótesis  de Turing ) , y que los lengua j e s  recursivo s  son 
un s ubcon j unto de éstos , luego , como conclu sión , e scribiremos : 
{ L ( GO � } 
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3 ,  LENGUAJ ES SENS I BLES  AL CONTEXTO Y AUTÓMATAS L I M I TADOS L I - -
N EALMENTE , 
3 , 1 ,  Autómata limi tado linealmente . 
Un a u t 6 ma t a  l i m i t a d o  l i n e a l me n t e , ALL , es una MT cuya 
cabeza no pued� desplazarse fuera de los lími tes entre los que 
se  s itGa inicialmente la cadena de entrada . Para sefialar tales 
l ímites , se  inc luye en E un s ímbolo especial como ' marcador , # : 
Or-___ , ......... Q� .... _-1. ..... �t� zona prohibida 
Un r e c o n o c e d o r  l i m i t a d o  l i n e a l me n t e , RALL , se definirá 
por estados finales de aceptación con un es tado inicial q1 ' 
igual que un RM'I" 
3 . 2 .  !=enguaj ��cept.:':ido por un reconocedor limitado l ineal-­
mente . 
La definición del l e n g u a j e a c e p t a d o p o r  u n  RA L L  es aná 
loga a la de L ( RMT ) f salvo que # no puede utili zarse como s ím­
bolo en las cadenas de entrada y que se preserva la  di s tancia , 
entre los  dos marcadores :  
* 
qA S FA ; y ,  z S  ( E  - # ) ; 19 ( x ) 19 ( y z ) } 
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3 . 3 .  Teorema ALL1 . 
P a r a  t o d a  g r a m á t i c a  s e n s i b l e  a l  c o n t e x t o , G l ,  e x i s t e  -
u n  r e c o n o c e d o r  l i m i t a d o  l i n e a l m e n t e , RA L L , t a l  q u e  L ( RA L L ) = 
= L ( G l ) . 
Como las gramáticas de tipo 1 generan lengua j es recur­
* 
sivos , s iempre existirá también R ' ALL tal que L (R ' ALL ) == E -L (G l ) . 
3 . 4 . Teorema ALt2 . 
P a r a  t o d o  r e c o n o c e d o r  l i m i t a do l i n e a l m e n t e . RA L L , e x i s 
t e  u n a  g r a má t i c a  s e n s i b l e  a l  c o n t e x t o . G l ,  t a l  q u e  L ( G l ) = - -
L ( RA L L ) . 
3 . 5 .  Conclusión . 
De los dos teoremas anteriores deducimos : 
{ L CRALL) }  = { L (Gl ) } 
4 ,  LENGUAJ ES D E  CONTEXTO L I B R E  Y AUTÓMATAS D E  P I LA ,  
4 . 1 . Autómata de pila . 
_ Una p i l a  es un tipo de almacenamiento en el  que sólo -
se pueden leer las informaciones en el  orden inverso en que 
han s ido escritas , s iguiendo el principio de " el úlz�mo en en ­
:tJta.Jt � eJtá el · pJt-imeJto en .6 a.l-iJt " ,  y de ahí que también se le l la  
me mem o r i  a ·  L I  F O  ( la� t-�n , MJt�t- o ut ) . 
Las dos operaciones pOBibles  con una pila son introdu 
c ir ( e scribir) o extraer ( leer ) : 
'.-"-'" Pn 1... ... ___ . O� ":dO-"�-' 
-- - -
p 
. p E a  inicial 
P1 ___ • 
. pila el espue.s 
de int roducir 
p 
pila inicial 






El s ímbolo " + " en las figuras anteriores indica en -
cada momento cuál es  la " cabez a "  o " c ima " de la  pila ( * ) ". 
Un a u tó m a t a  d e  p i l a ,  AP , es un aut6mata finito al que 
se le añade una pila  potencialmente infinita para guardar re-­
sultados intermedios . Puede considerársele como una MT con dos 
cintas y dos cabez as : 
(E) 
j f 
p ¡  
(P) 
( * )  Si la pila se  s imula en la memoria central de un ordenador 
mediante un programa , existirá un puntero a la cima de la 
pila , es decir , una variable que se actualizará en cada 
operaci6n para que su valor sea la dirección de la c ima . 
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La  c inta ( E )  se  desplaza  en  un solo sentido , y la  co-­
rrespondiente cabez a  sólo puede leer . En la cinta ( P )  ( l imita­
da en un extremo ) puede leerse , en cuyo caso desaparece p y ­n 
se desplaz a  hacia arriba ( según la f igura ) o escribirse , para 
lo cual se desplaza hacia abaj o  y se introduce Pn+1 sobre P n ' 
Las operaciones elementales que ptlede reali z ar �n AP 
sOn 'de . dos tipos : 
- dependientes de E :  s e  lee un e . S E ,  se  desplaza la l . 
cinta ( E ) , y ,  en función de e . ,  q ' f  Pk ' el  control pasa a otro 
• l J 
estado q1 y en la pilu ( P )  se  introduce Pk+ 1 ' o se extrae Pk ' 
o .no s e  hace nada . 
- independientes de E :  lo mi smo , sólo que e .  no inter­l 
viene y ( E )  no se mueve , lo  que permite manej ar la pila s in te 
ner en quenta las informaciones de entrada . 
En cualquier caso , si  se  vacía la pila ( es dec i r ,  s e  � 
extra� P1 ) '  e l  AP se  para . 
4 . 2 .  Lenguaj e aceptado pbr un reconocedor de pila  
El reconocedor de  pila , RAP ' será un AP inicializado -
en un e s tado c;1 y con P 1 como única información en la cinta 
( P ) . La  aceptación de cad�nas , y ,  consecuentemente , el  l e n g u a ­
j e  a c e p t a d o  p o r  RA P , L ( RA P ) s e  puede se finü- s egún dos crite-­
ríos di ferentes : . 
p o r  p i l a  v a c í a : x S L (RAP ) s i  al leer el  último s ím­
boib de x la pila  queda vacía  ( y ,  por tanto , el AP -
s e  para ) . 
- p o r  e s t a d o s  f i n a l e s : x S L ( RAP ) s i  al leer el  último 
s ímbolo de x el  control queda en un estado qA S eFA ' 
s iendo FAC Q un conjunto de e stados definidos a pri� 
ri  como estados finales de . aceptación . 
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E n  un estudio formalizado de los AP , que aquí n o  abor­
damos , se demuestra que amb a� d e 6�n�c� o n e� d e  L ( RA P )  � o n  e q u� ­
valente� ,  en el sentido de que la c lase de los lenguaj es acep­
tados por las estructuras del tipo AP es la misma en ambos ca-
sos . 
4 . 3 .  Teorema AP i . 
P a r a t o d a  g r a m á t i c a d e  c o n t e x t o  l i b r e . G 2 . e x i s t e u n  -
r e c o n o c e d o r  d e  p i l a . R A P ' t a l q u e L ( RA P ) = L ( G 2 ) .  
4 . 4 .  Teorema AP2 .  
P a r a t o d o  r e c o n o c e d o r  d e  p i l a ,  RA P ' e x i s t e u n a  g ra m á ti 
c a  d e  c o n t e x t o  l i b r e , G 2 , t a l q u e L ( G 2 ) = L ( RA P ) '  
4 . 5 .  Conclusión . 
De los teoremas enunciados se  desprende que 
5 .  L E NGUAJ ES  REGULARES Y AUTÓMATAS F I N I TOS . 
5 . 1 . Autómata finito no determinista . 
En el Tema "Autómatas " se han estudiado los reconocedo 
res  finitos  y se ha visto que la c lase  de leriguM5 �� ' qa� pueden 
reconocer son los lengua j es regulares . Aquí vamos :i él deÍtt6st.'l:-�r ·· 
que esa  c lase de l enguajes  coincide precisamen�e con la clase  
de lengua j es que pueden ser generados por gramáticas de  tipo 
3 ó regulares . Para ello tenemos que recurrir a un concepto 
auxi l i ar : el AF no determinista . S u  necesidad aparece c larame� 
te  teniendo en cuenta cómo se establecen las relaciones entre 
gramáticas de tipo 3 y autómatas . En e fecto , si en un AF exis-
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te una transición del estado A al estado B bajo  el efecto de -
Ta entrada e ,  veremos que la  gramática correspondiente contie-
ne l a  producci6n A -'1- eB , y a la  inversa . Ahora bien , nada imP2: 
de que una gramática regular contenga s imultáneamente las  re-".. · 
glas A + eB y A + eC , lo que nos lleva a considerar la posibi­
lidad de que d el e 6 tado  A � o n  ent�ada e 6 e  pa6 e bien al  e�tado  
B ,  bien al C .  Un AF en el  que tal cosa puede ocurrir se  l lama 
n o  d ete�mini6 ta . Quede bien claro que no es  la idea de probab2: 
l idad la  que aquí interviene ( por eso ARBIB ( 19 6 9 ) s ugiere que 
s ería más adecuado ' e l nombre de p o � ibili� ta ) .  El AF no determi 
n ista debe ser considerado como un concepto abstracto , despro­
visto de interpretaci6n física . 
Definición 5 . 1 . 1 .  Un a u t 6ma t a  f i n i t o n o  dB t e r m i n i s t a -
e s una q�íntcipla  
AFND = < E ,  S ,  Q ,  f ,  g> , 
donde todo es  igual que en un aut6mata finito ( Tema "Aut6matas "  , 
Cap .  l ,  Ap . 1 . 1 ) ,� s alvo que el  rango de la funci6n de transi-­
c i6n no es  Q ,  s ino P (Q ) : 
f :  E x Q + P (Q ) 
Es decir , f ( e , q) 
puede ser f ( e , q ) = 0 ) . 
Un r e c o n o c e d o r  f i n i t o n o  d e t e rm i n i s t a  se define s iguie� 
do la  misma l ínea que en e l  caso determinista : se  considera un 
conj unto de estados finales , F ,  un estado inicial , ql ' y 
RFND = <E , Q ,  f ,  ql ' F >  
El  dominio de la  funci6n de transic i6n puede extender-* -se  a E x Q :  Recuérdese  que en el  caso determinista hací amos -
( Tema " Aut6matas " , Cap . 2 ,  Ap . 3 . 2 )  f ( i\. , q )  = q ;  f ( x1x2 , q ) = 
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f (l\. , q )  u 
* 
También puede extenderse  tal dominio a E x P (Q )  ; para ello ha 
remos : 
f (x , 0 )  = 0 
1 
f (x , { qa , qb · · · · ql } ) = U 
j =a 
f (x , q . ) J 
Ejemplo 5 . 1 . 2 .  Sea el  RFND definido por 
---- --=_ .. ...-_"""" .. _� f él 
b 
q:i. {q2 , Q 3 } !Zi 
q2 1 � {q2 r q¡z }  
q3 { q3 } { q4 } 0) { q4 } 0 
'''--''' a 
a 
Estudiemos , por e j emplo , las transiciones producidas -
por l a  cadena x = abbab 
f ( a , ql ) { q2 , q3 } 
f ( ab , ql ) f (b , q2 ) U f (b , Q3 ) = { Q2 , q4 } 
f ( abb , Ql ) = f (b , Q2 ) U f (b, Q4 ) { Q2 , Q4 } 
f ( abba , Ql ) =  f ( a , Q2 ) U f ( a , Q4 ) { Q4 } 
f ( abbab , Ql ) = f (b , q4 ) 0 
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S i  qui s leramos calcular , por ej emplo , f ( a ,  { ql , q4 1 ) , -* teniendo en cuenta cómo se  ha definido la extensión a E x P (Q ) , 
tendríamos : 
5 . 2 .  Lengua j e  aceptado por un reconocedor finito no determi 
nista , y equivalencia  con algún reconocedor finito de­
terminist a .  
Definiremos el  lenguaj e aceptado por un RFND como el 
conj unto de cadenas para las cuales l a  función de trans ic ión -
conduce a un subconj unto de Q dentro del cual se encuentra al 
menos un estado final : 
L ( RFND ) * { x  e E 
As í ,  en el  e j emplo anterior vemos que la cadena a es -
rechazada , a b , a b b  y a b b a  sOn aceptadas , y a b b a b  es rechazada . 
E s  fSc i l  ver que el lengua j e  admite una expresión regular : - -
* * ah ba  es  la  expr�s i6n regular del conj unto de caderias que , pa 
* * -
sando por el  es tádo q2 ' son aceptadas , mientras que aa ba es  
la  de las que pasan por q3 ; por tanto , la expresión regular de * * * * * * * t odas serS : ab ba + aa ba = a ( a + b ) ba . 
Pasaremos ahora a ver que la clase de los lengua j es 
aceptados por reconocedores finitos  no deterministas coincide 
c on la de los aceptados po� reconocedores finitos determinis-­
tas o Para e l lo serS -preciso  demostrar dos cosas : 
- que , dado un RF ( determinista ) , s iempre exi ste un 
RFND tal que L (RFND )  = L (RF ) , (y , por tanto , 
{ L ( RF ) } e { L ( RFND) } ,  y 
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que , dado un RFND , siempre existe un RF tal que -
L ( RF)  = L ( RFND )  (y , por tanto , { L  ( RFND }C { L  ( RF )  } ,  que , 
con io anterior , demostrará que { L (RFND) } = { L (RF ) } ) .  
Lo primero es evidente , ya que un RF es un caso parti­
c ular de RFND en el que los elementos del rango de f son sub­
conj untos unitarios de P (Q ) . Lo segundo no es tan evidente , 
por lo que pasaremos a enunciarlo en forma de teorema y demos­
trarlo . 
Teorema 5 . 2 . 1 .  P a r a  t o d o  r e c o n o c e d o r  f i n i t o n o  d e t e r m i  
n i s t a , R F N D  = < E , Q , f , q l , F > ,  p u e d e  c o n s t r u i r s e  u n  r e c o n o c e d o r  -
f i n i t o d e t e rm i n i s t a ,  R F  = < E , Q ' , f i , q i , F ' > ,  t a l  q u e L ( R F )  = 
= L ( R F N D ) . 
Hagamos : Q '  = P (Q )  ( de modo que RF tendrá , en general ,  
c ard (Q ' ) = 2card (Q )  estados ) .  Al estado de  Q '  que c orresponda 
a { qa ' qb ' . . . .  ql } lo denotaremos [ qa ' qb ' · · · · q1 1 · 
( Es  deci r ,  se calcula f '  ( e , q ' )  aplicando f a cada estado q de 
l o s  que figuran en q '  y haciendo la uni6n de todos los resul-­
tante s )  . 
F '  = { q ' e Q '  I qf e q '  y qf e F }  . 
( Es  decir , para que q '  sea estado final basta que uno o más de 
lo s  e stados de Q que lo componen sea f inal ) . 
Para demostrar que ambos aut6matas aceptan el  mismo 
* lE¡mgua, j e  bastará comprobar que , para todo x e E , f ' ( x , q1 ) e F '  
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s i  y s6lo s� f (x , q1 ) contiene un estado ( o  varios ) qf e F ,  y ,  
teniendo en cuenta l a  definici6n de F ' , esto será evidentemen­
te cierto si demostramos que 
Tal demostraci6n puede hacerse por inducción sobre l a  longitud 
de x :  Para 19 ( x) == O ( x  == I d  es inmediato , puesto que f I C A  , ql ) == 
= qi = [q1] '  y f (A , q1 ) = { q1 } ' Supongamos que es cierto para -
19 ( x )  � 1 ;  entonces para e e E ,  
f I (xe , q:1 ) == f I ( e , f I ( x ,  q i ) 
Pero por la  hip6tesi s  de la  inducci6n , 
y ,  por definici6n de f ' , 
f C e , { q , · ·  . .  ' ql } a . 
P or tanto , 
{ q  , . .  · qk } . m ' 
f '  ( xe , qi ) = [qm ' . . .. ' qk1 s i  y sólo s i  f ( xe , q1 ) 
con lo que queda demostrado . 
E j emplo 5 . 2 . 2 .  
{ q  , • . • .  ql } , a .  
Tomemos el  RFND del e j emplo 5 . 1 . 2 .  Siguiendo l a  cons-­
t rucci6n del Teorema 5 . 2 . 1 ,  e l  RF tendrá , en  principio , 2 4 :: .  
= 1 6  estados : 
y f '  vendrá dada por la  s iguiente tabla : 
[q1J 
[ q2 ] 
[ q3J 
[ q 4J 
[Ql , q2J 
[ql , q 3 1 
[q l , q 4] 
[q2 , Q3] 
[q 2 , q 4] 
[Q 3 , q 4 ]  
[ql , q2 , q3 ] 
[Q l � Q 2 , Q 4J 
[Q l , Q 3 , Q 4 J  
[Q 2 , Q 3 , Q 4 ]  
[Q l , Q 2 , Q 3 , Q 4] 
a 




[q2 , q 3] 
[q2 ' q3] 
[q2 , q3 , q4] 
[q3 ] 
[ q4] 
[ q3 , q4] 
[q2 , q3] 
[ q 2 ' q 3 I q .IJ 
[q2 , q3 , q4 ] 
[Q 3 , Q4] 













[Q2 , Q4] 
[
Q2 , Q4] 
[ Q4 ] 
[Q2 , Q4 ] 
[Q2 , Q41 
[
Q4 ] 
[Q2 , Q4 ] 
[
Q2 ' Q 4] 




Ahora bien , en un RF los estados que no son accesibles 
d�sde el inicial pueden eliminarse . As í ,  el iminamos [Q2] porQue 
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n o  l o  vemos aparecer dentro de l a  tabla , y l o  mismo [ql , q2] ' -
e tc . ( los señalados con una flecha ) . Obsérvese que [q2 , q3 , q4J 
s610 es acces ible desde otros que previamente han s ido elimin� 
ods , por lo que también puede e liminarse , y lo mismo ocurre 
con [q 3 , q4] ' Naturalmente , el único del que no puede prescin-­
d irse en ningún caso es de I qI I .  � , en este caso , no puede eli  
minarse ,  ya que es accesible desde [q1l ( 1  desde [q4] ) '  F inal­
mente , de los 1 6  estados nos hemos quedado con 6 ,  y el  resulta 
do puede representarse en forma de diagrama de Moore : 
Comprobemos que el  lengua j e  aceptado es el mismo del 
* * * RFND de partida ( exp-resi6n regular a ( a + b ) ba ) .  Al estado -
final [Q2 , q4 J s610 podemos ir  pasando por [Q2 , Q3J ;  tenemos as!  
que las  cadenas aceptadas en  [Q2 , Q4 ] tienen por expresión reg� * . 1 - * * l a r : abb ; a lQ4 - puede l legarse por LQ2 , Q4J ( abb aa ) o �or -
_ .  ] * * i,Q 3 ( aa a  b a  ) . Tenemos , pues , en total : 
* * * * * 
abb + abb aa + aaa ba 
* * * * 
abb a + aaa ba 
* * * 
a (b + aa ) ba 
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* * * * 
abb ( A+aa + aaa ba 
* * * * 
ab ba + aaa ba 
* * * ' 
a (b + a ) ba 
( Es t a  última igualdad s e  ha obtenido teniendo en cuenta que * * * * * * 
b + aa = b + A + aa = b + a ) .  Naturalmente , l legaríamos 
a l  mi smo resultado apl icando el algoritmo general de análi s i s  
des arrol lado en el Tema " Autómatas " ,  Cap . 4 ,  Ap . 4 .  
5 . 3 .  Teorema AF l . 
P a r a t o d a  g r a m á t i c a  r e g u l a r ,  G 3 ,  e x i s t e  u n  r e c o n o c e d o r  
f i n i t o ,  R F , t a l  q u e  L ( R F )  = L ( G 3 ) . 
Para demostrar este teorema cons truiremos un RFND que 
reconoce exactamente el lenguaj e  aceptado por una G3 dada ; a l  
que le corresponderá u n  RF d e  acuerdo con el teorema 5 . 2 . 1 .  
Sea G 3  = <EA ' ET , P ,  S >  una gramática regular . Defini­
mos RFND = <E , Q, f, ql ' F> del siguiente modo : 
E ET = {
a 1 , a 2 , . · · · an } 
Q EA U { X }  = {A1 , A2 , · · · · , An , X }  
ql 
= S 
F = { X }  
S i  (Ai 
... a
j ) 
e P ,  X e f ( aj , Ai ) 
S i  ( Ai 
... a
j
Ak ) e P , Ak e f ( aj , Ai ) 
f ( ai , X) = ¡?í \f ai e ET 
Veamos ahora que L ( RFND ) L ( G 3 )  
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a )  S e a  x = a 1 a 2  . . . •  a k  e L ( G 3 ) ; e n tonce s , deb e r á n  exi s ­
t i r  A l , A2 . . . .  , Ak_ 1  e EA t a 1 2 s  que 
. y pura e l l o  P debe con tene r  l as r e g l a s  
Por l a  d e f i n i c ión de f ,  Al e f ( a l , q l ) ' A 2  e f ( a 2 , Al ) ; . . . . . .  . 
. • .  X e f ( a� , Ak_ l ) ; por cons igui e n te , X e f ( a 1 a 2  . . . .  ak ' q l ) . y ,  
como X e s  e l  e s t ado f i n a l , a l a 2  . . . .  ak e L ( RFND ) . E s to n o s  d i c e  
q ue L (G 3 )  e L (RFND ) . 
b )  A l a  inver s a , s i  x = a l a 2  . . . . .  ak e L ( RFND) , deberá 
e x i s t i r  una s e c u en c i a  de e s tados A l , A2 , . . . . Ak_ 1 , x ,  tal que 
A l  e f ( a l  , q l )  
A 2  e f ( a 2 , Al )  
Ak_ 1  e f ( ak- l , Ak - 2 )  
X e f ( ak ' Ak - 1  ) 
y , conforme a la cons trucc ión d e l  RFND , G 3  deberá t e n e r  l a s  r e  
g la,s : S -'> a 1A l  i Al � a 2 A 2 ; . . .  Ak- l + ak , con l as c ua l e s  s e  po- ­
ará hacer la deriVél c i6n S :::;. a lA 1 -=:;. a la 2A 2 -=;' ' "  � aia 2 . . . .  ak f 
e s  d e c i r , 8 l a 2  . . . .  ak e L (G 3 ) . E s  dec i r , L ( RFND ) e L ( G 3 ) . 
En r e s ume n , L (RFNDf = L ( G 3 ) . 
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�j emplo 5 . 3 . 1 .  Tomemos la gramática regular del Capít� 





EA {A , 8 } ¡  ET = { a , b } ;  
P 
E l  correspondiente RFND será : 
E = ET = { a , b } ; Q = {A , 8 , X } ; F � { X } ; q1 8 
él b 
,..�"","....-..._-""- �>-��0 { S / A} �6 0 {¡>" X }  
0 9-í 
Podemos construir un RF que acepte el mismo lenguaj e ,  
acuerdo con e l  teorema 5 . 2 ; 1 . : 
a b 
0 0 0 
[8 1 [s , A] 0 
[Al 0 [A , Xl +-
[X J 0 0 +-
[s , A] [S ,A ] [A , X] 
[S ,  Xl [s I,A 1 .. 0 +-
[A , X ]  0 [A , X] 
[S , A ,  X] [s , Aj [A ,  X l +-
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Eliminamos los estados [� , [ � , ls , � , [ S , A , � , i nac­
ces ibles desde [ SJ ' y resulta el s i g u i e n t e  di.agrama de Moore : 
Es fácil comprobar que el  lenguaje  viene dado por la -
* * expresión regular aa bb . 
5 . 4 .  Teorema AF2 . 
P a r a t o d o  r e c o n o c e d o r  f i n i t o ,  R F , e x i s t e  u n a  g r a má t i c a 
r e g u l a r ,  G 3 ,  t a l  q u e  L ( G 3 )  = L ( R F )  . 
Dado RF 
P ,  S ;· as í :  
Si  f ( a , qi ) 
S i · f ( a , q . )  . 1. 
S i  f ( a , q . )  .1. 
. < E , Q ,  f ,  éJ1 , F - ,  construiremos G3 =<EA ET , 
qj ' qi + aqj 
qj y qj € F ,  qi + a ( además de qi + aqj ) 
qi 't;f a y qi jl F ,  puede eliminarse qi y to 
das las reglas en las que figure . 
La demos tración de que L (G 3 )  L (RF ) s e  hace viendo 
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* * 
gue ( gl � X )  s i  y s ó l o  s i  ( f ( x ¡ gl l e F ) , 
s imi l ar a la de l teo r ema a n te r i or . 
V-x e E , de ma l-j e r a  
E j emplo 5 . 4 . 1 .  Con s i deremos e l  R F  a l  que l le g áb amo s e n  
e l  e j emp l o  5 . 3 . 1  y r e trocedamo s ahora e n  bus c a  de l a  gramá t ica . 
H a c iendo , para s imp l i f i c a r  l a  e s c r i tura , [s ] := S ,  [S , A ] := A ,  
LA , X ] := B ,  tendremo s : 
EA := { S , A , B } ¡ E T { a , b }  
( Ob s érve s e  que no hemos i n c l uido � en EA porque f ( a / � ) := f ( b , � ) = 
= � ) . S i guien do l a s  n o rmas para l a  c c n s truc c i ón de l as reg l a s 
obtenemo s : 
S --r ah 
A � aA 
A + bB 
A - ,  b 
B '-1- b B  
B -+ b 
E s ta gramá t i c a  t i e n e  un s ímbo lo aux i l i a r  ( B )  y dos r e ­
g l a s  m á s  q ue aqué l la de l a  q ue hab í amos p a r t i do , aunque , na tu­
r a lme n te , amb a s  deben s e r  equivalentes . La d i f eren c i a  se ha 
o r i g inado e n  el p a s o  a través del RF determi n i s ta . E l  l e c tor -
puede extender l a  c o n s t r u c c i ó n  d e l  teorema AF 2 a l  c a s o  más ge­
neral de RFND , y ap l i c ar l a  al e j emp l o  5 . 3 . 1 para ver q U0 enton 
ces si s e  l lega a la mi sma g r amá t i c a  o r i g i na l . 
5 . 5 .  C o n c l us ión . 
S e g 6n e l  teorema AF 1 ,  { L ( G 3 ) } e { L ( RF ) } ,  Y s eg6n e l  
AF 2 ,  { L ( HF ) } C { L ( (; 3 ) } . Ad emá s , del 'I'ema " Autóma ta s " ( Cap . 4 ,  -
A p . 4 . 1. 1 ;  teorema d e  aná_ l i s i s )  s ab emos clue { L ( RF )  } = { Lr e g u l are s 1 ,  
En r e s ume n : 
{ L  1 } - regu ares { L  ( RF )  } { L ( G 3 )  } 
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S . C .  Obs ervac iones sobre l a  c adena vaci a . 
En e l  teorema AF l hemo s s upue s ·to imp l í c i tame nte que -
A � L ( G 3 ) . S i  e L ( G 3 ) , en t onc e s , s egGn s e  vio en e l  Cap i tulo 
anter i o r , exi a ti rá l a  regla S � A ( y  S no aparecerá a la dere­
cha de n inguna otra reg l a ) . �n e s t e  cas o , l a  Gnica d i f e renci a  
e s  que habrá que cons iderar S tamb ién como e s tado f i n a l : F '" 
'" { S , X } . 
En cuanto al caso i nverso ( teorema AF 2 ) , s i  en e l  RF 
de partida q r e F ,  entonces A e L ( RF ) , y L ( G 3 )  
SegGn vimo s , puede construirse G ' 3  tal que 
L ( (; ' 3 )  = L ( G 3 ) U { A }  = L ( RF )  
6 ,  J ER ARQu í A  D E  AUTÓMATAS , 
I, ( RF )  - { A }  
Parale l amente a l a  j erarquía de l engua j e s , apar e c e  una 
j er arquía de autómatas , desde la MT hasta el AF . Para comparaE 
l o s  puede uti l i z arse como c r i terio la c apacidad de memo r i a  de 
cada uno . 
La MT d i spone , sobre l a  cinta , de una capacidad i l imi­
tada de c as i l l as para lnemor i z ar una c antidad i l imitada de s ím­
b o l o s . 
La c inta de un ALL es t amb l én i l imi tada , pero para una 
d e t e rminada cadena de entrada , x ,  de l ongitud l '" 19 ( x ) , s ó l o  
puede u t i l i z ar 1 cas i l l a s . Además ,  habrá q u e  aña d i r  a e s t a  ca­
p a c idad Var i ab l e  de memo r i a  ( dependi ente , en cada c as o , de ca­
d a  entrada) , una ¿ apacidad f i j a , n f  que corresp onde a la capa­
c id ad d e  la unidad central para memo r i zar e s tado s . En r e s umen , 
la memo r i a  de un ALL es una func ión de l a  longitud 1 de l a  c a­
dena d e  entrada : l + n .  La forma l ineal de e s t a  función j us t i­
f i c a  e l  nombre del autómata . 
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E l  AP sólo puede utilizar l a  cinta de entrada para - -
leer , pero dispone de una cinta de traba j o  o pila  potencialme� 
te ilimitada que le s irve de memoria . Aquí tamb ién puede esti­
marse , para una longitud 1 de la cadena de entrada , un l ímite 
superior de la memoria a uti li zar . En efecto , si la cadena más 
larga que puede escribirse en la pila como consecuencia de la 
lectura de un s íw)olo de entrada tiene longitud k ,  la capaci-­
dad total de memoria será la suma de la parte variable ( p ila ) : 
k l y de la  parte fij a ,  n i  en total , kl + n .  Esta es  también 
una función lineal de 1 ,  por lo que del AP puede también decir 
se  que es  un autómata l imitado linealmente , pero con dos res-­
tricciones importantes : la cinta de  entrada sólo  se desplaza -
en un sentido , y la  memoria tiene estructura de pila ( s i se 
quiere recuperar un símbolo que no está en la c ima , hay que bo 
. 
rrar toda la información comprendida entre la  cima y el s ímbo-
lo , cosa que no ocurre con la MT ni ei ALL ) . 
La capacidad de memoria de un AF es  fi j a  e independie� 
te de la cadena de entrada . 
F inalmente , es  preciso  que mencionemos un punto impor­
tante que , al  omitir la  demostrac ióri de la mayoría de los teo­
remas , hemos pasado por alto : que los �utómatas de q ue venimos 
hablando son , en general , no deterministas , es  decir , que la -
función de transiciÓn de la unidad de control tiene la for'ma -
que veíamos en el AF no determinista . Esto solamente serviría 
para demostrar los teoremas , y no tendría  mayor importancia , -
s i  en todos los tipos de reconocedores ocurriese lo que en e l  
RF : que para todo RFND puede encontrarse un RF que acepte e l  -
mismo lenguaj e ,  pero no es así : 
a )  En la MT , se  demuestra que { L (RMT ) }  = { L ( RMTND ) } ,  -
es decir , ocurre lo mismo que en e l  RE' . 
b )  En el  ALL n o  � e  � a b e  s i  { L ( RALL ) }  
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{ L ( RALL ) } e {L  (RALL ND) } .  Por tanto , cuando se habla 
de equivalencia de lenguajes sensibles al contexto 
y lenguajes aceptados por RALL debe entenderse que 
�stos son no  dete�mlnl� ta6 . Por supuesto , para todo 
RA�LND puede diseñarse un RMT que acepte el mismo -
lenguaj e ;  lo único que ocurre es que la longitud de 
cinta necesaria en el R�1T ( determinista)  puede s.er 
una funci6n exponencial de la longitud de la  cadena 
de entrada , en lugar de lineal , como en el RALLND . 
c l  En el AP , 6 e  6 a b e  que { L (RAP ) } C {L (RAPND) } ' y ,  es ­
más , se conoce el tipo de gramáticas correspondien­
tes a los RAP deterministas , que son una particula­
rizaci6n del tipo general de gramáticas de contexto 
libre � llamadas g �amátlQa6 dete�mln16 ta6 , y  que, en-­
tre otras propiedades , no son ambiguas . 
7 I RESur�EN I 
{ MT }  
{ ALL } { GO l 
P (E* )  
't--'\-- { Lre c .  n um o  l 
�I--+-- { Lrecurs . l 
/:--r-t---l---f-j'- rLregUlares } 
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8 .  NOTAS H I STÓR I CA Y B I B L I OGRÁF I CA .  
En los Temas "Aut6matas " y "Algoritmos " se  han dado r� 
ferencias hist6ricas sobre los AF y las MT , respectivamente . -
E l  concepto de AF no determinista se debe a RABIN y SCOTT -
( 1 9 5 9 ) , aunque las relaciones entre AF y gram&ticas regulares 
ya habían s ido establecidas por CHOMSKY y MILLER ( 19 5 8 ) . La 
equivalencia entre lengua jes  aceptados por MT y lengua jes  de -
tipo O fue demostrada por CHOMSKY ( 19 59 ) . 
El  nombre y e l  concepto de ALL fueron introducidos por 
MYHILL ( 19 6 0 ) . La generalizaci6n al caso no determinista y l a  
equivalencia con las gramáticas sensibles a l  contexto se deben 
a KURODA ( 19 6 4 ) . 
OETTINGER ( 1 9 6 1 )  fue el  primero en definil; formalmente 
e l  AP , y CHOMSKY ( 19 6 2 )  � EVEY ( 19 6 3 ) , independientemente , de­
mostraron su relaci6n con los lengua j es de contexto libre � 
Como bibliografía de consulta , son recomendables los -
mismos l ibros citados en los anteriores Capítulos , y ,  especia! 
mente , e l  de HOPCROFT y ULLMAN ( 19 6 9 ) . 
9 .  EJ ERC I C I OS ,  
1 .  Hallar una gramá.tica regular que genere e l  lenguaj e  co--' 
rrespondiente al  RF del e j emplo 5 . 2 . 2 .  Partir del RFND • 
del e j emplo 5 . 1 . 2  y obtener otra gramática , equivalente 
pero más sencilla . 
2 .  Hallar gramáticas regulares correspondientes a los cua­
tro e j emplos que se util i zaron en el Capítulo 4 del Tema 
" Autómatas " .  
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3 .  D.ada l a  expres i6n regular 
* * * 
� = 00  + 10 10 , 
obtener un reconocedor finito del correspondiente lengu9.. 
j e ;  y una gramática regular que lo genere . 
4 .  Dada la gramática regular definida por; 
EA = { S , A , B , C } ; E = { O , l } ;  r 
P 
( S -+ 1A I 1B 1 
A .. DA ! OC  1 1C 1 1  
B 11\ [ lC 1 1  
e .. O . 
dar u�a expresi6n regular del lenguaj e generado por ella 
y diseñar un circuito secuencial con biestab les JK que -
sirva como reconocedor de tal lenguaj e .  
5 .  Repeti r el ej ercicio anterior para la gramática : 
EA {S , A } ; E { a , b , c , d } ; T 
{ :  -+ aS l aA l bA l cA l dA j a J b l c l d I P I +- aA ! bA ! a l b  J 
6 . ( HOPCROFT y ULLMAN , 196 9 ) . Utilizar el  concepto de RFND 
para demostrar que , si L es un lenguaj e regular , 
es también regular 
(xR significa " ieflej ada " de X ,  es decir , s i  
7 .  ( HOPCROFT y ULLMAN , 19 6 9 ) . Apoyándose en  el ej ercicio an 
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terior , demostrar que los lenguajes generados por gramá­
ticas cuyas regl as son de la forma A + Ba , 6 A � a ( aEET ; 
A , B ,  E E ) son lenguaj es regulares ( y  viceversa : todo A 
lenguaje  regular puede generarse por una gramática de 
ese tipo ) . 

CAP ITULO 5 .  
NOC I ONES SOBRE TRADUCTORES DE LENGUAJES 
l .  OBJ ETTVOS Y CONTEN I DO ,  
Del Tema "Estructura y funcionamiento de los ordenad� 
res "  el  alumno conoce las funciones de , y diferencias entre 
los distintos traductores de lenguajes de programación ( ensa� 
bladores , compiladores e intérpretes ) y tiene noticia de la  -
existencia y cometidos de los sistemas operativos . 
En este Capítulo nos proponemos dar unas ideas b4si-­
cas sobre las técnicas que se utilizan en la construcción de 
traductores . La exposición ha de ser necesariamente resumida 
y de tipo general , sin poder entrar en detalles , y aun los 
e jemplos concretos no serán más que modelos simplificados de 
los lenguaj es de programación reales . 
Veremos en primer lugar los ensambladores . El proces� 
miento en este caso es relativamente sencillo ,  y ,  aunque no -
lo expondremos detalladamente , el alumno que tenga una mínima 
experiencia en programación no encontraría especiales dificu! 
tades en . escribir un ensamblador para cualquier máquina . Los 
compiladores e intérpretes ya son más complicados ; nos con-­
tentaremos con que se intuyan las posibilidades de aplicación 
de los conceptos estudiados en Capítulos anteriores a la pro­
gramación de las diferentes fases . 
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2 .  ENSAMB LADORE S . 
2 . 1 .  El  proceso de ensamblaj e .  Ensambladores de dos y de un 
paso . 
La mayoría de los ensambladores s�n de dos pasos , es -
decir , leen dos veces el programa fuente . La necesidad de ha-­
cer a s í  viene impuesta por el hecho de que es imposible deter­
m�nar una direcci6n absoluta si la etiqueta cbrrespondiente 
aparece más adelante . Por e j emplo ,  consideremos el  siguiente -
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N 
A l  pretender traducir l �  ins trucci6n " SAl PRINC " , no 
podemos saber cuál es la direcci6n absoluta , que dependerá del 
númerO de instrucciones y pseudoinstrucciones que háy entre -
. "SAl PRINC" · y la ref�renciad� por l a  etiqueta "PRINC " . Por ello , 
l o  que se hace es , en una primera lectura total del programa -
fuente (primer paso ) , formar en la memoria una tabla de etiqu� 
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Cuando s e  h a  l e í do todo e l  programa , s e  emp i e z a  d e  nue vo ( s e­
gundo paso ) . Al leer entonces " SAl P RI NC " , s e  consultará la ta 
bla de e tiquetas , donde se verá que a "PRINC " l e  corresponde -
l a  dirección 10 3 ,  con lo que ya s e  podrá traducir l a  i n s truc - ­
ción a b inar.io . 
S i n  embargo , en algunas ins ·tal a(-:iones de ordenador es 
prec i s o  idear algún procedimiento con e l  que sólo s e  lea una -
ve z e l  programa fuente ( ensamb lador de un pas o )  ¡ l a  neces idad 
se comprenderá examinando los procesos q ue interv ienen en el -
ordenador desde l a  traducc ión has t a  l a  e j ecución de un progra­
ma . 
Por l imi ·tac iones de capacidad , no s i empre e s  posible -
que coexis t an en la memoria central e l  programa fuente , e l  en­
s amb l ador y e l  programa ob j eto . Por e s t a  razón , e l  e n s amb lado r  
s i empre e s tá cons truido d e  t a l  modo q u e  durante e l  ensambaj e -
.6 óR.o éR. res ide en la memoria central ( j unto con una parte de l 
s i s tema operativo , l lamada �e.6 �dent e ) . El ensamb l ador leé l as 
ins trucciones d e l  programa fuente , una detrás de otra , de algún 
per i férico , y depos i t a  e l  programa ob j eto en algún medio de a! 
macenamiento aux i l iar ( di s c o , cinta , e tc . ) . S i  e s te programa -
ob j eto e s  ya e j ecutab l e , e l  Qa�gado�  ( " loader " ) , que e s  una pa� 
te d e l  res i dente , l o  l leva a memoria central ( pudiendo ya des 
aparecer de l a  misma el ensamb lado r ) . Generalmente se hace pr.§:. 
c i s o  un proc e s o  intermedio , debido a que e l  pro grama ob j eto n.§:. 
ces i t a  o tros programas para poder e j ecutarse ( subrutinas ensa� 
b l adas i ndependientemente , o rutinas d e l  s i stema operativo , c� 
mo las de en trada/ s a l ida)  ¡ e s te proc e s o  es l l evado a c ab o  por -
un programa del s i s tema operat ivo l l amado mo ntado�  de  enlaQe.6 
( " l ink editor " ) . La f igura de l a  página s iguiente i l ustra e s t a  
s ecuenc i a  de proce s o s , s uponi endo que e l  almacenami ento aux i - ­
l i ar e s  sobre disco . En cada momento , e n  l a  memoria c e n t r a l  só 
lo s e  encuentra , aparte del r e s i dente , un programa : el ensam­
b l ador , el montador de enlaces o el programa ob j e to . No debe -
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�nterpretarse err6neamente e l  que en la  figura aparezca cinco 
veces el s ímbolo de disco : los distintos programas pueden es-­
tar en  varios discos o en  uno solo , en  diferentes zonas o fi-­
cheros . 
ordEn 
. . .. e ] e CUCJ.on 
Si el programa fuente está escrito en fichas perfora­
d a s , e l  s i stema operativo se encargará de leerlo y almacenar­
l o  en un fichero del dis co , de donde lo tomará el ensamblador , 
l eyéndolo dos veces , una por c ada paso ( por eso en l a  f igura 
aparecen dos flechas de entrada del programa fuente al ensam­
b l ad o r ) ; estas lecturas del disco se hacen sin  intervenci6n -
del  operador . También puede ser el  propio primer paso del en­
s amblador el que lee las f ichas y las introduce en disco . 
E ste es  el procedimiento normal de trabaj o  en una ins 
talación que dispone de disco ( s ) . Con cintas , tambores , etc . , 
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sería similar . Pero supongamos que l a  instalaci6n no tiene nin 
gún dispositivo de almacenamiento auxiliar . En tal caso , para 
que el ensamblador pudiera leer dos veces el programa fuente -
(suponiendo que éste no se cargue en memoria central )  sería 
preciso que el operador introduj era manualmente dos veces las 
fichas (o  la cinta perforada , o cualquier otro medio en el que 
esté escrito el programa fuente ) . Aquí , por tanto , interesa 
disponer de un ensamblador de un solo paso , aunque ocupe algo 
más de memoria ,  ya que debe ir formando una tabla adicional 
con los nombres no referenciados �n la tabla de etiquetas y la 
direcci6n de memoria de la correspondiente instrucci6n ¡ confo� 
me se va llenando la tabla de etiquetas , se retrocede para tra 
ducir a binario las instrucciones pendientes . 
2 . 2 .  El  ensamblador de dos pasos . 
La tarea del primer paso consiste , esencialmente , en -
formar la  tabla de etiquetas , l levando , al mismo tiempo , algu­
nas tareas de control de la s intaxis , como detecci6n de etiqu� 
tas incorrectas o duplicadas . Para formar la tabla ,  hay una va 
riable l lamada Qo ntado� de en� amblaj e ,  que se. iniciali za en ce 
ro y se incrementa al leer cada instrucci6n o pseudoinstruc- -
ci6n en un número igual al de posiciones de memoria que ocupa 
tal instrucci6n o pseudoinstrucci6n . Así , al  leer una l ínea , -
primero se detecta s i  hay algo en el campo de etiqueta ¡ si  hay 
una etiqueta correcta , se introduce en la tabla j unto con el -
valor actual del contador de ensamblaj e .  Se analiza luego el  .­
c6digo de operaci6n para ver en cuánto hay que incrementar el 
contador , y así sucesivamente . 
En el  segundo paso se van traduciendo , una a una , en b! 
nario , las instrucciones y pseudoinstrucciones , consultando , -
cuando es  preciso , la tabla de etiquetas . 
La salida del ensamblador es , fundamentalmente , e l  pr� 
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grama binario , pero , además , puede haber referencias a etique­
tas externas ( como nombres de subprogramas ensamblados indepe� 
d ientemente ) ;  con tales referencias y la dirección donde apar� 
c en se  forma otra tab la que s irve de entrada al montador de en 
l aces . 
2 . 3 .  E jemplo : Ensambl ador de ENSAH . 
En las páginas s iguientes damos unos organigramas gen� 
rales , no detall¡;¡.dós ni completos , de los dos pasos de un en-­
s amblador de ENSAH . Ic0NT es  el contador de ensamblaj e ;  :¡:\EG ( I )  
e s  un vector cuyos elementos , deben poder almacenar 8 0  caracte­
res ; TABETI  e s  la tabla  de etiquetas en memoria cent�al . Aun-­
que hemos incluido la detección 'de casi todos los errores en -
e l  paso 2 ,  muchos de ellos pueden detectarse  ya en el  paso 1 
( y  es preferible  hacerlo asi a �in de que el  mensaje  de error 
s alga l i stado inmediatamente después del listado de la instruc 
c�6n y no al : final ,del programa ) . Se s upohe que no son posi- -
, . '  \ . ,  . 
b Ies las  referenqias a etiquetas externas , y ,  por ello , sale -
un men�aj e de �rror �i ,  en el pa�o 2 ,  una etiqueta no s e  en-
cuéntr,� en .':¡:'ABE?I. 
-c '-
, , �un<¡{1.1t;" gamo decÍamo's más arrib a ,  l a  salida binaria se 
hace s o¡bre un sopo,;t"te ( di s co , cinta ; etc . )  para luego cargarse 
en memoria cen t�al ; an el caso de ENSAM s� deposita directame� 
te sobre memoria 'pal.'la ejecutarse iiünediatamente . Realmente , el  
programa' completo _, de, ENSAH tiene , además , un  subprograma , al  -
, que se  llama después d� finalizado el paso 2 ,  que ��mula en el 
UNIVAC 1 1 0 8 lo que sería la e j eéución en el  EIT- 2 . 
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3 .  COMP I LADORES . 
3 . 1 . Fases y pasos de un compilador . 
En e l  'Tema "Estructura y funcionamiento " se  han descr.:!:. 
to las distintas fases del proceso de compil aci6n ( exploraci6n , 
análisis  sintáctico , análisis semántico , optimizaci6n y gener� 
ci6n del c6digo ) . Son estas fases 16gicas , que no necesariame� 
te deben e jecutarse en ese orden ; de hecho , pueden y suelen s.:!:. 
mul tanearse . Por e j emplo , el explorador es generalmente un sub 
programa l lamado por el  anal i zador sintáctico : 
s in t a c t ica 
c6d igo 
E l  número de pasos del compilador ( lecturas sucesivas 
del programa fuen"te o de alguna versi6n intermedi.a )  es muy v� 
riable , y depende de muchos factores . Si l a  capacidad de memo 
ria central disponible es pequeña interesa , normalmente , rea­
lizar el proceso en muchos pasos , con resultados intermedios 
en memo r i a  auxiliar ; 10 mi smo ocurre si trabaj an muchas pers� 
nas en el diseño : l a  multiplicaci6n de pasos faci l ita el des­
glose de tareas . En el caso extremo que mencionábamos al  ha-­
blar de los ensambladores , es decir , sj. no se  dispone de nin­
gún medio de a lmacenamiento auxil iar , es necesario que toCio .. 
e l  p�oreso tenga lugar en un solo paso . 
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La salida de j comp i l ador puede ser e n  l enguaj e de má­
quina , y entonce s l o s  procesos que tienen lugar hasta l a  e j e­
cuc i 6n son idén t icos a los des er i  tos en e l  ca s o  d e l  ensamb la- '­
dor , y l a  mi sma f igura del Apartado 2 o J .  s i gue s i endo vál ida , 
susti tuyendo " en s amb lado r "  por " compi l ado r: " .  Pero hay comp i l� 
dores cuya s a l ida es e l  programa en l engua j e  ens amblador , por 
lo que es preciso e j e c utar e l  ensamb l ador j.nmedia tamente des­
pués de la comp i lación . Finalmente , o tros comp i l adores dan ca 
mo resul tado una secuencia de ins trucciones en un lengua j e  in 
termedio , q ue se e j ecutan mediante s ubprogramas asoc iados a -
c ada tipo de i n s truc ción , es decir , se e j e cutan en m o d o  i n t eft 
pfteta;t ¿ v o . 
Pasemos a exponer algunas de l as técnicas uti l i z adas 
para l a  programaci6n de l as fases . 
3 . 2 .  Aná l i s i s  lexi cográfico . 
E l  anál i s i s  lexicográfico es un aná l i s i s  a l  nive l  de 
c arac tere s , reali z ado por e l  e xplo ftadoft ( " s c anner " ) .  Su mi- -
s i6 n  e s  reconocer las unidades s i ntácticas ( ident i f i cado re s , 
del imitadore s , cons tantes , etc . ) , devo lviendo al ana l i z ador -
s intá c tico e l  c6digo que corresponde a l a  c atego r í a  detec tada . 
T ambién reconoce a lguno s errores s intácticos y e l imina los co 
mentarJos . 
ConG ideremos , para concretar , un lengua j e  de program� 
ci6n c uyas c ategorías f ueran : 
C ategor ías 
- ident i f ic adores ( etiquetas , variables . .  ) 
.- n úmeros enteros 
- de l imi tadores de 1 c arácter : + , * , - , / , =  





3 , 4 , 5 , 6 , 7  
8 , 9 , 10 
11  
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Los comentarios en este lenguaje  pueden incluirse en 
cualquier parte del programa , del imitados entre /* y */ : "/* -
ESTO ES "/* ESTO ES UN COMENTARIO */" . 
Para simplificar , no consideremos limitación alguna en 
e l  número de caracteres de los identi ficadores ni de los núme-
ros . 
La gramática puede venir definida por : 
EA = { S , I , N , Rl , R2 , C , PFC } ; ET = {b , l , c , + , * , - , / , = , oc } 
( abreviaturas : 
y las reglas : 
1 identificador 
N número 
Rl resto 1 
R2 resto 2 
C comentario 
b blanco ( espacio )  
1 letra 
c cifra 
oc otro carácter 
PFC"" posible fin comentario ) 
s + l I l cN I + I - I = I *Rl l /R2 
1 + b I I I I cI  
N + b l cN 
Rl + b l * 
R2 + b I *C  
C + * PFc l bC I 1C l cc l +c l -c l /c l =c l ocC 
PFC + / l bC I IC l cc l +c l -c l =c l occ 
Obsérvese que la gramática así definida es regular . -­
Por tanto , existe un reconocedor finito del lenguaj e . Su  dia­
grama de !l1oore , de acuerdo con lo visto en el Capítulo ante-­
r ior , será según la f igura de la  página siguiente . Aquí no he 
mas considerado un solo estado final ( X ) , sino tantos como p� 
s ibles categorías , y los hemos denominado con el  c6digo corres 
pondiente . 
Así ,  la modeiaci6n corno reconocedor finito es una bue 
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na ayuda para programar el  explorador . El  analizador sintácti­
co , al l lamarlo , lo inicializa en S y le entrega una cadena de 
caracteres . Si tal cadena es , por e j emplo , una sucesi6n de ci­
fras y luego un blanco , entonces el reconocedor va al estado -
final 2 ,  lo que quiere decir que el  explorador devuelve el  c6-
digo 2 al analizador sintáctico . 
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E l  diagrama puede completarse con las transiciones que 
faltan desde cada estado , que conducirán a estados de error � -
Por e jemplo , del estado N , con cualquier carácter que no sea c 
ni b se  irá al estado final 2E , que significará que el  �xp16r� 
dor devuelve control al analizador s intáctico indicáridole que 
es un número incorrecto . 
Señalemos que , ¡3.unque no hayamos hecho menci6n de ello , 
en los ensambladores también es necesario un explorador . Así , 
en el  e j emplo del ensamblador de ENSAM , cuando el1 los organi­
gramas "tenemos " examinar tal campo " ,  lo que se hace realmente 
es l lamar a un subprograma explorador . 
3 . 3 .  Análisis  s intáctico . 
Así como el explorador realiza  un análisis  a nivel  de 
caracteres , el anali z ador " sintáctico lo hace al nivel de sen­
tencias . Aparte de algunas verificaciones preliminares ( como , 
por e j emplo , comprobaci6n de que hay el  mismo húmero de paré� 
tesis  cerrados y abierto s ) , la parte fundamental del analizador 
sintáctico es un algoritmo llamado f1. e. c. o no c.e.dof1. ( "parser " ) . E� 
te algoritmo tiene como datos de entrada las reglas  gramatic� " 
les del lengua j e  que se está compilando y la cadena de categQ 
rías sintácticas entregada por el  explorador , a ;  lo  que debe -* 
hacer es  decidir si  S � a es  una derivaci6n vátida en esa 
gramática .  Sabemos que los lengua jes  de programaci6n pueden -
representarse con gramáticas de contexto libre ; no debe , pues , 
sorprender , que todos los algoritmos de reconocimiento utili­
cen una o varias p�ta� s imuladas en memoria central . 
Se  han propuesto y se  utili zan diversos a lgoritmos de 
reconocimiento . E l  más sencil lo es el llamado f1. e. c.o n o c. e. d o f1.  d e.� 
c.e.nd e.nte. c. o n  f1.e.tf1.o c. e.� o ,  en el  que , partiendo del s ímbolo  ini­
cial , se aplican sucesivamente las reglas hasta obtener un á� 
bol de der�vación cuyo resultado sea l a  sentencia  anali zada , a . 
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Así ,  si las . reg las iniciales son S -;. a l ! 0, 2 ' "  ¡ �n ' se comprob.?. 
rá primero si , aplicando las otras , r e s u l t a  a , =9 o, ¡  si no , se J.. 
prueba con a 2 , y así sucesivamente . P uede intuirse que e l  méto 
do exige una gran cantidad de ensayos y retrocesos , lo que lo 
hace bastante lento . Existen otros algoritmos que reducen el -
tiempo de reconocimiento : descendentes recursivos , as cendentes , 
etc . 
3 . 4 .  Análisis semántico . 
En la fase de análisis semántico se detecta la validez 
semántica de las sentencias aceptadas por el anali zador sintác 
tico . Por ejemplo , la sentencia <variable> := <expresión> es se 
mánticamente válida si ambos son de tipo compatible . 
Cada regla de la gramática tiene asociada 'una subrutina 
semántica . 
3 . 5 .  Generaci6n del código ob j eto . 
El  programa se pasa a un formato intermedio . Si  la 
ej ecución es interpretativa , esta forma del programa será la  
entrada a un intérprete , que lo  ej ecutará . Si no  es así , ha-­
brá que pasar a la versión en lengua je  de máquina o ensambla­
dor , a la que se s'uele denominar c.ó d). g o  o b j e.:to o simplemente , 
Q ó d ). g o .  En cualquier caso , el tipo de formato intermedio de-­
pende de la estructura de las instrucciones de máquina . 
3 . 5 . 1 .  Cuartetos . 
· Se utiliza el formato de cuartetos cuando las instruc 
ciones son de tres direcciones . El formato tiene cuatro cam-­
pos : 
<operador> , <operando 1> , <operando 2 � , <resultado> . 
Así ,  la  sentencia A = B*C se representaría : 
y 
* , B , C ,A 
R ( A  -+ B * C ) jD :  
3 . 5 . 2 .  Terceto s . 
* , B , C , M1 
+ , A , M1 , M2 
j , M2 , D , R  
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E l  formato de tercetos es adecuado para i n s truc ciones 
de máquina con dos direcc ione s ; tiene tres campos :  
< operador > ,  < operando 1 > , <operando 2 �  
E l  resul tado de l terceto n s e  re ferencia por ( n ) . As í ,  
para e l  mi smo e j emp l o  anterior tendremo s : 
1 * , B , C  
2 + , A , ( l )  
3 j , { 2 ) , D  
4 = , R ,  ( 3 ) 
3 . 5 . 3 .  Nota c i6n polaca . 
La notaci6n polaca es muy Gti l cuando las ins trucc i o ­
n e s  de máquina s 6 lo tienen una direcci6n , y ,  de una manera g� 
nera l , para evi. tar ambi.guedades . La notaci6n que h ab i tualmen­
te emp l e amos es la notaci6n ,ú1 61j o ,  en la c ual l iis sentencias 
pueden con s i derarse derivadas de reg las d81 t ipo 
< expres i6n > + <operando 1> <operador> < operando 2 > 
( P . e j . :  A + B ) . En notaci6n polaca � u 61jo  l a s  reglas serían : 
< expre s ión> + < operando 1 >  < operando 2 >  < operador > 
( P . e j . :  AB + )  • 
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U t i l i z a ndo e s t a  n o t a c i 6 n  no e s  n e c e s a r i o  u t i l i z a r p a - -
r é � te s i s . P o r  e j emp l o , 
( A+ B ) * C e n  n o ta c i ó n  po l a c a  s e r í a  AB + C * 
A+ ( B * C )  " " " AB C * +  
L a  no tac i 6n p o l aca s e  p �ede g e n e � a l i z ar p ar a  e xp r e s a r 
todo t i p o  de s e n ten c i a s . P o r  e j  emp l o , un a s e n te n c i a · de a s i g n a ·­
c ió n , como " A= B " , s e  e s c r ib i r á : " AB= " ;  una c o n d i c i o n a l , c omo ­
" s i  A=B e n t o n c e s' C=A * B s i  no C=A/ D "  re s � l t ar á : AB= s i  CAB * =  e n  
to n c a s CAD/= s i  no " .  
E s te t ipo d e  n o t a c i 6n s e  aprox ima mucho a l a  fo rma de 
g a ne r a c i 6 n  de l c 6 d i g o , y a  que , r e c or r i e n do la c adena d e  i z - -
q u i e rda a de r e c ha , s e  e n c ue n t r a  l a  o pe r a c i ó n  a e fe c t u a r  c uando 
y a  se c o n o c e n  los d o s  o p e r ando s . P o r  e j emp l o , s i  hay que g e n e ­
r R r  e l  c 6 d igo c o r r e s pon d i en t e  a 
R = ( ( A/ ( B +C ) ) - D ) * E , 
� � e , e� � o tac i 6n po l a c a , s e r á  
RABC+/D-E * = ,  
: �e�= s e xp l o r a n do de i z qu i e r d a  a derecha h a s ta e n co n tr a r  un -
: ? e � a i8r ; l o  ap l i c amo s a l o s  o p e r a n d o s  q ue l e  p r e c e d e n , g u a r -
e::' r e s u l tado e n  u n  var i ab l e  i Il t e rmed i a  y emp e z amo s d e  -
ie s d e  l a  i z q u i e r da . S up o n i e n do q ue e l  c ó d i g o  a g e ne r a r  
'" _ ::: ;S;,,:,� , t en d r emo s 
TI. A �+'I / D - E * CAR B 
V S UH C 
ALM V 
R lA: _Y' I.J D - E * CAR A 
r'l D I V  V 
ALM W 
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R lw O - l E * CAR W 
X RES D 
ALM X 
R !xE*'j == CAR X 
y MUL E 
ALM Y 
R Y CAR y 
ALM R 
Obsérvese la gran redundancia del código resultante., -
que , en definitiva , se traduciría por una ocupación de me�oria 
mucho mayor y una ej ecución mucho más lenta que si se hubiera 
escrito directamente en ensamblador . De ahí que en el diseño -
de todo compilador sea muy importante aplicar técnicas de opt� 
mi zación que permiten abreviar el código y ,  en consecuenc.ia , -
ahorrar memoria y reducir el  tiempo de ej ecución . 
4 I 1 NTÉ R P RETES 1 
Un intérprete es un traductor que ej ecuta las instruc­
ciones del programa fuente conforme las va leyendo . Generalme� 
te , para que el tiempo de ej ecución no sea excesivo , hay una 
primera parte que , funcionando igual que las primeras fases · de 
un compilador , traduce todo el programa fuente a un formato in 
terno ( p .  ej . ,  versión del programa en notación polaca ) . E l  i n  
térprete propiamente dicho trabaj a sobre este formato interno , 
y consta , esencialmente , de dos partes : 
- un conj unto de subprogramas , uno por cada .tipo de � 
sentencia del lenguaj e ;  
- un bucle de interpretación que realiza l a  decodifi­
cación de una sentencia del programa fuente , esta--
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blece los operando s y e l  s ubprograma a apl icar y ,  al 
f i nal de l a  e j ecuc ión , determina l a  s iguiente senten 
cia a e j ecutar . 
5 .  S I STEMAS D E  ESCR I TURA D E  TRADUCTORE S . COMP I LADOR D E  COMP I LA 
DORES . 
E l  d i s efj.o y l a  programación de un comp i lador e s  un pr� 
c e s o  lento y cos.toso que requiere la partic ipación . de un equi­
po de espec i alistas tr.abaj ando durante varios me ses . Así ' . en -
los primero s compiladpres� de. FORTRAN s e  i nvirti eron del orden 
de · 1 8 hombré s -' año ; ac tualmen te , con el des arro l lo de l as técni 
c a s de 'compilación , gracias a l a forma l i z ac ión de los lengua-­
j és ,  l a  éscr itur<:t de un compi lador puede neces i tar uno s 4 hom­
b re s - año . 
Los s i s temas de e s cr i tura de traduc tores son ayudas p� 
ra automati z ar algunas o varias fases de la cons truc c ión de un 
traduc tor y a s í  reducir su coste y tiempo de desarro l l o . Por -
. e j emp l o  , un c. o n .6 :tfL U c. :t O J¡ es ·un programa que , . recibiendo c omo en 
trada las reglas gramaticdles del lengua j e ,  p roduce un algori! 
mo de reconoc imiento . 
E l  caso más típico y más compl e to de s i s tema d e  e s c r i ­
tura de traducto�;es e s  el c. o my:5J..l a d o J¡. d e  c. o m pJ..l a d o fL e.6 . Se trata 
de un programa que acepta la descripción de un . l etiguaj e de pr� 
grama c ión y produce un comp i l ador para e s e  lengua j e .  La entra­
da del compi l ador de comp i l adores será pues un programa e s c r i ­
to e n  u n  m e t al en g uaj e para describir L ¡  la e j ecuc ión del c omp! 
lador de c omp i l adores se puede l lamar m et a c. o mpJ..lac./ó n , y prod� 
c e  e l  comp i l ador que luego aceptará y comp i l ar á  programas e s - ­
c r i to s  e n  e l  lengua j e L .  
Normalmente , e l  comp i l ador produci do con un comp i l ador 
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de compil2dores es menos eficaz que s i  se hubiera programado 
en ensamblador tanto por ocupar más memoria como por ser más 
lento en ej ecución . Sin embargo , parece que tenderán a utili­
zarse cada vez más , del mismo modo que se tiende a utiliz'ar -
los lenguaj es de alto nivel en lugar de los ensambladores . 
6 ,  NOTAS H I STÓR I CA Y B I BL I OGRÁF I CA ,  
El primer paso para abandonar la programación en len­
gua j e  de máquina en favor de un lenguaje  simbólico tuvo su , ­
origen en los trabaj os llevados a cabo al comienzo de los -. -
años 5 0  en el H .  1 .  T . , que dieron como fruto el primer lengua­
j e  de nivel ensamblador , el SAP (Symbolic Assembly Program) , 
aparecidd en 1 . 9 5 2 , para el ordenador IBH 7 0 1 .  
El  primer compilador fue el  AO , desarrollado por Hop­
per , un investigador de Remington Rand , para el Univac 1 .  La 
versión preliminar del FORTRAN apareció en 1954  para el IBH -
7 0 1 ,  pero la versión definitiva de lo que hoy se conoce como 
FORTRAN I ,  Y el primer manual , aparecieron en 1 . 9 5 6 , elabora­
dos por Backus , para el IBH 7 0 4 . 
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Al comienzo de los años 6 0 , y como consecuencia de los 
t raba j os de Chomsky ,  surgen los primeros ensayos sobre compil� 
ci6n orientada por sintaxis , es  decir , definir un lengua je  de 
programaci6n como unas tablas de sintaxis y unas tablas indic� 
doras de las  o�éraciones a reali zar sobre las diferentes unida 
des s�ntácticas . Inmediatamente aparece la idea del compilador 
de compiladores . 
, La notaci6n polaca debe su nombre a Luckasiewic z ,  mate 
mático polaco que la introdujo .  
Obra de consulta recomendable , traducida al español , __ 
e s  la de GRIES ( 1 9 7 1 ) . 
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