Abstract. In this paper, we present a symbolic reachability algorithm for process algebras with recursive data types. Like the various saturation based algorithms of Ciardo et al, the algorithm is based on partitioning of the transition relation into events whose influence is local. As new features, our algorithm supports recursive data types and allows unbounded non-determinism, which is needed to support open systems with data. The algorithm does not use any specific features of process algebras. That is, it will work for any system that consists of a fixed number of communicating processes, where in each atomic step only a subset of the processes participate. As proof of concept we have implemented the algorithm in the context of the µCRL toolset. We also compared the performance of this prototype with the performance of the existing explicit tools on a set of typical case studies.
Introduction
High level formalisms, such as Petri Nets and Process Algebras are powerful languages for specifying systems. When combined with recursive data types, they become even more powerful. However, we have to pay a price for this expressiveness. Analyzing these specifications with symbolic techniques is difficult, because it is not easy to translate them to a formalism where the state is a vector of booleans. Thus, toolsets for process algebras with data, such as CADP [1, 2] , FDR [3] and µCRL [4] rely on explicit state techniques. The former two exploit compositional techniques to extend the size of the state space that can be dealt with. For the latter, we present a symbolic technique based on decision diagrams in this paper.
Computing the set of reachable states is a good way to perform model checking tasks such as the verification of safety properties. But it can be an expensive computation. Therefore much work has gone into avoiding doing so. The entire fields of bounded model checking and on-the-fly model checking are devoted to developing methods that can give useful results without having to perform a complete reachability analysis. However, any exhaustive technique will need to perform a reachability analysis somehow, so we use this as a first step towards building a complete symbolic tool chain.
Contribution and related work. In the area of quantitative evaluation, symbolic techniques already exist. The Petri Net based tool SMART [5] implements a powerful technique called saturation [6] . Also, symbolic techniques have been developed for a stochastic process algebra and implemented in the tool CASPA [7, 8] . The most general algorithm is the one used in SMART. But, it does not have support for two features that are fundamental for the process algebra µCRL and an optional extension for Petri Nets: infinite data types and non-deterministic events.
Infinite data types are due to the fact that in µCRL one can define recursive data types. Non-deterministic events arise if one needs to model a random input while modeling an open system. For example, in µCRL, we can write a 1-place buffer as follows:
read(x).write(x).X where N ::= 0 | succ(N) .
If a read-event happens then the argument must be chosen from an infinite set. In practice, choices like this will be from a finite set, which is not known a priori. Thus, we do not know a priori a limit on the branching degree. In a classical Petri Net, events are deterministic: once an event is chosen the result is fixed because no matter which tokens are selected the result will be identical. In a colored Petri Net, events can also be non-deterministic. If an event is chosen then selecting tokens with different colors can still lead to different results. If a finite superset of the used colors is known in advance a colored Petri Net can be encoded as a monochrome Petri Net. The algorithms, which are implemented in SMART rely on deterministic events. In our tool we extend the algorithms to deal with non-deterministic events. As the underlying data structure, we do not use MDDs with in-place updates, as in [9] . We use a decision diagram formalism which mixes features from MDDs and ZDDs instead. Moreover, we use a classical BDD style next state computation rather than in-place updates.
Overview. The remainder of this paper is organized as follows. In the next section, we discuss some of the basics of explicit state space generation and symbolic reachability analysis. In Sect. 3 we discuss the principle of event locality and how that notion leads to a partitioning of the symbolic transition relation and a refactoring of the next state code for explicit tools. This is followed by a presentation of our grey box reachability algorithm. The next section contains some remarks on how this algorithm was implemented for the µCRL toolset. Section 6 presents the results of a few experiments performed with that prototype and we conclude with a discussion of the results so far and future work.
Preliminaries
The semantics of modeling formalisms used in model checking are always some form of transition system. The basic structure of a transition system is defined below.
Definition 1. A transition system (TS) is a tuple S, R, s
0 , where S is a set of states, R ⊆ S × S is the transition relation and s 0 ∈ S is the initial state
For practical purposes, one needs to attach labels to either states (e.g. atomic propositions) or the transitions (e.g. actions) or both. These labels are not essential to the presentation in this paper, so we omit them. What is essential is that states have a vector structure. In this paper, we assume that a state is a fixed length vector. From now on N will stand for the length of the vector and D i for i = 1 · · · N will be the domain of the i th element. Thus the set of states S is given as
When the set of states is defined as a tuple like this, it is inevitable that not all states are reachable. In fact, for µCRL many sets D i are the semantics of a recursive data type and hence infinite. In the remainder, we assume a single initial state and a finite set of reachable states.
Usually, we build the set of reachable states using a breadth first strategy. Thus, we define level i (denoted L i ) as the set of states whose distance to the initial state is i. The set of states at distance less than or equal to i is denoted V i . The union of all V i is V :
A simple algorithm that computes the set of reachable states is given in Table  1 . How this algorithm is implemented depends on how the transition system is given. Next, we shortly review explicit state space generation from an on-the-fly interface and symbolic reachability.
For explicit state model checking, the fundamental way of implementing a transition system is by implementing the two functions in Table 2 . The first function simply returns the initial state and the second returns the set of successors {s | s R s } of a given state s as a list. The data structure used to implement sets is typically a hash table. Using this representation, the implementation of line 5 of Table 1 boils down to a simple loop that calls GetNext many times. Because this interface does not give away any details about the internal structure, we call it a black box interface. 
return V 10 end Table 2 . Black Box on-the-fly API s t a t e G e t I n i t i a l ( ) ; s t a t e l i s t GetNext ( s t a t e s ) ;
For symbolic reachability, the data structures for both sets and the transition relation are some form of decision diagram. That is, a set S ⊆ S is represented by a boolean expression S (x) such that
where the expression is stored as a decision diagram and x stands for the vector x 1 , · · · x n . Similarly the transition relation is stored as a boolean expression R(x, x ), such that
Given a level as a formula L(x), we can compute the next level using the expression:
Which provides us with the symbolic implementation of line 5. The major advantage of symbolic techniques is that the representation of a set of states can be very compact. For example, the set of bit vectors with even parity can be represented by a decision diagram with a number of nodes that is linear in the length of the vector. The same holds for transition relations. Of course not every relation is represented easily. For example, multiplication of two n-bit numbers will produce a diagram that is exponential in n. (See [10] .)
Although it is easy to apply explicit techniques to a symbolic model, it is not so easy to apply symbolic techniques to a given explicit model. The problem is that to compute a symbolic version of the transition relation, we must basically enumerate all possible transitions and collect them in a symbolic structure. In the next section, we explain how to modify the explicit interface in such a way that symbolic techniques can be applied efficiently.
Locality
The key to applying symbolic techniques to on-the-fly models is event locality. The notion of event locality refers to the fact that even though in a state several events could be enabled, each event separately affects just a small part of the state vector. For example, if one has a system which is composed of several processes running in parallel then in many models there are just two kinds of events: events in which one of the processes performs a step and events in which two of the processes synchronize to perform a step. In these cases, the enabledness and result of steps is decided by looking at the global variables (if any) and the local variables of the processes involved.
As an example, let us consider two ways of solving the 8-queens problem. The efficient way of solving the problem with a non-deterministic program is f o r i = 1 to 8 do put queen i in any row in column i i f for some 0 < j < i queen i on the same row or diagonal as queen j then f a i l end end s u c c e s s A solution to the problem is a path that ends in success. Putting the first queen is a very local event: we just put the queen somewhere in the first column. This affect the counter i and the position of the first queen only. The 8 th step however is completely non-local: we need to check the counter i, test the positions of queens 1, · · · , 7 and write the position of queen 8.
To get event locality, we may rewrite the problem as follows:
f o r i = 1 to 8 do put queen i on row 1 of column i end while true i f ∃0 < i, j ≤ 8: queen i on the same row or diagonal as queen j then move queen i to any row in column i end end A solution to the problem is a path to deadlock: if no two queens are in the same row, the same diagonal or the same column then no move is possible. However, every step is local: every move requires testing the positions of two queens and if enabled writing one of them.
To exploit event locality, one can partition the set of possible transitions into groups of transitions, such that each group affects part of the state only.
For the algorithm we present in the next section, we need to extend the black box interface to support group information. Because the extension exposes more structure than the black box interface, we have called it the grey box interface. The grey box interface is presented in Table 3 and uses five functions. The first function returns the length of the state vector (N ). The second returns the number of groups, which from now on we will refer to as K. The third function Table 3 . Grey Box State Space API i n t GetStateLength ( ) ; i n t GetGroupCount ( ) ; i n t l i s t G e t G r o u p I n f l u e n c e d ( i n t group ) ; data l i s t G e t I n i t i a l S t a t e ( ) ; data l i s t l i s t GetNext ( data l i s t s r c , i n t group ) ;
returns (a list representation of) the set of indices that is influenced (either read or written) while computing the enabledness and next states of the given group. This set of indices will be referred to as I g , for any group g. The fourth function returns the initial state as a list of length N . The fifth function returns a list of projected next states, given a projected state and a group. That is, the length of src and each of the next states is the size of I g if the group is g. In terms of symbolic algorithms, event locality means that we can partition the transition relation into a disjunction (over the separate groups) of conjunctions (collections of local transitions) as follows:
where we define the projection to a group as π g (x) = (x j ) j∈Ig .
Grey Box Reachability Algorithm
In this section, we describe our symbolic reachability algorithm for grey box models. The variables and constant used are listed in Table 4 . The set operations are listed in Table 5 and the algorithm itself is presented as Table 6 .
The algorithm performs a breadth first analysis. That is, the visited set and the current level are set to singleton initial state and the visited part of each group is set to empty. Next, we repeat the main loop in which we replace the current level by the new states reachable from that level until the current level is empty.
In each iteration of the main loop we first extend the local symbolic transition relations of the groups to include all necessary transitions. (See lines 9-15.) That is, for every group we project the current level to the sub-vector used by the group and for all of the new sub-vectors we explore the next states and insert any transition found into the local transition relation. The second half of the main loop is building the new level by computing the next states of the level set according to each of the group relations. (See lines 16-21.) This involves a symbolic next state computation for each group that changes the members of the sub-vector and leaves all other variables unchanged. From this the next level is then computed. The set operations project and step can be written as symbolic set operations as follows:
The function call next p i (s) is shorthand for the call GetNext(s,i).
Implementation
We have implemented a prototype of the algorithm presented in the previous section on top of the µCRL tool set ( [4] , [11] ). The concept of this toolset is to take a specification and compile it into a linear process equation (LPE). An LPE is a process given as an initial state and a recursive equation:
where C i and t i,j are expressions over e i , x 1 , · · · , x n . The intended meaning of this equation is that to perform a step, one has to first non-deterministically select 1 ≤ i ≤ K (determining a summand), then non-deterministically select some e ∈ E i , evaluate the condition C i to see if the step is enabled and if it is enabled then the label of the step is the result of the expression a(t i,0 ) and the next state is t i,1 , · · · , t i,n . Table 6 . Symbolic reachability algorithm for grey box models 1 proc m i x e d r e a c h (
Hence, an LPE has a natural partitioning into groups by treating each summand as a group. Selecting this partitioning, the influenced variables of each summand are as follows:
We implemented this natural partitioning and we used it for the tests presented in this paper.
The µCRL toolset uses the ATerm library ( [12] ). To make interfacing with the decision diagrams easy we used a simple decision diagram library for manipulating sets, which we implemented on top of the ATerm library. The ATerm library was developed for the manipulation of large terms. It uses maximal subterm sharing to keep its memory footprint minimal, which is the equivalent of a global unique table. It also provides garbage collection, but it does not provide advanced caching strategies. The resulting data structure for sets of vectors is a form of multi-way decision diagram (MDD). We call it List Decision Diagram (LDD), because instead of having one node with many edges we have a linked list.
By using the ATerm library, we automatically get maximal sharing (a global unique table), so there are no duplicate nodes. We can further classify our struc- ture as a quasi-reduced version [13] rather than the fully-reduced version [14] . This choice was made because the set of possible values at each level is dynamic. In a fully-reduced setting every extension of the set of values requires an update of every diagram, in the quasi-reduced setting this operation has no impact at all. For the same reason we do not use nodes with multiple successors, but just nodes with 2 successors that form a sorted list. An LDD is a DAG. In this dag we have three types of nodes. The node types { } (or true) and ∅ (or false) do not have successors. That is, they are constants. The third type of node has a label (a) and two successors (n 1 , n 2 ) and is written as node(a, n 1 , n 2 ). The semantics [[S]] of an LDD S is as follows:
To illustrate the relation between MDDs and our own LDDs, we have drawn the set {dd, de, ed, ee} ({d, e} × {d, e}) and the set {def, eef, f ef, ddf, df f, ded, dee} (Hamming distance to def no more than 1) in both formats in Fig. 1 and 2 respectively. The MDD's are over the domain D = {d, e, f }. To make these four diagrams easier to read, we have added edge labels that allow us to check for membership of a vector by checking if there is a path from the root to { } or 1 such that the string of edge labels along the path is the vector. To save clutter an edge labeled d, e means two edges, one labeled d and one labeled e. Note that the edges without label in the LDDs correspond to the linked lists "building" the MDD nodes. The sizes of LDDs and MDDs can only differ by a constant: it can be proven that the number of nodes in an MDD is less than or equal to the number of nodes in the corresponding LDD, which is in turn less than or equal to the number of edges in the MDD.
Experiments
In this section, we describe two sets of experiments that have been carried out. The first set of experiments measures the performance of our symbolic reachability analysis on two parametrized problems. The second set of experiments compares the performance of state space generation for a set of five problems and three tools.
To test the performance of our symbolic reachability analysis, we used two series of problems:
-A distributed lift system [15] . This model describes a system that can lift large vehicles by using one leg for each wheel of the vehicle. These legs are connected in a ring topology. The number of legs is a parameter. -A version of the sliding window protocol [16] . This model is parametrized by both the number of data elements in the alphabet and the windows size.
(The buffer is a fixed 1 place lossy buffer.)
To test the performance for these models, we used a dual Intel Xeon E5335 (2.00GHz) machine with Intel 5000P chipset and 8GB memory. We ran one experiment at a time. The results for the lift problem are in Table 7 . Those for the sliding window protocol are in easily accounts for another 8 bytes per state, anything below 24 is good. The reason for these high numbers is that we have used the ATerm library in 64-bit mode which uses about twice as much memory as in 32-bit mode. A carefully designed symbolic set library should work with half the memory or less. The rate of state exploration in the purely explicit instantiator is typically around a few thousand states per second. Values of over 100,000 obtained for some sliding window protocol instances are therefore a big improvement.
Our second experiment used the same set of 5 problems that we used in an earlier paper where we studied the performance of distributed state space generators [17] . We list the number of levels (iterations needed), the size of the state space and a brief description of each problem:
lift5 This model has 103 levels, 2,165,446 states and 8,723,465 transitions. It describes an elevator system with 5 legs in order to lift large vehicles [15] . SWP This model has 61 levels, 19,466,100 states and 93,478,264 transitions.
It is a version of the sliding window protocol [16] . This instance has 3 data elements, window size 2 and 3-place lossy buffers for communication. 1394fin This model has 170 levels, 88,221,818 states and 152,948,696 transitions. It describes the physical layer service of the 1394 or firewire protocol and also the link layer protocol entities. [18, 19] We use an instance with 3 links and 1 data element. franklin53 This model has 82 levels, 84,381,157 states and 401,681,445 transitions. It describes a leader election protocol for anonymous processes along a bidirectional ring of asynchronous channels, which terminates with probability one [20, 21] . We chose an instance with 5 nodes and 3 identities. CCP33 This model has 297 levels, 97,451,014 states and 1,061,619,779 transitions. It describes and instance of the cache coherence protocol Jackal for Java programs with 3 processes and 3 threads [22] .
The main goal of this test was to compare the performance of our symbolic prototype and the sequential state space generator of the µCRL toolset. However, we also wanted to have an indication of the memory cost of the operations on decision diagrams. Thus, we implemented a mixed state space generator. This mixed tool is a direct implementation of reachability in which we enumerate the successors of each state explicitly, but which uses the symbolic set structure instead of a hashtable for the set of visited states and the level sets. All three tools were using version 2.18.0 of the µCRL toolset. To run these tests, we used a server with dual Intel Xeon X5365 (3.00GHz) processor and an Intel 5000P chipset with 64GB memory. We ran one experiment at a time.
The problems as they were formulated for the testing of the distributed tools, could only be dealt with by the symbolic tool in 3 out of 5 cases. The remaining cases ran out of memory. To fix this, we reordered the variables using the heuristic that the distance between variables that interact should be low.
The data collected in this test is summarized in Table 9 . For each of the tools, we have two columns: time (in seconds) and maximum memory (in kB). The first column of the table indicates the problem, the second column contains the variable order, where G means given and R means reordered.
The given variable ordering of the franklin problem was first all processes then all channels. We changed this to process variables and channel variables interleaved, either starting with a process (R1) or starting with a channel (R2). While the reordering didn't affect the mixed tools very much, it did have a large influence on the symbolic tool. It is left as future work to find out if a reason for this difference can be found.
To compare the performance of the various tools, we compare the best runs for each tool within each of the groups for lift5, swp, 1394fin, franklin and ccp33. For memory the score (symbolic vs mixed vs explicit) is 1-4-0. For time the score is 3-0-2.
What can we learn from these experiments? Looking at the data of the first test, it seems that the bigger the model the better the performance in both states/sec and mem/state of the symbolic tools. This is a clear improvement over the explicit tools where performance usually decreases slightly as the models grow. It should be noted however, that this trend is broken for the three largest instances of SWP. We think that this is due to performance issues in our symbolic set implementation, but that is a conjecture only.
From the second test, we get some data to compare approaches. If we compare the memory usage of the symbolic tool with the mixed tool then we see that with one exception, the mixed tool uses less memory. This is to be expected because the mixed tool uses the symbolic sets for storage only, whereas the symbolic tool computes with these sets, which requires additional memory for the operation cache and intermediate results. If we compare the mixed tool and the explicit tool on time then the mixed tool looses. This is not surprising because insert/lookup is much more expensive for the symbolic set than for the hash table set. Comparing the symbolic tool with the explicit tool, then we get a mixed result. In two cases (lift5,franklin) the results do not differ substantially. In the other three cases the symbolic tool is substantially better in memory and time (1394fin), substantially worse in time but better in memory (swp) and substantially worse in both time and memory (ccp33). The conclusion is that the symbolic tool even in its current form is a very useful addition, but not capable of replacing the explicit tool. Replacing the explicit tool will not be an option for some time anyway, as there are a number of issues left open, which will be discussed in the next section.
Conclusion
In this section, we discuss some of the open issues that need to be solved to make the symbolic tool more useful and summarize the results.
On the implementation side, the most important task is to replace the current ATerm based symbolic set implementation with a much higher performance decision diagram package. This is needed not only for performance, but also to allow our back-end to interface with other modeling formalisms. For example, we plan on writing an interface to NIPS (see [23] ) which is a virtual machine which is compatible with SPIN (see [24] ). To do this, we also need to extend the implementation from fixed vector length to variable vector length.
Independently, we will investigate the effects of the search order on the size of the intermediate structures. So far, we have used a breadth first search (BFS) strategy. One of the strategies we need to look at is saturation. Ciardo et al. have shown that this strategy is much better for Petri Nets. As explanation they state that it reduces the difference between the size (in numbers of nodes) of the reachable state space and the peak size of the set of visited states considerably. If we look at the peak/final differences for our typical models then we find they are small. Thus, it is not a priori clear if saturation will work well.
By implementing a symbolic tool for a modeling language that has until now had support for explicit exploration only, we are in a situation where we can compare the performance of explicit and symbolic tools. One of the things that we need to do is see how far we can get with applying the symbolic tool to existing models. We have started this in the second test by looking at five models, but all five of the problems were message passing systems. Such systems have a high degree of locality. This is not always the case. In timed systems one usually has global synchronisation steps which involve nearly the entire state. We will study examples with global steps in order to find common features that allow an efficient embedding into our tool.
Another issue is that so far, we have written models in a way that is optimized for explicit enumeration. For example consider the 8-queens problem. Finding all solutions using the first algorithm (directed search) requires looking at 2,058 states. If we use the second algorithm (random moves) we get 16,777,216 states. Using explicit tools we would never consider the second approach for practical purposes. However, the worst size of the diagram representing the set of states for the first approach is 2,655 nodes and the worst size for the second approach is 166. And there are many other modeling techniques that are good for explicit exploration but bad for symbolic techniques, such as path reduction by making sequences of steps atomic.
We have shown that a generalized version of the conjunctive/disjunctive partitioning scheme implemented in SMART for Petri nets can be successfully extended to allow non-deterministic transitions and implemented for the process algebra µCRL. The initial results with the prototype show that symbolic exploration should be a part of the future of process algebra's, but also that retiring the explicit tools is not an option yet.
