ABSTRACT. Cartographic transformations are applied to locative geographic data and to substantive geographic data. Conversion between locative aliases are between points, lines, and areas. Substantive transformations occur in map interpolation, filtering, and generalization, and in map reading. The theoretical importance of the inverses is in the study of error propagation effects.
To give a simple example of how surveying fits into this framework consider a trilateration and its adjustment. Distances (d ij ) between places are observed and these are then converted to locations described by a set of position vectors (r i , r j ), thus (d ij ) -> (r i , r j ). This mapping has an inverse (r i , r j ) -> (d ij ), and the operation is performed in such a manner that the product of the transformation and its inverse is, as nearly as is possible, the identity transformation, T -1 T = I. Triangulation is similar, but we substitute angles for distances and compute the transformation ( i Θ jk ) -> (r i , r j , r k ). For a two-dimensional manifold, such as the surface of the earth, a configuration is defined by 2n numbers, called coordinates, and there are n (n -1) / 2 possible distances. For such an overdetermined system it suffices to start from a rank ordering of the distances and still obtain a metrically determinate configuration. 15, 24 The usual least squares adjustment algorithms are of course most easily implemented when the observations have the properties of measurement on a ratio scale. 36 In an abstract study of transformations one would ask whether the inverse exists for a particular transformation, but more general questions are also possible. Does it commute? Is it differentiable? Linear? Closed? And so on. One should keep such questions in mind in the ensuing discussion, even though they are not raised explicitly at all times. Examining cartographic operations from this point of view suggests that they all fall into two classes. The first class consists of those operations that manipulate the locative aspects of the geographical data. These might be called the geometrical transformations. The second class of transformations are those that modify the substantive geographical data. This twofold distinction is not completely satisfactory but does serve as a convenient membrane to separate map projections from, say, map generalization, the two classes recognized by Perkal.
A map projection is defined as an association between places on the earth and places on a piece of paper. This is most easily visualized by imagining sections of string with one end attached to a globe and the other end attached to the paper. A notation for this would be (φ, λ) -> (x, y), where (φ, λ) denotes the latitude and longitude of locations on the earth, and (x, y) are the names that we give to locations on the paper. We normally place some restrictions on the string attachment procedure and do not allow it to be completely random. The topological requirements of oneto-oneness and neighborhood preservation are the most fundamental.
Sometimes we go further and specify the rules by equations, and these are usually also required to be differentiable. But we do not always have the equations given explicitly. For example, in photogrammetry we assume that there is a projective relation between the photograph and the earth. This assumption is then translated into a particular set of parametric equations. These equations are subsequently calibrated, using careful measurements, in the belief that they represent a valid model of the association between the two sets. One of the difficulties of working with sensor imagery obtained by a mechanical scanning process, as is currently used in some earth satellite systems, is that one does not have a completely specified model in the form of parametric equations or else the observations are insufficient to calibrate the model adequately. The same problem occurs when working with old maps, where one attempts to obtain the equations in an a posteriori fashion, or when one studies the mental maps which people have of their environment. 33, 34 The more usual case is that one is interested in a particular aspect of, or feature on, the surface of the earth. One then has a basis for adding further restrictions to the map projection equations. These are normally in the form of one or more partial differential equations, and these constrain the string attachment to within more or less tight bonds. Depending on one's field of interest one thereby obtains a wide variety of map projections, e.g., projections for surveyors are different from those for navigators and these in turn differ from those most useful to geographers. 17 A successful projection in one field may be, and usually is, absurd for other purposes. The cartographer concerned with the tracking of earth satellites may bend the meridians so that the suborbital paths become straight lines; the geographer interested in the flow of ideas may wish a "New Yorker's View of the United States," computed from a map projection which has captured Hägerstrand's mean information field as a differential equation.
14, 33 The administrator or statistician may desire a map on which the territory is depicted in proportion to the population distribution, 27, 31 i.e., satisfying ∂x∂y/∂φ∂λ -∂x∂y/∂λ∂φ = D (φ, λ) R 2 cos φ. The planner may use a map based on the preservation of highway mileages rather than the preservation of great circle distances, or one based on a geometry induced by travel information measured in minutes rather than kilometers. But in each instance one operates on the assumption that a problem solved in the (x, y) coordinates of the map projection also solves a closely related problem on the earth, and it somehow does this more easily than if working in (φ, λ) coordinates directly. Mercator's projection provides the classic example, solving the algebraic problem of finding the intersection angle between a meridian and a logarithmic spiral on a sphere. Whether this is done graphically on a piece of paper or algebraically inside of a computer is of no great import since Descartes showed that there exists a one-to-one correspondence between the geometric points of a sheet of paper and the algebraic set of real number pairs, and between drawn lines and abstract equations.
A map projection is an operation applied to points representing places on the surface of the earth, and these points are usually referred to by their latitude and longitude names. But it is possible to give a single point on the earth's surface several different names. 1, 5, 42 A class of transformations which has become important in today's computer environment is the conversion between these aliases. Geographers are familiar with the State Plane Coordinates or their equivalents. But there are many other schemes. Thus in the western United States one can identify locations by their designations in the Public Land Survey; more generally places are located by a mailing address, or by a street intersection, or by a telephone number, etc. There now exist computer programs that will allow conversion between some of these aliases -mailing addresses to State Plane Coordinates, for example. 8 Some of these conversions are performed by explicit equations, some consist of table look-ups, others combine these approaches. Are these transformations continuous? Differentiable? Does logical multiplication with the inverse yield the identity transformation? What are the error propagations, etc.? More theoretical study seems needed in this area.
Cartographers have a penchant for thinking of data in terms of points, lines, and areas. This scheme can also be applied to the locative information. Some places are considered points. Others can be conceived of as lines; the Mississippi River or U.S. Route 66 are examples. Then there are areas; Columbus (Ohio), or the State of Ohio, or zip-code area number 43210, or the telephone area code number 614, or the entire United States. Just as knowledge of the latitude and longitude of places allows specification of some relations between them, so also does knowledge of their other names. For example, telephone area code numbers that are near each other, numerically, represent places that are not near one another, geographically.
The classical cartographic conversions, as represented by plane coordinates, are between point locations. Let us enlarge the set of transformations to include the other ways of specifying locations. Thus, the three-by-three tableof points, lines, and areas versus points, lines, and areas -contains nine possible groups of transforms, with of course many specific instances and subdivisions in each category. An exhaustive examination of each case would be tedious, but a few are worth special mention. All of them raise fascinating questions related to optimal and redundant coding, information content, spatial tolerances, and inverses. One of the simplest, and also most widely used, is the point-name to area-name conversion. A realistic and practical example would be the on-line transformation from street address to police precinct. In one approach one would simply have a directory which associates each street address range with precinct name. Another scheme would be to convert the street address to State Plane Coordinates and the precinct boundary would be defined as an ordered list of numbers in these same coordinates. One then invokes a point-in-polygon algorithm to compute insidedness. An area-to-area conversion could be by aggregation within a hierarchical system. The City of Columbus is an area contained within the area called Ohio. The aggregation decreases the spatial precision just as does the dropping of a digit in the latitude/longitude place-naming system. More interesting is the conversion between two distinct areal schemes: given that a set of locations is associated with a particular census tract, to which school district do these locations belong? This is the so-called polygon overlay problem. 40 A particularly popular set of areal polygons, in use since at least 1859, consists of quadrilaterals; crudely speaking "squares," on the surface of the earth. 19, 39 . An obvious example is in the recording of world population figures by five degree cells of latitude and longitude. Closely related is the sampling of data at equally spaced intervals from a continuous function by multiplication with a Dirac brush. 12, 22 . The digitized aerial photograph and the digital terrain model are examples. Imagine that the elevations from a topographical map are stored as an equally spaced array of numbers. This array can be considered a matrix, in the sense of matrix algebra, and one can now use a positional notation for the rows and columns in order to index any location. Suppose that the array, call it A, is rectangular of order n by m; thus A = (a ij ), i = 1,...,n; j = 1,..., m. Consider now a transformation of the topographic elevations by the matrix equation A* = VAH, where the square matrices V and H are chosen to conform to A. This cartographic transformation has several interpretations, one of which is map generalization. By an appropriate choice of V and H the generalization is such that it can be undone, or reversed. 29 The condition is that V and H have inverses, equivalently that the transfer function does not contain zeros in the frequency domain. 3, 30 . This, then, is an example of a transformation applied to the substantive, rather than the locative, data. The particular example can be extended to the case of randomly located data, i.e., arbitrarily arranged topographic elevations, or to population counts by irregularly shaped census tracts; 32 or to vectorial or tensorial data, and even to the case of non-numerical, categorical data such as land use types. 13 A multivariate instance is the mapping from four channels of Landsat imagery into a classification of cover type. A possible measure of the effectiveness of such a classification is the departure of the inverse from the identity mapping.
Quite similar is the transformation from a sample of data, elevations say, from which one interpolates to a continuous scalar field. The transformation from the field back to the original observation points should yield the identity. This is the interpolation-prediction problem, well known in cartography. 37 Since the transformation from the sample to the spatial field is, literally, one-to-many, it is necessary to invoke a model. This is chosen such that the product of the transformation with its inverse is the identity transformation, as nearly as is possible, and in the averaged least squares sense.
Closely related is the problem of isopleth mapping. Suppose one has counts of the number of individuals by county. From these data one might like to know how the population density, a continuous quantity, varies over the region of concern. What is needed is a procedure for the preparation of a contour map from the aggregate data. The map should clearly be such that the "volume" under the contoured surface within the limits of the irregular polygon should be exactly the same as the observations, the data enumerated for that polygon. This volume-preserving condition is the fundamental inversion requirement that renders the map of sufficient fidelity to be of use. But it is easy to see that there can be more than one volume-preserving contour map for any one set of observations. Additional criteria therefore need to be added to make the transformation from data to isopleths unique. Minimization of some function is mathematically the most natural -the smoothest possible continuous isopleths are desired, of minimal curvature. 38 Alternately, a convolution kernel which most closely approximates (in mean square) the actual probability density function for the locus of activity of individuals could be used to yield a process-oriented contour map, taking into account the spatial non-stationarities of the phenomena.
It is often of interest to bring information stored in a "geographical data bank" into the consciousness of an individual. Frequently this is done by producing pictures, "maps," which are then transmitted via the visual system to the cortex. This is the Pandora's box of cartography as a communication system. Any given set of data can be converted to many possible pictures. Each such transformation may be said to represent some facet of the data, which one really wants to examine as if it were a geological specimen, turning it over in the hand, looking from many points of view, touching and scratching. The effectiveness of the data picture transformation might be measured by how close the inverse comes to reproducing the original, i.e., the extent to which the geographical data can be recreated from the consciousness of the individual. There is, of course, no requirement that the transmission be via visual channels. One can imagine a computer system that examines a digital terrain model and then verbally, via a voice synthesizer, describes the topography in terms relevant to the task at hand.
There are several difficulties here. Virtually nothing is known about what happens to visual information after it reaches the cortex. We have no useful model of the functioning of the human brain, Stockham's work excepted,
