Abstract-Previous modeling studies have demonstrated that lateral inhibition contributes to enhanced precision in sensory networks. That is, inhibitory connections reduce the spread of activity and repress neighboring cells, increasing the reliability of a sensory response. However, much less is understood about how connections that spread activity might contribute to the processing of sensory stimuli in the context of a sensory discrimination task. In this work, we examine the role of excitatory connections and gap junctions in network dynamics and some contributions to sensory discrimination.
I. INTRODUCTION
Sensory discrimination provides the ability to interpret sensory information. In this work, the fruit fly, Drosophila malonogaster, is used as a model organism. In the olfactory system of Drosophila, sensory transduction activates olfactory receptor neurons (ORNs) housed in the antennae and maxillary palps. These sensory neurons provide input to the antennal lobe (AL), where the structural unit is the glomerulus. Each glomerulus is associated with at least three classes of neurons: excitatory local neurons (eLNs), inhibitory local neurons (iLNs), and projection neurons (PNs). PNs provide the output from the antennal lobe, sending axon terminals to the mushroom bodies and lateral horn, while the local neuron aborizations are confined to the antennal lobe.
In this work, we construct a conductance-based neuronal network model of the Drosophila antennal lobe, based on experimental data for channel kinetics and constrained by specific odor stimulus/response characteristics described by Bhandawat et al. (1) . We use computational studies to investigate the role of interglomerular and intraglomerular connectivity patterns in the antennal lobe, where ORN inputs to the antennal lobe are modeled with Poisson spike trains, and model synaptic connections are mediated by chemical synapses and gap junctions as described in the antennal lobe literature. We find that in the case of homogeneous synaptic connection strengths, the model suggests that the eLN network facilitates odor detection in the presence of weak stimuli. Excitatory local neurons can spread excitation from PNs, amplifying weak inputs. However, depending on connectivity strength, eLNs may decrease the ability of the network to discriminate between odors. In addition, various electrical connectivity regimes are explored to elucidate the role of gap junctions in the dynamical behavior of the antennal lobe network.
II. FORMALISM FOR CONDUCTANCE BASED MODELS
Electrical activity in neurons is sustained and propagated via ionic currents through neuron membranes. The HodgkinHuxley model formalism for an excitable membrane (2) is one of the most important models in describing the kinetics of voltage dependent currents. As summarized by (3) , an ionic current I ion is modeled as
where V is the cell membrane potential (in mV ), g ion is the maximal conductance for the channel type (in mS/cm 2 ), p is the average proportion of channels in the open state, and E ion is the reversal (Nernst) potential for the corresponding active ion (in mV ). The proportion of open channels for voltage gated channels can be represented by a product of activation and inactivation
where m and h are the activation and inactivation gating variables, respectively, and y and z determine the influence of the gating processes on the conductance. In some cases, only an activation variable is needed. The dynamics of the activation variable m is described by the equation
where m ∞ (V ) is the steady-state activation function and has the form
and α m (V ) and β m (V ) describe the voltage dependent rates between open and closed states of the channels. The steady state activation function can be approximated by the Boltzmann function
where θ m is the half activation voltage for the gating function (in mV ), and k m is the activation sensitivity (in mV ). τ m (V ) de-termines the time scale of the exponential decay or saturation of the dynamic gating processes and has the form
and can often be approximated by the Gaussian function
where the function values lie between C base and C amp . V max is the potential where the maximal τ m value is achieved, and σ measures the characteristic width of the curve. Av-Ron and Rospars (4) express τ w as
where r w is the basal rate of the gating reaction. In some cases when a gating variable, say m, approaches the steady state very quickly, we can replace the gating variable with its steady state function, m ∞ (V ). The dynamics of the inactivation variable h is described in a similar way to the activation variable m. Using currents modeled as discussed above, the current balance equation for the excitable membrane is
where C m denotes the membrane capacitance (in µF/cm 2 ), I syn is the synaptic current if present, g L (V − E L ) describes the leak current, and I app (in µA/cm 2 ) simulates a current injection that mimics the application of injected current in an experiment.
A. Calcium Gated Channels
While the original Hodgkin-Huxley model characterizes voltage-gated ion channels, there are many types of ion channels that are controlled by factors other than membrane potential, including ligand-gated channels, which vary their conductance in response to changes in the intracellular concentration of some other molecule. The most common signaling molecule is calcium, and a widely-used simple model for the changes in intracellular calcium concentration assumes that the concentration increases due to an inward flux of calcium ions through calcium ion channels when calcium currents are activated and that a linear pumping process through the plasma membrane removes calcium ions from the cell (5). The total calcium in a cell or cellular compartment consists of free calcium and calcium bound to a buffer. Thus, the equation that represents the dynamics of the free calcium concentration
where λ is the percent of free to bound calcium, α Ca converts the ionic current, I Ca , to a rate of change in calcium concentration, and r is the removal rate constant due to calcium pumps. In the model, the conductance due to calcium dependent channels is modeled as an instantaneous function of [Ca] using a Hill equation in the standard manner.
B. Synapse Models
The synaptic current affects the electrical activity of the postsynaptic cell. Here faster synaptic currents, such as fast GABA A and acetylcholine, are governed by the equation
where [O] is the fraction of open channels (6) . Following the arrival of an action potential at the presynaptic terminal, neurotransmitter molecules are released into the synaptic cleft. These molecules are taken to bind to postsynaptic receptors.
[O] is calculated according to the equation
where α and β are the forward and backward rate constants for transmitter binding.
[T ] is the concentration of transmitter and is given by
as described by Bazhenov et al. (7) . Slower synaptic current receptors have a more complex scheme of activation. The activation of potassium channels by G proteins is involved in the case of GABA B receptors activation. The slower inhibitory synaptic current is given by the equation
where [G] is the concentration of G proteins determined by the equation
and K is the dissociation rate (6). Here [R] is the fraction of activated receptors determined by the equation
and k1, k2, k3, and k4 are kinetic rate constants.
The gap junction synaptic current is described as
where g c is the coupling strength, and V pre and V post represent the membrane potentials of the presynaptic and postsynaptic model cells respectively. A synaptic mechanism which consists of a postsynaptic conductance which changes as an alpha function over time is described as
where t sp is time of previous spike, and t peak controls both the decay and rise time.
In the case of depression of a synapse, the synaptic current is multiplied by a scaling factor d, where d is determined by the equation
Here, sd is the decrease in conductance strength, and τ d is the time constant for recovery of d due to a presynaptic event at time t sp .
III. MATHEMATICAL MODELS FOR DROSOPHILA ANTENNAL LOBE
Here we develop realistic minimal conductance based models for the iLN, eLN, and PN, where the models follow the formalism presented in Section II, and model currents are based on experimental data from Drosophila neurons (8) . All of the computational studies that follow for both single cell models and network models rely on custom numerical routines written in MATLAB. Systems of differential equations are solved using MATLAB solver ode15s with relative error tolerance of 1e-6 and absolute error tolerance of 1e-6. ode15s is a variable order solver based on Gear's method.
A. Inhibitory Local Neuron Model
iLN behavior is represented by a two dimensional system of differential equations. The two variables are the membrane potential V iLN and the recovery variable w iLN , which represents the activation of the potassium current. There are four types of currents in this model, an inward sodium current I Na , an outward potassium current I K , a leak current I L , and an applied current I app . Based on studies described in Section I, the minimal model for the iLN is constructed so that it exhibits regular repetitive firing in the presence of I app .
The iLN current balance and recovery differential equations are
The time varying currents are
Note that inactivation of sodium is expressed using 1-w iLN . The steady state functions are
where
The parameters of this model are given in Table I . Figure 1 Panel A depicts the firing behavior of the iLN when I app = 0.2 nA, where the iLN exhibits regular repetitive firing. Figure 1 Panel B shows the iLN frequency-current (F-I) curve, where the iLN firing frequency increases as the amount of applied current increases. 
B. Excitatory Local Neuron Model
Based on experimental studies reviewed in (9), the minimal model for the eLN model should exhibit bursting for some values of I app . Therefore, we add a calcium current and a calcium dependent potassium current to the model presented in Section III-A. The eLN current balance equation is
The sodium, potassium, and leak currents as well as the recovery equation are the same as in the iLN model. The added calcium and calcium dependent potassium currents are represented by
where 
The additional parameters associated with the eLN model are also shown in Table I . Figure 2 Panel A depicts the firing behavior of the eLN when I app = 0.2 nA, Panel B depicts the calcium dynamics, and Panel C depicts the time course of the calcium dependent potassium current. The eLN exhibits bursting for low values of I app . The calcium channel is activated for the duration of the burst. The intracellular calcium concentration increases during the burst, resulting in an outward calcium dependent potassium current, and upon sufficient activation, repetitive firing can't be sustained and the quiescence phase commences. During quiescence, calcium is removed, closing the calcium dependent potassium channels, and upon sufficient removal of calcium and closing of calcium dependent potassium channels, bursting occurs again. Figure 3 Panel A depicts the firing behavior of the eLN when I app = 0.3 nA, Panel B depicts the calcium dynamics, and Panel C depicts the time course of the calcium dependent potassium current. The eLN exhibits repetitive firing for higher values of I app , where the calcium and calcium dependent potassium channels remain activated, but the hyperpolarizing current is not large enough to cause quiescence in the presence of this stronger depolarization.
C. Projection Neuron Model
The PN model is almost identical to the iLN model where the only change is in the value of the maximal conductance of potassium current, which is given in Table I . Based on studies described in Section I, the minimal model for the PN exhibits regular repetitive firing but of higher frequency than the iLN. Similar to the iLN model, PN firing frequency increases as the amount of applied current increases.
D. Network Model
In an effort to build a realistic minimal network model of the Drosophila antennal lobe, we describe a network model composed of iLNs, eLNs, and PNs, with the synaptic connections among cell types motivated by experimental studies that are summarized in Table 4 .3 in (9). We model seven glomeruli, where each glomerulus is associated with one PN, one iLNs and one eLN. eLN, iLN, PN, and synaptic models used for the network model are described in Section II-B. When we include synaptic inputs, the current balance equations for the PN, iLN, and eLN in the Drosophila antennal lobe network model become In the presence of enough applied current, calcium channels remain activated. Panel C: Calcium dependent potassium current. In the presence of enough applied current, calcium dependent potassium channels remain activated, but does not cause quiescence.
where j is the cell number, n is the number of glomeruli in the network, and s = j. Here, I ORN is determined by the Poisson spike train input as described in Section III-E. Parameter values for the network model are provided in Table I and Table  II .
E. Input for the Network Model
Bhandawat et al. (1) perform electrophysiological recordings from Drosophila olfactory receptor neurons and projection neurons. An odor stimulus is presented in multiple trials while recording from the same cells. Spike counts are quantified for ORNs and PNs, and response profiles are obtained for different odors from seven ORN types and seven PN types corresponding to the same glomeruli. These response profiles include peri-stimulus time histograms for each odor and glomerulus, averaged across representations of a particular odor stimulus lasting 500 ms. In addition, responses are given where they are averaged over the entire 500 ms odor stimulus. Many mathematical models express input from the ORNs as a constant current (10; 11; 12) . Here, we model input from ORNs in a more realistic way using Poisson spike trains, where driving rates for spontaneous activity and during each odor for the input from ORNs to the AL are derived from the experimental data described by Bhandawat et al., where the rates vary for different odors and different glomeruli. The Poisson process is modeled such that the firing rate is time dependent and has an absolute refractory period of 3 ms (13) . As an example, Figure 4 depicts model ORN responses during odor presentation and spontaneous activity as Poisson spike trains for the odor benzaldehyde. These model olfactory receptor neuron responses provide inputs to seven different glomeruli (DL1, DM1, DM2, DM3, DM4, VA2, and VM2). Simulations are shown for one trial, where the odor stimulus is presented from 500 ms to 1000 ms.
F. Data Analysis of Simulation Results
Spiking activity of ORN inputs and all model cells in the network can be visualized with raster plots, where spike times are indicated with a dot or short line for each cell type. Due to the large number of variables and therefore high dimensionality for model results, we also perform principal component analysis (PCA) on PN output. This allows for a lower dimensional visualization of the output of the AL network model. PCA is used for dimensionality reduction The driving spike rates are described by (1) . Simulations are shown for one trial, where the odor stimulus is presented from 500 ms to 1000 ms.
to project data on to a space with less dimensions while minimizing the mean-square error of the distance between the original vectors and their projections on to the principal components. In results shown here, we simulate the application of a single odor across 10 trials, where each simulated trial corresponds to a different set of generated ORN Poisson spike train inputs. For each trial, spike times for all PNs are determined and used to obtain the firing rates in Hz of each PN for a particular odor every 10 ms over the course of a simulation.
IV. RESULTS
In order to compare simulations with the experimental literature, we generate Poisson spike trains to represent input from olfactory receptor neurons, where ten trials are run for different odors (such as benzaldehyde, butyric acid, 1-butanol, and cyclohexanone). In this case we can examine average firing rates across trials for the model. Figure 5 depicts the averages of firing rates across ten trials for model neurons for the odor benzaldehyde. Odor stimulus is presented from 500 ms to 1000 ms. ORN activity and PN output activity compare favorably to experimental results from Bhandawat et al. (1) . Note that the inclusion of eLNs allows for spread of activity to additional glomeruli.
Additional simulations with artificially generated ORN inputs allow us to examine network dynamics more carefully under various conditions. In the raster plot shown in Figure  6 , the horizontal axis corresponds to time, and the vertical axis shows the spike times grouped for the four cell types. Within each cell type, each row corresponds to one of the seven model glomeruli. Ten ORN inputs are generated for each glomerulus so that each model cell in that glomerulus can integrate the ten inputs for a more realistic input profile. Results are for a simulated ramp-type input, where the odor increases in strength across time during the entire simulation. Simulated ORN inputs show increased activity over time for the ORNs that project to the glomerulus that favors that odor. Note increased PN firing rates in the glomerulus that responds to that odor. Increased ORN input and PN activity also recruits more iLN activity globally, suppressing activity in other glomeruli as activity increases.
We also examine network results for different values of gap junction conductance. Figure 7 summarizes these results in a PCA plot. For a very low value of the gap junction conductance (g gap = 0.001), the gap junctions have no effect on network dynamics. The PCA trajectory depicts a rapid divergence from background spontaneous activity to form a small transient during odor evoked activity, and then following the odor offset, the activity returns to the background spontaneous activity. As the conductance is increased (g gap = 0.01), the variance in the first PCA eigenvalue decreases, but the variance increases across the other eigenvalues, indicating more complexity in the spatiotemporal pattern of activity in the network. As the conductance is further increased (g gap = 0.05), the PCA trajectory exhibits larger transient activity during the odor representation and increased variability in the first component. However, the variability is greatly decreased in the other components. This result corresponds to strong synchrony Fig. 6 : The horizontal axis depicts time, and the vertical axis shows the number of spikes. Each row is one model cell where they are grouped into the four cell types. Within a cell type, the different rows correspond to the seven model glomeruli. ORN input to each glomerulus consists of ten different Poisson spike trains. As ORN input activity increases in one glomerulus, PN output activity will increase in that glomerulus. Moreover, global inhibition then serves to suppress activity in other glomeruli as activity increases. across the network due to the strengthened gap junction coupling.
Lastly, we perform network simulations for different odors under different network connectivity profiles. Figure 8 depicts the projections of the simulated responses of seven different glomeruli for an AL network with only iLNs (black curves) and for a model network with both iLNs and eLNs (red curves) for odors benzaldehyde, 1-butanol, cyclohexanone, and butyric acid. Note the different temporal patterns across different glomeruli for different odors. Across all panels in Figure 8 , we observe a rapid divergence from background spontaneous activity to form a transient during odor evoked activity, and following the odor offset the activity returns to the background spontaneous activity. Also, note the presence of longer transients in the network model with only iLNs compared to the network model when adding eLNs. These results suggest that eLNs decrease the ability of the network to discriminate among single odors. butyric acid for the first three principal components. During spontaneous activity before the odor is presented, the changes in the PCA values over time remain localized. Note that trajectories depict a rapid divergence from background spontaneous activity to form a transient during odor evoked activity, and then following the odor offset, the activity returns to the background spontaneous activity. Also, note the presence of longer transients in the network model with only iLNs compared to the network model when adding eLNs. These results suggest that eLNs may decrease the ability of the network to discriminate among single odors.
V. CONCLUSION
In this paper, as a first step in building a realistic minimal network model of the Drosophila antennal lobe, we described a network model composed of iLNs, eLNs, and PNs, with the synaptic connections among cell types motivated by experimental studies. We modeled seven glomeruli, where each glomerulus is associated with one PN, one iLN, and one eLN. In this paper, the synapse models include mechanisms of chemical synapses and gap junctions.
Many local neurons innervate most or all glomeruli (14) . Experimental studies show that there is a uniform global lateral inhibition in the Drosophila antennal lobe (15) . We examined the role of this global network of inhibitory local neurons in shaping projection neuron output in Figures 6 and 8 . Our simulation results show that inhibitory local neurons spread inhibition among all glomeruli and for all odors. Projection neuron responses are decreased relatively uniformly when lateral excitatory connections are spatially widespread and homogeneous in strength as reported in the literature (16) . We investigated the role of excitatory local neurons in our network model in shaping glomeruli output. Our simulation results show that excitatory local neurons spread excitation among glomeruli for all odors, which is what one might expect with homogeneous connection strengths. Additionally, we show that gap junctions can spread excitation across glomeruli and regulate synchrony.
In further work, we will expand the number of cells modeled so that we can include inhomogeneity in connections. These more realistic heterogeneous connections are needed to understand the complex influences among glomeruli and will allow us to include both local and global inhibition in the network model.
