Abstract. By establishing a characterization for Sobolev differentiability of random fields, we prove the weak differentiability of solutions to stochastic differential equations with local Sobolev and super-linear growth coefficients with respect to the starting point. Moreover, we also study the strong Feller property and the irreducibility of the associated diffusion semigroup.
Introduction and Main Results
Consider the following stochastic differential equation (SDE) in R d :
dX t (x) = b(t, X t (x))dt + σ(t, X t (x))dW t , X 0 (x) = x, (1.1)
where σ :
are two measurable functions, (W t ) t 0 is an m-dimensional standard Brownian motion defined on some probability space (Ω, F , P). It is a classical fact that if the coefficients are global Lipschitz continuous and linear growth in x uniformly with respect to t, then there exists a unique global strong solution to SDE (1.1) which forms a stochastic flow of homeomorphisms on R d (cf. [11] ). In the deterministic case σ ≡ 0, SDE (1.1) becomes an ordinary differential equation (ODE):
This ODE would be ill-posed when b is not Lipschitz continuous (e.g. discontinuous). However, when σ 0 is nondegenerate, the noise term will play some regularization effects, and SDE (1.1) with discontinuous b can be well-posed. This interesting phenomenon and SDEs with irregular coefficients have been studied widely in recent years. Let us briefly recall some wellknown results in this direction.
In the additive noise case (i.e., σ is the identity matrix): When b is bounded and measurable, A. J. Veretennikov [19] first proved that SDE (1.1) has a unique global strong solution X t (x). Recently, it was shown in [13] that X t (·) lies in the space ∩ p 1 L 2 Ω; W < 1, using the estimates of solutions to the associated PDE, the existence and uniqueness of a global strong solution X t (x) for SDE (1.1) were obtained by N. V. Krylov and M. Röckner in [10] . Under the same condition, E. Fedrizzi and F. Flandoli [3, 4] proved that the map x → X t (x) is α-Hölder continuous for any α ∈ (0, 1), and is also Sobolev differentiable.
In the multiplicative noise case: If the SDE is time homogeneous, supposing that σ(x), b(x) are in C 2 (R d ), and ∇σ and ∇b have some mild growth at infinity, X.-M. Li [12] studied the strong completeness for SDE (1.1) by investigating the corresponding derivative flow equation, i.e., (t, x) → X t (x) admits a bicontinuous version. More recently, this result was extended to the case of Sobolev coefficients in [2] and the Sobolev regularity of the solution with respect 1 to the initial value was also studied. The main tool in [2] is the mollifying approximation to SDE (1.1) and the key point is to prove some uniform estimates of the solution to the corresponding derivative flow equation. It is emphasized that in [12, 2] , ∇σ and ∇b are not necessarily bounded. Very recently, X. Zhang [20, 22, 24] proved under the assumptions that σ is bounded, uniformly elliptic and uniformly continuous in x locally uniformly with respect to t, and |b|, |∇σ| ∈ L q loc (R + × R d ) for q > d + 2, there exists a unique strong solution X t (x) to (1.1) up to the explosion time ζ(x) for every
} forms a stochastic flow of homeomorphisms on R d , and x → X t (x) is Sobolev differentiable (see also [16] ).
In this paper, we will establish the Sobolev regularity of strong solutions, as well as the strong Feller property and irreducibility, to SDE (1.1) with some local Sobolev coefficients. We first make the following assumptions on σ, b:
(H1) σ is locally uniformly continuous in x and locally uniformly with respect to t ∈ R + , and
and for some
where α is the same as in (1.4) below. (H2) For some α ∈ [0, 1] and for all κ > 0, there exist a constant C κ and a nonnegative function 5) and there exist α ′ ∈ (0, α), R 0 > 0 and C 2 , m 2 , C 3 > 0 such that for all t 0,
Our first main result of this paper is: 
where ∇ is the gradient in the distributional sense, and α is the same as in (1.4) . (B) For each t > 0 and bounded measurable function f on R d , 
Thus, (H1) and (H2) hold. 
Then (1.5) holds. In fact, by the mean-value formula, we have
Compared with [2] , our assumptions (H1) and (H2) are significantly weaker.
It will be shown below that SDE (1.1) with coefficients satisfying (1.4) is non-explosion and the solution has exponential integrability. To show the Sobolev regularity of the strong solution, we will establish a characterization for Sobolev differentiable property of random fields in terms of moment estimates. Thus, we will focus on the p-th moment estimates of X t (x) − X t (y). As in [20, 22] , the estimates of Krylov's type will play an important role throughout this paper. However, since we are assuming some local integrabilities and the coefficients can be exponential growth at infinity, some new probabilistic estimates will be needed.
Our second result allows the drift to be locally singular and linear growth at infinity. For this, we make the following assumptions:
(H1
′ ) σ is uniformly continuous in x and locally uniformly with respect to t ∈ R + , and for some
and for any T > 0, there is a constant
and for all |x|, |y| R 0 ,
We have We organize this paper as follows: In Section 2, we make some preparations, including a lemma to characterize the Sobolev differentiability of random fields and a result on the existence of exponential moments. In Section 3, we provide some estimates of the solution to equation (1.1) and give the proof of Theorem 1.1. Finally, the proof of Theorem 1.6 is given in Section 4 by using Zvonkin's transformation and Theorem 1.1.
Throughout this paper, we use the following convention: C with or without subscripts will denote a positive constant, whose value may change in different places, and whose dependence on the parameters can be traced from the calculations.
Preliminaries
be the classical first order Sobolev space:
Let us first extend the above characterization to the case of random fields. For p, q ∈ (1, ∞], we define
Notice that by Fubini's theorem,
and hence,
In what follows, we write B r := {x ∈ R d : |x| < r}.
, and for Lebesgue-almost all x ∈ U,
Proof. Below, we always extend a function f defined on
] be a smooth function with support in B 1 and ̺dx = 1. For n ∈ N, define a family of mollifiers ̺ n (x) as follows:
Define the mollifying approximations of f and g by
where d(x, ∂U) denotes the distance between x and the boundary ∂U. For x, y ∈ U ε and n > 2/ε, by (2.2), it is easy to see that
For all x ∈ U ε and n > 2/ε, by Fatou's lemma and (2.6), we have
Integrating both sides on U ε , we obtain
In particular, if we let r = p ∧ q and U R ε := U ε ∩ B R for R > 0, then by (2.1), we have for any
By the arbitrariness of ε and R, one sees that for almost all ω, x → f (x, ω) is weakly differentiable in U, and for almost all ω and all x ∈ U ε and n > 2/ε,
which, by (2.9) and the property of convolutions, then implies that
Now, by (2.7) and Fatou's lemma, we obtain that for Lebesgue-almost all
The proof is completed by the arbitrariness of ε and R.
We also have the following converse result.
Proof. Let f n be the mollifying approximation of f as in (2.5). By [23, Lemma 3.5], we have
Hence, for all x, y ∈ R d with |x − y| < R,
is the local maximal function. Notice that
by the property of maximal functions (cf. [17] ). By taking limits for both sides of
we obtain that for Lebesgue-almost all x, y ∈ R d with |x − y| < R,
The proof is complete.
Combining the above results, we have the following characterization for the Sobolev differentiability of random fields. 
Proof. The sufficiency follows by Lemma 2.1. Assume now f ∈ W 1,q U; L p (Ω) . Since U is a bounded C 1 -domain, there exists an extension operator T :
. Thus, (2.12) follows by (2.10).
We also need the following local Khasminskii's estimate (see [18, 
where E x denotes the expectation with respect to P x , then for all x ∈ R d ,
Proof. Set f R (x) := f (x)1 |x| R . By Taylor's expansion, we can write
For n ∈ N, noticing that
where the second equality is due to the Markov property of X t .
We recall the following Krylov estimate on the distributions of continuous semimartingales (cf. [9] or [5, Lemma 3.1]).
Lemma 2.5. Let m = m t be a continuous R d -valued local martingale, and V = V t a continuous R d -valued process with finite variation on finite time intervals. Suppose that
m(0) = V(0) = 0, d m t ≪ dt,
and set a(t) := d m t 2dt , X(t) := m(t) + V(t).
For any λ > 0, stopping time τ and nonnegative Borel function f :
15)
where 16) and N d,λ is a constant depending only on d and λ.
Proof of Theorem 1.1
Below we write
Under (H1), it has been proven in [20, 22] that SDE (1.1) admits a unique local solution. 
Lemma 3.1. Let X t (x) be the unique local solution to (1.1) with starting point x. Under (1.4), X t (x) is non-explosion. Moreover, if α > 0 in (1.4), then there exists a λ > 0 such that for all t 0 and x
Proof. We only consider the case of α > 0. For α = 0, it is similar. For R > 0, define
By Itô's formula, we have
Notice that
. By letting R → ∞, one sees that τ ∞ = ∞, i.e., no explosion, and (3.1) holds.
The following lemma is an easy consequence of Lemma 2.5 and (3.1). (H1), (1.4) and (1.6) , for any q > d + 1 and T > 0, there exist constants
Lemma 3.2. Under
Proof. Let us take
By Hölder's inequality and Lemma 2.5, we have
where A and V are defined by (2.16). By (1.6), (3.1) and Young's inequality, we have
Similarly, by (1.3) we have for some m 3 > 0,
Substituting (3.7) and (3.8) into (3.6), we obtain the desired estimate.
be a nonnegative measurable function for some q > d + 1. Let α be as in (1.4) . Suppose that for some R 0 > 0 and α ′ ∈ (0, α),
Then under (H1), (1.4) and (1.6) , for any T > 0, there are C, γ > 0 such that for all x ∈ R d ,
Proof. Set f R 0 (t, x) := f (t, x)1 |x| R 0 . By Hölder's inequality, the square of the left hand side of (3.10) is less than
For the first term denoted by I 1 (x), by (3.9), Jensen's inequality and Lemma 3.1, we have
For the second term denoted by I 2 (x), for any ε ∈ (0, 1) and γ > 1, by Young's inequality we have
Let us choose γ > 1 so that
Since (t, X t (x)) is a time-homogenous Markov process, if we choose ε being small enough so that c ε < 1, then by (2.14), we obtain that for any R R 0 ,
Combining the above calculations and by (3.5) again, we obtain the desired estimate.
The following lemma will be used in the proof of irreducibility. 
Then under (H1) and (H2), for any T > 0, there exist constants C 0 , C 1 > 0 such that for any t ∈ [0, T ] and m 1,
Proof. Letb(t, x) := −m(x − y 0 ) + b(t, x) and f be as in (3.3). As in the calculations of (3.4), we have
If |x| > |y 0 | and we choose λ > 2αC α+1 , then
Hence,
On the other hand, by Itô's formula, we have for all t ∈ [0, T ],
where C = C(T, x 0 , y 0 ) is independent of m. By Gronwall's inequality, we have
which then gives (3.12). As for (3.13), it follows by (3.11), (1.6) and (3.14).
We are now in the position to give: 15) where the last step is due to α ′ ∈ [0, α) and Lemma 3.1. Next, set Z t := X t (x) − X t (y). For any p 1, by Itô's formula we have
By Doléans-Dade's exponential formula, we have
Noticing that
is a nonnegative local martingale (hence, a super-martingale), by Hölder's inequality we have
On the other hand, in view of
by (1.7) and Lemma 3.3, we further have 17) where g(x) := 1 α>0 e (1+|x| 2 ) α + 1 α=0 (1 + |x| 2 ) γ , which, together with (3.15) and Kolmogorov's continuity criterion, yields that X t (x) admits a bicontinuous version, and for any T, R > 0 and p 1, (B) For each n ∈ N, let χ n (t, x) be a nonnegative smooth function in
and for some K n > 0,
Let X n t (x) be the solution of SDE (1.1) corresponding to b n and σ n . Then by [22, Theorem 1.1] or [24] , for any bounded measurable function f and t > 0,
Fix n > R, let us define a stopping time
By Chebyshev's inequality and (3.18), we have
By the local uniqueness of solutions to SDE (1.1) (see [22] ), it is clear that
. Let f be a bounded measurable function. For any x, y ∈ B R , we have
, which together with (3.19) and (3.20) yields the continuity of x → E( f (X t (x))).
(C) Our proof is adapted from [15] . It suffices to prove that for any T, a > 0 and
In what follows, we shall fix T, a > 0 and x 0 , y 0 ∈ R d . Let Y t (x 0 ) solve SDE (3.11) and set
By (3.12) and (3.13), we may fix N and m large enough so that
and
Since |U t∧τ N | 2 is bounded, E[Z T ] = 1 by Novikov's criteria. By Girsanov's theorem,W t := W t + V t is a Q-Brownian motion, where
Note that the solution Y t of (3.11) also solves the following SDE:
Set θ N := inf{t : |X t | N}. Then the uniqueness in distribution for (1.1) yields that the law of {(
4. Proof of Theorem 1.6
Below, we fix T > 0 and write
and for R > 0, we set χ R (x) := χ(x/R). Let R 0 be as in (H2 ′ ). Without loss of generality, we may assume R 0 large enough so that
We make the following decomposition for b:
The following result is an easy combination of [8, p. [4] for the case of σ = I). We omit the details. 
Moreover, there exists a λ > 0 and a constant
Let u(t, x) be as in the above lemma. Define (⇐) By elementary calculations, it is easy to check that
t . As above, using generalized Itô's formula again, we obtain that Φ (t, x))1 |x|<R 1 + (1 + |x| 2 ) α 1 |x| R 1 .
The desired result follows by Lemma 4.3 and Theorem 1.1.
