ABSTRACT A basic question in analyzing cDNA microarray data is normalization, the purpose of which is to remove systematic bias in the observed expression values by establishing a normalization curve across the whole dynamic range. A proper normalization procedure ensures that the normalized intensity ratios provide meaningful measures of relative expression levels. We propose a two-way semi-linear model (TW-SLM) for normalization and analysis of microarray data. This method does not make the usual assumptions underlying some of the existing methods. For example, it does not assume that: (i) the percentage of differentially expressed genes is small; or (ii) there is symmetry in the expression levels of up-and down-regulated genes, as required in the lowess normalization method. The TW-SLM also naturally incorporates uncertainty due to normalization into significance analysis of microarrays. We use a semiparametric approach based on polynomial splines in the TW-SLM to estimate the normalization curves and the normalized expression values. We study the theoretical properties of the proposed estimator in the TW-SLM, including the finite sample distributional properties of the estimated gene effects and the rate of convergence of the estimated normalization curves when the number of genes under study is large. We also conduct simulation studies to evaluate the TW-SLM method and illustrate the proposed method using a published microarray data set. KEY WORDS: differentially expressed genes; microarray; high-dimensional data; semiparametric regression; spline; analysis of variance; noise level; variance estimation.
. For example, in comparing two DNA samples using a direct comparison design (i.e., the two cDNA samples are competitively hybridized on an array), a typical approach is to first normalize the data using the lowess normalization, and then to make inference about differentially expressed genes based on the normalized data. The underlying statistical framework of such a two-step analysis in the direct comparison design can be described using two models. The first is the nonparametric regression for normalization given in (2) . The second model concerns the residual: . In the two-step approach, (2) and (3) are used as stand-alone models for each of the two steps, and the effects of the approximation The lowess normalization is usually applied using all the genes in a study. In general, if all the genes are used, the differentially expressed genes may be incorrectly "normalized," since such genes tend to pull the normalization curve towards themselves. Thus the two-step analysis approach may yield biased estimators of both 
The semiparametric regression model
Models (4) and (5) are two basic semiparametric models. There are two important considerations about parameter estimation in (4) and (5 
The two-way semi-linear model
We first describe the proposed model for the special case of a direct comparison design, in which two cDNA samples from the respective cell populations are competitively hybridized on the same array. Let 
£¥
. The TW-SLM can be considered as a combination of the two models that are implicitly used in the lowess normalization (2) and (3) . Specifically, we obtain (6) by simply substituting (3) into (2) . Combining these two models enables us to estimate normalization curves and gene effects simultaneously. This is desirable, since we typically do not know which genes are constantly expressed (i.e., with
A ¥ ¢ F
). Approximately unbiased normalization could be carried out using only constantly expressed genes if a large set of such genes can be identified, but this is rarely the reality.
We call (6) a two-way model because it also can be considered as a semiparametric generalization of the two-way ANOVA model. That is, when
£ is a constant parameter, (6) simplifies to the two-way ANOVA. The TW-SLM is an extension of but different from the SRM (4). Clearly it is also different from the semiparametric generalized additive model (5) . In particular, in models (4) and (5) , the number of finite-and infinite-dimensional parameters is fixed and is independent of the sample size, and they do not include the standard two-way ANOVA as a submodel. In contrast, in the TW-SLM, the number of finite-dimensional parameters is , which is the sample size for estimating In model (7), it is only made explicit that the normalization curve ' £ is array-dependent. It is straightforward to extend the model so that ' £ also depends on the printing-pin blocks within an array. This can be achieved by simply treating each block as an array and apply the TW-SLM at the block level. We can also adapt the TW-SLM to other designs such as multiple spotting and incorporate spiked control genes in the TW-SLM. Multiple spotting is helpful for improving the precision and for assessing the quality of an array using the coefficient of variation (Tseng et al. 2001) . Spike genes can be used for the purpose of calibration and for helping with normalization in an experiment.
TW-SLM normalization
We now define the semiparametric least squares estimator (SLSE) in the TW-SLM and describe an algorithm for computing the estimated normalization curves and gene expression values using the TW-SLM. Many nonparametric smoothing procedures can be used for this purpose. We use the method of polynomial splines (Schumaker 1981 ). This method is easy to implement, and has similar performance as other nonparametric curve estimation methods such as local polynomial regression and smoothing splines (Hastie, Tibshirani and Friedman 2001). 
Semiparametric LS estimator in TW-SLM
. In what follows, we assume
6 be the spaces of all linear combinations of the basis functions. We approximate
are coefficients to be estimated from the data. Let
We define the semiparametric least squares estimator (SLSE) of 6 ¡ @ to be the
be the spline basis functions evaluated at
. The spline basis matrix for the t h array is
. We can write be the solution. We define 
Computation Our approach for minimizing
Step 2: Given the 
Iterate between Steps 1 and 2 until the desired convergence criterion is satisfied. Because the objective function is strictly convex, the algorithm converges to the sum of residual squares. Suppose that the algorithm meets the convergence criterion at step , if there is a relatively large percentage of differentially expressed genes, the difference between this two normalization curves can be large. The magnitude of the difference also depends on the magnitude of the gene effects.
TW-SLM for significant analysis of microarray data
In addition to being a stand-alone model for normalization, the TW-SLM can also be naturally used for detection of differentially expressed genes. For the purpose of making inference about , we need to estimate the variance of
6
. Below, we first consider the structure of
, and then describe an intensity dependent variance estimator.
Structure of the semiparametric LS estimator
We give the expression of 6 and define the observed information matrix for in the presence of the normalization curves
. We write the TW-SLM (7) in vector notation as
Using (14), it can be shown that the SLSE (10) equals
In the special case of model (6) , ¢ 
We note that £ )¢ can be considered as the observed information matrix. Here and below, 
The information operator (18) is an average of tensor products, i.e. a linear mapping from 
Variance estimation and inference for
Based on (16), we have, conditional on
The variance matrix
can be estimated based on the residuals. Therefore, in principle,
can be estimated based on (19 ) can also be used to evaluate the distribution of¨¥ and the false discovery rate.
We now consider two models for
The residual variances are different for each gene but do not change across the arrays. That is, for
We estimate
One problem with this variance estimation approach is that, because the number of genes in a microarray study is usually large, there may be many small (ii) The residual variances depend smoothly on the total intensity values, and such dependence may vary from array to array. So the model is
is a smooth positive function. This model takes into account the possible array to array variations in the variances. Because of the smoothness assumption on £ , this model says that, in each array, the genes with similar expression intensity values also have similar residual variances. This is a reasonable assumption, for in many microarray data, the variability of the log-intensity ratio depends on the total intensity. In particular, it is often the case that the variability is higher in the lower range of the total intensity than that in the higher range.
We use the method proposed by Ruppert, Wand, Holst and Hössjet (1997) and Fan and Yao (1998) in estimating the variance function in a nonparametric regression model. For each
, we fit a smooth curve through the scatter plot
, where
¥ . This is equivalent to fitting the nonparametric regression model
is the residual term in this model. We use the same spline bases as in the estimation of ' £ (12) . The resulting spline estimator
where
Theoretical results
In this section, we provide theoretical results concerning the distribution of 
Distribution of 6
We now describe the distribution of 6
in (15) conditionally on all the covariates and provide an upper bound for the conditional bias of
be the information operator in (18) . Define
where (15), (18) and (24) 
In particular, for all
in (25) , and
Our next theorem provides sufficient conditions under which the bias of 6 is of smaller order than its standard error.
Theorem 2. Suppose Conditions I to IV hold. If
In particular, if given 
Therefore, the convergence rates of 
(ii) Suppose Conditions I to III hold. Then, It is clear that the aggregated SLIM (34) and the general TW-SLM (7) are closely related as they both include (6) as a special case and the applicabiity of these models are much wider than explicitly stated as arrays could be viewed as blocks and vice versa. Since the focus of FPH (2004) is the block effects in the case of aggregated SLIM and our focus is the normalization 6. An example and simulation studies 6.1. Apo A1 data We now illustrate the TW-SLM for microarray data by the Apo A1 data set of Callow, Dudoit, Gong, Speed and Rubin (2000). The purpose of this experiment is to identify differentially expressed genes in the livers of mice with very low HDL cholesterol levels compared to inbred mice. The treatment group consists of 8 mice with the apo A1 gene knocked-out and the control group consists of 8 C57BL/6 mice. For each of these mice, target cDNA is obtained from mRNA by reverse transcription and labeled using a red fluorescent dye (Cy5). The reference sample (green-fluorescent dye Cy3) used in all hybridizations was obtained by pooling cDNA from the 8 control mice. The target cDNA is hybridized to microarrays containing 5,548 cDNA probes. This data set was analyzed by Callow To compare the proposed method with the existing ones, we also analyzed the data using the lowess normalization method as in Dudoit et al. (2002) , and a lowess-like method where, instead of using local regression, splines are used in estimating the normalization curves described in (13) at the end of Section 3. We refer to this method as the spline (normalization) method below.
As examples of the normalization results, Figure 1 displays the M-A plots and printing-tip dependent normalization curves in the 16 printing-pin blocks of the array from one knock-out mouse. The solid line is the normalization curve based on the TW-SLM model, and the dashed line is the lowess normalization curve. The degrees of freedom used in the spline basis function in the TW-SLM normalization is 12, and following Dudoit et al. (2002) , the span used in the lowess normalization is 0.40. We see that, there are differences between the normalization curves based on the two methods. The lowess normalization curve attempts to fit each individual M-A scatter plot, without taking into account the gene effects. In comparison, the TW-SLM normalization curves do not follow the plot as closely as the lowess normalization. The normalization curves estimated using the spline method with exactly the same basis functions used in the TW-SLM closely resemble those estimated using the lowess method. Because they are indistinguishable by eye-ball examination, these curves are not included in the plots. p-values based on the TW-SLM method tend to be higher than those based on the lowess and spline methods, as discussed at the end of Section 2.1; (ii) the p-values based on the lowess and spline methods are comparable.
Because we use exactly the same smoothing procedure in the TW-SLM and spline methods, and because the results between the lowess and spline methods are very similar, we conclude that the differences between the TW-SLM and lowess volcano plots are mostly due to the different normalization methods and two different approaches for estimating the variances. We first examine the differences between the TW-SLM normalization values and the lowess as well as the spline normalization values. We plot the three pairwise scatter plots of estimated mean expression differences based on the TW-SLM, lowess, and spline normalization methods, see Figure 3 . In each scatter plot, the solid line is the fitted linear regression line. For the TW-SLM versus lowess comparison (left panel), the fitted regression line is
The standard error of the intercept is 0.0018, so the intercept is negligible. The standard error of the slope is 0.01. Therefore, on average, the mean expression differences based on the TW-SLM normalization method are about 10% higher than those based on the lowess normalization method. For the TW-SLM versus spline comparison (middle panel), the fitted regression line and the standard errors are virtually identical to (36) and its associated standard errors. For the spline versus lowess comparison (right panel), the fitted regression line is
The standard error of the intercept is 0.00025, and the standard of the slope is 0.0015. Therefore, the mean expression differences based on the lowess and spline normalization methods are essentially the same, as can also be seen from the scatter plot in the right panel in Figure 3 . Figure 4 shows the histograms of the standard errors obtained based on intensity-dependent smoothing defined in (22) using the residuals from the TW-SLM normalization (top panel), and the standard errors calculated for individual genes using the lowess and spline methods (middle and bottom panels). The standard errors based on the individual genes have a relatively large range of variation, but the range of standard errors based on intensity-dependent smoothing shrinks towards the middle. The SE's based on the smoothing method are more tightly centered around the median value of about 0.13. 
Simulation studies
. So the error variance is higher at lower intensity range than at higher intensity range.
(iv) The log-intensity ratios are computed as
In Cases 3 and 4, for the t h printing-pin block in an array, we use . Thus the normalization curves vary from block to block within an array and between arrays.
The number of printing-pin blocks is 16, and in each block, there are 400 spots. The number of arrays in each data set is 10. The number of replications for each simulation is 10. Based on these 10 replications, we calculate the bias, variance, and mean square error of estimated expression values relative to the generating values. In each of the four cases, we consider two levels of the percentage of differentially expressed genes: Tables 1 to 4 present the summary statistics of the MSEs for estimating the relative expression levels A ¥ in the four models described above. In Table 1 for simulation Model 1, in which the true normalization curve is the horizontal line at 0 and the expression levels of up-and down-regulated genes are symmetric, the TW-SLM normalization tends to have slightly higher MSEs than the lowess method. The spline method has higher MSEs than both the TW-SLM and lowess methods. In Table 2 , when there is no longer symmetry in the expression levels of up-and down-regulated genes, the TW-SLM method has smaller MSEs than both the lowess and spline methods. In Table  3 for simulation Model 3, there is non-linear intensity dependent dye bias, but there is symmetry between the up-and down-regulated genes. The TW-SLM has comparable but slightly smaller MSEs than the lowess method. The spline method has higher MSEs than both the TW-SLM and lowess methods. In Table 4 for simulation Model 4, there is non-linear intensity dependent dye bias, and the percentages of up-and down-regulated genes are different, the TW-SLM has considerably smaller MSEs. We have also examined biases and variances. There are only small differences in variances among the TW-SLM, lowss, and spline methods. However, the TW-SLM method generally has smaller biases.
Discussion
The TW-SLM puts normalization and significance analysis of gene expression in the framework of a high dimensional semiparametric regression model. We used the GaussSeidel algorithm to compute the semiparametric least squares estimates of the normalization curves using polynomial splines and the gene effects. For identification of differentially expressed genes, we used an intensity-dependent variance model, and applied the nonparametric regression method based on squared residuals (Ruppert et al. 1997; Fan and Yao 1998; ) to estimate the variance function. This variance model is a compromise between the constant residual variance assumption used in the ANOVA method and the approach in which the variances of all the genes are treated as being different. For the example we considered in Section 6, the proposed method yields reasonable results when compared with the published results. Our simulation studies show that the TW-SLM normalization has better performance in terms of the mean squared errors than the lowess and spline normalization methods. Thus the proposed TW-SRM for microarray data is a powerful alternative to the existing normalization and analysis methods.
We studied the distributional properties of the SLSE 6 under some appropriate conditions given in Section 5. We also studied the rates of convergence of the estimated normalization curve 6 ' £ when the number of genes goes to infinity. This is a reasonable framework for asymptotics in the TW-SLM because is usually large and ¡ small. The results we obtained provide theoretical justification for the estimation of normalization curves and inference for the gene effects under the TW-SLM. We note that the existing methods and results for semiparametric models (Bickel et al. 1993 ) do not apply directly to the TW-SLM.
If
, then the TW-SLM simplifies to the standard semiparametric regression model (Wahba 1984; Engel et al. 1986 ). However, the TW-SLM is qualitatively different from this model. For microarray data, the number of genes is always much greater than the number of arrays 
¡
is the number of (infinite-dimensional) parameters, is the sample size for ¡ . We are not aware of any other semiparametric models (Bickel et al. 1993 ) in which both ¡ and play such dual roles of sample size and number of parameters.
There are many other interesting and challenging theoretical and computational questions arising from the TW-SLM that are beyond the scope of the present paper, for example, questions involving computation and properties of robust estimation procedures in the TW-SLM, such as least absolute deviation regression, Huber's M-estimation, and other robust methods.
Appendix
We provide the proofs of Theorem 1, Proposition 1, and then Theorems 2 and 3.
Proof of Theorem 1. Since 6 is the solution of (14) and (15) 
"
Note that
. The proof of Theorem 1 is complete.
We need three lemmas for the proof of Proposition 1.
Moreover, for nonnegative-definite matrices 
Proof. The exchangeability implies that the matrix 
with the
so that by Proposition 1 (ii), Lemma 4 and 
Inserting the above two inequalities into (50), we find that uniformly in 
