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Abstract
In this article we develop a general method for derivative
pricing which is based on results obtained in [2]. This ap-
proach has its roots in Shannon’s Information Theory. The
notion of λ-analyticity of Le´vy models is introduced on the
basis of which new representations of the pricing integral
are obtained. It is shown that popular in applications Le´vy
models are λ-analytic. We apply these results to derive a
general algorithm for pricing of European call options.
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1 Introduction
Consider a frictionless market consisting of a riskless bond and stock
which is modeled by an exponential Le´vy process St = S0 exp(Xt)
under a fixed equivalent martingale measure Q with a given con-
stant riskless rate r > 0. For such market consider a contract
(European call option) which gives to its owner the right but not
the obligation to buy the underlying asset for the fixed price K at
1
the fixed expiry date T . We need to evaluate its price Fcall. In this
case the payoff function has the form F (x) = (S0e
x −K)+, where
(a)+ := max{a, 0}, K is the strike price and x = ln(St).
For a finite measure µ on R define its formal Fourier transform
F and its formal inverse F−1 as
Fµ(y) =
∫
R
e−ixydµ(x), F−1µ(x) =
1
2π
∫
R
eixydµ(y).
Remind that any Le´vy process X = {Xt}t∈R+ is uniquely de-
termined by its characteristic exponent ψ(x) which is defined as
E
[
eixXt
]
= e−tψ(x), x ∈ R, t ∈ R+. Let χ[−1,1] be the character-
istic function of [−1, 1], a ≥ 0 and b ∈ R then any characteristic
exponent ψ of any jump-diffusion process X = {Xt}t∈R+ admits
Le´vy-Khintchine’s representation
ψ(y) = −
1
2
ay2 − iby −
∫
R
(
1− eiyx + iyχ[−1,1](x)
)
Π(dx), (1)
where Π : R→ R such that∫
R
min{1, x2}Π(dx) <∞, Π ({0}) = 0. (2)
The corresponding density function pt can be written as
pt(y) =
1
2π
∫
R
eiyξE[eiξXt ]dξ = F−1 (exp(−tψ(·)) (y)
=
1
2π
∫
R
exp
(
iyξ − t
∫
R
(1− eiξx + iξxχ[−1,1](x))Π(dx)
)
dξ. (3)
See [5], [6] for more information.
2 The results
Let F (·) be a reward function then the no-arbitrage price V of the
claim with the terminal payoff F (S0e
XT ) is the expectation of the
discounted terminal payoff e−rTF (S0e
XT ) given that X0 = 0, i.e.,
V = EQ
[
e−rTF (XT )|X0 = 0
]
= e−rTEQ
[
F
(
S0e
XT
)]
= e−rT
∫
R
pQT (y)F (S0e
y) dy, (4)
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where pQT (y) is the density function generated by the chosen equiv-
alent martingale measure Q, i.e. such measure that for the dis-
counted process S˜t = e
−rtSt = e
−rtS0e
Xt and a fixed filtration
{Fl}l∈R+ the martingale condition holds,
S˜t = E
Q
[
f
(
S˜t|Fl
)]
, ∀0 ≤ l < t ≤ T,
where T > 0 is the maturity time. In particular, let F (ζ) = (ζ −
K)+ then applying (4) the price of the European call option can be
formally given by
Fcall = e
−rTK
∫ ∞
ln(K/S0)
pT (y)
(
eln(S0/K)+y − 1
)
dy. (5)
In applications it is important to construct such pricing theory
which includes customary used reward functions F , for instance
European call payoff F (S0e
x) = (S0e
x − K)+. This kind of pay-
off has an exponential grows as x → ∞. Hence the integral (5)
can be understood just in the sense of generalized functions. To
guarantee the existence of the integral (5) we need to assume that
the function e−tψ(z) admits an analytic extension onto the strip
{z|0 ≤ ℑz ≤ a, a > 1}.
For a fixed R > 0 consider two piecewise smooth curves
λ+(θ) = f(θ) + i(α+ + a+(θ)) : [−R,R]→ {z|ℑz > 0}, α+ > 0
λ−(θ) = g(θ) + (iα− + a−(θ)) : [−R,R]→ {z|ℑz < 0}, α− < 0,
where f(θ) ≤ 0 if θ ≤ 0 and f(θ) ≥ 0 if θ ≥ 0, g(θ) ≤ 0 if θ ≤ 0
and g(θ) ≥ 0 if θ ≥ 0, a+(θ) ≥ 0 is an increasing function on [0, R]
and decreasing on [−R, 0], a−(θ) ≤ 0 is an increasing function on
[−R, 0] and decreasing on [0, R]. Put
̺+ := |λ+ (R)| , ̺− := |λ− (R)| .
Assume that
lim
R→∞
̺+ =∞, lim
R→∞
̺− =∞.
Consider six contours
γ1(R) :=
{
z|z = ̺+e
iφ, φ ∈ [arg(f(R) + i(α+ + a+(R))), 0]
}
,
3
γ2(R) := [̺+, ̺−],
γ3(R) :=
{
z|z = ̺−e
iφ, φ ∈ [0, arg(g(R) + i(α− + a−(R)))]
}
,
γ4(R) :=
{
z|z = ̺+e
iφ, φ ∈ [arg(g(−R) + i(α+ + a+(−R))), π]
}
γ5(R) := [−̺+,−̺−],
γ6(R) :=
{
z|z = ̺+e
iφ, φ ∈ [π, arg(g(−R) + i(α+ + a+(−R)))]
}
.
Definition 1. We say that a Le´vy process X = {Xt}t∈R+ is
(λ−, λ+)-analytic if for any R > 0 its characteristic exponent ψ(z)
admits analytic extension into the domain ΩR ∋ 0 bounded by
λ+ (·) ∪ λ+ (·) ∪
⋃6
k=1 γk(R) and
lim
R→∞
∫
γk(R)
eiyz−τψ(z)dz = 0, 1 ≤ k ≤ 6, τ > 0.
Next statement gives a useful representation of the density func-
tion pτ (y) given by (3).
Theorem 2. Let X = {Xt}t∈R+ be a (λ−, λ+)-analytic process
then
pτ (y) =
1
2π(eα+y + eα−y)
∫
R
(
eiy(f(θ)+ia+(θ))N(θ) + eiy(g(θ)+ia−(θ))M(θ)
)
dθ,
where
N(θ) := e−τψ(f(θ)+iα++ia+(θ))(f˙(θ) + ia˙+(θ))
and
M(θ) := e−τψ(g(θ)+iα−+ia−(θ))(g˙(θ) + ia˙−(θ)).
Proof. Let γ7(R) := {z|z = λ+(θ), θ ∈ [−R,R]}. Since the pro-
cess X = {Xt}t∈R is (λ−, λ+)-analytic then using Cauchy’s theorem
we get ∮
γ1∪[̺+,−̺+]∪γ6∪γ7
eiyz−τψ(z)dz = 0.
Applying (λ−, λ+)-analyticity and letting R→∞ we get
pτ (y) =
1
2π
∫
R
eiyξ−τψ(ξ)dξ =
1
2π
lim
R→∞
∫
[−R,R]
eiyξ−τψ(ξ)dξ
=
e−α+y
2π
∫
R
eiyf(θ)−ya+(θ)−τψ(f(θ)+iα++ia+(θ))(f˙(θ) + ia˙+(θ))dθ.
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Similarly,
pτ (y) =
e−α−y
2π
∫
R
eiyf(θ)−ya−(θ)−τψ(g(θ)+iα−+ia−(θ))(g˙(θ) + ia˙−(θ))dθ.
Hence
pτ (y) =
1
2π(eα+y + eα−y)
×
∫
R
(eiy(f(θ)+ia+(θ))e−τψ(f(θ)+iα++ia+(θ))(f˙(θ) + ia˙+(θ))
+eiy(g(θ)+ia−(θ))e−τψ(g(θ)+iα−+ia−(θ))(g˙(θ) + ia˙−(θ))dθ.
Corollary 3. Let X = {Xt}t∈R+ be a (0, λ+)-analytic process,
λ+(θ) = f(θ) + i(α+ + a+(θ)) then
pτ (y) =
e−α+y
2π
∫
R
eiyf(θ)−ya+(θ)−τψ(f(θ)+iα++ia+(θ))(f˙(θ) + ia˙+(θ))dθ.
We shall use Wiener spacesWσ(R) ⊂ L2(R), i.e. entire functions
of exponential type σ > 0 whose Fourier transform has support
on [−σ, σ]. An important property of Wiener spaces is given by
the following generalization of the Whittaker-Kotel’nikov-Shannon
formula [2].
Theorem 4. Let λσ ∈ L2(R) and λσ(y) = 1 if y ∈ [−σ, σ],
λσ(y) = 0 if y ∈ R \ [−2σ, 2σ] and
Jm,λσ(x) =
1
2σ
(Fλσ)
(
−x+
πm
σ
)
.
Then
f(x) =
∑
m∈Z
f
(πm
σ
)
Jm,λσ(x)
for any f ∈ Wσ(R).
Applying Theorems 2 and 4 we get the following result.
Theorem 5. Let X = {Xt}t∈R+ be a (λ−, λ+)-analytic pro-
cess. Then the approximant p∗τ (y) for the density function pτ (y) is
given by
p∗τ (y) =
χ[−σ,σ](y)
2(eα+y + eα−y)
∑
k∈Z
(
eiy(f(θ)−θ)−ya+(πk/σ)N
(
πk
σ
)
5
+eiy(g(θ)−θ)−ya−(πk/σ)M
(
πk
σ
))
eiπky/σ.
Proof. Observe that
eiyf(θ)−ya+(θ)N(θ) = eiyθeiy(f(θ)−θ)−ya+(θ)N(θ)
and
eiyg(θ)−ya−(θ)M(θ) = eiyθeiy(f(θ)−θ)−ya−(θ)M(θ).
Let
N∗(θ) := eiy(f(θ)−θ)−ya+(θ)N(θ)
and
M∗(θ) := eiy(g(θ)−θ)−ya−(θ)M(θ).
Then
pτ (y) =
1
2π(eα+y + eα−y)
∫
R
eiyθ (N∗(θ) +M∗(θ)) dθ.
Applying Theorem 4 for a fixed σ > 0 we get
p∗τ (y) =
1
2σ(eα+y + eα−y)
∑
k∈Z
(
N∗
(
πk
σ
)
+M∗
(
πk
σ
))
×
1
2π
∫
R
eiyθJk,λσ(θ)dθ.
Put λσ(θ) = χ[−σ,σ](θ). Since Jk,χ[−σ,σ] ∈ L2(R), ∀k ∈ Z then from
the Plancherel’s Theorem we obtain
1
2π
∫
R
eiyθJk,χ[−σ,σ](θ)dθ = F
−1 ◦
(
Fχ[−σ,σ]
)(
−x+
πk
σ
)
(θ)
= χ[−σ,σ](y)e
iπky/σ.
From Theorem 5 and Corollary 3 we get
Corollary 6. Let X = {Xt}t∈R+ be a (0, λ+)-analytic process
and f(θ) = θ then
p∗τ (y) =
e−α+yχ[−σ,σ](y)
2σ
∑
k∈Z
e−ya+(πk/σ)N
(
πk
σ
)
eiπky/σ.
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In particular, if λ+(θ) = θ + iα+, θ ∈ R then
p∗τ (y) =
e−α+yχ[−σ,σ](y)
2σ
∑
k∈Z
eiπky/σ−τψ(θ+iα+).
We shall consider here various applications of our general re-
sults. A Le´vy process is called a KoBoL process of order 0 < ν < 2
if it is a purely discontinuous (i.e. a = b = 0 in (1)) with the Le´vy
measure of the form c+Π
+(dx) + c−Π
−(dx), where
Π+(dx) = (max{x, 0})−ν−1 e−λ+xdx,
Π−(dx) = (−min{x, 0})−ν−1 e−λ−xdx,
c+, c− > 0 and λ− < 0 < λ+. It is easy to check that the condition
(2) is satisfied. Using integration by parts in (1) it is possible to
show that the corresponding characteristic exponent ψ∗(ξ) has the
form (see [1])
ψ∗(ξ) = −iµξ + c+Γ(−ν)((−λ−)
ν − (−λ− − iξ)
ν)
+c−Γ(−ν)(λ
ν
+ − (λ+ + iξ)
ν),
where ν ∈ (0, 2) \ {1} and µ ∈ R.
Theorem 7. Any KoBoL exponent ψ∗ with parameters µ ≥ 0,
c+ = c− = c > 0 and ν ∈ (0, 1/2] is (0, λ+)-analytic Le´vy process,
where λ+(z) ∈ {z|ℑz > 0, z /∈ [iλ+, i∞)}.
Proof. Clearly, ψ∗(ξ) is analytic in the domain C \ {[iλ+, i∞)∪
[iλ−,−i∞)}. Hence it is sufficient to show that limR→∞ I+(R, y, τ) =
0 and limR→∞ I−(R, y, τ) = 0 for any y ≥ 0 (see (5)) and τ > 0,
where
I+(R) = I+(R, y, τ) :=
∣∣∣∣∣
∫
ξ∈Γ+
R
eiyξe−τψ(ξ)dξ
∣∣∣∣∣ , (6)
I−(R) = I−(R, y, τ) :=
∣∣∣∣∣
∫
ξ∈Γ−
R
eiyξe−τψ(ξ)dξ
∣∣∣∣∣ , (7)
Γ+R = {ξ| ξ = ̺+e
iφ}, φ ∈ [0, arg(f(R) + ia+(R)))
and
Γ−R = {ξ| ξ = ̺−e
iφ}, φ ∈ [π, arg(f(−R) + ia+(−R))).
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We get estimates for the integral (6) first. Let ξ = ̺eiφ then
(−λ−)
ν − (λ− − iξ)
ν ∼ −̺νei(−π/2+φ)ν
and
λν+ − (λ+ + iξ)
ν ∼ −̺νei(π/2+φ)ν
as ̺→∞. Since c+ = c− = c > 0 then
cΓ(−ν) ((−λ−)
ν − (λ− − iξ)
ν) + cΓ(−ν)
(
λν+ − (λ+ + iξ)
ν
)
∼ −cΓ(−ν)ρνeiφν
(
e−iπν/2 + eiπν/2
)
= −2cΓ(−ν)ρνeiφν cos
(πν
2
)
Hence
ℜψ∗(ξ) ∼ ̺µ sinφ+ ̺
ν2c
(
−Γ(−ν) cos
(πν
2
))
cos(φν). (8)
Applying (8) we get
I+(R) =
∣∣∣∣∫
φ∈[0,arg(f(R)+ia+(R)))
eiy̺e
iφ−τψ
∗
(̺eiφ)̺(− sinφ+ i cosφ)dφ
∣∣∣∣
≤ ̺
∣∣∣∣∫
φ∈[0,arg(f(R)+ia+(R)))
eℜ(iy̺e
iφ−τψ
∗
(̺eiφ))
∣∣∣∣
≤ C̺
∫ arg(f(R)+ia+(R))
0
χ(y, ̺, ν, φ)dφ, (9)
where C is a positive constant and
χ(y, ̺, ν, φ)
:= exp
(
−y̺ sinφ− τ̺µ sinφ− ̺ν2c
(
−Γ(−ν) cos
(πν
2
))
cos(φν)
)
Since [0, arg(R + ia+(R))) ⊂ [0, π/2) and y ≥ 0 then
χ(y, ̺, ν, φ) ≤ exp
(
−2cτ̺ν
(
−Γ(−ν) cos
(πν
2
))
cos(φν)
)
(10)
and −Γ(−ν) cos(πν/2) > 0, ν ∈ (0, 2). Consequently, from (9) and
(10) we get
I+(R) ≤ C̺
∫ arg(f(R)+ia+(R))
0
e2cτ̺
νΓ(−ν) cos(πν/2)(1−2φν/π)dφ
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≤ C̺e2ctau̺
νΓ(−ν) cos(πν/2)
∫ π/2
0
e2cτ̺
νΓ(−ν) cos(πν/2)(−2φν/π)dφ
≤
C̺1−ν
2cτΓ(−ν) cos(πν/2)
e2cτ̺
νΓ(−ν) cos(πν/2)(1−ν),
where we used the fact that cos(φν) ≥ 1 − 2φν/π. From the last
line it is easy to see that limR→∞ I+(R) = 0 if ν ∈ (0, 1). Let us
get an upper bound for the integral (7). Assume that ν ∈ (0, 1/2]
then −Γ(−ν) cos(πν/2) cos(φν) > 0 for any φ ∈ [π/2, π]. Hence
χ(y, ̺, ν, φ) ≤ exp (−τ̺µ sinφ) and
I−(R) ≤
∫
φ∈[π/2,π]
e−τ̺µ sinφdφ
≤
∫
φ∈[π/2,π]
e−τ̺
νµ(−2φ/π+2)dφ <
π
2τ̺µ
.
Consequently limR→∞ I−(R) = 0.
Applying Theorem 7, Corollary 6 and (5) we get the following
form of the approximant F ∗call for Fcall,
F ∗call = e
−rTK
∫ ∞
ln(K/S0)
(
eln(S0/K)+y − 1
)
p∗T (y)dy
= e−rTK
∫ ∞
ln(K/S0)
(
eln(S0/K)+y − 1
) e−α+yχ[−σ,σ] (y)
2σ
×
(∑
k∈Z
e−Tψ(f(πk/σ)+iα++ia+(πk/σ))
(
f˙ (πk/σ) + ia+ (πk/σ)
)
eiy(f(πk/σ)−πk/σ)−ya+(πk/σ)+iπky/σ
)
dy := I1 + I2,
where
I1 :=
e−rTS0
2σ
∑
k∈Z
e−Tψ(f(πk/σ)+iα++ia+(πk/σ))
(
f˙ (πk/σ) + ia˙+ (πk/σ)
)
1− α+ − a+ (πk/σ) + if (πk/σ)
×
(
eσ(1−α+−a+(πk/σ)+if(πk/σ)) −
(
K
S0
)1−α+−a+(πk/σ)+if(πk/σ))
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I2 := −
e−rTK
2σ
∑
k∈Z
e−Tψ(f(πk/σ)+iα++ia+(πk/σ))
(
f˙ (πk/σ) + ia˙+ (πk/σ)
)
−α+ − a+ (πk/σ) + if (πk/σ)
×
(
eσ(−α+−a+(πk/σ)+if(πk/σ)) −
(
K
S0
)1−α+−a+(πk/σ)+if(πk/σ))
.
Example 8. Remind that λ+(θ) = f(θ) + iα+ + ia+(θ). Let
f(θ) = θ, a+(θ) ≡ 0, then λ+ (θ) = θ + iα+.
In this case f˙(θ) + ia˙+(θ) = 1,
I1 =
e−rTS0
2σ
∑
k∈Z
e−Tψ(πk/σ+iα+)
(
(−1)k e(1−α+)σ − (K/S0)
1−α++iπk/σ
)
1− α+ + iπk/σ
,
I2 = −
e−rTS0
2σ
∑
k∈Z
e−Tψ(πk/σ+iα+)
(
(−1)k e(1−α+)σ − (K/S0)
−α++iπk/σ
)
−α+ + iπk/σ
and F ∗call = I1 + I2.
Example 9. Let f(θ) = θ, a+(θ) = θ
2 then λ+ = θ+iα++iθ
2.
In this case λ˙+(θ) = 1 + 2iθ and the contour of integration is a
parabola.
It is easy to check that F ∗call = I1 + I2, where
I1 =
e−rTS0
2σ
∑
k∈Z
e−Tψ(πk/σ+iα++i(πk/σ)
2) (1 + 2iπk/σ)
1− α+ − (πk/σ)
2 + iπk/σ
×
(
(−1)k e(1−α+)σ−π
2k2/σ − (K/S0)
1−α+−π2k2/σ2+iπk/σ
)
,
I2 = −
e−rTK
2σ
∑
k∈Z
e−Tψ(πk/σ+iα++i(πk/σ)
2) (1 + 2iπk/σ)
−α+ − (πk/σ)
2 + iπk/σ
.
(
(−1)k e−α+σ−π
2k2/σ − (K/S0)
−α+−π2k2/σ2+iπk/σ
)
.
Example 10. Let f(θ) = θ, a+(θ) = cosh(θ
2), then λ (θ) =
θ + α+ + cosh(θ
2), λ˙+(θ) = 1 + 2iθ sinh(θ
2).
I1 =
e−rTS0
2σ
∑
k∈Z
e−Tψ(πk/σ+iα++i cosh((πk/σ)
2)) (1 + (2iπk/σ) sinh ((πk/σ)2))
1− α+ − cosh
(
(πk/σ)2
)
+ iπk/σ
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×
(
(−1)k e(1−α+)σ−σ cosh((πk/σ)
2) − (K/S0)
1−α+−cosh((πk/σ)2)+iπk/σ
)
,
I2 = −
e−rTK
2σ
∑
k∈Z
e−Tψ(πk/σ+iα++i cosh((πk/σ)
2)) (1 + (2iπk/σ) sinh ((πk/σ)2))
−α+ − cosh
(
(πk/σ)2
)
+ iπk/σ
.
(
(−1)k e−α+σ−σ cosh((πk/σ)
2) − (K/S0)
−α+−cosh((πk/σ)2)+iπk/σ
)
.
3 Numerical Examples
In this section we consider several numerical examples. Consider
KoBoL exponent
ψ (ξ) = −iµξ+Γ (−ν)
[
c+ ((−λ−)
ν − (−λ− − iξ)
ν) + c−
(
λν+ − (λ+ + iξ)
ν)] ,
where ξ = x + iy ∈ C and ν ∈ (0, 2) \ {1} . Observe that ψ (ξ) is
analytic in
Ω := {z |z ∈ C\ {[iλ+,∞) ∪ [iλ−,−∞)}} .
Let us fix European call option parameters. Put r = 0.1, T =
0.5, S0 = 100. Assume that KoBoL parameters are ν = 0.5, c+ =
c− = 1, λ+ = 5, λ− = −5 [3]. To satisfy equivalent martingale
measure condition we put µ = 0.019721 [4]. In this case we have
ψ (ξ) = −i0.019721 (x+ iy)
+Γ (−0.5)
(
2× 50.5 − (5− i (x+ iy))0.5 − (5 + i (x+ iy))0.5
)
and ψ (ξ) is analytic in the strip |Re ξ| ≤ 5. Numerical examples
suggest that a+ = 1+(λ+ + 1) /3. In our case λ+ = 5, hence a+ = 3.
Observe that
M := max
∣∣∣Re(e−0.5(−i0.019721(i5)+Γ(−0.5)(2×50.5−(5−i(i5))0.5−(5+i(i5))0.5)))∣∣∣
= 9. 702 279 703.
Let A∞,δUM be the set of functions f (z) which are analytic in the
strip Im z < δ and such that max {|Re f (z)| |Im z ≤ δ} ≤ M. For
any f ∈ A∞,δUM we have the following inequality
Aσ (f) ≤
4M
π
∞∑
k=0
(−1)k
(2k + 1) cosh ((2k + 1)σδ)
<
4M
π
e−δσ,
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where
Aσ (f) := inf {‖f − g‖∞ |g ∈ Wσ }
is the best approximation of f by the subspace Wσ (see [7] ). In
our case δ = λ+ − a+ = 5 − 3 = 2. Fix the error of approximation
ε > 0. Then
Aσ
(
e−Tψ(x+a+i)
)
<
4M
π
e−δσ = ε,
or solving for σ we get
σ = δ−1 ln
(
4M
πε
)
.
Recall that σ determines density of interpolation points in Whittaker-
Kotel’nikov-Shannon formula. It means that the step parameter h
is
h =
π
σ
.
ε Wiener space parameter σ = δ−1 ln
(
4M
πε
)
h = π
σ
E − 3 4. 710 840 317 0.666 885 829 7
E − 4 5. 862 132 863 0.535 912 905 3
E − 5 7. 013 425 410 0.447 939 839 7
E − 6 8. 164 717 956 0.384 776 629 2
E − 7 9. 316 010 503 0.337 225 108 6
E − 8 10. 467 303 05 0.300 133 915 9
E − 9 11. 618 595 60 0.270 393 493 5
E − 10 12. 769 888 14 0.246 015 675 2
ψ (ξ) = −i0.019721 (x+ iy)
+Γ (−0.5)
(
2× 50.5 − (5− i (x+ iy))0.5 − (5 + i (x+ iy))0.5
)
We approximate the density function
pT (x) =
1
2π
e−a+x
∫
R
eixye−Tψ(y+a+i)dy
by
p∗T (x) =
1
2π
e−a+x
∫
R
eixyg (y) dy,
12
where g (y) ∈ Wσ interpolates the function
f (y) :=
{
e−Tψ(y+a+i), y ∈ [−A,A] ,
0, y ∈ R\ [−A,A] ,
at the points xk = kπ/σ, k ∈ Z and A > 0 is fixed. Clearly,
|pT (x)− p
∗
T (x)| =
1
2π
∣∣∣∣∫
R
eixy
(
e−Tψ(y) − g (y)
)
dy
∣∣∣∣
≤
1
2π
∫
[−A,A]
∣∣e−Tψ(y) − g (y)∣∣ dy + 1
2π
∣∣∣∣∫
R\[−A,A]
e−Tψ(y)dy
∣∣∣∣ .
Since
∣∣e−Tψ(y) − g (y)∣∣ ≤ ε for any y ∈ R then for the first integral
we get
1
2π
∫
[−A,A]
∣∣e−Tψ(y) − g (y)∣∣ dy ≤ Aε
π
.
To estimate the second integral we assume as before ν = 0.5, c+ =
c− = 1, λ+ = 5, λ− = −5 and T = 0.5. Calculations show the
following result.
Truncation parameter A ε∗ := 1
2π
∣∣∣∫
R\[−A,A]
e−Tψ(y)dy
∣∣∣
10 6. 626 537 364× 10−2
20 5. 781 601 106× 10−3
30 7. 180 593 247× 10−4
40 1. 138 385 230× 10−4
50 2. 153 105 090× 10−5
60 4. 657 594 108× 10−6
70 1. 120 585 522× 10−6
80 2. 940 645 917× 10−7
90 8. 298 093 791× 10−8
100 2. 491 098 701× 10−8
110 7. 889 750 755× 10−9
120 2. 618 921 335× 10−9
130 9. 062 377 049× 10−10
The total error of approximation of density function is
ǫ :=
Aε
π
+ ε∗
13
Let, in particular, ε = 10−7 (σ = 9. 316 010 503) . Then selecting
A = 50 we get ε∗ = 2. 153 105 090×10−5 and ǫ = 50×10−7π−1+2.
153 105 090×10−5 = 2. 312 260 033×10−5. We should take N terms
in our approximant, where πN/σ = A, or N = Aσ/π. In our case
N = 50× 9. 316 010 503/π = 149.
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