We introduce a new subclass corresponding to the class of k−uniformly convex and starlike functions associated with HurwitzLerch zeta functions and determine many properties like the coefficient estimates, extreme points, closure theorem, distortion bounds, radii of starlikeness and convexity. Furthermore, we obtain an integral transform results, neighborhood results, integral means inequalities and subordination results.
Introduction
Let A denote the class of functions of the form |a n |z n , z ∈ U introduced and studied by Silverman [23] . A function f (z) ∈ T is starlike of order γ (0 ≤ γ < 1) denoted by T * (γ), if
and it is convex of order γ (0 ≤ γ < 1) denoted by C(γ), if
The study of operators plays an important role in the geometric function theory and its related fields.Many differential and integral operators can be written in terms of convolution of certain analytic functions. It is observed that this formalism brings an ease in further mathematical exploration and also helps to understand the geometric properties of such operators better.
For functions f ∈ A given by (1.1) and g ∈ A given by g(z)
we define the Hadamard product (or convolution ) of f and g by
In the following we recall a general Hurwitz-Lerch zeta function Φ(z, s, a) defined in [27] , 
.}).
Several interesting properties and characteristics of the Hurwitz-Lerch zeta function Φ(z, s, a) can be found in the recent investigations by Choi and Srivastava [3, 28] , Garg et al. [6] , Lin and Srivastava [10] (see also [11, 20] ).
In 2007, Srivastava and Attiya [26] introduced and investigated the linear operator: 
, where, for convenience,
It is easy to observe from (1.5) and (1.6) that, for f ∈ A, we have
Motivated essentially by the Srivastava-Attiya [26] , Murugusundramoorthy [16, 17, 18, 19] introduced the generalized integral operator 2. For µ = 1 and b = 0
3. For µ = 1 and
Here Lf (z) and B ν f (z) are the integral operators introduced by Alexandor [1] and Bernardi [2] , respectively, and I σ f is the Jung-Kim-Srivastava integral operator [12] closely related to some multiplier transformation studied by Fleet [5] . Analogously to the class studied by Rønning [21] and Kannas et al., [8] , making use of the operator J m,τ µ,b , we introduce a new subclass of analytic functions with negative coefficients and discuss some interesting properties of this generalized function class.
For
be the subclass of T consisting of functions of the form (1.2) and satisfying the analytic criterion 
Note that the operator B 1 was studied earlier by Libera [13] and Livingston [15] . 
be the subclass of T consisting of functions of the form (1.2) and satisfying the analytic criterion
) σ a n z n . 
Indeed it follows from (1.17) and (1.18) that
From Example 1.6, assuming the values of µ and b we can define the subclasses as stated in Examples 1.2 to 1.5.
The main object of this paper is to determine the coefficient estimates, distortion bounds, extreme points, closure theorems. Furthermore, we obtained integral transform results, neighborhood results, integral means inequalities and a subordination theorem for functions in the above mentioned class.
Characteristic properties of the class
We recall the following lemmas, in order to prove our main results.
Lemma 2.1. If γ is a real number and w is a complex number , then
ℜ(w) ≥ γ ⇔ |w + (1 − γ)| − |w − (1 + γ)| ≥ 0.
Lemma 2.2. If w is a complex number and γ, k are real numbers, then
Proof. Let a function f of the form (1.2) and such that f ∈ T satisfy the condition (2.1). We will show that (1.14) is satisfied and so 
Since ℜ (−e iθ ) ≥ −e i0 = −1, the above inequality reduces to
Letting r → 1 − and by the mean value theorem we get desired inequality (2.1). Conversely, let (2.1) hold we will show that (1.14) is satisfied and so
where
Hence,we have
and it is easy to show that R − L > 0, by the given condition (2.1). This completes the proof.
In view of the Examples 1.1 and 1.6 in Section 1 and Theorem 2.3 we have the following theorems for the classes defined in these examples.
Theorem 2.4. A function f of the form (1.2) is in GS
Similarly, by choosing values of µ, τ, b and k one can easily state the necessary and sufficient conditions for functions in the classes defined in Examples 1.1 to 1.6 and Example 1.7.
and C m n (b, µ) is given by (1.9) . Equality holds for the function
For the sake of brevity we let
unless otherwise stated.
Distortion bounds, extreme points and closure theorem
By a routine procedure one can prove the distortion property and extreme points for function f ∈ G m,τ µ,b (λ, γ, k) so we state the results without proof. (λ, γ, k) . Then we have
r, |z| = r.
Equalities are sharp for the function f
is given by (2.6).
Theorem 3.2. The extreme points of
, for ω n ≥ 0, and
Let the functions f j (z) (j = 1, 2) be defined by 
. m) defined by (3.4) be in the classes
G m,τ µ,b (λ, γ j , k) (j = 1, 2, .
. . m) respectively. Then the function h(z) defined by
So the proof is complete.
Integral Transform of the class
In this section we prove that the class G
For f ∈ A we define the integral transform
where ν is a real valued, non-negative weight function normalized so that 
which gives the Komatu operator. For more details, see [9] . First we show that the class G
Proof. By definition, we have
A simple calculation gives
We need to prove that
On the other hand by Theorem 2.
where Ψ(λ, γ, k, n) is defined in (2.5). Hence c+1 c+n < 1. Therefore (4.1) holds and the proof is complete.
The above theorem yields the following two special cases.
Theorem 4.2. If f (z) is starlike of order γ then
Proof. It is sufficient to prove
For the left hand side of (4.2), we have
The last expression is less than 1 − ξ since
Therefore the proof is complete.
Using the fact that f (z) is convex if and only if zf ′ (z) is starlike, we obtain the following.
where Ψ(λ, γ, k, n) is defined in (2.5).
Neighbourhood Results
In this section we discuss neighbourhood results of the class G m,τ µ,b (λ, γ, k). Following [7, 22] , we define the δ− neighbourhood of function f ∈ T by
Particulary for the identity function e(z) = z, we have
.
On the other hand, from (2.1) and (5.4) that 
Proof. Suppose that f ∈ N δ (h). Then we find from (5.1) that
which implies the coefficient inequality 
Integral Means
In [23] , Silverman found that the function f 2 (z) = z − z 2 2 is often extremal over the family T . He applied this function to resolve his integral means inequality, conjectured in [24] and settled in [25] , that
for all f ∈ T , η > 0 and 0 < r < 1. In [25] , he also proved his conjecture for the subclasses T * (γ), the class of starlike functions, and C(γ), the class of convex functions with negative coefficients.
We recall the following definition and lemma to prove our result on integral means inequality. Definition 6.1. (Subordination Principle) [14] . For analytic functions g and h with g(0) = h(0), g is said to be subordinate to h, denoted by g ≺ h, if there exists an analytic function w such that w(0) = 0, |w(z)| < 1 and g(z) = h(w(z)), for all z ∈ U. Lemma 6.2. [14] . If the functions f and g are analytic in U with g ≺ f, then for η > 0, and 0 < r < 1, 
is a subordinating factor sequence if and only if
and g be any function in the usual class of convex functions C. Then we have
where 0 ≤ γ < 1; k ≥ 0 and 0 ≤ λ ≤ 1, and
The constant factor
3) cannot be replaced by a larger number.
Thus, by Definition 7.1, the subordination result holds true if
is a subordinating factor sequence, with a 1 = 1. In view of Lemma 7.2, this is equivalent to the following inequality where we have also made use of the assertion (2.1) of Theorem 2.3. This evidently proves the inequality (7.6) and hence also the subordination result (7.3) asserted by Theorem 2.3. The inequality (7.4) follows from (7.3) by taking
Next we consider the function 
This shows that the constant Ψ(λ,γ,k,2)
2[1−γ+Ψ(λ,γ,k,2)] cannot be replaced by any larger one.
Concluding Remarks. In fact, suitably specializing the values of λ, γ and k the results presented in this paper would find further applications for the class of univalent starlike functions with negative coefficients stated in Examples 1.1 to 1.7 in Section 1.
