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Chapter 1
Introduction
In this thesis we deal with the problem of creating automatically assessed
mathematics exercises at the university level by using computer aided as-
sessment (CAA) systems, which can generate and assess exercises. These
CAA systems almost always include a computer algebra system (CAS), like
Mathematica or Maxima, which execute all computations. Our main goal is
to research possibilities and restrictions of these CAA systems, when we use
them to write randomized exercises at university level.
By randomization we mean that the parameters of an exercise are chosen
at random so that, with a high probability, every student gets a different
instance of the exercise. Only the general idea of the solution process will
remain stable through different instances of the exercise.
The key questions motivating our research are the following:
1. What kind of exercises can we write?
2. Is it possible to write sufficiently many instances of the exercise such
that they can be solved by using a same method?
3. Can the instances be equally difficult to solve?
4. What benefits do we get from using such system compared to tradi-
tional exercises?
We will research these key questions by using a particular CAA system.
Several CAA systems, such as STACK [31, 35], AIM [30] and Maple T.A. [20],
have been developed to generate exercises mainly at the high school level.
Also many suitable exercises have already been developed at that level [30].
A tool for generating, checking, and grading exercises, specific at university
level, have not existed until recently. Matti Harjula marked up a suitable
system by further developing STACK in his master’s thesis [12].
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Harjula examined the usage of a CAA system and then considered the
features such a system should have and how some of them can be imple-
mented. His thesis also includes statistics from a test course using this mod-
ified STACK, which we call modSTACK in this thesis. We will concentrate
to use this modSTACK, because we have already compared different sys-
tems [27, 29], and these STACK and modified STACK were our choice. We
will outline the usage of STACK and modSTACK in Chapter 2.
Let us consider our key question number one. Juhana Yrjo¨la¨ has devel-
oped some exercises mainly from the linear algebra and ordinary differential
equations [38]. The main question in this thesis is how to develop exercises
at university level using modSTACK such that the exercises are randomized,
innovative, and go beyond linear algebra and ordinary differential equations.
The key questions number two and three deal with the number of different
instances. It is almost always possible to write in principle infinite number of
different instances of the exercise. Seldom they can also be equally difficult,
but very often they cannot. It is very important to recognize, to which case
each exercise belongs. In this thesis we will show examples about both cases.
In the first case we do not need to include all possible equally difficult
instances of an exercise to modSTACK. Our upper bound for number of
different instances was selected to be about 900000, because then each of 300
students gets a different instance with a higher probability than 0.95, if every
instance is equally probable. 300 is a typical number of students in our test
courses, and five per cent is a typical risk level. In real life it is not possible
to achieve the uniform distribution, but it is a good approximation.
The last case highlights a somehow better way to randomize exercises.
By this new way we need only as many instances, as there are students in a
course. In that case the CAA system works such that every time, when the
system is opened, a new unused instance is selected, too. ModSTACK is not
able to operate in this way yet.
The difficulty level between different instances of the exercise is trouble-
some to measure. We have only used intuition to measure it in this thesis.
However, this step is important, although it would be difficult, too.
In Chapter 3 we will present the writing process of a randomized exercise.
In general, the writing process includes four steps: the writing of an exercise,
the search for a correct answer, the construction of a grading tool, and the
construction of a worked solution. Sometimes we can combine some of these
steps, and in general anyone of these steps can be extremely difficult. We
do not include the fourth step in this thesis in greater detail, because our
main research topic was the writing of the university level exercises. If we
want to produce functional exercises, we do not need the worked solutions
necessarily. Moreover, Tri Quach researches the possibilities to write worked
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solutions in his technical report [26].
In the remaining chapters we will consider all of our key questions by
presenting and considering the material we have written. For this thesis we
wrote about 80 exercises, some of which will be presented in these chapters.
Three different topics of university level mathematics were chosen for this
thesis. The topics of mathematics were chosen to answer the need of the three
selected basic courses in engineering mathematics in Helsinki University of
Technology. The three courses together are called C courses. They includes
courses C1, C2, and C3. We will introduce these courses in Chapter 4.
The selected three topics of mathematics are calculus, graph theory, and
mathematical proofs.
Chapter 5 introduces the abilities of modSTACK. This introduction has
been written by using calculus exercises, and thus it includes our first topic.
However, this chapter does not present any theorem or proof about the topic.
We take them all for granted. If the reader is not familiar with the results of
calculus, we recommend to check them from any book about the topic, for
example from Robert A. Adams’s Calculus, A Complete Course [1].
Chapter 5 shows advantages and disadvantages of the automatically as-
sessed exercises. We have chosen five example exercises from this calculus
topic, which will show the advantages and disadvantages of modSTACK. We
have also chosen one example, which we cannot implement to modSTACK
yet.
Our second topic begins in Chapter 6, and it considers graph theory, and
basic graph algorithms. We will define all results in this chapter, we do not
take anything for granted. In general, it is not difficult to solve the graph
problems, which are presented in this chapter. Instead, it is very difficult
to write different but still appropriate instances of the exercise from the
topic. For example, it is not difficult to solve the shortest minimum path
problem for the given graph by using Dijkstra’s algorithm. The generation
and drawing of the connected, planar, and always same-sized graph to this
problem is quite another story. We study a couple of methods to generate
above mentioned graphs and introduce them in this chapter. Moreover, we
will briefly present the Graphviz program, which draws our graphs, and its
connection to modSTACK.
The third topic is the automatically assessed mathematical proofs. It is
presented in Chapter 7. This chapter is a very short introduction, because
it mostly includes the introduction of the Principle of Induction and one
example exercise from this principle. Maybe this topic is the most interesting
topic in this thesis, but it is also very difficult topic, and needs a lot of further
research.
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Chapter 2
ModSTACK
The CAA system chosen for experimental usage at Helsinki University of
Technology is STACK, which is free open source software. The CAS system
behind STACK is Maxima, which is free open source software as well. The
researchers of the Helsinki University of Technology have modified STACK
to suit emerging needs. That is why we call the system modSTACK instead
of STACK. In this chapter we will present this modSTACK briefly. This
introduction includes material from Christopher Sangwin’s article [32] and
from Harjula’s master’s thesis [12]. Moreover, this chapter presents some
new abilities, which Harjula has marked up for our emerging needs.
We will present modSTACK in two sections. In the first section we will
consider some points in the form for defining a question. We will consider
the implementation of a computer aided assessment system for mathematics,
or the architecture of the STACK, only very briefly. Mainly our assumption
is that the modSTACK system has been constructed, and we have the form
for defining a question before us.
In the second section we will present some new abilities in modSTACK.
They are an if statement and a for loop, an ability to use Graphviz program
to draw graphs, and a new method to assess students’ answers. Note that
we have also programmed a lot of functions for Maxima to help modSTACK.
However, we do not present every one of the functions in this thesis, only a
few; and we do not present them in this chapter, but in the chapters in which
they are needed for the first time.
2.1 The Form for Defining a Question
In this section we will give only the necessary information about the writing
of the exercise, and for other information we refer to the earlier mentioned
article and thesis. We assume that we have the form for defining a question
before us. It is a webform, to which we write exercises.
We have showed the form for defining a question in two parts in Fig-
ures 2.1 and 2.2. When we write exercises, there is always a possibility to see
an instance of the exercise by pressing the button: Try question. A window
that will open then is called the students’ view. We will see a few examples
about students’ views among others in Chapter 5.
Identification fields
A question variables field
A question stem field
Input fields
A feedback variables field
Figure 2.1: The exercise creation form, part 1
The form for defining a question includes the following areas: identifica-
tion fields, a question variables field, a question stem field, input fields, a
feedback variables field, a response processing tree, a worked solution field,
and options. The first five areas can be seen in Figure 2.1 and the rest in
Figure 2.2. We have highlighted the areas by putting the names of the areas
by red color inside red ellipses on each of them.
The first area is identification fields. In this area we have three fields,
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A response processing tree
A worked solution field
Options
Figure 2.2: The exercise creation form, part 2
for which we can write a name, description, and keywords of the question.
If modSTACK has a lot of exercises, then it is possible to search certain
exercises by using keywords.
The second area contains a question variable field. In this field we set
the variables of the question. Every line in this field have to be in form
key = value. Note that an equals sign is an assign operator in the exercise
creation form, whereas a colon is an assign operator in Maxima. The value on
the right hand side can include Maxima commands, and if an assign operator
is needed there, it have to be a colon. Next we will present examples about
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possible lines in a question variable field.
a = 2 (2.1)
b = 2 + i (2.2)
c = true (2.3)
l = [2, 3, 4, 5, 6, 7] (2.4)
s = {2, 3, 4, 5, 6, 7} (2.5)
A = matrix([4, 6, 0], [8, 0, 5], [6, 2, 2]) (2.6)
d = determinant(A) (2.7)
r = rand(y) (2.8)
g = for i : 1 thru 100 do (a : a + l) (2.9)
a = a (2.10)
f = jrRandom3(−10, 10, [2, l]) (2.11)
When an instance of the exercise is generated, STACK and modSTACK send
these variables to the CAS system Maxima, which executes them. After that
the received results return to STACK or modSTACK, and they will be used
in other areas.
Let us consider example lines above. Assignments (2.1), (2.2), and (2.3)
set that the variable a is the real number 2, the variable b is the complex
number 2 + i, and the variable c is the Boolean value true, respectively.
Assignment (2.4) constructs a list, which has the elements 2, 3, 4, 5, 6, and
7; whereas Assignment (2.5) constructs a set, which has the same elements
as well. The difference between lists and sets is that the order of the ele-
ments is relevant for lists and irrelevant for sets. In this thesis we call this
square bracketed list by aMaxima list, because it represents a list in Maxima.
Assignment (2.6) constructs the following matrix:
4 6 08 0 5
6 2 2


This matrix command is called a Maxima matrix in this thesis. Note that a
list whose elements are lists is never a matrix in Maxima.
Assignment (2.7) uses Maxima command determinant. We can use al-
most any Maxima function. A comprehensive list of Maxima functions can be
found, for example, from the official web paged for the Maxima project [21].
However, some of the commands are prohibited and some of them are re-
placed by other commands. A comprehensive list of allowed and replaced
functions can be found, for example, from the official wiki for the STACK
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project [36]. Assignment (2.8) is an example about a substituted function.
It randomly selects an element from the list l and sets that r is this selected
element.
Assignments (2.9) and (2.10) are here to clarify one technical restriction.
Remember that every line in a question variable field have to be in form key =
value. The variable g is done, when Maxima has executed Assignment (2.9).
However, this line modifies the value of the variable a. It is done on the right
hand side of assignment and that is why an assignment operator have to be
a colon.
If we want that the variable a is correct in a response processing tree,
which is presented later in this section, then we have to put Assignment (2.10)
below Assignment (2.9).
We can also use own Maxima functions, if we have coded them to a
distinct text file, and this file have been connected to modSTACK. We have
written about 70 Maxima functions for this thesis, and we will present some of
them in context of our example exercises in Chapters 5, and 6, if it is necessary
because of clarity. The one example about our own Maxima functions is
Assignment (2.11). This jrRandom3 is a random function, which needs three
parameters. The first is a lower bound, the second is an upper bound and
the third is a list, which contains all prohibited values. When our example
assignment is executed, the returned value belongs to the set {x ∈ Z|x ≤
10, x ≥ −10, x 6= 2, x 6= l}. Note that we do not know the value of l
beforehand, but we know that f cannot get the same value as l.
A question stem field generates the layout of the exercises to the students’
view. Basically, this field includes LATEX code. We do not present here
anything about LATEX, and if the reader is not familiar with the software, a
good manual to study use of the software is Frank Mittelbach and Michel
Goossens’s The LATEX Companion [22]. The question stem field can include
variables of the question variable field, if there are @ symbols before and after
the name of the variable. For example, if we need to use the value of the
x variable, we can use it by putting @x@ in the LATEX code in the question
stem field.
The fourth area is input fields. This area generates the answer fields to
the student. We have put two answer fields, Answer 1 and Answer 2 to
Figure 2.1. Note that the layout of this fourth area in the students’ view,
can be complicated. We can generate multiple input fields [12, p. 54], and if
we use so-called custom layout [12, p. 58], we can put input fields practically
anywhere in the LATEX code, as we can see from the example exercise 3 in
Figure 5.3. We can also ask intermediate steps, and we will discuss these
steps later in Chapter 5. There are a couple of examples about a students’
view, which include the results of these input fields and a question stem field
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in Chapter 5 as well.
The fifth area is a feedback variable field. To this field we put the tests,
which are needed to check before the assessment is executed. This field is
like a question variable field. The comments about a question variable field
also relate to this field.
The next area is a response processing tree, which is also called a po-
tential response tree, which consists of linked potential response nodes. We
will briefly present a principle of the tree here, it is described more fully in
Sangwin and M.J Grove’s conference proceeding [32]. Each of the nodes may
be traversed once only, which means that technically the tree is an acyclic
directed graph. Each potential response node provides a mechanism, by
which two expressions can be compared by using a specified Answer Test.
Answer Tests are presented, for example, on the official wiki for the STACK
project [36]. Depending on the result of Answer Test, either the true or
false branch is executed. Both branch have the opportunity to do any of the
following:
1. Adjust the mark and penalty for this attempt.
2. Generate and add specific feedback.
3. Generate and add a specific answer note, used by the teacher.
4. Proceed to another node, or end the process.
We have put one node of a response processing tree to Figure 2.1, and we
will show one example about the principle of the response processing tree in
Chapter 5. In general, the principle of the response processing tree is easy to
understand, but it is not very effective, if the exercise is complicated. Then
the tree is very hard to make and it’s editing is tedious afterwards [38, p.
39]. For example, we had to use about 50 potential response nodes in one
of our exercise. Then it is very troublesome to add, for example, one node
between the nodes 10 and 11.
To the worked solution field we can set the worked solution of the exercise.
We do not go into this area in detail, because our main goal is to study
the creation of the exercise. Tri Quach generated exercises, which included
accurate worked solutions, and presented them in his technical report [26].
The last area in the form for defining a question is options. There are a
lot of predominantly Boolean-valued switches, for which we can for example
accept decimal numbers et cetera.
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2.2 The New Abilities in modSTACK
In this section we present four new abilities, which Harjula programmed
in order to meet our needs. The first ability is a modified grading system.
With the normal STACK, the most popular grading system is so-called linear
system. It works so that a penalty grows linearly for every return time after
the first one. For example, let us assume that it is possible to get one point
from an exercise and there are ten return times available. Then the penalty
grows 0.1 for every return time. This penalty is then reduced from the
received points in that return time. The maximum of all received points is
the final result.
With this new modified grading system it is possible to give three free
times to try, and the penalty begins to grow after these three tries have been
used. The penalty grows as in the linear penalty system. Feedback that was
collected from students during the semester 2008-2009 gave a more positive
response to this system than the earlier mentioned linear penalty system.
That is why we recommend to use this modified system later, too.
The second ability is an if statement and the third a for loop. We need
them in modSTACK, because sometimes we need to put some symbols to stu-
dent’s view, and sometimes not, and the LATEX version ifthen is not enough.
Moreover, we need both methods in graph drawing in Chapter 6. Formally
an if statement looks as follows:
| $ begin i f @#cond i t i on#@ $ |
symbols ,
| $ end i f $ |
where condition is a Maxima command, which will return true or false, sym-
bols are symbols, which we will see in the student’s view, if the condition is
true.
Formally a for loop looks as follows:
| $ begin for v a r i a b l e 1 in @#se t1#@
va r i a b l e 2 in @#se t2#@ . . . $ |
something
| $ end for $ |
where can have so many “ variableX in @#setX#@” in the first line as are
needed. That is why we have put . . . in this line. Note that the sizes of the
index sets in the first line have to be equal. Moreover, index sets have to
be normal Maxima lists marked by square brackets. This means that the
matrices of Maxima are not suitable.
We can use both of these abilities within each other. We can use the same
variable, which we have used in the earlier for loop, in the next if statement
or for loop instead of @#condition#@ or @#set1#@.
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The following artificial example will clarify these comments. We have
determined in the question variable field that
x = [0 , 1 , 2 , 3 , 4 , 5 , 6 , 7 , 8 ]
p = r ev e r s e ( x )
d = c r e a t e l i s t ( i ˆ2 , i , x )
t = c r e a t e l i s t ( i s ( i ˆ2<9− i ) , i , x ) .
We have put to the question stem field the following code:
\begin{ tabu la r }{ r | l | l }
| $ begin for x in @#x#@ p in @#p#@
d in @#d#@ t in @#t#@ $ |
| $ begin i f t $ |
x & p & d \\
| $ end i f $ |
| $ end for $ |
\end{ tabu la r } .
Now the result in the students’ view looks like the following:
0 8 0
1 7 1
2 6 4
We will show another example, which uses the if statement and the for loop
in Chapter 6. This example also includes Graphviz codes.
The fourth new ability is the inclusion of the Graphviz program. This
program is an open source graph visualization software [10], which can draw
graphs from a simple text language. We do not need every advanced abil-
ity of the program. We will only use the NEATO subprogram, which uses
the DOT language. Stephen North has written a suitable manual about
NEATO [25], which can serve as a tutorial for understanding how to use the
subprogram. Some parts in this manual are obsolescent, the most up-to-date
documentation is provided on the earlier mentioned web pages.
We will not present the DOT language here very exactly. We will only
show how we can use it in modSTACK. The notation is very simple as we
can see below.
| $ begin dot neato opt ions$ |
graph G {
connec t i ons
}
| $ end dot $ |
Note that the lines: “graph G {connections}” include the source data,
which have been written by the DOT language as such. The options in-
clude commands, which we may use on the command line on the normal
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terminal. For example, it can include options like −Gepsilon = 0.001
−Gmaxiter = 1000 [25, p.8]. The lines “graph G {connections}” can in-
clude earlier mentioned if statements and for loops, and thus it is possible to
draw random graphs. We will return to this observation in Chapter 6. We
will also show some DOT code in that chapter, too.
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Chapter 3
Writing Process of Exercises
In this chapter we present the writing process of CAA exercises on a very
general level. It includes four steps: the writing of an exercise, the search for
a correct answer, the creation of a grading tool, and the creation of a worked
solution.
The first step contains the writing of a question. In this step we choose
an exercise type and a method to solve the exercise. For example, an exer-
cise requests integration such that every instance of the exercise needs the
integration by parts equally many times. The first step includes also the ran-
domization of the parameters of the exercise. The randomization have to be
such that every instance is solvable by the earlier selected method and every
solution have to be equally difficult. Moreover, the simpler the solutions are,
the better the exercise is. In practice, students make a lot of mistakes, if
correct solutions are complicated
We will show an example about this problem. Let us assume that an
exercise asks the characteristic values and vectors of a given matrix. The
matrix have been chosen such that these characteristics are complex-valued.
Let us also assume that two students get the following matrices:
A =
(
11 5
−5 5
)
, B =
(
14 10
−10 5
)
Before calculation we see that both matrices are equally simple. If we calcu-
late the characteristic values of the matrices, we get that λ1,2(A) = 8 ± 4i
and λ1,2(B) = (19 ±
√
319i)/2. It is presumable that the student that gets
the matrix B will make more mistakes. So we have to be careful, when we
randomize exercises.
The second step in the creation process is a search for a correct answer.
We need this step, because modSTACK always generates a teacher’s answer
to the exercise. In addition, this answer helps us to test the grading tool in
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step three, naturally the teacher’s answer has to give the maximum points
available. Sometimes the correct answer is unique, and then it is useful and
nimbler to randomize the correct answer, and then go backward to get the
question. In that case the second step includes the first step.
The previous exercise, which considered matrices A and B, was a good
example about this backward process. We can set that the correct answers
are, for example, λ1,2(A) = a ± bi, where a, b ∈ {z ∈ Z
∣∣|z| < 10}. Then a
suitable matrix is
A =
(
α b
2+(α−a)2
−γ
γ 2a− α
)
,
where α and γ are free variables. For example, they can belong to the same
set as a and b. Now every correct answer is equally difficult to mark.
In the situation of many correct answer we cannot unite the steps. In
addition, if the number of the intermediate steps grows, then the probability,
that the correct answers of one or more answer field are not unique, grows
also. Because our experience and feedback from our students tell us that
intermediate steps are necessary, this situation is the most typical one. In
this thesis we will give example exercises about both situations.
The third step is the creation of a grading tool. A good rule of thumb
in this step is as such obvious, but nontrivial to guarantee: Students can get
full marks if and only if their answers are correct. Because there can be a
great number of correct answers, it is not advisable to search and collect all
of them to the certain set, and then check that the student’s answer belongs
to this set. We have to invent other ways. For example, if we request the
characteristic values and vectors of a matrix A, then it is easy to check
that answers satisfy the characteristic equation Ax = λx. We will see more
examples about these other ways in Chapter 5.
The fourth and the last step is the creation of the worked solution. But
as we noted in Chapter 2, we do not go through this step in details.
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Chapter 4
Three Basic Courses in
Mathematics
During fall 2008 and spring 2009 we have generated several exercises to
modSTACK such that all of them are suitable to the so-called C courses
at Helsinki University of Technology. The C courses include three basic
course in mathematics, all of which are spread over one semester. The three
courses are called C1, C2, and C3, respectively, although C3 has been split
into two courses nowadays. However, it is not essential in this thesis. The C
courses is designed for first and second year students, who study mainly in
the department of automation and systems technology, and the department
of computer science and engineering.
The C1 course includes material from three topics: discrete mathematics,
linear algebra, and real variable integral calculus with numerical methods.
The C2 course is a direct advanced course to the C1 course. It includes ma-
terial about one variable differential equations, series, partial derivation, mul-
tiple integration, extreme values of functions defined on restricted domains,
and introduction to algebra. The C3 course is a direct advanced course to
the C2 course. It includes introduction to the function theory of one complex
variable; material about Fourier, Z, and Laplace transformations; an intro-
duction to differential equation systems; and advanced material about linear
algebra.
The course books of these courses are Adams’s Calculus, A Complete
Course [1], David Lay’s Linear Algebra and its Applications [17], Norman
Biggs’s Discrete Mathematics [2] and Erwin Kreyszig’s Advanced Engineering
Mathematics [16].
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Chapter 5
Calculus Exercises
In this chapter we will discuss the abilities of modSTACK by using calculus
exercises such that we will not present any theorem or proof. We take all of
them for granted. If the reader is not familiar with the results of calculus, we
recommend to check them from any book about this section, for example from
Adams’s Calculus, A Complete Course [1], which, however, does not include
linear algebra enough. Something about it can be read, for example, from
Lay’s Linear Algebra and Its Applications [17]. This chapter concentrates
on introducing exercises written from this area. Then it shows advantages
or disadvantages of automatically assessed exercises. We have chosen five
example exercises from this topics to do so. We have also chosen one example,
which we cannot implement in modSTACK yet. There are also other exercise
types whose implementations are very difficult or impossible. One of them is
mathematical proving. We will discuss this topic in Chapter 7. All examples
look almost same as the official students’ view. Answer fields, for which the
students will write their answers, are blue in every one of the example figures.
Our first example exercise in Figure 5.1 is very easy. The exercise requests
an integral of a rational function. The students’ view includes only one field,
the result of the integral. We can write this kind of exercises with the normal
STACK, so the exercise does not include any advanced abilities.
The exercise is randomized, and it has 16000 different instances. The
number of different instances is smaller than our upper bound, because it
is not possible to write equally difficult, sufficiently easy instances from the
question of this type. We want to write an exercise, which requests to inte-
grate a given function. We want that the integration needs a partial fraction
decomposition. Thus we set that the denominator have been gotten from
the form (x + a)(x + b), where a, and b are unequal integers such that, for
example, |a|+ |b| = 11, and a, b 6= 0.
We demand that the partial fraction is α
x+a
+ β
x+b
, where α and β are
16
An integral of a rational function
Evaluate ∫
x− 8
x2 + 5x− 6 dx.∫
x−8
x2+5x−6
dx =
Figure 5.1: The first example exercise
integers. We get the integrand by expanding the partial fraction, and simple
instances if we set, for example, that a, α, β ∈ {x ∈ Z∣∣|x| ≤ 10, x 6= 0} and
b = ±(11 − |a|). In that case the number of different instances is 2 · 203 =
16000.
We think that randomization is a main benefit in CAA systems, because
every student gets a different exercise with a high probability. So, students
cannot copy an answer from their friends, because a correct answer of their
exercise is not the same as their friends’ correct answer. However, random-
ization makes the writing of the exercises much more difficult, as we will see
later.
Other benefits in CAA systems are freedoms of return times and places,
and the immediacy of feedback. Students need only a connection to the
Internet, and then they can return their answers at home at midnight if
they want to. Note that STACK separates two kinds of feedback. The first
feedback is associated with the syntax of the student’s answer, the second
with its interpretation semantics. We do not consider syntax problems at all,
whereas interpretation semantics is considered in context of each example
exercise. More about these two kinds of feedback can be found, for example,
from Sangwin’s article [32].
Now we will search any disadvantage in our first example exercise in
Figure 5.1. Let us assume that some students can form a partial fraction
decomposition to this function. Let us also assume that they are not able to
integrate the decomposition. So, they get no results, nor points. Then an
easy result is to put some other field, which will request the partial fraction
decomposition. When students see this version, they may think that this
function needs a partial fraction decomposition. Then students need not to
observe it by self. This matter highlights a difficult problem: on the one hand
we need to ask intermediate steps, on the other hand intermediate steps guide
students toward a right answer. Maybe in the future we can use completely
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Limit of a function of two variables
Investigate the limiting behavior of
f(x, y) =
12x2y
4y2 + 8x2y + y − x2
as (x, y) approaches (0, 0).
If the limit exists, it is enough to answer to the multiple choice question.
lim
(x,y)→(0,0)
12x2y
4y2 + 8x2y + y − x2 =


The limit does not exist
0
1
2
3
−1
If the limit does not exist, show two curves, along which the function does
not approach the same limit.
f( , )→ .
f( , )→ .
To the right hand side of the arrow you shall put the limits. To the left
hand side you shall put the curves. The computer interprets your answer
such that it substitutes the x of the function by your first variable on the
left hand side and y by your second variable. Then it computes the limit
such that your only variable goes to the zero.
Thus, these answers cannot be acceptable: f(0, 1) → 0 (no variables),
f(x, 4 ∗ y) → 2 (too many variables) and f(x, 4) → 3 (do not approach
the origin). These answers are acceptable: f(0, x) → 1 (we approach the
origin by straight line x = 0) and f(x, 4 ∗ x) → 3 (we approach the origin
by the straight line y = 4x).
Figure 5.2: The second example exercise
free answer fields, nowadays it is not possible. According to the collected
feedback it is better to put intermediate steps than not. Besides, we think
that rest of our examples, which includes intermediate steps, have their own
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place in basic courses in mathematics. They are an easy way to familiarize
oneself with the subject and that is why they are a good part of teaching.
However, it is important to remember that these exercises cannot substitute
standard paper exercises completely yet.
Let us see an another example exercise in Figure 5.2. This exercise re-
quests a limit of a given function. We have written the exercise such that
the correct answer is always the same: f(x, ax) → 0 for all a ∈ R but
f(x, x2)→ 1. Note that the exercise includes a multiple choice question and
multiple answer fields.
We will briefly show the creation process of this exercise. We begin by
setting that the general function is:
f(x, y) =
ax+ bx2 + cy + dy2 + exy + fx2y + gxy2 + hx2y2
ix+ jy + kx2 + ly2 +mxy + nxy2 + ox2y + px2y2
.
We want that the following statements are always true:
f(0, 0) = ”
0
0
”, (5.1)
lim
x→0
f(x, 0) = 0, (5.2)
lim
y→0
f(0, y) = 0, (5.3)
lim
x→0
f(x, αx) = 0 and (5.4)
lim
x→0
f(x, x2) = 1, (5.5)
where α ∈ R\{0}. Statement (5.1) is always true. Statement (5.2) gives that
a = 0 and b = 0, and Statement (5.3) gives that c = 0 and d = 0. From
Statement (5.4) we get that j 6= 0, and from Statement (5.5), that i = 0,
h = p, g = n, e = m, f = l + o and k = −j.
Hence we have got the following result
f(x, y) =
exy + (o+ l)x2y + gxy2 + hx2y2
jy − jx2 + ly2 + exy + gxy2 + ox2y + hx2y2 ,
where e, g, h, j, l, o are otherwise free real-valued variables, except j 6= 0 and
o 6= −l. However, we think that the exercise is too difficult yet, so we set
that e = g = h = 0, and get the following function:
f(x, y) =
(o+ l)x2y
jy − jx2 + ly2 + ox2y .
This result establishes the function of the exercise. In our test exercise we
have set that j, l ∈ {x ∈ Z∣∣x ≤ 10, x 6= 0} and o ∈ {x ∈ Z∣∣x ≤ 10, x 6= 0, x 6=
−l}.
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The third example exercise is in Figure 5.3. This exercise shows, how
complicated the input fields can be. Note especially the answer fields for the
lower and upper limits. This example exercise shows how we can practice
the use of the spherical coordinates with modSTACK. A careful choice of the
intermediate steps can lead a good result.
Triple integral and the spherical coordinates
In this exercise we practice the spherical coordinates. Evaluate∫∫∫
V
4
√
z2 + y2 + x2 dV,
where V is the octant of the ball such that x ≤ 0, y ≤ 0, z ≥ 0 and z2+y2+
x2 ≤ 25. You have to use spherical coordinates. Use instead of the standard
coordinates [ρ, φ, θ] the letters [r, f, t]. Note that f measures the angle
between the line, which goes through origin and (x, y, z), and the positive
z-axis. Put to the first step your integral with the spherical coordinates and
in the each of the following steps your results, when you have integrated one
variable away. Note that in the iterated integral
∫∫∫
V
f(x, y, z) dxdydz, the
integral
∫
f(x, y, z) dx is the innermost integral and it must be evaluated
first. ∫∫∫
V
4
√
z2 + y2 + x2 dV =
∫ ∫ ∫
d d d =
∫ ∫
d d =
∫
d =
Figure 5.3: The third example exercise
Let us see another example exercise in Figure 5.4. We can implement
matrix formed answer fields very easily. This matrix notation is introduced
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more precisely in Harjula’s master’s thesis [12, p.55]. We do not need to
fix the dimensions of the matrix beforehand, because modSTACK generates
matrices from scratch. The only drawback is that students cannot decide
matrix dimensions by themselves. So, if the exercise is on the fundamental
level, and it asks, for example, to compute A · B, then the student do not
need to deduce the dimensions of the multiplication matrix.
The Euclidean Isometries, the reflection map
Compute the reflection in the form Ax = b, if the reflection axis is y =
5x− 6. It is enough to give the matrices A and b.
A =
( )
b =
( )
Figure 5.4: The fourth example exercise
The last example exercise is also a matrix form question, which is pre-
sented in Figure 5.5. We have also presented the potential response tree of
this question in Figure 5.6. Every potential response node has been presented
by a blue box. It contains a node number, a considered question, and true
and false branches. The branches include adjustments to points. If both
branches lead to the same node, then there is only one arrow below the box.
Otherwise there are two arrows, one for either of branch. The correct answers
of this question are

6 −3 6 4
0 9 −1 2
0 −9 1 −2
0 −18 2 −4

x =


−9
2
k − 45
h− 54

 .
k = 43
h = 50
x =


−25−17a−14b
18
2+a−2b
9
a
b

 .
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The exercise have been written such that the matrices of every instance
are singular such that the Gaussian algorithm produces two zero rows. This
means that the final result includes two variables, which are marked by a
and b in our model answer. Students may not understand the need for both
variables, but then the algorithm gives partial marks.
The consistence of a linear system
Determine the values of h and k such that the given linear system is con-
sistent. Moreover, compute a solution with your h and k. If you need any
parameter, you can use any letters, except k, h, e and i.

6 −3 6 4
6 6 5 6
−30 6 −29 −22
36 0 −34 −28

x =


−9
−7
k
h

 .
You have to give one intermediate step about the Gaussian elimination.
The intermediate step need to be such that all elements of the first column
are zero, except the first one; and you have not calculated more zeros
elsewhere yet. Of course, it is possible to get zeros elsewhere in pursuance
of computing the zeros of the first column.



x =



 .
k =
h =
x =




Figure 5.5: The fifth example exercise
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0
Is the matrix in asked form?
TRUE
+0.1
FALSE
+0
1
Is the intermediate step correct?
TRUE
+0.3
FALSE
+0
2
Is the constant k correct?
TRUE
+0.1
FALSE
+0
3
Is the constant h correct?
TRUE
+0.1
FALSE
+0
4
Is the number of parameters correct?
TRUE
+0.1
FALSE
+0
5
Does the result satisfy the system?
TRUE
+0.3
FALSE
+0
6
Does the result satisfy the system?
TRUE
+0.2
FALSE
+0
Figure 5.6: The response processing tree
We have shown five example exercise of mathematics at university level.
All of them have been executable examples of the modSTACK exercises.
Next we show an example, which is impossible to implement to modSTACK.
The exercise have been presented in Figure 5.7.
We can see that there are only two possible answers to this exercise: the
series converges or diverges. In general, the modSTACK exercises can be
returned several times and for every return the student get some penalty
to the maximum points available. If there are only two possible choices, the
student will get 1 point or 0.9 points from this exercise without understanding
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Convergence tests for series
Does the series
∑∞
n=1
1+sinn
n2
converge.
Figure 5.7: The sixth example exercise
anything about it.
Hence we need also to ask some intermediate steps for the student. But
the part of the solution of this exercise is to select appropriate test to check
the convergence. So, if we select the correct convergence test beforehand,
and ask some intermediate steps about the use of this test, a student needs
not to select an appropriate test self. Thus the exercise becomes too easy.
That is why this exercise type cannot be implemented to modSTACK
yet. If we could put so-called modified input fields to exercises, this exercise
became accessible. By modified input fields we mean fields, which can inter-
act with the rest of the fields in the question. For example, there could be a
multiple choice question about the appropriate test in example in Figure 5.7.
Whenever the student chooses anyone of the test, there appear more ques-
tions about just this selected test, like in Figure 5.8, where a student have
selected a comparison test.
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Convergence tests for series
Test the series
∑∞
n=1
1+sinn
n2
for convergence.
Select an appropriate convergence test:


An integral test
x A comparison test
A limit comparison test
A ratio test
A root test
So, you have selected the comparison test. Please answer to the following
questions:
If you want to use the comparison test, you need a function f(n) and a
constant k, which satisfy the following inequality:
0 ≤ 1 + sin n
n2
≤ kf(n), for n = 1, 2, 3 . . .
You have to select a function f(n) so, that it is known to formulate a
converging or diverging series
∑∞
n=1 f(n) ( check this list). Please put your
function f(n) and constant k to the next fields:
f(n) = , and
k = .
Does the series converge or not?
{
Yes
No
Figure 5.8: The sixth example exercise (continued)
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Chapter 6
Graph Theory
In this chapter we will consider writing of graph theory exercises. We will
begin by defining the basic properties and definitions of a graph in Section 6.1.
They have been described more fully, for example, on a general level in the
Douglas B. West’s Introduction to Graph Theory [37], and with a view toward
the computer programming in Cormen et al.’s Introduction to Algorithms [5].
Secondly we will consider graph theory exercises, and how they fit to our
four-step-model in Chapter 3. We will analyze the first three steps of this
model in Sections 6.2, 6.3, 6.4, and 6.5.
The first step, the creation of an exercise, includes two different and very
difficult problems. The first problem is the illustration of graphs. Mod-
STACK is able to generate layout to all of our previously presented exercises
in Chapter 5, because they mainly include normal LATEX code. However, it
is not so easy to draw graph using LATEX . Moreover, drawing graphs is a
difficult problem, in fact, it form a whole discipline. We will consider this
drawing problem very briefly in Section 6.2.
The second problem is the generation of suitable randomized graphs. This
problem leads us to the theory of random graphs. It was originated in a series
of papers published in the period 1959-1968 by two outstanding Hungarian
mathematicians, Paul Erdo¨s and Alfred Re´nyi. In the early days, the litera-
ture on the subject was scattered around several probabilistic, combinatorial
and general mathematics journals. In the late seventies, Be´la Bolloba´s be-
came the leading scientist in the field and contributed dozens of papers,
and an outstanding monograph Random Graphs, whose second edition was
printed in 2001 [4]. The appearance of that book stimulated the research
further, shaping up a new theory. Over the nineties several new, beautiful
results have been proved and numerous fine techniques and methods have
been introduced. The three highly respected members of the discrete math-
ematics community, Svante Janson, Tomasz Luczak and Andrzej Rucinski
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have published some of these results in their book Random Graphs [14] mak-
ing them easily accessible.
The model of the random graphs introduced by Erdo¨s [7] is very natural,
but it is not suitable for us. Our goal is to write randomized exercises to
the C courses about graph theory, and that is why we need small, but still
randomized graphs. In general, an assumption is that the problem is simpler
then, but, it is not true. We will give more details about this situation in
Section 6.3.
In the second step in our four-step-model we need to find a correct an-
swer. Our typical exercise requests to find something about the given graph.
Because we need the correct answer, we need to be able to solve the given
problem with the computer. That is why we need basic algorithms from the
graph theory, and we will present them in Section 6.4. Moreover, we will
study what kind of graph theory exercises we can write from them to mod-
STACK in this section also. We do it by presenting 6 different graph theory
exercises written from the algorithms. The presented algorithms have been
taken from two different references [5, 8].
In the third step we need to check the student’s answer. In general, the
graph theory exercises often have several correct answers and that is why this
step is nontrivial. Luckily, this step is often not difficult. We will consider
this step in Section 6.5. We consider some of the six graph exercises from
Section 6.4 and present routines, which handle the student’s answers. We
will especially consider question: If there are many correct answers, what
must be checked to guarantee the correctness of student’s answer.
6.1 Definitions
In this section we will give basic properties and definitions of a graph. We
will present them as briefly as possible because our main goal is the creation
of suitable graph exercise, not certain graph theoretical results. First, we will
define what is a graph.
Definition 6.1. A graph G is a triple consisting of a vertex set V (G), an
edge set E(G), and a relation that associates with each edge two unordered
vertices (not necessarily distinct) called its endpoints. A weighted graph is a
graph with numerical labels on the edges.
Note that the graphs defined by Definition 6.1 are called undirected, be-
cause the order of the endpoints is irrelevant. If the order is relevant, we use
the following definition:
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Definition 6.2. A directed graph G or A digraph G is a triple consisting of
a vertex set V (G), an edge set E(G), and a function assigning each edge an
ordered pair of vertices. The first vertex of the ordered pair is the tail of the
edge, and the second is the head.
An undirected graph can always be made into a directed graph by letting
every edge has both directions. However, the converse is not always true, and
that is why it is important to check that the presented algorithm can also
operate on directed graphs. In this thesis we do not need them, however, the
presented exercises uses only undirected graphs. That is why we will only
speak about mere graphs, which always mean undirected graphs. Sometimes
definitions are same for both graph types, sometimes not. In the latter case,
there are often own definitions for digraphs. If the reader want to compare
different definitions, we recommend to use West’s book [37].
Note also that it is possible to consider graphs, whose number of vertices,
or edges is infinite. We define as follows:
Definition 6.3. A graph G is finite if its vertex set and edge set are finite.
Otherwise it is infinite.
We do not consider infinite graphs in this thesis at all.
In Figure 6.1 we can see a typical illustration of a graph. This example
graph has the vertex set {1, 2, 3, 4, 5, 6, 7}. Each edge have been represented
by using a straight line from one endpoint to the other. Moreover, the ex-
ample graph is a weighted graph, we have marked numerical labels besides
the edges.
Definition 6.4. A loop is an edge whose endpoints are equal. Multiple edges
are edges having the same pair of endpoints. A simple graph is a graph
having no loops or multiple edges. Then we specify a simple graph by its
vertex set and edge set, treating the edge set as a set of unordered pairs of
vertices and writing e = (u, v) (or e = (v, u)) for an edge e with endpoints u
and v. When u and v are the endpoints of an edge, they are adjacent and
are neighbors.
The following definition complements the previous definition.
Definition 6.5. A graph is loopless if it can include multiple edges, but not
loops. If the vertex v is an endpoint of the edge e, then v and e are incident.
The degree of the vertex v in a loopless graph is the number of incident edges.
Our first example graph in Figure 6.1 is an example about simple graphs.
In Figure 6.2 we can see a graph, which has one loop in the vertex 4 and
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5
20
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7
10
20
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10
40
70
Figure 6.1: An example graph
1
2
3
4
5
6
Figure 6.2: A second example graph
four multiple edges, two between the vertices 5 and 6, and two between the
vertices 2 and 3. In this thesis we restrict our attention to simple graphs.
Next we want to analyze routes in graphs. We begin by defining a path
and a cycle.
Definition 6.6. A graph is a path, if it is a simple graph whose vertices can
be ordered so that two vertices are adjacent if and only if they are consecutive
in the list. The first and last vertex in the list are called the endpoints of the
path. The path is denoted by normal brackets, and any path from the vertex
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u to the vertex v is denoted by using  . A graph is a cycle, if it is a simple
graph with an equal number of vertices and edges, and every degree of the
vertex is 2.
For example, if a path from the vertex u to the vertex v exists, we denote
it by u  v, and we list the vertices of this path by using the notation
[u, u1, u2, . . . , uk, v]. In Figure 6.3 we can see a path. We use this definition
of the path to create “routes” in the graph. We do it by using subgraphs.
Definition 6.7. A subgraph of graphG is a graphH such that V (H) ⊆ V (G)
and E(H) ⊆ E(G) and the assignment of endpoints to edges in H is the same
as in G. Then H ⊆ G and say that “G contains H”.
By saying: a graph has a path, we mean that we can construct a subgraph
which is a path. This note highlights the following definition.
Definition 6.8. A maximal path in a graph G is a path P in G that is not
contained in a longer path.
We can also say that a graph has a cycle, which means that we can
construct a subgraph which is a cycle.
Next we complement the definition of a path and a cycle.
Definition 6.9. A walk is a list v0, e1, v1, . . . , ek, vk of vertices and edges
such that for i ∈ {1, 2, . . . , k}, the edge ei has endpoints vi−1 and vi. A walk
is closed, if v0 = vk. A trail is a walk with no repeated edge, and a closed
trail is a closed walk with no repeated edge. A u,v-walk or u,v-trail has first
vertex u and last vertex v; these are its endpoints. A u,v-path is a path
whose vertices of degree 1 (its endpoints) are u and v; the others are internal
vertices.
The edges are listed in a walk to distinguish among multiple edges when
a graph is not simple. In a simple graph, a walk or a trail is completely
specified by its ordered list of vertices. That is why we usually name a path,
cycle, trail, or walk in a simple graph by listing only its vertices in order,
even though it consists of both vertices and edges. When we discuss a cycle,
we can start at any vertex and do not repeat the first vertex at the end. We
use parentheses to distinguish a cycle from a path.
Now we ask: can we be sure that a graph has a path such that the
endpoints of the path are arbitrary two vertices in the graph? We need a
definition of a connectivity.
Definition 6.10. A graph G is connected if u  v for all u, v ∈ V (G).
Otherwise, G is disconnected.
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Figure 6.3: A third example graph
In Figure 6.1 a graph is connected, because we can construct a path from
any vertex to any other vertex. Whereas a graph in Figure 6.4 is disconnected,
because there is no, for example, 2, 3-path. A maximal path for this example
graph is, for example, [1, 8, 2, 4, 7]
1
2
4
7
3 5
6
8
Figure 6.4: An fourth example graph
Next we define a maximal connected subgraph, components and a decom-
position of a graph.
Definition 6.11. A maximal connected subgraph of a graph G is a subgraph
that is connected and is not contained in any other connected subgraph of
G. Components of G are its maximal connected subgraphs. A decomposition
of a graph is a list of subgraphs such that each edge appears in exactly one
subgraph in the list.
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In this thesis we mainly need graphs, which have only one component. We
say that a list of subgraphs decomposes a graph, if the list is a decomposition
of the graph. The example graph in Figure 6.4 has 2 components.
If we want to consider the deletion of vertices, we need the definition of
connectivity and k-connected.
Definition 6.12. A connectivity of G is the minimum size of a vertex set S
such that G\S is disconnected or has only one vertex. The connectivity is
written by κ(G). A graph G is k-connected if its connectivity is at least k.
We need also some special graphs and subgraphs: an acyclic graph, a
tree, a spanning subgraph, and a spanning tree.
Definition 6.13. A graph with no cycle is acyclic. A tree is a connected
acyclic graph. A leaf is a vertex of degree 1. A spanning subgraph of G is
a subgraph with vertex set V (G). A spanning tree is a spanning subgraph
that is a tree.
Note that if a graph has n vertices, then every its spanning tree has n−1
edges. The example graph in Figure 6.3 is a tree. It has two leafs: the
vertices 1 and 5.
The following definition gives a special case of a tree.
Definition 6.14. A rooted tree is a tree G with one vertex s chosen as a
root. For each vertex v ∈ V (G), let P (v) be the unique v, s-path on the
rooted tree. The parent or the predecessor of v is its neighbor on P (v); its
children are its other neighbors. Its ancestors are the vertices of P (v)\v. Its
descendants are the vertices u such that P (u) contains v. Leaves are the
vertices with no children.
The following definition needs the definition of the spanning tree. It have
only been defined for weighted graphs.
Definition 6.15 (MST). The minimum spanning tree (MST) is a spanning
tree, which minimizes the sum of its edge weights.
Now we will consider how we can represent a graph on a computer. Two
standard ways to do it are a collection of adjacency list, and an adjacency
matrix.
Definition 6.16. The adjacency-list representation of a graph G consists of
an array A of |V (G)| lists, one for each vertex in V (G). For each u ∈ V (G),
the adjacency list A(u) contains all the vertices v such that there is an edge
e = uv ∈ E(G). That is, A(u) consists of all the vertices adjacent to u ∈
V (G). The vertices in each adjacency list are typically in an arbitrary order.
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Definition 6.17. For the adjacency-matrix representation of a graph G,
assume that vertices have been numbered 1, 2, . . . , |V (G)| in some arbitrary
manner. Then the adjacency-matrix representation consists of a |V (G)| ×
|V (G)| matrix A = (aij) such that aij is the number of edges from i to j.
For example, the adjacency-matrix representation for the example graph
in Figure 6.1 is the following:

0 1 1 1 1 0 0
1 0 1 1 0 0 1
1 1 0 0 1 1 1
1 1 0 0 1 0 0
1 0 1 1 0 1 0
0 0 1 0 1 0 1
0 1 1 0 0 1 0


.
Communications between Maxima and modSTACK can only be simple,
which means that data can only be single numbers, lists, or matrices. Thus
it is not possible, for example, to send graphs of Maxima from modSTACK
to Maxima. Maxima does not recognize walks, or cycles neither. We need to
present all of them by normal square bracketed Maxima lists. Moreover, note
that the earlier presented adjacency-matrix representation for the example
graph in Figure 6.1 loses data, it does not include weights of the graph.
Because our exercises only use simple graphs, we can use a new way to move
graphs between modSTACK and Maxima. In this thesis this new way is
called a distance-matrix representation. It is not a standard way to present
weighted, and simple graphs, however.
Definition 6.18. Let us assume that G is a simple, weighted graph, and
the vertices of this graph are numbered 1, 2, . . . , |V (G)| in some arbitrary
manner. Then a distance-matrix representation of the graph G consists of a
|V (G)| × |V (G)| matrix A = (aij) such that, if the edge (i, j), i 6= j exists,
then aij is its weight, otherwise it is ∞. The diagonal elements of A are
zeros.
Note that in the distance-matrix representation, 0 elsewhere than in the
diagonal of the matrix means the 0-weighted edge. We have defined that
all diagonal elements are 0, because then we can use our algorithms from
Section 6.4 to this representation easily. The distance-matrix representation
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of the example graph in Figure 6.1 is the following:

0 10 30 60 20 ∞ ∞
10 0 70 90 ∞ ∞ 10
30 70 0 ∞ 20 60 100
60 90 ∞ 0 10 ∞ ∞
20 ∞ 20 10 0 40 ∞
∞ ∞ 60 ∞ 40 0 70
∞ 10 100 ∞ ∞ 70 0


.
Note that now this matrix includes all information about the example graph.
The following definition is here, because we need it later. The definition
was born, when we implemented our algorithms. They often construct so-
called predecessor lists to handle trees, especially rooted trees. ModSTACK
does not allow students to draw their own graphs. That is why exercises re-
quest to give the answer tree by this predecessor list. Moreover, the develop-
ment trend of modSTACK do not probably advance to this direction, because
the valid system, which is called TRAKLA [15], already exists. Note that
the viewpoints of TRAKLA and modSTACK are different, TRAKLA con-
siders graphs and algorithms from the computer science viewpoint, whereas
modSTACK considers them from the mathematical viewpoint.
Definition 6.19. Let G be a rooted tree, and let the vertices of this graph
be labelled by 1, 2, . . . , |V (G)| in some arbitrary manner. A predecessor list
of this tree is a list, which have square brackets, and whose i:th element is
the predecessor of the i node in the tree. It are often denoted by pi. The
predecessor of the root of the tree is marked by 0.
Note that in our example exercises walks, trails, cycles, paths, and pre-
decessor lists are all marked by square brackets, because it is only way to
present lists in Maxima.
Let us consider these predecessor lists. If an exercise requests a rooted tree
from a student by this predecessor list, we have to be sure that the given list
produces a rooted tree. Note the following matters: There is one component
for each 0 in the predecessor list. Moreover, it is possible to construct a
predecessor list, which have only one 0, but two or more components. The
following theorem proves, what we need to check to guarantee the correctness
of student’s predecessor list.
Theorem 6.1. Let us assume that we have an arbitrary predecessor list pi.
Let the graph generated from pi be Gpi. Then Gpi is a rooted tree if and only
if Gpi contains exactly one component and pi contains exactly one 0.
34
Proof. Let us assume that Gpi is a rooted tree. Then it has a unique source
vertex s. Then the s:th element in pi is 0. No other zeros exists. If Gpi is a
rooted tree, then it has only one component.
On the contrary, let us assume that Gpi contains exactly one component
and pi contains exactly one zero. Then we know that Gpi is connected by Defi-
nition 6.11. We need to show that Gpi is acyclic. Let us assume that one cycle
C exists in this Gpi. Let us list the vertices of this cycle by (v0, v1, v2, . . . , vk).
Let us assume that the vertex s, whose predecessor is 0, is on this cycle.
Because degrees of the vertices on the cycle are at least 2, there exist at least
two vertices vk and vl, whose predecessor is s. Then there can be vertices,
whose predecessors are vk or vl, and so on. But it is not possible to unite
these branches, because every vertex has only one predecessor. So the source
vertex s cannot belong to C.
Let us take an arbitrary vertex vi from the cycle C. Then the predecessor
of this vi is either vi−1 or vi+1. Without loss of generalization we can assume
that the predecessor of vi is vi−1. Then the predecessor of vi−1 is vi−2 and so
on. Because C is a cycle, we get finally that predecessor of vi+1 is vi. Then
the graph Gpi does not have a s, vi path, so it has at least 2 components,
which is a contradiction.
Thus Gpi is acyclic. So, it is a tree. The root of this Gpi is the vertex,
whose predecessor is 0.
The following two definitions and Fa´ry’s theorem are needed in our ran-
domized graphs.
Definition 6.20. A planar graph is a graph that can be drawn in the plane
so that its edges are curves of the plane, its vertices are points of the plane,
and if two edges intersect, they do so only at a common endpoint. A graph
is said to be planar if it is a planar graph. A plane graph is a graph that is
already drawn in such a fashion. A plane graph separates its complement,
i.e. the rest of the plane, into regions, which are called faces.
The following theorem says that planar graphs can always be drawn such
that all edges are line segments. The proof of the theorem can be found, for
example, from I. Fa´ry’s article [9].
Theorem 6.2 (Fa´ry’s theorem). All planar graphs can be drawn such that
all edges in the respective plane graphs are line segments.
Definition 6.22 is needed in the construction of random graphs in Sec-
tion 6.3. We need some basic definitions from the measure theory. More
about metric spaces and metrics can be read, for example, from Walter
Rudin’s Principles of Mathematical Analysis [28].
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Definition 6.21. Let (X, d) be a metric space. Assume that all points and
sets mentioned next are understood to be elements and subsets of X. A
neighborhood of p is a set B(p, r) consisting of all q such that d(p, q) < r, for
some r > 0. The number r is called the radius of B(p, r).
Definition 6.22. The unique unbounded face of a plane graph is called the
exterior face, and all other faces are called interior faces. The boundary of
the exterior face is called the boundary of the graph. Let us take an arbitrary
edge e and a point p, such that the line segment representing e goes through
the point p and p is not the endpoint of this line segment. Then the edge e is
called a boundary edge if a neighborhood B(p, r) includes points of exterior
and interior faces for all r > 0. Respectively, the edge e is called an interior
edge if a neighborhood B(p, r) includes only points of interior faces for some
fixed R such that 0 < r < R.
The following definition is here, because we can write an interesting ex-
ercise about it.
Definition 6.23. A graph is Eulerian if it has a closed trail containing all
edges. We call a closed trail a circuit when we do not specify the first vertex
but keep the list in cyclic order. An Eulerian circuit or Eulerian trail in a
graph is a circuit or a trail containing all the edges. An even graph is a graph
with vertex degrees all even. A vertex is odd (even) when its degree is odd
(even).
Note that a graph has a circuit means the same as it has a cycle. We
present also some results about these Eulerian graphs, because we need them
in our exercise. The following lemma is needed in the proof of Theorem 6.3.
Lemma 6.1. If every vertex of a finite graph G has degree at least 2, then
G contains a cycle.
Proof. Let P be a maximal path in G, and let u be an endpoint of P . Since
P cannot be extended, every neighbor of u must already be a vertex of P .
Since u has degree at least 2, it has a neighbor v in V (P ) via an edge not in
P . The edge (u, v) completes a cycle with the portion of P from v to u.
The following theorem states, when a graph is Eulerian.
Theorem 6.3. A graph G is Eulerian if and only if it has at most one
nontrivial component and its vertices all have even degree.
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Proof. Suppose that G has a closed trail T = v0, e1, v1, . . . , ek, v0, where each
edge ei ∈ E(G) exists once only. Because there is one edge before, and one
after each vertex, every vertex has even degree. Note that the edges beside
the vertex v0 are ek and e1. In addition to, two edges can be in the same
trail only when they lie in the same component. Thus the graph has at most
one nontrivial component.
Conversely, suppose that G has one nontrivial component, its degree of all
vertices is even, and it has m vertices. We prove this by the strong induction
principle (Theorem 7.2).
The induction basis : m = 0. A closed trail consisting of one vertex
suffices.
The induction step: Let us assume that the statement is true for all
m − 1 ≥ 0. We show that the statement is true for m. With even degrees,
each vertex in the nontrivial component of G has degree at least 2. By
Lemma 6.1, the nontrivial component has a cycle C. Let G′ be the graph
obtained from G by deleting E(C). Since C has 0 or 2 edges at each vertex
of G, each component of G′ is also an even graph. By using the induction
hypothesis, we know that since each of the component of G′ has fewer than
m edges, they all have an Eulerian circuit. We form the Eulerian circuit to
G by traversing C. When a component of G′ is encounter for the first time
we circle along an Eulerian circuit of that component. This circuit ends at
the vertex where we began the circle. When we have traversed the C, we
have gotten round to an Eulerian circuit of G.
We also need the following theorem to guarantee, that a graph G has one
or more Eulerian trails.
Theorem 6.4. If a connected nontrivial graph G has exactly 2k odd vertices,
then the minimum number of trails that decompose it is max{k, 1}.
Proof. A trail contributes even degree to every vertex, except that a non-
closed trail contributes odd degree to its endpoints. Hence, a partition of the
edges into trails must have some non-closed trail ending at each odd vertex.
Because each trail has only two ends, we must use at least k trails to satisfy
2k odd vertices. We also need at least one trail, because G has an edge, and
Theorem 6.3 implies that one trail suffices when k = 0.
Now we need to prove that k trails suffice when k > 0. Given such a
graph G, we pair up the odd vertices of G in arbitrary manner and form G′
by adding for each pair an edge joining its two vertices. In other words, we
add k edges to G. The resulting graph G′ is still connected and even, and
thus by Theorem 6.3 it has an Eulerian circuit C. Now we traverse C in G′,
and we start a new trail in G each time we traverse an edge of G′\E(G). We
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get 2k trails, and k of them are these added edges. Thus k trails decompose
G.
With Theorem 6.4 we can formulate the following trivial corollary.
Corollary 6.1. A graph G has a non-closed Eulerian trail if and only if it
has exactly 2 odd vertices.
Proof. Suppose that a graph G has a non-closed Eulerian trail
T = v0, e1, v1 . . . , ek, vk.
Then we know that this trail contributes even degree to every vertex, except
endpoints. The degrees of endpoints are odd. There are only two endpoints,
and thus G has exactly 2 odd vertices.
Conversely, suppose that G has exactly 2 odd vertices. Then by setting
k = 1 in Theorem 6.4, we complete the proof.
We need Theorem 6.3 and Corollary 6.1 in the creation of an example
exercise in Section 6.4. The exercise requests an Eulerian Circuit and Trail
from a given graph.
We write also exercises, which requests a Hamiltonian Circuit and Trail
and a solution to a single-source shortest-paths problem. They are defined
as follows.
Definition 6.24. A Hamiltonian circuit of a graph G is a closed trail con-
taining all vertices of G. A graph is Hamiltonian if it has a Hamiltonian
circuit. A Hamiltonian trail in a graph is a trail containing all the vertices.
Definition 6.25. A shortest-paths problem is a problem, which we have a
weighted, directed graph G, with weight function w : E → R mapping edges
to real-valued weights. The weight of path p = v0, v1, . . . , vk is the sum of
the weights of its constituent edges:
w(p) =
k∑
i=1
w(vi−1, vi).
We define the shortest-path weight from u to v by
δ(u, v) =
{
min{w(p) : u v} if there is a path from u to v,
∞ otherwise.
A shortest path from vertex u to vertex v is then defined as any path p with
weight w(p) = δ(u, v).
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In this thesis we shall focus on the single-source shortest-paths problem:
given a graph G, we want to find shortest path from a given source vertex
s ∈ V (G) to each vertex v ∈ V (G). Many other problems can be solved by
the algorithm for the single-source problem, as a so-called single-pair shortest-
path problem. It asks the shortest path from u to v for given vertices u and
v. Actually our exercises are practically single-pair shortest-path problems,
but according to Cormen et al. no algorithm for this problem is known that
runs asymptotically faster than the best single-source algorithms in the worst
case [5, p.581].
6.2 Drawing Graphs
In this section we will consider problems of drawing graphs. Generally speak-
ing, the graph drawing is a whole discipline. We could present a whole book
about drawing planar graphs only, but it is not the goal of this thesis. If the
reader want to familiarize with it, we recommend Takao Nishizeki and Md.
Saidur Rahman’s Planar Graph Drawing [24].
As we have mentioned in Section 2.2, our selected program is Graphviz,
and its subprogram NEATO. This program is only a temporary solution,
because it does not always draw planar graphs correctly. The program is
not even able to draw planar graphs correctly, if it is known that the graph
is planar. There seems to be no elegant open source software to draw these
planar graphs correctly in every case, and therefore we have to be satisfied
with this NEATO.
The DOT code, which draws the example graph in Figure 6.1 is the
following:
graph G {
node [ height , width = .1 , . 1 , shape=box ]
edge [ f o n t c o l o r=red , l en = 1 . 5 , f o n t s i z e= 10 ]
1 −− 2 [ l a b e l =10] ;
1 −− 3 [ l a b e l =50] ;
1 −− 4 [ l a b e l =60] ;
1 −− 5 [ l a b e l =20] ;
2 −− 3 [ l a b e l =70] ;
2 −− 4 [ l a b e l =90] ;
2 −− 7 [ l a b e l =10] ;
3 −− 5 [ l a b e l =20] ;
3 −− 6 [ l a b e l =60] ;
3 −− 7 [ l a b e l =100] ;
4 −− 5 [ l a b e l =10] ;
5 −− 6 [ l a b e l =40] ;
6 −− 7 [ l a b e l =70] ;
}
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Let us look at the codes, which draw random graphs in modSTACK. We
write the following commands for the question variable field.
nONodes = 7
adjac = jrCreateRandomConnectedGraph (nONodes )
graphicsAdjac=jrCreateBooleanAdjacMatr ix ( adjac , nONodes )
nodes = c r e a t e l i s t ( i , i , 1 , nONodes )
nmatrix = jrWeightTheGraph ( adjac )
graphicsMatr ix = jrCreateNodeMatrix ( nmatrix , nONodes )
The variable nONodes is the number of nodes in the graph. jrCreateRan-
domConnectedGraph constructs random, connected graphs. It returns an
adjacency-matrix representation of the graph. We will consider the algorithm
beneath this function in Section 6.3. jrCreateBooleanAdjacMatrix returns
a Maxima list, whose elements are Maxima lists. Each element corresponds
each rows of the adjac matrix, such that there is true, if the element of the
row is 1, and false, if the element of the row is 0. Technically, the returned
graphicsAdjac is not same as a Maxima matrix. We need this graphicsAdjac
in our drawing code in the question stem field, and it cannot be a normal
matrix.
The graphicsAdjac for the example graph in Figure 6.1 is the following
[ [false, true, true, true, true, false, false ],
[true, false, true, true, false, false, true ],
[true, true, false, false, true, true, true ],
[true, true, false, false, true, false, false ],
[true, false, true, true, false, true, false ],
[false, false, true, false, true, false, true ],
[false, true, true, false, false, true, false ]].
The variable nodes is a list, which include all nodes, and in our example it is
[1, 2, 3, 4, 5, 6, 7]. The function jrWeightTheGraph constructs and returns
a distance-matrix representation of the adjac matrix. The weight of edges
have been chosen at random. The function jrCreateNodeMatrix returns
nmatrix in the same notation as the graphicsAdjac, i.e. a list, which includes
lists.
The question stem field includes the following commands:
| $ begin dot neato −Gepsi lon =.0001
−Gspl ines=true −Goverlap=s c a l e $ |
graph G {
node [ height , width = .1 , . 1 , shape=box ]
edge [ f o n t s i z e =8, f o n t c o l o r=red , l en =1.2 ]
| $ begin for v e c t in @#graphicsMatr ix#@ beg in
in @#nodes#@ adjacVect in @#graphicsAdjac#@ $ |
| $ begin for c ond i t i o n in adjacVect
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end in @#nodes#@ d i s t in v e c t $ |
| $ begin i f c ond i t i o n $ |
beg in −− end [ l a b e l= d i s t ] ;
| $ end i f $ |
| $ end for $ |
| $ end for $ |
}
| $ end dot $ | .
Note how the code includes nested for loops and how there are a couple of
indices inside the for loops. Inside the first for loop are three indices: vect ,
begin , and three index sets: @#graphicsMatrix#@, @#nodes#@, and
@#graphicsAdjac#@, respectively. The sizes of the index set are same for
all index sets, and the indices get the values at the same time, which means
that, for example, every index in the first for loop gets the first value of the
corresponding index set at the same time. Then everyone gets the second
value, and so on.
Finally, every graph in the figures of this chapter have been drawn by
Graphviz. We have tried to select graphs such that they would show the
good and bad sides of Graphviz. We will comment on the graphs if needed,
as they are shown.
6.3 Generation of a Random Graph
If we want to write randomized, modSTACK exercises from graph theory,
we need to study random graph theory. The student’s assignment is not to
work out the graph, but solve the asked problem. That is why we want to
use small, planar, and connected graphs. By a small graph we mean a graph,
which has about ten nodes.
So our key question is: Can we construct this kind of small, planar, and
connected graphs uniformly at random? An elegant solution to this question
would be an algorithm, which constructs a graph G with n vertices uniformly
at random. The algorithm would return the graph by using the adjacency-
matrix representation. We found one algorithm, which gave promising re-
sults. The algorithm can construct connected, planar graphs uniformly at
random [3, 33, 34]. However, we had not enough time to implement this
algorithm yet, and thus further research is needed.
We also tested a worse algorithm, which uses so-called Delaunay trian-
gulation. We chose it, because it is easy to implement and it always creates
planar and connected graphs. However it is not a final solution to our key
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question, as we will see.
The Delaunay Triangulation
The algorithm which constructs so-called Delaunay triangulations was chosen
to create randomized graphs to the exercises, because it is easy to implement
and it constructs always a connected planar graph. The algorithm is not
efficient, but the number of vertices in our exercise is small, and thus the
efficiency is not important.
It has also restrictions and we will analyze them in this section. There
is also a very small probability, that our algorithm does not work correctly.
We will also consider this issue in this section. We will begin by defining the
classical Euclidean distance in R2.
Definition 6.26. The Euclidean distance between points x = (x1, x2),y =
(y1, y2) ∈ R2 is
d(x,y) =
√
(x1 − y1)2 + (x2 − y2)2.
Next we define collinearity, a triangulation, a circumcircle of a triangle,
a Voronoi diagram, and a Delaunay triangulation.
Definition 6.27. Let us assume that we have three or more points in the
space R2. If all of them lie on the same line, then they are collinear.
Definition 6.28. A 2-connected plane graph G is called a triangulation if
every interior face is bounded by a triangle and the boundary of G is a convex
polygon. A circumcircle is a circle which passes through all the vertices of
the triangle.
Definition 6.29. Let S be a set of distinguished points in R2 such that not
all points are collinear. For each s ∈ S, the Voronoi region generated by s
is the set of points closer to s than to any other point in S. The collection
of all Voronoi regions generated by points of S is called the Voronoi diagram
generated by S. The Voronoi dual of S is defined to be the straight-line
geometric dual ([11]) of the Voronoi diagram. If no more than three Voronoi
regions meet at any point in the Voronoi diagram generated by S, then the
Voronoi dual of S is a triangulation, called the Delaunay triangulation of
S. In this case the Delaunay triangulation is said to be nondegenerate. If
the Voronoi dual is degenerate, which means that more than three Voronoi
regions meet at any point, then a Delaunay triangulation is any triangulation
obtained by adding edges to the Voronoi dual.
Next, we define what is a circumcentre.
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Definition 6.30. The circumcentre of the vertices of triangle is a point,
which is equidistant from each vertices. Hence, it is the midpoint of the
circumcircle.
The next trivial theorem computes the circumcentre of the vertices of a
triangle.
Theorem 6.5. If the vertices of triangle are x = (x1, x2), y = (y1, y2) and
z = (z1, z2), then the coordinates of the circumcentre are given by{
c1 =
y2z
2
1
−(y2
1
+y2
2
)z2+y2z22+x
2
1
(−y2+z2)+x22(−y2+z2)+x2(y
2
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1
−z2
2
)
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1
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.
Now we can state an algorithm, which constructs the Delaunay triangu-
lation, from which a random graph is constructed. The algorithm contains
two technical restrictions and we will consider these restrictions later.
Algorithm 6.1. The algorithm chooses n points randomly from the unit
square [0, 1]× [0, 1], and it connects an ordinal number to each of them. The
first randomly chosen point gets a number one, the second gets a number
two, and so on. These chosen points will constitute the vertices of a graph
G, and the ordinal numbers will be the names of the vertices. The algorithm
calculates the circumcentre for each thee points of V (G). Then, for each
circumcentre x, all the points in V (G) are checked to make sure that the
three points used to find x are the three closest points of V (G) to x. If
they are not, x is rejected from consideration. Then, for each circumcentre
x not rejected, the algorithm draws lines between the points that were used
to find this circumcentre. These lines will constitute the edges of the graph
G. Finally the algorithm constructs an adjacency-matrix representation from
these vertices and edges.
Let us consider our algorithm more closely. If the reader is not familiar
with the O-notation, see, for example, from Cormen et al.’s book [5]. The
time needed for the calculation of the circumcentres is O(n3), the time needed
for the rejection of the circumcentres is O(n4), and the time needed for the
creation of the adjacency-matrix representation is O(n). Hence, the time
needed for the algorithm is O(n4).
This result is not good, but still the algorithm is sufficiently fast, because
the number of vertices in our graph exercises is small, typically 10 or less.
D.T. Lee and B.J. Scachter represents a divide-and-conquer algorithm in
their article [18], which runs in O(n logn) time. However, it is much more
complicated, and our tests in the C courses shows that our algorithm is
sufficiently fast.
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Let us consider two restrictions in our algorithm. First, if we choose
three points uniformly at random from the unit square, then the probability
that we get two equal points or three points, which are on the same line, is
zero [13]. However, in the real life we cannot choose real numbers uniformly
at random, but only approximated real numbers, which means that they have
only finite digits in the decimal representation. That is why it is possible to
get the same point two or more times, or three or more points from the same
line. Second, based on the previous discussion, it is also possible to get four
points from the same circle.
In the second case, the Delaunay triangulation will be degenerate, and
the algorithm constructs four different three-membered combinations, all of
which have the same circumcentre. However, our algorithm does not work
like in Definition 6.29, because the algorithm does not reject any of these
circumcentres, and the resulting graph is not a triangulation and it may be
a planar graph neither. We do not check this error, however, because the
probability that it happens is very small. Moreover, the check of this error
needs a lot of CPU time, and the algorithm, which draw our graphs is neither
always able to draw planar graphs correctly 6.2.
The first restriction is solved by the following theorem. If we choose three
points from the unit square, we get always one of the following four different
situations:
1. Three different points, do not belong to the same line.
2. Three different points, belong to the same line.
3. Two different points.
4. One point.
Now we can formulate a theorem, with which we can handle the conditions
2,3, and 4.
Theorem 6.6. If one of the three conditions 2,3 or 4 is true then the de-
nominators 2(x2(y1−z1)+y2z1−y1z2+x1(−y2+ z2)) of the both coordinates
of the circumcentre of Theorem 6.5 are zero.
Proof. Let us assume that the condition 2 is true. Then we can calculate a
slope to the points or the points are on the line y = k.
If the slope exists then we can set that

x2 = kx1 + b,
y2 = ky1 + b,
z2 = kz1 + b.
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Then we can calculate that
2(x2(y1 − z1) + y2z1 − y1z2 + x1(−y2 + z2))
=2((kx1 + b)(y1 − z1) + (ky1 + b)z1 − y1(kz1 + b) + x1(kz1 + b− ky1 − b)
=0
If the points are on the line y = k then we know that x1 = y1 = z1 and
2(x2(y1 − z1) + y2z1 − y1z2 + x1(−y2 + z2))
=2(x2(x1 − x1) + y2x1 − x1z2 + x1(z2 − y2))
=0
Let us assume that the condition 3 is true. Then we have two different
points, and we can assume, that x1 = y1 and x2 = y2.
2(y2(y1 − z1) + y2z2 − y1z2 + y1(z2 − y2))
=2(y2y1 − y2z1 + y2z1 − y1z2 + y1z2 − y1y2)
=0
Let us assume that the condition 4 is true. Then all three point are same
point, which means that x1 = y1 = z1 and x2 = y2 = z2.
2(y2(y1 − z1) + y2z2 − y1z2 + y1(z2 − y2)) = 0
By using Theorem 6.6 we can be sure that we almost always get a valid
Delaunay Triangulation if we check that the denominator is always nonzero.
Note that we do not know anything about the opposite direction of Theo-
rem 6.6. Moreover, note that the word “almost” is only there because of the
small possibility that four or more points are on the same circle.
Finally, note that Algorithm 6.1 returns an adjacency-matrix representa-
tion, and it does not include the coordinates of the vertices or the coordinates
of the selected circumcentres. We know that a valid Delaunay triangulation
always corresponds to a planar graph, but it is not clear that the graph is
planar, when only the adjacency-matrix representation of the graph is con-
sidered. The Graphviz program is not able to draw planar graphs correctly,
but it tries to minimize unnecessary cross connections, and thus it needs
CPU time. Hence, the better way in this situation would be such that the
modSTACK draws the points and lines, which Algorithm 6.1 constructs.
Then the result graph is always planar, and the Graphviz program is not
needed. We do not implement this method, however, because the Delaunay
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triangulation is also a temporary solution in certain cases. For example, we
know that the random graphs generated by the Delaunay triangulation are
Hamiltonians with high probability [6]. Moreover, we conjecture that ran-
dom graphs generated by the Delaunay triangulation are never Eulerians,
and they always have a Hamiltonian trail and seldom an Eulerian trail.
6.4 Algorithms
In this section we will present some basic graph algorithms, and some exer-
cises written from them. The algorithms are BFS, DFS, Dijkstra’s algorithm,
MST-PRIM, searchEulerianCircuit and searchEulerianTrail. In addition, we
will present an exercise that requests a Hamiltonian circuit and a Hamil-
tonian trail. We call these six algorithms main algorithms in this section,
because there are some auxiliary algorithms linked to each of them.
The algorithms are presented such that the operating principle can be
understood. The exact Maxima code of the some algorithms is given in
Appendix A. For the rest algorithms, a pseudocode about them can be
found, for example, in Cormen et al.’s Introduction to Algorithms [5].
There exist theorems, which proves how each algorithm really solves the
asked problem. We do not present them in this thesis, but the reference to
the theorem will be given. Moreover, we do not calculate computation times
for the algorithms. The algorithms are not necessary the fastest known im-
plementation to each problem. If clearly faster algorithm exists, the reference
to it is given.
All presented algorithms work on graphs, whose n vertices are labelled by
numbers {1, 2, . . . , n}. The algorithms can also work on the graphs, whose
vertices are labelled in a different way, but in this thesis we will only use
these numbers, because it is simpler. For example, we can ask: Is there an
edge from the vertex 4 to the vertex 5 in graph G? The command A[4, 5]
will tell this, if the adjacency-matrix representation of the graph G is stored
in the variable A.
In this section the word “list” always means a Maxima list. In Maxima
they can be constructed, for example, by command Q : [1, 4, 7]. Then Q is
a list, which includes elements 1,4, and 7. We can get the i:th element of
the list Q by command Q[i]. Thus in our example Q[2] returns 4. In this
section we also use two operations of Maxima: The assign operator :, and
the comparison operator =. More about these matters can be found, for
example, from official web pages for Maxima [21].
We begin by defining some elementary data structures to maintain our
data in the algorithms.
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A queue is a set in which the element removed from the set is prespecified.
In a queue, the deleted element is always the one that has been in the set for
the longest time, i.e. the queue implements a first-in, first-out policy. In this
thesis we implements the queue with the list Q, which can include at most
n-1 elements, although its length is n. We need two operations for a queue:
Enqueue, which inserts elements to the queue, and Dequeue, which deletes
an element from the queue. When a queue is constructed, we need this list
Q and two variables, a head and a tail. In the beginning the list is empty
and head = tail = 1, which means that they point to the first element of the
list Q. Moreover, if head = tail, the list is empty. We think that the list is
in circular order, the next element for the element n is 1. Both operations,
enqueue and dequeue, are very simple with these set-ups.
Algorithm 6.2 (Enqueue). Enqueue inserts one element to the queue. It
put the element to the tail:th position in the list Q. Then it set that tail
points to the next element of the list. Remember the circular order.
Algorithm 6.3 (Dequeue). Dequeue deletes one element from the list Q. It
returns head:th element from the list Q and set that head points to the next
element of the list.
The second elementary data structure is a priority queue. We do not
need it in general level in this thesis. If the reader want to familiarize with it
more closely, we recommend Introduction to Algorithms [5, p.138]. A priority
queue is a data structure for maintaining a set S of elements, each with an
associated value called a key. In this thesis we use a min-priority queue and
the operation Extract-min. Priority queues also have other operations, but
we do not need them here. The operation Extract-min returns the element
of S whose key is the smallest one, and deletes the element from the set S.
The operation is used to lists, although it is also usable for the elementary
data structure called heap [5, p.127].
A priority queue needs two lists: Q, and d. The list Q includes elements
in arbitrary order. General level they can be anything, but in this thesis they
are only numbers. Let us assume that when the priority queue is constructed,
the length of Q is n. Then the length of d has to be at least n. The list d
includes keys for each element from the set {1, 2, . . . , n}. Note that Q does
not need to include all numbers from the set {1, 2, . . . , n}, but if there is the
number k in Q, then the key of k is k:th element in the list d.
Algorithm 6.4 (Extract-min). The algorithm constructs two variables: va-
lue, and min. In the beginning, the value of value is ∞ and the value of
min is −1. The algorithm goes through the list Q and updates the variables
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value and min. If the key of i ∈ Q is smaller than value, then value is the
key of i and min is i. Finally the algorithm deletes min from the Q and
returns it.
With this queue structure, we can present our first main algorithm, which
is Breadth-first search (BFS). It is one of the simplest algorithm for searching
a graph. By searching a graph we mean that we systematically follow the
edges of the graph to visit the vertices of the graph. A graph-searching
algorithm can discover much about the structure of the graph. We present
two graph-searching algorithms. The first is Breadth-first search, and it
explores the edges of a graph to find every vertex that is reachable from s.
Moreover, it computes the distance from s to each reachable vertex. The
distance is here the smallest number of edges between endpoints. BFS also
produces a rooted tree with root s, which is called “breadth-first tree”, that
contains all reachable vertices. For every vertex v reachable from s, the path
in the breadth-first tree from s to v corresponds to a shortest path from s to
v in G.
Let us assume that there is a graph G and a distinguished source vertex
s. Both of them are parameters of BFS.
Algorithm 6.5 (BFS). First, the algorithm constructs one queue Q, and
three lists: color, d and pi. color is a list, whose v:th member tells the color
of v ∈ V (G), d is a list, whose i:th member tells the distance from the node
i to the source vertex s, pi is a predecessor list, like in Definition 6.19. In the
beginning, the queue Q is empty, and every element of the color is white.
They may later become gray and then black. Every element of the d is ∞,
and every element of the pi is 0.
The algorithm enqueues the source vertex s to the queue Q. Then it does
the following so long, as there are elements in the queue Q: It dequeues one
element u from the queue Q and search all adjacent vertices v to u, and if the
color of the vertex v is white, then the algorithm colors it gray and set that
d[v] : d[u] + 1, pi[v] : u and enqueues the vertex v to the queue. When every
adjacent vertex to v have been searched, the algorithm colors the vertex u
to black. Finally the algorithm returns a list, which includes two elements,
pi and d.
The theorem which states, that the BFS algorithm discovers every vertex
v ∈ V (G) that is reachable from the source vertex s, and computes the
earlier defined distance from every vertex v ∈ V (G) to s, is given with proof
in Introduction to Algorithms [5, p. 535].
The exercise written from the breadth-first search algorithm is in Fig-
ure 6.5. The exercise requests the earlier constructed pi and d. The correct
48
answer to this question is unique, because there is this clause: “Always choose
the vertex, which has the smallest label.”
Note how the edge (1, 6) is not a straight-line segment. We know by
Fa´ry’s theorem that all planar graph have a plane graph, whose edges are
line segments. We also know that this graph is a planar graph, because it
is generated by Algorithm 6.1. The Graphviz program is not always able to
draw planar graphs correctly, and that is why we have corrected the code
by allowing drawing edges with spline curves, although it is not necessary
in the optimal cases. It is done by command −Gsplines = true [25, p.11].
This command have also been presented in the question stem field code on
page 40.
The breadth-first tree
Form the breadth-first tree (BFS) with root 5 about the following graph.
Always choose the vertex, which has the smallest label.
1
2
4
6
3
7
5
Give your answer by using predecessor- and distance list. The nth element
of the predecessor list is the predecessor of n. The nth element of the
distance list is the distance between the n node and the root. Mark the
5th elements of both lists by 0.
The predecessor list is
The distance list is
Figure 6.5: The exercise which requests breadth-first tree
The second main algorithm is Depth-first search (DFS). It is also a graph-
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searching algorithm, and it searches “deeper” in the graph whenever possible.
The algorithm explores out of the most recently discovered vertex v that still
has unexplored adjacent vertices. When all of v’s edges have been explored,
the algorithm “backtracks” to explore vertices adjacent to vertex from which
v was discovered. This process continues until we have discovered all the
vertices that are reachable from the original source vertex s. If there are any
undiscovered vertices, then the smallest of them is selected as a new source
vertex, and the search is repeated from that vertex. The algorithm ends
when all vertices have been explored.
This algorithm is slightly modified version about the algorithm introduced
in Introduction to Algorithms [5, p. 540]. The only difference is, that this
algorithm starts from the given source vertex s.
It may seem arbitrary that BFS is limited to only one source vertex
whereas DFS may search from multiple source vertices. It is possible that
BFS proceeds from multiple sources, and DFS is limited to only one source.
However, this approach reflects how the results of these searches are typically
used [5].
Let us assume that there is a graph G and a distinguished source vertex
s, which are parameters of DFS.
Algorithm 6.6 (DFS). In the beginning depth-first search colors each vertex
white. The color of the vertex is stored in the list color. The vertices may
later become first gray and then black. Moreover, it constructs two lists Q,
and pi. Q includes the vertices such that the first element is s, and the rest
are in increasing order. pi is a predecessor list, like in Definition 6.19, and in
the beginning every element of pi is 0. The algorithm goes through Q, and
if the color in the same place in list color is white, then the algorithm visits
in this node by using the DFSVisit algorithm. Finally, the algorithm returns
the list pi.
The following auxiliary algorithm uses same variables as DFS. It has one
parameter, the visiting vertex v.
Algorithm 6.7 (DFSVisit). The algorithm colors the visiting vertex v gray.
Then it goes through all vertices of G such that if there are any white vertices
u, adjacent to v, then the algorithm sets that predecessor of u is v and calls
itself recursively with parameter u. Finally algorithm colors the visiting
vertex v black, and returns nothing.
The predecessor of the source vertex s is 0. If there are two or more
components in the graph, then there are two or more zeros in the predecessor
list, too.
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Biggs gives the theorem with proof, which states that the result pi contains
a spanning tree for all components of G in his book [2, p.203].
The exercise written from the depth-first search algorithm is in Figure 6.6.
The exercise requests the earlier constructed pi. The correct answer to this
question is unique, because there is this clause: “Always choose the vertex,
which has the smallest label.” Note how there is an unnecessary edge inter-
section in the given graph.
The depth-first tree
Form the depth-first tree (DFS) with root 7 about the following graph.
Always choose the vertex, which has the smallest label.
1
24
6
5
3
7
Give your answer by using a predecessor list. The nth element of the
predecessor list is the predecessor of n. Mark the 7th element of the list
by 0.
The predecessor list is
Figure 6.6: The exercise which requests depth-first tree
The next main algorithm is Dijkstra’s algorithm, which solves the single
source shortest-paths problem on a weighted graph G for the case in which
all edge weights are nonnegative. The proof that the algorithm solves the
problem is given in Introduction to Algorithms [5, p. 597].
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Let us assume that the graph G has n vertices, and a set S includes the
vertices whose final shortest-path weights from the source s have already been
determined. In the beginning, the set S is empty. The algorithm repeatedly
selects a vertex u ∈ V (G)\S which has a minimum shortest-path estimate,
adds u to S, and relaxes all edges leaving u by using Algorithm 6.9. It does
this until V (G)\S is empty.
Note that the algorithm solves the single source shortest-paths problem,
but our example exercise only requests the shortest path between two given
vertices (remember the comments below Definition 6.25). Therefore our im-
plementation returns a list, which includes two elements: the length of the
shortest path between the given vertices, and a list, which includes this short-
est path including the source vertex in the beginning and the goal vertex in
the end.
The Dijkstra’s algorithm needs three parameters, the examined graph by
the distance-matrix representation G, the source vertex s and the goal vertex
goal. Note that the notation G[i, j] means the element in matrix G such that
i is the row index, and j is the column index.
Algorithm 6.8 (Dijkstra’s algorithm). In the beginning, the algorithm con-
structs three lists: d, pi and Q. d includes upper bounds on the weights of
a shortest path from source vertex s to all vertices of G and these upper
bounds are called shortest-path estimates. pi is a predecessor list, like in
Definition 6.19, and Q represent the set V (G)\S. In the beginning, every
element of d is ∞, every element of pi is −1 and Q is V (G). The algorithm
begins by setting that d[s] : 0. After that the algorithm do n times the
following things: It uses Algorithm 6.4 to get the smallest element u from
Q, and goes through all vertices j ∈ V (G) such that if G[u, j] < ∞, it uses
Algorithm 6.9 to the vertices u and j.
Finally the algorithm constructs a list, whose first element is d[goal] and
the second element is the shortest path from s to goal. The second element
is constructed from pi.
The following auxiliary algorithm is needed in Dijkstra’s algorithm. For
the relaxation we mean technique, which maintains a predecessor list pi, and
a distance attribute d[v] for each vertex v ∈ V (G).
Algorithm 6.9 (Relaxation). The Relaxation algorithm gets two param-
eters: u, and v. If d[v] < d[u] + G[u, v] then the algorithm sets that
d[v] : d[u] +G[u, v], and pi[v] : u. It returns nothing.
The exercise written from Dijkstra’s algorithm is in Figure 6.7. Note that
the exercise requests just the elements returned by Dijkstra’s algorithm. The
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given graph is admittedly a little bit ambiguous. What is the weight of the
edge (2, 7)? 100? 40? 30? The Graphviz program always inserts the edge
weights beside the midpoint of the edge, but still NEATO will not be enough.
Dijkstra’s algorithm
Let us consider the following weighted graph.
1
2
100
3
20
4
80
620
100
7
40
90
80
10
5
30
20
30
20
Search the shortest route from the node 6 to the node 5 by using Dijkstra’s
algorithm. Give the length of the route and the route in form [6,12,11,5]
such that the answer includes the endpoints of the route.
The length of the route is
The route is
Figure 6.7: The exercise about single source shortest-paths problem
The fourth main algorithm is a MST-PRIM algorithm. It constructs a
minimum spanning tree from the given, weighted, connected graph. The
algorithm constructs a rooted tree, which is also a minimum spanning tree,
and the root of the tree is always 1. In theory, the root of the tree can be
any vertex of the graph G.
MST-PRIM needs one parameter, the distance-matrix representation of
the examined graph G. Let us assume that the graph has n vertices. Again,
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the notation G[i, j] means the element in matrix G such that i is the row
index, and j is the column index.
Algorithm 6.10 (MST-PRIM). In the beginning, the algorithm constructs
three lists, Q, d, and pi. Q includes all vertices that are not in the tree,
and it forms the min-priority queue used in this algorithm. The d[v] is the
minimum weight of any edge connecting v to a vertex in the tree and the keys
for the min-priority queue Q, pi is a predecessor list, like in Definition 6.19.
The minimum spanning tree T forms to this list pi. In the beginning every
element of d is ∞, every element of pi is 0 and Q includes all vertices of G.
First, the algorithm sets d[1] : 0. After that it does n times the following
things: It uses Extract-min to get the vertex u from Q, and goes through
all adjacent vertices v of u, which are in Q, such that if G[u, v] < d[v] then
pi[v] : u and d[v] : G[u, v]. Finally the algorithm computes the following sum
wT =
n∑
i=1
d[i],
which is the sum of the edge weights of the tree, and returns a list, which
has two elements. The first element is this wT and the second is pi.
The following two theorem proves the correctness of the MST-PRIM al-
gorithm.
Theorem 6.7. Let G be a connected, weighted graph, and suppose that T
is a graph constructed from G by the MST-PRIM algorithm. Then T is a
spanning tree.
Proof. First we show that the algorithm produces a tree. It never chooses an
edge that completes a cycle. If the result graph has more than one component,
then no edge can join two of them, because such an edge would be accepted.
SinceG is connected, some such edge exists. Thus the final graph is connected
and acyclic, which means that it is a tree by Definition 6.13.
The algorithm extract-mins n times the vertex i from the Q and adds it
to the tree T . Thus every vertex is added to the T , which means that it is a
spanning tree.
In the following theorem w(T ) is the sum of the edge weights of the tree
T . With Theorem 6.7 and Biggs’s proof [2, p. 201] we have proved the
following theorem.
Theorem 6.8. Let G be a connected, weighted graph, and suppose that T is
a graph constructed from G by the MST-PRIM algorithm. Then
w(T ) ≤ w(U)
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for any spanning tree U of G.
The exercise written from MST-PRIM is in Figure 6.8. It just requests
the predecessor list written from the minimum spanning tree. Note that the
predecessor list is defined for a rooted tree and a minimum spanning tree need
not to be a rooted tree. However, we did not invent a handy way to present
trees by single lists without determining the root of the tree. Of course it
is possible to request adjacency-matrix representations, but students cannot
construct them easily. Still, we have written the exercise such that it does not
determine the root of the tree beforehand. Students can choose it themselves.
The graph in this exercise looks good. Note that there are 8 vertices
in this graph. We have only changed value of the variable nONodes in the
question variable field code on page 40.
The following exercise in Figure 6.9 requests to establish the Hamiltonian
circuit or trail. The solutions of the exercise are easy to find because Maxima
has functions: hamilton path and hamilton cycle, which find Hamiltonian
trail and cycle, respectively. That is why we do not consider this exercise
more closely. The graph in the exercises is an example about the Delaunay
triangulation, which is not Hamiltonian. However, it has a Hamiltonian trail.
The latest two main algorithm in this section are searchEulerianCircuit
and searchEulerianTrail. They are little bit complicated, and need many
auxiliary algorithms. They are based on the algorithm presented by James
R. Evans and Edward Minieka [8].
First, we define a couple of auxiliary algorithms. The first algorithm
answers to two question: Has a graph G an Eulerian trail? Is a graph G
Eulerian? It is based on Theorem 6.3 and Corollary 6.1. The algorithm gets
one parameter: an adjacency-matrix representation of the examined graph
G. Our implementation is not the most effective known algorithm for this
problem. Its compute time is O(|V (G)|2), and there exists, for example,
algorithm in S.A.M. Makki’s article [19], whose compute time is O(|V (G)|).
Algorithm 6.11 (hasEulerianTrailOrCircuit). The algorithm computes the
degrees of every vertices by computing sum of the every row in adjacency
matrix. If there are exactly 2 odd vertices, the graph has an Eulerian trail.
If there are 0 odd vertices, the graph is Eulerian, which have both an Eulerian
trail, and an Eulerian circuit. Otherwise the graph has neither of them. The
algorithm returns a list, which has 2 elements. The first element is true, if
an Eulerian tour exists, otherwise it is false. The second element is true, if
an Eulerian circuit exists, otherwise it is false.
The following 5 auxiliary algorithms are very easy to understand and that
is why we present them very shortly.
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MST-PRIM
Let us consider the following weighted graph.
1
5
80
6
100
7
80
70
100
8
80
80
2
50
20
3
704
50
60
100
30
20
Search the minimum spanning tree. Give the weight of the tree and the
tree by a predecessor list. The nth element of the predecessor list is the
predecessor of n. Mark the root of the tree in the list by 0.
The weight of the tree is
The predecessor list is
Figure 6.8: The exercise about minimum spanning tree.
Algorithm 6.12 (ComputeDegree). ComputeDegree gets two parameters,
a graph tMatrix in an adjacency-matrix representation and a vertex n. It
returns the degree of the vertex n in the graph tMatrix.
Algorithm 6.13 (iZR). The name of the algorithm is abbreviation for the
name isZeroRow. The algorithm gets two parameters, a graph tMatrix in
an adjacency-matrix representation and a vertex n. It returns true, if the
vertex n has no adjacent vertices, otherwise it returns false.
Algorithm 6.14 (sFO). The name of the algorithm is abbreviation for the
name searchFirstOne. The algorithm gets two parameters, a graph tMatrix
in an adjacency-matrix representation and a row number n. If n = 0, then
it returns the coordinates of the first 1 in tMatrix. The search order is
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Hamiltonian circuit and trail
Let us consider the following graph.
1
2
3
4
6
7
5
Is it possible to create a Hamiltonian circuit or trail to this graph? Mark
your possible circuit or trail like [3, 4, 5, . . . , 10]. If you find the circuit, put
the first vertex at both ends of your answer list. If you are not able to find
a circuit or a trail, you need not to put anything in the respective answer
fields.
The graph has an Hamiltonian trail?
{
Yes
No
If your answer was yes, what is the trail?
The graph has an Hamiltonian circuit?
{
Yes
No
If your answer was yes, what is the circuit?
Figure 6.9: The exercise about Hamiltonian circuit and trail
tMatrix[1, 1], tMatrix[1, 2], . . . , tMatrix[2, 1], . . . If n 6= 0, then the algo-
rithm only goes through the n:th row of the matrix tMatrix. If the suitable
1 does not exist, then the algorithm returns [0, 0].
Algorithm 6.15 (iIPTM). The name of the algorithm is abbreviation for
the name isItPossibleToMove. The algorithm gets three parameters, a graph
tMatrix in an adjacency-matrix representation and two vertices, begin and
end. If tMatrix[begin, end] = 1 then the algorithm returns true, else it
returns false.
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Algorithm 6.16 (isItZeroMatrix). The algorithm gets one parameter, a
graph tMatrix in an adjacency-matrix representation. It returns true if all
elements of tMatrix are 0, otherwise it returns false.
Algorithm 6.17 (searchBeginEnd). The algorithm gets one parameter, a
graph tMatrix in an adjacency-matrix representation. It returns all vertices,
whose degree is odd. The vertices are put in a normal Maxima list [a, b].
Our two main algorithms are too long to explain verbal only. That is
why the exact Maxima codes of the algorithms are given in Appendix A.
The codes are given such that the standard functions of Maxima are green
and our own functions are red. Here we will only give the operating principle
of both algorithms. Note that searchEulerianCircuit assumes that a given
graph G is Eulerian and searchEulerianTrail assumes that a given graph
has an Eulerian trail. Thus it is very important to test these properties by
hasEulerianTrailOrCircuit algorithm. If the graph G is not Eulerian, do not
try to use searchEulerianCircuit to it. Both algorithm gets one parameter,
the adjacency-matrix representation of the graph G.
Algorithm 6.18 (searchEulerianCircuit). The algorithm advances in four
steps:
1. The algorithm selects an arbitrary vertex as the source vertex s. From
this vertex it constructs an arbitrary circuit C0 by first visiting any
edge (s, a) adjacent to vertex s. It marks the edge (s, a) as visited, and
visits from a an edge which is not visited before. The algorithm repeats
the process until the visit returns to s. The process will return to s
because the vertices have even degree and each time a vertex is visited
an even number of edges is used. Thus, every time the visit reaches a
vertex except possibly the source vertex, there is an edge to exit from
that vertex.
2. The algorithm goes to step 4 if the union of constructed circuits ∪ki=0Ci
contains all the edges of G. Otherwise the remaining subgraph Gk+1 =
G\E(∪ki=0Ci) must be Eulerian, because each vertex of the circuits C0,
C1, . . . , Ck contains an even number of edges. The subgraph Gk+1 and
one of C0, C1, . . . , Ck must have at least a common vertex vk+1, since
G is a connected graph.
3. The algorithm constructs a circuit Ck+1 in the subgraph Gk+1 from
vk+1. Then it returns to step 2.
4. Finally, the algorithm inserts each constructed circuit Ck after vk in
circuit ∪k−1i=0Ci.
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The next algorithm searches the Eulerian trail for the given graph G. It
is only a small modification to the algorithm searchEulerianCircuit. Note
that the graph has exactly two odd vertices.
Algorithm 6.19 (searchEulerianTrail). This algorithm differs from search-
EulerianCircuit in that the first circuit is not a circuit but a trail. It begins
from the one odd vertex and ends to the other odd vertex. Note that in the
step 2, the possible remaining subgraph G1 = G\E(C0) is Eulerian, because
each degree of vertices in G1 = G\E(C0) is even.
The following exercise in Figure 6.10 requests to establish the Eulerian
circuit or trail.
6.5 Checking the Student’s Answer
In general, quite often there is only one correct answer in mathematical
exercises, and that is why it is relatively easy to check whether the student’s
answer is correct or not. In general, graph theory exercises have many correct
answer, even numerable infinite, and it can sometimes be almost impossible
to obtain all of them. Luckily, checking the correctness of a given answer is
often easier.
In this section we will present algorithms, which will check student’s an-
swer in each of our example exercise in Section 6.4, if the correct answer is
not unique. The solutions use the same Maxima notation as in the previous
section.
The first exercise whose correct answer is not unique is Dijkstra’s algo-
rithm exercise in Figure 6.7. There is a small probability that the given
graph has two or more minimum routes from the given source vertex to the
given end vertex, although the length of the routes are equal. Therefore the
correct minimum route constructed by Dijkstra’s algorithm is not necessarily
unique. Nonetheless, the correctness of the student’s minimum route is easy
to check. Let us assume that G is the distance-matrix representation of the
given graph, and the unique weight of the minimum route is w. The exercise
computes the following sum
l =
k−1∑
i=1
G[a[i], a[i+ 1]],
where a is the student’s minimum route, and k is the length of this a. If
l = w and student’s minimum route begins from the source vertex and ends
to the end vertex, it is correct.
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Eulerian circuit and trail
Let us consider the following graph.
1
3
4
5
7
6
2
Is it possible to construct an Eulerian circuit or trail to this graph? Mark
your possible circuit or trail as [3, 4, 5, . . . , 10]. If you find the circuit, put
the first vertex at both ends of your answer list. If you are not able to find
a circuit or a trail, you need not to put anything in the respective answer
fields.
The graph has an Eulerian trail?
{
Yes
No
If your answer was yes, what is the trail?
The graph has an Eulerian circuit?
{
Yes
No
If your answer was yes, what is the circuit?
Figure 6.10: The exercise about Eulerian circuit and trail
The second exercise whose correct answer is not unique is MST-PRIM
algorithm exercise in Figure 6.8. In this exercise, the weight of the tree is
unique, but the minimum spanning tree is not. Let us assume that G is the
distance-matrix representation of the given graph, n is the number of vertices
in the graph, the unique weight of the minimum spanning tree is w, and the
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student’s predecessor list is pi. The exercise computes the following sum
l =
n∑
i=1,pi[i] 6=0
G[pi[i], i],
the number of zeros nOZ in pi, and the number of components nOC in the
graph Gpi generated from pi. By Theorem 6.1 and the unambiguity of w we
know that if nOC = nOZ = 1 and l = w, the student’s minimum spanning
tree is correct.
The Hamiltonian circuit and trail exercise in Figure 6.9 is also an ex-
ercise, which has many correct answers. The algorithm, which checks the
correctnesses of students’ answers, is given in Listing A.3 in Appendix A.
The algorithm gets five parameters, the first parameter is the adjacency-
matrix representation of the given graph G, and the rest four parameters
corresponds the answer fields in Figure 6.9, respectively. The algorithm re-
turns a list, which has two elements. The first element isTrail tells some-
thing about the student’s trail and the second element isCirc tells something
about the student’s circuit. The value of isTrail or isCirc belongs to the set
{1, 2, 3, 4, 5, 6, 7}. The meaning of each value is given in Table 6.1. Note that
the word: route can be a Hamiltonian trail or Hamiltonian circuit. isTrail
cannot get the value 6, it is reserved for isCirc. Moreover, by Definitions 6.9,
and 6.24, if the value is not 1, it always belongs to the set {2, 3, 4, 5, 6}, i.e.
it is not possible to construct a wrong answer, for which no statement in
Table 6.1 is true. The value 7 is a special value. Then student’s answer is
not list.
Value Meaning
1 The route is correct
2 Some of the vertices does not belong to the route.
3 There are at least two times the same vertex.
4 The route contains an edge, which does not exist.
5 The route contains a vertex, which does not exist.
6 The first vertex and the last vertex of the circuit are not same.
7 The route is not in requested form.
Table 6.1: The meaning of the values of isTrail and isCirc in Hamiltonian
circuit and trail exercise
The Eulerian circuit and trail exercise in Figure 6.10 is also an exercise,
which has many correct answers. The algorithm, which checks the correct-
nesses of students’ answers, is given in Listing A.4 in Appendix A. The
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algorithm gets six parameters, the first parameter is the adjacency-matrix
representation of the given graph G, and the next four parameters corre-
sponds the answer fields in Figure 6.10, respectively. The last parameter
is the number of edges in the graph. The algorithm returns a list, which
has two elements, and they have the same meaning as in Hamiltonian ex-
ercise above, except the meaning of each possible value of both element is
slightly different. The meaning of each value is given in Table 6.2. Again
the word “route” can be an Eulerian trail or Eulerian circuit. Moreover, by
Definitions 6.9, and 6.23, if the value is not 1, it belongs always to the set
{2, 3, 4, 5}, i.e. it is not possible to construct a wrong answer, for which no
statement in Table 6.2 is true. There is also a special value 6. The value of
function is 6, if the student’s answer is not list.
Let us suppose that a graph is Eulerian. Then a student cannot give an
Eulerian circuit such that it does not begin from, and end in the same point;
and includes all the edges at the same time. In this situation our algorithm
returns 2 or 3
Value Meaning
1 The route is correct.
2 Some of the edges does not belong to the route
3 There are at least two times the same edge
4 The route contains an edge, which does not exist.
5 The route contains a vertex, which does not exist.
6 The route is not in requested form.
Table 6.2: The meaning of the values of isTrail and isCirc in Eulerian circuit
and trail exercise
62
Chapter 7
Mathematical Proofs and the
Principle of Induction
In this chapter we study the possibility to use our system for formal proofs.
In general, this area is very difficult. It is easy to say that it is impossible
to write computer exercises from the mathematical proofs. We have a vision
that in the future students can prove theorems selected by the teacher by
computers. Moreover, a computer can give hints to the student, whose proof
gets nowhere.
We succeeded in creating one type of proof exercise in modSTACK, and
we give it here. The example exercise is only small introduction to this topic,
but we believe that in the future there are more papers about this topic. Our
example exercise involves the use of the Principle of Induction.
Theorem 7.1 (The Principle of Induction). Let S(n) denote a mathemat-
ical statement (or set of such open statements) that involves one or more
occurrences of the variable n ∈ Z+. If
a) S(1) is true; and
b) if whenever S(k) is true for some arbitrarily chosen k ∈ Z+, then S(k+1)
is true;
then S(n) is true for all n ∈ Z+. The item a) is called an induction basis.
The condition in the item b) is called an induction hypothesis, and the proof,
which shows the statement in the item b), is called an induction step.
Before we prove the principle, we state that it belongs to the set of three
logically equivalent principles. The rest principles are Strong Induction, and
the Well-Ordering Axiom.
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Theorem 7.2 (Strong Induction). Let m be an integer and, for each n ≥ m,
let pn be a statement. Suppose the following conditions are satisfied.
1. pm is true.
2. If k ≥ m and all of pm,pm+1,. . .,pk are true, then pk+1 is also true.
Then pn is true for every n ≥ m.
Definition 7.1 (The Well-Ordering Axiom). Every nonempty subset of Z+
contains a smallest element. We express this by saying that Z+ is well or-
dered.
If we assume any of the three principles, we can prove all the others [23,
p. 33]. Thus we can set the following statement:
Well-Ordering⇒ Induction⇒ Strong Induction⇒Well-Ordering.
However, we cannot prove any of the principles by using only basic axioms
of the integers. We need to assume one of the principles, and it is the Well-
Ordering Axiom in this thesis, because it is usually the selection. By using
the Well-Ordering Axiom, we can prove the Principle of Induction, as we
assumed above.
Proof. Let S(n) be such an open statement satisfying conditions a) and b),
and let F = {t ∈ Z+|S(t) is false}. We want to prove that F = ∅, and
we do it by assuming that F 6= ∅ leads to a contradiction. Then by the
Well-Ordering Axiom, F has a least element s. Since S(1) is true, it follows
that s > 1, and consequently s − 1 ∈ Z+. With s − 1 /∈ F , we have that
S(s − 1) is true. So by condition b) it follows that S(s − 1 + 1) = S(s) is
true, contradicting s ∈ F . Consequently, we know that F = ∅.
The Principle of Induction is very useful tool, which is used in many
situations. It is a good and easy method to practice formal proving. That
is why it is important to practice its use. Moreover, it is possible to write
exercises about this principle to modSTACK. One implementation can be
seen in Figure 7.1. The symbols a and b in the example are randomized
constants, which, for example, can get values from the set {x|x ∈ Z, |x| ≤
10, x 6= 0}.
This example exercise was used during the fall 2008 and about 300 stu-
dents did the exercise. We noticed the following two things:
First, we can use many answer fields, but it is not enough. At the present,
students are not able to edit the number of the answer field in the induction
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The Principle of Induction
Prove the following equation by using the Principle of Induction.
n∑
r=1
(br + c) =
n(bn + 2c+ b)
2
The induction basis
Put your answers to the form: left-hand side without simplification =
simplified answer = right-hand side without simplification.
= =
The induction hypothesis
n∑
r=1
(br + c) =
The induction step
Do not use
∑
nor . . . in your answers.
n+1∑
r=1
(br + c) =
=
=
=
=
Figure 7.1: The Exercise about the Principle of Induction
step, and this is a restriction, as we have mentioned in Chapter 5. For
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example, we can calculate that
n+1∑
r=1
(6r + 7) =
n(6n+ 20)
2
+ 6(n+ 1) + 7
=
n(6n+ 20) + 12(n+ 1) + 14
2
=
6n(n+ 1) + 12(n+ 1) + 14(n+ 1)
2
=
(n+ 1)(6n+ 26)
2
=
(n+ 1)(6(n+ 1) + 20)
2
.
If we put the above calculation to the answer sheet of the exercise, we use all
the answer fields of the induction step. What about if we want to use more
fields, or we are so swift that we do not need all fields?
Second, some students used the variable k instead of n, because the model
answers in manual exercises used k. As we can see from our answer sheet,
this have been forbidden by using the ready formulas on the left-hand side of
the answer fields. Thus we can think that students, which make this mistake,
are unsophisticated. However, maybe this attitude is not the correct one.
There is always a possibility to replace k by n automatically. However,
it is not a good idea, because mathematics and computer sciences do not
include automatic operations in general. It is good to demand that students
are accurate.
There is also a possibility to give feedback, which says that you cannot
use the variable k. We think that this is the best way to react to this
mistake. However, in that case the evaluation tree becomes larger and thus
more difficult to administer. Consequently, we need a better evaluation tree
again.
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Chapter 8
Conclusions
The final impression after this thesis is an incompleteness of the topic. The
automatic assessment at university level mathematics and writing of the ex-
ercises to this level are topics, which need a lot of further research. During
the writing of this thesis we have seen that there are a lot of requirements in
the universities for this kind of CAA system. These systems have developed
much during the few past years. Still, they have restrictions, which need
further work.
The writing of randomized exercises, which was our topic in this thesis, is
in general difficult. The writing of an exercise can sometimes take very much
time. Although the solution method for the exercise is trivial, the writing of
the exercise can be almost impossible. Sometimes we encountered problems
which are under research just now. In addition to, the present knowledge
does not know some results, which are needed to write certain elegant and
powerful randomized exercises to university level.
In this thesis we presented some topics of mathematics, and wrote some
exercises about them. Selected three topics were calculus, graph theory, and
mathematical proofs. Furthermore, this thesis presents some new abilities
implemented to modSTACK by Matti Harjula.
The first topic was calculus. From this topic we presented the first exer-
cises, which include intermediate steps. During the semester 2008-2009 we
collected feedback from students, and in practical we observed that the only
way to produce good exercises at university level is add intermediate steps
to them. In general, these addings are not trivial, and carefulness is needed.
The thesis also considered matters, which have to take account in these in-
termediate steps. The next two topics do not contain intermediate steps, and
therefore further study is needed.
The second topic was graph theory. This section included two very dif-
ficult problem: the construction of random, connected, planar graphs, and
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graph drawing. We presented one solution to the first problem, namely the
Delaunay triangulation. This solution has severe restrictions, and that is
why we also mentioned a good, but slower method to create these random-
ized graphs. The implementation of this algorithm left outside this thesis, it
is a good further research topic.
For the solution to the second difficult problem Harjula plugged the
Graphviz program into modSTACK. In this thesis, we presented the opera-
tional principle of this software in modSTACK. Graphviz is a freeware soft-
ware, but it has limitations, and therefore a second software will be needed
in the future.
The third topic was mathematical proofs. This section is also very dif-
ficult, and in this thesis we have only given a small introduction to it. We
considered only the Principle of Induction, and wrote an exercise about it.
Again, lot of further work is needed.
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Appendix A
Maxima Codes
1 s e a r chEu l e r i a nC i r cu i t (G) := block ( [ r e tVa l : [ ] ,
2 oner : [ 0 , 0 ] ,
3 vertex ,
4 tMatrix ,
5 c y c l e s : [ ] ,
6 cyc le ,
7 iFT : true
8 ] ,
9 tMatrix : copymatrix (G) ,
10 for i : 1 unless ( i s I tZe roMatr ix ( tMatrix ) ) do (
11 i f iFT then (
12 oner : sFO( tMatrix , 0 )
13 ) else (
14 for k : 1 thru l ength ( c y c l e s ) do (
15 for l : 1 thru ( l ength ( c y c l e s [ k ])−1) do (
16 i f ( not ( iZR( tMatrix , c y c l e s [ k ] [ l ] ) ) ) then (
17 oner : sFO( tMatrix , c y c l e s [ k ] [ l ] )
18 )
19 )
20 )
21 ) ,
22 cy c l e : [ ] ,
23 sete lmx (0 , f i r s t ( oner ) , l a s t ( oner ) , tMatrix ) ,
24 sete lmx (0 , l a s t ( oner ) , f i r s t ( oner ) , tMatrix ) ,
25 cy c l e : endcons ( f i r s t ( oner ) , c y c l e ) ,
26 cy c l e : endcons ( l a s t ( oner ) , c y c l e ) ,
27 ver tex : l a s t ( oner ) ,
28 for j : 1 unless ( ver tex=f i r s t ( oner ) ) do (
29 i f iIPTM( tMatrix , vertex , f i r s t ( oner ) ) then (
30 cy c l e : endcons ( f i r s t ( oner ) , c y c l e ) ,
31 sete lmx (0 , f i r s t ( oner ) , vertex , tMatrix ) ,
32 sete lmx (0 , vertex , f i r s t ( oner ) , tMatrix ) ,
33 ver tex : f i r s t ( oner )
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34 ) else (
35 two : sFO( tMatrix , ver tex ) ,
36 cy c l e : endcons ( l a s t ( two ) , c y c l e ) ,
37 ver tex : l a s t ( two ) ,
38 sete lmx (0 , f i r s t ( two ) , l a s t ( two ) , tMatrix ) ,
39 sete lmx (0 , l a s t ( two ) , f i r s t ( two ) , tMatrix )
40 )
41 ) ,
42 c y c l e s : endcons ( cyc le , c y c l e s ) ,
43 iFT : false ,
44 oner : [ 0 , 0 ]
45 ) ,
46 r e tVa l : combineCycles ( cyc l e s , l ength ( c y c l e s ) ) ,
47 return ( r e tVa l )
48 )
Listing A.1: The source code of the algorithm, which constructs Eulerian
Circuit for the given matrix
1 s e a r chEu l e r i anTr a i l (G) := block ( [ r e tVa l : [ ] ,
2 tMatrix ,
3 oner : [ 0 , 0 ] ,
4 vertex ,
5 c y c l e s : [ ] ,
6 cyc le ,
7 iFT : true ,
8 b ,
9 e ,
10 temp ,
11 f
12 ] ,
13 tMatrix : copymatrix (G) ,
14 temp : searchBeginEnd(G) ,
15 b : f i r s t ( temp ) ,
16 e : l a s t ( temp ) ,
17 for i : 1 unless ( i s I tZe roMatr ix ( tMatrix ) ) do (
18 i f iFT then (
19 oner : sFO( tMatrix , b )
20 ) else (
21 for k : 1 thru l ength ( c y c l e s ) do (
22 for l : 1 thru ( l ength ( c y c l e s [ k ])−1) do (
23 i f ( not ( iZR( tMatrix , c y c l e s [ k ] [ l ] ) ) ) then (
24 oner : sFO( tMatrix , c y c l e s [ k ] [ l ] )
25 )
26 )
27 )
28 ) ,
29 cy c l e : [ ] ,
30 sete lmx (0 , f i r s t ( oner ) , l a s t ( oner ) , tMatrix ) ,
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31 sete lmx (0 , l a s t ( oner ) , f i r s t ( oner ) , tMatrix ) ,
32 cy c l e : endcons ( f i r s t ( oner ) , c y c l e ) ,
33 cy c l e : endcons ( l a s t ( oner ) , c y c l e ) ,
34 ver tex : l a s t ( oner ) ,
35 f : f i r s t ( oner ) ,
36 for j : 1 unless ( ver tex=f ) do (
37 i f ( iFT and iIPTMove ( tMatrix , vertex , e ) ) then (
38 cy c l e : endcons ( e , c y c l e ) ,
39 sete lmx (0 , e , vertex , tMatrix ) ,
40 sete lmx (0 , vertex , e , tMatrix ) ,
41 ver tex : f
42 ) e l s e i f ( not ( iFT ) and iIPTMove ( tMatrix , vertex , f ) )
43 then (
44 cy c l e : endcons ( f i r s t ( oner ) , c y c l e ) ,
45 sete lmx (0 , f i r s t ( oner ) , vertex , tMatrix ) ,
46 sete lmx (0 , vertex , f i r s t ( oner ) , tMatrix ) ,
47 ver tex : f
48 ) e l s e i f ( not ( iFT ) and iIPTMove ( tMatrix , vertex , f ) )
49 then (
50 cy c l e : endcons ( f i r s t ( oner ) , c y c l e ) ,
51 sete lmx (0 , f i r s t ( oner ) , vertex , tMatrix ) ,
52 sete lmx (0 , vertex , f i r s t ( oner ) , tMatrix ) ,
53 ver tex : f
54 ) e l s e i f ( iFT and ( l a s t ( oner )=e ) ) then (
55 ver tex : f
56 ) else (
57 two : sFO( tMatrix , ver tex ) ,
58 cy c l e : endcons ( l a s t ( two ) , c y c l e ) ,
59 ver tex : l a s t ( two ) ,
60 sete lmx (0 , f i r s t ( two ) , l a s t ( two ) , tMatrix ) ,
61 sete lmx (0 , l a s t ( two ) , f i r s t ( two ) , tMatrix )
62 )
63 ) ,
64 c y c l e s : endcons ( cyc le , c y c l e s ) ,
65 iFT : false ,
66 oner : [ 0 , 0 ]
67 ) ,
68 r e tVa l : combineCycles ( cyc l e s , l ength ( c y c l e s ) ) ,
69 return ( r e tVa l )
70 )
Listing A.2: The source code of the algorithm, which constructs Eulerian
Trail for the given matrix
1 checkHamiltonians ( adjac , a1 , a2 , a3 , a4 ):= block ( [ i sT r a i l ,
2 i sC i r c ,
3 tCounter ,
4 cCounter ,
5 nOVertices
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6 ] ,
7 nOVertices : l ength ( adjac ) ,
8 i s T r a i l : 1 ,
9 i s C i r c : 1 ,
10 tCounter : make l i s t (0 , i , 1 , nOVertices ) ,
11 cCounter : make l i s t (0 , i , 1 , nOVertices ) ,
12 i f a1 then (
13 i f ( l i s t p ( a2)= fa l se ) then i s T r a i l : 7
14 e l s e i f lmax ( a2 ) > nOVertices then i s T r a i l : 5 else (
15 for i : 1 thru ( l ength ( a2)−1) do (
16 i f ( adjac [ a2 [ i ] , a2 [ i +1]]=1) then
17 tCounter [ a2 [ i ] ] : tCounter [ a2 [ i ] ] + 1
18 else ( i sT r a i l : 4 , return ( done ) )
19 ) ,
20 tCounter [ l a s t ( a2 ) ] : tCounter [ l a s t ( a2 ) ] + 1 ,
21 i f (member (0 , tCounter ) and i s T r a i l # 4)
22 then i s T r a i l : 2
23 e l s e i f ( lmax ( tCounter)>1 and i s T r a i l # 4)
24 then i s T r a i l : 3
25 )
26 ) ,
27 i f a3 then (
28 i f ( l i s t p ( a4 ) = fa l se ) then i s C i r c : 7
29 e l s e i f ( f i r s t ( a4)# l a s t ( a4 ) ) then i s C i r c : 6
30 e l s e i f ( lmax ( a4 ) >nOVertices ) then i s C i r c : 5 else (
31 for i : 1 thru ( l ength ( a4)−1) do (
32 i f ( adjac [ a4 [ i ] , a4 [ i +1]]=1) then
33 cCounter [ a4 [ i ] ] : cCounter [ a4 [ i ] ] + 1
34 else ( i sC i r c : 4 , return ( done ) )
35 ) ,
36 i f (member (0 , cCounter ) and i s C i r c # 4)
37 then i s C i r c : 2
38 e l s e i f ( lmax ( cCounter )>1 and i s C i r c # 4)
39 then i s C i r c : 3
40 )
41 ) ,
42 return ( [ i sT r a i l , i sC i r c ] )
43 )
Listing A.3: The source code of the algorithm, which checks the correctnesses
of student’s Hamiltonian circuit and trail
1
2 checkEu l e r i ans ( adjac , a1 , a2 , a3 , a4 , n):= block ( [ i s T r a i l : 1 ,
3 i s C i r c : 1 ,
4 tM1 ,
5 tM2 ,
6 temp1 ,
7 temp2 ,
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8 nOVertices
9 ] ,
10 nOVertices : l ength ( adjac ) ,
11 tM1 : zeromatr ix ( nOVertices , nOVertices ) ,
12 tM2 : zeromatr ix ( nOVertices , nOVertices ) ,
13 i f ( a1 ) then (
14 i f l i s t p ( a2 ) = fa l se then i s T r a i l : 6
15 e l s e i f lmax ( a2 ) > nOVertices then i s T r a i l : 5
16 e l s e i f l ength ( a2 ) < n then i s T r a i l : 2
17 else (
18 for i : 1 thru (n−1) do (
19 temp1 : a2 [ i ] ,
20 temp2 : a2 [ i +1] ,
21 i f (tM1 [ temp1 , temp2 ] = 1) then ( i s T r a i l : 3 ,
22 return ( done ) )
23 else (
24 sete lmx (1 , temp1 , temp2 , tM1) ,
25 sete lmx (1 , temp2 , temp1 , tM1)
26 )
27 ) ,
28 i f i s (tM1 # adjac and i s T r a i l # 3) then i s T r a i l : 4
29 )
30 ) ,
31 i f ( a3 ) then (
32 i f l i s t p ( a4 ) = fa l se then i s C i r c : 6
33 e l s e i f lmax ( a4 ) > nOVertices then i s C i r c : 5
34 e l s e i f l ength ( a4 ) < n then i s C i r c : 2
35 else (
36 for i : 1 thru (n−1) do (
37 temp1 : a4 [ i ] ,
38 temp2 : a4 [ i +1] ,
39 i f (tM2 [ temp1 , temp2 ] = 1) then ( i sC i r c : 3 ,
40 return ( done ) )
41 else (
42 sete lmx (1 , temp1 , temp2 , tM2) ,
43 sete lmx (1 , temp2 , temp1 , tM2)
44 )
45 ) ,
46 i f i s (tM2 # adjac and i s C i r c # 3) then i s C i r c : 4
47 )
48 ) ,
49 return ( [ i sT r a i l , i sC i r c ] )
50 )
Listing A.4: The source code of the algorithm, which checks the correctnesses
of student’s Eulerian circuit and trail
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