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Phase velo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ally driven disrete state systems
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We develop a theory to alulate the eetive phase diusion oeient and the mean phase
veloity in periodially driven stohasti models with two disrete states. This theory is applied
to a dihotomially driven Markovian two state system Expliit expressions for the mean phase
veloity, the eetive phase diusion oeient and the Pélet number are analytially alulated.
The latter shows as a measure of phase-oherene fored synhronization of the stohasti system
with respet to the periodi driving. In a seond step the theory is applied to a non Markovian
two state model modeling exitable systems. The results prove again stohasti synhronization to
the periodi driving and are in good agreement with simulations of a stohasti FitzHugh-Nagumo
system.
PACS numbers: 05.40.-a, 05.45.Xt, 02.50.-r
Keywords: non-stationary pro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 resonan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hronization, ex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proess
I. INTRODUCTION
Stohasti resonane as a phenomenon of noise en-
haned order in periodially driven stohasti systems
has attrated onsiderable interest until today [1, 2, 3, 4℄.
A ommon approah to quantify this eet are spetral
based measures like the spetral power ampliation and
the signal to noise ratio. On the other hand stohasti
resonane an also be understood as a synhronization
proess between the input and the response of the sys-
tem [3, 5℄. This interpretation ahieves importane es-
peially if dealing with larger amplitudes of the driving
signal. Then analytial desriptions have to go beyond
linear response theory.
In general two prinipal approahes were introdued
in the past to desribe the synhronization of a stohas-
ti system by an external driving. The rst one bases
on the onsideration of esape time densities to leave
ertain states of the dynamial system [6℄. A periodi
driving modulates these densities and they exhibit max-
ima at times whih orresponds to time sales of the ex-
ternal drive. Bona de resonanes were investigated
analytially, numerially simulated and and experimen-
tally veried, espeially for symmetri bistable situations
[7, 8, 9, 10℄.
The seond approah goes bak to Stratonovih who
looked at synhronization of nonlinear osillators by pe-
riodi driving in the presene of noise [11℄. For this pur-
pose one adopts a phase to the nonlinear osillators and
denes statistial properties of the stohastially behav-
ing phase. If the mean phase veloity agrees with the
frequeny of the driving and at the same time the phase
diusion oeient is small then there exist in average a
xed phase relations between the driving and the output
of the system.
This piture was reently transfered to models of
stohasti resonane whih are nonlinear but non os-
illating. It was possible to presribe a phase to over-
damped bistable as well as to exitable systems whih
monotonously inreases in time [12, 13, 14℄. Its mean ve-
loities and eetive phase diusion onstant were used
to quantify synhronization between the output and the
driving input. Likewise as in stohasti resonane syn-
hronization appears at an optimal hoie of the noise
intensity sine the level of noise determines the hara-
teristi times of the stohasti system.
As result one nds plateaus of the mean frequenies
of the output at values whih orrespond to the driving
frequeny or multiples of it [5, 15, 16, 17, 18℄. These
plateaus are aompanied with low phase diusion oef-
ients indiating a synhronization in average. As mea-
sure of synhronization one uses the duration of lok-
ing epohes or a Pélet-number whih is the ratio be-
tween the phase veloity and phase diusion oeient
[19, 20, 21℄.
For bistable stohasti systems a disrete state model-
ing has been proven very suessful in the past [22, 23℄.
It is based on a separation of time sales between the fast
relaxation into the metastable states and the transition
between these states, whih happens on a slower time
sale and build up a Markovian disrete dynamis [24℄.
Also models of exitable behavior [25, 26℄ an be
mapped on two or three state dynamis [27, 28, 29℄.
These disrete state models still set up a renewal pro-
ess [30℄. However in dierene to bistable systems they
inlude non-exponentially distributed waiting time den-
sities and are thus non Markovian.
These disrete state systems will be endowed with a
disrete phase whih is introdued in Setion II. As will
be shown in our paper both the Markovian and the non
Markovian model exhibit phase synhronization with re-
spet to the periodi driving for optimal noise levels. We
will quantify this eet by the mean phase veloity, phase
diusion oeient and the Pélet number. An unique
approah to alulate these quantities in driven renewal
models with two states will be presented in Setion III.
This approah is based on an envelope desription of the
phase [20, 31℄.
2Setion IV applies the theory to bistable systems where
Markovian rules were assumed for the transition between
the disrete states. First results of this system with
dihotomi periodi inputs were derived earlier in [19℄.
These results were reently improved in [32, 33℄ whih
agrees with our ndings in ase of Markovian dynamis.
Setion V is devoted to a non Markovian two state
system whih models exitable behavior. Integral equa-
tions for the phase veloity and phase diusion oeient
have to be numerially solved. Results of these ompu-
tations show good quantitative agreement with numeri
simulations of a stohasti periodially driven FitzHugh-
Nagumo system.
II. TWO STATE MODELS AND PHASE
Consider a periodially driven stohasti two state sys-
tem desribed by the probabilities p(t) = [p1(t), p2(t)] to
be in state 1 or 2 respetively at time t.
In generally these dynamis an be expressed in terms
of the ux operators J i→jt by
p˙1 = J 2→1t [p(·)]− J 1→2t [p(·)] (1)
p˙2 = J 1→2t [p(·)]− J 2→1t [p(·)] (2)
The linear ux operators, whih express the probability
ux from state i to state j in terms of the oupation
probabilities depend expliitly on time t in a periodi
way due to the periodial driving with period T = 2π/Ω,
J i→jt = J i→jt+T . (3)
In the Markovian ase these operators are loal in time,
i.e. multipliation operators,
J i→jt [p(·)](t) = γi(t)pi(t).
The well known two state model for bistable systems [22℄
whih will be onsidered in more detail in setion IV is
of this type. In the non Markovian ase the ation of
the ux operators J i→jt on the probabilities p1 and p2 is
non-loal in time, i.e. the J i→jt are integral operators.
One example of this type is the disrete state model for
exitable systems [28, 29℄, whose ux operators are given
by
J 1→2t [p(·)](t) =
∫ t
t0
dτw(t − τ)γ(τ)p2(τ)
J 2→1t [p(·)](t) = γ(t)p2(t)
Note that in this ase the ux operator depend expliitly
on the initial time t0 whih breaks its periodiity eq. (3).
However in the asymptoti ase t0 → −∞ this periodiity
is restored. This model will be onsidered in setion V.
Next we endow this system with a phase φ(t). Our
goal is to evaluate the mean phase veloity
ω¯ := lim
t→∞
〈φ(t)〉
t
(4)
as well as the eetive phase diusion onstant
D¯
e
:= lim
t→∞
〈
φ2(t)
〉− 〈φ(t)〉2
2t
. (5)
These quantities are independent of the exat denition
of phase, as long as the phase inreases by 2π within a
one yle 1 → 2 → 1 of the system. For the sake of
notational and omputational onveniene we onsider a
phase, whih inreases by 2π eah time the system enters
state 1. Then the probabilities pk = [p1,k, p2,k] to be in
state 1 or 2 respetively and to have the phase 2πk are
governed by
p˙1,k = J 2→1t [pk−1]− J 1→2t [pk] (6)
p˙2,k = J 1→2t [pk]− J 2→1t [pk] (7)
These equations are similar to eqs. (1) and (2), however
the probability inux into state 1 for a given phase 2πk
omes now from states with the phase 2π(k − 1).
The mean phase as well as the mean square phase are
given in terms of the probabilities pk by
〈φ(t)〉 =
∞∑
k=−∞
2πk(p1,k(t) + p2,k(t))
〈
φ2(t)
〉
=
∞∑
k=−∞
4π2k2(p1,k(t) + p2,k(t))
The instantaneous mean phase veloity ω(t) and instan-
taneous mean phase diusion D
e
(t) are then dened as
ω(t) =
d
dt
〈φ(t)〉 (8)
D
e
(t) =
1
2
d
dt
[ 〈
φ2(t)
〉− 〈φ(t)〉2 ]. (9)
Asymptotially, i.e. for the initial time t0 → −∞, the
phase φ = 2πk will undergo a diusional motion [32℄ with
periodially varying eetive phase veloity ω(t) and ef-
fetive diusion oeient D
e
(t). In this asymptoti
regime the mean phase veloity eq. (4) and eetive
phase diusion onstant eq. (5) an be expressed as the
time average over one period of the external driving of
the time dependent phase veloity and diusion onstant,
ω¯ =
1
T
∫ T
0
dtω(t) and D¯
e
=
1
T
∫ T
0
dtD
e
(t) (10)
Although the phase veloity and eetive phase diusion
onstant eqs. (8) and (9) have a periodi asymptoti
behavior, the equations (6) and (7) whih govern the
probabilities p1,k and p2,k obviously have no asymptoti
solutions.
III. GENERAL THEORY
Our aim is to relate the asymptoti phase veloity and
eetive phase diusion onstant eqs. (10) to the mi-
rosopi dynamis eqs. (6) and (7). To this end we
3introdue a ontinuous phase distribution P(φ, t) as the
envelope of the disrete phase distribution p1,k and p2,k
[20, 31℄ by dening its values at integer multiples of 2π
as
P(φ = 2πk, t) := p1,k(t) + p2,k(t). (11)
The diusional motion of the phase φ requires its distri-
bution P(φ) to obey the Fokker-Plank equation
∂
∂t
P(φ, t) = ∂
∂φ
(−ω(t) +D
e
(t)
∂
∂φ
)P(φ, t). (12)
To establish the relation between ω(t) and D
e
(t) and
the mirosopi dynamis eqs.(6) and (7) we expand p1,k
and p2,k aording to
pi,k(t) =
∞∑
n=0
q
(n)
i (t)
∂n
∂φn
P(φ, t)
∣∣∣
φ=2pik
, i = 1, 2 (13)
This expansion desribes how the probability to be in
state 1 or 2 for a given phase k at time t, p1,k(t) and
p2,k(t) respetively, is related to the total probability to
have a phase 2πk, P(2πk, t) and its gradients.
The total probability p1,k(t) + p2,k(t) to have a phase
2πk negleting the internal state 1 or 2 is related to the
ontinuous phase distribution by the dening eq. (11),
whih in turn implies
q
(0)
1 (t) + q
(0)
2 (t) = 1 (14)
q
(n)
1 (t) + q
(n)
2 (t) = 0 for n ≥ 1.
Inserting the Ansatz eq. (13) into the master eq. (6) and
(7), using the Fokker-Plank equation (12) for the phase
and onsidering the oeients of the dierent deriva-
tives ∂n/∂φnP(φ, t) eventually leads to (f. appendix A)
q˙(0) = Mt[q
(0)] (15)
q˙(1) = Mt[q
(1) + c
(1)
t q
(0)]− 2πJint [q(0)] + ω(·)q(0) (16)
q˙(2) = Mt[q
(2) + c
(1)
t q
(1) + c
(2)
t q
(0)]− 2πJint [q(1) + (c(1)t − π)q(0)] + ω(·)q(1) −De(·)q(0) (17)
where we have introdued the master operator
Mt[·] =
(J 2→1t [·]− J 1→2t [·]
J 1→2t [·]− J 2→1t [·]
)
.
The operator
Jint [·] =
(J 2→1t [·]
0
)
aounts for the inux into state 1 and we introdued
c
(1)
t (t
′) =
∫ t
t′
dτω0(τ)
c
(2)
t (t
′) = −
∫ t
t′
dτD0(τ) + ω0(t)
∫ t
t′
dτ(t− τ)ω0(τ).
q(0) in eq. (15) shows the same dynamis as p in the
two state system without phase eqs. (1) and (2), whih
one would also expet as this term orresponds to an
equipartition of phases P(φ, t) = onst in the expansion
eq. (13). The higher order terms q(n) are orretions
whih emerge due to the fat that we are onsidering a
non equipartition of phases resulting in drift and diu-
sion.
Interestingly if the ation of the ux operators on the
probabilities is loal in time, i.e. in the Markovian ase
the terms ontaining the c
(i)
t are zero, as c
(i)
t (t) = 0, and
therefore the dynamis of the q(i) onsiderably simplies.
By summing up both omponents of the vetorial eqs.
(16) and (17), using the normalization ondition eq. (14)
and the fat that (Mt)1 + (Mt)2 = 0 we arrive at
ω(t) = 2πJ 2→1t [q(0)](t) (18)
D
e
(t) = 2πJ 2→1t [−q(1) + (π − c(1)t )q(0)](t)
= πω(t) + 2πJ 2→1t [−q(1) − c(1)t q(0)](t) (19)
The asymptoti mean phase veloity ω¯ and the asymp-
toti eetive phase diusion onstant D¯
e
an then be
determined from the asymptoti (ylo stationary) solu-
tions of eqs. (15) and (16). Therefore, the alulation
of the asymptoti eetive diusion onstant is redued
to the solution of a ylo stationary problem, whih in
general is simpler that solving the whole non stationary
equations (6) and (7) with some initial onditions and
then taking the asymptoti limit in eq. (5).
In the following the mean phase veloity and eetive
phase diusion onstant will be onsidered for two dier-
ent models, namely a Markovian model [22℄, whih ap-
proximates bistable systems and a non-Markovian model
[29℄, whih serves as an approximate desription for ex-
itable systems. For the dihotomially driven Marko-
vian ase the mean phase veloity and eetive phase
diusion onstant an be expliitly alulated, while for
the non-Markovian ase solutions an only be obtained
numerially.
4IV. A MARKOVIAN TWO STATE MODEL
We onsider now a Markovian two state system with
periodially modulated rates γ2(t) and γ1(t). Its ux
operator J 1→2 and J 2→1 are given by
J 1→2t [p](t) = γ1(t)p1(t) and J 2→1t [p](t) = γ2(t)p2(t)
In this Markovian ase, the equations, whih govern the
evolution of q(i)(t) greatly simplify due to the fat that
c
(i)
t (t) = 0. Eqs. (18) and (19) redue to
ω(t) = 2πγ2(t)q
(0)
2 (t)
D
e
(t) = 2π2γ2(t)q
(0)
2 (t)− 2πγ2(t)q(1)2 (t).
The equations for q
(0)
2 (t) and q
(1)
2 (t) are given by
q˙
(0)
2 (t) = γ1(t)q
(0)
1 (t)− γ2(t)q(0)2 (t) (20)
q˙
(1)
2 (t) = γ1(t)q
(1)
1 (t)− γ2(t)q(1)2 (t) + ω(t)q(0)2 (t) (21)
Eqs. (20) and (21) an be readily solved by the method
of variation of onstants, using q
(0)
1 (t) = 1 − q(0)2 (t) and
q
(1)
1 (t) = −q(1)2 (t) (f. eq. (14)). The asymptoti periodi
solutions eventually read
q
(0)
2 (t) =
∫ T
0 dτγ1(t− τ) exp(−s(τ, t))
1− exp(−s(T, t)) (22)
q
(1)
2 (t) =
∫ T
0
dτω(t− τ)q(0)2 (t− τ) exp(−s(τ, t))
1− exp(−s(T, t)) (23)
where s(τ, t) :=
∫ t
t−τ
dτ ′(γ1(τ
′) + γ2(τ
′)). Note that
s(T, t) does no longer depend on t.
For a dihotomi symmetri driving with period T =
2π/ω,
γ1(t) =
{
r1 if t ∈ [nT, (n+ 12 )T )
r2 if t ∈ [(n+ 12 )T, (n+ 1)T )
and vie versa for γ2(t) eqs. (22) and (23) an be readily
evaluated leading after some umbersome algebra to the
mean phase veloity and eetive phase diusion on-
stant
ω¯ = ω0 + αΩ tanhR (24)
and
D¯
e
= πω0
[1
2
+ α(
1
2
+ cosh−2R)
]
+ (25)
παΩ tanhR
[− 1 + α(1
2
cosh−2R+ 1)
]
where we have introdued the mean phase veloity with-
out driving ω0 := 2π/(
1
r1
+ 1r2 ), a quantier for the driving
strength α = (r1−r2)
2
(r1+r2)2
and some ratio between inner time
sale and driving frequeny R = pi(r1+r2)2Ω .
Without signal, i.e. α = 0 eq. (25) redues to
D¯
e
= πω0, whih agrees with the result in [30℄, D¯e =
(2π)2/2(
〈
t2
〉− 〈t〉2)/ 〈t〉3.
Next we onsider the small and large noise limits of the
phase veloity ω¯ and phase diusion onstant D¯
e
for the
ase of Arrhenius rates r1/2 = r0 exp(−∆U±AD ). In this
ase α = tanh2(AD ).
If for a xed driving frequeny the noise level is su-
iently small suh that R≪ 1 eqs. (24) and (25) redue
to
ω¯ ≈ ω0 + αΩR = π
2
(r1 + r2) ≈ π
2
r2
D¯
e
≈ πω0(1
2
+
3
2
α) + παΩR(−1 + 3
2
α)
=
π2
4
(r1 + r2) ≈ π
2
4
r2
where in the last step we used the fat that r2 dominates
r1 for small noise levels. Therefore, at the level of phase
veloity and phase diusion, the proess behaves like a
proess without driving whose rates are both equal to
r2
2 .
On the other hand if the noise level is large and the
driving frequeny is small ompared to α0 suh that R≫
1 we get
ω¯ ≈ ω0 + αΩ = 2π r1r2
r1 + r2
+Ω
(r1 − r2)2
(r1 + r2)2
D¯
e
≈ π
2
ω0(1 + α) + παΩ(−1 + α)
= 2π2
r1r2(r
2
1 + r
2
2)
(r1 + r2)3
− 4πΩ(r1 − r2)
2
(r1 + r2)4
The rst terms in these expressions orrespond to a pro-
ess without driving with one rate equal to r1 and the
other equal to r2, while the seond terms are orretions
whih vanish for vanishing driving frequeny.
Between these regions we have a ompeting behavior.
If for a xed driving amplitude A, the noise strength
D is suiently small, suh that α ≈ 1 and ω0 ≈ 0,
and simultaneously, for a xed driving frequeny Ω, D is
suiently large suh that R ≫ 1, i.e. tanhR ≈ 1 we
have
ω¯ ≈ Ω
D¯
e
≈ 0
i.e. frequeny and phase loking our.
Having alulated the eetive diusion oeient and
the mean phase veloity we an evaluate the Pélet num-
ber
Pe :=
2πω¯
D¯
e
(26)
whih is a measure of the phase oherene.
In Fig.1 the theoretial results eqs. (24),(25) and (26)
are ompared to simulations of the driven two state sys-
tem. To ompute these results we have modied an al-
gorithm presented in [34℄ taking into aount that the
5transition rates are pieewise onstant in time due to
the dihotomi driving. Let us assume we start at time
t in state 1 and the input denes the rate to have
the value r1. Then we draw a random number τ a-
ording to the orresponding waiting time distribution
wr1(τ) = r1 exp(−r1τ). If t+τ is smaller then the time ts
of the next swithing of the input we set the running time
to t + τ and perform the transition to the seond state
of the system. This state 2 will be left with rate r2 and
we proeed aordingly. Contrary if during the interval
[t, t+τ ] a swithing of the input ours we set the running
time equal to the swithing time ts but remain in state 1.
After swithing of the input the rate for leaving state 1
is now r2 and we proeed by drawing a new waiting time
aording to the new density wr2(τ) = r2 exp(−r2τ).
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Figure 1: Mean phase veloity ω0 (top), eetive phase diu-
sion onstant D0 (middle) and Pélet number Pe (bottom) of
the Markovian model for dierent values of the driving am-
plitude.
Symbols are simulation data of the two state system, lines
aording to eq. (24), (25) and (26), respetively. Other pa-
rameters: r0 = 1 and ∆U = 0.25, Ω = 0.001π. The deviation
between theory and simulations in the Pélet number for low
noise intensities is due to limited simulation time.
The Pélet number shows a maximum as a funtion
of noise strength, indiating stohasti resonane. For a
strong driving, it varies over several orders of magnitude
with varying noise strength D. Interestingly the Pélet
number shows also a non monotoni behavior as a fun-
tion of driving frequeny for a xed noise level, i.e. using
this number as a measure of the quality of the response
to the external signal we disover a bona de  resonane
(Fig. 2).
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Figure 2: Pélet number Pe of the Markovian model as a
funtion of driving frequeny Ω for dierent noise values. A =
0.2, other parameters as in Fig. 1. The inset shows the driving
frequeny at the maximum Pélet number as a funtion of
noise strength (solid line) ompared to the intrinsi frequeny
Γ without driving (A = 0) (dashed line).
V. EXCITABLE SYSTEMS
In this setion we onsider the phase veloity and dif-
fusion of a non Markovian model [29℄. This two state
model mimis the dynamis of an exitable systems by
dividing it into an exitation step and the evolution along
the exitation loop. Its dynamis is given by
p˙1(t) = γ(t)p2(t)−
∫ t
t0
dτw(t − τ)γ(τ)p2(τ) (27)
p˙2(t) = −γ(t)p2(t) +
∫ t
t0
dτw(t − τ)γ(τ)p2(τ). (28)
with initial onditions
p1(t0) = 0 and p2(t0) = 1. (29)
State 2 represents the rest state, in whih we start at
initial time t0 >From there the system is exited due
to noise and the external periodi subthreshold signal,
leading a rate proess with rate γ(t), whih depends pe-
riodially on time. This Markovian exitation step is
desribed by
J 2→1t [p](t) = γ(t)p2(t). (30)
6State 1 aounts for the motion on the exitation loop on
whih the systems spends a time distributed aording to
the waiting time distribution w(τ), whih is assumed not
to depend on the weak external driving. The ux from
state 1 bak to state 2 is then expressed in terms of the
ux from state 2 to state 1 at prior times τ between t0 to t
γ(τ)p2(τ), whih renders the desription non Markovian,
leading to the ux operator
J 1→2t [p](t) =
∫ t
t0
dτw(t − τ)γ(τ)p2(τ). (31)
Note that this operator depends expliitly on the initial
time t0.
To alulate the asymptoti periodi solution it will be
useful to rst formally integrate eqs. (27), (28) taking
into aount the initial onditions (29) and then taking
the initial time t0 to −∞. The resulting equations are
p1(t) =
∫ ∞
0
dτz(τ)γ(t − τ)p2(t− τ) (32)
p2(t) = 1−
∫ ∞
0
dτz(τ)γ(t − τ)p2(t− τ). (33)
where z(τ) = 1− ∫ τ0 dτ ′w(τ ′) is the probability to spent
a time longer than τ on the exitation loop. By dieren-
tiating these equations with respet to t one reovers the
original eqs. (27) and (28) in the limit t0 → −∞ [35℄.
If we take into aount the phase eq. (33) has to be
replaed by
p(1,k)(t) =
∫ ∞
0
dτz(τ)γ(t − τ)p(2,k−1)(t− τ). (34)
We also have to take are of the ux operator J 1→2t whih
in the asymptoti ase is given by (f. eq. (31))
J 1→2t [p](t) =
∫ ∞
0
dτw(τ)γ(t − τ)p2(t− τ). (35)
In the following we assume a xed waiting time T on
the exitation loop, i.e. w(τ) = δ(T − τ) and z(τ) =
θ(T −τ). Suh an assumption is justied in the low noise
limit for e.g. FitzHugh-Nagumo models (f. Fig. 6). In
this ase eq. (35) simplies to
J 1→2t [p](t) = γ(t− T )p2(t− T ). (36)
Then, aording to eqs. (18) and (19), the time de-
pendent phase veloity ω0(t) and eetive phase diusion
onstant D0(t) are given by
ω(t) = 2πγ(t)q
(0)
2 (t) (37)
D
e
(t) = −2πγ(t)q(1)2 (t) + 2π2γ(t)q(0)2 (t),
whih are the same expressions as in the Markovian ase,
as the ux operator J 2→1t is the same. However the
equations governing the q(i) are dierent. Following the
same proedure we used to treat eqs. (6) and (7) eq. (34)
together with normalization the ondition (14) leads to
1− q(0)2 (t) =
∫ T
0
dτγ(t− τ)q(0)2 (t− τ) (38)
−q(1)2 (t) =
∫ T
0
dτγ(t− τ)q(1)2 (t− τ) (39)
+
∫ T
0
dτγ(t− τ)q(0)2 (t− τ)(
∫ τ
0
dτ ′ω(t− τ ′)− 2π).
The periodi solutions of eqs. (38), (39) an be numeri-
ally obtained in Fourier spae using a linear solver like
LAPACK.
To investigate the role of noise on the synhroniza-
tion in exitable system we hoose an Arrhenius type
exitation rate for the transition from the rest state 2
onto the exitation loop 1. We further assume that the
external driving ats as a modulation of the potential
barrier. Again we onsider a dihotomi periodi driv-
ing, i.e. the exitation rate γ(t) periodially swithes
between the two values r1 = r0 exp(−(∆U − A)/D) and
r2 = r0 exp(−(∆U +A)/D).
The resulting phase veloity, eetive phase diusion
and Pélet number as a funtion of noise strength D are
shown in Fig. 3. As in the ase of bistable systems we
observe frequeny and phase loking, however there ex-
ist preferred driving frequenies for whih high synhro-
nization is ahieved and other frequenies whih show no
synhronization at all.
The Pélet number shows a loal maximum at a nite
noise strength. Contrary to the bistable situation how-
ever, the phase diusion onstant dereases again and the
Pélet number therefore inreases for large noise levels.
This behavior is originated in the xed time T on the
exitation loop. Taking into aount the high rate and
therefore small waiting time and variane of the exita-
tion step for high noise levels this leads to a low variane
of the spiking, whih implies a low diusion of the phase.
We mention that this low phase diusion does not im-
ply synhronization sine the frequenies are not loked.
Also we note that in real exitable systems the behavior
diers. For higher noise levels the time spent on the ex-
itation loop will have a variane in these systems whih
yields an inreasing phase diusion with growing noise.
As seen in Fig.3 the synhronization behavior strongly
depends on the driving frequeny. To further analyze
this eet we have plotted in Fig.4 the mean phase velo-
ity, phase diusion oeient and the Pélet number as
funtion of the driving frequeny. They show a omplex
sequene of dierent loking regions between the driving
and the system's response [36, 37℄, represented by shaded
regions. In these loking regions the eetive phase dif-
fusion is small (see Fig.5). We mention that the maximal
frequeny of the exitable system is ω¯max = 2π/T where
T is the time on the exitation loop. There an not be
1 : 1 synhronization for Ω > ω¯max.
Let us for a moment assume the extreme ase where
one exitation rate r1 is innity and the other r2 is zero.
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Figure 3: Mean phase veloity ω¯ (top, inset), eetive phase
diusion onstant D¯
e
(top) and Pélet number Pe (bottom)
of the non Markovian model for dierent values of the driving
frequeny Ω.
Symbols are simulation data of the two state system, lines
aording to numerial evaluation of the theory. Other pa-
rameters: T = 2800, r0 = 0.0044, ∆U = 5.6 · 10
−5
and
A = 5.0 · 10−5.
Then the system remains in the rest state as long as
the input auses the vanishing exitation rate. After the
input hanges the system immediately starts with the
exitation loop where it stays the time T . For a 1 : 1
loking this time T must be larger than half the period
but smaller the full period 2π/Ω of the driving. Oth-
erwise, if the duration of the exitation loop would be
smaller than half the period the system returns to the
rest state where it immediately starts a new exitation.
In onsequene 1 : n loking where the output frequeny
is n times higher than the input frequeny ours if the
period of the driving is between (n− 1/2)T and nT .
The opposite ase where a fast input loks a slow out-
put our if multiple periods of the input t into the
exitation time. During the exitation the system does
not respond to the hanges of the input. If the input has
the phase with long waiting time after the system has
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Figure 4: Mean phase veloity ω¯ (top), eetive phase diu-
sion onstant D¯
e
(middle) and Pélet number Pe (bottom) of
the non Markovian model as a funtion of driving frequeny
Ω for D = 0.00001. The shaded regions are a guide for the
eye and represent regions of frequeny synhronization. In
these regions we also nd a small eetive phase diusion and
therefore a high Pélet number. Other parameters: T = 2800,
r0 = 0.0044, ∆U = 5.6 · 10
−5
and A = 5.0 · 10−5.
ompleted the exitation loop, it has to wait until the
input hanges to the phase with the small waiting time,
leading to a n : 1 synhronization where n is the number
of signal periods whih t into the exitation time T .
However if the system nds the high exitation rate
after exursion it immediately starts a new exitation
loop and repeats these until it will nd the phase with
long waiting times. This yields a n : m frequeny loking
with n > m. Note that there are no n : m loking modes
with n < m exept the 1 : m modes desribed above.
Realisti noise dependent time sales will weaken the
extreme behavior of the situation onsidered above.
There are two ompeting eets namely inreasing the
noise inreases r1 as well as r2 while dereasing the noise
inreases the ratio between r1 and r2 and therefore the
eet of the driving. Hene, we nd synhronization in a
nite window of noise intensities where the two ativation
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Figure 5: Ee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e
of the non
Markovian model, as a funtion of driving frequeny Ω and
noise level D. The blak lines show regions of frequeny lok-
ing (1 − ǫ)Ω < nω¯ < (1 + ǫ)Ω, ǫ = 0.01 with (from left to
right) n = 3, 2, 1, 1
2
. These regions of frequeny loking oin-
ide with low phase diusion. Other parameters as in Figs. 3
and 4.
times enlose the time T on the exitation loop,
1
r1
≪ T ≪ 1
r2
. (40)
We point out that this latter time plays the essential role
within the synhronization proess, i.e. this time sale
and the period of the external drive have to be tuned
appropriately to get phase synhronization. Noise as well
as the amplitude of driving dene the two exitation rates
and have to be hosen suh that eq. (40) is optimally
fullled, i.e. that the input ats as muh as possible as a
on-o swith on the exitation proess. A deviation from
this extremal behavior leads to a narrowing of the driving
frequeny windows amenable to frequeny loking and a
shift of these windows to lower frequenies.
Finally we ompare the theory to a dynamial system
with exitable dynamis, namely the FHN model [38, 39℄
x˙ = x− x3 − y +
√
2Dξ(t)
y˙ = ǫ(x+ a0 − a1y − s(t)) (41)
This system is driven by a dihotomi periodi signal s(t)
with values ±A where A = 0.015. Setting a0 = 0.405 and
a1 = 0.5 the system is in the exitable regime for both
values of the signal, i.e. the signal is a sub-threshold
signal. We further onsider a strong time sale separation
ǫ = 0.001 as well as a small noise level D = 10−5. The
phase of the system is dened to inrease by 2π eah time
a spike is generated. From simulations of the inter spike
interval distribution (see Fig. 6) for onstant signal ±A
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Figure 6: Inter spike interval distribution of the FHN system
eqs. (41) with onstant signal s(t) = 0.04 for a low noise level
D = 10−5 and strong time sale separation ǫ = 0.001. Other
parameters see text.
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ity ω¯ (top) and eetive phase diusion on-
stant D¯
e
(bottom) as a funtion of driving frequeny. Other
parameters see text.
we nd the orresponding parameters of the two state
model to be T ≈ 2620, r1 ≈ 0.0087 and r2 ≈ 8.310−8 .
The results for the phase veloity ω¯ and eetive phase
diusion onstant D¯
e
for the FHN system (numerial
simulation of eqs. (41)) and the theory eqs. (37) and
(38) are shown in Fig. 7. They show a good qualita-
tive agreement over a large range of driving frequenies.
The deviation for larger driving frequenies is due to the
fat that, in ontrast to the assumptions of our two state
model, the time T spent on the exitation loop depends
if however only weakly on the driving.
9VI. CONCLUSIONS
We have derived a general theory to alulate the
asymptoti eetive phase veloity and phase diusion
onstant in periodially driven two state systems. This
theory was applied to two dierent two state models, one
with Markovian dynamis representing bistable systems
and the other with non Markovian dynamis, modeling
exitability.
In the Markovian ase analytial results have been al-
ulated for dihotomi driving with arbitrary driving am-
plitudes. We found phase synhronization for optimal
noise intensities if Arrhenius type rates for the transitions
between the states are assumed. The mean frequeny of
the system is loked to the frequeny of the external stim-
ulus and the eetive phase diusion oeient beomes
vanishingly small. The Pélet number however shows a
maximum not only as a funtion of noise strength but
also as a funtion of driving frequeny, i.e. a bona de
resonane. Frequeny loking ours as long as the driv-
ing frequeny is smaller than the maximal transition rates
whih are attained for large noise.
In the non Markovian ase the phase veloity, phase
diusion oeient and Pélet number also prove phase
synhronization between input and output. However the
piture diers from the previous ase showing a sequene
of frequeny loking modes. These dierent regions of
loking are aompanied with low phase diusion. The
main onditions for loking are expressed by relations
between the driving frequeny Ω and the time T spend
on the exitation loop. The noise dependent and peri-
odially modulated transition rates from the rest to the
exited state at as a swith for the spiking. 1 : n lok-
ing, i.e. a slow input and fast output, ours for a er-
tain window of noise intensities if, in rst approximation,
the driving frequeny is between 2π/ ((n− 1/2)T ) and
2π/(nT ), respetively. For the opposite ase of fast in-
put and slow output we nd 1 : n but also m : n, m < n
frequeny loking. The theoretial results for the non
Markovian model of exitable systems agree well with
simulations of a FitzHugh-Nagumo system.
This work was supported by DFG-Sfb 555. The au-
thors thank P. Talkner and J. A. Freund for fruitful ol-
laboration.
Appendix A
Our aim is to express the phase distribution P(φ −
∆φ, t − τ) in terms of P(φ, t) and its derivatives with
respet to φ, ∂n/∂φnP(φ, t). To this end we start by
expanding P(φ−∆φ, t− τ)) in a Taylor series around φ
and t,
P(φ−∆φ, t− τ)
=
∞∑
n=0
∞∑
m=0
1
n!m!
(
∂n
∂φn
)(
∂m
∂tm
)
P(φ, t)(−∆φ)n(−τ)m
To proess the time derivatives we use the Fokker-Plank
equation eq. (12)
∂
∂t
P(φ, t) = ∂
∂φ
(−ω(t) +D
e
(t)
∂
∂φ
)P(φ, t),
taking are of the expliit time dependene of ω(t) and
D
e
(t) whih leads to
P(φ−∆φ, t− τ) = P(φ, t)−
[
∆φ+
∞∑
m=1
(−τ)m
m!
∂m−1ω(t)
∂tm−1
] ∂
∂φ
P(φ, t)+
[1
2
∆φ2 +
∞∑
m=1
(−τ)m
m!
∂m−1D
e
(t)
∂tm−1
+ ω(t)
∞∑
m=2
(−τ)m
m(m− 2)!
∂m−2ω(t)
∂tm−2
+∆φ
∞∑
m=1
(−τ)m
m!
∂m−1ω(t)
∂tm−1
] ∂2
∂φ2
P(φ, t)
+O(3).
where O(3) denotes third or higher derivatives of P(φ, t)
with respet to φ. The sums ontaining the derivatives
of ω(t) and D
e
(t) an be further evaluated, leading to
∞∑
m=1
(−τ)m
m!
∂m−1ω(t)
∂tm−1
= −
∞∑
m=0
1
m!
∂mω(t)
∂tm
∫ τ
0
dτ ′(−τ ′)m
= −
∫ τ
0
dτ ′ω(t− τ ′)
and analogously
∞∑
m=1
(−τ)m
m!
∂m−1D
e
(t)
∂tm−1
= −
∫ τ
0
dτ ′D
e
(t− τ ′)
and
∞∑
m=2
(−τ)m
m(m− 2)!
∂m−2ω(t)
∂tm−2
=
∫ τ
0
dτ ′τ ′ω(t− τ ′).
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Thus we eventually arrive at
P(φ−∆φ, t− τ) =
P(φ, t) + (c(1)t (t− τ)−∆φ)
∂
∂φ
P(φ, t) +
[1
2
(∆φ)2 −∆φc(1)t (t− τ) + c(2)t (t− τ)
] ∂2
∂φ2
P(φ, t)
+O(3)
where
c
(1)
t (t
′) =
∫ t
t′
dτω(τ)
c
(2)
t (t
′) = −
∫ t
t′
dτD
e
(τ) + ω(t)
∫ t
t′
dτ(t − τ)ω(τ).
Next we insert our Ansatz eq. (13)
pk(t) =
∞∑
n=0
q(n)(t)
∂n
∂φn
P(φ, t)
∣∣∣
φ=2pik
.
into the dynamial equations eqs.(6) and (7)
p˙(1,k) = J 2→1t [pk−1]− J 1→2t [pk] (A1)
p˙(2,k) = J 1→2t [pk]− J 2→1t [pk]. (A2)
Using again the Fokker-Plank equation eq. (12) the left
hand side of eqs. (A1) and (A2) is given by
d
dt
pk(t) =
∞∑
n=0
( d
dt
q(n)(t)
) ∂n
∂φn
P(φ, t) +
∞∑
n=0
q(n)(t)
∂n+1
∂φn+1
(−ω(t) +D
e
(t)
∂
∂φ
)P(φ, t).
The dierent terms on the right hand side of eqs. (A1) and (A2) read
J i→jt [pk−1] =
∑
n
J i→jt [q(n)]
( ∂n
∂φn
− 2π ∂
n+1
∂φn+1
+ 2π2
∂n+2
∂φn+2
)P(φ, t) + J i→jt [c(1)t q(n)]( ∂
n+1
∂φn+1
− 2π ∂
n+2
∂φn+2
)P(φ, t)
+J i→jt [c(2)t q(n)]
∂n+2
∂φn+2
P(φ, t) +O(n+ 3)
J i→jt [pk] =
∑
n
J i→jt [q(n)]
∂n
∂φn
P(φ, t) + J i→jt [c(1)t q(n)]
∂n+1
∂φn+1
P(φ, t) + J i→jt [c(2)t q(n)]
∂n+2
∂φn+2
P(φ, t) +O(n + 3)
Equating now the oeients of P(φ, t), ∂∂φP(φ, t) and
∂2
∂φ2P(φ, t) nally leads to eqs. (15) to (17)
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