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INTRODUCCION
Dado S un semigrupo conmutativo, nitamente generado, can-
celativo y con elemento neutro, y dado un cuerpo k; podemos consi-
derar la k algebra asociada al semigrupo, k[S] = m2Skm; entendien-
do m como un smbolo. El producto en esta algebra se dene como
m m0 = m +m0; es decir, el producto de smbolos es el smbolo de la
suma. El estudio de esta algebra tiene un gran interes dentro de la Geo-
metra Algebraica por su relacion con la Geometra Torica. De hecho,
estudiar este algebra es equivalente a estudiar las relaciones entre los
generadores de ideales denidos por variedades monomiales, es de-
cir, variedades anes parametrizadas por ecuaciones monomiales. En
[STU95]y [CP] aparece un interesante estudio sobre los distintos enfo-
ques que se dan en la actualidad al estudio de las variedades toricas.
Dados unos generadores del semigrupo S; fn1; : : : ; nrg; y el anillo
de polinomios R = k[X1; : : : ; Xr]; denimos el ideal del semigrupo como
el nucleo del morsmo de k algebras dado por
' : R  ! k[S]
'(Xi) = ni
Es conocido (ver [HER70]) que este ideal es binomial y homogeneo res-
pecto de la graduacion grado(Xi) = ni: Existen algoritmos para calcular
estos ideales si el semigrupo S es libre de torsion. Casi todos ellos
emplean bases de Grobner.
El caso de la torsion fue abordado por primera vez en [BCMP98b]
para semigrupos vericando S\( S) = 0: Las tecnicas utilizadas en este
artculo se basan en el estudio de ciertos complejos simpliciales que
fueron denidos por primera vez en [CM91] y cuyos grafos subyacen-
  
 
2 Introduccion
tes aparecen en [ROS91]. Estas tecnicas son computacionalmente poco
ecientes, aunque no es la eciencia lo que se busca con estos meto-
dos, sino un mejor conocimiento del porque de los resultados.
En cualquier caso, con torsion o no, casi todos ellos solucio-
nan el problema de calcular el ideal recurriendo a introducir nuevas
variables. El problema de aumentar el numero de variables es que la
complejidad del calculo de ideales de semigrupos es simplemente ex-
ponencial en el numero de variables (ver [STU91]), con lo cual, usar
algoritmos que utilicen mas variables de las estrictamente necesarias,
provocan una gran reduccion en la eciencia de los metodos.
Nosotros resolvemos este problema en I{D.2 recurriendo a los
ideales de retculo:
IL :=< Xu   Xv : u; v 2 Nr; u   v 2 L >;
donde L es un retculo. Dado un semigrupo, le asociamos el retculo
dado por las soluciones del sistema
(n1j : : : jnr)
0BBB@ x1...
xr
1CCCA = 0:
A este retculo sera al que le calculemos su ideal asociado. Mediante
este paso, solo calculamos bases de Grobner con el numero mnimo
posible de variables.
Si el semigrupo de partida, S; verica la condicion S \ ( S) = 0;
podemos enunciar el lema de Nakayama (III{A.1) para modulos S gra-
duados, y, por lo tanto, podemos hablar de la resolucion libre minimal
del algebra k[S] y de sistemas minimales de generadores del i esimo
modulo de sicigias del mismo algebra. Para calcular un sistema de ge-
neradores del i esimo modulo de sicigias, vamos a recurrir a resulta-
dos que ligan dichos generadores con unos complejos simpliciales de
naturaleza combinatoria asociados a los elementos m 2 S :
m := fF  jm   nF 2 Sg;
  
 
Introduccion 3
donde  es el conjunto f1; 2; : : : ; rg:Dichos resultados nos relacionan los
generadores minimales de gradom 2 S del i esimo modulo de sicigias
con las homologas reducidas, ~Hi(m): En primer lugar, veremos que en
un sistemaminimal de generadores del i esimomodulo de sicigias hay
un elemento de grado m si y solo si ~Hi(m) 6= 0 (III{A.4). A partir de las
homologas no nulas podremos calcular directamente los generadores
(III{A.5). Esta es la losofa que se desprende de [CM91], y es la que
seguiremos en gran parte de esta memoria. De hecho, vamos a dedicar
gran parte de ella a resolver el primer paso de este problema: calcular
Ci := fm 2 S j ~Hi(m) 6= 0g:
En [CG00], los autores denen nuevos complejos que permiten calcular
este conjunto en situaciones concretas, pero no en el caso general. Mas
referencias con respecto a la relacion entre las resoluciones libres y los
complejos simpliciales aparecen en [PS98], [BS98], [HOC95], [STA96] y
[BH97].
Al estudiar los elementos relacionados con los semigrupos, se
llega de manera natural a los sistemas diofanticos y a sus N solucio-
nes, es decir, soluciones enteras positivas. El simple problema de de-
cidir si un elemento esta o no en un semigrupo, se traduce en saber si
un cierto sistema diofantico tiene o no una N solucion. Por lo tanto,
es muy importante conocer las estructuras de las N soluciones de un
sistema diofantico, as como conocer algoritmos que calculen dichas
soluciones.
Las estructuras de las N soluciones son conocidas desde na-
les del siglo XIX: las N soluciones de un sistema homogeneo forman
un semigrupo, G; generado por sus elementos minimales respecto del
orden natural en N (II{A.1). Las de un sistema no homogeneo, vienen
dadas por uniones de conjuntos formados a partir de ciertas N solu-
ciones particulares y su suma con el semigrupo G (II{A.2). En II{D.1 ge-
neralizamos estas estructuras a sistemas diofanticos en congruencias,
concluyendo que para estos sistemas, las estructuras anteriores se re-
  
 
4 Introduccion
piten. Un sistema diofantico en congruencias es un sistema diofanti-
co donde al menos una de sus ecuaciones esta formulada sobre Z=cZ;
donde c es un entero no nulo.
Como ya hemos dicho, el conocimiento de las estructuras de
las N soluciones datan de muy antiguo. Lo que, sorprendentemente,
no es tan clasico, es el estudio de los algoritmos ecientes ligados a
obtener estas N soluciones. De hecho, los estudios mas relevantes en
este sentido pertenecen a la ultima decada del siglo XX. Los primeros
metodos aplicados, los cuales no eran ecientes, se basaban en realizar
una busqueda exhaustiva o en la reduccion a una unica ecuacion, cuyas
soluciones eranmas faciles de calcular (II{B). Nosotros, en II{B, damos
un nuevo algoritmo para calcular la N solucion general a un sistema
diofantico basado en una version constructiva (para ciertos conjun-
tos) del lema de Dickson (II{B.7). Gracias a este algoritmo se reduce el
calculo de la N solucion general a calcular N soluciones particulares
a distintos sistemas diofanticos.
Entre los algoritmos existentes para calcular una N solucion
particular, caso de que exista, a un sistema homogeneo, cabe destacar,
por su velocidad de computo, el algoritmo II{C.3, basado en el lema de
Farkas (II{C.1). Guiados por la alta velocidad de este algoritmo, genera-
lizamos en la seccion II{C dicho algoritmo para aplicarlo a sistemas no
homogeneos. En esta seccion damos ademas una condicion necesaria
y suciente para saber si un sistema diofantico no homogeneo tiene
alguna N solucion en funcion de una unica ecuacion que construimos.
Aplicando los resultados obtenidos en el captulo I, damos un
nuevo algoritmo basado en ideales de semigrupos para la obtencion
de N soluciones particulares a sistemas diofanticos (II{D.5). La clave
de dicho algoritmo radica en asociar a un sistema diofantico un semi-
grupo, probando que son equivalentes:
El sistema tiene alguna N solucion.
En el ideal asociado al semigrupo existe un binomio de una
  
 
Introduccion 5
forma determinada.
Gracias a esto, el algoritmo II{D.5 se puede aplicar a sistemas diofanti-
cos en congruencias sin necesidad de a~nadir nuevas variables, algo
completamente novedoso. De hecho, en II{D.6, damos un nuevo algo-
ritmo para calcular la N solucion general a un sistema diofantico en
congruencias sin a~nadir ninguna nueva variable.
Nuestra obsesion por no aumentar el numero de variables ra-
dica en que la complejidad teorica de resolver el calculo de N solu-
ciones es NP completo ([SCH96, corolario 18.1a]). En la practica, la
complejidad aumenta con el numero de variables, por lo que tenemos
que tratar de realizar los calculos con el numero mnimo de incogni-
tas posible. Hablar de algoritmos ecientes, de velocidad de calculo y
rapidez, debe ser entendido dentro de este contexto.
Una vez concluido el estudio de las N soluciones de un sistema,
aplicamos estos resultados al calculo de los modulos de sicigias de
la resolucion libre minimal de k[S] en el caso mas general, es decir,
S abeliano, nitamente generado, con elemento neutro, cancelativo y
Nakayama.
La forma de un complejo simplicial determina si su i esima
homologa asociada es o no nula. Basandonos en esto, denimos unas
estructuras que aparecen en todo complejo simplicial con i esima ho-
mologa no nula. A partir de ellas, construimos subconjuntos nitos
del semigrupo S que contienen los grados de los elementos que apa-
recen en un sistema minimal de generadores del i esimo modulo de
sicigias. La nitud de estos conjuntos se deduce, en ultimo termino,
de la nitud de las bases de Hilbert de un numero nito de sistemas
lineales diofanticos asociados a estas estructuras.
En primer lugar, para el primer modulo de sicigias, denimos el
concepto de F hueco (IV{A.1) y probamos en IV{A.3 que si ~H1(m) 6= 0;
entonces existe un F hueco asociado al complejo simplicial m: A cada
uno de estos F huecos le asociamos un sistema diofantico construido
  
 
6 Introduccion
a partir de los generadores de S: Ademas, damos un metodo basado en
las N soluciones de estos sistemas, para obtener un conjunto nito
que contenga a los elementos m 2 S; tales que ~H1(m) 6= 0 (IV{A.8).
Una vez resuelto el primer modulo de sicigias, pasamos a estu-
diar el caso general, es decir, a estudiar el i esimo modulo. Para ello
generalizamos el concepto de F hueco de m al de j triangulacion de
F en m (V{A.2). Con ello, usando tambien las tecnicas de programa-
cion lineal del captulo II, damos un algoritmo para calcular los grados
de los elementos que aparecen en un sistema minimal de generadores
del i esimo modulo de sicigias de k[S]: De aqu deducimos un proce-
dimiento de calculo de un sistema minimal.
Debido a la naturaleza de las relaciones obtenidas entre los ele-
mentos de S con homologa no nula, y las N soluciones a sistemas
diofanticos, podemos, ademas de calcular, acotar los grados de un sis-
tema minimal de generadores del i esimo modulo de sicigias. En V{B.2
damos una cota para las sicigias de cualquier orden, y en V{B.3 mejo-
ramos esa cota para el primer modulo. En cualquier caso, las cotas ob-
tenidas son simplemente exponenciales en el numero de generadores
del semigrupo.
Las cotas y construcciones sobre los grados de las sicigias las
aplicamos a acotar (V{C.1) y determinar (V{C.2) la regularidad de una
variedad torica proyectiva. Dado un ideal homogeneo, I; se dene la
regularidad de I; reg(I); al menor entero p tal que el i esimo modulo de
sicigias de I esta generado por elementos de grados menores o iguales
a p + i; para 8i  0 (ver [BM93]).
El objetivo principal de esta memoria es tener un mejor cono-
cimiento del algebra de un semigrupo, as como tener herramientas
efectivas que nos permitan calcular los elementos asociados a dicha
algebra a partir de unos generadores del semigrupo. Con este proposi-
to fuimos resolviendo de manera escalonada y satisfactoria distintos
problemas que surgan al profundizar nuestro estudio. El primer pro-
blema fue dar un metodo efectivo y eciente para calcular un sistema
  
 
Introduccion 7
de generadores del ideal de un semigrupo con torsion. Es mas, hasta
ahora no haba forma de construir de manera efectiva el ideal de un
semigrupo generico con torsion. El siguiente problema fue encontrar
algoritmos para resolver sistemas diofanticos en congruencias, proble-
ma que surge de manera natural al tratar con semigrupos cancelativos
con torsion. Esta fue la clave para poder dar un algoritmo que calcula
los grados de los sistemas minimales de generadores de los distintos
modulos que aparecen en una resolucion libre de k[S]; convirtiendo en
metodo efectivo el metodo dado en [BCMP98a] para calcular sistemas
minimales de generadores de estos modulos.
En el captulo I, estudiamos la estructura de los ideales aso-
ciados a semigrupos abelianos, cancelativos, nitamente generados y
con elemento neutro, determinando que estos se corresponden con
ideales de retculo (I{B.1). Este estudio revela una dualidad entre los
semigrupos y los retculos. Tambien analizamos distintos algoritmos
conocidos de calculo de ideales de retculo basados en el uso de bases
de Grobner, y, apoyandonos en los resultados obtenidos, damos algo-
ritmos que nos permiten calcular sistemas irreducibles de generado-
res del ideal de un semigrupo con torsion (I{D.2 y I{D.4). Este captulo
recoge basicamente el contenido publicado en el artculo [VT99].
El captulo II esta dedicado al estudio de las estructuras de las
soluciones enteras positivas de un sistema diofantico en congruencias.
En primer lugar vemos distintos metodos basados en tecnicas muy
dispares que resuelven sistemas diofanticos sin congruencias, dando
sistemas de generadores minimales de dichas soluciones, as como so-
luciones particulares. Despues generalizamos los resultados sobre las
estructuras de las N soluciones de esos sistemas a sistemas en con-
gruencias. Por ultimo damos algoritmos basados en bases de Grobner
(II{D.5) y en el lema de Dickson (II{D.6), para resolver sistemas diofanti-
cos en congruencias sin a~nadir nuevas variables. El contenido de este
captulo ampla y generaliza al caso de sistemas en congruencias los
resultados obtenidos en [PCVT98].
  
 
8 Introduccion
En el captulo III comenzamos a estudiar la resolucion libre mi-
nimal de la k algebra de un semigrupo Nakayama. Vemos como se pue-
den caracterizar los grados de los sistemas minimales de generadores
del i esimo modulo de sicigias de k[S]; a traves de estructuras com-
binatorias. En particular resolvemos este problema para el 0 modulo
(ideal del semigrupo) mediante un algoritmo (III{B.6). Tambien vemos
como, conocidos los grados que aparecen en los sistemas de genera-
dores minimales, podemos calcular los propios generadores. Los re-
sultados presentados en este captulo constituyen una revision de los
aparecidos en [BCMP98b] y [BCMP98a].
El captulo IV lo dedicamos a dar un metodo efectivo, basado
en el calculo de N soluciones de sistemas diofanticos en congruencias,
para calcular los grados que aparecen en el primer modulo de sicigias
de k[S] (IV{A.8). Basicamente, este captulo recoge los resultados pu-
blicados en [PCVTer].
En el captulo V generalizamos los metodos del captulo IV a
toda la resolucion del algebra k[S] (V{A.9). Ademas, damos cotas para
los grados que aparecen en un sistema minimal de generadores del
i esimo modulo de sicigias de k[S]; en funcion solamente de los ge-
neradores considerados para el semigrupo. Terminamos el captulo
explicitando una cota para la regularidad de una variedad torica (V{
C.1), as como un algoritmo para hallar dicha regularidad (V{C.2). Los
resultados de este captulo estan recogidos en [BMPCVT99].
En el captulo VI, vemos una serie de ejemplos numericos que
ilustran los algoritmos mas importantes dados en esta memoria.
  
 
CAPITULO I
Calculo de Ideales de
Retculos y Semigrupos
I–A. INTRODUCCIO´N
Sea S un semigrupo conmutativo, nitamente generado y con
elemento neutro, k un cuerpo, y fn1; : : : ; nrg un sistema de generadores
de S: Denotaremos por R al anillo en r indeterminadas sobre el cuerpo
k; k[X1; : : : ; Xr]:
Recordemos que se puede asociar un ideal I (dependiente del
sistema de generadores considerado en S) al semigrupo S: Dicho ideal
es el nucleo del morsmo de k algebras
' : R  ! k[S];
'(Xi) = ni;
(I{A.1)
donde k[S] es el algebra asociada a S:Ademas, es conocido (ver [HER70])
que I esta generado por el conjunto
fX   X : rX
i=1
ini =
rX
i=1
ini; ;  2 Nrg;
luego es un ideal binomial.
  
 
10 Ideales de Retculo e Ideales de Semigrupo
Diremos que S es Nakayama si verica la condicion S\( S) = f0g:
Esta propiedad es fundamental para poder hablar de sistemas mini-
males de generadores de I: Un semigrupo es cancelativo si dados m;
n; n0 2 S con m + n0 = m + n; se tiene n = n0: En captulos posterio-
res nos encargaremos de profundizar mas en el aspecto teorico de los
resultados que necesitaremos sobre el algebra de un semigrupo.
De manera parecida al caso del semigrupo, dado un retculo L
de Zr; le podemos asociar un ideal binomial en R;
IL :=< Xu   Xv : u; v 2 Nr; u   v 2 L > :
A estos ideales los llamaremos de manera generica ideales de retculo.
Para jar notacion, dado u 2 Zr; denotamos por u+; u  a los
unicos elementos de Nr tales que u = u+   u  y supp(u+) \ supp(u ) = ;:
Diremos que un retculo L es Nakayama si verica la condicion
L \ Nr = (0): Y diremos que es saturado si dado cualquier upla u 2 Zr y
cualquier  2 Z no nulo vericando u 2 L; se tiene u 2 L: Entonces, si
un retculo es saturado, existe una matriz, A; con coecientes enteros
tal que L = ker(A): Es conocido que dado un retculo saturado, su ideal
asociado es primo (ver [ES96]).
En este captulo veremos en primer lugar que los ideales de
retculo son, en realidad, un caso particular de ideales de semigrupos:
los semigrupos conmutativos, nitamente generados, con elemento
neutro y cancelativos (lema I{B.1), dando distintos algoritmos para cal-
cular un sistema de generadores del ideal I:
Ademas analizaremos diferentes metodos para calcular unos
generadores del ideal IL a partir de un sistema de generadores de L:
I–B. IDEALES DE RETI´CULO E IDEALES DE SEMIGRUPO
De nuevo consideremos S un semigrupo abeliano, con elemento
neutro, cancelativo y nitamente generado. Por el Teorema de Estruc-
tura (ver [BCMP98b]) podemos suponer, sin perdida de generalidad,
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que
S  Zh  Z=a1Z     Z=asZ;
donde a1; : : : ; as son enteros no nulos. Consideremos fn1; : : : ; nrg un con-
junto de generadores del semigrupo S anterior, y sea I  k[X1 : : : ; Xr] el
ideal asociado a S:
El ideal anterior lo podemos identicar con el ideal de retculo
Iker(S); donde ker(S) es el retculo formado por las soluciones enteras
del sistema
(n1j : : : jnr)
0BBB@ x1...
xr
1CCCA = 0;
como puede verse en el siguiente resultado.
Lema I–B.1 I es un ideal de un semigrupo S cancelativo, nitamente generado, abe-
liano y con elemento neutro, si y solo si I es un ideal de retculo.
Demostracio´n. Sea S =< n1; : : : ; nr > un semigrupo y sea I su ideal en R:
Por [HER70] sabemos que I esta generado por
B = fX   X : rX
i=1
ini =
rX
i=1
ini; i; i  0g:
Ademas, por ser S cancelativo, podemos asegurar que I esta generado
por
B0 = fX+   X  : rX
i=1
ini = 0; i 2 Zg:
Por tanto, tomando el retculo L generado por las r uplas +     del
conjunto B0; tenemos que
I =< X
+   X  : +     2 L >;
luego I es un ideal de retculo.
Recprocamente, sea L un retculo en Zr: Consideramos la apli-
cacion
 : Nr ! Zr=L
ei 7! ei + L;
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donde los ei forman la base canonica de Nr:
Sea S el semigrupo < e1+L; : : : ; er+L > ([CG00]). Es facil ver que su ideal
asociado coincide con IL:
Este resultado nos indica que existe una dualidad entre los se-
migrupos cancelativos, conmutativos, nitamente generados y con ele-
mento neutro, y los retculos. Dado un semigrupo, S; le asociamos un
retculo ker(S); y dado un retculo L; podemos asociarle un semigrupo,
S =< e1 + L; : : : ; er + L > : Respecto a las propiedades, es facil ver que si
partimos de un semigrupo S; S es Nakayama si y solo si ker(S) lo es, y
S es libre de torsion si y solo si ker(S) es saturado. Equivalentemente,
si partimos de un retculo L; L es Nakayama si y solo si S lo es, y L es
saturado si y solo si S es libre de torsion.
El ejemplo siguiente pone de maniesto que los sistemas de
generadores irreducibles de I pueden tener distinto cardinal.
Ejemplo I–B.2 Sea el semigrupo incluido en Z  Z=2Z  Z=4Z;
S =< (0; 0; 1); (2; 1; 1); (1; 0; 3); ( 2;  1; 3) >;
que no es Nakayama ( n2 = n4). Entonces se tiene que el ideal de S
esta generado por
I =< x24x
4
3   x21; x2   x34x83; x44x83  1 >=< x4x2  1; 1  x41; x83   x81x42; x123   x101 x62 >;
donde ambos sistemas son irreducibles.
Sin embargo si el semigrupo de partida cumple la condicion:
S \ ( S) = f0g;
i.e. es Nakayama, tiene sentido hablar de sistemas minimales de gene-
radores de I; ya que todos los sistemas irreducibles de generadores tie-
nen el mismo cardinal (ver [BCMP98b], aunque en captulos posteriores
entraremos con mas detalle en este tema). Al ser esta una propiedad
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que afecta tanto al resultado que se obtiene, es interesante poder de-
tectar con que tipo de semigrupo nos estamos enfrentando. Para ello
usaremos la siguiente caracterizacion.
Lema I–B.3 Sea S un semigrupo, y sea I su ideal en k[X1; : : : ; Xr]: El semigrupo S no
es Nakayama si y solo si existe en su ideal I un binomio de la forma
M  1; siendoM un monomio en k[X1; : : : ; Xr]:
Demostracio´n. Sean n1; : : : ; nr unos generadores de S; y supongamos
que existe un binomio X 1 perteneciente a I; con  = (1; : : : ; r) 2 Nr:
En ese caso tenemos que
rX
i=1
ini = 0;
con lo cual S no es Nakayama.
Analogamente, si S no es Nakayama, existe una r upla  =
(1; : : : ; r) 2 Nr; tal que Pri=1 ini = 0; y por lo tanto el binomio X   1
pertenece a I:
Nota I–B.4 Para ver entonces si S es o no Nakayama solo habra que buscar, en
cualquier sistema de generadores binomiales con coecientes 1 y  1
de I; si hay o no un elemento de la forma (M 1); conM un monomio.
Pasemos ahora a ver distintos algoritmos para calcular un ideal
de retculo y, a partir de ellos, distintos algoritmos para calcular idea-
les de semigrupos conmutativos, cancelativos, nitamente generados
y con elemento neutro.
I–C. ALGORITMOS CLA´SICOS DE CA´LCULO DE IL
Con la notacion anterior, el problema que nos planteamos es
como calcular unos generadores del ideal IL a partir de un conjunto de
generadores C de L:
En adelante vamos a suponer, sin perdida de generalidad, que
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para toda coordenada i = 1; : : : ; r de los elementos de L; existe al menos
un elemento u 2 L tal que ui 6= 0: Gracias a ello podemos considerar
equivalentes los sistemas de generadores C de L tales que C  Nr y
aquellos en los que existe un elemento con todas las coordenadas es-
trictamente positivas, ya que podremos pasar de unos a otros con ope-
raciones elementales. Ademas, uno de estos sistemas de generadores
existe si y solo si existe el otro.
Una propiedad de los ideales de retculo que nos sera muy util
en lo sucesivo es la siguiente.
Lema I–C.1 Xu   Xv 2 IL si y solo si u   v 2 L con u; v 2 Nr:
Demostracio´n. Por denicion de IL; si u v 2 L; tenemos que Xu Xv 2 IL:
Luego es la otra implicacion la que tenemos que probar.
Al retculo L podemos asociarle (I{B.1) un semigrupo S generado
por unos ciertos n1; : : : ; nr 2 S tales que L = ker(S) e IL = I:
Entonces, dado un binomio Xu   Xv 2 IL = I; tenemos que (I{A.1)
0 = '(Xu   Xv) = Xuini  X vini
y por lo tanto
P
(ui vi)ni = 0: Llegamos entonces a que u v 2 ker(S) = L;
concluyendo la demostracion.
Si J es un ideal de R; y f 2 R un polinomio, tambien son ideales
los conjuntos
(J : f) = fg 2 k[X1; : : : ; Xr] : fg 2 Jg;
(J : f1) = fg 2 k[X1; : : : ; Xr] : fsg 2 J; para algun s 2 Ng:
A estos ideales los llamaremos ideales cocientes de J sobre f o f1
respectivamente. Por ser R noetheriano, sabemos que existe s 2 N tal
que (J : f1) = (J : fs): Estos ideales seran binomiales si J es binomial y f
es un monomio (ver [ES96]).
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El porque de haber introducido los ideales anteriores queda cla-
ramente respondido en el siguiente lema, el cual los liga a los ideales
de retculo.
Lema I–C.2 Sea C = fu1; : : : ; usg  L: Entonces C es un conjunto de generadores del
retculo L si y solo si
(JC : (X1 : : : Xr)
1) = IL;
donde
JC :=< X
u+   Xu  : u = u+   u  2 C > :
Demostracio´n. Veamos en primer lugar la implicacion solo si. Para ello
vamos a probar por doble inclusion la igualdad
(JC : (X1 : : : Xr)
1) = IL:
Sea u = u+ u  2 L: Si C genera L; se tiene que existen1; : : : ; s 2
Z tales que u =
Ps
i=1 iui: Entonces
Xu
+
Xu 
  1 = sY
i=1
0@Xu+i
Xu
 
i
1Ai   1:
Por comodidad de notacion, denotaremos por vi a la upla ui si i  0
o  ui en otro caso, quedando la expresion anterior como sigue
Xu
+
Xu 
  1 = sY
i=1
0@Xv+i
Xv
 
i
1A0i   1;
con 0i  0: Vamos a suponer por comodidad de notacion que 0i = i:
Reduciendo los denominadores, llegamos a que existe un cierto
monomio Xa tal que
Xa(Xu
+   Xu ) = Xu (X
P
iv
+
i   X
P
iv
 
i ):
Veamos que X
P
iv
+
i   XPiv i 2 JC:
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Si suponemos que 1 > 0; podemos considerar X
P
iv
+
i  XPiv i =
Xw
1
1Xv
+
1 Xw21Xv 1 ; conw11 = (1 1)v+1+Psi=2 iv+i yw21 = (1 1)v 1+Psi=2 iv i :
Por lo tanto
X
P
iv
+
i   XPiv i = Xw11Xv+1   Xw21Xv 1
= Xw
1
1Xv
+
1   Xw11Xv 1 + Xw11Xv 1   Xw21Xv 1
= Xw
1
1 (Xv
+
1   Xv 1)| {z }
2JC
+Xv
 
1(Xw
1
1   Xw21)
Si operamos de manera inductiva con Xw
1
1 Xw21 ; obtenemos que XPiv+i  
X
P
iv
 
i 2 JC; y ya hemos demostrado IL  (JC : (X1 : : : Xr)1):
La otra inclusion es trivial, basta con recordar que el ideal cocien-
te es binomial y probar la inclusion para binomios usando I{C.1.
Para probar la implicacion recproca, tomemos u 2 L y su bi-
nomio asociado en IL; Xu
+   Xu  : Entonces, existira un monomio, Xa;
de manera que Xa(Xu
+   Xu ) 2 JC: Aplicando ahora I{C.1 tenemos u =
a + u+   a   u  2< C > : Por lo tanto, C es un sistema de generadores de
L:
Centremonos en los algoritmos de calculo del ideal
(JC : (X1 : : : Xr)
1);
ya que as obtenemos IL:
Teor´ıa de Eliminacio´n
El primero que referimos se basa en la Teora de Eliminacion.
Proposicio´n I–C.3 Sea I =< f1; : : : ; fl > un ideal de R; sea f 2 R un polinomio no nulo, y sea
J =< f1; : : : ; fl; 1 Yf > ideal en k[X1; : : : ; Xr; Y]: Entonces, (I : f1) es el ideal
de eliminacion JX = J \ R: Ademas, si fg1; : : : ; gmg es una base de JX con
gi = hi(1   Yf) +
lX
j=1
hijfj; (1  i  m; hi; hij 2 k[X1; : : : ; Xr; Y]);
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el numero
s = maxfdegY(hij)j1  i  m; 1  j  lg
satisface (I : f1) = (I : fs):
Demostracio´n. Ver [BW93, pag. 266].
Para calcular el ideal (JC : (X1 : : : Xr)
1); habra pues que calcular
el ideal de eliminacion de < f1; : : : ; fl; 1   X1   XrY >; donde ff1; : : : ; flg
es un sistema generador de JC: Este calculo se realiza mediante bases
de Grobner (ver [BW93]). Notese que hemos pasado de trabajar en un
anillo R con r variables a otro con r+1 variables, k[X1; : : : ; Xr; Y]; lo cual
hace que el coste computacional aumente (eterno problema cuando
tratamos de realizar calculos usando bases de Grobner).
Existen otros metodos basados en calcular bases de Grobner
con un menor numero de variables, lo que, en general, acelera el pro-
ceso computacional.
Me´todo de Sturmfels-Hosten-Shapiro
El primero que estudiamos aparece en [STU95] y puede aplicar-
se al caso en el cual la graduacion que consideremos en el anillo R sea
positiva. Esto, a nivel del retculo, se traduce en que se verica
L \ Nr = f0g;
es decir, es Nakayama. Dicho algoritmo se basa en el siguiente lema.
Lema I–C.4 Sea J un ideal homogeneo para una graduacion positiva, entonces, -
jado el orden reverso lexicograco inducido por X1 >    > Xr; y
denotando por G a la base de Grobner reducida de J; se tiene que el
conjunto formado por los polinomios que resultan de dividir cada ele-
mento f 2 G por la mayor potencia de Xr que divide a f; es una base de
Grobner de (J : X1r ):
Demostracio´n. Ver [STU95, lema 12.1].
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Este lema nos permite calcular el cociente respecto de una va-
riable, pudiendose ampliar al ideal cociente que nos interesa con el
siguiente metodo recurrente:
(J : (X1 : : : Xr)
1) = ((   ((J : X11 ) : X12 )   ) : X1r ):
Esto nos obligara a computar r bases de Grobner para poder obtener
un algoritmo que resuelva nuestro problema. Aplicando trabajos mas
recientes ([HS]) vemos que se puede establecer una sustancial mejora
en el algoritmo recurrente anterior, ya que para computar el ideal (J :
(X1 : : : Xr)
1) no es necesario aplicarlo r veces.
Teorema I–C.5 Existe un conjunto de variables T = fXi1 ; : : : ; Xikg tales que
IL = ((   ((JC : X1i1) : X1i2)   ) : X1ik );
con k  br=2c:
El metodo que se propone en [HS] para calcular el anterior con-
junto T es el siguiente: sea M la matriz cuyas las son los elemen-
tos de una base de L; y comencemos con T = ;: Supongamos por
comodidad de notacion que los primeros k1 elementos de la prime-
ra la de M son no nulos y el resto ceros. Ademas supongamos que
los s1 primeros son los positivos. Podemos suponer que s1  bk1=2c; ya
que en caso contrario multiplicaramos esta la por menos uno. Sea
T = T [ fX1; : : : ; Xs1g: Eliminamos entonces la primera la de M y sus
primeras k1 columnas. Si la matriz resultante tiene en cada la ele-
mentos del mismo signo, paramos. En caso contrario, asumimos que
los k2 primeros elementos de la primera la son los no nulos, y supo-
nemos que hay s2 positivos colocados en las primeras columnas. De
nuevo podemos considerar que s2  bk2=2c: Sea T = T [ fXk1+1; : : : ; Xk1+s2g
y repetimos el proceso. Al nal tendremos un conjunto T de cardinal
s1 + s2 +    + sp  bk1=2c + bk2=2c +    + bkp=2c  br=2c: Este conjunto T
es el que buscamos. Con las suposiciones que hemos considerado, se
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llega a que la matriz M es de la forma0@ B 0
C D
1A ;
donde B es una p  (Ppj=1 kj) matriz con la estructura0BBBB@
+    +        0    0 0    0 0    0 0    0
          +    +        0    0 0    0
...
...
...
. . .
. . .
. . .
                    +    +       
1CCCCA ;
y D es una matriz tal que en cada una de sus las no hay elementos
de signos distintos.
El algoritmo resultante es,
Algoritmo I–C.6 Con las notaciones anteriores.
Entrada: Un conjunto de generadores C de un retculo L Nakayama.
Salida: Un conjunto de generadores del ideal IL:
1. Opcionalmente, reemplazar la base C por una reducida en el
sentido de Lovasz (ver [COH93]).
2. Sea J0 =< X
u+   Xu  : u 2 C > :
3. Computamos el conjunto de variables T = fXj1 ; : : : ; Xjkg (teorema
I{C.5).
4. Para i = 1; : : : ; k; computamos Ji = (Ji 1 : X1ji ) considerando el
orden reverso lexicograco siendo la variable Xji 2 T la menor.
5. Jk = IL:
Para aplicar este algoritmo a retculos que no veriquen la con-
dicion L \ Nr = f0g y saturados, tenemos que usar la elevacion de Law-
rence (ver [BLVS+93]). Para ello, consideremos una Z matriz A de ma-
nera que L sea el retculo asociado al sistema Ax = 0 (i.e. L = ker(A);
de ah la necesidad de que L sea saturado). Llamaremos elevacion de
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Lawrence de A a la matriz
A0 :=
0@ A 0
1 1
1A :
Si una matriz tiene la forma anterior, diremos que es de Lawrence.
Las matrices A y A0 tienen nucleos isomorfos vericando
ker(A0) = f(u;  u) : u 2 Lg:
Por lo tanto, el ideal asociado a ker(A0) es
Iker(A0) =< Xu
+
Yu
    Xu Yu+ : u 2 L >
en el anillo k[X1; : : : ; Xr; Y1; : : : ; Yr]: Notese que ker(A0) es un retculo Na-
kayama.
Por lo tanto, tenemos un algoritmo para el calculo de un siste-
ma de generadores del ideal de un retculo no Nakayama y saturado
basado en I{C.6,
Algoritmo I–C.7 Entrada: Un retculo no Nakayama y saturado L:
Salida: Un sistema de generadores del ideal IA:
1. Calculamos A tal que su retculo asociado sea L:
2. Calculamos A0 (elevacion de Lawrence de A) y computamos
un sistema de generadores G0 de Iker(A0) usando I{C.6.
3. Sea
G := fbinomios de G0 con las variables Y iguales a unog:
Este conjunto es un sistema de generadores de IL:
Me´todo de Di Biase-Urbanke
El ultimo metodo que presentamos para el calculo de un ideal
de retculo se basa en [DBU95].
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Definicio´n I–C.8 Diremos que un conjunto de vectores C0 es ortogonal si para todo
u; v 2 C0: o bien supp(u ) = supp(v ); o si existe i0 2 supp(u ) pero
i0 =2 supp(v ); entonces vi0 = 0:
La clave para el algoritmo que vamos a presentar esta en el
siguiente resultado sobre ideales de retculo.
Lema I–C.9 Dado un conjunto C de generadores del retculo L; si C  Nr o posee un
elemento con todas sus coordenadas estrictamente positivas, se tiene
que IL = JC:
Demostracio´n. Si el conjunto C verica las hipotesis del lema, tenemos
que todas las variables son inversibles modulo JC; y por lo tanto JC =
(JC : (X1   Xr)1):
El algoritmo se basa en dos pasos principales:
1. P. Construir recursivamente a partir de L un serie de retculos
L1; : : : ;Lt
tal que Lt verique el lema I{C.9.
2. P. Deshacer los cambios, a nivel de los ideales asociados, a
traves de bases de Grobner para llegar a obtener IL:
Un resultado muy importante para la construccion de la cadena
de retculos (1. P.) es el siguiente.
Lema I–C.10 Dado C = fu1; : : : ; umg un conjunto de generadores de L; existe otro C0
ortogonal que genera el mismo retculo.
Demostracio´n. Un conjunto ortogonalC0; viene dado porC0 := fv1; : : : ; vmg;
con v1 := u1; v2 := u2+(1+jju1jj1)v1; y vi := ui+(1+jjui 1jj1)vi 1; m  i  3:
Por denicion, jjujj1 = maxifjuijg
Realizando una serie de cambios en un sistema de generadores
ortogonal de L (de signo en este caso), podemos construir una sucesion
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nita de retculos de manera que del ultimo tengamos un sistema de
generadores vericando el lema I{C.9. Los cambios de signo citados se
haran mediante la aplicacion,
ﬃi : Zr  ! Zr
(a1; : : : ; ar) 7 ! (a1; : : : ;  ai; : : : ; ar)
y los retculos y sus sistemas de generadores van a quedar denidos
as: Ci := ﬃzi(Ci 1) y Li es el retculo generado por Ci; para ciertos zi 2
f1; : : : ; rg que ya determinaremos mas adelante.
Con las deniciones anteriores y denotando por X a los mono-
mios sin la variable Xzi ; se tiene que un binomio X
r
ziX
u   Xv esta en ILi
si y solo si Xu   XvXrzi esta en ILi 1 :
El paso 2. P. citado antes se basa en la siguiente proposicion.
Proposicio´n I–C.11 Sea
Gi = fXrjziXuj   Xvj : j = 1; : : : ; mg
una base de Grobner de ILi respecto a cualquier orden de eliminacion
para la variable Xzi : Entonces,
G = fXuj   XvjXrjzi : j = 1; : : : ; mg
es un sistema de generadores de ILi 1 :
Demostracio´n. Ver [STU95, proposicion 12.5].
Para cambiar la variable Xzi de lado como en la proposicion
anterior, y llegar a conseguir unos generadores del ideal retculo ILi 1
que buscamos, usamos la aplicacion Tzi
Tzi(X
r
ziX
u   Xv) = Xu   XvXrzi :
Vistos los pasos mas importantes del algoritmo, pasaremos a
explicitarlo.
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Algoritmo I–C.12 Con las notaciones anteriores.
Entrada: Un conjunto C de generadores de L:
Salida: Un sistema de generadores de IL:
1. Opcionalmente, reemplazar la base C por una reducida en el
sentido de Lovasz (ver [COH93]).
2. Construyamos C0 un conjunto de generadores de L ortogonal.
3. Consideremos
A = fa1; : : : ; alg = fsupp(v )jv 2 C0g;
CA = ﬃa1(ﬃa2(   (ﬃal(C0))))  Nr;
y sea
GA = fXv+   Xv  : v 2 CAg:
4. Hasta que A = ; : elegimos a 2 A y tomamos GAnfag el resultado
de aplicar Ta a los elementos de la base de Grobner reducida
para GA respecto del orden Xa >    : Ahora, A = A n fag:
5. El resultado GA es un conjunto de generadores de IL:
I–D. CA´LCULO DE IDEALES DE SEMIGRUPOS
Volvamos sobre nuestro semigrupo
S  Zh  Z=a1Z     Z=asZ;
donde a1; : : : ; as son enteros no nulos. Consideremos fn1; : : : ; nrg un con-
junto de generadores del semigrupo.
El lema I{B.1 es una pieza clave para aplicar las tecnicas de las
secciones anteriores al calculo de ideales de semigrupos con torsion.
Para eliminar la torsion construimos un nuevo semigrupo S0  Zh+s
asociado a S:
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Sean n0i = ni; 8i 2 f1; : : : ; rg (considerando los generadores de S
en Zh+s), y sean tambien
n0i = (0; : : : ; 0| {z }
h
; 0; : : : ; 0; ai r; 0; : : : ; 0| {z }
s
)
para i 2 fr + 1; : : : ; r + sg; donde ai r ocupa la coordenada j = i   r + h:
Denotemos S0 al semigrupo de Zh+s generado por fn01; : : : ; n0r+sg:
Algoritmo Algebraico
Sea ker(S0) el retculo formado por las soluciones enteras del
sistema
(n01j : : : jn0r+s)
0BBB@ x1...
xr+s
1CCCA = 0:
Es evidente el siguiente resultado,
Lema I–D.1 Dado un sistema de generadores C0 de ker(S0)  Zr+s; el conjunto C que
resulta de proyectar C0 en las r primeras coordenadas, es un sistema
de generadores de ker(S)  Zr:
As obtenemos un algoritmo puramente algebraico para calcu-
lar el ideal de un semigrupo con torsion.
Algoritmo I–D.2 Con las notaciones anteriores:
Entrada: Un sistema de generadores de S; fn1; : : : ; nrg:
Salida: Un sistema de generadores del ideal de S:
1. Calculamos el semigrupo S0:
2. Calculamos un conjunto de generadores C0 del retculo ker(S0):
3. Proyectamos los elementos de C0 sobre Zr; y obtenemos C un
sistema de generadores del retculo ker(S):
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4. De C obtenemos un sistema de generadores de I = Iker(S) me-
diante algun algoritmo de calculo de ideales de retculo.
Veamos en la siguiente seccion, un algoritmo basado en un re-
sultado geometrico para calcular el ideal de un semigrupo con torsion.
Su estudio explica por que los ideales de semigrupos con torsion no
son necesariamente primos.
Algoritmo Geome´trico
Sean S y S0 como en la seccion anterior, y sea I0 el ideal de S0:
Lema I–D.3 Sea B0 un conjunto de generadores de I0 formado por binomios con
coecientes 1 y  1: Entonces, el conjunto B que resulta de hacer uno las
variables fXigr+si=r+1 en los elementos de B0; es un sistema de generadores
de I:
Demostracio´n. En primer lugar veamos que B esta incluido en I: Sea
f 2 B; entonces, existe f0 2 B0 tal que f = f0(X1; : : : ; Xr; 1; : : : ; 1); con f0 =
X
0   X0 ; donde 0; 0 2 Nr+s y Pr+si=1 0in0i = Pr+si=1 0in0i: Es inmediato probar
que
Pr
i=1 
0
ini =
Pr
i=1 
0
ini: Por lo tanto f es un binomio de I:
Ahora probemos que B genera el ideal I: Para ello basta pro-
bar que todo binomio con coecientes 1 en I puede ser expresado en
funcion de los elementos de B: Sea f = X X un binomio de I; entoncesPr
i=1 ini =
Pr
i=1 ini:Construiremos f
0 2 I0 tal que f = f0(X1; : : : ; Xr; 1; : : : ; 1);
lo cual basta, ya que al ser B0 un conjunto generador de I0; tenemos que
podemos expresar f0 en funcion de los elementos de B0; y por lo tanto, al
hacer uno las variables fXigr+si=r+1; tenemos f en funcion de los elementos
de B; lo que probara que B es un conjunto de generadores de I:
Sabemos que, denotando por nij a la j esima componente de ni;
8j = 1; : : : ; h + s
rX
i=1
inij =
rX
i=1
inij:
Si j 2 fh + 1; : : : ; h + sg la igualdad anterior debe entenderse en Z=aj hZ;
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por lo tanto se tiene que
rX
i=1
inij  
rX
i=1
inij = ljaj n
para cierto lj 2 Z:
Denimos 8i = 1; : : : ; r; 0i = i y 0i = i; mientras que si i =
r + 1; : : : ; r + s; denimos
0i =
8<:  li r+h si li r+h  00 en otro caso
0i =
8<: li r+h si li r+h > 00 en otro caso
Es facil comprobar ahora que
Pr+s
i=1 
0
in
0
i =
Pr+s
i=1 
0
in
0
i y que con f
0 = X0  
X
0 2 I0 se tiene que f = f0(X1; : : : ; Xr; 1; : : : ; 1):
Usando este lema podemos trabajar pasando de nuestro semi-
grupo de partida a uno libre de torsion. La vuelta al semigrupo inicial
se realizara a nivel del ideal y no del retculo como en el algoritmo
I{D.2 haciendo uno las variables introducidas con los nuevos genera-
dores de S0:
Algoritmo I–D.4 Con las notaciones anteriores:
Entrada: Un sistema de generadores de S; fn1; : : : ; nrg:
Salida: Un sistema irreducible de generadores del ideal de S; indicando
si S es o no Nakayama.
1. Calculamos el semigrupo S0:
2. Calculamos un conjunto de generadores B0 de I0 (algoritmo I{
C.12).
3. Hacemos uno las variables fXigr+si=r+1 en B0 y obtenemos B un sis-
tema de generadores de I:
4. De B obtenemos un sistema irreducible de generadores de I:
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Este algoritmo es computacionalmente menos eciente que I{
D.2 ya que a~nade nuevas variables al calculo, pero da una vision mas
geometrica de la estructura de los ideales de semigrupos con torsion.
De hecho, nos da una explicacion de por que los ideales de semigrupos
con torsion no son primos en general. Esto se debe a que dicho ideal
lo obtenemos a partir de uno primo (IS0) mediante intersecciones con
hipersupercies (fXj = 1g), lo cual no da necesariamente un ideal primo.
I–E. NOTAS
En este captulo hemos presentado dos tipos de algoritmos:
unos calculan el ideal de un retculo y otros el de un semigrupo.
De entre los primeros, existen estudios que realizan una com-
parativa sobre ideales de retculos Nakayama y saturados (ver por ejem-
plo [HS95]). Estas comparaciones son anteriores a la mejora realizada
en [HS] (algoritmo I{C.6), y de ellas se deduca que para ese tipo de
retculos ambos algoritmos eran de un eciencia similar. Por lo tanto,
cabe pensar ahora que el algoritmo I{C.6 es mas eciente, en cuanto
a tiempo de computo, que I{C.12. Ademas, en [BLSR99] (implementa-
do en CoCoA [CoC]) se da un algoritmo paralelizado de I{C.6 el cual
optimiza aun mas ese algoritmo.
En el caso de un retculo no Nakayama, el mas eciente es I{C.12
debido a que no hay que usar la elevacion de Lawrence y por lo tanto
siempre estamos trabajando en un anillo de polinomios en r variables,
frente a las 2r variables necesarias para aplicar I{C.7. El algoritmo I{
C.12 es el mas recomendable para usar si no conocemos la naturaleza
del retculo, es decir, si es o no Nakayama o saturado.
En cuanto a los ideales de semigrupos con torsion, solo exista
hasta la aparicion de [PCVT96] una referencia a ese calculo en [BCMP98b],
pero dicho algoritmo usaba metodos combinatorios que en la practi-
ca resultan del todo inecientes, ademas de que solo es aplicable a
semigrupos Nakayama. Un algoritmo posterior a [PCVT96] aparece en
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[RUB96]. En [RGS98] encontramos otro algoritmo donde se aborda el
problema desde el calculo de N soluciones de un sistema diofantico.
Entre el algoritmo I{D.2 (publicado en [VT99]) y el aparecido en [RGS98]
no se han realizado estudios comparativos respecto de la ecacia de
ambos.
El algoritmo I{C.12 lo hemos implementado en MapleV3 y pue-
de ser obtenido va ftp en
ftp.uca.es/pub/matematicas/semigrou1.zip
  
 
CAPITULO II
Sistemas diofanticos:
N soluciones
II–A. INTRODUCCIO´N
En este captulo vamos a realizar un peque~no recorrido a traves
de distintosmetodos que calculanN soluciones de un sistema diofanti-
co. Ademas damos nuevos algoritmos para calcular N soluciones de
sistemas diofanticos en congruencias.
Comencemos considerando el sistema diofantico homogeneo
Gx = 0; con G 2 Mmr(Z):
Es conocido desde nales del siglo XIX ([GOR73], [HIL90]) que
las soluciones enteras positivas (N soluciones) de un sistema de ecua-
ciones homogeneas diofanticas forman un semigrupo S con elemen-
to neutro y nitamente generado, existiendo un unico sistema mini-
mal de generadores tal que cualquier N solucion puede ser expresada
como una combinacion lineal con coecientes enteros positivos de los
elementos de dicho conjunto. A este conjunto se le denomina base de
Hilbert y se le denota por H(S) o HS:
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Denotaremos por ﬂ al orden parcial natural sobre Nr; es decir,
dadas dos uplas de numeros enteros  y 0; diremos que  esﬂ  ma-
yor que 0 ( ﬂ 0) si todos los elementos de    0 son enteros no
negativos y al menos uno es no nulo. Sea L  Nr; diremos que  2 L es
ﬂ  minimal en L si 80 2 L n fg;  6ﬂ 0: Denotaremos por H(L) o HL
al conjunto
si L 6= f0g, HL es el conjunto de elementos ﬂ  minimales en
L n f0g;
si L = f0g; HL := f0g:
El lema de Dickson ([BW93, pag. 163]) nos garantiza la nitud de
HL: Nosotros damos en II{B.5 una version constructiva de dicho lema
para determinados subconjuntos de Nr a los que ya nos referiremos.
Considerando esta notacion, tenemos el siguiente resultado.
Lema II–A.1 Sea G = fx 2 NrjGx = 0g; entoncesHG es el sistema minimal de genera-
dores de G (i.e. HG es la base de Hilbert de G).
En el caso de que el sistema sea no homogeneo, Gx = b; con
b 2 Zm; las N soluciones pueden ser escritas como la union nita de
subconjuntos de Nr: Estos subconjuntos estan formados por la suma de
una N solucionﬂ  minimal y el conjunto de N soluciones del sistema
homogeneo asociado, como vemos en el lema siguiente.
Lema II–A.2 Sea G0 el conjunto fx 2 NrjGx = bg; y sea G = fx 2 NrjGx = 0g: Entonces
G0 = [
x2HG0
(x + G):
Resolver un sistema no homogeneo se reduce habitualmente a
resolver un sistema homogeneo con una incognita mas. Este paso nos
lo permite la siguiente nota.
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Nota II–A.3 Sistemas no homogeneos.
HG0 = Hfx 2 Nrj (Gj   b)(x; 1) = 0g:
Si G00 = fx 2 Nr+1j (Gj   b)x = 0g, entonces
HG0 = fx 2 Nrj (x; 1) 2 HG00g:
En captulos sucesivos, vamos a necesitar calcular tan soloN so-
luciones minimales mas grandes que un elemento jo dado e ﬂ 0: Esto
lo haremos mediante la siguiente nota, pasando a resolver el problema
calculando N soluciones de un sistema no homogeneo.
Nota II–A.4 Sea e 2 Nr y sea
Ge := fx 2 NrjGx = 0; x ﬂ eg:
Para calcular HGe; usaremos que Ge = G0e + e; y HGe = HG0e + e con
G0e := fx 2 NrjG(x + e) = 0g:
Por lo tanto, una vez obtenido HG0e (soluciones de un sistema no ho-
mogeneo), le sumaremos a cada uno de sus elementos la upla e: El
resultado de esa suma sera HGe:
II–B. CA´LCULO DE LA N SOLUCIO´N GENERAL
Para encontrar un sistema de generadores de las N soluciones
de un sistema diofantico, aparecen en la bibliografa matematica va-
rios metodos. Entre ellos vamos a destacar aquellos que mas han in-
fluido en la elaboracion de esta memoria. Los dividiremos en distintas
secciones en funcion de la losofa de cada metodo.
Bu´squeda Exhaustiva
Este metodo se basa en la realizacion de una busqueda exhaus-
tiva (o barrido) de las N soluciones en una region del espacio. Dicha
region viene determinada por una cota para las coordenadas de los
  
 
32 Calculo de la N solucion general
elementos de un sistema de generadores de las N soluciones. El meto-
do consiste en, una vez obtenida una cota, comprobar que uplas de
elementos enteros positivos (determinados por las cotas) verican las
ecuaciones. Despues, nos quedamos solo con los elementos ﬂ  mi-
nimales de ese conjunto. El principal problema de este metodo es el
enorme tama~no de las cotas conocidas hasta el momento. En esta me-
moria solo vamos a dar algunos ejemplos de estas cotas (ver [TOM97]
si se desea ampliar esta informacion). Para ello, vamos a considerar
los sistemas
Gx = b; Gx = 0; con G = (gij) 2 Mmr(Z); rg(G) = m y r  m: (II{B.1)
Denotamos por HG0 y por HG a los respectivos conjuntos de N so-
luciones minimales. La norma uno (jj  jj1) de un conjunto se dene
como el maximo de las normas uno de cada elemento del conjunto,
siendo la norma uno de una upla la suma de los valores absolutos de
sus coordenadas. Para una matriz, A = (aij); denimos su norma uno
como jjAjj1 = maxiPj jaijj:
En [STU91] el autor prueba que
jjHGjj1  (m + 1)(r  m)maxfj menores de orden m m de Gjg: (II{B.2)
Para ello se usan tecnicas relacionadas con ideales de retculos y la
relacion de estos ideales con los sistemas diofanticos.
En [POT91] aparecen varias cotas. Entre ellas consideramos la
siguiente
jjHGjj1  (1 + max
1im
rX
j=1
jgijj)m; (II{B.3)
y una un poco mas peque~na en general,
jjHGjj1 
mY
i=1
(1 +
rX
j=1
jgijj): (II{B.4)
Las cotas anteriores (II{B.4) y (II{B.2) no son comparables en
general, existiendo ejemplos particulares donde una es mayor que la
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otra, y viceversa. Por ejemplo, si consideramos la matriz0@ 8 4  5  5
3  5 8 5
1A
obtenemos que la cota (II{B.2) vale 474, que (II{B.4) vale 506. Sin em-
bargo, si consideramos la matriz0@  1 0 3  4
 5  2  1  9
1A
tenemos que (II{B.2) vale 186 mientras que (II{B.4) vale 162.
Me´todo de Clausen-Fortenbacher
En [CF89] aparece un algoritmo para calcular N soluciones a
una unica ecuacion diofantica homogenea, abriendo la puerta a una
serie de trabajos posteriores que utilizan este algoritmo como punto
de partida.
Consideremos una unica ecuacion diofantica homogenea
dx  g1x1 + g2x2 +    + grxr = 0:
La idea que aparece en [CF89] es construir las N soluciones ﬂ  mini-
males de esta ecuacion a partir de la base canonica de Nr; fe1; : : : ; erg:
Partiendo de (0; : : : ; 0) podemos ir incrementando las coordenadas has-
ta llegar a una N solucion o a un vector mayor que una N solucion.
Como es de suponer, esta idea tiene que ir acompa~nada de alguna con-
dicion inteligente que limite las coordenadas que van a ser incremen-
tadas para obtener un metodo que, ademas de efectivo, sea eciente.
Esas condiciones para incrementar una coordenada son:
1. Si g1x1 + g2x2 +    + grxr < 0; entonces incrementamos en 1
alguna coordenada xi tal que gi > 0;
2. Si g1x1 + g2x2 +    + grxr > 0; entonces incrementamos en 1
alguna coordenada xi tal que gi < 0:
El metodo consiste en dirigir de forma inteligente la busqueda
de las N soluciones minimales en las direcciones correctas.
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Algoritmo II–B.1 Algoritmo de Clausen-Fortenbacher.
Entrada: La ecuacion dx  g1x1 + g2x2 +    + grxr = 0:
Salida: La base de Hilbert de las soluciones de la ecuacion.
1. P := fe1; : : : ; erg y B := ;:
2. Mientras P 6= ; haz
a) B = B [ fx 2 Pjdx = 0g:
b) L := fx 2 P n Bjx minimal en B [ fxgg:
c) P = fx + eijx 2 L; dx > 0; dei < 0g [ fx + eijx 2 L; dx <
0; dei > 0g:
3. B es la base de Hilbert de las N soluciones de dx = 0:
La prueba de que el algoritmo anterior es correcto aparece en
[CF89] y se puede resumir en el siguiente teorema.
Teorema II–B.2 El algoritmo II{B.1 calcula la base de Hilbert de dx = 0 en un numero
nito de pasos.
Demostracio´n. Ver [CF89, lemas 3, 4 y 5].
Reduccio´n de nu´mero de ecuaciones
Hasta nales de los a~nos ochenta, los estudios sobre la compu-
tacion de N soluciones de sistemas diofanticos se centraron en rea-
lizar este calculo sobre una unica ecuacion. Principalmente las lneas
en la computacion sobre una ecuacion se basaban en la busqueda ex-
haustiva siguiendo los trabajos de [HUE78] y [LAM87], y la busqueda
dirigida dada por [CF89]. Hasta ese momento ninguna de estos dos en-
foques resolva el problema para un sistema con mas de una ecuacion.
La solucion que se daba era la siguiente: sea (Sist) un sistema
de n ecuaciones 8<: Q = 0 una ecuacionA = 0 n   1 ecuaciones
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Si consideramos HB = fu1; : : : ; ukg el conjunto de Hilbert de Q = 0; to-
das las soluciones de (Sist) pueden escribirse como una combinacion
lineal con coecientes enteros positivos, c1u1+  +ckuk: Sustituyen-
do esta combinacion en A = 0; obtenemos un nuevo sistema A0 = 0
con n   1 ecuaciones cuyas variables son c1; : : : ; ck: Si tenemos una ba-
se de Hilbert del sistema A0 = 0; sustituimos en c1u1 +    + ckuk y
obtenemos un sistema de generadores de las N soluciones de (Sist):
Como este sistema incluye una base de Hilbert de (Sist); tan solo tene-
mos que considerar los elementos ﬂ  minimales para obtener dicha
base. Este metodo se usa de manera recurrente hasta que el sistema
se haya reducido a una unica ecuacion, caso en el cual se podan usar
los metodos existentes para una ecuacion.
Me´todo de Contejean-Devie
En [CD94], los autores generalizan el algoritmo II{B.1 de una
ecuacion a cualquier sistema de ecuaciones diofanticas.
Sea Gx = 0 el sistema diofantico con G 2 Mmr(Z): Denotaremos
por G(x) al vector Gx y por G(x + ei) a Gx + Gei; lo que equivale a in-
crementar en uno la coordenada i esima de x y multiplicar el nuevo
vector por G:
Vamos a aplicar aqu la idea de la direccion correcta de Clausen-
Fortenbacher para encontrar una N solucion del sistema. En este caso,
partiendo de la solucion trivial, vamos a ir incrementando las coorde-
nadas en la direccion ei tal que G(x + ei) este en el semiespacio que
contiene al origen, esta determinado por el hiperplano afn ortogonal
con G(x) y contiene a dicho punto. Esta condicion queda escrita como
sigue:
incrementar la coordenada xi en 1 si G(x)  G(ei) < 0:
Esto nos permite restringir el espacio de busqueda de las N so-
luciones minimales sin perder ninguna. Notese que en el caso de una
sola ecuacion, obtenemos la condicion dada por Clausen-Fortenbacher.
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Mediante esta condicion obtenemos un algoritmo para calcular
la base de Hilbert de un sistema diofantico homogeneo.
Algoritmo II–B.3 Algoritmo de Contejean-Devie.
Entrada: Un sistema homogeneo Gx = 0:
Salida: La base de Hilbert G:
1. P := fe1; : : : ; erg y B := ;:
2. Mientras P 6= ; :
a) B = B [ fx 2 PjG(x) = 0g:
b) L := fx 2 P n Bj8s 2 B x 6ﬂ sg:
c) P = fx + eijx 2 L; G(x)  G(ei) < 0g:
3. B es la base de Hilbert de las N soluciones de Gx = 0:
La prueba de que el algoritmo anterior es correcto aparece en
[CD94] y se puede resumir en el siguiente teorema.
Teorema II–B.4 El algoritmo II{B.3 calcula la base de Hilbert de Gx = 0 en un numero
nito de pasos.
Demostracio´n. Ver [CD94, proposiciones 1 y 2].
Para resolver un sistema no homogeneo los autores recurren a
resolver un sistema homogeneo ampliado con el termino independien-
te, y despues toman solo las N soluciones con la ultima coordenada
igual a uno (II{A.3).
Ademas en [CD94] los autores dan una revision de este algo-
ritmo usando las estructuras de pilas, de lo cual resulta un algoritmo
mas eciente en espacio y tiempo, aunque de la misma naturaleza.
N solucio´n general mediante el Lema de Dickson
En esta seccion vamos a dar un metodo que usa el lema de Di-
ckson para calcular de forma recurrente el conjunto de generadores
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minimales de un subconjunto de Nr que verique ciertas propiedades.
Dicho resultado lo aplicaremos a obtener la N solucion general a un
sistema diofantico.
Dado L  Nr denotaremos por L(i; ) := f 2 Lji = g:
Lema II–B.5 (Lema de Dickson) Sea L  Nr; s = (s1; : : : ; sr) 2 L; y sea F el conjunto
F = fsg [ r[
i=1
si 1[
=0
HL(i; ):
Entonces, HL = HF:
Demostracio´n. Es suciente probar que
8 2 L; 9 2 F con  ﬂ ;
ya que trivialmente F  L:
Sea  2 L; si  ﬂ s no hay nada que probar. En otro caso, existe
unndice i tal que i < si: Entonces para  = i;  2 L(i; ) y por lo tanto
existe  2 HL(i; ) con  ﬁ :
Podemos considerar L(i; ) como un subconjunto de Nr 1 y apli-
car de nuevo el lema anterior para obtener asHL(i; ): En los distintos
pasos de la recurrencia, llegamos a que tenemos que obtener distintos
conjuntos HL0 con
L0 = L(i1; 1)(i2; 2)    (ik; k)  Nr k;
para determinados j 2 N; 1  ij  r y 1  j  k  r:
Corolario II–B.6 HL es nito.
Demostracio´n. En el ultimo paso de la recurrencia llegamos a un sub-
conjunto L0 de N: Como N es un conjunto bien ordenado, HL0 es vaco
o tiene un unico elemento, en particular es nito. Trivialmente, por
la recurrencia de II{B.5, tenemos que HL es nito, por ser una union
nita de conjuntos nitos.
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El lema II{B.5 sera constructivo si son decidibles dos aspectos:
si L y los distintos L0 son vacos o no;
si un elemento pertenece a L o a algun L0:
Un subconjunto de Nk diremos que es constructible si en el son deci-
dibles las dos cuestiones anteriores. Si un conjunto es constructible,
podemos ir tomando los elementos s que nos hacen falta para aplicar
de forma recurrente el lema anterior, solo hay que usar la numerabili-
dad de Nk:
En nuestro caso, tenemos que aplicar este resultado a las N so-
luciones de un sistema diofantico. En este contexto, todos los conjun-
tos que empleamos son constructibles, y la manera de saber si son
vacos o no, y de encontrar un elemento que pertenezca a ellos, se
traduce en calcular N soluciones particulares a sistemas diofanticos.
En el siguiente algoritmo, el calculo de las N soluciones parti-
culares se pueden realizar mediante cualquier metodo.
Algoritmo II–B.7 N soluciones minimales de un sistema diofantico.
Entrada: La matriz de coecientes y el termino independiente Gx = b:
Sea r el numero de columnas de G:
Salida: HG0; con G0 = f 2 NrjG = bg:
1. Si r = 1; tenemos solo una incognita y la solucion es trivial.
2. Si r  2; determinamos si G0 es vaco o no usando el algoritmo
que queramos.
3. Si G0 es vaco, devolvemos HG0 = ; y terminamos.
4. En otro caso, sea s = (s1; : : : ; sr) 2 G0:
5. Para i = 1; : : : ; r y  = 0; : : : ; si   1; calculamos HG0(i; ) usando
de manera recurrente el algoritmo II{B.7.
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6. Calculamos el conjunto HF; con
F = fsg [ r[
i=1
si 1[
=0
HG0(i; ):
7. Devolvemos HG0 = HF:
Aplicando el algoritmo anterior a un sistema diofantico no ho-
mogeneo y a su sistema homogeneo asociado, obtenemos un algorit-
mo que nos calcula la N solucion general a un sistema diofantico no
homogeneo.
Algoritmo II–B.8 N solucion general a un sistema diofantico.
Entrada: El sistema Gx = b:
Salida: El conjunto, G0; de las N soluciones de Gx = b:
1. Determinamos G = f 2 NrjG = 0g; usando II{B.7.
2. Determinamos HG0; con G0 = f 2 NrjG = bg; usando II{B.7.
3. La salida es
G0 = [
2HG0
( + G):
Los algoritmos II{B.7 y II{B.8 pueden ser paralelizados al ser
independientes los calculos de los distintos conjuntos que aparecen
en las uniones, con lo que su tiempo de computo podra ser mejorado
en un ordenador con multiples procesadores.
II–C. CA´LCULO DE UNA N SOLUCIO´N PARTICULAR
Los anteriores metodos calculan la N solucion general de un
sistema de ecuaciones diofanticas. En particular, tambien son capaces
de detectar si un sistema tiene o no N solucion, y dar una.
Existen metodos dedicados estrictamente a resolver este pro-
blema y que pasamos a describir a continuacion.
  
 
40 Calculo de una N solucion particular
Lema de Farkas para sistemas homoge´neos
El metodo que vamos a presentar a continuacion nos permite
saber de manera rapida si un sistema diofantico homogeneo tiene o
no alguna N solucion.
Si el sistema de partida es homogeneo (como es el caso), es equi-
valente estudiar la existencia de N soluciones que estudiar la existen-
cia de soluciones en Q+: Supongamos entonces que L es el Q espacio
vectorial de las soluciones del sistema homogeneo (II{B.1). Suponga-
mos tambien que fc1;    ; cqg  Qr es una base de L; y denotemos por
C a la (q  r)-matriz cuyas las son fc1; : : : ; cqg: Llamemos v1; : : : ; vr 2 Qq
a las columnas de C: Notese que existe u 2 L \ (Q+)r no nulo si y solo
si existe w = (w1; : : : ; wq) 2 Qq con w  vi  0; y al menos uno de estos
productos es estrictamente positivo. La relacion entre u 2 L  Qr y
w 2 Qq es la siguiente
u = w1c1 +    + wqcq = (w  v1; : : : ; w  vr):
Una vez colocados en este punto, nos basta con aplicar la si-
guiente version constructiva del lema de Farkas.
Proposicio´n II–C.1 Sean v1; : : : ; vr 2 Qq: Existe un algoritmo para decidir si existe o no un
vector w 2 Qq tal que w  v1 > 0 y w  vi  0;8i = 2; : : : ; r: En el caso de
existencia, dicho algoritmo nos da un tal vector w:
Demostracio´n. La prueba la haremos de manera recurrente sobre r:
Supongamos que r = 1: Si v1 = 0; no existe solucion. En otro
caso, v1i 6= 0; para algun i: Tomando w 2 Qq con todas las coordena-
das nulas salvo la i esima igual a v1ijv1ij ; ya hemos encontrado el w que
buscamos.
Supongamos que r  2:
Si no existe p 2 Qq tal que p  v1 > 0 y p  vi  0;8i = 2; : : : ; r   1;
no existe w y por lo tanto no existe solucion. Caso de que s exista p;
y p  vr  0; tomamos w = p; y habramos terminado.
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Consideremos entonces que existe p pero p  vr < 0: Denimos
unos nuevos vectores v0i de la manera siguiente:
v0i = vi   p  vip  vrvr; 8i = 1; : : : ; r   1: (II{C.1)
Si existe p0 2 Qq tal que p0  v01 > 0; y p0  v0i  0;8i = 2; : : : ; r   1;
es suciente considerar
w = p0   p
0  vr
p  vr p;
ya quewvi = p0v0i;8i = 1; : : : ; r 1 ywvr = 0: En cualquier caso, hemos
probado que existe un vectorw vericando la proposicion. Veamos que
en otro caso (6 9p0) no existe w:
Supongamos que r = 2; como no existe p0; tenemos que v01 = 0:
Entonces v1 = v2; con  =
pv1
pv2 < 0 y por lo tanto no existe w (de
existir, 0 < w  v1 = w  v2  0; lo cual es imposible).
Vamos a suponer el resultado cierto para cualquier entero me-
nor que r: Si no existe p0; existira l; un entero entre 1 y r   1; tal que
para cualquier j = 1; : : : ; l 1; existe lj > lj 1 y una coleccion de vectores
pj; v
(j)
1
; : : : ; v(j)
lj
2 Qq vericando:
1. v(1)i = v
0
i;8i = 1; : : : ; r   1:
2. pj  v(j)1 > 0; pj  v(j)i  0; pj  v(j)lj < 0;8i = 2; : : : ; lj   1:
3. v(j+1)
i
= v(j)
i
  pjv(j)i
pjv(j)lj
v(j)
lj
; 1  i  lj   1:
4. v(l)1 = 0:
Denotemos
(1)i =  
p  vi
p  vr ; i = 1; : : : ; r   1;
y
(j+1)i =  
pj  v(j)i
pj  v(j)lj
; j = 1; : : : ; l   1; i = 1; : : : ; lj   1:
((j)
i
 0; (j)
1
> 0; 8i 6= 1;8j:)
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Vamos a probar que
v(j)i = vi +
rX
h=i+1
(j)
ih
vh; con 
(j)
ih
 0 8h = i + 1; : : : ; r;
8j = 1; : : : ; l; 8i = 1; : : : ; lj:
Veamoslo por induccion en j: Para j = 1; es suciente ver que
de (II{C.1) se tiene:
v(1)i = v
0
i = vi + 
(1)
i vr:
Supongamoslo cierto para j; y probemoslo para j + 1: Sabemos, por la
denicion de v(j+1)
i
; que
v(j+1)i = v
(j)
i + 
(j+1)
i v
(j)
lj
; 1  i  lj   1:
Usando la hipotesis de induccion, podemos escribir
v(j)i = vi +
rX
h=i+1
(j)
ih
vh;
y
v(j)
lj
= vlj +
rX
h=lj+1
(j)
ljh
vh;
y obtenemos el resultado.
Ahora como v(l)1 = 0; tenemos
v1 =  
rX
h=2
(l)1hvh; con 
(l)
1h  0:
De aqu se deduce trivialmente que no existe w:
De la propia demostracion, obtenemos un algoritmo.
Algoritmo II–C.2 Algoritmo de Farkas ([ROS95]).
Entrada: Unos vectores v1; : : : ; vr 2 Qq:
Salida: Un vector, si existe, w 2 Qq; tal que w  v1 > 0; y w  vi  0; i =
2; : : : ; r: Caso de no existir w; devuelve ;:
1. Si r = 1 :
a) Si v1 = 0; devolver ;:
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b) En otro caso, devolver w 2 Qq un vector con todas las
coordenadas nulas salvo la i esima con v1i; y v1i 6= 0:
2. Si r  2 : determina si existe p 2 Qq tal que pv1 > 0 y pvi  0
para i desde 2 hasta r   1; para ello usar de manera recurrente
el algoritmo II{C.2.
3. Si no existe p; devolver ; y parar.
4. Si p  vr  0; devolver w = p y parar.
5. Sea
v0i = vi   p  vip  vrvr;8i = 1; : : : ; r   1:
Determinar si existe p0 2 Qq tal que p0  v01 > 0 y p0  v0i  0; i =
2; : : : ; r   1 usando de manera recurrente el algoritmo II{C.2.
6. Si existe p0; devolver
w = p0   p
0  vr
p  vr p
y parar.
7. Devolver ;:
Ahora podemos usar este algoritmo para encontrar, caso de que
exista, una N solucion particular de un sistema diofantico homogeneo.
Algoritmo II–C.3 N solucion particular de un sistema homogeneo.
Entrada: La matriz del sistema diofantico Gx = 0:
Salida: Una N solucion no trivial, u; del sistema caso de que exista, o
la solucion trivial si es la unica.
1. Si r = 1; tenemos una unica incognita, luego la solucion es
trivial.
2. Si r  2; sea C la matriz cuyas las son una base del Q espacio
vectorial dado por Gx = 0: Tomamos v1; : : : ; vr las columnas de
C:
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3. Para i = 1; : : : ; r :
a) Determinar usando el algoritmo II{C.2 si existe un vec-
torw tal quewvi > 0 ywvj  0; para j 6= i; j = 1; : : : ; r:
b) Si existe w; sea u0 = (w  v1; : : : ; w  vr) 2 Qr: Devuelve
m
n
u0 2 Nr; con m el mnimo comun multiplo de los
denominadores de u0; y n el maximo comun divisor
de las coordenadas de mu0: Parar.
4. Devuelve u = 0:
Lema de Farkas para sistemas no homoge´neos
En [PCVT98], generalizamos el uso del lema de Farkas para en-
contrarN soluciones particulares a sistemas diofanticos no homogeneos.
Supongamos jado el sistema diofantico no homogeneo (II{B.1).
Para encontrar una N solucion particular a dicho sistema, considera-
mos el sistema homogeneizado ( bjG)x = 0: Si sobre este sistema ho-
mogeneo, consideramos las notaciones dadas en II{C, tenemos que el
sistema no homogeneo tiene una N solucion, u; si y solo si
9(1; u) 2 L con u 2 Nr;
y si y solo si
9w 2 Qq con w  v1 = 1 y w  vi 2 N 8i = 2; : : : ; r + 1:
De manera analoga al caso homogeneo, la relacion entre la N solucion
y w es
(1; u) = w1c1 +    + wqcq = (w  v1; : : : ; w  vr+1):
Por lo tanto, para poder generalizar el metodo basado en el lema de
Farkas a sistemas no homogeneos, tenemos que resolver el siguiente
problema: dados v1; : : : ; vr+1 2 Qq; determinar si existe w 2 Qq tal que
wv1 = 1 ywvi 2 N8i = 2; : : : ; r+1: Veamos como podemos resolverlo.
Denotaremos por W al Q espacio vectorial generado por v2; : : : ;
vr+1:
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Si v1 =2 W; denotamos por v^1 a la proyeccion ortogonal de v1 en
W?: Es claro que v^1 6= 0 y v1  v^1 > 0: En este caso, es suciente tomar
w =
v^1
v1  v^1 ;
porque w  v1 = 1 y w  vi = 0; 8i = 2; : : : ; r + 1:
Si v1 2 W; podemos distinguir dos subcasos:
Si v1 =
Pr+1
i=2 ivi con i  0; entonces no existe w (como vimos
en la demostracion de II{C.1).
En otro caso, tomamos v1 =
Pr+1
i=2 ivi: Sea A la matriz cuyas
las corresponden a los vectores v2; : : : ; vr+1; y denotemos por
L1  Qr el Q espacio vectorial generado por las columnas de
A: Suponemos que Cx = 0 son unas ecuaciones implcitas de
L1; y denimos
S1 = fs 2 NrjCs = 0g:
Notese que el sistema que nos dene al semigrupo S1 es ho-
mogeneo. Sea fs1; : : : ; shg un sistema de generadores de S1: De-
notamos por D; a la matriz (s1j    jsh); y por
m = (m1; : : : ; mh) := (2; : : : ; r+1)D:
Con estas notaciones tenemos el siguiente resultado.
Proposicio´n II–C.4 Son equivalentes:
1. 9w 2 Qq con w  v1 = 1 y w  vi 2 N; 8i = 2; : : : ; r + 1:
2. 9y 2 Nh tal que m1y1 +    +mhyh = 1:
En este caso, es suciente tomar w como una solucion particular de
Ax = z; con z = Dy:
Demostracio´n. 1 ) 2: Sea z = Aw: Es claro que z 2 S1; y entonces existe
y 2 Nh tal que z = Dy: De la combinacion lineal v1 = Pr+1i=2 ivi y la
igualdad w  v1 = 1; tenemos que (2; : : : ; r+1)  z = 1: Entonces
m1y1 +    +mhyh = 1:
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2 ) 1: Sea z = Dy: Como z 2 S1  L1; deducimos que los rangos de A y de
(Ajz) son iguales, luego el sistema es compatible. Sea w una solucion.
Para nalizar la demostracion, basta se~nalar que la combinacion lineal
v1 =
Pr+1
i=2 ivi implica que
w  v1 = (2; : : : ; r+1)Aw = (2; : : : ; r+1)Dy = 1:
Como corolario de la proposicion anterior, tenemos que un sis-
tema diofantico admite una N solucion si y solo si la admite una ecua-
cion construida a partir de el: m1y1 +    + mhyh = 1: Al ser la pro-
posicion anterior constructiva y teniendo distintos metodos efectivos
para resolver en N una ecuacion diofantica, vamos a tener, a partir del
siguiente algoritmo, un nuevo algoritmo para calcular una N solucion
a un sistema diofantico.
Algoritmo II–C.5 Algoritmo de Farkas generalizado ([PCVT98]).
Entrada: Un conjunto de vectores v1; : : : ; vr+1 2 Qq; con r  1:
Salida: Un vector, caso de existir, w 2 Qq tal que w  v1 = 1 y w  vi 2 N;
8i = 2; : : : ; r + 1:
1. ConsideramosW elQ espacio vectorial generado por v2; : : : ; vr+1:
2. Si v1 =2 W; tomamos v^1 la proyeccion ortogonal de v1 en W?:
Devolvemos w = v^1v1v^1 y paramos.
3. En otro caso, aplicamos el algoritmo II{C.2:
Si v1 =
Pr+1
i=2 ivi con i  0; entonces no hay solucion
y paramos.
En otro caso continuamos.
4. Tomamos una combinacion v1 =
Pr+1
i=2 ivi:
5. Sea A lamatriz cuyas las corresponden a los vectores v2; : : : ; vr+1:
Consideramos Cx = 0 unas ecuaciones implcitas del Q espa-
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cio vectorial generado por las columnas de A; L1  Qr: Compu-
tamos fs1; : : : ; shg un sistema de generadores de
S1 = fs 2 NrjCs = 0g
usando el algoritmo II{B.7. En este algoritmo usaremos II{C.6
para calcular una N solucion particular.
6. Sea (m1; : : : ; mh) = (2; : : : ; r+1)D; con D = (s1j    jsh):
Si existe y 2 Nh tal que m1y1 +    +mhyh = 1; devol-
vemos w una solucion particular de Ax = z con z = Dy;
y paramos.
En otro caso no hay solucion, luego paramos.
De este algoritmo podemos obtener otro que nos da una N so-
lucion particular de un sistema diofantico no homogeneo.
Algoritmo II–C.6 N solucion particular usando el lema de Farkas para sistemas no ho-
mogeneos.
Entrada: Un sistema Gx = b como (II{B.1).
Salida: Una N solucion particular si existe.
1. Si b = 0; usamos al algoritmo II{C.3.
2. Si r = 1; tenemos una unica incognita, luego detectar una N so-
lucion es trivial.
3. Si r  2; sea M = ( bjG): Sea c1; : : : ; cq una base del Q espacio
vectorial dado por las soluciones de Mx = 0:
4. Sean v1; : : : ; vr+1 2 Qq los vectores correspondientes a las colum-
nas de la matriz cuyas las son los c1; : : : ; cq: A estos vectores
les aplicamos el algoritmo II{C.5.
Si existe w 2 Qq tal que wv1 = 1 y wvi 2 N; entonces
la salida es u donde
(1; u) = w1c1 +    + wqcq = (w  v1; : : : ; w  vr+1)
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y paramos.
En otro caso, no hay solucion, luego paramos.
Es de destacar que los algoritmos enlazados anteriores no son
cclicos ya que tanto en II{C.5 como en II{B.7 se va reduciendo el nume-
ro de variables hasta llegar a una sola. En ese caso es trivial dar una
N solucion.
Me´todo usando Bases de Gro¨bner
Tanto en [POT91] como en [CT91], los autores usan las bases
de Grobner y la Teora de Eliminacion para resolver el problema del
calculo de N soluciones de un sistema diofantico.
Dado un sistema diofantico como (II{B.1), consideramos el anillo
de polinomios k[Z1; : : : ; Zr; Y1; : : : ; Ym; T] y el ideal denido por
I =< Y1    YmT 1; YG(e1)+ YG(e1) Z1; YG(e2)+ YG(e2) Z2; : : : ; YG(er)+ YG(er) Zr > :
Teorema II–C.7 Con las notaciones anteriores:
1. Gx = 0 tiene una N solucion si y solo si existe en I un binomio
de la forma Z   1: En tal caso,  es una N solucion.
2. Gx = b tiene una N solucion si y solo si YcTd = Z mod I; con
d 2 N tal que c = b   d( 1;  1; : : : ;  1) 2 Nr: En tal caso,  es una
N solucion.
Demostracio´n. Ver [POT91] y [CT91].
Del anterior teorema se obtiene un algoritmo para saber si un
sistema diofantico, tanto homogeneo como no homogeneo, posee una
N solucion.
Este algoritmo pasa, en el caso no homogeneo, por calcular una
base de Grobner de I respecto a un orden de eliminacion de T e Y y
reducir YcTd respecto de ella ([CT91]). Si el resultado de esta reduccion
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es Z; tenemos una N solucion. En otro caso, el sistema no tiene N so-
luciones.
En el caso homogeneo, hay que comprobar si tenemos algun
binomio de la forma Z   1 en una base de Grobner reducida de I res-
pecto del orden por el cual comparamos primero lexicogracamente
las Zi; y en caso de igualdad miramos el grado, y nalmente el orden
lexicograco ([POT91]). Si en esa base de Grobner hay un binomio de
la forma Z   1; tenemos una N solucion. En otro caso, el sistema no
tiene N soluciones.
Si la matriz del sistema estuviese formada por elementos ente-
ros no negativos (G(ei) ﬂ 0), podra eliminarse la variable T y el ideal
I que tomaramos sera
I =< YG(e1)   Z1; YG(e2)   Z2; : : : ; YG(er)   Zr > :
Con este supuesto trabajaramos con r + m variables. Aunque como
hemos visto, en general trabajamos con r +m + 1 variables.
En II{D.5 veremos una optimizacion y generalizacion de este
calculo usando ideales de semigrupos.
II–D. SISTEMAS DIOFA´NTICOS EN CONGRUENCIAS
Un tema apenas tratado en la literatura y que es la base de algu-
nas partes de esta memoria, es el estudio y calculo de las N soluciones
de sistemas diofanticos en congruencias. Es decir, sistemas del tipo
(Sist) 
8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:
n11x1 + n12x2+    +n1rxr = b1
n21x1 + n22x2+    +n2rxr = b2
...
...
...
nh1x1 + nh2x2+    +nhrxr = bh
n(h+1)1x1 + n(h+1)2x2+    +n(h+1)rxr = bh+1 moda1
...
...
...
...
n(h+s)1x1 + n(h+s)2x2+    +n(h+s)rxr = bh+s modas
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donde nij; al y bi son numeros enteros, y ni = (n1i; : : : ; n(h+s)i): Es facil
extender los resultados sobre la estructura de las N soluciones de la
anterior seccion a un sistema en congruencias como podemos apreciar
en la siguiente nota.
Nota II–D.1 Los lemas II{A.1 y II{A.2 son ciertos si el sistema diofantico es en con-
gruencias.
Pero, en matematicas, una cosa son las estructuras, y otra los
metodos de calculo. El metodo natural y clasico para calcular las N so-
luciones de un sistema diofantico en congruencias pasa por a~nadir al
sistema nuevas variables que absorban las congruencias, resolviendo
(Sist0) 
8>>>>>>>>>>><>>>>>>>>>>>:
n11x1 + n12x2+    +n1rxr = b1
n21x1 + n22x2+    +n2rxr = b2
...
...
...
nh1x1 + nh2x2+    +nhrxr = bh
n(h+1)1x1 + n(h+1)2x2+    +n(h+1)rxr +t11a1  t12a1 = bh+1
...
...
...
...
n(h+s)1x1 + n(h+s)2x2+    +n(h+s)rxr +ts1as  ts2as = bh+s
Si consideramos la matriz
T :=
0BBBBBBBBBBBBBBBB@
0 0 0 0 0 0 0    0 0
. . . . . . . . .
0 0 0 0 0 0 0 0 0
a1  a1 0 0 0 0 0 0 0
0 0 a2  a2 0 0 0    0 0
. . . . . . . . .
0 0 0 0 0 0 0 as  as
1CCCCCCCCCCCCCCCCA
2 M(Z)(h+s)2s;
y denotamos por
L := fx 2 NrjGx = b mod ag;
y
L0 := fx0 2 Nr+2sj (GjT)x0 = bg;
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se satisface la siguiente propiedad.
Propiedad II–D.2
L = (L0); y HL  (HL0);
donde  : Nr+2s  ! Nr es la proyeccion sobre las primeras r coordena-
das.
Introducir nuevas variables sobre un objeto matematico al que
se va a aplicar un algoritmo de alta complejidad, no olvidemos que el
calculo de N soluciones es NP completo, no es una poltica compu-
tacionalmente correcta. Y es algo que debemos evitar si realizamos
algun calculo de manera efectiva y pretendemos que sea eciente.
Si lo que queremos es encontrar, caso de que exista, una N solu-
cion, podemos aplicar un metodo similar a los explicados en II{C junto
a la propiedad II{D.2. En este caso, introducimos nuevas variables, ya
que el ideal asociado al semigrupo generado por el sistema (Sist)0 es
calculado en un anillo de polinomios con r +m + 1 + 2s variables.
Para calcular la N solucion general de un sistema en congruen-
cias se ha usado clasicamente un metodo basado en II{D.2 y que apare-
ce en [RGS98]. Ademas en [RGS98], se da una cota de las N soluciones
de estos sistemas, por lo que podra aplicarse tambien la busqueda
exhaustiva. De todas formas, seguimos teniendo el problema compu-
tacional de a~nadir variables.
Los metodos que enunciamos a continuacion pueden evitar ese
problema manteniendo en r o, a lo mas, r + 1 (caso de sistemas no ho-
mogeneos) el numero de variables con las que realizaremos los calcu-
los de complejidad alta.
N solucio´n particular mediante ideales de semigrupos
Este algoritmo es de naturaleza similar a los algoritmos explica-
dos en II{C. La principal diferencia en cuanto a la velocidad de computo
viene dada por el calculo del ideal del semigrupo asociado al sistema
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(Sist) que se realizara usando el algoritmo I{D.2 (ver [VT99]). Necesita-
mos ademas los siguientes resultados.
Teorema II–D.3 El sistema (Sist) admite una N solucion si y solo si existe un binomio
de la forma Xr+1   X en el ideal asociado al semigrupo
S =< n1; : : : ; nr; b > Zh  Z=a1Z     Z=asZ;
con r + 1 =2 supp(X): En tal caso,  es una N solucion de (Sist):
Demostracio´n. Ver [VT99].
Para ver si un binomio como el del teorema anterior pertenece
o no al ideal asociado a S usaremos el siguiente lema.
Lema II–D.4 Fijemos en k[X1; : : : ; Xr+1] un orden monomial vericando Xr+1 >    ;
y sea X tal que r+1 =2 supp(X): Sea I el ideal asociado al semigrupo S del
teorema anterior y sea B la base de Grobner reducida de I: Entonces:
9Xr+1   X 2 I , 9  (Xr+1   X0) 2 B:
Ademas, si S es un semigrupo Nakayama y B un conjunto de genera-
dores binomiales de I con coecientes 1 (no necesariamente base de
Grobner), tambien es cierto el resultado.
Demostracio´n. Ver [VT99].
Ya estamos en condiciones de explicitar nuestro algoritmo.
Algoritmo II–D.5 Calculo de N solucion particular para sistemas en congruencias.
Entrada: Un conjunto de ecuaciones como (Sist) con ni 6= 0:
Salida: Sabremos si el sistema admite, o no, una N solucion en Nr: En
caso armativo, tendremos una N solucion.
1. Si b = 0 :
a) Sea el semigrupo S =< n1; : : : ; nr > :
  
 
Captulo II: Sistemas diofanticos: N soluciones 53
b) Calculamos IS  k[X1; : : : ; Xr]; ideal de S; usando el al-
goritmo I{D.2. Sea C; un sistema de generadores bino-
miales con coecientes 1 de IS.
c) Si S no es Nakayama, i.e. 9  (X   1) 2 C; (Sist) admi-
te una N solucion y  es una tal N solucion. En otro
caso, (Sist) no tiene N solucion.
2. Si b 6= 0 :
a) Sea el semigrupo S =< n1; : : : ; nr; b > :
b) Calculamos IS  k[X1; : : : ; Xr; Xr+1]; ideal de S; usando el
algoritmo I{D.2.
c) Si S es Nakayama, sea C un conjunto de generadores
de IS: En otro caso, jamos un orden monomial dando
prioridad a la ultima variable Xr+1; y calculamos una
base de Grobner de IS; C:
d) Si existe un binomio (Xr+1   X) en C; entonces (Sist)
admite una N solucion y  es una tal N solucion. En
otro caso, (Sist) no admite N solucion.
Como puede apreciarse, el anterior algoritmo a~nade s variables
para resolver sistemas de ecuaciones sobre Z; mientras que los calcu-
los de alta complejidad (bases de Grobner) se realizan en los anillos
de polinomios en r o r + 1 variables segun sea el caso. Este algoritmo
generaliza a los de la seccion II{C, ya que los extiende a sistemas en
congruencias, y tambien los optimiza al no usar Teora de Eliminacion
para calcular los ideales de los semigrupos.
N solucio´n general mediante el Lema de Dickson
En esta seccion vamos a generalizar a sistemas en congruencias
el metodo dado en II{B.7. En el siguiente algoritmo, nosotros propone-
mos el calculo de las N soluciones particulares mediante el algoritmo
II{D.5 para no aumentar el numero de incognitas en la computacion.
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Algoritmo II–D.6 N soluciones minimales de un sistema diofantico en congruencias.
Entrada: La matriz de coecientes, el termino independiente y la con-
gruencia del sistema Gx = b mod a: Sea r el numero de columnas de G:
Salida: HG0; con G0 = f 2 NrjG = b mod ag:
1. Si r = 1; tenemos solo una incognita y la solucion es trivial.
2. Si r  2; determinamos si G0 es vaco o no usando el algoritmo
II{D.5.
3. Si G0 es vaco, devolvemos HG0 = ; y terminamos.
4. En otro caso, sea s = (s1; : : : ; sr) 2 G0:
5. Mediante el algoritmo II{B.7 calculamos el conjunto HF; con
F = fsg [ r[
i=1
si 1[
=0
HG0(i; ):
En el algoritmo II{B.7 usaremos II{D.5 al calcular las distin-
tas N soluciones particulares para no aumentar el numero de
variables.
6. Devolvemos HG0 = HF:
Al igual que en el caso sin congruencias, podemos aplicar este
algoritmo para calcular la N solucion general a un sistema diofantico
no homogeneo en congruencias usando II{B.8.
II–E. NOTAS
Los metodos mas tradicionales y que aparecen en los libros
de cabecera de los estudiosos de la Programacion Lineal Entera (por
ejemplo [SCH96]) son los basados en la busqueda exhaustiva. Estos
metodos han sido ampliamente superados, en cuanto a velocidad de
computo, tanto por los basados en la teora de bases de Grobner (ver
[PCVT98]), como por los basados en la busqueda dirigida de Clausen-
Fortenbacher y que llamaremos de segunda generacion.
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Tanto el algoritmo II{D.5 como II{D.6 no han sido compara-
dos computacionalmente con los de segunda generacion. La tabla II.1
muestra, sobre varios ejemplos, una comparacion entre el algoritmo
II{B.7 usando II{D.5 y II{C.6 para calcular N soluciones particulares.
De la tabla se deduce que el algoritmo II{B.7 tiene un mejor comporta-
miento computacional si en el usamos bases de Grobner II{D.5 en vez
de los metodos clasicos de programacion lineal II{C.6.
Si consideramos sistemas en congruencias, la primera referen-
cia de un algoritmo para calcular una N solucion particular aparece en
[VT99]. Es de prever que los algoritmos II{D.5 y II{D.6 tengan mucho
que decir, en cuanto a la computacion, frente a los de segunda genera-
cion por no aumentar el numero de incognitas al realizar el calculo de
las N soluciones. Ademas, el calculo de ideales de semigrupos (base
de II{D.5) esta siendo mejorado da a da, por lo que el avance en el
calculo de N soluciones por esta va puede ser amplio. En cualquier
caso, es un mundo computacional a explorar.
Entre los algoritmos de segunda generacion, aunque de natu-
raleza distinta, cabe destacar tambien el dado por Domenjoud (ver
[DOM91]), el cual es susceptible de ser paralelizado.
Una clara aplicacion de los metodos expuestos en este captulo
es el calculo de identidades de particiones [STU95, captulo 6].
Los algoritmos II{D.5 y II{D.6 los hemos implementado en Ma-
pleV3 y pueden ser obtenidos va ftp en
ftp.uca.es/pub/matematicas/nsol.zip
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Cuadro II.1. Algoritmos II{B.7 + II{C.6 versus II{B.7 + II{D.5
Sistemas Homogeneos Usando bases de Grobner Usando lema de Farkas

1  3 2  5
 2 sec.,
s = [1; 1; 1; 0]
5 sec.,
s = [5; 0; 0; 1]
 
1  2 1 2
 2  1  1 2
!
4 sec.,
s = [0; 4; 2; 3]
16 sec.,
s = [2; 6; 0; 5]
 
1 2 3  5
 2  1 4 5
!
5 sec.,
s = [7; 0; 1; 2]
7 sec.,
s = [5; 5; 0; 3]
 
3  1  2  3
3  7 2  1
!
7 sec.,
s = [2; 1; 1; 1]
111 sec.,
s = [8; 6; 9; 0]
 
 4 1 0  1 0  2
0  1 0 2  3 1
!
5 sec.,
s = [0; 0; 1; 0; 0; 0]
1961 sec.,
s = [1; 8; 0; 4; 0; 0]
0B@  1 2  3 0  10 1 0  3 0
 1  2 0 0 1
1CA 4 sec.,
s = [0; 3; 0; 1; 6]
9 sec.,
s = [0; 3; 0; 1; 6]
0BBB@
 2 0  1 0 1 0
0 0 2 0  3 1
1  3 0 1  1 0
2 0 0  2 1 0
1CCCA 17 sec.,s = [1; 0; 2; 3; 4; 8] 500 sec.,s = [1; 0; 2; 3; 4; 8]
0B@ 0  1 2  3 0 01 0 1 0  3 0
 1 4  2 0 0  1
1CA 102 sec.,
s = [2; 2; 1; 0; 1; 4]
Parado a los 40.000 sec.,
s = [18; 6; 3; 0; 7; 0]
 
1 2  3  2  4
2  1  3 2 5
!
49 sec.,
s = [1; 3; 1; 2; 0]
Parado a los 40.000 sec.,
s = [9; 3; 5; 0; 0]
  
 
CAPITULO III
Modulos de Sicigias
En este captulo vamos a estudiar la resolucion libre minimal
del algebra de un semigrupo Nakayama con torsion. En particular, comen-
zaremos deniendo tal resolucion y dando el metodo aparecido en
[BCMP98a] para calcular dicha resolucion. Este metodo utiliza la ho-
mologa reducida de ciertos complejos simpliciales asociados a los
elementos del semigrupo.
Empezaremos por explicar los pasos principales del algoritmo
aparecido en [BCMP98b] para calcular el 0-modulo de sicigias (ideal del
semigrupo). La naturaleza de este algoritmo es completamente distin-
ta a los explicados en el captulo I, y esta basado en combinatoria y
en los metodos de programacion lineal entera del captulo II. Es preci-
samente esta losofa la que seguiremos en captulos sucesivos para
dar un algoritmo que calcula sistemas minimales de generadores de
los modulos de sicigias de orden superior, y por tanto la resolucion
libre minimal de k[S]:
III–A. MO´DULOS DE SICIGIAS
De nuevo vamos a considerar un semigrupo, S; cancelativo, abe-
liano, nitamente generado y con elemento neutro. En estas condicio-
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nes, es conocido, y ya lo hemos empleado con anterioridad, que nues-
tro semigrupo es isomorfo a un subsemigrupo de un grupo abeliano
nitamente generado, G(S) (ver [BCMP98b]). Por ello, podemos suponer
sin perdida de generalidad que,
S  Zh  Z=a1Z     Z=asZ
con a = (a1; : : : ; as) 2 Zs: Sea fn1; : : : ; nrg un conjunto de generadores de
S: Vamos a suponer en lo sucesivo que nuestro semigrupo es Nakaya-
ma, es decir, verica la condicion S \ ( S) = f0g:
Considerando k un cuerpo, denotamos por R al anillo de po-
linomios k[X1; : : : ; Xr]; y por k[S] a la k algebra asociada a S: Sea m =
(X1; : : : ; Xr) el ideal maximal irrelevante de R:
La k algebra, k[S]; es un anillo S graduado
k[S] = m2Sk[S]m;
donde las componentes homogeneas son k[S]m = km: R es tambien un
anillo S graduado, dando a cada variables Xi el grado ni: Por lo tanto
podemos escribir
R = m2SRm;
donde Rm es el k espacio vectorial generado por los monomios de gra-
do m: Es conocido que estos espacios vectoriales son de generacion
nita (ver [BCMP98b, nota 1.3]).
La S graduacion anterior nos permite enunciar el lema de Na-
kayama para modulos S graduados.
Proposicio´n III–A.1 Sea S un semigrupo cancelativo, abeliano, nitamente generado, con
elemento neutro y Nakayama. Si Q es un R modulo S graduado tal que
mQ = Q; entonces se tiene que Q = 0:
Demostracio´n. Ver [BCMP98b, proposicion 1.4].
  
 
Captulo III: Modulos de Sicigias 59
El homomorsmo de k algebras (I{A.1) dado por
'0 : R  ! k[S]
'(Xi) = ni;
es un homomorsmo graduado de grado cero, y su nucleo es, como
ya vimos, un ideal homogeneo, I: Este ideal depende directamente del
sistema de generadores de S tomado, pero, consideremos el sistema
que consideremos, se tiene que
k[S] = R=I:
Luego conocer el ideal es conocer el algebra del semigrupo.
Denotemos por V0 al cociente I=mI; y por V0(m) a los cocientes
Im=(mI)m; con m 2 S: Por III{A.1, tenemos que un conjunto nito de
elementos de I lo genera si y solo si las clases de sus elementos en V0
generan este espacio vectorial. Ademas, un sistema minimal de gene-
radores de I tiene tantos elementos de grado m como dimk V0(m): Los
espacios vectoriales V0(m) son nulos salvo una cantidad nita por ser
R un anillo noetheriano.
Llegados a este punto, si uno escoge un sistema minimal y ho-
mogeneo de generadores de I; ff1; : : : ; fb1g; puede construir un nuevo
homomorsmo de k algebras
'1 : R
b1  ! R
'1(ej) = fj
con j = 1; : : : ; b1; b1 :=
P
m2S dimk V0(m) y ej el j esimo generador estandar
de Rb1 :
De la misma manera podemos construir recurrentemente los
morsmos
'i+1 : R
bi+1  ! Rbi ; (III{A.1)
que corresponden a tomar un conjuntominimal y homogeneo de gene-
radores en Ni = ker('i)  Rbi ; con N0 = I y b0 = 1; y hacer que la imagen
de cada uno de los generadores estandar de Rbi+1 sea un generador de
  
 
60 Modulos de Sicigias
Ni: Si para cada j entre uno y bi; el grado del j esimo generador de Ni
es mj 2 S; Rbi+1 tiene como elementos homogeneos las bi+1 uplas cuya
j esima componente es un elemento homogeneo en R de gradom mj:
Con este proceso construimos una resolucion libre minimal y
S graduada para el R modulo k[S] dada por
   ! Rbi+1 'i+1! Rbi 'i!  ! Rb2 '2! Rb1 '1! R '0! K[S] ! 0;
con bi+1 =
P
m2S dimk Vi(m); y
Vi(m) =
(Ni)m
(mNi)m
:
El entero bi+1 es nito por ser R noetheriano. El numero de elementos
de gradom en un sistema minimal de generadores del i esimo modulo
de sicigias Ni es dimk Vi(m):
El teorema de Auslander-Buchbaum (ver [VAS98]) nos garantiza
que bi es nulo a partir de unndice i sucientemente grande. Concre-
tamente se tiene el siguiente resultado.
Proposicio´n III–A.2 Con las notaciones anteriores, la resolucion libre minimal S graduada
para el algebra k[S] tiene la forma
0 ! Rbp !  ! Rb1 ! R ! K[S] ! 0
con r   rg(G(S))  p  r:
Visto esto, para obtener el i esimo paso de la resolucion libre
minimal de k[S]; podemos calcular, en primer lugar, los distintosm 2 S
tales que los espacios Vi(m) son no nulos, y despues una base de cada
espacio vectorial. Los espacios Vi(m) los vamos a determinar mediante
espacios isomorfos a ellos. Veamos ahora cuales seran esos espacios.
~Hi(m) = Vi(m)
Para comenzar, sea  el conjunto formado por los subndices de
los generadores de S; i.e.  := f1; 2; : : : ; rg: Dado F  ; vamos a denotar
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por nF al elemento
P
i2F ni; y por n; al cero. Con esta notacion, para
cada m 2 S; podemos denir el siguiente complejo simplicial.
Definicio´n III–A.3 Sea m 2 S; llamaremos complejo asociado a m al complejo simplicial
abstracto
m := fF  jm   nF 2 Sg:
Fijado un elemento m en S; y escogida una orientacion en cada
cara de m; podemos considerar la homologa reducida, ~H(m); del
complejo m con valores sobre el cuerpo k: Construyamosla.
Sea ~Ci(m) el k espacio vectorial generado por las caras de di-
mension i de m; donde dim F := ]F   1 (dim; :=  1). Sea tambien @i la
aplicacion k lineal
@i : ~Ci(m) ! ~Ci 1(m)
@i(F) =
P
F02m;dim F0=i 1 FF0F0
donde FF0 = 0 si F
0 6 F, y FF0 = 1 si F0  F (FF0 sera uno si la orientacion
inducida de F en F0 es igual a la escogida en F0; en otro caso FF0 =  1).
Fijemos nuestra atencion sobre las aplicaciones
~Ci+1(m)
@i+1! ~Ci(m) @i! ~Ci 1(m)
con i  0: Denotaremos por ~Zi(m) a ker(@i); y por ~Bi(m) a Im(@i+1): A los
elementos de ~Zi(m) se les denomina ciclos y a los de ~Bi(m) bordes.
Entonces tenemos que
~Hi(m) := ~Zi(m)=~Bi(m):
Ahora estamos en condiciones de enunciar el resultado que nos
va a permitir calcular Vi(m):
Teorema III–A.4 Sea S un semigrupo abeliano, nitamente generado, cancelativo, con
elemento neutro y Nakayama. Fijado un conjunto de generadores no
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nulos de S; fn1; : : : ; nrg; un cuerpo conmutativo k; y considerando la
resolucion libre minimal S graduada de k[S] y los complejos m; se
tiene
~Hi(m) = Vi(m) (como k espacios vectoriales);
para todo m 2 S; y i  0:
Demostracio´n. Ver [BCMP98a, teorema 2.1].
Ademas, en [BCMP98a, teorema 3.3], los autores dan de manera
explcita el isomorsmo del teorema anterior. El resto de esta memo-
ria consiste fundamentalmente en probar que se tiene un algoritmo,
basado en metodos combinatorios, para computar sistemas minimales
de los modulos de sicigias de k[S]: Concretamente,
Algoritmo III–A.5 Con las notaciones anteriores
Entrada: Un conjunto de generadores fn1; : : : ; nrg de S:
Salida: Un sistema minimal de generadores del i esimo modulo de si-
cigias de k[S]:
1. Calcular el conjunto Ci := fm 2 S j ~Hi(m) 6= 0g:
2. Calcular, D(m); una base del espacio vectorial ~Hi(m); con m 2
Ci:
3. Calcular M el conjunto imagen de
S
m2Ci D(m); para distintos i;
mediante el isomorsmo III{A.4.
M es un conjunto minimal de generadores del i esimo modulo
de sicigias de k[S]:
El algoritmo anterior sera realmente un algoritmo si todos los
pasos se pueden realizar de manera efectiva. En particular, tienen que
ser efectivos los metodos que utilicemos para resolver dos problemas:
calcular Ci y calcular una base de ~Hi(m): El segundo problema se puede
resolver de manera algortmica mediante algebra lineal realizando los
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siguientes pasos:
Se determina m usando los metodos de programacion lineal
entera explicados en el captulo II.
Se determina ahora
~Hi(m) := ~Zi(m)=~Bi(m)
usando algebra lineal ordinaria en espacios vectoriales sobre
un cuerpo k: De hecho, una vez conocidas las caras de m y
jada una orientacion, las aplicaciones @i se pueden explicitar
facilmente mediante matrices. Un ejemplo de esto lo veremos
en el captulo VI.
En la siguiente seccion, vamos a dar un metodo efectivo para
calcular C0; resolviendo el calculo de Ci; para cualquier i; en captulos
posteriores.
III–B. 0-MO´DULO DE SICIGIAS
Veamos ahora un algoritmo combinatorio que nos permite, no
solo calcular, sino caracterizar, el conjunto de los grados que aparecen
en un conjunto minimal de generadores del ideal de un semigrupo, C0:
Por tratarse de homologa reducida, son equivalentes: que ~H0(m) 6= 0
y que el complejo m es no conexo (ver [BCMP98b]).
Notese que siM = X1
1
  Xrr es unmonomio en R de gradom 2
S; tenemos que supp(M) 2 m: Ademas, si A 2 m es una cara maximal
de m; se tiene que existe un monomio de grado m cuyo soporte es A:
Denotemos por B al conjunto
B = fX   Xj rX
i=1
ini =
rX
i=1
ini; i; i  0g:
Sea m no conexo, y Gm  B un subconjunto de binomios de grado m:
Consideremos el siguiente grafo con vertices las componentes conexas
de m (supondremos que hay s): si b = M   M0 2 Gm; tomamos una
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arista cuyos extremos sean las componentes conexas que contengan
a supp(M) y supp(M0): Diremos que Gm es un arbol generador para m
si es un grafo conexo con s vertices y s   1 aristas, es decir, un arbol
en el sentido usual. La relacion entre estos arboles y el ideal de S la
explicitamos en el siguiente resultado.
Teorema III–B.1 Sea G  B: Son equivalentes:
1. G = Sm2S Gm; donde Gm es un arbol generador para m si este
es no conexo, y Gm = ; en otro caso.
2. G es un conjunto minimal de generadores de I:
Demostracio´n. Ver [BCMP98b, teorema 2.5].
A partir del anterior teorema se obtiene unmetodo para calcular
un sistema minimal de generadores de I :
1. Determinar m 2 S tales que m es no conexo (C0).
2. Si m es no conexo (i.e. m 2 C0), determinamos los monomios
Mi de grado m con supp(Mi) 2 Ci donde C1; : : : ; Cs son las com-
ponentes conexas de m: Tomamos
Gm = fM1  M2; : : : ; M1  Msg:
Este proceso sera un algoritmo si podemos calcular de manera
algortmica los m 2 S tales que su m es no conexo, i.e. ~H0(m) 6= 0:
Ademas, necesitamos calcular las componentes conexas. Pues bien,
ese algoritmo existe y pasaremos ahora a describirlo.
A partir de aqu consideraremos que el conjunto  esta ordena-
do. Comencemos dando alguna nueva notacion.
Notacio´n III–B.2 Sea A = fi1; : : : ; ipg  B   con A 6= ; y B 6= : Denotaremos:
E(A; B) al conjunto de los  = (1; : : : ; p) 2 Np tal que
1. ij 6= 0; para 1  j  p:
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2. Es posible escribir
pX
j=1
ijnij =
X
t=2A
tnt
con t 2 N y t 6= 0 para al menos un t =2 B:
~E(A; B) = E(A; B) + Np:
HE(A; B) = f 2 E(A; B)j es ﬂ  minimalg:
Diremos que los elementos de HE(A; B) son los vertices de ~E(A; B):
A partir de estas notaciones podemos considerar la siguiente
denicion.
Definicio´n III–B.3 Sea m 2 S; y sea A = fi1; : : : ; ipg  B   con A 6= ; y B 6= : Diremos que
A esta m aislado de  n B si se cumple:
1. Es posible escribir
m =
pX
j=1
ijnij =
X
t=2B
tnt
con ij ; t 2 N; y ij 6= 0 para todo j:
2. (i1 ; : : : ; ip) 2 HE(A; B):
3. (l1 ; : : : ; ls) =2 ~E(A0; B); para cada A0 = fi1; : : : ; isg  A; y A0 6= A:
Para detectar si un conjunto, A; estam aislado de nB podemos
ver las siguientes condiciones:
1. Si existe un monomio de grado m con soporte contenido en
 n B:
2. Si existe (i1 ; : : : ; ip) 2 HE(A; B) tal que m = Ppj=1 ijnij :
3. 8A0 = fl1; : : : ; lsg  A; y 8(0l1 ; : : : ; 0ls) 2 HE(A0; B);
(0l1 ; : : : ; 
0
ls)  (l1 ; : : : ; ls):
El problema es determinar HE(A0; B); 8A0  A: Esto se resuelve
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recurriendo a tecnicas de programacion lineal entera y con los meto-
dos que planteamos en el captulo II.
El siguiente lema nos clarica la terminologa usada.
Lema III–B.4 Sea m 2 S; B  ; B 6=  y A  B esta m aislado de  n B: Entonces no
existe ninguna arista en m cuyos extremos esten uno en A y el otro
en  n B:
Demostracio´n. Ver [BCMP98b, lema 3.5].
Como ya hemos visto, necesitamos ser capaces de calcular las
componentes conexas del complejo. Para ello enunciamos el siguiente
teorema que las caracteriza.
Teorema III–B.5 Sea C   con 1  ](C)  r   1; y m 2 S: Son equivalentes:
1. C es una componente conexa de m; que es no conexo.
2. Existen unos subconjuntos T1; : : : ; Tg   vericando:
a) C =
Sg
j=1 Tj:
b) Tj esta m aislada de  n C; 8j:
c) Tj \ Tj+1 6= ; para j con 1  j  g   1:
Demostracio´n. Ver [BCMP98b, teorema 3.11].
Que los conjuntos Tj anteriores pueden ser encontrados de for-
ma algortmica, y que por lo tanto el resultado puede ser comprobado
mediante un metodo efectivo basado en la combinatoria, aparece en
[BCMP98b].
Visto esto podemos plantear ya el, ahora s, algoritmo para cal-
cular el ideal de un semigrupo Nakayama.
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Algoritmo III–B.6 Entrada: Un sistema de generadores de un semigrupo S Nakayama.
Salida: Un sistema minimal de generadores del ideal del semigrupo.
1. SeaM el conjunto
fm 2 Sjm es no conexog (= C0):
2. Si m es no conexo, determinamos los monomios Mi de gra-
do m con supp(Mi)  Ci donde C1; : : : ; Cs son las componentes
conexas de m: Tomamos
Gm = fM1  M2; : : : ; M1  Msg:
3. G = Sm2M Gm; es un sistema minimal de generadores de I:
III–C. CA´LCULO PRA´CTICO DE LA RESOLUCIO´N DADOS LOS Ci
En [BCMP98a, nota 3.6], los autores dan un algoritmo recurren-
te para, dados los conjuntos Ci; obtener conjuntos minimales de ge-
neradores de los modulos de sicigias de k[S] mediante el isomorsmo
~Hj(m) = Vj(m):
Para ello, sea Dj(m) un conjunto de ciclos de ~Zj(m) que forman
una base de la homologa ~Hj(m): Denotaremos por ﬀj a la aplicacion
ﬀj : ~Zj(m) ! (Nj)m
inducida por el isomorsmo del teorema III{A.4 (ver [BCMP98a, pag.
247]).
Pasemos a continuacion a enunciar dicho metodo recurrente:
1.- Para cada m 2 C0; i.e. m no conexo, D0(m) puede ser cons-
truido tomando, para cada componente v de m; un punto Pv en ella,
y entonces D0(m) puede formarse con las diferencias Pv   Pv0 ; donde
(v; v0) son las aristas de un arbol sobre las componentes.
Ahora, para un ciclo c =
P
P PP 2 ~Z0(m); se tiene un elemento,
ﬀ0(c); en (N0)m (= Im) dado por G =
P
P PXPMP; dondeMP es un monomio
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de grado m   nP: En particular, a un ciclo P   P0 2 D0(m) se le asocia
un binomio MP   MP0 donde MP y MP0 son monomios de grado m cuyo
soporte contiene a P y P0 respectivamente (esta claro que P P0 2 D0(m)).
2.- Supongamos que tenemos un sistema minimal de genera-
dores de N0; fG(0)1 ; : : : ; G(0)b1 g: Consideremos m 2 C1; i.e. ~H1(m) 6= 0; y
tomemos D1(m) un subconjunto de ~Z1(m) base de ~H1(m): Para cada
c =
P
F FF 2 D1(m); realizamos la siguiente construccion: para cada
punto P 2 m consideramos
bP =
X
F
FPF
XF
XP
MF;
donde MF es un monomio de grado m   nF: Ahora, como bP 2 (N0)m nP ;
tomamos aP = (a
l
P) 2 (Rb1)m np tal que bP = P alPG(0)l : Entonces, una
sicigia ﬀ1(c)  (N1)m viene dada por
b =
X
P
XPaP:
3.- Por recurrencia, supongamos que tenemos un sistema mini-
mal de generadores de Ni; fG(i)1 ; : : : ; G(i)bi+1g; para 1  i  j   1: De nuevo
construimos un sistema de generadores de Nj partiendo de un conjun-
to Dj(m) con m 2 Cj; i.e. ~Hj(m) 6= 0: Dado c = PF FF 2 Dj(m)  ~Zj(m);
podemos computar la sicigia ﬀj(c) en j pasos como sigue. Primero, para
cualquier F0  m con dim F0 = j   1; consideramos el polinomio
bF0 =
X
F
FF0F
XF
XF0
MF
donde MF es un monomio de grado m   nF: Ahora tomamos aF0 = (alF0) 2
Rb1m nF0 ; con bF0 =
P
alF0G
(0)
l
; y para cada F00 con dim F00 = j 2; consideramos
bF00 2 (N1)m nF00 dado por
bF00 =
X
F0
F00F0
XF00
XF0
aF0 :
De nuevo se construye aF00 2 (Rb2)m nF00 con el metodo anterior y conti-
nuamos operando de la misma forma. Para la dimension  1 obtenemos
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un elemento de (Nj)m dado por
b =
X
P
XPaP;
donde aP 2 (Rbj)m nP corresponde a la cara de dimension 0. Un elemen-
to, ﬀj(c); en la sicigia es este ultimo, b =
P
P XPaP:
En el captulo dedicado a los ejemplos, realizaremos el calculo
del primer modulo de sicigias para un semigrupo determinado usando
estos metodos.
  
 
CAPITULO IV
Calculo del Primer
Modulo de Sicigias
En este captulo, como ya habamos adelantado, nos centrare-
mos en dar un conjunto nito de chequeo, C; tal que si existe un ele-
mento en un sistema minimal de generadores del primer modulo de
sicigia de k[S]; su grado pertenece a C: Es decir, C1  C:
IV–A. CONJUNTO FINITO DE CHEQUEO
Fijemos S; semigrupo Nakayama (i.e. S \ ( S) = f0g) tal que
S  Zh  Z=a1     Z=as
con a = (a1; : : : ; as) 2 Zs; y un conjunto de generadores fn1; : : : ; nrg de
S: Sea  = f1; : : : ; rg: Considerando los generadores n1; : : : ; nr como ele-
mentos en Zh+s; podemos denir la ((h + s)  r) matriz
A := (n1jn2j    jnr) 2 M(h+s)r(Z):
Como ya expusimos en III{A.5, para dar un sistema de generadores
del primer modulo de sicigias del algebra del semigrupo, basta tener
el conjunto C1 = fm 2 S j ~H1(m) 6= 0g: Vamos a construir un conjunto
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nito, C; que lo contiene. Para ello necesitamos en primer lugar dar
una serie de deniciones y resultados.
Definicio´n IV–A.1 Sea m 2 S y F := fi1; : : : ; itg   tal que t  3; y sea ﬀ un polgono, no
necesariamente plano, cuyo conjunto de vertices es F: Diremos que ﬀ
es un F hueco de m si se tienen las siguientes condiciones:
1. Fj 2 m; 8j = 1; : : : ; t; siendo
Fj := fij; ij+1g; 8j = 1; : : : ; t   1; y Ft := fit; i1g;
las caras de ﬀ:
2. Si F0  F; ]F0  2; y Fj 6= F0 8j = 1; : : : t; entonces F0 =2 m:
Aclaremos esta denicion mediante el siguiente ejemplo ilus-
trativo.
Ejemplo IV–A.2 Si consideramos el complejo simplicial m dado por el graco IV.1. es
Figura IV.1. F hueco
1
5
2 3
4
facil apreciar que el polgono, ﬀ; formado por (1 2 3) es un f1; 2; 3g hue-
co de m: Sin embargo, el triangulo (1 3 4); no es un f1; 3; 4g hueco por
estar el propio f1; 3; 4g en el complejo.
Notese que dado un conjunto, F; de vertices de cardinal t; el
numero de polgonos, ﬀ; distintos sobre el es (t 1)!2 :
El primer resultado que planteamos a partir de la denicion de
F hueco, nos da una condicion necesaria para que el espacio vectorial
~H1(m) sea no nulo (i.e. m 2 C1).
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Lema IV–A.3 Sea m 2 S tal que ~H1(m) 6= 0: Existen F y ﬀ un F hueco de m cuyas
caras son Fj; vericando
c =
tX
j=1
jFj 2 Z1(m) n B1(m);
con j = 1; 8j = 1; : : : ; t:
Demostracio´n. Por ser ~H1(m) 6= 0; podemos considerar el menor entero
t tal que exista
d =
tX
j=1
jFj 2 Z1(m) n B1(m);
con j 6= 0 8j = 1; : : : ; t: En tal caso, Fi 6= Fj 8i 6= j:
Supongamos como punto de partida que F1 = fi1; i2g: Entonces,
para algun 1 = 1;
@1d = 11(fi2g   fi1g) +    = 0:
En este caso, debe existir un conjunto Fj con j 6= 1, y tal que i2 perte-
nezca a el. Por comodidad de notacion, vamos a suponer que j = 2; y
que F2 = fi2; i3g: Es claro que i1 6= i3 porque F1 6= F2:
Analogamente, existe un conjunto F3 = fi3; i4g (t  3; primera
condicion de F hueco ) donde, trivialmente, i3 6= i4 y i4 6= i2: Veamos
las posibilidades de surgen:
Si i4 = i1; tenemos
F1 = fi1; i2g; F2 = fi2; i3g; F3 = fi3; i1g:
Entonces podemos denir los elementos
d1 = 1F1 + 21F2 + 31F3;
d2 = (2   21)F2 + (3   31)F3 +
tX
j=4
jFj;
con i = 1; y tales que @1d1 = 0, y por lo tanto d2 = d  
d1 2 Z1(m): Si suponemos que d2 6= 0; se tiene que, por ser t
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minimal, d2 2 B1(m): En este caso, d1 =2 B1(m); y entonces t =
3; luego d2 = 0: Tomando c = (1=1)d1 ya habramos terminado
la demostracion.
Si i4 6= i1; y sabiendo que i4 6= i2; e i4 6= i3; tenemos que t  4.
Al igual que antes, obtenemos que existe Fj = fi4; i5g; i5 6= i3; i4.
De nuevo vamos a considerar j = 4 por comodidad de nota-
cion.
Si tuviesemos el caso i5 = i1; podemos seguir el razonamiento
del punto anterior construyendo un elemento c =
P4
j=1 jFj 2
Z1(m) n B1(m); por lo que habramos terminado.
Si tuviesemos el caso i5 = i2; podemos seguir el razonamiento
del punto anterior construyendo un elemento c =
P4
j=2 jFj 2
Z1(m) n B1(m): Pero esto entra en contradiccion con t  4:
Por lo tanto, tomamos F5 = fi5; i6g y continuamos con este pro-
ceso.
Esta construccion es nita al existir un numero nito de posi-
bilidades para ij: Entonces, podemos concluir que existe
c =
tX
j=1
jFj 2 Z1(m) n B1(m);
con
F1 = fi1; i2g; F2 = fi2; i3g; F3 = fi3; i4g; : : : ; Ft = fit; i1g;
para unos determinados j = 1 8j = 1; : : : ; t. Lo que debemos probar
ahora es que el polgono ﬀ denido por F1; : : : ; Ft es ciertamente un
F hueco de m, donde F es el conjunto
t[
j=1
Fj: Para esto, solo nos queda
probar sobre ﬀ; la segunda condicion de la denicion de F hueco.
Supongamos que existe F0  F; F0 6= Fj; ]F0  2 y F0 2 m: En ese
caso, deben existir a su vez dos enteros ip; iq 2 F0 con p < q; tales que
fip; iqg 6= Fj 6= fiq; ipg 8j = 1; : : : ; t: Supongamos por comodidad que p = 1
y consideremos F00 = fi1; iqg: Entonces podemos rescribir c de la manera
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siguiente
c =
Pt
j=1 jFj + t+1F
00   t+1F00
= 1F1 + 2F2 +    + q 1Fq 1   t+1F00| {z }
c1
+t+1F
00 + qFq +    + tFt| {z }
c2
:
Para un determinado t+1 = 1; se tiene que c1; c2 2 Z1(m): Por lo
tanto, o bien c1 =2 B1(m) o c2 =2 B1(m) ya que c =2 B1(m): Esto entra en
contradiccion con que t es minimal.
Como aclaracion a la demostracion anterior, cabe decir que los
enteros i = 1 dependen directamente de la orientacion considerada
en m:
Usando este lema, construir el conjunto nito de chequeo, C;
pasa por encontrar una condicion sobre los m 2 S para que exista
un polgono ﬀ F hueco de m: Nosotros vamos a dar esta condicion
a traves de las bases de Hilbert de ciertos sistemas de ecuaciones
diofanticos.
Comencemos deniendo un orden sobre el semigrupo S:
Definicio´n IV–A.4 Sea >S el orden parcial sobre S denido por:m S m0 sim m0 2 S: Dado
un subconjunto H de S; diremos que m 2 H es S minimal en H si
m 6>S m0; 8m0 2 H:
La existencia de elementos S minimales en un subconjunto H 
S viene garantizada por ser S Nakayama, ya que esto nos asegura que
hay una cantidad nita de escrituras dem en funcion de los generado-
res de S ( [BCMP98b, proposicion 1.2]).
Supongamos que ﬀ es un F hueco de m; entonces, existe
(i) = ((i)1 ; : : : ; 
(i)
r t+2) 2 N(r t+2)t
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vericando8>>>>>><>>>>>>:
m   nF1 =
P
j2(nF)[F1 
(1)
j
nj mod a
m   nF2 =
P
j2(nF)[F2 
(2)
j
nj mod a
...
m   nFt 1 =
P
j2(nF)[Ft 1 
(t 1)
j
nj mod a
m   nFt =
P
j2(nF)[Ft 
(t)
j
nj mod a
)
8>>>>><>>>>>:
m = nF1 +AF1(1) mod a
m = nF2 +AF2(2) mod a
...
m = nFt 1 +AFt 1(t 1) mod a
m = nFt +AFt(t) mod a
donde AFi 2 M(h+s)(r t+2)(Z) es la matriz cuyas columnas son las de A
indicadas por el conjunto ( n F) [ Fi.
Dada fe1; : : : ; erg la base canonica de Nr, denimos
eFi := i(
X
j2Fi
ej);
con i : Nr ! Nr t+2 la proyeccion que elimina las coordenadas corres-
pondientes al conjunto F n Fi, 1  i  t.
Con las notaciones anteriores, tenemos que existe una upla de
uplas
 = ((1); (2); : : : ; (t)) 2 N(r t+2)t
tal que
m = AF1(1) = AF2(2) =    = AFt(t) mod a;
y  ﬂ eﬀ con eﬀ := (eF1 ; eF2 ; : : : ; eFt 1 ; eFt) 2 N(r t+2)t:
Entonces, la forma de conseguir elementos m 2 S tales que
ﬀ sea un F hueco de m; sera computar algunas N soluciones,  2
N(r t+2)t; de los sistemas de ecuaciones diofanticos0BBBBBBBBBB@
AF1  AF2 0 0 0 0 0
0 AF2  AF3 0 0    0 0
0 0 AF3  AF4 0 0 0
. . . . . . . . .
0 0 0 0 0 AFt 1  AFt
1CCCCCCCCCCA
0BBBBBBBBBB@
(1)
(2)
...
(t 1)
(t)
1CCCCCCCCCCA
= 0;
donde cada tramo de (h+s) las del sistema esta en congruencia modu-
lo a (mod a). Un sistema de la forma anterior lo denotaremos por
Aﬀ = 0 mod ~a;
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donde
Aﬀ :=
0BBBBBBBB@
AF1  AF2 0 0 0 0 0
0 AF2  AF3 0 0    0 0
0 0 AF3  AF4 0 0 0
. . .
. . .
. . .
0 0 0 0 0 AFt 1  AFt
1CCCCCCCCA 2 M(t 1)(h+s)(r t+2)t(Z);
y el smbolo mod ~a hace referencia a los tramos en congruencias.
Denimos ahora Rﬀ al conjunto de N soluciones
Rﬀ := f = ((1); : : : ; (t)) 2 N(r t+2)tj Aﬀ = 0 mod ~a;  ﬂ eﬀg:
Sea HRﬀ el conjunto de los elementos ﬂ  minimales de Rﬀ; y Rﬀ al
subconjunto de S;
Rﬀ := fp 2 Sj p = AF1(1) =    = AFt(t); ((1); (2); : : : ; (t)) 2 Rﬀg:
Sea
Cﬀ := fp 2 Sj p es S minimal en Rﬀg:
Relacionemos ahora todas estas deniciones y notaciones con
el lema IV{A.3, dando un nuevo resultado mediante el cual vamos a
poder atrapar los elementos de S con primera homologa no nula.
Proposicio´n IV–A.5 Si ~H1(m) 6= 0; entonces existe ﬀ un F hueco de m tal que m 2 Cﬀ:
Demostracio´n. Por el lema IV{A.3, tenemos que existe ﬀ un F hueco de
m cuyas caras Fi verican que
c =
tX
j=1
jFj 2 Z1(m) n B1(m);
para ciertos j = 1; 8j = 1; : : : ; t: Visto esto, es claro que m 2 Rﬀ:
Supongamos quem 2 RﬀnCﬀ: En este caso, debe existirm0 2 Cﬀ
y m00 2 S; tales que m = m0 +m00:
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Si m00 = 0; tendramos probado que m 2 Cﬀ; y por lo tanto
habramos concluido.
Supongamos entonces que m00 6= 0; m00 = rX
i=1
dini:
Las posibilidades que se plantean son:
Si i 2 F. Tomamos unndice l tal que i =2 Fl.
di 6= 0 ) m00   ni 2 S
m0 2 Cﬀ ) m0   nFl 2 S
9=; ) m   nFl   ni 2 S ) Fl [ fig 2 m:
Esto entra en contradiccion con el hecho de que ﬀ es un F hue-
co de m:
Si i =2 F.
di 6= 0 ) m00   ni 2 S
m0 2 Cﬀ ) m0   nFj 2 S
9=; ) m   nFj   ni 2 S; 8j = 1; : : : ; t:
Entonces, consideramos F0j = Fj [ fig 2 m; 8j = 1; : : : ; t: Es facil
ver que
c = @2(
tX
j=1
jF
0
j):
Esto es una contradiccion ya que c =2 B1(m). Gracamente lo
que ocurre es que la gura asociada con el F hueco es contractil
a un punto, tal y como se aprecia en la gura IV.2.
Figura IV.2. Homologa nula
Hemos probado pues que m 2 Cﬀ:
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Relacionados los elementos S minimales con el lema IV{A.3,
nos falta ver que los conjuntos Cﬀ son nitos y se pueden calcular
de manera efectiva. Para hacer esto vamos a considerar el conjunto
HRﬀ := fp 2 Sj p = AF1(1) =    = AFt(t);  = ((1); : : : ; (t)) 2 HRﬀg:
Por lo visto en el captulo II, y en particular por el lema de Dickson,
tenemos queHRﬀ es un conjunto nito, y por lo tanto tambien es nito
HRﬀ: En el siguiente resultado usamos este hecho para demostrar que
Cﬀ es nito.
Lema IV–A.6 Con las notaciones anteriores, se tiene que
Cﬀ  HRﬀ:
En particular, Cﬀ es nito.
Demostracio´n. Asumamos en un primer momento que m 2 Cﬀ n HRﬀ:
En particular tenemos que m 2 Cﬀ ) 9 = ((1); : : : ; (t)) 2 Rﬀ jm =
AF1(1) =    = AFt(t):
Al considerar que m =2 HRﬀ;  no puede ser ﬂ  minimal en
Rﬀ. Entonces, existen 0 2 HRﬀ y 00 N solucion de Aﬀ00 = 0 tal que
 = 0+00: Si consideramos el elementom0 = AF10(1) 2 HRﬀ; tenemos
quem m0 2 S; y por lo tantom no es S minimal en Rﬀ, porquem 6= m0.
Con ello hemos llegado a una contradiccion ya que m 2 Cﬀ.
Cﬀ es un conjunto nito al serlo HRﬀ:
Nota IV–A.7 Notese que el lema IV{A.6 nos relaciona los elementos S minimales de
Rﬀ con los ﬂ  minimales de Rﬀ; HRﬀ: Esto sera una pieza clave a la
hora de acotar el grado de las primeras sicigias del algebra k[S] que
veremos en V{B.3. De hecho, en dicha seccion acotaremos los grados
mediante su pertenencia a HRﬀ y no por estar en Cﬀ:
Aplicando ahora el lema IV{A.6, obtenemos un algoritmo para
el calculo de un conjunto nito C  S para chequear los elementos
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m 2 S tales que ~H1(m) 6= 0:
Algoritmo IV–A.8 Algoritmo de Chequeo
Entrada: un conjunto de generadores fn1; : : : ; nrg de S:
Salida: C un conjunto nito para chequear losm 2 S tales que ~H1(m) 6=
0:
1. G := ; y F := fF  P()j ]F  3g
2. Mientras F 6= ; :
a) Para F 2 F y 8ﬀ polgono cuyo conjunto de vertices
es F :
1) Calcular el subconjunto deN soluciones,HRﬀ1:
2) Calcular el conjunto Cﬀ a partir de HRﬀ2:
3) G = G [ f(m;ﬀ; F)jm 2 Cﬀg
b) F = F n F:
3. C := fm 2 Sjﬀ F   hueco de m y (m;ﬀ; F) 2 Gg
Este algoritmo (IV{A.8) nos permite enunciar el siguiente teore-
ma.
Teorema IV–A.9 El conjunto C1 de S-grados que aparecen en un sistema minimal de
generadores del primer modulo de sicigias de k[S]; puede ser calculado
de forma efectiva a traves de los complejos simpliciales m, m 2 S.
Demostracio´n. Inmediata del algoritmo IV{A.8.
1Mediante II{A.4 y los algoritmos de calculo de N soluciones del captulo II , se puede
obtener este conjunto calculando las N solucionesﬂ  minimales del sistema
Aﬀ =  Aﬀeﬀ:
2Usando el lema IV{A.6, podemos calcular Cﬀ comprobando si las diferencias de ele-
mentos de HRﬀ estan o no en S; i.e. son S minimales
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Usando III{A.4 hemos obtenido un nuevo algoritmo para compu-
tar un sistema minimal de generadores de N1: para todo m 2 C1, to-
mamos una base del espacio ~H1(m); y a partir de ellos calculamos una
base de V1(m) a traves del isomorsmo ~H1(m) = V1(m):
Corolario IV–A.10 Un conjunto minimal de generadores del primer modulo de sicigias de
k[S] puede ser determinado usando el algoritmo IV{A.8.
Con mas detalle, para construir a partir del algoritmo IV{A.8
la resolucion libre minimal de una variedad torica, hay que aplicar el
algoritmo III{A.5. El primer paso, el calculo del conjunto C1; se realiza
a partir de un conjunto nito que lo contiene, C; y que es la salida del
algoritmo IV{A.8. Una vez obtenido C; eliminamos de este conjunto los
elementosm 2 C  S tales que la homologa reducida asociada a m es
nula. El resultado de esta seleccion es el conjunto C1:
IV–B. NOTAS
Aunque el comportamiento computacional de los algoritmos
que hemos descrito en este captulo no es bueno, su importancia radica
en que nos permite comprender combinatoriamente el algebra asocia-
da a un semigrupo. Esta es la diferencia principal con los algoritmos
basados en bases de Grobner (ver [EIS95, teorema de Schreyer]), ya que
estos solo son una herramienta de calculo, y no una va de compren-
sion.
  
 
CAPITULO V
Calculo de la Resolucion
Libre Minimal
INTRODUCCIO´N
Como en captulos anteriores, vamos a considerar
S =< n1; : : : ; nr > Zh  Z=a1     Z=as
con a = (a1; : : : ; as) 2 Zs; y tal que S \ ( S) = f0g: Sea  = f1; : : : ; rg; y sea
Ci el conjunto
Ci := fm 2 S j ~Hi(m) 6= 0g:
En este captulo vamos a dar un conjunto nito de chequeo, C0i;
tal que si existe un elemento en un sistema minimal de generadores
del i esimo modulo de sicigia de k[S]; su grado pertenece a C0i; es decir,
Ci  C0i: Para ello generalizaremos los resultados obtenidos para i = 1
en el captulo anterior, sorteando los distintos problemas que surgen
al generalizar.
Ademas, a partir de los conjuntos C0i anteriores, acotaremos el
grado de los elementos que aparecen en un sistema minimal de gene-
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radores del i esimomodulo de sicigias de nuestra algebra k[S]: Comen-
zaremos dando una cota para la primera sicigia, y despues generaliza-
remos esta cota a cualquier sicigia. Por ultimo, explicitaremos una cota
para la regularidad de una variedad torica proyectiva, y un algoritmo
para calcular la propia regularidad.
V–A. CONJUNTO FINITO DE CHEQUEO
El siguiente lema va a ser una pieza clave en la generalizacion,
ya que al igual que IV{A.3, nos da una aproximacion de como son los
complejos simpliciales cuya i esima homologa es no nula. Gracias a
esta aproximacion, podremos dar un metodo de calculo de C0i:
Lema V–A.1 Supongamos que ~Hi(m) es no nula, y sea c 2 ~Zi(m) n ~Bi(m), c =Pt
j=1 jFj, j 2 k n f0g para cada j = 1; : : : ; t; tales que Fj 6= Fl si j 6= l.
Si F =
St
j=1 Fj; entonces se tiene que
8p 2 F 9q; 1  q  t j p =2 Fq y Fq [ fpg =2 m:
Demostracio´n. Comencemos probando que 8p 2 F; 9j; 1  j  t, tal que
p =2 Fj. Supongamos para ello lo contrario, es decir, p 2 F y p 2 Fj para
cualquier j; 1  j  t: En ese caso,
c0 =
tX
j=1
jFj(Fjnfpg)(Fj n fpg) 2 ~Ci 1(m):
Pero c0 = 0 porque @i(c) = 0; y por lo tanto j = 0, 8j = 1; : : : ; t: Esto no
es posible al ser c no nulo, luego ya hemos probado nuestro primer
paso en la demostracion.
Fijemos p 2 F y supongamos por comodidad que p =2 F1: Si
F1[fpg =2 m habramos terminado la prueba. En caso contrario, F1[fpg 2
m; consideramos el numero l := ]fj j p =2 Fjg y el conjunto F01 = F1[fpg.
Tomemos c1 := c 1F0
1
F1@i+1(F
0
1): Es claro que c1 2 ~Zi(m)n~Bi(m).
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Esta suma queda como sigue,
c1 =
tX
j=2
jFj +
X
dim(F0)=i;F0 6=F1
1F0
1
F0F
0:
Por lo tanto, c1 se puede reescribir como c1 =
Pt(1)
j=1 
(1)
j F
(1)
j , donde
(1)j 2 k n f0g para cualquier j = 1; : : : ; t(1); y F(1)j 6= F(1)k si j 6= k: Sea
l(1) := ]fj j p =2 F(1)j g y sea F(1) :=
St(1)
j=1 F
(1)
j : Estos dos elementos satisfacen
las siguientes propiedades:
()1 : ]F(1)  ]F:
()1 : Si p =2 F(1)j ; existe q; 2  q  t tal que F(1)j = Fq:
(  )1 : l(1) < l.
En realidad, para construir c1; solo hemos reemplazado en c; la
cara F1 por varias caras distintas a F1 que s contienen a p:
Vamos a continuar con este proceso mediante una induccion en
]F:
Si ]F es mnimo, tenemos la igualdad ]F(1) = ]F: En cualquier
caso, nuestro nuevo conjunto F(1) sigue vericando que p 2 F(1) y que
l(1) 6= 0: Por razonamientos analogos al anterior, ahora sobre c1; sabe-
mos que existe j; 1  j  t(1); tal que p =2 F(1)j ; luego, por ()1; F(1)j = Fq
para algun q; 2  q  t: Si F(1)j [ fpg =2 m; habramos terminado. En
caso contrario, F(1)j [ fpg 2 m; podemos construir a partir de c1; y de
manera analoga a su obtencion, un nuevo elemento c2 2 ~Zi(m)n~Bi(m);
c2 =
Pt(2)
j=1 
(2)
j F
(2)
j donde 
(2)
j 2 k n f0g para cualquier j = 1; : : : ; t(2), y tal
que F(2)j 6= F(2)k si j 6= k: Deniendo l(2) := ]fj j p =2 F(2)j g; y F(2) :=
St(2)
j=1 F
(2)
j
obtenemos de nuevo:
()2 : ]F(2)  ]F(1):
()2 : Si p =2 F(2)j ; existe q; 2  q  t(1) tal que F(2)j = F(1)q :
(  )2 : l(2) < l(1):
De nuevo tenemos en ()2 la igualdad porque ]F es mnimo, y
de nuevo p 2 F(2) y l(2) 6= 0:Nuestro resultado se obtiene por recurrencia
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ya que este proceso termina en un numero nito de pasos gracias a la
propiedad (  ):
Supongamos ahora que nuestro resultado es cierto para cual-
quier c0 2 ~Zi(m) n ~Bi(m); c0 = Pt0j=1 0jF0j donde 0j 2 k n f0g para cualquier
j = 1; : : : ; t0; F0j 6= F0l si j 6= l; y con ]F0 < ]F donde F0 = St0j=1 F0j: Entonces:
Si en ()1 no se alcanza la igualdad, es suciente aplicar la
hipotesis de induccion a c1: Entonces obtenemos que existe
F(1)j tal que p =2 F(1)j y F(1)j [ fpg =2 m: Por ()1; F(1)j = Fq con
2  q  t; luego habramos terminado.
Si en ()1 se alcanza la igualdad, repetimos el mismo argumen-
to que en el caso ]Fmnimo. Si no terminamos, construimos c2
como antes. De nuevo, obtenemos el resultado por induccion
si en ()2 no se tiene la igualdad. En otro caso continuamos
este proceso, el cual es nito ya que la propiedad (  ) nos
lo garantiza.
Con ello ya hemos probado el resultado.
Este lema (V{A.1) asocia a cadam 2 S con ~Hi(m) 6= 0 un conjunto
F   y una serie de subconjuntos F1; : : : ; Ft 2 m tales que:
1. F =
St
j=1 Fj
2. dim(Fj) = i, 8j = 1; : : : ; t
3. F =2 m
Usaremos estas propiedades para dar unas nuevas deniciones
sobre subconjuntos de :
Definicio´n V–A.2 Sea el conjunto F  ; diremos que ﬁ = fF1; : : : ; Ftg es una i triangulacion
de F si se satisfacen las siguientes propiedades:
1. dim(Fj) = i, 8j = 1; : : : ; t
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2. F =
St
j=1 Fj
Ademas, diremos que ﬁ es una i triangulacion de F en m, con
m 2 S, si Fj 2 m, 8j = 1; : : : ; t, y F =2 m.
Notese que ﬁ = fF1; : : : ; Ftg es una triangulacion de F en caras
de m de dimension i: Esto es una generalizacion de la denicion de
F hueco, ya que un F hueco es un tipo especial de 1 triangulacion de
F en m:
En el siguiente ejemplo tenemos una 2 triangulacion de un com-
plejo simplicial.
Ejemplo V–A.3 Fijado F = f1; : : : ; 9g; y el complejo m dado por la gura V.1 podemos
Figura V.1. i triangulacion
1
2
3
4
5
67
8
9
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denir ﬁ como una 2 triangulacion de F en m;
F1 = f1; 2; 8g F2 = f1; 2; 9g
F3 = f2; 3; 8g F4 = f2; 3; 9g
F5 = f3; 4; 8g F6 = f3; 4; 9g
F7 = f4; 5; 8g F8 = f4; 5; 9g
F9 = f5; 6; 8g F10 = f5; 6; 9g
F11 = f6; 7; 8g F12 = f6; 7; 9g
F13 = f7; 1; 8g F14 = f7; 1; 9g
ﬁ = fF1;    ; F14g
Tenemos un resultado, analogo al lema IV{A.3, que nos rela-
ciona las triangulaciones con los elementos en S tales que su i esima
homologa es no nula.
Lema V–A.4 Si ~Hi(m) es no nula, entonces existe un conjunto F   y ﬁ una i trian-
gulacion de F en m.
Demostracio´n. Es suciente tomar el elemento c 2 ~Zi(m) n ~Bi(m) y los
conjuntos F; F1; : : : ; Ft como en el lema V{A.1.
Notese que dado un elemento del semigrupo, m 2 S; ni el con-
junto F ni la triangulacion ﬁ anteriores son unicos en general. Veamos
mediante el siguiente ejemplo que, dado un conjunto F; pueden existir
triangulaciones de distinta forma.
Ejemplo V–A.5 Dado el mismo conjunto F = f1; : : : ; 9g del ejemplo V{A.3, podemos con-
siderar sobre el una 2 triangulacion correspondiente a la gura V.2
dada por
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Figura V.2. Triangulacion del Toro
1 4 5 1
3
2
1 4 5 1
3
2
6 7
8 9
F1 = f1; 3; 4g F2 = f3; 4; 6g F3 = f3; 6; 2g
F4 = f2; 6; 8g F5 = f2; 8; 1g F6 = f1; 8; 4g
F7 = f4; 6; 5g F8 = f6; 5; 7g F9 = f6; 7; 8g
F10 = f7; 8; 9g F11 = f8; 9; 4g F12 = f9; 4; 5g
F13 = f5; 1; 7g F14 = f1; 7; 3g F15 = f7; 3; 9g
F16 = f3; 9; 2g F17 = f9; 2; 5g F18 = f2; 5; 1g
ﬁ = fF1;    ; F18g
Supongamos que ﬁ = fF1; : : : ; Ftg es una i triangulacion de F en
m: Demanera similar a lo que hicimos con los F huecos, vamos a bus-
car nuestras triangulaciones a traves de unos determinados sistemas
diofanticos que pasamos a construir.
Recordemos que la propiedad Fi 2 m; es equivalente am nFi 2
S: Esto signica que existen j 2 N tales que m = Prj=1 jnj; con j  1
para cualquier j 2 Fi: Recordemos tambien que A es la matriz cuyas
columnas son los generadores de S; considerados sus elementos sin
congruencias, i.e. A := (n1j : : : jnr) 2 M(h+s)r(Z):
Denotaremos por eFl 2 Nr al vector con todas sus coordenadas
nulas salvo la j esima que vale 1 para todo j 2 Fl: Notese que esta
denicion de eFl es distinta de la aparecida en el captulo IV.
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Consideremos la matriz con coecientes enteros
A(t) :=
0BBBBBBBBBB@
A  A 0 0 0 0 0
0 A  A 0 0    0 0
0 0 A  A 0 0 0
. . . . . . . . .
0 0 0 0 0 A  A
1CCCCCCCCCCA
2 M(h+s)(t 1)rt(Z)
y eﬁ := (eF1 ; : : : ; eFt) 2 Nrt:
Entonces de cada ﬁ i triangulacion de F en m, se obtiene un
vector  = ((1); : : : ; (t)) 2 Nrt vericando:
1. A(t) = 0 mod ~a:
2.  ﬂ eﬁ
3. m = A(1) = : : : = A(t):
Como ya vimos en el captulo dedicado al calculo deC1; estamos
buscando los elementos m 2 S tal que ~Hi(m) 6= 0; luego tenemos que
proceder de manera inversa.
Fijemos F   y ﬁ = fF1; : : : ; Ftg una i triangulacion de F; y con-
sideremos ahora que m no esta jada. Vamos a buscar entonces los
elementos m 2 S tales que ﬁ es una i-triangulacion de F en m: De
manera analoga al captulo IV, denimos los conjuntos:
Rﬁ := f = ((1); : : : ; (t)) 2 Nrt j A(t) = 0 mod ~a;  ﬂ eﬁg;
Rﬁ := fm 2 S j m = A(1);  = ((1); (2); : : : ; (t)) 2 Rﬁg:
Gracias al lema V{A.1, sabemos que sim 2 S verica que ~Hi(m) 6=
0, podemos encontrar un conjunto de vertices F y una ﬁ i triangula-
cion de F; tal que m 2 Rﬁ. Tenemos pues que
Ci [
F
[
ﬁ
Rﬁ;
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donde la union es sobre todas las ﬁ i triangulaciones de F; y F   con
]F  i + 2 (F proviene del lema V{A.1).
Como ya vimos, los conjuntos Rﬁ no son, en general, nitos,
pero si lo son los conjuntos formados por sus elementos ﬂ  mini-
males HRﬁ := f 2 Rﬁ j  es minimal para ﬂg: A partir de estos,
denimos en S una serie de subconjuntos nitos con los que vamos a
calcular Ci;
HRﬁ := fm 2 S j m = A(1);  = ((1); (2); : : : ; (t)) 2 HRﬁg
y
Cﬁ := fm 2 S j m es S minimal en Rﬁg:
El conjunto HRﬁ es nito por serlo HRﬁ; y Cﬁ es tambien nito por
estar contenido en HRﬁ como nos prueba el siguiente lema.
Lema V–A.6 En las condiciones anteriores,
Cﬁ  HRﬁ:
En particular, Cﬁ es nito.
Demostracio´n. Esta demostracion es analoga a la del lema IV{A.6.
Estamos ya en condiciones de dar, al igual que para el caso de
la primera sicigia IV{A.5, un resultado que nos atrape los elementos
de S cuya i esima homologa es no nula.
Proposicio´n V–A.7 Si m 2 S y ~Hi(m) 6= 0, entonces existe un conjunto de vertices, F  
con ]F  i + 2; y una ﬁ i-triangulacion de F en m; tal que m 2 Cﬁ:
Demostracio´n. Al suponer que ~Hi(m) 6= 0, existe un elemento no nulo
en este conjunto, c 2 ~Zi(m) n ~Bi(m); vericando que c = Ptj=1 jFj; con
j 2 k n f0g para cualquier j = 1; : : : ; t, y con Fj 6= Fl si j 6= l. Por V{A.1,
tomando F =
St
j=1 Fj y ﬁ = fF1; : : : ; Ftg, tenemos que ﬁ es una i trian-
gulacion de F en m y que m 2 Rﬁ: Falta probar que, efectivamente,
m 2 Cﬁ:
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Al estarm 2 Rﬁ; tenemos que es suma de un elemento S mini-
mal en Rﬁ; m0 2 Cﬁ; y de un elemento m00 2 S : m = m0 +m00: Si m00 = 0;
tendramos que m = m0 2 Cﬁ y habramos terminado la demostracion.
Supongamos que m00 6= 0: m00 2 S implica directamente que
admite una escritura del tipo m00 = Prj=1 jnj con j 2 N para cual-
quier j; 1  j  r. Por comodidad en la demostracion, supongamos
que 1 6= 0: Si 1 2 F, aplicamos el lema V{A.1 para p = 1: Entonces,
existira q; 1  q  t; tal que 1 =2 Fq y Fq [ f1g =2 m: En cualquier caso,
m0   nFq 2 S porque m0 2 Cﬁ; y m00   n1 2 S porque 1 6= 0: Tenemos
entonces quem nFq  n1 = m0 +m00  nFq  n1 2 S: Este hecho contradice
que Fq [ f1g =2 m y por lo tanto se deduce que 1 =2 F.
Al no estar 1 en F y serm = m0+m00; tenemos quem nFj  n1 2 S;
para cualquier j. Sea F0j = Fj [ f1g 2 m y sea
c0 =
tX
j=1
jF
0
j 2 ~Ci+1(m):
Vamos a probar que @i+1c
0 = c: Para simplicar los calculos va-
mos a considerar la orientacion natural sobre las caras de m:
Como @ic = 0; tenemos que
tX
j=1
jFjF0 = 0; para todo F
0 con dim(F0) = i   1: (V{A.1)
Por otro lado
@i+1(c
0) =
X
dim(F00)=i
0@ tX
j=1
jF0
j
F00
1A F00:
Vamos a probar que
c =
X
1=2F00
0@ tX
j=1
jF0
j
F00
1A F00 (V{A.2)
y
0 =
X
12F00
0@ tX
j=1
jF0
j
F00
1A F00: (V{A.3)
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Si 1 =2 F00 y F0
l
F00 6= 0; para algun 1  l  t; tenemos que 1 =2 F00 
F0l = Fl [ f1g; y entonces F00 = Fl: En cualquier caso, l es unica y tenemos
tX
j=1
jF0
j
F00 = lF0
l
F00 = l:
Esto prueba (V{A.2).
Para probar (V{A.3), supongamos que 1 2 F00 y que F0
l
F00 6= 0; para
algun 1  l  t: Como 1 2 F00  F0l; tenemos que F00 = f1g [ F0 con F0  F0l
y dim(F0) = i   1: Ademas como F0
j
F00 =  FjF0 y usando (V{A.1), tenemos
(V{A.3).
Esto prueba que @i+1c
0 = c; y por lo tanto c 2 ~Bi(m); llegando
a una contradiccion. La contradiccion surge de suponer que m00 6= 0;
luegom00 es realmente el elemento neutro de S; probandose as nuestro
resultado.
Por la proposicion anterior (V{A.7) tenemos la inclusion
Ci [
F
[
ﬁ
Cﬁ;
donde F  , ]F  i + 2; y ﬁ es una i triangulacion de F: Al ser cada Cﬁ
nito (lema V{A.6), hemos encontrado un conjunto nito conteniendo a
Ci: Podramos considerar ya este conjunto como C
0
i; pero aun podemos
anar un poco mas el resultado mediante el siguiente hecho: sim 2 Cﬁ
con ﬁ = fF1; : : : ; Ftg i triangulacion de F, tenemos la garanta de que
Fj 2 m; 8j; 1  j  t, pero puede ocurrir que F 2 m; es decir, ﬁ sea
una i triangulacion de F; pero no una i triangulacion de F en m: Para
descartar ese caso, denimos los conjuntos
C0ﬁ := fm 2 Cﬁ j F =2 mg;
que lo excluyen, y sus uniones
Ci(F) :=
[
ﬁ
C0ﬁ:
El siguiente teorema nos da, para cada i; un conjunto nito que
contiene a los grados que aparecen en un sistema minimal de genera-
dores del i esimo modulo de sicigias de k[S]:
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Teorema V–A.8 El conjunto, Ci, de los S grados de las i esimas sicigias minimales de
k[S], esta contenido en el conjunto nito
C0i :=
[
F;]Fi+2
Ci(F):
Al igual que ocurra en el captulo IV, la construccion de C0i pue-
de realizarse de manera efectiva, ya que estamos calculando N solu-
ciones a sistemas diofanticos. Por lo tanto, tenemos un algoritmo pa-
ra construir un conjunto de grados que contienen al conjunto forma-
do por los grados de un sistema minimal de generadores del i esimo
modulo de sicigias del algebra k[S]:
Algoritmo V–A.9 Algoritmo de Chequeo
Entrada: un conjunto de generadores fn1; : : : ; nrg de S:
Salida: C0i un conjunto nito para chequear losm 2 S tales que ~Hi(m) 6=
0:
1. G := ; y F := fF  P()j ]F  i + 2g
2. Mientras F 6= ; :
a) Para F 2 F y 8ﬁ i triangulacion de F :
1) Calcular el subconjunto deN soluciones,HRﬁ1:
2) Calcular el conjunto Cﬁ a partir de HRﬁ2:
3) G = G [ f(m; ﬁ; F)jm 2 Cﬁg
b) F = F n F:
3. C0i := fm 2 Sj (m; ﬁ; F) 2 G; F =2 mg
Este algoritmo (V{A.9) nos permite enunciar el siguiente teore-
ma analogo a IV{A.9.
1Calculo analogo a IV{A.8.
2Calculo analogo a IV{A.8.
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Teorema V–A.10 El conjunto Ci de S-grados que aparecen en un sistema minimal de ge-
neradores del i esimo modulo de sicigias de k[S]; puede ser calculado
de forma efectiva a traves de los complejos simpliciales m, m 2 S.
Demostracio´n. Inmediata del algoritmo V{A.9.
Este teorema, junto con el algoritmo III{A.5, nos permiten enun-
ciar el siguiente corolario.
Corolario V–A.11 Un conjunto minimal de generadores del i esimo modulo de sicigias
de la resolucion libre minimal de una variedad torica puede ser deter-
minado usando el algoritmo V{A.9.
La forma de obtener el conjunto minimal de generadores que
nos reere el corolario anterior pasa por aplicar III{A.5. Una vez ob-
tenido un superconjunto nito C0i que contiene a Ci; hay que eliminar
de C0i los elementos cuya homologa asociada a su complejo simplicial
sea nula. As obtenemos el conjunto Ci: Con esto queda justicado que
III{A.5 es un algoritmo.
V–B. COTAS DE LOS S GRADOS
Como ya hemos visto, nuestros conjuntos de chequeo, ya sean
para la primera como para la i esima sicigia, se obtienen a traves de
una serie de subconjuntos de ciertas N soluciones minimales de ecua-
ciones diofanticas. Vamos a usar este hecho para dar una cota de los
grados que aparecen en un sistema minimal de generadores del i esi-
mo modulo de sicigias de k[S]: Nuestras cotas solo dependeran de los
generadores del semigrupo.
Para obtener estas cotas, vamos a recurrir a las cotas sobre las
N soluciones que hemos dado en la seccion II{B, y en particular usa-
remos la dada por Pottier, (II{B.3).
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Sea
T :=
0BBBBBBBBBBBBBBBBBBBB@
0 0 0 0 0 0 0    0 0
. . . . . . . . .
0 0 0 0 0 0 0 0 0
a1  a1 0 0 0 0 0 0 0
0 0 a2  a2 0 0 0    0 0
0 0 0 0 a3  a3 0 0 0
. . . . . . . . .
0 0 0 0 0 0 0 as  as
1CCCCCCCCCCCCCCCCCCCCA
2 M(Z)(h+s)2s:
Denotaremos por ~T a la matriz0BBBBBBBBBB@
T 0 0 0
0 T 0    0
0 0 T 0
. . . . . .
0 0 0 T
1CCCCCCCCCCA
2 M(Z)(t 1)(h+s)2s(t 1):
Fijemos m 2 Ci: Aplicando la proposicion V{A.7, sabemos que
existe un conjunto F  , con ]F  i + 2; y existe ﬁ una i triangulacion
de F en m; tal que m 2 Cﬁ: Hemos visto tambien que por el lema V{
A.6, m 2 HRﬁ: Y entonces existe  2 HRﬁ tal que m = A(1), donde
 = ((1); : : : ; (t)):
Tenemos que  2 HRﬁ si y solo si
   eﬁ 2 Hf 2 Nrt j A(t)( + eﬁ) = 0 mod ~ag
y si y solo si existe  2 N2s tal que
(   eﬁ; ; 1) 2 Hf 2 Nrt+2sjAﬁ = 0g;
con Aﬁ := (A(t)j~TjA(t)eﬁ) 2 M(h+s)(t 1)(rt+2s(t 1)+1)(Z): Notese que eﬁ sigue
la denicion dada en V{A para i triangulaciones.
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Lema V–B.1 Con las notaciones anteriores, se tiene
jj(   eﬁ; ; 1)jj1  (1 + 2max
j
fjajjg + 4jjAjj1)(h+s)(di 1);
con di :=
0@ r
i + 1
1A.
Demostracio´n. Usando los razonamientos anteriores, hemos llegado a
que (   eﬁ; ; 1) 2 H(Aﬁ). Por (II{B.3)
jj(   eﬁ; ; 1)jj1  (1 + jjAﬁjj1)(h+s)(t 1):
Como la matriz Aﬁ tiene (h + s)(t   1) las, donde ]ﬁ = t; ﬁ =
fF1; : : : ; Ftg; Fj  F; y ]Fj = i + 1; para cualquier j: Entonces t = ]ﬁ 0@ ]F
i + 1
1A  0@ r
i + 1
1A = di; y por lo tanto, (h + s)(t   1)  (h + s)(di   1).
Veamos ahora que jjAﬁjj1  4jjAjj1 + 2maxfjajjg:
jjAﬁjj1  jjA(t)jj1 + jj~Tjj1 + jjA(t)eﬁjj1
= 2jjAjj1 + 2maxfjajjg + jjA(t)eﬁjj1
 2jjAjj1 + 2maxfjajjg + 2jjAjj1
= 4jjAjj1 + 2maxfjajjg:
Aplicando este resultado a los grados de la resolucion, obtene-
mos el siguiente teorema.
Teorema V–B.2 Si m 2 S es un S grado de una i sicigia minimal de k[S], entonces
m = Ax con x 2 Nr tal que
jjxjj1  (1 + 2maxfjajjg + 4jjAjj1)(h+s)(di 1) + (i + 1)di   1;
donde di =
0@ r
i + 1
1A.
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Demostracio´n. Con la notacion del lema V{B.1 tenemos m = A(1) con
 = ((1); : : : ; (t)) vericando el lema. Para la demostracion es suciente
notar que
jj(1)jj1  jjjj1 = jj eﬁ+eﬁjj1  jj eﬁjj1+jjeﬁjj1  jj( eﬁ; ; 1)jj1 1+(i+1)t:
Ahora por V{B.1, jj(1)jj1  (1+2maxfjajjg+4jjAjj1;1)(h+s)(di 1) +(i+
1)di   1.
En el caso i = 1; puede conseguirse una sustancial mejora en
la cota anterior. Dicha mejora proviene de que un F hueco es un tipo
especial de 1 triangulacion.
En
M(t 1)(h+s)((r t+2)t+2s(t 1))(Z);
consideramos la matriz
~Aﬀ :=
0BBBB@
AF1  AF2 0 0 0 0 0 T 0 0 0
0 AF2  AF3 0 0    0 0 0 T 0    0
0 0 AF3  AF4 0 0 0 0 0 T 0
. . .
. . .
. . .
. . .
. . .
0 0 0 0 0 AFt 1  AFt 0 0 0 T
1CCCCA
Vamos a denir unos enteros positivos que dependen directa y
exclusivamente del conjunto de generadores tomados en S : sea
D := max polgono sobre F,FfDg
con
D := supifX
j
j(A j Ae)(i; j)jg 2 N:
Obtenemos as el siguiente resultado que nos da una cota sobre
la escritura de los S grados de los sistemas minimales de generadores
de las primeras sicigias de k[S]:
Teorema V–B.3 Seam 2 S un grado de un elemento minimal de un sistema homogeneo
de generadores del primer modulo de sicigias de k[S]: Entonces 9 2 Nr
tal que m = A y jjjj1 es a lo mas
(1 + 2maxi=1;:::;sfjaijg + D)(h+s)(r 1) + 2r   1:
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En cualquier caso, este grado es simplemente exponencial en el nume-
ro de variables.
Apliquemos estos resultados a acotar la regularidad de una va-
riedad torica.
V–C. REGULARIDAD DE UNA VARIEDAD TO´RICA PROYECTIVA
Vamos a suponer que I es un ideal homogeneo para la gradua-
cion natural. Esto es equivalente a que exista un vector w 2 Qh tal que
ni w = 1; 8i = 1; : : : ; r ([STU91, lema 4.14]). Geometricamente, I dene
una variedad proyectiva en Pr 1(k): Notese que si f 2 I es S-homogeneo
de grado m 2 S; se tiene que grado(f) = jjjj1, para  2 Nr con A = m:
En este caso el semigrupo S es libre de torsion.
Supongamos que ff1; : : : ; fbg es un sistema minimal de generado-
res de I; con S   grado(fi) = pi 2 S y grado(fi) = jjijj1; donde pi = Ai;
1  i  b. Si g = (g1; : : : ; gb) 2 N1 es una primera sicigia de S grado
m 2 S; entonces S   grado(gi) = m   pi y grado(gi) = jjijj1 donde
Ai = m   pi. Ademas, m = A(i + i) y grado(g) = jji + ijj1.
En general, si h = (h1; : : : ; hbi) 2 Ni es una i sicigia de S grado
m 2 S; se tiene que grado(h) = jjjj1; para  2 Nr tal que m = A:
As obtenemos una cota para la regularidad de Castelnuovo-
Mumford de I:
Teorema V–C.1 Con las notaciones anteriores,
reg(I)  (1 + 4jjAjj1)h(d 1) + (r + 1)(d   1)
donde d =
0@ r
br=2c
1A :
Demostracio´n. La regularidad de I es reg(I) = max1irfti   ig; donde ti es
el maximo grado de las i sicigias de I (ver [BS87]).
Por el teorema V{B.2,
ti  (1 + 4jjAjj1)h(di 1) + (i + 1)di   1;
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con di =
0@ r
i + 1
1A : Es facil ver que di  d; para cualquier i: Entonces
ti   i  (1 + 4jjAjj1)h(d 1) + (r + 1)(d   1):
Ahora es suciente considerar el maximo de estas diferencias.
Para concluir, veamos que no es necesario calcular la resolucion
minimal de I para dar de manera efectiva su regularidad.
Algoritmo V–C.2 Calculo de la Regularidad
Entrada: Un conjunto de generadores fn1; : : : ; nrg de S (todos ellos en
un hiperplano racional).
Salida: La regularidad del ideal I de S:
1. Para cualquier i; 1  i  r
Calcular C0i (teorema V{A.8).
Chequear los elementos m 2 C0i tales que ~Hi(m) 6= 0 y
obtener Ci:
Calcular ti = fjjjj1 j m = A 2 Cig:
2. reg(I) = maxfti   i j i = 1; : : : ; rg:
  
 
CAPITULO VI
Ejemplos
En este captulo vamos a desarrollar una serie de ejemplos para
aclarar el funcionamiento de algunos algoritmos dados en la memoria.
La gran mayora de los ejemplos han sido construidos a partir del sof-
tware implementado por nosotros mismos en MapleV3. Por ello, da-
mos unas peque~nas notas de como realizar parte del calculo mediante
dicho software.
VI–A. IDEAL DE SEMIGRUPO
Como ejemplo ilustrativo de calculo del ideal de un semigrupo
con torsion, vamos a aplicar el algoritmo I{D.2 al siguiente semigrupo:
S =< (2; 0; 1; 0); (0; 1; 0; 1); (1; 0; 0; 2); (0; 1; 3; 0); (3; 0; 0; 1); (1; 1; 1; 1) > Z3  Z=3Z;
obteniendo un sistema de generadores minimal del ideal de S en
k[x1; x2; x3; x4; x5; x6]:
Para ello construimos en primer lugar el semigrupo de Z4 :
S0 =< (2; 0; 1; 0); (0; 1; 0; 1); (1; 0; 0; 2); (0; 1; 3; 0); (3; 0; 0; 1); (1; 1; 1; 1); (0; 0; 0; 3) > :
Sea C0 un conjunto de generadores del retculo ker(S0); es decir, el
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nucleo entero de la matriz0BBBBBB@
2 0 1 0 3 1 0
0 1 0 1 0 1 0
1 0 0 3 0 1 0
0 1 2 0 1 1 3
1CCCCCCA :
C0 =f( 1; 1; 2; 0;  1;  1;  1 ); ( 0; 2; 0; 1; 1;  3; 0 ); ( 3; 1;  3;  1;  1; 0; 2 )g:
Un sistema de generadores del retculo ker(S); C; lo obtenemos
proyectando C0 sobre sus seis primeras coordenadas:
C =f( 1; 1; 2; 0;  1;  1 ); ( 0; 2; 0; 1; 1;  3 ); ( 3; 1;  3;  1;  1; 0 )g
Ahora tenemos que calcular el ideal de ker(S) para obtener el
ideal de S: Este paso lo vamos a realizar usando el algoritmo I{C.12.
Partimos del sistema de generadores, C; del retculo ker(S): Un
sistema de generadores ortogonal (ver I{C.10) de este retculo viene
dado por las las de la matriz0BBB@ 1 1 2 0  1  12 4 4 1  1  5
11 17 13 3  5  20
1CCCA
Con la notacion de I{C.12, tenemos que: A = f5; 6g y
CA = f(1; 1; 2; 0; 1; 1); (2; 4; 4; 1; 1; 5); (11; 17; 13; 3; 5; 20)g:
El sistema de generadores de JCA es
GA =
h
x1 x2 x3
2 x5 x6   1; x12 x24 x34 x4 x5 x65   1; x111 x217 x313 x43 x55 x620   1
i
Tomamos a = 5 2 A y consideramos la base de Grobner reduci-
da de JCA respecto del orden lexicograco inducido por x5 > x1 > x2 >
x3 > x4 > x6 :h
x5   x22 x4 x63; x1   x42 x65 x37 x23;  1 + x43 x69 x39 x26
i
Por lo tanto, Gf6g es el resultado de aplicar Tf5g al conjunto anterior,
Gf6g =
h x22 x4 x63 x5 + 1; x1   x42 x65 x37 x23;  1 + x43 x69 x39 x26i
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y A = A n f5g = f6g:
Una base de Grobner de JCA respecto del orden lexicograco
inducido por x6 > x1 > x2 > x3 > x4 > x5 es:h
x2
2 x4 x6
3 x5   1;  x35 + x62 x22 x5 x12;  x1 x32 + x62 x2 x4 x52;
 x5 + x1 x2 x32 x6; x1 x2 x6 x52   x37;  x12 + x6 x35 x4; x6 x4 x53   x12 x34;
 x33 x4 x5 + x13 x2;  x53 + x39
i
Por lo tanto, el conjunto G; igual ah  x63 + x22 x4 x5;  x62 x35 + x22 x5 x12;  x1 x32 x62 + x2 x4 x52;
 x6 x5 + x1 x2 x32;  x37 x6 + x1 x2 x52;  x12 x6 + x35 x4;  x12 x34 x6 + x4 x53;
 x33 x4 x5 + x13 x2;  x53 + x39
i
;
es un sistema de generadores de Iker(S): Tenemos as un sistema de ge-
neradores del ideal de S:
Notese que S es Nakayama, ya que en el conjunto anterior no
hay ningun binomio de S grado cero (I{B.4). As podemos considerar
el siguiente sistema irreducible de generadores del ideal de S con la
seguridad de que es minimal, i.e. de cardinal mnimo,h  x33 x4 x5 + x13 x2;  x62 x35 + x22 x5 x12; x12 x6   x35 x4;  x6 x5 + x1 x2 x32;
 x37 x6 + x1 x2 x52; x1 x32 x62   x2 x4 x52;  x63 + x22 x4 x5;  x53 + x39
i
Si queremos realizar este calculo usando el software desarro-
llado por nosotros, debemos realizar en MapleV3 los siguientes pasos:
>read totsemig:
>S:=[[2,0,1,0],[0,1,0,1],[1,0,0,2],[0,1,3,0],[3,0,0,1],[1,1,1,1],[3]]:
>totsemig(S);
Ideal de Semigrupo;
h  x63 + x22 x4 x5;  x62 x35 + x22 x5 x12;  x1 x32 x62 + x2 x4 x52;
 x6 x5 + x1 x2 x32;  x37 x6 + x1 x2 x52;  x12 x6 + x35 x4;  x12 x34 x6 + x4 x53;
 x33 x4 x5 + x13 x2;  x53 + x39
i
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Base de Grobner del Ideal;
h  x33 x4 x5 + x13 x2;  x62 x35 + x22 x5 x12; x12 x6   x35 x4;
 x6 x5 + x1 x2 x32;  x37 x6 + x1 x2 x52; x1 x32 x62   x2 x4 x52;
 x2 x37 x4 + x1 x62 x5; x1 x65   x23 x42 x37;  x63 + x22 x4 x5;  x53 + x39
i
h  x33 x4 x5 + x13 x2;  x62 x35 + x22 x5 x12; x12 x6   x35 x4;  x6 x5 + x1 x2 x32;
 x37 x6 + x1 x2 x52; x1 x32 x62   x2 x4 x52;  x63 + x22 x4 x5;  x53 + x39
i
La salida nal es un sistema minimal de generadores del ideal
de S en k[x1; x2; x3; x4; x5; x6]:
VI–B. SISTEMAS DIOFA´NTICOS
Veamos ejemplos de algunos algoritmos del captulo II.
N solucio´n Particular
El siguiente ejemplo nos ilustra el algoritmo II{D.5. Para ello
consideremos el sistema diofantico no homogeneo en congruencias:
(Sist) 
8>>>>><>>>>>:
4x1  x2 +7x4  2x5 +3x6 = 3
x1  2x2  x4  x5 = 4 mod5
4x1  7x2  3x3 +x5 =  2 mod2
5x1 +2x3 +2x4 +x5 +x6 = 2 mod3
Para calcular una N solucion particular (caso de existir) del sis-
tema (Sist); construimos en primer lugar el semigrupo, S  Z  Z=5Z 
Z=2Z  Z=3Z; formado por las columnas el sistema:
< (4; 1; 4; 5); ( 1;  2;  7; 0); (0; 0;  3; 2); (7;  1; 0; 2); ( 2; 1; 1; 1); (3; 0; 0; 1); (3; 4;  2; 2) >
El paso siguiente es computar el ideal de dicho semigrupo (usaremos
I{D.2), obteniendo un conjunto, C; igual a:h
x1   x64 x54; x2   x6 x76 x511;  x515 x710 + x3; x4   x72 x54 x63; x518 x712   1;
x7
14 x5
6   x610;  x715 + x615
i
Como el semigrupo es no Nakayama, x127   1 2 C; tenemos que
calcular un base de Grobner del ideal respecto de un orden donde x7 es
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la variable con mayor peso. En este caso vamos a considerar en orden
lexicograco inducido por x7 > x1 > x2 > x3 > x4 > x5 > x6 :h
x7   x56 x65; x1   x64 x54; x2   x631 x547; x3   x650 x575; x4   x516 x613; x660 x590   1
i
Una N solucion particular de sistema nos la da el binomio x7  
x65x
5
6; i.e. [0; 0; 0; 0; 6; 5]:
Si se quieren utilizar las rutinas implementadas por nosotros
en MapleV3, debe tenerse en cuenta que en la implementacion de este
algoritmo se ha considerado no el semigrupo < n1; : : : ; nr; b >; sino el
semigrupo < b; n1; : : : ; nr > : Por ello aparecen resultados distintos a
los que hemos obtenido con anterioridad. En conclusion, deberamos
hacer lo siguiente:
>read solsyst:
>S:=[[3,4,-2,2],[4,1,4,5],[-1,-2,-7,0],[0,0,-3,2],
>[7,-1,0,2],[-2,-1,1,1],[3,0,0,1],[5,2,3],[1]]:
>solveN(S);
Ideal de Semigrupo;
h  x710 x615 x4 + 1;  x66 x75 + x1;  x64 x74 + x2; x3   x731 x647;
 x616 x713 + x5;  1 + x690 x760
i
NO NAKAYAMA !!;  x710 x615 x4 + 1
 x66 x75 + x1
En este caso, una N solucion es: [0; 0; 0; 0; 6; 5]:
N solucio´n General
Veamos un ejemplo ilustrativo del algoritmo II{D.6. Para ello
consideremos el siguiente sistema de ecuaciones diofanticas homogeneas
en congruencias:8>><>>:
 x1 +3x3  3x4 = 0
 2x1  x3 = 0 mod3
+2x2 +2x3 +x4 = 0 mod3
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Denotaremos por G al conjunto de N soluciones del sistema
anterior, y por G(i; ) al conjunto
fx 2 G  N4jxi = g:
Con esta idea denimos recurrentemente G(i1; 1)    (ij; j):
Por el lema II{B.5, para calcular un sistema minimal de genera-
dores de nuestro sistema, es suciente, dada una N solucion particu-
lar, construir el conjunto
F = fsg [ r[
i=1
si 1[
=0
HG(i; );
y a partir de el tendramos que HG = HF:
El primer paso es calcular una N solucion particular, s; del siste-
ma. Este paso lo realizamos mediante el algoritmo II{D.5 y obtenemos
la upla s = (0; 3; 0; 0):
Por lo tanto, tenemos que calcular el conjunto
F = f(0; 3; 0; 0)g [ S4i=1 Ssi 1=0HG(i; )
= f(0; 3; 0; 0)g [ HG(2; 0) [ HG(2; 1) [ HG(2; 2);
usando el propio algoritmo II{D.6 recurrentemente para obtener los
conjuntos HG(2; ):
CalculemosHG(2; 0): Para ello tenemos que considerar el siste-
ma inicial haciendo x2 = 0;8>><>>:
 x1 +3x3  3x4 = 0
 2x1  x3 = 0 mod3
+2x3 +x4 = 0 mod3
De nuevo tenemos que calcular, a partir de una N solucion particular
s0 del anterior sistema, un conjunto
F0 = fs0g [ 4[
i=1
s0
i
 1[
=0
HG(2; 0)(i; ):
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Una tal s0 es (0; 0; 3; 3); luego
F0 = fs0g [ S4i=1 Ss0i 1=0HG(2; 0)(i; )
= f(0; 0; 3; 3)g [ HG(2; 0)(3; 0) [ HG(2; 0)(3; 1) [ HG(2; 0)(3; 2)[
[HG(2; 0)(4; 0) [ HG(2; 0)(4; 1) [ HG(2; 0)(4; 2):
HG(2; 0)(3; 0) es f0; 0; 0; 0)g ya que el sistema8>><>>:
 x1  3x4 = 0
 2x1 = 0 mod3
+x4 = 0 mod3
no posee mas N solucion que la trivial.
Analogamente, HG(2; 0)(3; 1) = ;; ya que el sistema8>><>>:
 x1  3x4 =  3
 2x1 = 1 mod3
+x4 =  2 mod3
no posee ninguna N solucion particular. Mediante el mismo razona-
miento tenemos que HG(2; 0)(3; 2) = ;:
En cambio, el conjunto HG(2; 0)(4; 0) es no vaco ya que el sis-
tema asociado a el (homogeneo en este caso)8>><>>:
 x1 3x3 = 0
 2x1  x3 = 0 mod3
+2x2 = 0 mod3
tiene, por ejemplo, como N solucion particular s00 = (9; 0; 3; 0): De nue-
vo tenemos que calcular HG(2; 0)(4; 0) mediante un conjunto auxiliar
F00 = fs00g [ 4[
i=1
s00
i
 1[
=0
HG(2; 0)(4; 0)(i; ):
Para el conjunto HG(2; 0)(4; 0)(1; 0); tenemos que encontrar una N so-
lucion particular del sistema8>><>>:
3x3 = 0
 x3 = 0 mod3
+2x3 = 0 mod3
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Cuadro VI.1. HG(2; 0)
HG(2; 0)
(0; 0; 3; 3)
HG(2; 0)(3; 0) = f(0; 0; 0; 0)g
HG(2; 0)(3; 1) = ;
HG(2; 0)(3; 2) = ;
HG(2; 0)(4; 0) = f(9; 0; 3; 0)g
HG(2; 0)(4; 1) = ;
HG(2; 0)(4; 2) = ;
HG(2; 0)(4; 0)(1; 0) = f0; 0; 0; 0g
HG(2; 0)(4; 0)(1; 1) = ;
HG(2; 0)(4; 0)(1; 2) = ;
HG(2; 0)(4; 0)(1; 3) = ;
HG(2; 0)(4; 0)(1; 4) = ;
HG(2; 0)(4; 0)(1; 5) = ;
HG(2; 0)(4; 0)(1; 6) = ;
HG(2; 0)(4; 0)(1; 7) = ;
HG(2; 0)(4; 0)(1; 8) = ;
HG(2; 0)(4; 0)(1; 0) = ;
HG(2; 0)(4; 0)(1; 1) = ;
HG(2; 0)(4; 0)(1; 2) = ;
Al encontrarnos con un sistema de ecuaciones con una sola incognita,
es trivial ver si tiene o no alguna N solucion. En este caso la unica es
la trivial HG(2; 0)(4; 0)(1; 0) = f0; 0; 0; 0g:
Notese que hemos ido, mediante nuestra recurrencia, reducien-
do el numero de incognitas del sistema hasta llegar a uno de resolu-
cion inmediata (con una sola incognita). Ademas, al llegar a una sola
incognita tambien es trivial el calcular el conjunto de las N soluciones
minimales.
Continuando con este proceso para HG(2; 0); y para el resto de
los conjuntos, HG(2; 1) y HG(2; 2); obtenemos las tablas VI.1, VI.2 y
VI.3.
Por lo tanto, tenemos que
HG(2; 0) = f(0; 0; 3; 3); (9; 0; 3; 0)g
HG(2; 1) = f(6; 1; 3; 1)g
HG(2; 0) = f(0; 0; 3; 3); (9; 0; 0; 3)g
HG(2; 2) = f(3; 2; 3; 2)g
El conjunto dado por las uniones de los anteriores y s es
F = f(0; 3; 0; 0); (9; 0; 3; 0); (6; 1; 3; 1); (0; 0; 3; 3); (9; 0; 0; 3); (3; 2; 3; 2)g:
Sus elementos minimales coinciden, en este caso, con el propio F;HF =
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Cuadro VI.2. HG(2; 1)
HG(2; 1)
(6; 1; 3; 1)
HG(2; 1)(1; 0) = ;
HG(2; 1)(1; 1) = ;
HG(2; 1)(1; 2) = ;
HG(2; 1)(1; 3) = ;
HG(2; 1)(1; 4) = ;
HG(2; 1)(1; 5) = ;
HG(2; 1)(3; 0) = ;
HG(2; 1)(3; 1) = ;
HG(2; 1)(3; 2) = ;
HG(2; 1)(4; 0) = ;
Cuadro VI.3. HG(2; 2)
HG(2; 2)
(3; 2; 3; 2)
HG(2; 2)(1; 0) = ;
HG(2; 2)(1; 1) = ;
HG(2; 2)(1; 2) = ;
HG(2; 2)(3; 0) = ;
HG(2; 2)(3; 1) = ;
HG(2; 2)(3; 2) = ;
HG(2; 2)(4; 0) = ;
HG(2; 2)(4; 1) = ;
  
 
110 Resolucion Libre Minimal
F:
Por lo tanto deducimos que el conjuntominimal de generadores
de las N soluciones (base de Hilbert) de nuestro sistema diofantico
homogeneo de partida es
HG = HF = f(0; 3; 0; 0); (9; 0; 3; 0); (6; 1; 3; 1); (0; 0; 3; 3); (9; 0; 0; 3); (3; 2; 3; 2)g:
VI–C. RESOLUCIO´N LIBRE MINIMAL
Vamos a aplicar el algoritmo IV{A.8 al siguiente semigrupo
S =< (1; 0; 0); (0; 1; 0); (0; 0; 1); (4; 2;  5); (3;  3; 1) > Z3:
Este semigrupo corresponde a una supercie proyectiva simplicial (ver
[BCMP98a]). Denotaremos  = f1; 2; 3; 4; 5g:
El primer paso de nuestro algoritmo consiste en determinar el
conjunto F = fF  P()j ]F  3g: En nuestro caso, este conjunto es
F = ff1; 2; 3g; f1; 2; 4g; f1; 2; 5g; f1; 3; 4g; f1; 3; 5g; f1; 4; 5g;
f2; 3; 4g; f2; 3; 5g; f2; 4; 5g; f3; 4; 5g; f1; 2; 3; 4g; f1; 2; 3; 5g;
f1; 2; 4; 5g; f2; 3; 4; 5g; f1; 3; 4; 5g; f1; 2; 3; 4; 5gg
En general estos conjuntos se pueden tomar considerando los conjun-
tos formados por las combinaciones sin repeticion de elementos de 
tomados en grupos de 3 en 3, 4 en 4, etc, hasta ]:
Comencemos con el primero de los elementos de F: Sea F =
f1; 2; 3g 2 F; En este caso, solo es posible un unico polgono sobre F;
ﬀ = (1 2 3); con F1 = f1; 2g; F2 = f2; 3g y F3 = f3; 1g:
Fijado este polgono, el siguiente paso consiste en computar el
conjunto de N soluciones, HR(1 2 3); el cual es el conjunto de N solu-
ciones minimales del sistema diofantico0@ AF1  AF2 0
0 AF2  AF3
1A| {z }
A(1 2 3)
 = 0;
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igual a0BBBBBBBBBBBB@
1 0 4 3 0 0  4  3 0 0 0 0
0 1 2  3  1 0  2 3 0 0 0 0
0 0  5 1 0  1 5  1 0 0 0 0
0 0 0 0 0 0 4 3  1 0  4  3
0 0 0 0 1 0 2  3 0 0  2 3
0 0 0 0 0 1  4 1 0  1 5  1
1CCCCCCCCCCCCA
 = 0;
tales que  ﬂ e(1 2 3); con e(1 2 3) = [1; 1; 0; 0; 1; 1; 0; 0; 1; 1; 0; 0] como se
denio en el captulo IV. Por la nota II{A.4, para obtener dicho conjun-
to, debemos computar las N soluciones minimales, HRﬀeﬁ ; de:0BBBBBBBBBBBB@
1 0 4 3 0 0  4  3 0 0 0 0
0 1 2  3  1 0  2 3 0 0 0 0
0 0  5 1 0  1 5  1 0 0 0 0
0 0 0 0 0 0 4 3  1 0  4  3
0 0 0 0 1 0 2  3 0 0  2 3
0 0 0 0 0 1  4 1 0  1 5  1
1CCCCCCCCCCCCA
| {z }
A(1 2 3)
 =
0BBBBBBBBBBBB@
 1
0
1
1
 1
0
1CCCCCCCCCCCCA
| {z }
 A(1 2 3)e(1 2 3)
Este conjunto es
f[ 0; 5; 0; 2; 0; 5; 1; 1; 6; 1; 0; 0 ]; [ 0; 7; 0; 2; 2; 5; 1; 1; 2; 6; 1; 0 ]; [ 0; 17; 0; 4; 12; 5; 1; 3; 0; 18; 3; 0 ];
[ 0; 12; 0; 3; 7; 5; 1; 2; 1; 12; 2; 0 ]; [ 0; 15; 1; 6; 10; 5; 2; 5; 22; 0; 0; 0 ]; [ 0; 28; 2; 11; 5; 24; 6; 6; 41; 0; 0; 0 ];
[ 0; 41; 3; 16; 0; 43; 10; 7; 60; 0; 0; 0 ]; [ 1; 28; 2; 11; 0; 30; 7; 5; 42; 0; 0; 0 ]; [ 1; 15; 1; 6; 5; 11; 3; 4; 23; 0; 0; 0 ];
[ 2; 15; 1; 6; 0; 17; 4; 3; 24; 0; 0; 0 ]; [ 3; 2; 0; 1; 0; 4; 1; 1; 6; 0; 0; 0 ]; [ 3; 4; 0; 1; 2; 4; 1; 1; 2; 5; 1; 0 ];
[ 3; 14; 0; 3; 12; 4; 1; 3; 0; 17; 3; 0 ]; [ 3; 9; 0; 2; 7; 4; 1; 2; 1; 11; 2; 0 ]; [ 281; 0; 0; 0; 192; 0; 15; 74; 0; 203; 47; 31 ];
[ 15; 0; 0; 0; 10; 0; 1; 4; 4; 8; 2; 1 ]; [ 12; 0; 0; 0; 7; 1; 1; 3; 1; 8; 2; 1 ]; [ 47; 0; 0; 0; 30; 2; 3; 12; 0; 34; 8; 5 ];
[ 29; 0; 0; 0; 12; 8; 3; 6; 0; 21; 5; 3 ]; [ 17; 0; 0; 0; 0; 12; 3; 2; 6; 8; 2; 1 ]; [ 13; 0; 0; 0; 2; 7; 2; 2; 2; 8; 2; 1 ];
[ 16; 0; 0; 0; 5; 6; 2; 3; 5; 8; 2; 1 ]; [ 148; 1; 0; 0; 102; 0; 8; 39; 0; 108; 25; 16 ]; [ 15; 1; 0; 0; 11; 0; 1; 4; 11; 4; 1; 0 ];
[ 12; 1; 0; 0; 8; 1; 1; 3; 8; 4; 1; 0 ]; [ 9; 1; 0; 0; 5; 2; 1; 2; 5; 4; 1; 0 ]; [ 6; 1; 0; 0; 2; 3; 1; 1; 2; 4; 1; 0 ];
[ 22; 1; 0; 0; 12; 4; 2; 5; 0; 17; 4; 2 ]; [ 10; 1; 0; 0; 0; 8; 2; 1; 6; 4; 1; 0 ]; [ 15; 2; 0; 0; 12; 0; 1; 4; 0; 13; 3; 1 ];
[ 72; 35; 0; 0; 84; 0; 4; 19; 0; 89; 18; 0 ]; [ 53; 25; 0; 0; 61; 0; 3; 14; 1; 64; 13; 0 ];
[ 34; 15; 0; 0; 38; 0; 2; 9; 2; 39; 8; 0 ]; [ 15; 5; 0; 0; 15; 0; 1; 4; 3; 14; 3; 0 ]; [ 15; 3; 0; 0; 13; 0; 1; 4; 7; 9; 2; 0 ];
[ 15; 2; 0; 1; 12; 0; 1; 5; 18; 0; 0; 0 ]; [ 53; 30; 0; 1; 66; 0; 3; 15; 0; 70; 14; 0 ]; [ 15; 20; 0; 3; 30; 0; 1; 7; 0; 32; 6; 0 ];
[ 34; 25; 0; 2; 48; 0; 2; 11; 0; 51; 10; 0 ]; [ 34; 20; 0; 1; 43; 0; 2; 10; 1; 45; 9; 0 ]; [ 15; 15; 0; 2; 25; 0; 1; 6; 1; 26; 5; 0 ];
[ 15; 10; 0; 1; 20; 0; 1; 5; 2; 20; 4; 0 ]; [ 12; 5; 0; 0; 12; 1; 1; 3; 0; 14; 3; 0 ]; [ 12; 3; 0; 0; 10; 1; 1; 3; 4; 9; 2; 0 ];
[ 12; 2; 0; 1; 9; 1; 1; 4; 15; 0; 0; 0 ]; [ 9; 8; 0; 1; 12; 2; 1; 3; 0; 15; 3; 0 ]; [ 9; 3; 0; 0; 7; 2; 1; 2; 1; 9; 2; 0 ];
[ 9; 2; 0; 1; 6; 2; 1; 3; 12; 0; 0; 0 ]; [ 6; 11; 0; 2; 12; 3; 1; 3; 0; 16; 3; 0 ]; [ 6; 2; 0; 1; 3; 3; 1; 2; 9; 0; 0; 0 ];
[ 6; 6; 0; 1; 7; 3; 1; 2; 1; 10; 2; 0 ]g
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Ahora, aplicando una vezmas el resultado II{A.4, debemos a~nadir
e(1 2 3) a cada elemento del anterior conjunto para obtener HR(1 2 3); y
de ah HR(1 2 3) :
R(1 2 3) = < [ 7; 0; 2 ]; [ 7; 2; 2 ]; [ 13; 6; 4 ]; [ 10; 4; 3 ]; [ 19;  2; 7 ]; [ 34;  4; 13 ]; [ 49;  6; 19 ];
[ 35;  4; 13 ]; [ 20;  2; 7 ]; [ 21;  2; 7 ]; [ 7; 0; 1 ]; [ 7; 2; 1 ]; [ 13; 6; 3 ];
[ 10; 4; 2 ]; [ 282; 1; 0 ]; [ 16; 1; 0 ]; [ 13; 1; 0 ]; [ 48; 1; 0 ]; [ 30; 1; 0 ];
[ 18; 1; 0 ]; [ 14; 1; 0 ]; [ 17; 1; 0 ]; [ 149; 2; 0 ]; [ 16; 2; 0 ]; [ 13; 2; 0 ];
[ 10; 2; 0 ]; [ 7; 2; 0 ]; [ 23; 2; 0 ]; [ 11; 2; 0 ]; [ 16; 3; 0 ]; [ 73; 36; 0 ];
[ 54; 26; 0 ]; [ 35; 16; 0 ]; [ 16; 6; 0 ]; [ 16; 4; 0 ]; [ 19; 0; 1 ]; [ 57; 28; 1 ];
[ 25; 12; 3 ]; [ 41; 20; 2 ]; [ 38; 18; 1 ]; [ 22; 10; 2 ]; [ 19; 8; 1 ]; [ 13; 6; 0 ];
[ 13; 4; 0 ]; [ 16; 0; 1 ]; [ 13; 6; 1 ]; [ 10; 4; 0 ]; [ 13; 0; 1 ]; [ 13; 6; 2 ];
[ 10; 0; 1 ]; [ 10; 4; 1 ] >
Los elementos S minimales de R(1 2 3) son
C(1 2 3) = f[13; 1; 0]; [7; 2; 0]; [7; 0; 1]g:
Este conjunto lo hemos obtenido restando dos a dos los elementos de
HR(1 2 3) y comprobando si su diferencia esta o no en S:
Repitiendo este proceso con todos los polgonos asociados a
los elementos de F; obtenemos los resultados de la tabla VI.4
Sea ahora
G =
S
Cﬀ
= f[13; 1; 0]; [7; 2; 0]; [7; 0; 1]; [12; 1; 4]; [23; 0; 1]; [7; 2; 1];
[22; 1; 1]; [15; 3; 1]; [25; 2; 2]; [72; 0; 5]; [38; 10; 0];
[30; 6; 10]; [28; 14; 3]g:
El paso siguiente es computar el conjunto
C = fmﬀ 2 Gjﬀ F   hueco de mﬀg:
Para ello vamos a considerar los diferentes complejos simpliciales aso-
ciados a los elementos de G dados en la tabla VI.5. El calculo de dichos
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Cuadro VI.4. Lista de Cﬀ
]F = 3
C(1 2 3) = f[13; 1; 0]; [7; 2; 0]; [7; 0; 1]g
C(1 2 4) = f[13; 1; 0]; [7; 2; 0]g
C(1 2 5) = f[13; 1; 0]; [12; 1; 4]g
C(1 3 4) = f[23; 0; 1]g
C(1 3 5) = f[7; 0; 1]g
C(1 4 5) = f[7; 2; 1]g
C(2 3 4) = f[22; 1; 1]g
C(2 3 5) = f[12; 1; 4]g
C(2 4 5) = f[15; 3; 1]g
C(3 4 5) = f[25; 2; 2]g
]F = 4
C(1 2 3 4) = ;
C(1 2 4 3) = f[72; 0; 5]g
C(1 3 2 4) = ;
C(1 2 3 5) = ;
C(1 2 5 3) = f[38; 10; 0]g
C(1 3 2 5) = ;
C(1 2 4 5) = ;
C(1 2 5 4) = f[30; 6; 10]g
C(1 4 2 5) = ;
C(2 3 4 5) = ;
C(2 3 5 4) = ;
C(2 4 3 5) = ;
C(1 3 4 5) = f[28; 14; 3]g
C(1 3 5 4) = ;
C(1 4 3 5) = ;
]F = 5
C(1 2 3 4 5) = ;
C(1 2 3 5 4) = ;
C(1 2 4 3 5) = ;
C(1 2 4 5 3) = ;
C(1 2 5 3 4) = ;
C(1 2 5 4 3) = ;
C(1 3 2 4 5) = ;
C(1 3 2 5 4) = ;
C(1 3 4 2 5) = ;
C(1 3 5 2 4) = ;
C(1 4 2 3 5) = ;
C(1 4 3 2 5) = ;
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complejos lo hemos realizado a traves de los resultados dados en el
captulo II. Por ejemplo, para calcular [7;0;1]; consideramos el sistema
diofantico
(7; 0; 1) = 1(1; 0; 0) + 2(0; 1; 0) + 3(0; 0; 1) + 4(4; 2;  5) + 5(3;  3; 1)
cuyos coecientes son los generadores de S; y calculamos el conjunto
minimal de las N soluciones:
f[7; 0; 1; 0; 0]; [0; 1; 5; 1; 1]; [4; 3; 0; 0; 1]g:
Los soportes de estas N soluciones minimales son las caras maximales
de [7;0;1]: De hecho, estas N soluciones son las unicas escrituras de
[7; 0; 1] en funcion de los generadores de S:
Los elementos que cuyos polgonos corresponden realmente
con F huecos de sus complejos son:
C = f[7; 2; 0]; [7; 0; 1]; [7; 2; 1]g:
Este es precisamente el conjunto que se obtiene al aplicar el algoritmo
IV{A.8.
Para calcular ahora el conjunto C1; tenemos que ver cuales de
los elementos de C tienen homologas no nulas. Por lo tanto tenemos
que calcular las homologas asociadas a sus complejos simpliciales.
Realicemos este calculo para, por ejemplo, [7; 0; 1]: Entonces te-
nemos que considerar las aplicaciones
~C2([7;0;1])
@2! ~C1([7;0;1]) @1! ~C0([7;0;1]);
donde
~C2([7;0;1]) =< f1; 5; 2g; f2; 3; 4g; f2; 3; 5g; f2; 4; 5g; f3; 4; 5g >;
~C1([7;0;1]) =< f1; 2g; f1; 3g; f1; 5g; f2; 3g; f2; 4g; f2; 5g; f3; 4g; f3; 5g; f4; 5g > y
~C0([7;0;1]) =< f1g; f2g; f3g; f4g; f5g > :
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Cuadro VI.5. Lista de complejos
[13;1;0] !
1
2
3
4
5
[7;2;0] !
1
4
35
2
[7;0;1] !
1
5
2 3
4
[12;1;4] !
1
2
3
4
5
[23;0;1] !
1
2
3
4
5
[7;2;1] !
1
2
5 4
3
[22;1;1] !
1
2
3
4
5
[15;3;1] !
1
2
3
4
5
[25;2;2] !
1
2
3
4
5
[72;0;15] !
1
2
3
4
5
[38;10;0] !
1
2
3
4
5
[30;6;10] !
1
2
3
4
5
[28;14;3] !
1
2
3
4
5
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Sus matrices asociadas son
@2 
0BBBBBBBBBBBBBBBBBBBBB@
 1 0 0 0 0
0 0 0 0 0
1 0 0 0 0
0 1 1 0 0
0  1 0 1 0
 1 0  1  1 0
0 1 0 0 1
0 0 1 0  1
0 0 0 1 1
1CCCCCCCCCCCCCCCCCCCCCA
y
@1 
0BBBBBBBBB@
 1  1  1 0 0 0 0 0 0
1 0 0  1  1  1 0 0 0
0 1 0 1 0 0  1  1 0
0 0 0 0 1 0 1 0  1
0 0 1 0 0 1 0 1 1
1CCCCCCCCCA :
Usando algebra lineal, vemos que d1 = f1; 2g + f2; 3g   f1; 3g 2
~H1([7;0;1]) n f0g y dim(~H1([7;0;1])) = 1:
Analogamente d2 = f1; 2g + f2; 4g   f1; 4g 2 ~H1([7;2;0]) n f0g y
dim(~H1([7;2;0])) = 1; y ~H1([7;2;1]) = (0):
En este caso, ambos conjuntos, C y C1; coinciden. Luego
C1 = f[7; 2; 0]; [7; 0; 1]g:
Una vez obtenido C1; pasamos a computar un sistema minimal
de generadores del primer modulo de sicigias, N1; de k[S] mediante
el isomorsmo ~H1(m) = V1(m): Para ello usaremos la seccion III{C de
esta memoria.
Comenzamos calculando un conjunto minimal de generadores
de N0: Nosotros hemos usado para ello el software aparecido en [VT99]
(algoritmo I{D.2) y hemos obtenido
N1 = I =
D
(N11 =)   x2 x4 x5 x34 + x17; (N21 =)   x35 x4 + x14 x22; (N31 =)x3 x13   x23 x5
E
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Sigamos los pasos y las notaciones de III{C para d1 = f1; 2g +
f2; 3g   f1; 3g; por lo tanto f1;2g = 1; f2;3g = 1; f1;3g =  1:
Para cualquier F0 con dim(F0) = 1   1 = 0 (i.e. puntos), consideramos
bF0 2 Im nF0 dado por
bF0 =
X
F2[7;0;1]
FF0F
XF
XF0
MF
donde MF es un monomio de grado m   nF para cualquier F 2 [7;0;1]:
Entonces tomamos aF0 = (a
l
F0) 2 (R3)m nF0 ; con bF0 = Pl alF0Nl1:
F0 = f1g:
bf1g =
P
F2[7;0;1] FF0F
XF
XF0
MF
= f1;2gf1gf1;2g X1X2X1 X
3
1X
2
2X5 + f1;3gf1gf1;3g
X1X3
X1
X61
= X31X
3
2X5   X61X3
) af1g = (0; 0;  X31)
F0 = f2g:
bf2g =
P
F2[7;0;1] FF0F
XF
XF0
MF
= f1;2gf2gf1;2g X1X2X2 X
3
1X
2
2X5 + f2;3gf2gf2;3g
X2X3
X2
X43X4X5
=  X41X22X5 + X53X4X5
) af2g = (0;  X5; 0)
F0 = f3g:
bf3g =
P
F2[7;0;1] FF0F
XF
XF0
MF
= f1;3gf3gf1;3g X1X3X3 X
6
1 + f2;3gf3gf2;3g
X2X3
X3
X43X4X5
= X71   X43X2X4X5
) af3g = (1; 0; 0)
F0 = f4g:
bf4g = 0 ) af4g = 0:
F0 = f5g:
bf5g = 0 ) af5g = 0:
Entonces N11 = X1af1g + X2af2g + X3af3g = (X22;  X31;  X43X4):
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Realizando el mismo calculo con d2; obtenemos que un conjun-
to minimal de generadores de N1 es
f(X3;  X2X5;  X41); (X22;  X31;  X43X4)g:
Vamos a ver que el segundo modulo de sicigias es nulo.
Si el modulo fuese no nulo, existiran g1; g2 2 k[X1; : : : ; X5] tales
que
g1  (X3;  X2X5;  X41) + g2  (X22;  X31;  X43X4) = 0:
En tal caso, el cociente g1=g2 tendra que valer simultaneamente
 X22=X3;  X31=X2X5 y   X43X4=X41;
lo cual es imposible. Por lo tanto g1 = g2 = 0; luego N2 = 0; y Ni = 0
8i  2:
La resolucion queda como sigue:
0 ! k[X1; X2; X3; X4; X5]2 ! k[X1; X2; X3; X4; X5]3!k[X1; X2; X3; X4; X5]!K[S] ! 0
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Resumen: 
 
Dado un semigrupo abeliano, cancelativo, finitamente generado y con elemento 
neutro, S, y un cuerpo k, podemos considerar el álgebra S-graduada k[S]. El 
estudio de esta álgebra tiene un gran interés dentro de la Geometría Algebraica 
por su relación con la Geometría Tórica. En esta memoria nos centramos en el 
estudio de los módulos de sicigias de la resolución del álgebra asociada al 
semigrupo. Damos algoritmos basados en bases de Gröbner que nos permiten 
calcular sistemas irreducibles de generadores del ideal de un semigrupo con 
torsión. Además, damos un método efectivo, basado en el cálculo de N-soluciones 
de sistemas diofánticos en congruencias, para calcular los grados que aparecen 
en el primer módulo de sicigias de k[S], ampliando estos resultados a toda la 
resolución del álgebra k[S]. De estos métodos, deducimos cotas para los grados 
que aparecen en un sistema minimal de generadores el i-ésimo módulo de sicigias, 
en función solamente de los generadores del semigrupo. Explicitamos una cota 
para la regularidad de una variedad tórica, así como un algoritmo para hallar 
dicha regularidad. 
  
 
Abstract 
 
Given a finitely commutative cancelative semigroup with zero element, 
S, and a field k, we can consider the S-graduated algebra k[S]. The 
study of this algebra has a great interest inside the Algebraic 
Geometry because of its relation with the Toric Geometry. In this 
memory we study the modules of sizigies of the resolution of the 
algebra associated with the semigroup. We give algorithms based on 
Gröbner bases that allow us to compute irreducible systems of 
generators of the ideal of a semigroup with torsion. Besides, we give 
an effective method to compute the degrees that appear in the first 
module of sicigias of k[S] using diophantine equations in congruences, 
extending these results to the whole resolution of the algebra k[S]. 
Of these methods, we deduce bounds for the degrees of a minimal 
systems of generators of the i-sizigies by means of the semigroup 
generators. We give explicit bounds for the regularity of a toric 
variety, as well as an algorithm to find it. 
 
