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La theorie quantique des champs envisagee comme une extension de la 
mecanique quantique a un nombre infini de degres de liberte, conduit 
aussitot A Ccrire des equations d’evolution du type de Schwinger; c’est-i-dire 
des equations de Schrodinger en dimension infinie. Le passage en version 
dite euclidienne consiste alors a complexifier le temps et ambne a des 
equations du type 
av -=Lw+ VW, at 
oti L est un operateur d’ornstein-Uhlenbeck du type Ct=$ (@‘/ax:) - 
&x&/ax,)) et V est un potentiel. 
La methode perturbative usuellement employee considere que V est une 
perturbation de L et conduit a Ccrire la solution du probleme de Cauchy 
precedent comme une intigrale de Feynman Kac portant sur le processus de 
Markov de genirateur L. Malheureusement la formule &rite (IV, formule 
(4)) n’a pas en general de sens et les procedes de renormalisation sont 
precisement utilises pour donner un sens a ce que l’on ecrit formellement. La 
difficulte principale est qu’en fait, en dimension infinie, dans les problemes 
usuels de theorie des champs, V n’est pas une petite perturbation de L, mais 
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plutot L :st une petite perturbation de V. Pour mettre clairement ce point en 
evidence, nous faisons une transformation canonique (un changement de 
rep&e lagrangien selon J. Leray et V. P. Maslov) et nous utilisons les 
processus 1 sauts introduits pour la premiere fois par Maslov dans [8], en 
subordon?ant ainsi L a V. Cette operation “renormalise” le probleme de 
Cauchy et conduit a une solution bien defmie. 
Dans 1s partie I, le cas de l’equation de Schrodinger usuelle est traitee et 
l’equivalence des formules de Feynman Kac et Maslov est demontree direc- 
tement sms argument perturbatif. Le seconde partie donne une formule 
probabilkte pour la fonction de Wigner analogue i celle de [ 11. La troisieme 
partie traite le cas d’un nombre tini d’oscillateurs harmoniques perturb& et 
enonce d:s rbultats que la quatrieme partie gendralise i la theorie des 
champs en dimension intinie. L’exemple Clementaire (sinon physique) de la 
quantificz tion de Y‘interaction” sin y est alors obtenu sans aucune difficultt 
par soust:action d’une constante intinie. 
I. RESOLUTION DE L'BQUATION DE SCHR~DINGER 
PAR LES PROCESSUS A SAUTS 
1. Ncus nous placons dans l’espace R” et nous considerons d’abord 
l’equation de la chaleur 
aw 1 V -=laAyl+-y, 
at P 
w(Ov x> = f(x)9 
(1) 
ou x E R “, t E R + est le temps, A est le laplacien euclidien de I?“, a est 
constante positive, j3 est constante, V est une fonction du type 
V(x) = 1 eiCt~Y+@(y)) dpty), (2) 
ou @ est lonction reelle, x . y est le produit scalaire, ,u est mesure positive sur 
R” de masse m = j &(y) tinie. Notons 6, le mouvement brownien usuel issu 
de 0 de IF n. La formule de Feynman Kac pour resoudre cette equation est 
(3) 
E &ant ‘esptrance de l’espace de Wiener standard W du mouvement 
brownien. 
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Now supposerons de plus que 
f(x) = j eiYP’y(p) dp, (4) 
oti y est constante rkelle. 
2. Introduisons maintenant une mesure de Poisson v(ds x dp) associke B 
la mesure dt x ,u(dp) sur R + X R”. Cette mesure est par dkfinition une 
variable aliatoire sur un espace de probabilitk f2 i valeurs les mesures sur 
R + x R” caractkisie par l’identitk suivante, oti 8” dksigne l’espkrance sur L?. 
t 
B exp i ( UJ 0 W, P) v(ds 5 dp) 1) 
t 
= exp I 1 ds (eiFcsVp) - 1) dp(p). 0 (5) 
R est ici indtpendant de W bien stir. A cette mesure de Poisson v est 
associte un processus de Poisson St en sauts purs d&i par 
3, = X0 + ” ds 
! I 
pv(ds x dp). 
0 
(6) 
Utilisons alors (2) et (5), (6); il vient 
= em’ exp (&t fib,). pei(Wp) t i log B) _ 1) dp,tp) 
(Q(P) + i log P) v(ds x dp) 
X exp i (j;(x+Jr;mw)). (7) 
Dans (3) remplaqonsfpar (4), I’exponentielle de Kac par (7) en fonction du 
processus et de la mesure de Poisson, intervertissons les signes j dp, B et E: 
il vient 
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~(6 x) = emt ,(f(p) dp Z’ ’ [ (11 exp i (Q(p) -t i log P) v(ds x dp) 0 
X E, exp 
( u 
i d (x + & b,) Us + iyp . (.x + fi bt)) ] . (8) 
Calculons maintenant dans (8) l’espirance E sur le processus de Wiener. On 
a 
1‘1 b, as + ypb, = - j; [Ss - -x; - yp] db,. (9) 
0 
Or si ps e:;t variable altatoire 21 valeurs IR” certaine par rapport du processus 
de Wiener, on a 
E (exp (i~~psdb,))=tq (-ij:P:ds)~ (10) 
ou pf est e carre scalaire de ps. 
Reportcns (9) dans (8) et utilisons (10) avec 
qui est cei taine par rapport au processus de Wiener. 11 vient 
~(t, x) = em’ j?(p) dp B 
( ( 
exp i f 1 (@p(p) + i log P) v(ds x dp)) 
0 
x exp(ix . (Zt -so + yp)) exp 
( 
- t i,’ (J& -X, + 7~)~ ds) ) 
(11) 
ce qui est la version transformee canonique de la formule de Feynman Kac 
par echanl;e canonique q c-) p. 
3. Cor siderons maintenant l’equation de Schrodinger 
h aw --=-;A,+ VI//, 
i at 
(12) 
w(O, xl = f(x)9 
que nous ~ransformons en equation de la chaleur (1) en posant A = -fix et 
divisant prr x 
RENORMALISATION PARTRANSFORMATION CANONIQUE 85 
Lorsque x = h/i est imaginaire pur d’argument -742, on obtient l’equation de 
Schrodinger (12). Lorsque x est reel positif on retrouve une equation du type 
de la chaleur (1) avec a = /3 = x. Dans (11) nous pouvons alors effectuer le 
prolongement analytique a x = -hi imaginaire pur &argument +n/2 et on 
obtient si y = l/h 
~4, x) = emt 1 f(p) d’ 8’ v(ds x dp’) 
) 
x h--N(t) Xexp i St-SO++ 
(( 
(13) 
oi N(t) = Ih s v(ds x du) est le nombre total des sauts effectues par le 
processus de Poisson X, dans l’intervalle de temps [0, t]. (N(r) est fini 
presque surement car Z(N(t)) = Cm. 
THI?OR&ME 1. Leformule (13)f ournit done une solution de Pkquation de 
Schr6dinger (12). 
II. ~?TUDE PROBABILISTE DE LA FONCTION DE WIGNER 
1. La fonction de Wigner et son bolution temporelle. Le fonction de 
Wigner associe a toute grandeur observable quantique une fonction dans 
l’espace de phase du sysdme classique. 11 suffit de donner la formule de 
passage dans le cas ou l’observable est le projecteur sur un Ctat w  de carri 
integrable, puisque toute grandeur est limite de combinaisons lineaires de ses 
projecteurs spectraux. Dans ce cas, a un &at v/, on associe la fonction 
1 FJx, p) = (nh)J 
I 
R” !iT(x + 24) w(x - u) e(2”nu.p) d”* (1) 
Partant dune observable A, l’observable a l’instant t est obtenue par A, = 
eiHtAe-iHt oti H est l’hamiltonien; la fonction de Wigner FA devient alors 
FA(x, p, t) = FA,(x, p). Lorsque A est le projecteur spectral sur IJ, A Cvolue 
dans le temps comme projecteur spectral sur ~(x, t) ou ~(x, t) est regi par 
l’equation de Schrodinger. Par consequent la fonction de Wigner a l’instant t 
est donnee par 
F&o, PO, 4 = -&- I 
p(x, + u, t) ty(xo - u, t) e(zi’n)u’p du. (2) 
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2. Unt formule probabiliste pour F, . Utilisons le calcul de I&, t) don& 
par la for mule (13) de la Section I et reportons cette formule dans la formule 
(2) ci-dessus. Plus prlciskment nous introduisons deux processus de Poisson 
S, et 2’; indkpendants de mesure de Poisson v et v’ et l’espace de 
probabilitks R et 0’ respectivement, B et 8’ dhoteront les espkrances de ces 
deux processus. Alors (2) devient 
eZm’ . T’p)f(p’)dpdp’du88’ 
1(1 
Xe>.p (i(xo-u) (Z:+$)) 
Xerp (-ijfi k(t)+$)v(dsxd<)) 
@(S’)++(dsxdr’)) 
(3) 
Nous avolls ici supposl X0 = ST; = 0 ce qui est inoffensif de toutes faGons. 
Posons dans (3) p = p, + u, p’ = p1 - u et regardons les termes en u dans 
les exponentielles: on’ trouve 
exp iu . 
[ ( 
~-(~t+3-;,-p) J. 
L’intCgrale en u donne done une masse de Dirac qui revient i remplacer p, 
par p. - (,i/2)(& -t- 5:) ce qui donne 
e2”“g8’ fj-(N(t)+N’(t)) 
J’ i 
d$ p. _ t (x, + X:) +-u 
xP,‘Po-$-q+-q- v)exp (4x0. (&--ST; +F)) 
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ici 
( 
&-q-g 2- 
1 ( 
zs-+ 
1 
2 
= -rr:-~s-(B-;-x;)-~) ( 
Or 
’ (,g:+22Q-(27;+.x;)-qq. ( 
p’ - p = 2v, 
p’+p=2p,=2p,-(xt+B-:>. 
Dow cela vaut 
( q--s.;-; 2- ) ( ~s-fq-$ 1 
2 
= 
( 
(x:-~s)-(~;-x,)+~). (s:+ss-23. (5) 
Regardons alors dans (4), l’intkgrale en v. L’intCgrale des termes qui ne 
dkpendent que de v est en tenant compte de (5) 
X [eip+ (-&,+j; ((3;+-%++fs)]. (6) 
Cependant la fonction de Wigner de Y&at ty don&e par la formule (1) est 
encore don&e par la formule (I) suivante: 
wb PoJ)=& I 
$(po + v, t) $(po - v, t) eC(2i’*)u’xo dv. (0 
L’intigrale (6) divide par l/(nh)3 n’est done autre que la fonction de Wigner 
associke h V&at f calculke pour le moment conjug& 
et pour la position 
P,=p,-$(q+s-;) (7) 
x,=x,+ fP,ds. 
i (8) 0 
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Or f n’est autre que la dorm&e initiale; ainsi l’inkgrale (6) diviske par @/I)~ 
n’est autre que 
et done 
F(x,, po, f) = e*“‘BB’ 
[ 
F(X,, P,, 0) X exp(-ix&& -Xi)) 
Xexp (ijij (s(r)++)(@~Xd5) 
-v'(dsXd<)))exp (ij: (-p,++(%+&l) 
. (S-; +X; -L&+SJds h-‘N’t’+N’(t) . 
) 1 (9) 
Rkarrangeons les exponentielles apparaissant dans (9) en tenant cotnpte des 
ddfinitions (7) et (8); nous obtenons 
exp(-i(X, - -ST:) . X,) exp 
( j 
-i ‘P,. (27; -X,)ds . 
0 ) 
(10) 
Or 
j P, * (Xl -X,) ds = (S; -St) A-, - jt X,d,(x, -Xi) (11) 
, 0 
d’0L.i 
F(>o,po,f)=emti? F(X,,P,,O)exp 
[ ( 
ij’Xs.ds(Ss-Z;)) 
x ew (i,dj (Q(t) +$)iv@ x dt) 
- v’(ds x dt))) x h+))], (12) 
oti l’esphnce &? dlnote une espirance sur deux processus de Poisson 
indkpendants 6quidistribuks issus de 0,2& et AT;, de mesure de Poisson V, v’, 
oi P, est lc processus d’impulsion 
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(done c’est un processus de Poisson de m&me loi que St ou S-i), ou K(t) est 
le nombre de sauts jusqu’i l’instant t de P, et enlin X, est le processus de 
position, integrale de P,, issu de x0. Cela montre done l’existence dun 
processus (X,, Pt) dans l’espace des phases du systeme classique sous jacent 
avec dx, = P, dt et dP, = -(h/2) d(.,& + 3;) est un processus de Poisson en 
sauts purs. On deduit alors par superposition de projecteurs spectraux le 
theoreme suivant: 
THBOR~ME. Soit F(x, p, 0) la fonction de Wigner associke 6 une 
grandeur observable A ci t = 0 et F(x, p, t) la fonction de Wigner associde ci 
la grandeur A, = e”‘“‘HtAe-“‘“‘Ht obtenue par holution quantique de A. 
Alors F(x, p, t) est don&e en fonction de F(x, p, 0) par la formule (12). 
Remarque 1. Posons 
f’(x, P, 0) = j e- Ux.l+p.n)y((, =, o), 
ou Y est la fonction de Wigner duale de F. Alors un calcul montre que 
l’evolution de T est don&e par une formule duale de (12) a savoir: 
Xexp (ij’j (S(u)+G)(v(dsxdu)-v’(dsXdu))) 
ct=ro+ (x,--q), 
nt = no - I 
’ <, ds. 
0 
Remarque 2. Dans [ 11, J. Bertrand et G. Rideau ont obtenu une autre 
formule pour la fonction de Wigner en terme d’un autre type de processus de 
Poisson. 11 est possible de verifier que leur formule coincide avec la formule 
(12) cidessus. 
90 BERTRAND ET GAVEAU 
111. LE CAS DE L’OSCILLATEUR HARMONIQUE PERTURB6 
I. Ccnsiderons dans R” un oscillateur harmonique quantique. Son 
hamiltonien se presente sous la forme usuelle 
apt-es dial:onalisation. 
Nous pouvons alors faire un changement unitaire de fonctions et la 
soustracti>n du point zero d’energie qui nous amene a l’equation d’kolution 
suivante 
Nous allons ici complexifier le temps (version euclidienne) au lieu de 
complexifier la constante de Planck. 
2. No IS avons ainsi le problime dans R” 
$=L,y+$, 
P 
v&4 xl = f(x), 
oti L est l’operateur d’ornstein-Uhlenbeck 
ly. 
(1) 
(2) 
a, fi, V et f satisfaisant les memes hypotheses qu’au 1.1. Le processus de 
ginerateur infinitesimal aL est le processus d’ornstein-Uhlenbeck; il est 
donne par l’equation stochastique 
(i”) = e- ,A,,Z,,$k, + 6 ,,; e - (Ak(t-s)~2 &jk’, (3) 
En effet, 01 a bien 
dr;“’ = ,/ii dbjk’ - + dt. (4) 
Les bjk’ sort les composantes independantes du mouvement brownien de R”. 
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La formule de Feynman Kac qui r&out (1) est alors 
~(6 to) = Et0 exp L ( j/l j’ wsb+q. (5) 
El0 &ant l’esptrance conditionnelle sachant que & vaut <,, A t = 0. 
Les calculs sont alors exactement paralleles a ceux de 1.3. 11s aboutissent 
finalement a la formule 
v(t, to) = emt j f(p) dp 8 
I ( 
exp i jt j (@(P’) + i log P> 4ds X dp’) 
0 ) 
x El0 
( u 
exp i ‘es. a2& + iyp. tt 
0 111 
. (6) 
Nous calculons l’esperance Et0 sur le processus d’ornstein-Uhlenbeck 
tigurant dans (6). On a 
= exp 
+ wke 
-(lfJ2)(1-U) 
))I 
3 
ou la derniere esperance est celle sur le processus de Wiener db,. La formule 
(10) du I.3 montre que cette esptrance vaut 
exp [- pj’ du iI (,’ e-(Ak12)(S--U)&~k) + ypkeP’Ak~2)ct-“‘) ‘1. (8) 
u 
Reportons (8) dans (7), puis (7) dans (6); il vient: 
v(t, to> = emt j Q(P) dp 8 [exp (i 6 j (@(P’> t i 1% PI 4ds x dp’)) 
x exp i k$, (sbx) i,’ e-(*ktl2)&zk) + ypk<hk) e-&t/2)) 
X exp (-+/I& $, (f e-‘Ak/2)(S-u)&&-~k) 
u 
+ ?vke 
-(&/2)(t--u) 
(9) 
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Utilisons ici y = 1. Introduisons le processus dans l’espace des impulsions 
p(u, p,, ; 1) dont la kieme composante est 
p’k’(U, po; t) = pp c-(Ak’2)(t-“) 
+ji 
-(&/2)(S--u) 
aYqk’. (10) 
u 
Alors no 1s obtenons finalement: 
’ (@(p’)+ilog/?)v(dsxdp’) 
X ew(ito . ~(0, P; t)) exp - $,,’ (p(u, p, t))2 du) ] . (11) 
Iv. LE CAS DU CHAMP LIBRE PERTURBi; 
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1. i?quztions de Schwinger et equation de la chaleur. Mathimatique- 
ment et l)hysiquement, le champ libre est une somme independante d’un 
nombre inf’ini (denombrable ou continu) d’oscillateurs harmoniques 
indlpendsnts dont les frequences 1, tendent vers I’infini selon la loi de 
dispersion des equations d’ondes classiques sous jacentes. Ici nous 
supposerons le nombre d’oscillateurs denombrable, le cas d’un nombre 
continu se traitant de facon analogue mutatis mutandis. Nous sommes ainsi 
amen& a Ctudier l’equation de Schriidinger (plus connue dans ce cas sous le 
nom de Schwinger) 
h a --= 
i at 
-h2LW + VW, 
(1) 
y/(O~ 0 = f(t)9 
Oil 
i++ g a2w A,t, @ 
k-1 ( E--- ’ h a& 1 
Ici les I, t :ndent vers +co. L’iquation (1) est, pour l’instant formelle. Le but 
principal te la theorie des champs dire rigoureuse est de lui donner un sens 
prlcis d’aitant plus que le potentiel V(r) n’est pas dlfini sur tout l’espace 
consider6 Pour ce faire, la mithode employee par la plupart des auteurs 
consiste a zomplexilier le temps et a se ramener a une equation de la chaleur 
que nous Ccrivons ainsi: 
$=L,w+& 
P (2) 
wto, 0 = .m)* 
RENORMALISATION PAR TRANSFORMATION CANONIQUE 93 
On r&out alors (2) en utilisant une formule de Feynman Kac du type de 
celle du 111.1, la diffhdtC majeure &ant que les quantitks &rites dans l’ex- 
ponentielle de Kac sont usuellement infinies ou nulles si l’on ne prend pas de 
pricautions de renormalisation. Plus prkcisiment, nous dttinissons le 
processus de dimension infini dont la kieme composante est 
rck) = e t 
-(Akt/2,,~k, + ““;i e-LXk/2Ws)&~k), 
(3) 
06 la suite (b~k’)k,, est une suite dinombrable de mouvements browniens 
unidimensionnels indipendants et on Ccrit la solution de (2) sous la forme 
~‘(6 Co) = Et0 ( exp 
Oti tt = (tjk’),&; la formule (4) a un sens i condition que V et f soient 
dkfinies sur l’espace dans lequel se meut le processus & et que, Cvidemment 
les intkgrales convergent. Pour prkiser davantage ces notions considkrons 
l’espace de Hilbert H= l2 des suites (c’k’)k avec Ck), (rtk’)’ = l/[/l2 < +co. 
Si t = 0, &, est dans H, nous voyons que i t > 0, on a 
le signe 2: signifiant que la convergence de E(ll rtI12) est kquivalente 
Cvidemment B celle du 2nd membre de (5); par conskquent si C l/& = +co, 
rl n’est pas dans l’espace H. Dans ces conditions, la formule (4) n’a pas de 
sens si I/ et Sne sont d&his que sur H. Par ailleurs, mdme si <, reste dans H, 
il peut arriver que le potentiel V ne soit dkfini que sur un sous espace strict 
de H dans lequel rt n’a aucune raison de rester a priori et on se trouve alors 
en face du probltme de renormalisation proprement dit. 
2. Renormalisation par transformation canonique. Nous allons montrer 
que la formule des processus A sauts permet pour une classe assez ghkrale 
de potentiels d’effectuer une renormalisation par transformation canonique. 
Pour cela, soit toujours (A,), suite tendant vers +co et 
(6) 
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de sorte que HA apparait comme un surespace de Hilbert de H. Now nous 
donnons une mesure positive p sur HA et nous dkfinissons 
(7) 
oli CD est rkelle borrke et < . q = ‘&> 1 rkvk ; V est done dkfini seulement sur 
H,,, dual de HA, qui apparait comme un sous espace strict de H. Nous 
allons su,)poser de plus que 
1 II rll: a(?) < +a. @I 
Enfin not s poserons 
oitfidq) est une mesure born&e sur H, de sorte que f est dkfinie aussi sur If. 
L’analcgue de la formule (11) est alors 
oti 11 [I2 es. le carrb de la norme usuelle de H et 
.t 
#kyU r. f) = $k) e-(AK12wu) + 
1 3 
!  
e-Gik/2)(s-u) &p’ 
s 9 (11) 
” 
.I . &yk) = SV’ + 
J! 
p’k’v(ds x dp). 
0 
(12) 
v &ant uric: mesure de Poisson associke 1 la mesure p. Pour donner un sens i 
(IO), il failt Cventuellement montrer que IIp(u, q; ?)[I2 < +oo ps. lorsque v est 
dans 1’ensc:mble H sur lequel est portke la mesure? et lorsque u < t. Vu 
la formule (1 I), comme q = (v’~‘)~ est dans H, il sufflt de voir que 
.I e-(“k/2)(s-u) d%y E H. 
u k 
(13) 
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Dans ce cas en effet, p(u, q; t) sera dans H et done &, - ~(0, q, t) sera bien 
dtfini pour &, E H. Posons 
et montrons que B(F) < +oo. On a 
Mais 
Or 
d’oti par les proprittb de Poisson 
B(v(ds, x dr) v(ds, x dtl’)) 
= ds, ds, ,u(dy) ,u(dq’) + 6(s, - s,) &r - r’) dshdrl) 
et done 
580/50/l-l 
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Soit 
B(F) = C 
k>l 
[ (,f $,u(dtj)) (1 - e-*k”-U’) 
+ (, ,khb) 
et sow 1’ rypothese (8) cette quantite est finie. 
THBOR~ME. Consid&ons le problime 
-=L,w+&, 
aw 
at P 
WP, 0 = f(T), 
oti V est rionntfe par (7), u satisfaisant (8) et f est donnke par (9). Alors ce 
problime a la solution y(t, &,) don&e par (10) cette formule &ant 
converges: te. 
3. Remarque 1. Nous avons obtenue ainsi, lorsque V est seulement 
definie sur H,,, ( t e non pas H tout entier) et sous la condition (8) une 
formule convergente resolvant l’tquation (2), alors que la formule de 
Feynman Kac n’a aucune raison de converger dans ce cas. Bien sdr, si nous 
d6velwpcns expt-($2) l?, II p(u, rl, t)ll’ d u en serie de puissances de a, il ) 
n’est pas du tout clair (et meme il est Cvidemment faux en general) que 
chaque te:me du developpement sera d’esperance finie. Nous voyons done 
que cette mtthode kite toute theorie de perturbation et tout probleme de 
suppressic n des “cutoff ‘. 
La raisin pour laquelle cette transformation canonique convient est que 
sous nos llypotheses V peut Ctre un operateur beaucoup plus singulier que L. 
La transfcrmation canonique que nous avons effectuee traite alors V comme 
le terme principal de l’hamiltonien et lui subordonne L qui est considlre ici 
comme perturbation de V. 
Une autre facon de dire tout cela est la suivante qui s’inspire de V. P. 
Maslov [ r] et J. Leray [6]; la formule dormant la solution de (2) ne 
converge leas dans le rep&e lagrangien que d&nit l’espace des q; par contre 
elle converge dans le repire lagrangien que definit l’espace des p. Cette 
situation e st analogue i l’etude des developpements semi classiques de [ 61 et 
171. 
4. Un tlxemple. (a) Dans cet exemple, nous allons etudier la quan- 
tification c uclidienne du champ ‘Sinus-Gordon”. 
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Sans entrer dans les details, disons que la version euclidienne de l’equation 
“sinus Gordon” se construit ainsi: identifions l’espace H = l2 des suites de 
carre sommable a l’espace des fonctions rielles paires, periodiques 272 par 
(x,), E H + q(O) = c x, cos nB. (15) 
n>o 
Le potentiel est alors 
Ce potentiel se prisente sous la forme d’une transformte de Fourier du type 
(7). 
WJ) = j eW(x I YN 44~)~ 
Oil 
&(y) = j;* 6(y - (cos nq,> +$. 
6(. - (cos no),) designant la masse de Dirac sur la suite (cos no), dans 
l’espace R”O de toutes les suites; Cvidemment & n’est pas port&e par H. Mais 
dans le cas particulier ou nous sommes, V((x,),) a cependant un sens car 
une serie de Fourier l2 converge presque partout. 
(b) Lorsque A, = nr+‘, n > 0,1, = 1 et E > 0, l/n,, est sommable et on 
peut utiliser la formule de Feynman Kac (4) aussi bien que la formule par 
les processus de Poisson. Decrivons cependant le processus de Poisson 
associe a la mesure (18), donni par la formule (1 l), c’est-a-dire le processus 
p(() rl. t) = #k’ e-w2)1 - Gtk/2)S 
7 9 a%-j? 
Pour cela donnons nous une suite infinie de temps aleatoires T,, T,,... 
independants, de loi 
Prob(Tj > t) = e-‘. 
A t = 0, on part de la suite (v’~‘)~ ; le processus ~‘~‘(0, q; t) subit des 
sauts aux instants Cy=, Ti. Ces sauts sont tres simples a decrire; 
a l’instant Cy=, T, on choisit au hasard 0 E (0, 2x1; le saut 
est alors pGk’(O, r; Cy=r T,) - ~‘~‘(0, q; x7=, T;) et il est la suite 
W (~*/2)G=l~‘i cos k@,,,. 
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(c) Supposons maintenant 1, = n pour n > 0, & = 1. Alors 
C l/A, = +a~ et dans ce cas la formule (4) de Feynman Kac n’a plus de 
sens. Par ailleurs dans ce cas, la condition fondamentale (8) sur ,L dkfhie par 
(18) n’e:t pas satisfahe; cependant, la version (10) admet une renor- 
malisatio.1 trh simple; en effet soit A la variable akatoire 
A = +j’ IIP(u, r; t)ll’ du, 
0 
A, = + j’ du i jP’(u, q, t)! 
0 k-0 
Alors cakulons B(A,) en nous aidant de (14) 
-(.WZ)(s-u) G’k’ 
s 
-(A/~~)(s-u) &&-‘k’ 
s 
Comme a’(~%?~~)) = ( q,8(v(ds x dy)) 
B(v(ds x dq)) = dsru(dq) 
et que J” rt :u(dy) = si” cos kB(d8/2n) = 0 on voit que: 
B(A,) = t ji du [ kio (#k))2e-Ak(f-u) 
+ kio (j$p(dq)) (I - e-‘k’f-u’)]. 
Or 
DCsigncns alors par @“‘(t, to) I’expression (10) oti toutes les skies de 
Fourier sont tronqukes ti l’ordre IV. hidemment nous voyons alors que: 
exp (+f (1 + g, +) ) V/V9 to) 
a une limite non identiquement nulle si N-+ +a~, tout au moins lorsque 
to E f-f(,,A8) puisque prkciskment (af/4)(1 + Cz_, l/k) est la partie 
divergente de B((a/2) It IIp(u, ~7; t)ll’ du). Nous obtenons ainsi une renor- 
malisation par addition d’une “constante inhie.” 
RENORMALISATION PARTRANSFORMATIONCANONIQUE 99 
REFERENCES 
1. J. BERTRAND ET G. RIDEAU, Proc. Berlin ConRrence IAMP 1981 et version dttaillte g 
paraitre Annales Institut Poincar& 
2. J. BERTRAND ET B. GAVEAU, C. R. Acad. Sci. Paris, June 1982. 
3. PH. COMBE, R. HOEGH KROHN, et al., J. Math. Phys., March 1982. 
4. B. GAVEAU, C. R. Acad. Sci. Paris 293 (1981), 469-472. 
5. K. h6, Wiener and Feynman integrals, in “Proceedings, 5th Berkeley Symposium in 
Probability and Statistics,” 1964. 
6. J. LERAY, Analyse lagrangienne et Mdcanique quantique. Cows au Collige de France 
1977-78 et volume IRMA Strasbourg 1978. 
7. V. P. MASLOV, Theorie des perturbations et Methodes asymptotiques,” Dunod, Paris, 1970. 
8. V. P. MASLOV, A. P. CHEBOTAREV, Viniti Itogui Nauki 15 (1978). 
