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Abstrat
An ellipti urve E dened over Q is an algebrai variety whih forms
a nitely generated abelian group, and the struture theorem then implies
that E ∼= Zr ⊕ Z
tors
for some r ≥ 0; this value r is alled the rank of E.
It is a lassial problem in the study of ellipti urves to lassify urves
by their rank. In this paper, the author uses the method of 2−desent to
alulate the rank of two families of ellipti urves.
1 Introdution
An ellipti urve E dened over Q is the set of solutions (x, y) ∈ Q2 to an
equation of the form
y2 = x3 + ax2 + bx+ c, with a, b, c ∈ Q
along with an additional point at innity, O. A lassial theorem from Mordell
shows that suh an ellipi urve forms a nitely generated abelian group; the
struture theorem then implies that
E ∼= Zr ⊕ Z
tors
, r ≥ 0.
This nonnegative integer r is alled the rank of the ellipti urve. It is a lassial
problem to lassify ellipi urves, and the rank of a urve provides a useful way
to distinguish it from other urves, as well as to gain some insight into its
algebrai struture. However, alulating the rank of a given ellipi urve an
be quite diult in general. One method of doing so is the method of 2-desent.
The mahinery behind 2-desent is quite high-powered, but the idea is rather
simple.
The main idea behind 2-desent is a loal-to-global method. One indiretly
studies an ellipti urve E by examining whether ertain related equations,
alled homogeneous spaes, have rational points over every loal eld Qp for
∗
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p =∞ or p a rational prime. This information is then pieed together to yield
information about E.
This paper uses two variations on the method of two-desent to gain results
on the ranks of two dierent families of ellipi urves. While studying omputer
omputations of the ranks of ellipti urves of the form
Ep : y
2 = x(x− p)(x − 2),
Jason Beers made the following onjeture.
Conjeture. Let Ep be the ellipti urve dened by
Ep : y
2 = x(x − p)(x− 2) where p and p− 2 are twin primes. Then
rank(Ep) =


0 if p ≡ 7 (mod 8),
1 if p ≡ 3, 5 (mod 8),
2 if p ≡ 1 (mod 8).
Curves similar to this form were onsidered in Silverman [1℄, and similar
results for the urve E : y2 = x(x− (p− 2))(x− p) were reently made available
on arXiv.
In this paper, we prove the rst ase and part of the seond; more speially,
we prove
Theorem 1. Let p and p − 2 be twin primes, and let Ep be the ellipti
urve dened by Ep : y
2 = x(x − p)(x− 2).
(a) If p ≡ 7 (mod 8), then rank(Ep) = 0. In partiular, we have
Ep(Q) ∼= Z/2Z× Z/2Z.
(b) If p ≡ 5 (mod 8), then rank(Ep) ≤ 1. In partiular, we have
Ep(Q) ∼= Z/2Z× Z/2Z.
or
Ep(Q) ∼= Z× Z/2Z× Z/2Z.
Before going through eah proof, we state the method of two-desent to be
used as presented in Silverman [1℄.
2 Proof of Theorem 1(a)
In this setion we prove the following theorem:
Theorem 1(a). Let p and p − 2 be prime numbers in Z with p ≡ 7 (mod
8). Then the ellipti urve E(Q) given by
E : y2 = x(x − p)(x− 2)
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has rank 0. In partiular,
E(Q) ∼= Z/2Z× Z/2Z.
To prove this theorem, we use the method of 2-desent presented as Propo-
sition 1.4 of Chapter X in Silverman [1℄, whih we now state.
Theorem 2. (Complete 2-Desent, Version 1). Let E/Q be an ellipti
urve given by an equation
y2 = (x− e1)(x− e2)(x − e3) with e1, e2, e3 ∈ Q.
Let S be a set of plaes of Q inluding 2,∞, and all plaes dividing the disrim-
inant of E. Further, let
Q(S, 2) = {b ∈ Q∗/Q∗2 : ordν(b) ≡ 0(mod 2) for all ν /∈ S}.
There is an injetive homomorphism
E(Q)/2E(Q)→ Q(S, 2)×Q(S, 2)
dened by
P = (x, y)→


(x− e1, x− e2) if x 6= eq, e2
((e1 − e3)/(e1 − e2), e1 − e2) if x = e1
(e2 − e1, (e2 − e3)/(e2 − e1)) if x = e2
(1, 1) if x =∞ (i.e. if P = O).
Let (b1, b2) ∈ Q(S, 2) × Q(S, 2) be a pair whih is not the image of one of the
three points O, (e1, 0), (e2, 0). Then (b1, b2) is the image of a point
P = (x, y) ∈ E(Q)/2E(Q) if and only if the equations
b1z
2
1 − b2z
2
2 = e2 − e1
b1z
2
1 − b1b2z
2
3 = e3 − e1
have a solution (z1, z2, z3) ∈ Q
∗ × Q∗ × Q∗; if suh a solution exists, then one
an take
P = (x, y) = (b1z
2
1 + e1, b1b2z1z2z3).
Thus, Theorem 2 allows one to alulate E(Q)/2E(Q) for ellipi urves de-
ned by a suiently nie equation. If E(Q) ∼= Zr ⊕ Z
tors
, then all of the
odd-torsion (i.e. fators of E(Q) of the form Z/mZ where m is odd) is killed
in E(Q)/2E(Q). Furthermore, if p is a prime of good redution for E and
gd(p,m)=1, then E(Q)[m] injets into E˜(Fp), the Fp rational points on the
redution of E modulo p, so it is easy to alulate E
tors
. These fats together
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with Theorem 2 allow one to alulate the rank of ertain ellipti urves. We
now prove Theorem 1(a).
Proof of Theorem 1(a).
Our urve is
E : y2 = x(x − p)(x− 2) = x3 − (p+ 2)x2 + 2px
whih has disriminant ∆ = 22p2(p− 2)2, so our set S is
S = {2, p, p− 2}
and our set Q(S, 2) is
Q(S, 2) = {±1,±2,±p,±(p− 2),±2p,±2(p− 2),±p(p− 2),±2p(p− 2)}.
The two-torsion points of E(Q) are those points (x, y) ∈ E(Q) with y = 0, hene
the two-torsion of our urve is
E(Q)[2] = {O, (0, 0), (2, 0), (p, 0)}.
Now, sine p ≥ 7, we have 3 ∤ ∆, and so we see that E
tors
injets into E(F3).
By hypothesis p = 7 + 8k for some non-negative integer k. In fat, k ≡ 0 (mod
3), sine if k ≡ 1 (mod 3) then p ≡ 0 (mod 3) and so is not prime; likewise, if
k ≡ 2 (mod 3), then p − 2 ≡ 0 (mod 3), so p − 2 is not prime. Hene we have
k ≡ 0 (mod 3), and
E(F3) = {O, (0, 0), (1, 0), (2, 0)}
where the fat that (1, 0) ∈ E follows from our ongruene argument on k. Any
odd m−torsion must be an m−group, and sine E[2] ⊂ E
tors
and both E[2] and
E(F3) have ardinality 4, we see that Etors = E[2].
Now we onsider the map
φ : E(Q)/2E(Q)→ Q(S, 2)×Q(S, 2)
given in Theorem 2 with e1 = 0, e2 = 2, and e3 = p. There are 256 pairs
(b1, b2) ∈ Q(S, 2)× Q(S, 2), and for eah pair we must hek to see whether it
omes from an element of Q(S, 2)×Q(S, 2). Using Theorem 2, we an ompute
the image φ(E[2]) in Q(S, 2)×Q(S, 2):
O → (1, 1) (0, 0)→ (2p,−2) (2, 0)→ (2,−2(p− 2)) (p, 0)→ (p, p− 2).
For the remaining pairs (b1, b2) we must determine whether the equations
b1z
2
1 − b2z
2
2 = 2 (1)
and
b1z
2
1 − b1b2z
2
3 = p (2)
4
have a simultaneous solution (z1, z2, z3) ∈ Q
3
. This is failitated by a few fats.
First, reall that Q ⊂ Qq (the q-adi ompletion of Q) for eah prime q, so if
an equation has no solutions over Qq then it has no solutions over Q, and the
pair (b1, b2) in that ase is not in Q(S, 2) × Q(S, 2). Seond, the map φ is a
homomorphism. Thus, if (b1, b2) and (b
′
1, b
′
2) are both in the image of φ, then
so is (b1b
′
1, b2b
′
2); if (b1, b2) is in the image and (b
′
1, b
′
2) is not, then (b1b
′
1, b2b
′
2)
is not. If the equations orresponding to a pair (b1, b2) have no solutions over
some Qp, we say that (b1, b2) is Qp-non-trivial.
We follow Silverman's lead and list our results in a table whose entries list
either the point (x, y) ∈ E(Q) that gets mapped to the pair (b1, b2) or the
eld over whih the equations (1) and (2) have no solution. If (z1, z2, z3) is
a solution to equations (1) and (2), then the pre-image of (b1, b2) is (b1z
2
1 +
e1, b1b2z1z2z3). Eah table entry also has a supersript number (n) whih refers
to a note explaining the entry. We do exlude half of the points from the table,
however: it is easy to see that if b1 < 0 and b2 > 0 then equation (1) has no
solutions in R, and if b1 < 0 and b2 < 0 then equation (2) has no solution in R.
Hene, we exlude the portion of the table with b1 < 0.
b1 \b2 1 2 p p− 2 2p 2(p− 2) p(p− 2) 2p(p− 2)
1 O Q
(3)
2 Q
(5)
p Q
(7)
p−2 Q
(3)
2 Q
(5)
p Q
(3)
2
2 Q
(4)
2 Q
(12)
p−2 Q
(4)
2 Q
(16)
p Q
(16)
p−2 Q
(4)
2 Q
(14)
p
p Q
(9)
p
Q
(3)
2
Q
(12)
p Q
(9)
p
Q
(3)
2
Q
(10)
p
Q
(3)
2p− 2 Q
(6)
p (p, 0) Q
(6)
p Q
(3)
p−2
2p
Q
(4)
2
Q
(9)
p
Q
(4)
2
Q
(10)
p Q
(9)
p
Q
(4)
2
Q
(10)
p
2(p− 2) Q
(14)
p Q
(12)
p−2 Q
(14)
p Q
(16)
p−2
p(p− 2) Q
(9)
p Q
(3)
2 Q
(10)
p Q
(9)
p Q
(3)
2 Q
(4)
2
Q
(3)
2
2p(p− 2) Q
(4)
2 Q
(9)
p Q
(4)
2 Q
(10)
p Q
(9)
p Q
(10)
p
−1 Q
(14)
p Q
(3)
2 Q
(12)
p−2 Q
(14)
p Q
(3)
2 Q
(15)
p−2 Q
(3)
2
−2 Q
(4)
2 Q
(6)
p Q
(4)
2 (0, 0) Q
(6)
p Q
(4)
2 Q
(8)
p−2
−p Q
(9)
p
Q
(3)
2
Q
(10)
p Q
(11)
p
Q
(3)
2
Q
(10)
p
Q
(3)
2−(p− 2) Q
(11)
p−2 Q
(13)
p Q
(16)
p−2 Q
(13)
p
−2p
Q
(4)
2
Q
(9)
p
Q
(4)
2
Q
(10)
p Q
(9)
p
Q
(4)
2
Q
(10)
p
−2(p− 2) (2, 0) Q
(6)
p Q
(8)
p−2 Q
(6)
p
−p(p− 2) Q
(9)
p Q
(3)
2 Q
(10)
p Q
(9)
p Q
(3)
2 Q
(10)
p Q
(3)
2
−2p(p− 2) Q
(4)
2 Q
(9)
p Q
(4)
2 Q
(10)
p Q
(9)
p Q
(4)
2 Q
(10)
p
Notes For Table
1. If b1 < 0 and b2 > 0, equation (1) has no solutions in R.
2. If b1 < 0 and b2 < 0, equation (2) has no sution in R.
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3. Suppose there exists a solution (z1, z2, z3). We have b1 ≡ 0 (mod 2)
and b2 6= 0 (mod 2). Then omparing 2−adi valuations of the left-hand
and right-hand sides of equation (1) easily implies z1, z2 ∈ Z2. But then
b1z
2
1 − b1b2z
2
3 ≡ 0 (mod 2), so equation (2) implies p ≡ 0 (mod 2). Sine p
is odd, this is a ontradition, so equations (1) and (2) have no solutions
over Q2
4. Adding the Q2-non-trivial pairs from (3) to the (pairs orresponding to
the) points in E[2] yields these Q2-non-trivial pairs.
5. If (b1, b2) = (p, 1) or (p(p − 2), 1), then valuation arguments again show
that any solution (z1, z2, z3) has z1, z2 ∈ Zp, hene equation (1) beomes
z22 ≡ −2 (mod p)
whih has no solutions sine p ≡ 7 (mod 8).
6. Adding the pairs from (5) to the points in E[2] yields these Qp-non-trivial
points.
7. If (b1, b2) = (p− 2, 1), then again z1, z2 ∈ Zp−2, so equation (1) implies
z22 ≡ −2 (mod (p− 2)),
whih has no solutions sine p− 2 ≡ 5 (mod 8).
8. Adding the pairs from (7) yields these Qp−2-non-trivial points.
9. Suppose b2 ≡ 0 (mod p) and b1 6= 0 (mod p), and suppose there exists a
solution (z1, z2, z3). Let
k = νp(z1), j = νp(z2, l = νp(z3.
Then equation (2) implies that
1 = νp(b1z
2
1 − b1b2z
2
3)
= min{2k, 1 + 2l}
whih implies l = 0 and k > 0. But equation (1) implies
0 = νp(b1z
2
1 − b2z
2
2)
= min{2k, 1 + 2j}
whih implies k = 0, whih is a ontradition. Hene equations (1) and
(2) have no solutions over Qp in his ase.
10. Adding pairs from (9) to the points in E[2] yields these Qp-non-trivial
pairs.
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11. If (b1, b2) = (1,−(p − 2)), then one again equation (1) implies z1, z2 ∈
Zp−2. Subtrating p from both sides of equation (1) yields
z21 + (p− 2)z
2
2 − p = 2− p,
so looking modulo (p− 2) we have
z21 ≡ p ≡ 2 (mod (p− 2))).
But p − 2 ≡ 5 (mod 8), so no suh z1 exists, hene equation (1) has no
solutions over Qp−2.
12. Adding pairs from (11) to the points in E[2] yields these Qp−2-non-trivial
pairs.
13. If (b1, b2) = (p,−(p− 2)) or (p(p− 2),−(p− 2), then equation (??) again
implies z1, z2 ∈ Zp and redues to
z22 ≡ −1 (mod p)
whih has no solutions in Qp sine p ≡ 3 (mod 4).
14. Adding the pairs from (13) to the points in E[2] yields these Qpnon-trivial
pairs.
15. If (b1, b2) = (p(p − 2),−1), then equation (1) implies z1, z2 ∈ Zp and
redues to
z22 ≡ 2 (mod p− 2)
whih has no solutions in Qp−2 sine p− 2 ≡ 5 (mod 8).
16. Adding the pair from (15) to the points in E[2] yields these Qp−2-non-
trivial pairs.
This table reveals that the only elements of Q(S, 2) × Q(S, 2) in the image
of the map φ are those we got from E[2], and Theorem 2 then implies
E(Q)/2E(Q) →֒ Q(S, 2)×Q(S, 2) ∼= (Z/2Z)2.
Sine we showed before that E
tors
= E[2], we know
E(Q) ∼= Zr × (Z/2Z)2,
hene
E(Q)/2E(Q) ≡ (Z/2Z)2+r.
Thus, we have shown that the rank of E is r = 0, and we have E ∼= (Z/2Z)2.

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3 Proving Theorem 1(b)
Proving Theorem 1(a) was somewhat long and tedious, but it was not very
diult. To establish the bound of the rank of our urve when p ≡ 5 (mod 8),
we will need a more general form of 2−desent. First we restate the theorem to
be proved.
Theorem 1(b). Let p and p − 2 be prime numbers in Z with p ≡ 5 (mod
8). Then the ellipti urve E(Q) given by
E : y2 = x(x − p)(x− 2)
has rank at most 1. In partiular, it is either of the form
E(Q) ∼= Z/2Z× Z/2Z.
or
E(Q) ∼= Z× Z/2Z× Z/2Z.
To prove this, we use the method of 2-desent desribed in hapter X of
Silverman [1℄ as Proposition 4.9, whih we now state.
Theorem 3. (Desent via Two-Isogeny.) Let E/Q and E′/Q be ellipti
urves given by equations
E : y2 = x3 + ax2 + bx and E′ : Y 2 = X3 − 2aX2 + (a2 − 4b)X ;
and let
φ : E → E′ φ(x, y) = (y2/x2, y(b− x2)/x2)
be the isogeny of degree 2 with kernel E[φ] = {O, (0, 0)}. Let S onsist of ∞
and the plaes dividing 2b(a2− 4b), an let Q(S, 2) be dened as before. There is
an exat sequene
0→ E′(Q)/φ(E(Q))→ Q(S, 2)→ WC(E/Q)[φ]
O → 1
(0, 0)→ a2 − 4b d→ {Cd/Q},
(X,Y )→ X
where Cd/Q is the homogeneous spae for E/Q given by the equation
Cd : dq
2 = d2 − 2adz2 + (a2 − 4b)z4.
The φ−Selmer group is then
S(φ)(E/Q) ∼= {d ∈ Q(S, 2) : Cd(Qν) 6= ∅ for all ν ∈ S}.
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This method of 2−desent is obviously more ompliated than the rst ver-
sion we used. The theory behind this method is high-powered, and the interested
reader is enouraged to see Silverman [1℄. We will say only a few words about
this theorem before using it to prove Theorem 1(b).
First, we did not previously dene WC(E/Q); this is the Weil-Chaˆtelet
group for E/Q, whih is the set of equivalene lasses of homogeneous spaes
for E/Q. A homogeneous spae for E/Q is a "twist" of the ellipti urve E,
or some smooth urve on whih E has a simply transitive algebrai group a-
tion. What is important about these homogeneous spaes is that they enode
ertain information about the ellipti urve E, and Theorem 3 says that we are
able to alulate the Selmer group S(φ) of our isogeny φ by looking at these
homogeneous spaes over loal elds.
What, then, is the Selmer group? This, too, should be investigated in Silver-
man [1℄. Essentially, the Selmer group ontains the homogeneous spaes whih
have Qν-rational points for every ν. The important thing about S
(φ)
is that we
have an exat sequene
0→ E′(Q)/φ(E(Q))→ S(φ)(E/Q)→X(E/Q)[φ]→ 0.
The Shafarevih-Tate group X is essentially the group of homogeneous spaes
for E whih have a Qν-rational point for every plae ν but no Q−rational
points; again, see Silverman [1℄. Together, the Selmer and Sha groups measure
the failure of the Hasse priniple for these urves. Finally, omputing both S(φ)
and S(φˆ) and using the above exat sequene together with the exat sequene
0→
E′(Q)[φˆ]
φ(E(Q)[2]
→
E′(Q)
φ(E(Q))
→
E(Q)
2E(Q)
→
E(Q)
φˆ(E′(Q))
→ 0,
we an ompute E(Q)/2E(Q) as before and thus dedue the rank of E.
Before proving Theorem 1(b), we rst prove two lemmas whih will greatly
simplify the proof of the theorem.
Lemma 1. Given the urves
E : y2 = x3 − (p+ 2)x2 + 2px and E′ : y2 = x3 + 2(p+ 2)x2 + (p− 2)2x
and the isogeny
φ : E → E′ φ(x, y) =
(
y2
x2
,
y(2p− x2)
x2
)
,
the selmer group S(φ) is
S(φ) = {1,−1}.
Proof of Lemma 1. We rst note that Ker φ = {O, (0, 0)} and
E[2] = {O, (0, 0), (2, 0), (p, 0)} and E′[2] = {O, (0, 0)}.
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Also, we have 2b(a2 − 4b) = 4p(p− 2)2, so the set Q(S, 2) is
Q(S, 2) = {±1,±2,±p,±(p− 2),±2p,±2(p− 2),±p(p− 2),±2p(p− 2)}.
For eah d ∈ Q(S, 2), we must hek whether the assoiated homogeneous spae
Cd : dw
2 = d2 + 2(p+ 2)dz2 + (p− 2)2z4
has points over eah loal eld Qq for q = 2, p, p− 2. From Theorem 3, we have
O, (0, 0)→ 1
and so d = 1 ∈ S(φ), and it remains to hek whether the remaining d ∈ Q(S, 2)
are in the Selmer group.
1. d = ±p
We present the argument for Cp to show that d = p is not in the Selmer
group; the argument for C−p is idential. Our homogeneous spae is
Cp : pw
2 = p2 + 2(p+ 2)pz2 + (p− 2)z4.
Now, we have that the p−adi valuation of the left-hand side, νp(LHS), is
odd. Hene, the valuation of the right-hand side must also odd. But we
have
νp(RHS) = min{2, 1 + 2k, 4k} where k = νp(z).
(We have equality in the above expression sine no two of 2, 1 + 2k, and
4 an ever be the same.) If k ≤ 0, then this minimum equals 4k, whih is
even. Similary, if k > 0, then the minimum is 2. In neither ase an the
valuations of the left- and right-hand sides math, so Cp has noQp-rational
points. Hene ±p /∈ S(φ).
2. d = ±2
We present the argument for C2 to show that d = 2 is not in the Selmer
group; the argument for C−2 is identiial. Our homogeneous spae is
C2 : 2w
2 = 22 − 22(p+ 2)z2 + (p− 2)2z4.
The 2−adi valuation of the left hand side is odd, while
ν2(RHS) ≥ min{2, 2 + 2k, 4k} where k = ν2(z).
Sine ν2(RHS) must be odd, we must have at least two of 2, 2 + 2k, and
4k be equal and minimal; this is easily seen to be impossible, hene C2
has no Q2-rational points. Thus ±2 /∈ S
(φ)
.
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3. d = ±2p
Either of the two arguments above show that ±2p /∈ S(φ).
Notie that sine S(φ) is a group, we have
±2(p− 2),±2p(p− 2),±p(p− 2) /∈ S(φ).
It remains to hek whether Cd has Qq-rational points for
d ∈ {−1,±(p− 2)} and q ∈ {2, p, p− 2}.
4. d = −1
Our homogeneous spae is
C−1 : −w
2 = 1− 2(p+ 2)z2 + (p− 2)2z4.
We show that C−1 has Qq-rational points for eah q ∈ {2, p, p− 2}, hene
−1 ∈ S(φ).
(a) q = 2 We nd a solution in Q2 as follows. Let
f(w, z) = 1− 2(p+ 2)z2 + (p− 2)2z4 + w2.
Then we have
f(2, 1) = 1− 2(p+ 2) + (p− 2)2 + 4
= 5− 2(7 + 8k) + (3 + 8k)2
≡ 5− 14− 16k + 9 + 16k (mod 32) sine p ≡ 5 (mod 8)
≡ 0 (mod 32).
So ν2(f(2, 1)) ≥ 5, but
∂f
∂w
= 2w
∣∣∣∣
(w,z)=(2,1)
= 4,
so 2ν2(∂f/∂w) = 4 < 5. Hene by Hensel's lemma this lifts to a
solution in Q2.
(b) q = p
We nd a solution in Qp as follows. With f(w, z) as before, we have
f(w, z) = 1− 4z2 + 4z4 + w2 (mod p),
hene
f(w0, 0) = 1 + w
2 ≡ 0 (mod p)
has a solution w0 sine p ≡ 4 (mod 8). Sine p 6 |w0 and p is an odd
prime, we have
∂f
∂w
= 2w
∣∣∣∣
(w,z)=(w0,0)
6= 0 (mod p),
so by Hensel's lemma this lifts to a solution in Qp.
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() q = p− 2
We nd a solution in Qp−2 as follows. With f(w, z) as before, we
have
f(w, z) ≡ 1− 2(p+ 2)z2 + w2 (mod (p− 2)2)
so
f(w, 0) ≡ 1 + w2 ≡ 0 (mod (p− 2)2)
has a solution w0 sine (p− 2)
2 ≡ 1 (mod 4). One again, we have
∂f
∂w
= 2w
∣∣∣∣
(w,z)=(w0,0)
6= 0 (mod (p− 2))
so by Hensel's lemma this lifts to a solution in Qp−2.
Thus, we have −1 ∈ S(φ). We now show that C−(p−2) has no Q2−rational
points, hene −(p − 2) /∈ S(φ). Sine S(φ) is a group, this will imply
(p− 2) /∈ S(φ), ompleting our alulation of S(φ).
5. d = −(p− 2)
Our homogeneous spae is
C−(p−2) : −(p− 2)w
2 = (p− 2)2 − 2(p+ 2)(p− 2)z2 + (p− 2)z4.
We will show this spae has no points over Q2. Let ν2(w) = k, ν2(z) = j.
Suppose there is a solution (w, z). We have
ν2(LHS) = 2k
and
ν2(RHS) ≥ min{0, 1 + 2j, 4j}.
There are two ases to onsider.
Suppose j > 0, whih implies k = 0. Then w, z ∈ Z2 with w odd and z
even, so
f(w, z) ≡ (p− 2)2 + (p− 2)w2 ≡ 1 + 3w2 (mod 8)
whih has no solutions. Having no solutions modulo 8 implies that there
are no solutions in Q2.
Now suppose j = 0, whih implies k ≥ 0. Then w, z ∈ Z2 and z is odd. We
examine f(w, z) modulo dierent powers of 2 to gain information about
w and z. Remember that p ≡ 5 (mod 8). Looking modulo 2 yields
f(w, z) ≡ 1 + 1 + w2 (mod 2)
sine z is odd, so this implies w is even.
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Looking modulo 22 and 23 yields no new information, so we look modulo
24. Note that (p−2)2 ≡ 9 and (p+2)(p−2) ≡ 5 modulo 24. Then, writing
z = 1 + 2r, w = 2s, and p = 5 + 8l, we have
f(w, z) ≡ 9− 10(1 + 2r)2 + 9(1 + 2r)4 + (3 + 8l)(2s)2 (mod 16)
≡ 8 + 12s2 (mod 16)
and having this equal to 0 modulo 16 is equivalent to having
2 + 3s2 ≡ 0 (mod 4)
whih has no solutions. This implies that there are no solutions to f(w, z) =
0 in Q2.
Now suppose j < 0, whih implies k = 2j. Changing the signs of j and
k, write w = 2−2jw0 and z = 2
−jz0, where w0 and z0 are both odd. The
equation dening our homogeneous spae is then
−(p− 2)2−4jw20 = (p− 2)
2 − 2(p+ 2)(p− 2)2−2jz20 + (p− 2)
22−4jz40 .
Multiplying through by 24j , this beomes
−(p− 2)w20 = 2
4j(p− 2)2 − (p+ 2)(p− 2)22j+1z20 + (p− 2)
2z40 ,
and looking at the resulting funtion modulo 8 yields
f(w, z) ≡ (p− 2)2z40 + (p− 2)w
2
0 (mod 8)
≡ z40 + 3w
2
0 (mod 8).
Sine z0, w0 are odd, we have f(w, z) ≡ 4 6= 0 modulo 8. Sine there are
no solutions modulo 8, there are no solutions in Q2.
We onlude that −(p − 2) /∈ S(φ), and sine −1 ∈ S(φ), we have (p − 2) /∈
S(φ). Thus, S(φ) = {1,−1}. 
Lemma 2. Given the urves
E′ : Y 2 = X3 + 2(p+ 2)X2 + (p− 2)X and E : y2 = x3 − (p− 2)x2 + 2px
and the isogeny
φˆ : E′ → E φˆ(X,Y ) =
(
y2
x2
, y
p− 2− x2
x2
)
the selmer group Sel
( ˆ(φ))
is
S(φˆ) = {1, 2, p, 2p}.
Proof of Lemma 2.
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We rst note that Kerφˆ = {O, (0, 0)} and
E[2] = {O, (0, 0), (2, 0), (p, 0)} and E′[2] = {O, (0, 0)}.
Our set Q(S, 2) is one again
Q(S, 2) = {±1,±2,±p,±(p− 2),±2p,±2(p− 2),±p(p− 2),±2p(p− 2)}.
For eah d ∈ Q(S, 2), we must hek whether the assoiated homogeneous spae
Cd : dw
2 = d2 − 4(p+ 2)dz2 + 2pz4
has points over eah loal eld Qq for q = 2, p, p− 2. From Theorem 3, we have
O → 1 (0, 0)→ 2p (2, 0)→ 2 (p, 0)→ p
and so {1, 2, p, 2p} ⊂ Sφˆ; it remains to hek whether the remaining d ∈ Q(S, 2)
are in the Selmer group. The set of d whih remain to be heked is
{−1,−2,−p,±(p− 2),±2p,±2(p− 2),±p(p− 2),±2p(p− 2)}.
We proeed as in the last lemma, only this time less work is neessary. Consider
d = ±(p− 2); we show that Cp−2 has no solutions over Qp−2, and the argument
for d = −(p− 2) is idential. Our homogeneous spae is
Cp−2 : ±(p− 2)w
2 = (p− 2)2 ± 4(p+ 2)(p− 2)z2 + 2pz4
Letting k = νp−2(w) = k and νp−2(z) = j, we have ν2(LHS)= 1 + 2k and
ν2(RHS)≥ min{2, 1 + 2j, 4j}, whih implies j = k = 0, hene w, z ∈ Zp−2, and
in partiular, (p− 2) does not divide w, z. Taking as our funtion
f(w, z) = (p− 2)2 ± 4(p+ 2)(p− 2)z2 + 2pz4 ∓ (p− 2)w2,
then looking at the funtion modulo p− 2 yields
f(w, z) ≡ 4z4 (mod (p− 2))
whih has no solutions (w, z) with p − 2 6 |z, hene f(w, z) has no solutions
in Q±(p−2). We onlude that ±(p − 2) /∈ S
(φˆ)
. But by the group struture
of S(φˆ), this eliminates all of the other possible d ∈ Q(S, 2). Hene we have
S(φˆ) = {1, 2, p, 2p}. 
We now prove the theorem.
Proof of Theorem 1(b).
First we show that E
tors
= E[2] ∼= (Z/2Z)2. Suppose p > 5. As in the proof
of Theorem 1(a), 3 is a prime of good redution. Sine p ≡ 5 (mod 8), we have
p ≡ 2 + 2k (mod 3) for some 0 ≤ kleq2. But if k = 2, then p ≡ 0 (mod 3) and
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is not prime (sine p > 5). Similarly, if k = 0, then p− 2 ≡ 0 (mod 3) and so is
not prime (sine p > 5 implies p− 2 > 3). Then one easily heks that
E(F3) = {O, (0, 0), (1, 0), (2, 0)},
and sine Etors →֒ E(F3) and E[2] ⊂ Etors, we have
E
tors
= E[2] ∼= (Z/2Z)2.
If p = 5, one easily heks that
E(F7) = {O, (0, 0), (1, 2), (1, 5), (2, 0), (3, 1), (3, 6), (5, 0)} ∼= (Z/4Z)× (Z/2Z)
and a similar argument gives the desired result.
Now we ompute the rank. To apply Theorem 3, we need to ompute pre-
isely the Selmer groups from Lemmas 1 and 2. Having omputed both Selmer
groups, we may now use the exat sequenes mentioned earlier to ompute the
rank of E. Reall that we have the following exat sequenes:
0→
E′
φ(E)
→ Sφ(E)→X(E)[φ]→ 0 (3)
0→
E
φˆ(E)
→ Sφˆ(E)→X(E′)[φˆ]→ 0 (4)
0→
E′[φˆ]
φ(E[2])
→
E′
φ(E)
→
E
2E
→
E
φˆ(E′)
→ 0 (5)
Now, we have omputed
S(φ) ∼= Z/2Z and S(φˆ) ∼= (Z/2Z)2,
and we atually showed that every point in S(φˆ) ame from a point on our urve,
hene X(E′)[φˆ] = 0. Sequene (4) then implies
E/φˆ(E) ∼= (Z/2Z)2.
It is also easy to hek that φ(E[2]) = E′[φˆ], hene E′[φˆ]/φ(E[2]) = 0. Thus,
sequene (5) beomes
0→
E′
φ(E)
→
E
2E
→ (Z/2Z)2 → 0. (6)
We do not know if X(E)[φ] = 0; thus, from sequene (3) we have
0→
E′
φ(E)
→ Z/2Z→X(E)[φ]→ 0,
so we have either
E′
φ(E)
∼= Z/2Z or 0; omparing the orders of the groups in
(6) shows that rank(E) = 1 in the rst ase and 0 in the seond, proving the
theorem. 
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