Introduction
How will ATM carriers allocate the band-width required to guarantee the quality-of-service promised in their customer contracts? How can customers exploit to their advantage the tari structures o ered by the carriers? Both carrier and customer will need to measure QoS (quality-of-service) parameters. Existing proposals involve modelling: tting a statistical model to the input tra c and calculating QoS parameters from the model. Doubts have been expressed about this procedure because data tra c is bursty and cannot be described by a model with a small number of parameters. Our approach is more radical: we estimate directly the thermodynamic entropy of the data-stream at an input-port; from this, the QoS 1 parameters can be calculated rapidly. The algorithms are simple enough to be programmed onto the port-controllers of an ATM switch. 2 The Problem ATM switches are bu ered. Cells may be lost if a bu er over ows; cells may be delayed by being stacked in a bu er. In this paper, we are concerned with the components of cell-loss and cell-delay which are attributable to a single bu er of nite size. The QoS parameters we are concerned with are:
cell-loss ratio; cell-delay variation; mean cell-delay; `jitter' (the variance of the cell-delay).
The problem we address is the estimation of these parameters for ATM tra c which is stacked in a bu er emptied at a xed service-rate. This is a queueing problem: the QoS parameters can be estimated easily provided we know the tail of the queue-length distribution. Estimating the tail is a problem in large deviation theory; as we shall see, the large deviation rate-function of the arrivals process (the number of cells entering the bu er in each clock-cycle) yields an estimate of the tail of the queue-length distribution. The current practice is to model the arrivals process: choose a statistical model; t the parameters of the model to the tra c (using moments, for example); compute QoS parameters, using the model.
There are objections to the implementation of this programme:
it is di cult to automate the selection of a model; bursty tra c cannot be modelled using a small number of parameters; 2 the computational requirements make it di cult to perform the estimation in real time;
it wastes resources { a good model contains more information about the arrivals process than is required for the estimation of QoS parameters.
This has triggered the search for alternatives to modelling (see Courcoubetis et al 5] for another proposal). Since all that is required for the estimation of QoS parameters is a knowledge of the large deviation rate-function of the arrivals process, why not estimate the rate-function itself? There are good reasons for believing this to be possible: since the work of Ruelle 13] and Lanford 11] , it has been well known (but not widely) that the ratefunction of large deviation theory is the same kind of mathematical object as the entropyfunction of equilibrium thermodynamics. (The connection between large deviation theory and equilibrium thermodynamics is explained brie y in Appendix 2.) The rate-function and the entropy-function have this in common: they encapsulate concisely the relevant information about the system. For an ideal gas, the entropy-function can be calculated from rst principles; for a real gas, one could choose a statistical model, t the parameters of the model to measured properties of the gas (virial coe cients, for example), compute the entropy-function from the model and use the entropy-function to compute the bulk properties of the gas. This is not the practice of chemical engineers: they measure the entropy-function or use the tables of measured values available in the literature.
Our claim is this:
for the purposes of estimating QoS parameters, it is enough to know the rate-function of the ATM tra c stream; the modelling procedure can be by-passed if we can estimate the rate-function directly.
Basic theory
In the previous section we stated somewhat vaguely that QoS parameters for a tra c stream passing through a bu er can be estimated using the rate function of the arrivals process. We will now make that statement more precise with an overview of the underlying theory. 
Estimating QoS parameters
Suppose we have a single server queue with stationary arrivals (X k ) and constant service rate s. For stability we require that s > EX 1 ; in other words, the service rate exceeds the mean input rate. The rate function of the arrivals process is de ned, for x > 0, by
whenever this limit exists. The theory of large deviations tells us that, provided I satis es some technical conditions 8, 9, 10], the tails of the queue-length distribution are asymptotically log-linear: lim
moreover, = inf w>0 I(w + s)=w:
A variation of this result is that for a large nite bu er, the log-frequency of cell-loss is approximately linear in the bu er-size, with slope ? . To obtain an upper bound on the log-frequency of cell-loss, we suggest using the straight line ? ? q, where q denotes the bu er-size and ? is the log-frequency with which the queue is non-empty 1 . Using this bound, one can estimate the cell-loss ratio, cell-delay variation, mean cell-delay, variance of the cell-delay (`jitter'). The cell-loss ratio is given approximately by the frequency of cell-loss divided by the mean input rate; the cell-delay variation is just the distribution of the queue-length divided by the service rate (up to`round o ' error), and the mean and variance of the cell-delay are just the mean and variance of this distribution. Now that we have established the role of the rate function in the problem of estimating QoS parameters, we turn to the question of how to estimate it using tra c observations. It turns out that it is easier to estimate a transform of the rate function, namely the scaled cumulant generating function (cgf), rather than the rate function itself. This is de ned by
whenever this limit exists; then the scaled cgf is related to the rate-function I(x) by ( ) = sup x fx ? I(x)g; (5) moreover, can be calculated directly from the scaled cgf using the formula = supf : ( ) s g: (6) The above theory is valid whenever the arrivals process is both stationary and mixing ( that is, there is no long-range dependence).
Estimating the scaled cgf
The mixing condition has a second consequence which we exploit in constructing an estimator for : there exists a block size b for which the block sums
are approximately independent and identically distributed. Furthermore,
and so the problem of estimating is approximately equivalent to the problem of estimating the distribution ofX 1 . This suggests using the (normalised) cgf of the empirical distribution of the block sums as an estimator for and the corresponding solution to (6) as an estimator for :
n b := supf :^ n b ( ) s g: (10) To apply this method in practice, one is faced with the following questions:
how much data do we need to get a good estimate?
what is a suitable block size?
can we assume stationarity?
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The analytic and simulation results that follow are intended to provide some insight and rough heuristics for the rst two. The question of stationarity is not speci c to this problem: it is a fundamental requirement for prediction. (That is not to say that data with trends, cycles and`external forces' cannot be dealt with; it is often the case that non-stationarity can be`removed' from the data once it is`explained'.) We anticipate that this method will be most useful for short term prediction, where stationarity is only required over relatively short time periods. For example, it provides a basis for characterising tra c`on the y' so that resources can be allocated dynamically.
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3.3 Sampling properties of^ n b
Analytic results
For a given model, the sampling distribution of^ n b can be determined using the formula
or approximated using the fact (see Appendix 1) that for large n, 
As n ! 1,^ n b converges in probability to b , and b = if the block sums are independent; in general we have b for large b. The sampling distribution tells us how good the estimator is; it can also be used to obtain con dence intervals for b and hence approximate con dence intervals for . From the approximation (12) we can immediately see the e ect of increasing 6 the sample size: as n ! 1 the variance of our estimator decays like 2 b =n. However, this is not strictly true, because the variance of^ n b is generally in nite! This is a technical hitch due to the fact that in general there is a small but positive probability that most or all of the block sums do not exceed bs, leading to huge or even in nite values of^ n b ; this probability goes to zero as n ! 1 provided P(X 1 > bs) > 0, and the e ect disappears in the normal approximation. Incidentally, it can be shown (see Appendix 1) that if the block sums are independent and we condition on at least three block sums exceeding bs, the variance of^ n b becomes nite; in general we have nite k th moments when we condition on there being k + 1 block sums exceeding bs.
We will now apply the normal approximation to an example to see the e ect of varying the block size and service rate on the precision of our estimator. A good model to work with for this purpose is the (stationary) rst order auto-regressive process: let k be a sequence of independent normal random variables with zero mean and unit variance, 0 < 1, and de ne the X's recursively by X k = X k?1 + k ; 
The asymptotic variance is given by 1 ?
(For details of these calculations, see Appendix 1.) In Figure 1 we have plotted the (approximate) inter-quartile range (IQR) of^ n b against block size b, for xed service rate s = 1, = 0:99 and sample size n = 10 7 . This illustrates the trade-o between increasing the block size to reduce bias, and decreasing the block size to reduce variance.
One way of optimising this trade-o is to minimise the mean squared error of the estimator. Again, strictly speaking this does not exist, but for the normal approximation it is given by
This is plotted in Figure 2 (against block size). From this we can read o the optimal block size, which in this case is about 350/400. Note that the optimal block size depends on the sample size (n), service rate (s) and burstiness ( ); in Figures 3{5 we have plotted the optimal block size against each of these parameters. The next thing we consider is the e ect of increasing the service rate on the precision of the estimator. Figure 6 is a plot of the approximate IQR of^ n b against s, for xed block size b = 5, sample size n = 800 and = 0:5. Clearly the estimator looses precision as the service rate increases. Intuitively, this is because a higher service rate gives rise to shorter queues and hence less information about the tails of the queue-length distribution.
Simulation results
The results of this section are intended to compliment the analytic approximations of the previous section; here we investigate the sampling properties of^ n b with`exact' calculations based on simulations of two kinds of tra c:
Bernoulli. The arrivals X k are independent and identically distributed with P(X 1 = 1) = 1 ? P(X 1 = 0) = 1=4: 8 Two-state Markov. Here the arrivals are modelled by a two-state Markov chain with transition probabilities P(X 2 = 1j X 1 = 0) = 1=16; P(X 2 = 0j X 1 = 1) = 3=16:
Note that both tra c streams have the same mean activity. First we consider the sample size: Figures 7 and 8 show how the empirical interquartile range varies with sample size for each model. In both cases the service rate is xed (s = 0:3) and for the two-state Markov tra c we have used the block size b = 500 (by independence there is no need to aggregate the Bernoulli tra c). In the Bernoulli case we have superimposed the analytic approximation of x3.3.1: clearly it is a good approximation; the analytic approximation is di cult to compute for the two-state Markov model.
Next we consider the service rate: Figure 9 is a plot, for xed sample size n = 1024, of the empirical interquartile spread against service rate for the Bernoulli tra c, with the analytic approximation. Again we see that for large service rates, the precision of our estimator is reduced quite dramatically.
Finally we consider the e ect of varying the block size for correlated tra c, with a view to nding an optimal block size. In Figure 10 we have plotted, for xed sample size n = 4:2(10) 6 and service rate s = 0:3, the empirical interquartile range of the estimator against block size for the two-state Markov tra c: just as we expect, increasing the block size reduces bias on one hand, but increases spread on the other. Since we are now dealing with a nite sample where the variance does not exist, we consider minimising the median squared error of the estimator as a criterion for choosing the optimal block size. This is asymptotically equivalent to the mean squared error of x3.3.1, and is a more robust quantity than the sample mean squared error. The empirical median squared error, for xed sample size n = 4:2(10) 6 and service rate s = 0:3, is plotted in Figure 11 : this is minimised at about b = 250.
Watermarking
Recall that the parameter we are trying to estimate is given by = ? lim q!1 1 q log P(Q > q);
where P(Q > q) is the frequency with which the queue-length exceeds the level q. In other words, if we plot log P(Q > q) against q, the asymptotic slope is ? . To observe this empirically, we feed simulated data through a virtual bu er and plot the log-frequencies with which each level is exceeded; we call this a watermark plot. Given su cient data, a watermark plot will typically have a`straight part' with slope close to ? before becoming wobbly' at levels which are rarely exceeded. It is important to keep in mind that a watermark plot is a random object. In this section we compare the variation in our -estimates with the variation in the corresponding watermark plots using simulated two-state Markov arrival streams with transition probabilities 1=16 (0 to 1) and 3=16 (1 to 0). The estimates are based on optimal block sizes which, in each case, were found using the procedure described in x3.3.2. Figure 12 shows the results of 30 simulations for di erent sample sizes and service rates; for each simulation, the watermark is plotted along with our estimated value of . The variation in the -estimates is comparable with the variation in the slopes of the (straight part of the) watermarks in all cases.
The relation of cell-loss ratio to watermarking
In x3.1 we proposed the linear upper bound ? ? q on the log-frequency of cell-loss from a nite bu er of size q; this, in turn, provides an upper bound on the log of the cell-loss ratio. In this section, we compare the watermark plot (the log-tail-frequencies of the queuelength distribution in an in nite bu er), the cell-loss ratios at each nite bu er-size, and the queue-length distribution in a nite bu er, using simulated Bernoulli and two-state Markov tra c.
In Figure 13 , we demonstrate the relation between watermark and cell-loss ratio in a simulation of 10 7 cycles of Bernoulli tra c with activity 0:38 and service rate 0:4 up to bu er-size 40, and the queue-length distribution in a bu er of size 40.
In Figure 14 , we do the same for 10 6 cycles of two-state Markov tra c up to bu er-size 100 (in this case the log-tail-frequencies of the queue-length distribution in a bu er of size 100 are plotted). As before, the parameters of the source are 1=16, 3=16, and the service rate is 0:26.
Conclusions
This investigation has shown that the proposal to use an empirical entropy function to estimate QoS parameters is theoretically sound. Preliminary experiments, made on the Fairisle network at the University of Cambridge by Simon Crosby, have established that it is feasible to collect the required data in real time.
Our experience so far with real tra c has been promising. For our method to be applicable, the tra c must be stationary and mixing over periods long enough to ensure adequate precision. The requirement of stationarity is not speci c to this method: inconsistent behaviour cannot be predicted. We anticipate that our method will be most useful for short-term prediction where stationarity is only required only for relatively short time-periods. For example, it provides a basis for characterising tra c on the y, so that resources can be allocated dynamically. The question of the applicability of our analysis to real switches is currently being investigated by running simulated data through the Fairisle switch.
Appendix 1
The central limit theorem Ruelle's idea can be illustrated simply: let B a be a disc of radius a centered on the point (u; ); one can prove that the limit 
The argument used to establish the existence of the limit (33) proves also that s(u; ) is a concave function. In the case of an ideal gas, it is easy to verify (using Stirling's Formula) that Ruelle's procedure yields (29). This simple idea was developed by Ruelle and Lanford to provide a rigorous treatment of statistical thermodynamics, described in detail in Lanfords's 1971 Battelle Lectures 11]. Ruelle's idea turned out to have a surprising rami cation in probability theory: Lanford used it to give a completely new proof of Cram er's Theorem; this was the rst step in an important development in the theory of large deviations.
The modern theory of large deviations began with Cram er's re nement 6] of the weak law of large numbers. 
and proved that (34) holds for each open interval J. This approach to the theory of large deviations was taken up by Bahadur and Zabell 2]; they developed it to prove a powerful generalisation of Cram er's Theorem. Azencott 1] and, later, Deuschel and Stroock 7] , systematised these developments. A detailed review of thermodynamic aspects of large deviation theory, including an account of the part played by the grand canonical pressure (the scaled cumulant generating function used in x3), is given in 12].
We have illustrated how, from the mathematical point of view, the rate-function of large deviation theory is the same kind of object as the entropy function of thermodynamics. They have this in common: they encapsulate concisely the relevant information about the system; for this reason it makes sense to measure them. 
