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There is a desire to significantly reduce the time of testing without 
compromising the accuracy of the test. One solution is to employ 
computerized adaptive testing.  If we administer computerized adaptive 
testing using whole items of conventional tests as an item bank, the 
accuracy will be the same as that obtained by a conventional test under the 
condition that the number of attempted items is less than half. 
Computerized adaptive testing requires an item bank, and this can be 
obtained by analyzing the answer data of a test based on a test theory.  
Most computerized adaptive test systems are based on item response theory.  
However, item response theory cannot be applied to small sample size data.  
Therefore, I focused on latent rank theory, which can estimate the 
parameters of small sample size data. 
This study proposes algorithms of computerized adaptive testing based on 
the latent rank theory and verifies its validity.  The target performance of 
the algorithms, using the item bank of 50 or fewer items in size, is the 
number of answered items to be less than 50% of the item bank and 10% or 
less of error. 
In the latent rank theory, the measure of the ability of the examinees is 
an ordinal scale of a discrete value called the rank (hereinafter referred to 
as a rank scale).  A rank membership profile is a vector representing the 
probability distribution of ability of examinees in the rank scale.  In 
addition, an item reference profile is an item characteristic vector 
corresponding to the item characteristic curve in the item response theory.  
Computerized adaptive testing consists of initial setting, item selection, 





In this study, I applied the algorithms of computerized adaptive testing 
based on the item response theory to the algorithms of that based on the 
latent rank theory.  The statistic, which is the key in the algorithms of 
computerized adaptive testing based on the item response theory, is item 
information. 
Therefore, I initially defined information in the latent rank theory, 
corresponding to that in the item response theory.  In the item response 
theory, item information for two-parameter logistic model is Ij(θi) = aj2pijqij, 
where aj is the slope of the item characteristic curve in θi.  In the case of 
the latent rank theory, item reference profile corresponds to item 
characteristic curve of the item response theory.  However, because the 
scale of the latent rank theory is ordinal, it is not possible to obtain the 
difference.  Therefore, I defined the discrimination power by the difference 
between the correct answer probabilities of rank adjacent to the examinee 
ability rank of the item reference profile.  I defined Ij (Ri) = δRi,j2pijqij for the 
item information using this definition of discrimination power.  In addition, 
there was an assumption of additivity in the item response theory; the test 
information is defined as Itest = ΣIj(Ri).  I proposed new algorithms for three 
components of computerized adaptive testing using these definitions. 
In this paper, I have proposed a maximum information criterion for item 
selection, weighted maximum likelihood estimation method for ability 
estimation, and standard error reduction criterion for the termination 
condition.  Computerized adaptive testing based on the latent rank theory, 
which is constituted by proposed algorithms, was evaluated by means of 
Monte Carlo simulation.  Simulation results indicated that the estimation 
error rate was 6.5% (in the case of rank 5 for 150 items) and 6.4% (in the 





bank with item numbers 20, 30, 40, and 50 showed that the number of 
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価する．また，アイテム数が 10から 50，ランク数が 2から 5のアイテムバンク 40種類それ
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付けられているが，提案された当初は，ニューラルテスト理論（Neural Test Theory, NTT）
と名付けられた．特性パラメータを推定する際に自己組織化マップ（Self-Organizing Map, 
SOM; Kohonen, 1995）や生成ポトグラフィックマッピング（Generative topographic 































  (2.2) 
と表すことができる．ここで IRPj Ri はアイテム j の特性を示すアイテム参照プロファイル

















Characteristic Curve, ICC）は，ある能力 θを持つ受験者がこのアイテムを受験した場合
の正答確率を表しているのに対して，潜在ランク理論の IRP ベクトルは，ある能力ランク R
を持つ受験者がこの項目を受験した場合の正答確率を表している．項目応答理論の ICC
に対して項目特性ベクトル（Item Characteristic Vector, ICV）と考えることができる．  
なお，式(2.2)は，潜在ランク理論のモデルを与えるものではなく，SOMやGTMのメカ
ニズムを用いて IRPベクトルを推定した後に結果として得られるものである．  
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クであり，図2.3では 4である．aは 0.124である． 
項目難易度βは，正答率が初めて基準値を超えるランクである．ただし，ランクが1やQ
の場合0.5未満でも βは 1，Qとする．図2.3では βは 5である．その時の正答確率を bと
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受験者 iの（i = 1,…,N）のアイテム j（j=1,…,n）に対する回答ベクトルをｕij とする．本研
究では 2値モデルを扱っているので，正答の場合 1，誤答の場合は 0である．SOMには
入力層と競合層があり，SOMの競合層の出力は Q個ある．Qは潜在ランク理論のモデル
のランク数である．入力層は n 個のアイテムに対応して n 個の入力がある．全ての入力層
は競合層に結合されるので，それを結ぶノードを考える．このノードはn行×Q列のマトリク
スを構成するので，ランク参照マトリクス（Rank Reference Matrix, RRM）と呼び，V={vjq}
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T ≧ N  # 学習をN回以上繰り返す 
FOR k = 1 TO n DO #Vを初期化 
FOR q = 1 TO Q DO 
Vkq(1,0) = q / (Q + 1) 
ENDFOR 
ENDFOR 
FOR t = 1 TO T DO # 教師なし学習 
U(t-1)を受験者（行ベクトル）でランダムに並び替える 
IF t > 1 DO U(t) をU(t-1)で置換える 
FOR h = 1 TO N DO 
uh(t)の勝者ランクRw(t,h)を選択する 
V(t,h) = V(t,h-1) +1n h(t) (uh(t)1’Q – V(t,h-1)) 
ENDFOR 





















と定義されている．ここで，1n は長さ nの単位列ベクトル，1’Q は長さ Qの単位行ベクトル
である．h(t)は勝者ランクとの距離に関する単調減少関数で，その減少する度合いは距離




能力を推定する方法としては，最尤推定法（Maximum Likelihood method， ML; 荘島，
2007b）とMAP（Maximum expectation A Preori; 荘島，2008）が提案されている．これ
を著者がプログラムとして実装したものを紹介する． 
ML法で受験者の能力ランクを推定するには，以下のように求める．テストを構成するア
イテムの IRP の各要素を vjq（j=0…n，q=1,…,Q），受験者 i の能力ランクを Ri，受験者 i

















LH_max = 0.0 
w = 1 
FOR q TO Q DO 
    LH = 1.0 
    FOR j TO n DO 
        IF uij == 0 THEN DO 
            LH = LH * (1 - vqj) 
        ELSE DO 
            LH = LH * vqj 
        ENDIF 
    ENDFOR 
    IF LH > LH_max THEN DO 
        LH_max = LH 
        w = q 
    ENDIF 
ENDFOR 























LH_max = 0.0 
w = 1 
FOR q TO Q DO 
    LH = 1.0 
    FOR j TO n DO 
        IF uij == 0 THEN DO 
            LH = LH * (1 - vqj) * RMPq(n-1) 
        ELSE DO 
            LH = LH * vqj * RMPq(n-1) 
        ENDIF 
    IF LH > LH_max THEN DO 
        LH_max = LH (2.17) 
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        w = q 
















度指標である標準適合度指標（Normed Fit Index, NFI），相対度適合指標（Relative 
Fit Index, RNI），増分適合度指標（Increment Fit Index, IFI），タッカー・ルイス指標
（Tucker-Lewis Index, TLI），比較適合度指標（Comparative Fix Index, CFI），近似誤
差平均平方根（Root Mean Square Error of Approximation, RMSEA）,赤池情報量基
準（Akaike Information Criterion, AIC），調整赤池情報量基準（Consistent Akaike 
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れぞれ同じ傾向を示すので，以降はRFIを使用する．RFIは, 
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などを調べて，能力推定プロセスを終了させるかどうかを判定する 



































van der Linden(1998)は，選択候補のアイテム jを受験者がそれに正答した場合と誤
答した場合のそれぞれの場合に推定される能力値における情報量で重み付けした事後期
待値が最も大きいアイテム ikを未出題リストRkから選択するアルゴリズム，情報量重み付け
事後期待値最大化基準（Maximum Expected Posterior Weighted Information 
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第 4章 潜在ランク理論に基づく 
コンピュータ適応型テスト 
第1節 はじめに 
本章では，潜在ランク理論（Latent Rank Theory, LRT; Shojima, 2007a）に基づくコ

































別力をランク尺度の全域にわたって表す λijを導入した．この λijは， 
 (4.1) 

























ルについて論じているVan der Linden（1998）の中に出てくる Maximum Expected 






（Maximum Likelihood estimation， ML; Shojima, 2007）の記述が引用されている．
一方，シミュレーション条件として「(3) 推定方法：SOM」と記しているので，木村ほかの誤
解があると思われる．KN-CATでは，本論文の著者が実装した潜在ランク理論版最尤推定














が高くなって 1.0に近づいているのが分かる．  
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第 5章 新しいアルゴリズムの提案 
第1節 はじめに 
本章では，潜在ランク理論(Latent Rank Theory, LRT; Shojima, 2007a)に基づくコン














Maximum Likelihood estimation LRT version, WML-LRT）を提案する．終了判定に
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差を求め，その変化値を終了判定に使用する潜在ランク理論版標準誤差低減量基準
（Standard Error Reduction criterion LRT version, SER-LRT）を提案する． 
なお，初期設定に関しては，KN-CATの初期テストレット方式は採用せず，単に受験者
の能力確率分布を一様分布とする方式を採用した．すなわち，モデルのランク数をQとす
ると，初期のRMPの各要素は1 / Q とする方式である．これはKN-CATの初期テストレッ
トの能力推定時の初期値と同じである． 
第2節 正答確率 























験者 iに対するアイテム特性 IRPjを持つアイテム jの識別力ベクトルの各要素を 
 
(5.2) 



















（Maximum Information criterion, MI）の考え方を潜在ランク理論に適用したLRT版情
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報量最大化基準（Maximum Information criterion LRT version, MI-LRT）を提案す
る．  
MI-LRTアルゴリズムは，k番目に出題するアイテムとして 1から k-1アイテムまでの受







    Info_max = 0.0 
    Item_selected = “N/A” 
    WHILE未出題アイテムリストにアイテムあり DO 
        未出題リストからアイテム jを一つ取り出す 
        Info = δjRi2pijqij   # 式5.4 
        IF info > info_max THEN DO 
            Info_max = info 
            Item_selected = アイテム j 
        ENDIF 
    ENDWHILE 
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法(Weighted maximum likelihood estimation method LRT version, WML-LRT)を
提案する． 
第2章で紹介した最大事後分布法（Maximum A Posteriori, MAP）の重みを事後分布













LHtotal = 0.0 
w = 1 
FOR q TO Q DO 
    LHq_max = 0.0 
    LHq = 1.0 
    FOR j TO n DO 
        IF uij == 0 THEN DO 
            LHq = LHq * (1 - vqj) 
        ELSE DO 
            LHq = LHq * vqj  (5.11) 
 
 
- 36 - 
 
        ENDIF  
    ENDFOR 
    LHq = LHq * SQRT[ Itest(n)(q)] 
    IF LHq > LH_max THEN DO 
        LHq_max = LHq 
        w = q 
    ENDIF 
    LHtotal = LHtotal + LHq 
ENDFOR 
FOR q TO Q DO 
    RMPq = LHq / LHtotal 
ENDFOR 




本研究では，項目応答理論の標準誤差低減量基準（Standard Error Reduction 
criterion, SER）の考え方を潜在ランク理論に適用し，先に述べたテスト情報量による標準
誤差を使って再定義した潜在ランク理論版標準誤差低減量基準（Standard Error 




と仮定する．これを終了判定に使用する．SER は，k 番目のアイテム受験時の SE が k-1
番目のアイテム受験時からどれほど減少したか，その低減量がしきい値 ε を下回った時終
了と判定する．すなわち， 
SER(k) = SE(k) – SE(k-1) < ε (5.13) 
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からである．そこで，N 回同じ条件で CAT のシミュレーションを行い，ランク誤差（Rank 
Error）を真値と不一致の試行の数Neとすると， 




















シミュレータ LRT-CAT_sim（秋山, 2013）を使ってモンテカルロシミュレーションを行う．  
LRT-CAT_simのシミュレーションの内容を疑似コードで表すと， 
LRT-CAT_sim( 
    Test=g50,              # g150 / g50 / g40 / g30 / g20 / g10 
                           # j150 / j50 / j40 / j30 / j20 / j10 
    繰り返し回数=100, 
    初期設定=一様分布,    # テストレット / 一様分布 
    アイテム選択=MI-LRT,  # MI-LRT / LAMBDA 
    能力推定=WML-LRT,  # ML-LRT / WML-LRT 
    終了判定=SER-LRT,   # SER-LRT / dRMP 
    閾値 = 0.000014,       # 0.00014 / 0.004 
    最小受験アイテム数 = 25, 
    最大受験アイテム数 = 75) 
    Itembank=テストを分析して得た IRPデータ 
    Examinees=テストを分析して得たRMPデータ 
    WHILE Examinees = NOT NULL DO 
        Examineesから受験者を 一人取り出す 
        FOR i = 1 TO 繰り返し回数 DO 
            Answereditems = NULL 
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            Answerlist = NULL 
            Itemlist=Itembank 
            FOR q=1 TO Q DO 
                RMPq0 = 1/Q 
            ENDFOR 
            IF 初期設定 == テストレットTHEN DO 
                テストレットを作成 
                Itemlistからテストレットに使用したアイテムを削除 
                Answerlist = 回答生成(‘RD’, Q, テストレット) 
                Answereditems = テストレット 
                RMP = 能力推定(テストレット,Answerlist, Examinee) 
            ENDIF  
            Ne=0 
            終了判定=FALSE 
            WHILE 終了判定==FALSE DO 
                Item = 項目選択(Itemlist, Examinee, RMP k-1) 
                Itemlist = Itemlist – Item 
                Answer = 回答生成(能力ランク, Item) 
                Answereditems = Answereditems + Item 
                Answerlist = Answerlist ＋ Answer 
                RMP(k)=能力推定(Answereditems, Answerlist,受験者, RMP(k-1)) 
            ENDWHILE 
            推定ランク = max（RMPqk） 
            IF 推定ランク <> 真のランク THEN DO 
                Ne = Ne +1 
            ENDIF 
            受験アイテム数を保存 
        ENDFOR 
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        ランク誤差 = Ne / 繰り返し数 
        ランク誤差を保存 
    ENDWHILE 
    RETURN ランク誤差の平均と標準偏差，受験アイテム数 
                                                                     (6.2) 
となる． 





    回答生成(能力ランク, Item) 
    IF Itemの IRP（能力ランク） > 乱数[0.0, 1.0] THEN DO 
        RETURN 1 
    ELSE DO 
        RETURN 0 























アイテム 31名，20アイテム 21名，10アイテム 11名とした．一方，先行研究のKN-CAT
と比較するため，項目応答理論が適用できる下限に近く，先行研究に近いサンプルサイズ
































































- 45 - 
 














































































































































































































































































































提案する WML-LRT アルゴリズムに替えると，理想に近い特性のアイテムバンク g150r5
を使った場合，ランク誤差に 0.01 程度のごくわずかな減少がある．一方，受験アイテム数
の平均値は約 55 アイテムから約 41 アイテムに大幅に減少した．なお，受験アイテム数の
























































ランク数 2から 5までのアイテムバンク 20個を作り，シミュレーションを実施した．使用した
回答データとアイテムバンクを表 6.1に，シミュレーションの結果を図 6.9から図 6.23に示
す．また，結果の要約を表 6.2 に示す．これにより，アルゴリズムが基準をクリアして動作す
る範囲と実際の利用における目安を得た．図 6.9から図 6.23までの全てのグラフは，縦軸




ムのテストを 22 アイテム程度に短縮できる，2) 実際に使われている特性の良いテストでも
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表 6.1 使用する回答データとアイテムバンク 
   ランク数 
回答データ アイテム数 受験者数 2 3 4 5 
g10 10 11 g10r2 g10r3 g10r4 g10r5 
g20 20 21 g20r2 g20r3 g20r4 g20r5 
g30 30 31 g30r2 g30r3 g20r4 g30r5 
g40 40 41 g40r2 g40r3 g40r4 g40r5 
g50 50 51 g50r2 g50r3 g50r5 g50r5 
j10 10 10 j10r3 j10r3 j10r4 j10r5 
j20 20 20 j20r2 j20r3 j20r4 j20r5 
j30 30 30 j30r2 j30r3 j30r4 j30r5 
j40 40 40 j40r2 j40r3 j40r4 j40r5 
j50 50 50 j50r2 j50r3 j50r4 j50r5 
 
表 6.2 シミュレーションの結果：基準を満たす受験アイテム数 
回答データ ランク数：2 ランク数：3 ランク数：4 ランク数：5 
g10 5 ― ― ― 
g20 5~10 ― ― ― 
g30 5~15 13~15 ― ― 
g40 5~20 13~20 ― ― 
g50 5~25 13~25 22~25 ― 
j10 5 ― ― ― 
j20 9~10 ― ― ― 
j30 5~15 ― ― ― 
j40 6~20 ― ― ― 








図 6.6 アイテムバンク g10を使用した場合のランク誤差 
 
 
図 6.7 アイテムバンク j10を使用した場合のランク誤差 
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図 6.8 アイテムバンク g20を使用した場合のランク誤差 
 
 
図 6.9 アイテムバンク j20を使用した場合のランク誤差 
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図 6.10 アイテムバンク g30を使用した場合のランク誤差 
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図 6.12 アイテムバンク g40を使用した場合のランク誤差 
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図 6.14 アイテムバンク g50を使用した場合のランク誤差 
 
  

























本論文は，潜在ランク理論（Latent Rank Theory，LRT; Shojima, 2007a）に基づくコ
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