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Résumé
Une ontologie est une représentation structurée des connaissances d’un domaine sous la
forme d’un réseau conceptuel. Les ontologies sont considérées comme un support indis-
pensable à la communication entre agents logiciels, à l’annotation des sites Web et des res-
sources documentaires dans une optique de recherche sémantique de l’information. Parce
que les connaissances d’un domaine sont amenées à évoluer, une ontologie doit elle aussi
évoluer pour rester en cohérence avec le domaine qu’elle modélise. Actuellement, la plu-
part des travaux traitant de l’évolution d’ontologies se préoccupent de la vérification et du
maintien de la cohérence de l’ontologie modifiée. Ces travaux n’apportent pas de solutions
concrètes à l’identification de nouvelles connaissances et à leur intégration dans une ontolo-
gie. Les travaux en ingénierie d’ontologies à partir de textes quant à eux traitent ce problème
d’évolution comme un problème de reconstruction d’une nouvelle ontologie. Souvent, le ré-
sultat produit est complètement différent de l’ontologie à modifier. Par ailleurs, les logiciels
d’évolution spécifiques à un domaine particulier rendent impossible leur utilisation dans
d’autres domaines.
Cette thèse propose une solution originale basée sur les systèmes multi-agents adaptatifs
(AMAS) pour faire évoluer des ontologies à partir de textes. Chaque terme et concept sont
représentés par un agent qui essaie de se situer au bon endroit dans l’organisation qui n’est
autre que l’ontologie.
Ce travail est concrétisé par un outil nommé DYNAMO. Un besoin d’évolution est déclen-
ché par l’ajout de nouveaux textes dans un corpus de documents. DYNAMO utilise les ré-
sultats d’un extracteur de termes et de relations lexicales ainsi qu’un AMAS, nommé DY-
NAMO MAS, pour proposer une ontologie modifiée à un ontographe. Ce dernier interagit
avec DYNAMO MAS via une interface graphique en modifiant l’ontologie proposée (dépla-
cement, ajout, modification de concepts, de termes et/ou de relations), produisant ainsi des
contraintes auxquelles l’AMAS doit s’adapter. Cette "coévolution" entre l’AMAS et l’onto-
graphe cesse lorsque l’ontographe juge que l’ontologie modifiée est cohérente avec le nou-
veau corpus. Cette thèse a été réalisée et financée dans le cadre du projet ANR (Agence
Nationale de Recherche) DYNAMO (DYNAMic Ontology for information retrieval).
Institut de Recherche en Informatique de Toulouse - UMR 5505
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Abstract
An ontology is a structured representation of domain knowledge based on a conceptual
network. Ontologies are considered as an essential support for the communication between
software agents, the annotation of Web sites and textual resources to carry out semantic in-
formation retieval. Because domain knowledge can evolve, an ontology must also evolve
to remain consistent with the domain that it models. Currently, studies on ontologies evo-
lution are focusing on checking and maintaining the consistency of the evolved ontology.
These works do not provide concrete solutions to the identification of new knowledge and
its integration into an ontology. Ontology engineering from texts considers evolution as a
problem of ontology reconstruction. The result produced by this kind of software is often
completely different from the initial ontology. Moreover, it is almost impossible to reuse
software designed only for a particular domain.
This PhD thesis proposes an original solution based on adaptive multi-agent systems
(AMAS) to evolve ontologies from texts. Each term and each concept are agentified and
try to find its own right place in the AMAS organization that is the ontology. This work is
implemented in a software called DYNAMO. An ontology evolution requirement is trigge-
red by the addition of new texts in a corpus of documents. DYNAMO uses the results of a
term extractor and a lexical relation extractor. These results are the input data of an AMAS,
called DYNAMO MAS, that evolves an ontology and proposes it to an ontologist. Then, the
ontologist interacts with DYNAMO MAS via a graphical interface by modifying the pro-
posed ontology (moving, addition, suppression of concepts, terms and / or relationships).
The ontologist’s actions are feedback used by the AMAS to adapt the evolved ontology.
This "coevolution" process between the AMAS and the ontologist ends when the ontolo-
gist judges that the modified ontology is consistent with the new corpus. This PhD thesis
has been carried out and financed within the French ANR (Agence Nationale de Recherche)
DYNAMO project (DYNAMIC Ontology for information retrieval).
Institut de Recherche en Informatique de Toulouse - UMR 5505
Université Paul Sabatier, 118 route de Narbonne, 31062 TOULOUSE cedex 4
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Introduction
Ontologies, textes, gestion dynamique d’ontologies et systèmes multi-agents adaptatifs
sont les quatres notions au cœur de cette thèse. Cette introduction présente les contextes
scientifiques et industriels dans lesquels se situe ce travail ainsi que la problématique dans
laquelle il s’insère.
Contexte Scientifique
Les travaux réalisés dans cette thèse s’articulent essentiellement autour de deux do-
maines à savoir (i) l’évolution d’ontologies à partir de textes et (ii) les systèmes multi-agents
adaptatifs.
Ingénierie des connaissances
Les ontologies sont actuellement au cœur de nombreuses applications de l’Ingénierie des
Connaissances, en particulier le Web Sémantique. Elles sont considérées comme un support
indispensable à la gestion des connaissances, à la communication et à l’interopérabilité entre
des agents logiciels, à l’annotation des sites Web et des ressources documentaires dans une
optique de recherche sémantique de l’information.
Une ontologie a pour but de formaliser les connaissances. Selon la définition de Gruber,
une ontologie est "une formalisation explicite d’une conceptualisation partagée" [Gruber et Olsen,
1994]. Une ontologie a pour objectif de donner une représentation formelle des connais-
sances d’un domaine, dans le but d’être utilisée par une machine et d’être éventuellement
compréhensible par une communauté de personnes [Gruber et Olsen, 1994]. Le plus sou-
vent, il s’agit d’un ensemble de concepts à la fois organisés hiérarchiquement et structurés
par des relations sémantiques. Pour être exploitable par une marchine, une ontologie est
formalisée à l’aide d’un langage de représentations comme RDF (Ressource Description Fra-
mework), RDFs (Ressource Description Framework Schema) ou OWL (Web Ontology Language).
Une ontologie n’est pas un modèle figé. Elle doit évoluer pour répondre notamment (i)
aux évolutions du domaine conceptualisé, (ii) aux besoins changeants des divers acteurs
humains ou logiciels et (iii) aux différents points de vues sur la conceptualisation spécifiée
par l’ontologie. L’ontographe, personne en charge de la construction et de l’évolution d’une
ontologie, est souvent confronté à des difficultés pour réaliser ces tâches. Il sollicite alors
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l’aide d’experts et privilégie le recours aux textes pour faciliter son travail.
Il est souvent difficile voire impossible pour un humain de repérer de nouvelles connais-
sances à partir de la simple lecture de données textuelles et d’évaluer leur pertinence par
rapport à l’ontologie actuelle. Actuellement, les logiciels de TAL (Traitement Automatique
de la Langue) tels que les extracteurs de termes et les extracteurs de relations, submergent
l’ontographe avec la masse d’informations qui doit être examinée, et les systèmes actuels ne
sont pas capables de les discriminer automatiquement pour sélectionner ce qui est réelle-
ment exploitable et pertinent à mettre dans une ontologie. L’utilisateur de ces logiciels doit
alors apporter sa propre vision, critiquer et sélectionner les informations pertinentes.
Actuellement, la plupart des travaux traitant de l’évolution d’ontologies se préoccupent
de la gestion du processus d’évolution afin de vérifier et maintenir la cohérence de l’on-
tologie modifiée. Ces travaux n’apportent pas de solutions concrètes à l’identification de
nouvelles connaissances et à l’intégration de ces connaissances dans une ontologie. Les tra-
vaux en ingénierie d’ontologies à partir de textes traitent ce problème d’évolution comme
un problème de reconstruction d’une nouvelle ontologie. Souvent, le résultat produit est
complètement différent de l’ontologie à modifier. Les outils d’évolution spécifiques à un
domaine particulier rendent impossible leur utilisation dans d’autres domaines. A notre
connaissance, il n’existe pas d’outil générique pour faire évoluer de façon incrémentale (sans
la reconstruire de nouveau) une ontologie à partir de textes.
Systèmes Multi-Agents Adaptatifs
Les Systèmes Multi-Agents (SMA) sont nés au cours des années 80 de la rencontre des
algorithmes parallèles et de l’intelligence artificielle. Les SMA sont un agrégat de logiciels
autonomes en interaction, appelés agents, et sont caractérisés par :
– un environnement dynamique dans lequel sont plongés les agents. L’activité des
agents peut ainsi être remise en cause durant la vie du système ;
– une perception partielle de leur environnement. La pertinence des actions réalisées
par chaque agent est donc uniquement locale ;
– des capacités cognitives restreintes. En conséquence, chaque agent ne peut pas tout
traiter et doit donc s’associer à d’autres agents pour réaliser l’activité globale souhai-
tée.
Ce paradigme est particulièrement intéressant lorsqu’on souhaite définir un système
composé de nombreuses entités, distribuées (logiquement voire physiquement), ouvert (les
entités peuvent entrer ou sortir du système en cours de fonctionnement) et plongé dans
un environnement dynamique. Il permet d’élaborer des outils de simulation et des appli-
cations dédiées à la résolution de problèmes complexes. Nous classons le problème d’évo-
lution d’ontologies à partir de textes parmi les problèmes complexes qui offrent un cadre
intéressant pour étudier les SMAs.
Face aux problèmes toujours plus complexes à résoudre, aux environnements très dyna-
miques dans lesquels les systèmes à concevoir sont situés, le besoin d’adaptation est devenu
incontournable.
Dans ce travail, nous répondons à ce besoin en utilisant les Systèmes Multi-Agents Adapta-
tifs (AMAS, Adaptive Multi-Agent System) [Camps, 1998] [Gleizes et al., 2007]. Dans ces sys-
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tèmes, les agents sont dotés de capacités d’auto-organisation et de coopération les rendant
capables de s’adapter aux perturbations de leur environnement. Depuis 1998, les AMAS
ont été appliqués à différents domaines (prévision de crues, optimisation, simulations, etc.).
La qualité des résultats obtenus ont permis la définition d’un Atelier de DEveloppement
de Logiciels à Fonctionnalité Emergente (ADELFE) [Picard, 2004] destiné à des concepteurs
informatiques non spécialistes de ce type de logiciel, et récemment la définition d’une plate-
forme de développement d’agents nommée MAY (Make Agent Your self) [Noel et al., 2010].
Concevoir un AMAS consiste à concevoir un système dans lequel les comportements
des agents sont coopératifs, locaux, et ne dépendent pas directement de la finalité globale
du système. Cette tâche est loin d’être évidente et le problème d’évolution d’ontologie à
partir de textes nous offre un contexte idéal pour éprouver cette approche.
Contexte Industriel
Les travaux menés au cours de cette thèse ont été réalisés dans le cadre du projet ANR 1
(Agence Nationale de Recherche) DYNAMO 2 (DYNAMic Ontology for information retrie-
val). Ce projet rassemble des partenaires industriels ACTIA 3, ARTAL 4 (Artal Technologies),
UPETEC 5 (Emergence TEChnologies for Unsolved Problems) et des partenaires publics
IRIT 6 (Institut de Recherche en Informatique de Toulouse), LALIC 7 (Langues, Logiques,
Informatique, Cognition) et Arkeotek 8 (Préhistoire et Technologie). Trois équipes de l’IRIT
étaient partenaires de ce projet : SMAC 9 (Systèmes Multi-Agents Coopératifs) /MELODI 10
(MEthodes et ingénierie des Langues, des Ontologies et du DIscours) et SIG 11 (Systèmes
d’Informations Généralisés).
Le projet DYNAMO a pour objectif d’améliorer la recherche sémantique d’information
en prenant en compte la dynamique des connaissances, des documents et des annotations
de ces documents. Son objectif principal est d’utiliser des ressources ontologiques adéquates
pour indexer sémantiquement des documents et faciliter la recherche d’information dans
ces documents. Pour cela, le projet prévoit de concevoir une approche méthodologique et
un ensemble de logiciels qui prennent en compte la construction et la maintenance de res-
sources ontologiques à partir de documents ainsi que l’utilisation de ces ressources pour une
indexation sémantique facilitant la recherche d’information. Ce projet prévoit la réalisation
de deux modules doivent être réalisés : (i) un module pour la construction et la maintenance
d’ontologies et (ii) un module pour l’annotation, l’indexation et la recherche d’information.
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Ontologiques (RTO) dans lesquelles les termes et les concepts d’un domaine sont formalisés
à l’aide d’un méta-modèle en langage OWL. Ces RTOs sont utilisées pour faire l’annota-
tion sémantique de documents. Les textes à annoter ont été fournis par trois partenaires du
projet ; ils portent sur (i) le diagnositc de défauts logiciels (textes du partenaire ARTAL),
(ii) la recherche en archéologie des techniques (textes du partenaire ARKEOTEK) et (iii) le
diagnostic de pannes automobiles (textes du partenaire ACTIA).
Cette thèse apporte une solution pour réaliser le premier module, à savoir la construction
et la maintenance d’ontologies.
Contributions
Cette thèse propose un outil générique d’évolution d’ontologies à partir de textes dont
les principes s’appuient sur l’approche par AMAS. Les contributions de la thèse portent sur
deux axes de recherche :
1. L’ingénierie d’ontologies à partir des textes : Nous proposons une approche d’évolu-
tion de RTO à partir de textes qui met l’accent sur les étapes d’identification des connais-
sances et d’intégration de ses connaissances dans une RTO. Nous proposons également
un outil générique d’évolution de RTO supportant notre approche ;
2. Les AMAS : Nous souhaitons utiliser l’approche par AMAS à la conception d’un sys-
tème permettant l’évolution de RTO. L’instanciation de cette approche doit aboutir à
la définition d’un AMAS composé de plusieurs centaines d’agents, nombre rarement
atteint jusque là. Il ambitionne également d’impliquer fortement l’utilisateur (ici l’onto-
graphe) afin d’aboutir à une "co-évolution" de la RTO.
Ce travail est concrétisé par l’outil DYNAMO. Il s’agit d’un outil d’évolution de RTO
à partir de textes. DYNAMO utilise les résultats d’extracteurs de termes et de relations
lexicales ainsi qu’un AMAS pour faire évoluer une RTO. L’ajout de nouveaux documents
à un corpus de textes déclenche le fonctionnement de DYNAMO. Ce dernier identifie des
indices linguistiques dans les textes et les utilise pour mettre à jour, par l’intermédiaire de
notre AMAS, la RTO. Cette nouvelle RTO est proposée à l’ontographe. Ce dernier interagit
avec l’outil via une interface graphique pour valider, refuser et/ou modifier les propositions
d’évolution.
Organisation du mémoire
Ce mémoire est organisé en quatres parties.
La première partie comporte trois chapitres et propose un état de l’art sur les diffé-
rentes problématiques abordées par cette thèse. Le premier chapitre présente les éléments
fondamentaux des ontologies, des ressources termino-ontologiques ainsi que les probléma-
tiques de construction, d’évolution et d’évaluation des ontologies. Le deuxième chapitre
s’intéresse plus particulièrement à l’évolution d’ontologies à partir des textes. Le troisième
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chapitre quant à lui présente les systèmes multi-agents, les systèmes multi-agents adaptatifs
et s’intéresse à l’articulation entre les SMA et les ontologies.
La deuxième partie détaille notre contribution qui porte sur l’évolution de ressources
termino-ontologiques à partir de textes en utilisant les systèmes multi-agents adaptatifs.
Cette présentation s’effectue en deux temps : une première section expose notre approche
d’évolution de RTO à partir de textes alors que la seconde présente l’outil qui met en œuvre
cette approche.
La troisième partie présente l’implémentation de l’outil que nous avons développé, le
contexte de son utilisation ainsi que les évaluations et les résultats obtenus.
Nous concluons ce mémoire en évoquant le bilan ainsi que les perspectives ouvertes
pour cette étude.






1 Ontologie : Définitions etéléments méthodologiques
« Ce n’est pas parce que les choses sont difficiles que nous n’osons pas, c’est
parce que nous n’osons pas qu’elles sont difficiles. »
Sénèque
LE terme "Ontologie 1", à ne pas confondre avec "ontologie", trouve ses racines àl’époque grecque pour désigner l’étude philosophique de ce qui existe. L’Ontologie est
un domaine de la philosophie qui s’intéresse à l’étude de l’être en tant qu’être, c’est-à-dire l’étude
des propriétés générales de ce qui existe. Depuis le début des années 1980, la problématique des
ontologies au sens informatique est apparue dans la recherche en Intelligence Artificielle 2, à
un moment où se développaient des projets d’ingénierie collaborative. Il s’agissait de mettre
l’accent non plus sur la modélisation des processus industriels, mais sur l’étude d’architec-
tures logicielles permettant aux différents outils d’ingénierie de collaborer à la conception
et à la fabrication de produits[Depecker et Roche, 2007]. Les ontologies sont actuellement
au cœur de nombreuses applications de l’Ingénierie des Connaissances, en particulier le
Web Sémantique. Elles sont considérées comme un support indispensable à la gestion des
connaissances, à la communication et à l’interopérabilité entre des agents logiciels, à l’anno-
tation des sites Web et des ressources documentaires dans une optique de recherche séman-
tique de l’information.
Dans ce chapitre, nous nous intéressons à la définition du terme "ontologie" et aux fon-
dements théoriques de la construction, de l’évolution et de l’évaluation des ontologies.
1. La convention veut que la notation Ontologie (avec un O majuscule) soit attribuée au domaine issu de la
philosophie et ontologie aux autres.
2. http ://tomgruber.org/writing/ontology-in-encyclopedia-of-dbs.pdf
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1.1 Ontologies et Ressources Termino-Ontologiques
1.1.1 Ontologie
Définition
La communauté de l’Intelligence Artificielle et de l’Ingénierie des Connaissances ont
proposé plusieurs définitions pour cerner ce qu’est une ontologie informatique et à quoi sert
une ontologie. Dès les début des années 90, Gruber proposait la définition suivante : Une on-
tologie est une "représentation formelle des connaissances" [Gruber, 1993]. Ensuite, il complète
en précisant qu’une ontologie est une "spécification formelle et explicite d’une conceptualisation
partagée" [Gruber et Olsen, 1994]. Les connaissances doivent être donc non seulement forma-
lisées mais aussi partagées par plusieurs personnes. Guarino revoit ensuite les définitions
de Gruber en définissant une ontologie comme la "compréhension commune et partagée d’un do-
maine qui peut être communiquée entre des personnes et des systèmes" [Guarino, 1995]. L’ontologie
doit donc être comprise par plusieurs personnes mais aussi comprise par les logiciels. Char-
let rappelle que la représentation d’une ontologie constitue un ensemble de classes d’objets.
Il définit l’ontologie comme une "spécification normalisée représentant les classes des objets recon-
nus comme existant dans un domaine. Construire une ontologie, c’est aussi décider d’une manière
d’être et d’exister des objets de ce domaine" [Charlet, 2002]. Bachimont rappelle qu’une ontolo-
gie fait référence à la logique. Il définit une ontologie comme une "description rigoureuse et
structurée du vocabulaire, au sens logique, d’un domaine spécialisé" [Bachimont, 2004].
Ces 5 définitions se complètent donc et partagent les notions suivantes :
– Une ontologie est partagée : cela signifie qu’une ontologie, tout d’abord, naît d’un
consensus accepté par une communauté donnant une compréhension commune d’un
domaine ; ensuite, qu’une ontologie est vouée à être utilisée et réutilisée. Le vocabu-
laire de l’ontologie doit être donc le plus explicite et le plus compréhensible possible ;
– Une ontologie est une représentation normalisée : cela signifie qu’en tant que reflet
d’un point de vue - partiel - sur un domaine, que l’on cherche le plus consensuel
possible, elle fournit une sémantique qui doit permettre de relier la forme exploitable
par la machine à sa signification pour les humains ;
– Une ontologie représente un vocabulaire formel et logique en vue de son traite-
ment informatique : la notion de connaissances fait référence au vocabulaire forma-
lisé utilisé pour raisonner sur le monde. Une ontologie a pour objectif d’organiser ce
vocabulaire pour le rendre exploitable par un programme informatique.
Concrètement, une ontologie modélise les connaissances d’un domaine par un ensemble
de concepts structurés dans un réseau de dépendances de relations hiérarchiques 3 (relation
est-un d’héritage de propriétés entre les concepts) et de relations sémantiques (décrivant les
propriétés des concepts ou rôles entre concepts). La figure 1.1 donne un extrait d’une ontolo-
gie du domaine du transport. Elle est composée de 15 concepts. Les concepts de l’ontologie
sont structurés hiérarchiquement par la relation "est-un" (les flèches noires pleines sur la fi-
gure). Par exemple, le concept de "Voiture" est un type de "Moyen de transport routier". Une
3. Les relations hiérarchiques "est-un" sont un type particulier de relations sémantiques que peut contenir
une ontologie
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relation sémantique nommée "peut être transporté par" (flèche en pointillée sur la figure) re-
lie le concept "Moyen de tranport routier" au concept "Train". Cette relation exprime qu’un
"Moyen de transport routier" peut être transporté par un "Train".
Moyen de transport Moyen de transport Moyen de transport Moyen de transport 
Voiture Camion Avion Hélicoptère Montgolfière Métro Tram Train Voilier 
peut être transporté par 
Paquebot 
Figure 1.1 — Extrait d’une ontologie du domaine du transport.
Composantes d’une ontologie
Après avoir examiné différentes définitions d’une ontologie, brièvement montré sa struc-
turation et présenté un exemple d’ontologie, nous énumérons ici les composantes d’une on-
tologie qui sont au nombre de cinq : des concepts, des propriétés, des relations, des axiomes
et des instances.
La notion de concept : un concept peut représenter un objet, une idée, ou bien une notion
abstraite [Uschold et King, 1995]. Un concept consiste en un agrégat de caractéristiques que
l’on peut percevoir comme étant commun à un certain nombre d’individus ou d’objets. Un
concept est caractérisé de deux manières : (i) soit en extension, c’est-à-dire en listant tous
les objets du monde de ce même concept (par exemple, toutes les voitures représentent le
concept de "Voiture".), (ii) soit en intension, c’est-à-dire en définissant les caractéristiques du
concept (par exemple, tout objet ayant quatre roues, un volant, un moteur, un rétroviseur,
deux à quatres portes, etc. est une "Voiture"). Puisque le concept doit être une idée abstraite,
le ou les labels (ou plus généralement les mots) d’un concept sont alors un moyen d’évoquer
le concept et non de le caractériser. Par exemple, pour évoquer le concept de "Voiture", on
peut utiliser les labels "voiture", "automobile", "auto", etc.
Les propriétés : les propriétés sont des caractéristiques valuées attachées aux concepts.
Une des grandes difficultés de l’ingénieur des connaissances qui développe une ontolo-
gie est de choisir si une connaissance doit être modélisée sous la forme d’une propriété ou
bien à l’aide d’une relation liant un autre concept. Une solution courante est de choisir la
propriété lorsque la valeur de la connaissance est un entier ou une chaîne de caractères.
Par ailleurs, une relation ne prend pas de valeur et est d’un genre plus complexe qu’une
propriété puisqu’il s’agit d’un autre élément présent dans l’ontologie [Baneyx, 2007]. Par
exemple, la couleur, le nombre de roues, le nombre de chevaux peuvent être des propriétés
du concept "Voiture".
Les relations : une relation sémantique R représente un type d’interaction entre les
concepts d’un domaine [Hernandez, 2005] [Baneyx, 2007]. Les relations sémantiques sont
équivalentes aux arcs orientés (dont l’origine est représentée par le domaine d’une relation
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et l’extrémité par le codomaine) [Reymonet, 2008]. Parmi les relations sémantiques, on peut
citer : la relation est-un (ou relation de subsomption qui est un type particulier de relation
taxonomique) (is-a, en anglais). Cette relation permet de structurer hiérarchiquement les
concepts d’une ontologie (voir l’exemple de la figure 1.1). Dans l’exemple de la figure 1.1, la
relation peut être transporté par est une autre relation sémantique appelée relation transverse.
Les axiomes : il existe des situations où il est nécessaire d’intégrer des contraintes liées
au domaine. Ces contraintes ne sont pas exprimables à travers les concepts et les relations
et sont alors exprimées à travers des axiomes. Les axiomes sont des expressions en langage
logique ayant pour objectifs de : définir des restrictions sur la valeur des propriétés, définir
les arguments d’une relation, etc. [Staab et Mädche, 2000]. Les axiomes s’utilisent aussi pour
vérifier la consistance de l’ontologie [Gomez-Perez et al., 2004].
Les instances : Les instances ou encore individus constituent la définition extensionnelle
d’une ontologie. Par exemple, "la voiture Peugeot de monsieur X" est une instance du concept
"Voiture".
Types d’ontologies
Une ontologie est un modèle de représentations des connaissances. Or, il existe différents
modèles de représentations de connaissances dont certains sont considérés comme des on-
tologies. Il semble alors utile de présenter ces modèles avant de lister les types d’ontologies.
Place des ontologies dans les modèles de représentation des connaissances : Pour si-
tuer les ontologies par rapport aux modèles de représentation des connaissances, nous nous
basons sur la classification de Lassila et McGuinness [Lassila et McGuinness, 2001]. Telle
que représentée sur la figure 1.2, cette classification consiste en un continuum allant du vo-
cabulaire contrôlé aux hiérarchies formelles avec des relations transverses et des axiomes.
Le long de ce continuum, le sens des termes devient plus précis et le degré de formalisa-
tion augmente. A droite du trait de séparation se situent les représentations auxquelles on
attribue le nom d’ontologie. Ce découpage selon le niveau de formalisation est connu aussi
dans d’autres travaux comme "le degré d’engagement sémantique" [Bachimont, 2000]. L’en-
gagement sémantique consiste à expliciter formellement le sens des connaissances. Le degré
d’engagement sémantique correspond alors au niveau de spécification formelle permettant
de restreindre l’interprétation de chaque concept et ainsi d’en donner la sémantique pour un
système d’inférences. Autrement dit, le degré d’engagement sémantique fait en particulier
référence au niveau formel des connaissances que l’ontologie représente.
Les principales catégories de cette classification sont les suivantes :
1. Vocabulaire contrôlé : il s’agit d’une liste finie de termes choisis et utilisés par un
groupe de personnes ou une communauté pour indexer des collections documentaires.
L’idée est de fixer a priori une liste de mots clés pour mieux retrouver des documents
et éviter d’utiliser des mots différents pour parler d’une même notion. La signification
des termes n’est pas forcément définie et il n’y a pas d’organisation logique entre les
termes. Les catalogues sont des exemples de vocabulaires contrôlés. Ils ont été définis
par les documentalistes et les bibliothécaires pour indexer des documents.
2. Glossaire : il s’agit d’une liste de termes avec leurs définitions en langage naturel. Cette
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Figure 1.2 — Les différentes représentations des connaissances inspiré de [Lassila et Mc-
Guinness, 2001].
représentation apporte plus d’informations car une personne peut lire la définition, ce-
pendant elle n’est pas interprétable par l’ordinateur.
3. Thésaurus : un thésaurus fournit une sémantique supplémentaire des termes en in-
cluant des relations entre termes, en particulier pour former une hiérarchie informelle
avec des relations de généralisation/spécialisation. Il comporte aussi des relations de
synonymie ou de proximité de sens comme "voir aussi".
4. Hiérarchie informelle : il s’agit d’une hiérarchie de termes où les notions de générali-
sation et de spécialisation ne correspondent pas à la stricte notion de subsomption. En
particulier, cette hiérarchie n’est pas formalisée à l’aide d’un langage informatique et
n’est pas le support d’un mécanisme de raisonnement.
5. Hiérarchie formelle : il s’agit d’une hiérarchie de termes dont la structure est déter-
minée par des relations de subsomption formalisées et donc interprétables par un pro-
gramme. Une taxinomie formelle est un exemple de hiérarchie "is-a". Elle peut donner
lieu par exemple à l’héritage des propriétés d’une classe par ses sous classes.
6. Hiérarchie formelle avec relations transverses : il s’agit d’une hiérarchie similaire à la
catégorie précédente mais incluant des relations transverses. Ces relations contribuent
à la définition des concepts.
7. Hiérarchie formelle avec relations transverses et axiomes : ce sont les ontologies les
plus expressives. Ces ontologies contiennent alors des contraintes entre leurs compo-
santes définies dans un langage logique.
Dans le cadre de cette thèse, nous nous situons au niveau des hiérarchies formelles avec
relations transverses. Notre but est de faire évoluer la structure des ontologies (concepts
et relations) sans pour autant vérifier et mettre à jour les contraintes logiques qu’elle peut
comporter. Cette étape, qui a été bien traité par plusieurs travaux récent et qui sont présentés
dans la section 1.3.2 de ce chapitre, se charge de la vérification et du maintien de la cohérence
de l’ontologie.
Typologie des ontologies : Gomez-Perez et ses collègues [Gomez-Perez et al., 2004] pro-
posent une autre classification des ontologies selon le type des connaissances à modéliser.
Cette classification est une synthèse des travaux de Mizoguchi [Mizoguchi et al., 1995], ceux
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de Van Heijst [van Heijst et al., 1997] et ceux de Guarino [Guarino, 1998]. Elle comporte six
catégories :
1. Les ontologies de représentation de connaissances (meta-ontologies) regroupent les
primitives utilisées pour formaliser les connaissances sous un paradigme de représen-
tation de connaissances. L’exemple le plus expressif est l’ontologie de frame (Frame On-
tology) [Gruber, 1993] qui intègre les primitives de représentation des langages à base de
frames : classes, instances, facettes, propriétés/slots, relations, etc. Ce type d’ontologie
permet de décrire sous forme d’une ontologie un langage pour modéliser les ontologies.
2. Les ontologies de haut niveau (top-level ou encore upper-level ontologies) modélisent
des connaissances générales qui peuvent être réutilisées dans différents domaines. Une
ontologie générale comprend le vocabulaire relatif au temps, à l’espace, aux unités, etc.
On peut citer pour exemple les ontologies SUMO [Niles et Pease, 2001] ou DOLCE
[Gangemi et al., 2002].
3. Les ontologies générales modélisent des concepts de haut niveau d’un domaine. Une
ontologie générale permet de partager les connaissances stables d’un domaine et cela
indépendamment des applications qui peuvent utiliser ces connaissances. Par exemple,
[Breuker et Winkels, 2004] ont défini une ontologie générique du droit ;
4. Les ontologies de domaine modélisent les connaissances d’un domaine particulier
(mathématique, médicale, pharmaceutique, etc.). On peut citer pour exemple les on-
tologies OntoReaChir 4 une ontologie de la réanimation chirurgicale et OntoMenelas
[Charlet et al., 2009] une ontologie décrivant les connaissances du domaine médical.
5. Les ontologies de tâche décrivent les notions nécessaires pour réaliser une activité (fa-
briquer un produit, monter un meuble, etc.). On peut citer comme exemple l’ontologie
de [Kumar et Smith, 2003] qui décrit un guide de pratique clinique.
6. Les ontologies d’application sont les ontologies les plus spécifiques. Ce type d’ontolo-
gie décrit des concepts qui dépendent à la fois d’un domaine particulier et d’une tâche
particulière. Par conséquent, elles spécialisent souvent des ontologies de domaine et
des ontologies de tâches pour une application donnée. Contrairement à une ontologie
de domaine, une ontologie faite pour une application donnée ne peut pas être réutilisée
sans modification pour d’autres applications.
Dans cette thèse nous ne focalisons pas sur une catégorie particulière d’ontologie. En ef-
fet, cette catégorie est déterminée par les connaissances décrites dans les textes. Par exemple,
si les textes décrivent des tâches d’une activité particulière, l’ontologie sera une ontologie de
tâche.
Standards de représentation des ontologies
Pour qu’une ontologie soit manipulable par un programme, on doit en définir une re-
présentation formelle. Le W3C 5 (World Wide Web Consortium) a alors mis en place des
groupes de travail pour proposer plusieurs standards de représentations des connaissances
4. http ://ics.upmc.fr/ ?q=node/473
5. http ://www.w3.org/
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pour les ontologies. Nous listons quelques-uns de ces langages pour montrer leur diversité
et leur adéquation pour représenter une ontologie.
1. Resource Description Framework (RDF) RDF [Lassila et Swick, 1999] est une recom-
mandation du W3C développée pour décrire les ressources du Web c’est-à-dire toute
entité référencée par une URI. Ce standard a été développé afin de manipuler et de
classifier des métadonnées Web, de combiner différentes ressources pour produire de
nouvelles informations et faciliter le traitement de l’information du Web par des agents
logiciels. Le standard RDF permet d’organiser les ressources du Web sour forme de
triplets (sujet, prédicat, objet) ou encore (ressource, propriété, valeur). Les éléments
de ces triplets pouvent être des URIs (Universal Ressource Identifiers), des littéraux ou
des variables. Les données RDF peuvent être représentées sous la forme de graphe,
dont les nœuds correspondent aux sujets (ou ressources) et objets (ou valeurs), et les
arcs correspondent à des relations entre ces éléments. Par exemple, nous pouvons
exprimer sous forme graphique l’information suivante : Une page Web dont l’URI est
"http ://www.irit.fr/GRACQ/coursOnto.html" a été créée par Fabien Gandon.
http://www.irit.fr/GRA Fabien Gandon Creator 
Ressource (Sujet) Prédicat (propriété) Attribut (Objet) 
Figure 1.3 — Exemple de représentation graphique d’une information en RDF.
Afin d’être exploitées par des programmes informatiques, les ressources RDF sont re-
présentées au sein de documents XML. L’exemple précédent est traduit de la façon
suivante en XML. La traduction du lien Creator dans le graphique est représenté par la
relation dc :Creator qui est définie dans l’espace de nom xmlns :dc.
<?xml version=" 1 . 0 " ?>
<rdf:RDF xmlns :rdf=" h t t p : //www. w3 . org/1999/02/22− rdf−syntax−ns# "
xmlns:dc=" h t t p : //purl . org/dc/elements /1.1/ ">
< r d f : D e s c r i p t i o n r d f : a b o u t=
" h t t p : //www. i r i t . f r /GRACQ/coursOnto . html ">
<dc :Creator>Fabien Gandon</dc :Creator>
</ r d f : D e s c r i p t i o n >
</rdf:RDF>
Le langage RDF n’est pas très expressif car il ne permet d’exprimer que des relations
sous la forme de triplets. Il ne permet pas de modéliser la sémantique riche des ontolo-
gies essentiellement au niveau des classes.
2. Resource Description Framework Schema (RDFS) Le langage RDFS [W3C, 2004] est
une extension de RDF . Il permet d’exprimer des relations sémantiques au niveau des
classes et des propriétés (appelées les prédicats RDF). Un schéma (au sens de XML)
permet de typer les ressources et les relations formant les triplets. RDFS s’appuie sur la
syntaxe XML de RDF et l’étend avec de nouveaux constructeurs.
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– L’élément (rdfs :Class) permet de définir des classes ;
– L’élément (rdfs :property) permet de nommer des relations (ou rôles) entre classes ;
– Les éléments (rdfs :domain) et (rdfs :range) permettent pour une propriété de spécifier
la classe source et la classe cible de cette propriété.
– L’élément (rdfs :subClassOf ) permet de définir une hiérarchie de classes ;
– L’élément (rdfs :subPropertyOf ) permet de définir une hiérarchie de propriétés ;
– L’élément (rdfs :type) permet de lier une instance à une classe.
Par exemple, pour exprimer en RDFS qu’une classe "Voiture" est une sous-classe de la
classe "Moyen de transport routier", nous utilisons l’écriture suivante :
< r d f s : C l a s s r d f : I D =" Voiture ">
<rdfs : subClassOf r d f : r e s o u r c e =" # Moyen_de_transport_routier "/>
</ r d f s : C l a s s >
3. Ontology Web Language (OWL) Le développement rapide des applications basées sur
les ontologies et la nécessité de modéliser des connaissances de plus en plus complexes,
ont fait émerger quelques limites de RDF/RDFS. En effet, RDFS offre un vocabulaire
simple, limité à une hiérarchie de classes, une hiérarchie de relations et des définitions
des domaines d’application de ces dernières ("domain" et "range") [Baget et al., 2005].
OWL [Mcguinness et van Harmelen, 2004] a été recommandé par le W3C afin d’enrichir
RDFS en définissant un vocabulaire plus complet pour la description d’ontologies com-
plexes. Le langage OWL est dédié aux définitions de classes et de types de propriétés, et
donc à la définition d’ontologies. Inspiré des logiques de descriptions et successeur de
deux langages DAML+OIL 6, il fournit un grand nombre de constructeurs permettant
d’exprimer de façon très fine les propriétés des classes définies [Baget et al., 2005]. Le
langage OWL fournit des mécanismes pour créer tous les composants d’une ontologie :
classes, instances, propriétés et axiomes. OWL repose également sur la syntaxe des tri-
plets RDF et réutilise certains éléments de RDFS. Par exemple, il reprend de RDFS la
relation subclassof, fournissant ainsi un mécanisme pour le raisonnement et l’héritage
des propriétés. Le langage OWL est divisé en trois sous-langages (OWL Lite, OWL DL
et OWL Full) [Baget et al., 2005].
Dans cette thèse nous utilisons le langage OWL pour formaliser et implémenter les
ontologies. Il s’agit d’un choix imposé par le contexte dans lequel s’intègre la thèse.
Toutefois, nous aurions fait ce choix car OWL est le langage le plus utilisé actuellement.
Pour exprimer en OWL que le concept "Voiture" est une sous-classe du concept "Moyen
de tranport routier" nous utilisons l’écriture suivante :
<owl :Class r d f : I D=" Moyen_de_tansport_routier ">
< r d f s : l a b e l r d f : d a t a t y p e =" h t t p : //www. w3 . org /2001/XMLSchema# s t r i n g ">
Moyen de tanspor t r o u t i e r </ r d f s : l a b e l >
</owl :Class>
<owl :Class r d f : I D=" Voiture ">
< r d f s : l a b e l r d f : d a t a t y p e =" h t t p : //www. w3 . org /2001/XMLSchema# s t r i n g ">
Voiture
</ r d f s : l a b e l >
6. http ://www.daml.org/2001/03/daml+oil-index.html
16 Zied Sellami
1.1. Ontologies et Ressources Termino-Ontologiques
<rdfs : subClassOf r d f : r e s o u r c e =" # Moyen_de_tansport_routier "/>
</owl :Class>
Bilan sur les ontologies
Nous retiendrons qu’une ontologie représente le vocabulaire formel d’un domaine
usuellement exprimé en logique en vue de son traitement par des programmes informa-
tiques. Ce vocabulaire doit permettre à un système logique de raisonner sur cette représen-
tation avec les concepts qu’elle définit. Elle doit aussi faciliter la communication et l’échange
des connaissances entre des logiciels ou des systèmes formels. Pour cela, elle doit refléter une
vue consensuelle et partagée d’un domaine formalisée à l’aide des standards de représenta-
tions. Enfin, pour des raisons d’interaction entre les utilisateurs, pour faciliter sa construc-
tion ou sa maintenance, on a besoin qu’elle soit la plus claire et la plus compréhensible par
une communauté de personnes. Ainsi une ontologie sera formalisée à l’aide de concepts, de
relations, de propriétés et parfois d’axiomes.
1.1.2 Ressource Termino-Ontologique
Dès qu’on cherche à décrire le contenu de documents texutuels par des concepts, on se
heurte à l’articulation entre les termes présents dans le domaine, les mots utilisés dans les
textes et les concepts de l’ontologie. Si, pour des besoins d’analyse du langage naturel on
a besoin de stocker des informations associées aux mots qui évoquent ces concepts, et que
l’on veut gérer ces mots, alors le modèle d’ontologie est insuffisant. Il faut alors soit l’associer
à une terminologie, soit enrichir le modèle d’ontologie en lui associant des structures pour
gérer les termes. [Maedche, 2002] et [Cimiano, 2006] parlent les premiers d’ontologies à com-
posante lexicale. D’autres auteurs ont défini la notion de Ressource Termino-Ontologique ou
RTO [Aussenac-Gilles et al., 2006] [Reymonet et al., 2007].
Définition d’une Ressource Termino-Ontologique
Une RTO est une ressource comportant une composante conceptuelle, l’ontologie, et
une composante lexicale, la terminologie. Plusieurs travaux comme [Maedche, 2002], [Ci-
miano, 2006] et [Aussenac-Gilles et al., 2006] évoquent la nécessité d’associer un lexique
(les termes) indépendant de sa composante conceptuelle, l’ontologie. La RTO contient alors
non seulement les concepts du domaine, mais aussi les termes associés (termes "dénotant"
les concepts). Des RTO sont disponibles en ligne comme le portail multidisciplinaire Term-
Siences 7 ou la banque termino-ontologique du génome humain Genoma. 8
Une RTO se compose donc d’une ontologie et d’une terminologie associée. La termino-
logie liste l’ensemble des termes propres à un domaine, à un groupe de personnes ou à un
individu 9. La terminologie sert à étiqueter les concepts et les relations de l’ontologie mais
7. http ://www.termsciences.fr/article.php3 ?id article=38
8. http ://genoma.iula.upf.edu :8080/genoma/index.jsp
9. Office de la langue française, 2000 d’après le grand dictionnaire terminologique :
http ://w3.granddictionnaire.com/btml/fra/r motclef/index800 1.asp
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aussi à conserver des informations morphologiques et grammaticales qui peuvent être utiles
pour retrouver des variantes des termes en corpus, analyser des textes, réaliser une anno-
tation sémantique, etc. Un vocabulaire contrôlé, un glossaire ou un thesaurus (voir section
1.1.1) sont des types de terminologies.
On peut donc penser qu’une ontologie en OWL avec beaucoup de labels peut être assi-
milée à une RTO. Or, le champ label ne permet pas de représenter des informations linguis-
tiques ou grammaticales d’un terme.
Instance, terme et concept
Nous avons énoncé dans la section 1.1.1 qu’un concept peut être désigné par un ou plu-
sieurs termes. Il peut aussi avoir des instances. Quelle est alors la différence entre ces trois
éléments ?
Cette question a été soulevée depuis longtemps par les terminologues. En effet, terme
et concept semblent se confondre car traditionnellement le concept est étiqueté par un des
termes qui le désignent.
Pour éclaircir la frontière entre terme et concept, nous pouvons commencer par un
exemple simple. L’idée du concept de "VOITURE" se matérialise dans l’esprit sous forme
d’une représentation abstraite d’une carrosserie avec des roues, un volant, des pare-brises,
etc. Cette idée peut aussi se matérialiser sous forme d’une voiture particulière (par exemple
la voiture de monsieur X ou la Peugeot blanche du voisin, etc.). Il s’agit d’une instance du
concept. Pour exprimer ce concept, nous utilisons des formes linguistiques (les termes) telles
que "auto", "véhicule", "voiture", "bagnole", etc. Les termes servent donc de moyen d’expri-
mer les concepts.
Wüster définit le terme comme le représentant linguistique d’un concept dans un do-
maine de connaissances [Wüster, E, 1976], le concept étant considéré comme stable et exis-
tant indépendamment de la langue. François Rastier rappelle que la tradition wuserienne
s’appuie sur le triangle sémiotique 10 (Figure 1.4) pour montrer la distinction et la relation
entre les objets du monde (il s’agira d’instance pour nous), leur désignation dans un langage
textuel (en l’occurrence les termes), ou iconographique (par exemple des images), etc. et leur
abstraction conceptuelle (les concepts) [Rastier, 1990].
L’objet est un observable, une chose proprement dite, par exemple : une personne, un
animal ou une maison. Il existe des objets concrets ou matériels tels que une voiture, une
maison, etc. Il peut aussi y avoir des objets abstraits ou immatériels tels que la vitesse et par-
fois même imaginaires tels qu’une licorne. Selon le contexte d’utilisation, des mots comme
chose, référent, ou instance peuvent remplacer le mot objet.
Le signe a pour fonction de représenter ou de désigner un objet. Les termes tels que
Terme, symbole, signifiant, iconographie, etc. sont aussi utilisés pour désigner le signe.
Le concept, quant à lui, est une abstraction qui se rapporte à l’objet de la réalité et qui
est symbolisé (ou dénoté) par le signe. Il peut exister des concepts abstraits et des concepts
10. La sémiotique : Science générale des modes de production, de fonctionnement et de réception des dif-
férents systèmes de signes qui assurent et permettent une communication entre individus et/ou collectivités
d’individus.
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Signe 
(Terme, symbole, signifiant) 
Objet 
(Réalité, référent, chose) 
Concept 
(Représentation mentale, idée, signifié) 
Figure 1.4 — Le triangle Sémiotique.
concrets. La représentation mentale de "VOITURE" est un concept de type concret, car il ren-
voie à un objet de la réalité. En revanche, les concepts tels que "Tout", "Vitesse", etc. sont des
concepts de type abstrait. Des termes tels que signifié, idée, représentation mentale peuvent
être substitués au terme concept.
Sur l’exemple de la figure 1.5, le concept de "VOITURE" est symbolisé par les termes
Voiture, Auto, Bagnole et une image d’une voiture (Carrosserie ayant 4 roues, des feux, etc.).
Le signe voiture permet de désigner une voiture particulière (la BMW du voisin). Enfin, le
concept de "VOITURE" se matérialise dans l’esprit car il se rapporte à un objet du monde
(la BMW du voisin).
Donc terme et concept ne sont pas la même chose. Un concept est une représentation
mentale, générale et abstraite d’un objet. Il peut être exprimé par un terme, un symbole ou
autre. Ainsi, les termes représentent la manifestation linguistique d’objets réels ou immaté-
riels qui partagent des propriétés communes. Quant à la relation concept/instance, celle-ci
est analogue à celle de classe/objet. L’instance représente ainsi un objet particulier dans le
monde ou encore un membre de l’extension d’un concept.
Le terme est une unité signifiante constituée d’un mot (terme simple) ou de plusieurs
mots (terme complexe) et qui désigne une notion de façon univoque à l’intérieur d’un do-
maine 11. Un terme prend son sens dans son domaine d’application particulier. Un même
terme prend un ou plusieurs sens suivant les domaines (on dit alors qu’il est polysémique)
ou même au sein d’un même domaine. Par exemple, le terme note peut signifier :
– une note de musique : Le violoniste a fait une fausse note ;
– une remarque ou une explication située au bas de la page : Si tu ne comprends pas ce
mot, lis la note en bas de page ;
– un nombre écrit pour évaluer un devoir : Il a réussi son examen. Il a eu une bonne note.
11. Office de la langue française, 1985 d’après le grand dictionnaire terminologique :
http ://w3.granddictionnaire.com/btml/fra/r motclef/index800 1.asp
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VOITURE
Voiture, Auto, Bagnole,... La BMW du voisin. 
Figure 1.5 — Exemple d’un triangle sémiotique associé à la conceptualisation d’une voi-
ture.
1.1.3 Bilan sur les ontologies et les Ressources Termino-Ontologiques
Dans cette section, nous avons tout d’abord introduit la notion d’ontologie en présen-
tant quelques défintions clés de ce terme. Ensuite, nous avons explicité les différentes com-
posantes d’une ontologie à savoir les concepts, les relations, les instances et les axiomes.
Après, nous avons énuméré les différentes types d’ontologies selon deux découpages : ca-
tégorisation selon la richesse de la formalisation et catégorisation selon le type de connais-
sances à modéliser. Par la suite, les langages de représentation des ontologies RDF, RDFS et
OWL ont été exposés. Enfin, nous avons introduit et défini les RTO qui sont des ontologies
à composantes lexicales (ou terminologiques).
Dans le cadre de cette thèse nous nous intéressons à l’évolution de Ressources Termino-
Ontologiques. Pour la formalisation d’une RTO, un choix s’est imposé, celui du langage
OWL et nous nous appuyons sur un méta-modèle de RTO en OWL défini dans [Reymonet
et al., 2007] qui sera présenté dans la partie expérimentation et évaluation de cette thèse.
1.2 Cycle de vie des ontologies
Dans le cycle de vie d’une ontologie il existe des étapes liées à la construction de l’onto-
logie et des étapes liées à l’évolution ou la maintenance de l’ontologie. Afin de situer l’évolu-
tion, nous présentons dans ce paragraphe le cycle de vie d’une ontologie. Dans la litératture
nous distingons deux types de cycle de vie. Un premier type s’inspire des travaux en génie
logiciel et concidère l’ontologie comme un composant logiciel. Un deuxième type, considère
l’ontologie comme un objet dynamique dont la réalisation diffère de celle d’un logiciel.
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1.2.1 Les ontologies vues comme des composants logiciels
Dans la plupart des approches méthodologiques, une ontologie est considérée comme
un composant logiciel qui sera intégré dans un système. Le cycle de vie d’une ontologie
s’inspire des méthodes de développement d’applications en génie logiciel. Dans ce sens, les
activités liées aux ontologies sont, d’une part, des activités de gestion de projet (planifica-
tion, contrôle, assurance qualité), et, d’autre part, des activités de développement (spécifica-
tion, conceptualisation, formalisation). Parallèlement à ces activités, viennent se rajouter des
activités de support telles que l’évaluation et la documentation [Fernandez et al., 1997]. Cette
idée est bien représentée par le cycle de vie de la méthode METHONTOLOGY [Corcho et al.,
2005] (voir figure 1.6).
Contrôle de la qualité 
Contrôle Planification
Activités de gestion
Spécification Conceptualisation Formalisation Implémentation Maintenance 
Activités techniques 





Gestion de la configuration 
Figure 1.6 — Processus de développement d’une ontologie selon METHONTOLOGY
d’après [Corcho et al., 2005].
La méthode METHONTOLOGY situe le processus de construction d’une ontologie dans
un cadre d’ingénierie des connaissances et de génie logiciel. Celle-ci s’intègre dans un pro-
cessus de gestion de projet complet avec des activités de planification et de contrôle de
la qualité, etc. (Figure 1.6). Le cycle de vie d’une ontologie selon METHONTOLOGY est
composé d’un ensemble d’activités : Activités de gestion, Activités techniques et Activités
support.
– Activités de gestion [García González, 2005] : ces activités sont relatives aux activi-
tés de gestion d’un projet. Le cycle de vie commence par l’activité de planification.
L’objectif est de planifier les tâches principales à accomplir, comment les organiser, et
quelles ressources seront nécessaires pour les réaliser. Ensuite, tout au long du cycle
de vie, des contrôles sont réalisés pour s’assurer que les objectifs et les délais sont
respectés. Aussi, des contrôles de qualité de l’ontologie, des documentations et des
logiciels produits sont réalisés.
– Activités de support [García González, 2005] : réalisées en parallèle des activités tech-
niques de construction de l’ontologie. L’acquisition des connaissances consiste tout
d’abord à définir les sources (textes, expert du domaine, ontologies, etc.) qui seront
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utilisées pour dégager les connaissances du domaine. Ensuite, pour chaque source,
définir quels moyens seront utilisés pour extraire les connaissances (entretiens, ou-
til de TAL, etc.). La flèche "Acquisition" sur la figure 1.6 indique que cette activité
devient importante (en terme de temps et d’attention) à l’étape de conceptualisation
d’une ontologie. L’intégration est nécessaire lorsque d’autres ontologies sont utilisées.
Pour intégrer deux ontologies, les deux ontologies sont alignées et ensuite fusionnées.
L’évaluation est réalisée tout au long du processus de développement de l’ontologie.
Il s’agit à la fois d’évaluer l’ontologie, la documentation et les applications produits.
L’évaluation de l’ontologie consiste à vérifier que les définitions semi-formelles ou for-
melles de l’ontologie sont correctement construites. L’ontologie est ensuite présentée
aux utilisateurs de l’ontologie pour avoir leur jugement sur sa qualité. L’étape d’éva-
luation est prépondérante dans la phase de conceptualisation de l’ontologie. La docu-
mentation, consite à produire des documents à chaque étape des activités techniques.
Enfin, La gestion de la configuration consite à sauvegarder et à gérer les différentes
versions des ontologies, des documents et des applications produits.
– Activités techniques [García González, 2005] : Les activités techniques sont les
étapes de construction proprement dites d’une ontologie. Dans METHONTOLOGY,
la construction d’une ontologie se déroule en cinq étapes parallèlement aux activitées
de support.
– Étape 1 : Spécification du but et des utilisateurs de l’ontologie.
– Étape 2 : Conceptualisation des connaissances du domaine. Cette étape est impor-
tante dans le processus de développement de l’ontologie. En effet, au niveau des ac-
tivités de support, le temps nécessaire pour acquérir les connaissances et les évaluer
est plus important à ce niveau. Les connaissances du domaine sont semi-formalisées
par des représentations intermédiaires sous forme de tableaux et de graphes com-
préhensibles par les experts et les ontographes. Cette étape aboutit à un modèle
conceptuel du domaine.
– Étape 3 : Formalisation du modèle conceptuel à l’aide d’un langage de représenta-
tion.
– Étape 4 : Implémentation du modèle formel en un langage formel exploitable par
l’application qui utilisera l’ontologie.
– Étape 5 : Maintenance de l’ontologie pour la corriger en fonction des besoins de l’ap-
plication. La maintenance d’une ontologie consiste aussi à réutiliser une ontologie
et à l’adapter pour une nouvelle application. L’étape de maintenance est déclenchée
suite à l’évaluation de l’ontologie.
D’autres méthodes ont été proposées comme celle d’Uschold et King [Uschold et King,
1995] qui s’inspire des expériences de construction d’ontologies dans le domaine de la ges-
tion des entreprises. Les méthodes ONTOSPEC [Kassel, 2002] et ARCHONTE [Bachimont,
2000] [Bachimont et al., 2002] insistent sur l’étape de conceptualisation. La construction
d’une ontologie est un travail réalisé conjointement par un ou plusieurs ontographes, des ex-
perts du domaine, ainsi qu’éventuellement de futurs utilisateurs de l’ontologie. De manière
générale, ce processus peut se décomposer en quatre étapes successives : acquisition des
connaissances, formalisation des connaissances, opérationnalisation des connaissances
et évaluation et maintenance des connaissances.
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– L’acquisition des connaissances consiste à identifier les connaissances du domaine
à représenter dans l’ontologie. Ces connaissances sont issues de documents textuels
(corpus du domaine, lexiques ou dictionnaires du domaine) et/ou fournies par des
experts du domaine. Il s’agit d’identifier ou de définir, à partir de traces liées à l’ex-
ploitation ou à l’utilisation de connaissances (textes, expertise) des éléments que l’on
veut organiser au sein d’un modèle de connaissances. Ce travail peut comporter un
travail de choix des bonnes informations ou connaissances pour l’application et les
utilisateurs ciblés, mais aussi de construction ou co-construction avec des spécialistes
du domaine lorsque ces connaissacnes n’ont pas été explicitées.
– L’étape de formalisation des connaissances consiste à structurer et à formaliser les
connaissances retenues dans l’étape précédente. Dans cette étape, les concepts et les
relations de l’ontologie sont dégagés. L’ontologie est structurée et éventuellement des
axiomes sont définis. La notion de modèle conceptuel rend compte de manière struc-
turée mais non formelle, de la représentation des connaissances construite au fur et
à mesure de leur identification. Les deux premières étapes constituent un processus
itératif, un cycle où l’on alterne le recueil de connaissances et la représentation. Le mo-
dèle en cours de construction sert aussi de guide pour orienter la recherche de nou-
velles connaissances. Par exemple, dans METHONTOLOGY, le modèle conceptuel est
exprimé sous forme de tableaux et de graphes compréhensibles par les experts et les
ontographes.
– L’étape d’opérationnalisation des connaissances a pour objectif de traduire le modèle
dans un langage de représentation opérationnel, c’est-à-dire un formalisme utilisable
dans un processus automatique. Cette étape est inutile si le formalisme utilisé dans la
phase de formalisation est opérationnel.
– L’étape d’évaluation et de maintenance des connaissances consiste tout d’abord à éva-
luer l’ontologie produite en vérifiant qu’elle contient toutes les connaissances du do-
maine à modéliser. Elle consiste aussi à vérifier que l’ontologie est correctement for-
malisée. Dans le cas contraire, une mise à jour ou une maintenance manuelle de l’on-
tologie est réalisée pour intégrer les connaissances oubliées et/ou corriger sa formali-
sation.
Sans prétendre proposer une nouvelle méthode de construction d’ontologie, nous vou-
drions ici soulever un point clé traité par la thèse : la dynamique dans les ontologies. En
considérant les ontologies comme un logiciel, on suppose qu’elles sont des objets statiques.
L’activité d’évolution des ontologies a peu d’importance dans le cycle de vie et se limite à de
la maintenance (au sens maintenance de bug, d’incohérence de logiciel, etc.) et d’une façon
analogue à une maintenance de logiciel qui survient occasionnellement après quelques mois
d’utilisation. Il est clair que l’introduction des ontologies dans des domaines d’application
évoluant rapidement est en contradiction avec cette vision. C’est pour cela que dans les an-
nées 2000, de nouveaux travaux sont venus compléter ces méthodes en mettant l’accent sur
l’évolution des ontologies.
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1.2.2 Les ontologies vues comme des objets dynamiques
Une ontologie ne peut pas être pensée comme un modèle figé qui, une fois achevé, reste
stable par la suite [Rogozan, 2005]. En effet, une ontologie s’applique de plus en plus à des
environnements ouverts et dynamiques où les connaissances qu’elle modélise ainsi que les
besoins utilisateurs auxquels elle doit répondre évoluent. Un besoin d’évolution de l’on-
tologie peut émaner des raisons suivantes : (a) évolutions du domaine modélisé ; (b) be-
soins changeants des divers acteurs humains ou logiciels ; (c) points de vues différents sur
la conceptualisation spécifiée par l’ontologie. Face à ces nouvelles contraintes, des travaux
se sont concentrés sur l’étape de l’évolution de l’ontologie qui devient le centre des préoc-
cupations dans le cycle de vie. Dans ce sens, le cycle de vie d’une ontologie proposé par





Figure 1.7 — Cycle de vie d’une ontologie avec l’évolution au cœur du processus selon
[Dieng-Kuntz et al., 2001].
tés traditionnelles d’identification des besoins, de conception, de diffusion, d’utilisation et
d’évaluation, nous remarquons que l’activité de gestion de l’évolution d’une ontologie est
au cœur du cycle. Son importance est donc mise en avant. Il ne s’agit plus de traiter l’évo-
lution d’une ontologie en tant que correction d’erreurs mais plutôt de remettre en question
les connaissances modélisées dans l’ontologie en fonction de ce qui doit y être rajouté et
son impact sur les autres ontologies, applications et éléments (comme les annotations) qui
dépendent de cette même ontologie. Selon [Dieng-Kuntz et al., 2001], une ontologie est à la
fois un objet vivant et un ensemble de « primitives » pour décrire des faits du monde et des
algorithmes sur ces faits. Une évolution peut émaner de l’évaluation de l’ontologie. Le lien
entre l’activité d’évolution et de conception signifie que l’évolution d’une ontologie est une
sorte de conception d’une nouvelle ontologie à partir de l’état actuel de cette même ontolo-
gie. Lorsqu’on applique un changement à une ontologie, ce changement a un impact sur la
cohérence de l’ontologie et sur tout ce qui a été construit en l’utilisant. Il faut donc mainte-
nir la cohérence de l’ontologie avec ses utilisations après son évolution. Pour cela, l’activité
d’évolution intègre la gestion de l’historique des changements de l’ontologie, la gestion des
versions et la propagation des changements de l’ontologie sur tout ce qui dépend de cette
ontologie (c’est-à-dire, les applications, les annotations, les autres ontologies, etc.).
Dans le même ordre d’idées, plusieurs travaux récents se sont concentrés sur les pro-
blèmes soulevés par l’étape d’évolution. Vue la granularité de l’activité d’évolution d’on-
tologie, il ne s’agit plus de la traiter comme une étape dans un cycle de vie, mais on lui
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consacre plutôt un cycle de vie. Dans le cadre du projet SEKT (Semantically Enabled Know-
ledge Technologies) 12, le processus de gestion des évolutions d’une ontologie repose sur 4
















Figure 1.8 — Processus d’évolution d’une ontologie en quatres étapes selon [Stojanovic
et al., 2002].
Le processus d’évolution d’une ontologie est déclenché suite à l’évolution des données
du domaine modélisé. Les évolutions du domaine sont traduites sous forme de change-
ments qui sont ensuite appliqués un à un. Lorsque tous les changements sont appliqués,
nous obtenons une ontologie modifiée.
Dans le projet NEON (Networked Ontologies) 13, un processus d’évolution d’ontologies
est proposé. Dans ce processus (voir figure 1.9), la modification d’une ontologie fait appel


















Figure 1.9 — Processus d’évolution d’une ontologie selon [Wim Peters et Aswani, 2007].
Dans cette approche, les concepts issus des termes extraits des données du domaine
sont recherchés dans d’autres ontologies à l’aide de mécanismes d’alignement d’ontologies
[Wim Peters et Aswani, 2007]. Ensuite, ces concepts sont mis en relation sous forme d’une
structure conceptuelle à l’aide des relations retrouvées dans les autres ontologies. Enfin, à
l’aide de mécanisme de mapping ce réseau de concepts est rajouté à l’ontologie du domaine.
Le résultat est une suggestion de modifications de l’ontologie.
Dans le projet DAFOE 14(Differential And Formal Ontology Editor) un autre processus
d’évolution d’ontologie en 6 étapes est proposé [Djedidi et al., 2007] (voir figure 1.10). Il suit
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Cependant, les auteurs ont inclus l’étape d’évaluation de l’ontologie dans son évolution. En
effet, pour valider les évolutions d’une ontologie, il faut que ces évolutions aboutissent à
une ontologie de meilleure qualité ou au moins préservent la qualité de l’ontologie [Djedidi
et al., 2007].
Figure 1.10 — Processus d’évolution d’une ontologie basé sur l’évaluation selon [Djedidi
et al., 2007].
1.2.3 Bilan sur le cycle de vie des ontologies
Nous retiendrons que le cycle de vie des ontologies a été défini selon deux points de
vue successifs. En effet, dans un premier temps, les ontologies ont été considérées comme
des objets statiques assimilés à des composants logiciels. Le cycle de vie des ontologies était
plus proche du développement logiciel. Dans cette phase, les recherches étaient consacrées
essentiellement à la construction et à la formalisation des ontologies. Ce cycle de vie a en-
suite évolué dans les années 2000. On n’a plus considéré les ontologies comme des objets
statiques, mais plutôt comme des objets dynamiques qui devront être régulièrement modi-
fiés. Dans se sens, il ne s’agit plus de se concentrer sur leur construction, mais plutôt sur leur
évolution. L’évolution des ontologies devient alors un cycle de vie à part incluant plusieurs
étapes et soulevant plusieurs problèmes. Nous présentons dans le paragraphe suivant les
étapes d’évolution d’une ontologie, les problèmes qu’elles soulèvent ainsi que les solutions
qui ont été proposées pour les résoudre.
1.3 Evolution d’ontologies
Dans cette section nous présentons les travaux sur l’évolution des ontologies. Nous com-
mençons tout d’abord par donner des définitions de l’évolution d’une ontologie, ensuite
nous détaillons les étapes d’évolution d’une ontologie ainsi que les problèmes posés dans




L’évolution d’une ontologie est une transition qui permet de faire passer une ontologie
d’un état vers un nouvel état. Dans la définition de [Stojanovic et al., 2002] et [Maedche
et al., 2003] l’évolution d’ontologies est "la modification appropriée de l’ontologie et la propagation
cohérente des changements dans les artefacts dépendants, c’est-à-dire dans les objets référencés, les
ontologies dépendantes, et les applications logicielles utilisant l’ontologie."
Selon [Klein et Fensel, 2001] [Klein et al., 2002] l’évolution d’ontologie est "la capacité a gé-
rer les changements de l’ontologie et leurs effets en créant et en maintenant différentes versions d’une
ontologie. Cette capacité consiste à identifier et à différencier les versions, à modifier les versions, à
spécifier des relations qui rendent explicites les changements effectués entre les versions et à utiliser
des mécanismes d’accès pour les artefacts dépendants, c’est-à-dire les objets référencés, les ontologies
et les applications dépendantes."
Ces deux définitions couvrent les deux éléments principaux de l’évolution d’une onto-
logie : la gestion du processus d’évolution de l’ontologie (première définition) et la gestion des
versions d’une ontologie (deuxième définition). La première définition s’intéresse au processus
de modification de l’ontologie pour la faire passer d’une version (Vn) à une nouvelle (Vn+1),
tout en veillant à maintenir la cohérence de cette nouvelle version et l’intégrité de ce qui re-
pose déjà sur cette ontologie (d’autres ontologies, applications, services, etc.). La deuxième
définition insiste sur le processus par lequel sont gérées plusieurs versions d’une même on-
tologie en maintenant la traçabilité entre ces versions et en permettant d’accéder à chaque
version selon les exigences de l’élément d’accès (données, service, application ou une autre
ontologie).
L’enrichissement et le peuplement d’ontologies sont deux cas particuliers de l’évo-
lution : d’après les deux définitions précédentes, l’évolution d’une ontologie consiste à
modifier dans les éléments déjà existants d’une ontologie (suppression/ajout/déplacement
d’un concept, fusion de deux concepts, déplacement d’une branche de l’ontologie, etc.). Il
s’agit donc d’une remise en cause des éléments d’une ontologie. Or, toutes les évolutions ne
consistent pas à modifier des éléments de cette ontologie. En effet, l’évolution peut consis-
ter à ajouter de nouveaux concepts et relations sans remettre en cause l’existant, on parle
d’enrichissement d’ontologie (ou encore ontology enrichment). De même, lorsque l’évolution
d’ontologie consiste à ajouter de nouvelles instances, on parle alors de peuplement d’onto-
logie (ou encore ontology population). Il s’agit du principe de continuité ontologique [Xuan et al.,
2006].
1.3.2 Étape du processus d’évolution d’une ontologie
Pour gérer le processus d’évolution d’une ontologie, plusieurs approches ont été pro-
posées dans la littérature [Stojanovic, 2004] [Klein, 2004] [Luong, 2007] [Djedidi et al., 2007]
[Rogozan, 2008] [Tissaoui et al., 2010]. Ces approches s’inspirent des travaux de [Stojanovic,
2004] qui figurent parmi les premiers à avoir proposé un processus de gestion des évolutions
d’une ontologie. Ce processus est composé de 6 étapes (voir figure 1.11) que nous détaillons
en mettant en évidence dans chaque étape, les problèmes lourd soulevés.
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Comment identifier un changement ?
Comment intégrer un changement ?








Figure 1.11 — Processus d’évolution d’ontologie en six phases [Stojanovic, 2004].
Identification ou détection du changement
Deux questions (ou problèmes) se posent ici : Comment détecter que l’ontologie a besoin
de changer ? Comment identifier et recenser les changements dont l’ontologie a besoin ?
[Stojanovic, 2004] propose deux approches pour identifier des besoins de changements
(voir figure 1.12). Selon une première approche, descendante, les besoins de changements
sont explicités par les utilisateurs de l’application ou par l’ontographe. Une deuxième ap-
proche, ascendante, consiste à identifier les besoins de changements à l’aide de méthodes
qui détectent des changements dans les données du domaine.
Plus précisément, [Stojanovic, 2004] propose trois types d’identification des change-
ments : dirigée par la structure (structure-driven), dirigée par l’utilisation (usage-driven) et
dirigée par les données (data-driven). Dans le premier cas, les changements peuvent être
déduits de problèmes dans la structure de l’ontologie elle-même (redondance, mauvaise or-
ganisation, etc.). Dans le second cas, les changements à effectuer sont détectés à l’aide de
patrons d’utilisation de l’ontologie (ontology usage patterns) à partir de l’analyse du com-
portement des utilisateurs et de la traçabilité des requêtes appliquées à l’ontologie. Ce type
d’identification permet par exemple, d’identifer les parties les plus utilisées de l’ontologie et
donc de remettre en question les parties non exploitées de l’ontologie. Dans le troisième cas,
les changements dirigés par les données sont des conséquences de leur modification (textes,
base de données, autres ontologies, etc.) ayant servi à la construction de cette ontologie ou
qui lui sont associés (par exemple textes annotés par l’ontologie).
Cette étape permet d’exprimer d’une façon informelle et manuelle des problèmes liés à
l’utilisation d’une ontologie. Ces besoins de changements doivent ensuite être mieux préci-
sés et affinés pour être exprimés dans le langage de l’ontologie (c’est-à-dire correspondant à








Figure 1.12 — Détection des besoins explicites et implicites de changement au niveau de
l’ontologie [Stojanovic, 2004].
Représentation du changement
Pour mieux préciser les changements d’une ontologie, [Stojanovic, 2004] a défini une
taxonomie de changements. Dans cette taxonomie, trois types de changements sont distin-
gués :
– Des changements élémentaires appliquant des modifications d’une seule entité de
l’ontologie tels que l’ajout ou la suppression d’un élément de l’ontologie. Par exemple,
AddConcept(c) permet de rajouter un nouveau concept c à l’ontologie.
– Des changements composés ou composites appliquant des modifications au voisi-
nage direct d’une entité de l’ontologie tels que la fusion, la divison d’un élément d’une
ontologie ou encore l’insertion d’un élément de l’ontologie entre deux pré-existants.
Par exemple, MergeConcepts(c1, c2, newC) permet de remplacer le concept c1 et le
concept c2 par un nouveau concept newC ayant les propriétés et les relations des deux
concepts.
– Des changements complexes qui peuvent être décomposés en plusieurs changements
composés et élémentaires.
A cette étape, l’ontographe exprime à l’aide de cette taxonomie les changements néces-
saires à apporter à l’ontologie. Cette étape n’est pas automatique. En effet, les besoins en
changements identifiés à l’étape précédente sont décrits informellement. Pour les rendre
plus précis, un travail d’interprétation des besoins est nécessaire. Ce travail est réalisé par
l’ontographe et/ou l’expert du domaine. Prenons l’exemple d’un moteur de recherche qui
se base sur une ontologie. Au cours du test de ce moteur de recherche, un utilisateur remplit
une grille mentionnant des anomalies dans les résultats de recherche et donne cette grille
à l’ontographe. L’ontographe procède alors manuellement à l’analyse et à l’interprétation
de cette grille. Il identifie par exemple qu’une requête a échoué car il doit créer un nou-
veau concept. Pour une autre requête, il identifie que le résultat de la requête est imprécis
car il faut déplacer un concept dans la hiérarchie. Dans ce cas, la taxonomie sert de guide
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pour formuler plus finement les besoins de changement et non pas pour automatiser l’évo-
lution de l’ontologie. Cependant, lorsque plusieurs modifications doivent être apportées à
l’ontologie, procéder de manière séquentielle pour corriger une ontologie peut entrainer des
incohérences ou conduire à revoir des choix de modifications dans l’ontologie, ce qui rend
ce travail lourd et interminable.
Sémantique du changement
L’objectif de cette étape est de s’assurer que l’ontologie évoluera d’un état cohérent vers
un autre état cohérent. En effet, lors de la suppression d’un concept par exemple, l’onto-
graphe doit prendre une décision concernant ses fils et les instances de ce concept (les sup-
primer ou les reclasser ?), sinon l’ontologie devient incohérente. Selon [Stojanovic, 2004], une
ontologie simple O est consistante par rapport à son modèle d’ontologie si et seulement si, elle préserve
les contraintes définies pour le modèle de base de l’ontologie. Plus précisément, Stojanovic définit
le modèle de consistance de l’ontologie comme l’union de 16 invariants, de 2 contraintes
souples et de 4 contraintes définies par l’utilisateur. Les invariants sont des règles de consis-
tance valables pour toute ontologie. Chaque changement d’une ontologie doit maintenir
l’exactitude des invariants mais une ontologie ne doit pas nécessairement satisfaire toutes
les contraintes souples et les contraintes définies par l’utilisateur.
La vérification de la cohérence d’une ontologie peut se faire alors selon deux manières :
(i) une vérification a posteriori où les changements sont appliqués en premier, ensuite on
vérifie si l’ontologie mise à jour satisfait les contraintes de consistance ou (ii) une vérification
a priori qui définit un ensemble de conditions pour chaque changement. Dans ce cas, la
consistance sera maintenue, si l’ontologie est déjà conforme avant la mise à jour et si les
conditions sont satisfaites.
Lors de la détection d’une incohérence dans l’ontologie, il est nécessaire de compléter les
changements exigés par un ensemble de changements supplémentaires, qui garantissent le
passage d’une ontologie d’un état cohérent vers un autre état cohérent. La difficulté de cette
phase est alors de trouver ces changements supplémentaires. Si un ontographe peut facile-
ment résoudre une certaine partie de la modification globale, il ne lui est toutefois pas facile
de générer des changements supplémentaires nécessaires pour garder la cohérence. Cela
justifie l’intérêt de méthodes automatiques pour réaliser cette tâche. [Stojanovic, 2004] com-
plète l’évolution d’ontologie avec deux approches inspirées de la communauté des bases de
données, pour assurer la consistance : l’approche procédurale et l’approche déclarative de l’évo-
lution de schéma.
1. Approche procédurale : cette approche est basée sur les contraintes qui définissent la
consistance d’un schéma (pré-conditions), et les règles à satisfaire après chaque chan-
gement (post-conditions). Cette approche est réalisée par un mécanisme procédural qui
incorpore la sémantique des changements de l’ontologie. Un changement d’ontologie
peut être réalisé de plusieurs manières, cela signifie que différents ensembles de chan-
gements supplémentaires peuvent être générés. Stojanovic propose alors un ensemble
de stratégies d’évolution pour résoudre l’inconsistance. Chacune propose un ensemble
additionnel de changements résolvant l’inconsistance en tenant compte d’un ensemble




2. Approche déclarative : cette approche est basée sur un ensemble d’axiomes (accom-
pagné d’un mécanisme d’inférence) qui formalise la dynamique de l’évolution. Ces
axiomes, avec les inférences correspondantes, assurent que l’ontologie évoluera vers
une version cohérente, sans besoin de vérifier les inconsistances. Afin de présenter l’ap-
proche déclarative, Stojanovic prend l’exemple de supprimer un concept dans une on-
tologie. Après cette suppression de concept, ses sous-concepts peuvent aussi bien être
préservés que supprimés. S’ils sont préservés, ils doivent être rattachés aux concepts pa-
rents du concept supprimé ou au concept racine. Cependant, il se pourrait parfois qu’un
utilisateur veuille garder certains sous-concepts et supprimer les autres. Le nombre de
solutions possibles augmente alors considérablement si le changement est plus com-
plexe.
Propagation du changement
Cette phase de propagation doit, après toute mise à jour de l’ontologie, assurer la cohé-
rence des artefacts dépendant de l’ontologie (les ontologies dépendantes, les instances ainsi
que les applications utilisant cette ontologie).
– L’impact des changements sur les ontologies dépendantes : la mise à jour d’une
ontologie pourrait altérer d’autres ontologies qui en dépendent. Ces ontologies sont
construites à partir de l’ontologie modifiée ou elles l’importent. Ce problème peut être
résolu par une procédure récursive en appliquant des changements sur ces ontologies
afin de préserver leur consistance conceptuelle, structurale et comportementale.
– L’impact des changements sur les instances ontologiques : quand l’ontologie est mo-
difiée, les instances doivent être changées de telle manière que l’ontologie et les ins-
tances restent conformes l’une à l’autre. Il faut donc étendre l’étape de sémantique des
changements aux instances de l’ontologie pour qu’elles restent conformes à l’ontologie
modifiée.
– L’impact des changements sur les applications : les changements de l’ontologie pour-
ront influencer sur les applications utilisant l’ontologie modifiée. En général, on peut
distinguer deux dimensions affectant le problème global d’évolution de l’ontologie :
d’une part, le nombre d’ontologies ayant évolué et d’autre part, la localisation phy-
sique de ces ontologies évolutives. Plus précisément, il faut s’assurer de deux choses.
D’une part, qu’une application utilisant une ontologie arrive à accéder à cette onto-
logie après son évolution. D’autre part, que le comportement de l’application ne se
dégrade pas. Par exemple, pour un moteur de recherche utilisant une ontologie, il faut
que les résultats de ce moteur s’améliorent ou restent les mêmes.
Dans cette thèse nous ne nous intéressons pas à la propagation des changements d’une
ontologie vers les artefacts dépendants. Nous retenons ici, que l’évolution d’une ontologie
ne dépend pas forcément uniquement de l’évolution des connaissances d’un domaine. En
effet, cette évolution peut être liée et déclenchée par des incohérences liées aux artefacts
utilisant l’ontologie. Cette étape a été plus finement étudiée et automatisée par [Klein, 2004]
[Noy et Klein, 2004] [Noy et al., 2004]. Les auteurs proposent des mécanismes de gestion
de versions (ou Versionning). Le versioning consiste à créer et à gérer différentes versions
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d’une ontologie en traitant les incompatibilités entre les différentes versions, les instances,
les applications et les ontologies qui en dépendent. Ce principe énonce que la gestion de
l’évolution de l’ontologie exige de pouvoir conserver et accéder aux différentes versions de
l’ontologie qui ont été générées au cours de l’évolution de celle-ci, ainsi que de permettre de
spécifier par un modèle les relations qui rendent compte des changements effectués entre
les versions.
Implémentation du changement
Cette phase consiste à implémenter physiquement le changement requis et les change-
ments dérivés qui correspondent à la stratégie choisie. L’implémentation d’un changement
se déroule selon les étapes suivantes :
1. informer l’ontographe de toutes les conséquences d’une demande de changement (no-
tification du changement) ;
2. appliquer tous les changements nécessaires et dérivés, qui ont été validés par l’onto-
graphe (application du changement) ;
3. garder une trace des changements effectués (archivage, enregistrement).
Cette phase n’est pas totalement automatisée. En effet, toutes les étapes décrites précé-
demment sont au stade de suggestion et aucun changement n’a été réellement implémenté
dans l’ontologie. Lorsque l’ontographe effectue un changement, il peut changer d’avis. La
réalisation du changement peut aussi donner à l’ontographe l’idée d’effectuer d’autres chan-
gements. Afin de supporter l’historique des changements d’une ontologie et permettre à
l’ontographe de faire des retours en arrière, des travaux ont proposé des mécanismes de
gestion de versions [Klein, 2004] [Noy et Klein, 2004] [Noy et al., 2004].
La démarche d’évolution d’ontologie de [Stojanovic, 2004] retarde l’implémentation des
changements. Or c’est à ce moment là que l’on peut percevoir les incohérences d’une onto-
logie ainsi que le besoin d’éventuels changements complémentaires. Dans cette démarche
il faut alors remonter toutes les étapes réalisées pour corriger les erreurs rendant la pro-
cédure lourde. C’est la raison pour laquelle nous pensons alors que l’implémentation des
changements doit se faire en parallèle des autres étapes.
Validation du changement
Cette phase consiste à sauvegarder ou à annuler les changements réalisés suite à la de-
mande de l’utilisateur.
1.3.3 Outils pour faciliter l’évolution d’une ontologie
Dans cette section, nous présentons différents outils pour gérer l’évolution d’une onto-
logie. Notre but n’est pas de remettre en question ces outils ou les étapes d’évolution d’une





Le Framework KAON 15 [Maedche et al., 2003] [Stojanovic, 2004] a été proposé à l’Uni-
versité de Karlsruhe. Il s’agit d’une plateforme pour gérer les ontologies. Il intègre en plus un
ensemble d’outils pour gérer l’évolution d’ontologies selon l’approche de [Stojanovic, 2004].
Le système d’évolution d’ontologies KAON Ontology Evolution [Stojanovic, 2004] guide la
formulation des besoins de changement en suggérant des améliorations de l’ontologie. Il
offre une suite d’outils pour éditer des changements, vérifier la consistance de l’ontologie
et créer des stratégies d’évolution personnalisées. Dans KAON l’ontologie est représentée
formellement à l’aide d’un langage propre à KAON et plus récemment à l’aide de OWL.
KAON enregistre dans un journal tous les changements apportés à l’ontologie permettant
ainsi à l’utilisateur d’annuler les changements.
Gestion des versions d’une ontologie : ONTOVIEW
Lors du processus d’évolution d’ontologie, l’ontologie doit rester cohérente avec d’autres
éléments qui en dépendent (ontologies, annotations, applications, etc.). L’ontologie doit
aussi être en cohérence avec plusieurs de ses versions lorsqu’elle est modifiée par plusieurs
personnes. Ces besoins sont traités à l’aide d’un mécanisme de gestion de versions. La ges-
tion des versions d’une ontologie est réalisée à l’aide du framework ONTOVIEW [Klein,
2004]. Ce framework intègre une ontologie d’opérations de changement en OWL et un lan-
gage de spécification de changement basé sur RDF permettant d’expliciter les relations sé-
mantiques qui existent entre les éléments de deux versions d’une ontologie et ainsi per-
mettre de détecter les changements qui se sont produits lors de l’évolution, les informations
sur les modifications (telles que leur durée de validité), devant être maintenues sous forme
de métadonnées. La visualisation des liens entre versions d’ontologies est réalisée au travers
de l’outil PROMPTDIFF [Noy et al., 2004]. Pour qu’une application continue à utiliser et à
accéder à une ontologie, [Klein et Fensel, 2001] ont défini des règles de nommage de chaque
version d’une ontologie. Ces règles permettent à l’application d’accéder à la bonne version
d’une ontologie en fonction de la requête formulée par un utilisateur.
Gestion des évolutions d’un Web Sémantique d’entreprise : CoSWEM
[Luong, 2007] propose une approche de gestion d’évolution d’un Web Sémantique d’En-
treprise (WSE). Luong s’intéresse à la gestion des évolutions de l’ontologie, au maintien de
sa cohérence et à la propagation des changements aux annotations sémantiques dépendant
de cette ontologie. Pour cela, [Luong, 2007] propose l’outil CoSWEM (Corporate Semantic Web
Evolution Management). L’outil comporte trois composants.
Un premier composant "utilisateur" gère l’interaction des utilisateurs avec le système via
la notion de rôle. Un deuxième composant intermédiaire (éditeur ECCO) permet aux utili-
sateurs d’accéder aux ontologies et aux annotations et d’exprimer leurs besoins de change-
ment à l’aide d’une taxonomie de changement. Un troisième composant comporte un mo-
dule d’évolution d’ontologie, un module d’évolution des annotations et un journal d’évo-
15. Karlshrue Ontology and Semantic Web framework - http ://kaon.semanticweb.org/
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lutions. Du côté de l’ontologie, ce dernier composant permet à l’utilisateur de comparer
les différences entre deux versions d’une ontologie (visualiser les changements effectués
entre deux versions de l’ontologie ainsi que les éléments affectés par les changements) et
de déterminer quelles sont les annotations sémantiques impactées par les changements. Du
point de vue de l’annotation sémantique, le composant d’évolution de CoSWEM aide à la
résolution de deux tâches importantes : (i) la détection des incohérences générées sur les
annotations sémantiques à cause des modifications de l’ontologie de base et (ii) la correc-
tion de ces annotations sémantiques incohérentes en vue d’assurer la cohérence globale du
système de gestion des connaissances. Ces tâches sont réalisées de manière automatique ou
semi-automatique avec l’aide de l’utilisateur (soit l’ontographe soit l’annotateur).
Le système de gestion des évolutions d’une ontologie de [Rogozan, 2008]
[Rogozan, 2008] s’inspire des travaux de [Klein, 2004] et [Stojanovic, 2004] pour proposer
une approche et un outil pour gérer l’évolution d’ontologies et la gestion des versions d’une
ontologie. L’approche proposée se compose de deux grandes phases : une phase d’évolution
et une phase de mise en opération de l’évolution. L’auteur étend la taxonomie de change-
ment de [Klein, 2004] et de [Stojanovic, 2004] par d’autres actions de changements et d’autres
caractéristiques aux changements : (a) une typologie des changements complexes ; (b) une
description des effets de changements sur le référencement sémantique ; (c) une clarification
de la terminologie utilisée pour caractériser la complexité d’un changement.
Pour mettre en œuvre cette approche, [Rogozan, 2008] propose un outil composé de
deux modules : le ChangeHistoryBuilder (CHB) et le SemanticAnnotationModifier (SAM).
– ChangeHistoryBuilder (CHB) : Le module CHB possède deux fonctionnalités de base.
La première consiste à gérer un journal des changements, lors de la phase d’évolu-
tion de l’ontologie. Pour communiquer avec divers éditeurs d’ontologies, le CHB leur
procure un modèle de métadonnées que ces éditeurs peuvent utiliser pour capter les
changements de manière standardisée et sémantiquement riche. La deuxième fonc-
tionnalité est celle de récupérer la trace des changements, d’extraire les changements
et de les présenter à l’utilisateur. Cette présentation peut être accompagnée d’une ana-
lyse des effets de changements sur le référencement sémantique de ressources, fournie
par le module SAM, avec lequel le CHB peut communiquer.
– SemanticAnnotationModifier (SAM) : Le module SAM permet de gérer la propagation
des changements aux éléments dépendants de l’ontologie. Le module SAM permet à
l’utilisateur de (i)) visualiser et de comprendre si un certain changement engendre une
perte d’accès aux ressources référencées par l’ontologie modifiée ou s’il conduit à une
modification de l’interprétation de ces ressources ; (ii) être guidé lors du processus
de mise à jour du référencement afin que toutes les ressources restent accessibles et
correctement décrites via la nouvelle version de l’ontologie.
Onto-Evoal (Ontology Evolution-Evaluation)
[Djedidi, 2009] propose une approche et un prototype d’évolution nommé Onto-Evoal
(Ontology Evolution-Evaluation) pour gérer les évolutions d’une ontologie. Dans cette ap-
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proche, l’application d’un changement entraine tout d’abord la vérification de la consistance
de l’ontologie. Ensuite, la qualité de l’ontologie est évaluée. Si la qualité est améliorée (ou
préservée), alors le changement peut être validé directement. Dans le cas contraire, l’expert
intervient pour juger le changement. [Djedidi, 2009] veut ainsi minimiser la dépendance
vis-à-vis de l’expert et automatiser la phase de validation de changement [Djedidi et al.,
2007]. Dans Onto-Evoal, l’étape de validation des changements est menée en quatre phases
[Djedidi et Aufaure, 2008] : détection des inconsistances, proposition d’alternatives de ré-
solution, évaluation de la qualité et application et validation finale des changements. Un
modèle de qualité de l’ontologie est défini et appliqué pour évaluer l’impact des alterna-
tives de résolution proposées sur la qualité [Djedidi et al., 2007] et guider ainsi la résolution
des inconsistances tout en minimisant la dépendance à l’expert. Ce modèle de qualité est re-
présenté par 12 métriques quantitatives (nombre moyens de relations par concepts, nombre
de concepts racines, profondeur moyenne d’une hiérarchie, etc.). L’évaluation de la qualité
permet ainsi de choisir automatiquement l’alternative préservant la qualité de l’ontologie
ou l’améliorant.
EvOnto : Outil d’évolution des Ressources Termino-Ontologiques pour les annotations
[Tissaoui et al., 2011] propose EvOnto (Evolution d’Ontologie) une méthode et un logiciel
de gestion de changement pour une RTO servant à l’annotation sémantique de documents
textuels. L’étude des documents textuels et des connaissances du domaine déclenche l’évo-
lution d’une RTO et propage les modifications aux annotations de ces documents. Deux
conditions peuvent déclencher l’évolution d’une RTO. (1) L’évolution des connaissances du
domaine et la décision de l’ontographe de les intégrer dans la RTO ; (2) L’évaluation de la
qualité des annotations sémantiques de nouveaux documents textuels. EvOnto s’inspire des
travaux de [Stojanovic, 2004] et étend l’ontologie des changements élémentaires et compo-
sés aux termes (ajout, suppression et modification d’un terme, etc.). Enfin, un ensemble de
stratégies de résolutions de changements sert à maintenir la cohérence au sein de la RTO et
la cohérence entre la RTO et les annotations.
1.3.4 Bilan sur l’évolution des ontologies
La plupart des travaux de recherche sur la gestion de l’évolution servent à guider l’évo-
lution de l’ontologie selon un processus en six étapes : identification des changements, re-
présentation du changement, sémantique du changement, propagation du changement, im-
plémentation du changement et enfin validation du changement. Plusieurs outils ont été
proposés dans la littérature. Nous remarquons que chaque outil cherche à automatiser une
ou deux étapes du processus d’évolution. [Stojanovic, 2004] s’est intéressé aux étapes de re-
présentation du changement et sémantique de changement. [Klein, 2004] et [Rogozan, 2008]
se sont plutôt interessés à la gestion des versions d’ontologies pour gérer la propagation des
évolutions.[Djedidi, 2009] a mis l’accent sur les étapes de sémantique de changement et de
validation du changement. [Luong, 2007] s’est focalisé sur l’étape de propagation du chan-
gement aux artefacts dépendants à savoir les annotations sémantiques. [Tissaoui et al., 2011]
quant à eux se sont focalisés sur l’étape de représentation du changement d’une RTO et à
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l’anticipation des effets des changements d’une RTO sur les annotations sémantiques avant
de décider de l’effectuer.
Les travaux portant sur l’évolution d’ontologie ont bien détaillé les différentes étapes
nécessaires pour faire évoluer une ontologie. De plus, ces contributions se sont focalisées
essentiellement sur trois éléments :
1. La description et la formalisation sous la forme d’une taxonomie des différents chan-
gements à appliquer à une ontologie (changements élémentaires, changements com-
plexes, changements composites) ;
2. Le maintien de la consistance d’une ontologie après application de l’évolution ;
3. La propagation des changements aux artefacts dépendants.
Nous remarquons cependant, que les étapes d’identification du changement et la repré-
sentation des changements sont manuelles (dans le chapitre 2 nous détaillerons les outils
qui permettent de faire évoluer automatiquement les ontologies). C’est souvent l’utilisateur
qui est en charge de détecter le besoin de faire évoluer l’ontologie et d’exprimer cette évolu-
tion. D’un point de vue général, l’évolution d’ontologies dans ces approches fait intervenir
l’utilisateur au niveau de toutes les étapes. C’est à lui de choisir les changements à appliquer
à l’ontologie, de placer les nouveaux éléments (concepts, relations) dans l’ontologie, etc. Il
s’agit d’un travail laborieux qui demande beaucoup de temps et d’effort.
Nous pensons que proposer un système capable d’aider à détecter les évolutions d’un
domaine, de les représenter et de les appliquer à une ontologie tout en respectant les règles
de consistance d’une ontologie pourra alléger la charge de travail de l’ontographe.
En reprenant l’approche de [Stojanovic, 2004], un tel système devrait être capable de
réaliser automatiquement une partie des étapes de cette approche pour simplifier la tâche
de l’ontographe :
1. l’identification des besoins en changement : Les évolutions du domaine sont détectées
automatiquement par le système ;
2. la représentation des changements : Les évolutions du domaine sont traduites automa-
tiquement sous forme de plusieurs changements à apporter à l’ontologie ;
3. l’implémentation des changements : Les changements sont formalisés et implémentés
dans un langage de représentation et de formalisation des ontologies (dans cette thèse
nous utilisons le langage OWL) ;
4. la validation des changements : La validation finale de l’ontologie modifiée est réalisée
avec l’ontographe. C’est à ce moment là que l’ontographe intervient. Il peut accepter,
refuser les propositions de changements. Il peut aussi rajouter d’autres changements à
l’ontologie s’il le désire.
Pour valider la nouvelle ontologie, il est indispensable que l’ontographe soit capable de
visualiser les changements proposés par un tel système. Nous pensons que des mécanismes
de comparaison d’ontologies comme celui de PROMPDIFF [Noy et al., 2004] dans ONTO-
VIEW sont un moyen adéquat. Le système permet dans ce cas de présenter visuellement la





La question de l’évaluation d’une ontologie se pose toujours lors de son élaboration
comme pour tout produit ou outil. En effet, l’évaluation d’une ontologie est nécessaire car
elle permet de s’assurer qu’elle est en adéquation avec le problème qu’elle contribue à ré-
soudre ; qu’elle recouvre les notions du domaine qu’elle modélise et qu’elle répond aux
exigences de qualité. Dans le cas contraire, l’ontologie a besoin d’être corrigée donc on doit
la faire évoluer. De plus, avec la multiplication des ontologies disponibles sur le Web, un
utilisateur est confronté au choix d’une ontologie parmi toutes celles possibles. L’évalua-
tion d’une ontologie permet aussi de donner des indications sur les ontologies pour leur
sélection.
D’une manière classique, l’évaluation d’une ontologie peut se faire manuellement par
un expert du domaine qui va porter un jugement global selon ses connaissances sur la
qualité. Cependant, cette démarche n’est pas toujours aisée à mettre en œuvre et peut être
facilitée par des mesures produites par des outils. Dans la littérature nous trouvons des
critères quantitatifs et/ou qualitatifs pour évaluer les ontologies. L’évaluation quantitative
permet de produire une valeur numérique mesurée à partir du contenu formel des onto-
logies (concepts, relations, axiomes, etc.). L’évaluation qualitative permet de produire un
ensemble de propriétés qui reflètent le plus ou moins grand respect des critères de qualité.
Dans cette section, nous présentons comment on peut évaluer une ontologie puis nous
exposons quelques outils d’évaluation.
1.4.1 Eléments sur lesquels porte l’évaluation d’une ontologie
L’ontologie étant une structure assez complexe (plusieurs concepts, relations, etc.), uti-
lisée pour réaliser un objectif (annotation sémantique, recherche d’information, etc.), il est
préférable d’évaluer une ontologie selon différents points de vue que de la considérer en sa
globalité.
Evaluation du lexique d’une ontologie
Pour évaluer le lexique d’une ontologie [Maedche et Staab, 2002] proposent de compa-
rer une ontologie A à une autre de référence B (golden standard). L’idée est que plus une
ontologie A est proche d’une autre ontologie B (estimée de qualité) plus on peut considérer
que l’ontologie A convient. La proximité peut se mesurer par rapport à la similitude des
termes contenu dans les ontologies considérées. [Maedche et Staab, 2002] se basent sur la
distance de Levenshtein (similarité lexicale) pour calculer la similitude entre deux termes.
La qualité du contenu lexical d’une ontologie peut être alors évaluée en utilisant les me-
sures de précision et de rappel. Dans ce contexte, la précision représente le pourcentage des
termes lexicaux de l’ontologie A (chaînes de caractères utilisées pour nommer les concepts)
qui apparaissent dans l’ontologie textbfB par rapport au nombre total des mots de l’on-
tologie textbfA. Le rappel représente le pourcentage des termes de l’ontologie textbfB qui
apparaissent également comme noms de concepts dans l’ontologie textbfA par rapport au
nombre total de termes de textbfB.
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Il semble facile de mettre en œuvre un outil qui permette de comparer deux ontologies
pour estimer les mesures de rappel et de précision et ainsi évaluer le lexique d’une ontologie.
Cependant, nous nous posons des questions sur le choix de l’ontologie de référence : Com-
ment s’assurer si le domaine de l’ontologie de référence est exactement celui de l’ontologie à
évaluer ? Comment dire qu’une ontologie est une référence d’un domaine ? Autrement dit,
parmi plusieurs ontologies pour un même domaine, pourquoi considérer que l’une est de
référence et non une autre ? Ces questions montrent que d’une part la mise en place de cette
évaluation n’est pas évidente, et d’autre part, que le résultat de cette évaluation peut être
partiel (si par exemple, le domaine de l’ontologie de référence n’est qu’une vue partielle du
domaine de l’ontologie à évaluer).
Evaluation de la structure d’une ontologie
L’évaluation de la structure de l’ontologie (ou la taxonomie de l’ontologie) est effectuée
par un ensemble de mesures. [Gangemi et al., 2005] présentent une dizaine de mesures ca-
ractérisant la structure d’une ontologie telles que la profondeur, la densité, la largeur, la
distribution des feuilles, la complexité, etc. [Maedche et Staab, 2002] [Brank et al., 2006] pro-
posent de mesurer les aspects structurels d’une ontologie en comparant les relations d’une
ontologie à une autre. L’évaluation de la structure d’une ontologie ne permet pas d’évaluer
les connaissances de l’ontologie et donc de renvoyer un jugement qui permette de faire évo-
luer ces connaissances. Ce type d’évaluation dresse plutôt des contraintes de structuration
de l’ontologie afin de faciliter sa lecture par un humain. Or, une ontologie est un modèle for-
mel qui sera utilisé par une machine. Nous pensons que juger la structure d’une ontologie
n’est pas utile dans ce cas.
Evaluation de la couverture du domaine par l’ontologie
Il s’agit ici d’évaluer la qualité d’une ontologie en mesurant dans quelle mesure les
connaissances qu’elle contient couvrent ou correspondent aux connaissances issues d’un
corpus représentatif du domaine ou un standard du domaine. Dans ce sens, [Brewster et al.,
2004] proposent d’évaluer une ontologie par rapport à un corpus de textes. Cette évalua-
tion se fonde sur l’extraction des termes du corpus de textes et sur le décompte du nombre
de termes qui sont communs à l’ontologie et au corpus. [Brewster et al., 2004] proposent
aussi des approches probabilistes pour faciliter l’évaluation d’un ensemble d’ontologies par
rapport à un corpus et identifier la meilleure ontologie pour ce corpus.
[Patel et al., 2003] propose une méthode pour estimer si une ontologie se rapporte à un
domaine d’intérêt et pour la classer dans le bon domaine. Des données terminologiques
(telles que les noms des concepts) sont extraites de l’ontologie et utilisées comme entrées
d’un modèle de classification. Ensuite, l’intersection entre les termes de l’ontologie et les
termes d’un corpus est calculée. Une ontologie peut être pénalisée par des termes dispo-
nibles au niveau du corpus et absents de l’ontologie, comme elle peut, à l’inverse, être péna-
lisée par des noms de concepts disponibles au niveau de l’ontologie et absents du corpus.
Évaluer une ontologie par rapport à son domaine nous semble pertinent. En effet, une
ontologie doit contenir les connaissances du domaine nécessaire à la réalisation de l’appli-
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cation qui utilisera l’ontologie. Ce type d’évaluation est possible que si nous disposons des
données ayant servi à construire l’ontologie (textes, bases de données, glossaire, etc.).
Evaluation d’une ontologie en contexte
Pour cette évaluation, il ne s’agit pas de mesurer la qualité d’une ontologie en soi mais de
la valider par rapport à la tâche ou l’application dans laquelle elle est utilisée. L’ontologie
est d’autant mieux adaptée que l’exécution de la tâche pour laquelle elle a été construite
produit des résultats qui se rapprochent de résultats de référence.
[Porzel et Malaka, 2004] évaluent une ontologie utilisée dans une application d’annota-
tion de textes pour la reconnaissance de la parole. Plus précisément, l’expérience consiste à
identifier des relations sémantiques entre concepts annotés. Le résultat obtenu avec l’ontolo-
gie est comparé aux résultats de référence (annotation manuelle du texte avec une ontologie
de référence). La performance de l’ontologie est mesurée à l’aide des taux d’erreurs d’in-
sertion, de suppression et de substitution de relations. D’après [Porzel et Malaka, 2004], ces
indicateurs permettent de juger la qualité de la modélisation de l’ontologie. La suppression
indiquerait des oublis dans la modélisation ; la substitution indiquerait des ineficacités dans
la modélisation et l’insertion indiquerait des inutilités dans la modélisation de l’ontologie.
[Alani et Brewster, 2006] proposent d’évaluer et de classer des ontologies retrouvées par
un moteur de recherche d’ontologies (comme Swoogle 16). Les résultats d’une requête sont
utilisés pour identifier quels sont les concepts de l’ontologie qui correspondent aux mots
clés de cette requête. [Alani et Brewster, 2006] ont défini des mesures pour évaluer la perti-
nence d’une ontologie par rapport à une requête. Par exemple, le Class Match Measure permet
d’indiquer la capacité d’une ontologie à couvrir tous les termes recherchés ou encore le Se-
mantic Similarity Measure évalue la similarité sémantique entre les concepts de l’ontologie et
les mots clés recherchés.
Une ontologie doit être jugée par rapport à l’application pour laquelle elle a été conçue.
Par exemple, si l’application est une application d’annotation de texte, il faut que l’évalua-
tion évalue si les concepts et les relations annotent les textes. S’il s’agit d’une application
de recherche d’information, il faut que les résultats produits à l’aide d’une ontologie soient
meilleurs que ceux produits sans disposer d’une ontologie. Le concepteur de l’application
qui doit donc définir le protocole d’évaluation de l’ontologie en contexte.
1.4.2 Logiciels pour évaluer les ontologies
Plusieurs ouils sont proposés dans la littérature pour évaluer les ontologies. Ces outils
permettent d’évaluer les différents points que nous avons présentés dans le paragraphe pré-
cédent. Nous en listons quelques uns.
1. OntoClean [Welty et Guarino, 2001][Guarino et Welty, 2002] [Guarino et Welty, 2004]
est une méthode qui consiste à analyser la structure d’une ontologie afin de la corri-
ger. Elle est basée sur l’identification de caractéristiques (ou meta-propriétés) fonda-
mentales des concepts pour identifier des défauts dans une ontologie. Ces caractéris-
16. http ://swoogle.umbc.edu/
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tiques (l’identité, l’unité, la rigidité et la dépendance) sont issues de la philosophie. Par
exemple, si une propriété entre deux classes est dépendante cela signifie que chaque
instance de la première classe implique l’existence d’une autre instance dans l’autre
classe. Ainsi, la propriété Être étudiant qui relie un étudiant à un professeur est dépen-
dante, puisque pour être étudiant il doit y avoir un professeur ; pour chaque instance
d’étudiant il y a au moins une instance de professeur.
Ces méta-propriétés permettent de structurer les ontologies en contraignant l’utilisation
des relations de subsomption, et de guider l’évaluation et la validation des choix de
conceptualisation. Elles sont évaluées en se basant sur un ensemble de règles à vérifier.
Les violations de règles détectées sont corrigées en remontant/descendant des classes
dans la taxonomie ou en ajoutant/supprimant des classes.
2. QoodGrid [Gangemi et al., 2006] est un frameWork qui permet de sélectionner une on-
tologie à l’aide d’un ensemble de critères de qualité. QoodGrid se base sur un ensemble
de composants (des ontologies en OWL) permettant d’évaluer une ontologie.
– O2 est une méta-ontologie sémiotique 17. O2 introduit des concepts de haut-niveau
pour caractériser une ontologie : sa conceptualisation, sa représentation en tant que
graphe, son usage, son profil, la personne qui la décrit, etc. ;
– oQual (Ontology Quality) formalise des connaissances de haut-niveau décrivant une
tâche de diagnostic d’une ontologie telle que la notion de rôle (Ontology element role),
tâche (Ontology element task), processus (Ontology-driven process), etc. ;
– QOOD (Quality-Oriented Ontology Description) est un composant de l’ontologie
oQual, contient les critères d’évaluation d’une ontologie. L’évaluation d’une ontolo-
gie tient compte de la dimension structurelle (largeur, profondeur, chevauchement,
densité, modularité, etc.) et fonctionnelle (précision, rappel, exactitude, adéquation
et d’autres critères qualitatifs) de l’ontologie de même que du contexte d’usage (ex-
haustivité, fiabilité, etc.).
3. OntoMetric [Lozano-Tello et Gómez-Pérez, 2004] permet de sélectionner l’ontologie la
mieux adaptée à une application donnée. L’outil intègre une taxinomie de 160 caracté-
ristiques pour évaluer plusieurs aspects d’une ontologie : son contenu, le langage utilisé
pour la formaliser, la méthode et l’outil utilisés pour la construire. Une fois ces caracté-
ristiques identifiées pour une ontologie, OntoMetric utilise l’AHP (Analytic Hierarchy
Process), une méthode d’aide à la décision multicritère afin de classer plusieurs ontolo-
gies par ordre de pertinence et de choisir la plus pertinente.
4. S-OntoEval [Dividino et al., 2008] évalue l’ontologie selon trois dimensions (syntaxique,
sémantique et pragmatique) afin de la faire évoluer. La dimension syntaxique évalue la
structure de l’ontologie à l’aide de métriques telles que la profondeur, la modularité,
la connectivité, la complexité, etc. La dimension sémantique (ou fonctionnelle) évalue
l’adéquation de l’ontologie à une tâche donnée. Des métriques comme le rappel, la pré-
cision,la F-mesure sont utilisées à cette fin. Les auteurs se basent aussi sur les travaux de
[Porzel et Malaka, 2004] pour évaluer la dimension sémantique de l’ontologie. L’évalua-
tion se base alors sur l’observation de la performance de la tâche basée sur l’ontologie,
en comparant les réponses données par l’ontologie à celles d’un standard adapté à la
17. c’est-à-dire un objet constitué par un objet d’information et une conceptualisation destinée et établie dans
un cadre de communication.
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tâche. La dimension pragmatique évalue le profil de l’ontologie sur la base des annota-
tions qui la décrivent. Des métriques d’analyse des annotations permettent de quanti-
fier l’importance de chaque annotation dans l’ontologie en fonction de son utilisation.
1.4.3 Bilan sur l’évaluation des ontologies
Dans cette dernière section, nous avons présenté plusieurs travaux sur l’évaluation des
ontologies. L’évaluation d’une ontologie peut être motivée par :
1. la nécessité de choisir une ontologie parmi plusieurs ;
2. la nécessité de valider une ontologie nouvellement construite avant son utilisation ;
3. la nécessité d’assurer l’évolution d’une ontologie déjà existante lorsque la réalité qu’elle
décrit évolue.
Plusieurs moyens peuvent être utilisés pour évaluer une ontologie :
1. La comparaison avec une ontologie de référence (gold standard) ;
2. L’étude du comportement de l’application en fonction de l’utilisation d’une ontologie
ou d’une autre ;
3. L’évaluation "manuelle" par un expert du domaine ou par référence à des critères quali-
tiatifs comme ceux proposés par Ontoclean ;
4. La confrontation de l’ontologie avec les données qui ont servi à les construire ;
Le processus d’évaluation d’une ontologie peut s’effectuer selon différents points de vue,
qui, chacun fournissent un jugement partiel de l’ontologie :
1. Évaluer le lexique d’une ontologie ;
2. Évaluer la structure d’une ontologie ;
3. Évaluer la couverture du domaine par l’ontologie ;
4. Évaluer une ontologie en contexte.
La mise en place de l’évalution d’une ontologie est influencée par les moyens utilisés
pour sa construction et/ou évolution et le but ou l’application de l’ontologie. En effet, si une
ontologie est construite par un expert sans données du domaine elle sera évaluée manuel-
lement par cet expert. Elle pourra être aussi évaluée à l’aide de critères structurels si elle
est construite par plusieurs experts. Lorsque celle-ci est construite à partir d’un corpus, la
couverture du corpus par l’ontologie sera alors un critère important.
Dans cette thèse, nous nous intéressons essentiellement à l’évolution d’ontologies de
domaine. Ces ontologies sont utilisées pour annoter des corpus de textes pour faire une
recherche sémantique d’informations. Pour faire évoluer une ontologie, notre approche
consiste à appliquer automatiquement des changements à l’ontologie puis à les proposer
à un ontographe pour validation ou modification. Ce dernier peut accepter, refuser ou mo-
difer ces propositions. En fonction de ce scénario, nous avons utilisé trois techniques pour
évaluer les ontologies (et en conséquence évaluer notre outil). La première est une évalua-
tion manuelle de la qualité de l’ontologie proposée par le système. Dans ce sens, l’onto-
graphe, juge de la qualité des propositions faites par le système. La deuxième technique est
une confrontation avec les données ayant servi à l’évolution de l’ontologie. Pour cela, nous
Gestion dynamique d’ontologies à partir de textes par AMAS 41
Ontologie : Définitions et éléments méthodologiques
nous basons sur les résultats d’un outil d’annotation avant et après l’évolution de l’ontolo-
gie. La troisième technique est la confrontation de l’ontologie évoluée par notre système à
une ontologie de référence (l’ontologie ayant été évaluée manuellement par l’ontographe).
1.5 Conclusion
Dans ce premier chapitre nous avons présenté ce que sont une ontologie, les composants
d’une ontologie, les types d’ontologies et les langages de représentations d’une ontologie.
Nous avons présenté ensuite la notion de Ressource Termino-Ontologique (RTO) qui permet
de représenter une composante lexicale associée à une ontologie et qui sert à modéliser
l’utilisation des concepts dans les textes. Dans le cadre de cette thèse, notre choix s’est porté
sur la gestion de RTO modélisées à partir de textes. Les RTO sont représentées à l’aide du
langage OWL. Plutôt que de traiter un seul type d’ontologie, nous faisons l’hypothèse que
c’est le contenu des textes qui permet de définir quel est le type d’ontologie ou RTO qui sera
modélisé.
Dans un second temps, nous avons présenté la construction, l’évolution d’ontologies.
Nous avons montré que contrairement à la construction, l’évolution d’ontologie est un pro-
blème récent que plusieurs travaux proposent de gérer et non d’automatiser. Deux étapes
clés nous semblent peu abordés dans les travaux de recherche sur l’évolution d’ontologies
à savoir : l’identification des besoins de changements d’une ontologie et la représentation
des changements dans une ontologie. Dans cette thèse, nous proposons d’étudier plus en
profondeur ces deux étapes pour proposer un outil capable d’automatiser l’évolution d’une
ontologie (plus précisément une RTO).
Dans un dernier temps, nous avons présenté l’évaluation d’ontologie. En effet, une on-
tologie doit être validée par rapport aux données (par exemple les textes) qui ont servis
à sa construction ou à son évolution. Elle doit aussi être évaluée par rapport à l’appli-
cation qu’elle utilise. Un ensemble de méthodes et de techniques a été proposé dans la
littérature. Dans cette thèse, nous nous intéressons essentiellement à l’évolution d’ontolo-
gies de domaine. Ces ontologies sont utilisées pour annoter des corpus de textes pour faire
une recherche sémantique d’informations. Pour faire évoluer une ontologie, notre approche
consiste à appliquer automatiquement des changements à l’ontologie puis les proposer à
un ontographe. Ce dernier peut accepter, refuser ou modifier ces propositions. Nous avons
retenu alors trois techniques pour évaluer les ontologies (et en conséquence évaluer notre
outil). La première est une évaluation manuelle de la qualité de l’ontologie proposée par le
système. La deuxième technique est une confrontation avec les données ayant servi à l’évo-
lution de l’ontologie. La troisième technique est la confrontation de l’ontologie évoluée par
notre système à une ontologie de référence (l’ontologie ayant été évaluée manuellement
par l’ontographe).
Comme nous l’avons rapidement indiqué, nous nous intéressons dans cette thèse à l’évo-
lution automatique d’ontologie à partir de textes. Nous présentons dans le chapitre suivant
différent travaux qui ont étudié l’évolution automatique d’ontologies à partir de textes.
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« Les machines un jour pourront résoudre tous les problèmes, mais jamais
aucune d’entre elles ne pourra en poser un ! »
Albert Einstein
NOUS avons recensé dans le premier chapitre de l’état de l’art les difficultés liées à l’évo-lution des ontologies. Parmi celles-ci, deux difficultés importantes ressortent : l’identi-
fication des changements d’un domaine ; la représentation et l’implémentation de ces chan-
gements dans une ontologie. Ces deux tâches nécessitent un important travail de la part de
l’ontographe et pourraient être facilitées par des aides. Pour concevoir ces aides, nous nous
inspirons des travaux réalisés en ingénierie d’ontologies à partir des textes. L’utilisation des
textes comme sources de connaissances d’un domaine est apparue depuis quelques années
comme une solution pour faciliter la construction des ontologies ainsi que leur évolution
[Buitelaar et al., 2005]. Faire évoluer une ontologie à partir de textes consiste alors à iden-
tifier dans ces textes des éléments lexicaux et syntaxiques saillants, c’est-à-dire des indices
révélant la présence de concepts et/ou de relations conceptuelles. Afin d’identifier ces élé-
ments linguistiques, le Traitement Automatique des Langues (TAL) a produit des logiciels
comme des extracteurs de termes, des extracteurs de relations, des analyseurs syntaxiques,
etc. Ces logiciels permettent de faire une première analyse des textes pour dégager un en-
semble d’indices (il s’agit de l’extraction d’indices de connaissances à partir de textes). Dans
ce cas, au lieu de consulter tout le texte, l’ontographe se base sur ces indices. Précisons, que
les outils de TAL ne font pas évoluer l’ontologie et que tous les indices produits par les
outils de TAL ne sont pas pertinents. Toute la difficulté est dans le dépouillement et l’inter-
prétation de ces indices. Dans ce contexte, d’autres types de logiciels ont été définis pour
permettre de construire et de faire évoluer des ontologies à partir de textes.
Dans ce chapitre, nous présentons tout d’abord des logiciels de TAL pour extraire des
indices à partir de textes. Nous argumentons ensuite notre choix des logiciels retenus pour
cette thèse. Enfin, nous exposons des logiciels fournissant une aide à l’évolution d’ontologies
à partir de textes.
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2.1 Extraction d’indices de connaissances à partir de textes
Extraire des indices de connaissances à partir de textes consiste à identifier et dégager
des textes, des formes linguistiques révélatrices de connaissances. Dans cet objectif, la plu-
part des techniques de TAL proposées dans la littérature pourrait être utilisée. Le choix d’un
ou de plusieurs logiciels adéquats dépend de la technique qu’il implémente, du type d’in-
formation qu’il caractérise ou extrait et des caractéristiques du corpus utilisé.
Dans le cadre de DYNAMO, chaque corpus est formé d’une collection de documents. Il
peut être écrit en langue anglaise ou française. Dans DYNAMO, un corpus est généralement
assez peu volumineux. Chaque document de la collection est conforme à une même DTD
et se compose d’un paragraphe à une page de texte. Enfin, le corpus est spécifique à un
domaine technique et contient donc un vocabulaire spécifique à ce domaine. Nous avons
donc besoin de logiciels de TAL capables de produire des résultats avec un faible volume
textuel.
Par ailleurs, conformément aux objectifs du projet DYNAMO, cette thèse a pour ob-
jectif de proposer une solution pour faire évoluer des Ressources Termino-Ontologiques.
Plus précisément, nous désirons faire évoluer les RTO en ajoutant les connaissances néces-
saires pour annoter les collections de textes lorsqu’elles évoluent. Ceci revient à ajouter des
concepts, des relations entre concepts, mais aussi des termes et des relations entre termes
et concepts. Notre choix s’est orienté vers des logiciels d’extraction de termes qui contri-
buent à l’identification de termes et de concepts et des outils d’extraction de relations qui
contribuent à la structuration des concepts et des termes dans une RTO.
Dans ce qui suit, nous présentons un ensemble d’outils pour l’extraction de termes et
l’extraction de relations en indiquant pour chaque outil, la technique utilisée.
2.1.1 Extraction de termes
L’extraction automatique de termes d’un domaine à partir de textes s’effectue en deux
phases : l’extraction de candidats termes à l’aide d’un outil d’extraction, puis, la sélection
des candidats termes potentiellement intéressants pour le domaine.
Extraction de candidats termes
Nous distinguons trois types d’outils, selon l’approche employée pour repérer des syn-
tagmes (candidats termes) susceptibles d’être des termes [Harrathi, 2009].
1. Les outils se basant sur une approche linguistique : Ce type d’outils s’appuie sur le
repérage dans le texte de schémas syntaxiques de candidats termes. Tout d’abord, un
étiquetage grammatical du texte est réalisé. A chaque mot du texte est associée une
étiquette représentant sa catégorie grammaticale (nom, adjectif, préposition, etc.). En-
suite, des séquences lexicales sont appariées avec des schémas syntaxiques préétablis,
par exemple : NOM NOM (système antipollution), NOM PRÉPOSITION NOM (tableau de
bord), NOM ADJECTIF (champ magnétique), etc. Une autre technique consiste à repérer
les bornes d’un syntagme nominal par la détection de la frontière du syntagme (pre-
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mier mot à gauche et à droite qui ne peut pas faire partie du syntagme). Par exemple,
un syntagme peut être borné à gauche par un point "." et à droite par un verbe.
2. Les outils se basant sur une approche statistique : Il s’agit d’extraire des candidats
termes sans analyse linguistique du corpus. L’idée est que plus un ensemble d’unités
lexicales co-occurrent ensemble, plus cet ensemble à des chances de former un terme.
Ce principe se traduit par la notion d’information mutuelle et la notion de segments répétés
[Harrathi, 2009].
3. Les outils se basant sur une approche mixte : Ce type d’approche combine les deux ap-
proches précédentes. Dans certains outils les résultats obtenus par une analyse linguis-
tique sont validés et filtrés par une analyse statistique, tandis que dans d’autres outils
les résultats de l’analyse statistique sont validés par une analyse linguistique [Harrathi,
2009].
Tous les outils actuels d’extraction de termes proposent des listes de mots (simples ou
composés) qui sont des candidats termes. Certains outils, proposent en complément d’autres
informations, comme la fréquence du candidat terme, sa composition grammaticale, une
version lemmatisée du candidat terme. Dans le cadre de cette thèse, nous nous intéressons à
des ontologies exprimées en langue française et en langue anglaise, nous avons donc besoin
au préalable d’extraire des candidats termes en anglais et en français. Nous avons étudié
quatre extracteurs de termes permettant de répondre à ces contraintes :
1. YaTeA 1 (Yet another Term ExtrActor)[Aubin et Hamon, 2006] identifie et extrait des
groupes nominaux pouvant être des termes. Chaque candidat terme est analysé syn-
taxiquement pour faire apparaître sa structure sous la forme de têtes et modifieurs.
Lors de l’analyse syntaxique, une désambigüisation endogène (à partir des candidats
termes) et exogène (à partir de ressources externes) est mise en œuvre. L’extraction de
candidats termes est basée sur une stratégie hybride par laquelle l’extraction à partir
de patrons syntaxiques construits manuellement peut être guidée et corrigée à l’aide de
ressources terminologiques existantes (désambigüisation exogène). Ces termes attestés
aident au repérage des groupes, à leur analyse syntaxique et participent également à
l’extraction des termes candidats. Les ressources linguistiques nécessaires à l’identifi-
cation et l’analyse des candidats termes sont fournies pour le français et l’anglais. Ces
ressources peuvent être modifiées par l’utilisateur. De nouvelles ressources peuvent
également être créées.
2. Extraction de termes par Syntex : Syntex [Bourigault, 2007] est un analyseur syntaxique
de textes. Il permet d’identifier des relations de dépendance syntaxique entre mots et
d’extraire d’un texte des syntagmes (verbaux, nominaux, adjectivaux). Syntex prend en
entrée un corpus étiqueté qui est découpé en mots et à chaque mot est associé une ca-
tégorie grammaticale (nom, verbe, adjectif, etc.). En sortie, Syntex produit un corpus
analysé syntaxiquement et un réseau de syntagmes structuré par des relations de dé-
pendances tête et expansion. Ce réseau de syntagmes peut être utilisé par la suite pour
construire une ressource terminologique.
3. ACABIT (Automatic Corpus-based Acquisition of Binary Terms) [Daille, 2003] est un
programme d’acquisition de terminologie pour le français et l’anglais. ACABIT prend
1. http ://search.cpan.org/ thhamon/Lingua-YaTeA/
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en entrée un texte annoté grammaticalement et retourne une liste ordonnée de candi-
dats termes. Il se base sur une approche linguistique et statistique pour extraire des
termes. Dans un premier temps, ACABIT se concentre sur l’extraction des termes de
longueur 2, appelés "termes de base", à l’aide de structures morphosyntaxiques telles
que nom adjectif, nom1 préposition nom2, nom1 nom2, etc. Dans un deuxième temps,
ACABIT évalue différentes mesures statistiques et lexicales pour chacun des termes de
base. Un score est alors attribué à chaque candidat terme. Les candidats termes sont
ensuite triés selon ce score et une liste ordonnée de candidats termes est proposée.
4. TermoStat 2 [Drouin, 2003] est un extracteur de termes multi-langue (français, anglais,
espagnol et italien) en ligne. Il repose sur des connaissances linguistiques et effectue une
comparaison entre l’utilisation d’un terme dans un corpus spécialisé et son utilisation
dans un corpus de langue générale pour déterminer sa pertinence. En entrée, TermoStat
prend un texte. Le texte est étiqueté grammaticalement et des filtres morphosyntaxiques
sont appliqués pour en extraire des candidats termes. Ensuite, la fréquence de chaque
candidat terme est comparée avec sa fréquence dans un corpus de langue générale.
L’idée est que plus l’écart entre la fréquence observée dans le corpus d’analyse et celle
que l’on pourrait prédire à partir du corpus de référence est important, plus le terme est
potentiellement intéressant. En sortie, il retourne une liste de candidats termes donnant
le terme identifié, sa forme lemmatisée, sa fréquence et le poids indiquant sa pertinence
probable pour le domaine du corpus.
Parmi ces 4 extracteurs de termes, notre choix s’est porté sur YaTeA. En effet, dans cette
thèse, nous avons voulu que les traitements des textes (en anglais ou en français) soient com-
plètement transparents à l’utilisateur. Nous avons aussi voulu que le temps d’extraction des
termes soit le plus court possible et n’augmente pas en fonction du volume du texte. L’inter-
vention de l’utilisateur se fait uniquement après l’évolution de l’ontologie. Nous avons donc
privilégié les critères de transparence de l’outil et sa disponibilité au critère de performance.
TermoStat est uniquement disponible en ligne et il était impossible de l’utiliser sans avoir de
connexion internet. L’utilisation d’ACABIT nécessite l’installation d’autres composants tels
que l’étiqueteur Brill et le lemmatiseur FLEMM pour le français et CELEX pour l’anglais. De
plus, pour extraire des candidats termes à l’aide d’ACABIT, l’intervention d’un utilisateur
est nécessaire pour étiqueter le texte avec l’étiqueteur Brill. Il était impossible d’automati-
ser cette tâche. Enfin, plus le volume du texte augmente, plus la phase d’étiquetage prend
du temps. Syntex, quant à lui, n’est pas totalement disponible et ne peut pas non plus être
intégré dans une chaîne de traitement transparente.
Sélection des candidats termes
Les candidats termes ainsi extraits doivent être par la suite validés. En effet, tous les
syntagmes produits par les extracteurs de termes ne sont pas des termes du domaine. Pour
les valider, des critères statistiques et des critères morphosyntaxiques peuvent être utilisés.
1. Les critères statistiques produisent des indicateurs numériques sur les candidats
termes. La fréquence du candidat terme est le premier critère. On peut supposer que
2. http ://olst.ling.umontreal.ca/ drouinp/termostat web/index.php
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plus un candidat terme est fréquent, plus il est un terme du domaine. Valider les candi-
dats termes avec ce critère consiste donc à choisir les plus fréquents. Cependant, l’uti-
lisation de la fréquence peut éliminer beaucoup de termes du domaine [Séguéla, 2000].
En effet, pourquoi un candidat terme non fréquent ne serait-il pas un terme du do-
maine ? Un deuxième critère consiste à comparer la fréquence du candidat terme avec
sa fréquence dans un corpus en "langue générale". Ce critère s’appuie sur l’idée que
plus la différence entre les fréquences du candidat terme en corpus langue générale et
en corpus du domaine est grande, plus le candidat terme est intéressant pour le do-
maine [Drouin et Langlais, 2006]. Toutefois, l’utilisation de ce critère ne permet pas
d’éliminer des mauvais candidats termes du domaine. Par exemple, le candidat terme
voyant diagnostic au combiné a été retrouvé par l’extracteur de terme YaTeA. Nous ne
pensons pas qu’un tel terme existe dans la langue générale. Il est donc à tort considéré
avec cette technique comme terme du domaine du diagnostic de panne automobile.
Nous n’avons donc pas appliqué de critères statistiques pour sélectionner nos termes.
2. Les critères morphosyntaxiques permettent soit de paramétrer l’extracteur de termes
lors de la phase d’extraction soit de filtrer certains résultats indésirables. Dans le pre-
mier cas, il s’agit de définir des schémas syntaxiques utilisés par l’extracteur de termes
pour extraire des termes d’un corpus. L’extracteur de termes YaTeA permet ce type de
paramétrage. Cependant, nous avons préféré garder les paramètres initiaux de YaTeA.
En effet, nous nous plaçons dans un cadre d’évolution d’ontologies, c’est-à-dire que
nous n’avons pas tous les documents possibles du domaine. Il se peut que les schémas
syntaxiques que nous définissons n’extraient pas de terme dans les nouveaux docu-
ments. Dans ce cas, l’ontographe est obligé de paramétrer de nouveau YaTeA. Dans le
deuxième cas, il s’agit de définir des schémas syntaxiques pour éliminer des résultats
indésirables dus à des erreurs d’extraction. Par exemple, les candidats termes contenant
des caractères de ponctuation comme ( !, ?, ., :, etc.) ou des caractères improbables pour
un terme comme (#, &, %, {, etc.) ou enfin contenant des nombres comme (1, 2, 3, 4, etc.)
sont considérés comme des erreurs d’extractions. Nous avons appliqué ce deuxième cas
dans ce travail car il permet effectivement d’éliminer des candidats termes non perti-
nents tout en évitant que de bons termes soient enlevés.
3. Le contexte peut constituer un troisième critère dans la mesure où il permet de sélec-
tionner les candidats termes dont les contextes sont riches en connaissances. L’idée est
que plus le contexte d’un candidat terme est riche en connaissances, plus il est probable
qu’il soit un terme du domaine. Ce constat est à la base de TerminoWeb 3 [Barrière et
Akakpo, 2006], une plateforme pour la construction de corpus et d’études terminolo-
giques. Au départ, ces contextes ont été exploités pour rechercher des éléments défi-
nitionnels pour les termes [Meyer, 2001] [Barrière, 2004]. Ces contextes sont exprimés
dans les textes par des patrons informatifs. Par exemple, la phrase : "Un arbre syntaxique
est une représentation abstraite de la structure grammaticale d’une phrase.", est un énoncé
définissant le terme "arbre syntaxique". Ce contexte est signalé par la présence du pa-
tron linguistique informatif "X est un Y" appelé aussi "patron de connaissance". Dans
TerminoWeb, plusieurs patrons de connaissances ont été définis. Ces contextes ont été
par la suite utilisés comme critère pour la détermination du statut (terme ou non) d’un
3. http ://terminoweb.iit.nrc.ca/TE.html
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candidat terme. Nous utilisons cette idée dans ce travail pour la sélection des candi-
dats termes. Le contexte d’un candidat terme est alors la ou les relations lexicales dans
lesquelles il apparaît. Nous faisons l’hypothèse qu’un candidat terme est d’autant plus
pertinent pour un domaine donné qu’il doit être impliqué dans une ou plusieurs rela-
tions lexicales extraites des corpus de ce même domaine.
2.1.2 Extraction de relations lexicales
Les travaux de la littérature se sont intéressés essentiellement à l’identification des re-
lations lexicales d’hyperonymie, d’hyponymie, de méronymie, de synonymie ainsi qu’à
d’autres relations plus spécifiques que nous appelons "relations transverses".
1. L’hyperonymie exprime une relation de généricité-spécificité entre termes. Par
exemple, dans la phrase "Parmi les moyens de transports aériens, il y a les avions.", il existe
une relation d’hyperonymie entre le terme "moyen de transport aérien" et le terme "avion"
(on dit que les avions sont une sorte de moyen de transport aérien). Le terme générique
"moyen de transport aérien" est l’hypéronyme du terme spécifique "avion".
2. L’hyponymie est la relation inverse de la relation d’hyperonymie. Par exemple, dans la
phrase "Les avions, les hélicoptères et les montgolfières sont des moyens de transports aériens.",
il existe trois relations d’hyponymies. Le terme "avion" est un hyponyme du terme
"moyen de transport aérien" ; le terme "hélicoptère" est un hyponyme du terme "moyen de
transport aérien" ; et le terme "montgolfière" est un hyponyme du terme "moyen de transport
aérien".
3. La méronymie exprime une relation de partie-tout (au sens large) entre deux termes.
Par exemple, dans la phrase ""Une voiture est composée d’un châssis et de quatre roues.",
il existe deux relations de méronymie. Le terme "châssis" est le méronyme (la partie
de) du terme "voiture". De même, le terme "roue" est le méronyme (la partie de) du
terme "voiture". "Au sens large", signifie que l’interprétation sémantique de la relation
de méronymie diffère selon le contexte de son utilisation. Dans l’exemple précédent, le
sens de la relation était "est une partie de". Par exemple, dans la phrase "Le pain est composé
de farine de blé, de levures,...", il existe une relation de méronymie entre le terme "pain" et
le terme "farine de blé" et une relation de méronymie entre le terme "pain" et le terme
"levure". Dans cet exemple, la relation de méronymie exprime plutôt "est un ingrédient
de" que "est partie de".
4. La synonymie permet d’exprimer un lien de similarité de sens entre deux termes. Si
les sens des deux termes sont similaires pour un domaine donné, cela signifie qu’ils
peuvent être utilisés l’un à la place de l’autre et le lecteur en fera la même interpréta-
tion. Un synonyme, c’est un mot ou un terme qu’on peut substituer à un autre sans
changement important de sens. Par exemple, les termes "voiture", "auto" et "automobile"
sont synonymes. Dans ce cas, dans la phrase "J’ai acheté une nouvelle voiture.", le terme
"voiture" peut être remplacé par le terme "automobile" ou le terme "auto" sans que le sens
de la phrase ne change.
5. De nombreuses autres relations lexicales (que nous appelons relations transverses)
existent,qu’elles soient spécifiques à un domaine ou plus génériques (comme les re-
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lations temporelles ou la relation de causalité). Souvent, les relations transverses spéci-
fiques sont exprimées à l’aide de verbes dans les textes [Grabar et al., 2004]. Par exemple,
dans la phrase "Cette voiture démarre grâce à un démarreur électronique", il existe une re-
lation transverse entre le terme "voiture" et le terme "démarreur électronique" (voiture dé-
marre grâce à démarreur).
Dans la littérature, il est classique de distinguer deux catégories d’approches pour ex-
traire ces relations lexicales : des approches statistiques et des approches linguistiques. Ces
deux catégories se basent exclusivement sur les textes pour identifier les relations lexicales.
Un troisième ensemble de techniques consiste à s’appuyer sur des ressources lexicales exis-
tantes pour identifier des relations entre termes sans utiliser les textes. Il nous semble in-
téressant de présenter aussi cette approche. En effet, les textes ne couvrent pas toutes les
connaissances susceptibles d’apparaître dans une ontologie, surtout lorsque ces textes sont
très courts et très spécifiques. Il est alors judicieux d’exploiter d’autres ressources que les
textes. Nous détaillons ces trois catégories d’approches.
Extraction de relations entre termes par analyse statistique
Pour extraire des relations entre termes les approches statistiques se basent sur le critère
de la quantité d’information dans les textes ainsi que la régularité dans l’expression des
phrases dans les textes. Les relations entre termes sont identifiées à partir de l’étude des
contextes (mots, verbes, adjectifs, préposition, etc.) autour de ces termes. Afin d’identifier
des relations, deux techniques sont utilisées :
– La cooccurrence de termes [Smadja, 1993] c’est-à-dire la présence simultanée de deux
ou plusieurs termes dans une même fenêtre de mots. La notion de cooccurrence fait
référence au phénomène général par lequel des mots sont susceptibles d’être utili-
sés dans un même contexte. Autrement dit, on exploite la cooccurrence lorsque la
présence d’un terme dans un texte donne une indication sur la présence d’un autre
terme. Par exemple, dans un texte du domaine du diagnostic de panne automobile,
les termes "voiture" et "garage" sont utilisés la plupart du temps dans un contexte com-
mun. Souvent, si on retrouve un de ces termes dans un texte, on peut prévoir que le
deuxième va aussi être présent. Ces deux termes ne sont ni des synonymes, ni en rela-
tion d’hyperonymie et ni en relation de méronymie. Pourtant, il est évident qu’il existe
une relation entre ces deux termes. L’interprétation du sens de la relation est alors à la
charge de l’ontographe. Afin de calculer le degré d’association entre termes, plusieurs
mesures issues de la recherche d’information et de la théorie de l’information ont été
exploitées [Pecina, 2010] ;
– L’analyse distributionnelle [Harris, 1968] consiste à étudier les contextes gramma-
ticaux et lexicaux dans lesquels les termes apparaissent. L’idée est que le sens d’un
terme est l’union de ses occurrences, et qu’il prend du sens par l’ensemble des
contextes dans lequel il est utilisé. Les contextes d’un terme servent ainsi à rappro-
cher des termes ayant des sens proches. Par exemple, le contexte respectif des termes
"voiture" et "train" dans les phrases suivantes : "Un train est un moyen de transport" ;
"Une voiture est un moyen de transport" est formé par les mots {est, moyen, transport}. Ce
contexte est le même pour les deux termes. Cela nous permet d’identifier que "voiture"
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et "train" sont en relation car ils partagent un même contexte. Cependant, on ne peut
pas interpréter le sens de la relation. [Bourigault, 2002] propose le système UPPERY
pour faire l’analyse distributionnelle des syntagmes dans des textes analysés à l’aide
de Syntex. Les syntagmes complexes sont décomposés syntaxiquement en une tête
(T) (tête syntaxique) et une expansion (E), qui est un complément adjectival ou nomi-
nal mentionnant un caractère spécifique. Par exemple, le syntagme voiture de service
est formé d’une tête voiture et d’une expansion de service. A l’aide de ce principe de
décomposition, un réseau de dépendances syntaxiques T-E est formé. L’analyse dis-
tributionnelle consiste alors à étudier ces relations de dépendances syntaxiques entre
mots (ici noms, verbes et adjectifs). Cette analyse considère que les mots qui ont un
sens similaire se caractérisent par des dépendances similaires.
Les résultats présentés par [Malaisé, 2005] montrent que les approches statistiques
tendent à devenir peu efficaces lorsque le volume du corpus et la redondance de son contenu
sont faibles comme les données utilisées dans cette thèse. C’est pour cela que nous n’avons
pas utilisé de techniques statistiques pour extraire les relations entre termes.
Extraction de relations à l’aide de critère linguistique
L’extraction de relations entre termes à l’aide de critère linguistique suppose de définir
des patrons lexico-syntaxiques [Hearst, 1992]. Cette approche permet de repérer des rela-
tions lexicales lorsque la taille du corpus ne permet pas de faire des traitements statistiques.
Les patrons lexico-syntaxiques sont formés d’unités linguistiques (ou marqueurs) indiquant
la présence d’une relation lexicale et un ensemble de contraintes que le contexte lexical ou
syntaxique de ce marqueur doit remplir. Par exemple, comme est un marqueur de la relation
d’hyperonymie, à condition qu’il soit précédé et suivi de syntagmes nominaux. Un patron
associé prendra alors la forme suivante : SN, comme SN 4. Ce patron permet d’extraire une
phrase contenant Les moyens de transports routiers, comme la voiture..., et de mettre en relation
moyens de transports routiers et voiture.
L’utilisation de cette approche nécessite tout d’abord de définir un ensemble de patrons
lexico-syntaxiques (un ou plusieurs pour chaque relation). Ensuite, ces patrons seront proje-
tés sur le corpus de textes afin de repérer des instances de relations lexicales. La construction
des patrons lexico-syntaxiques est alors une étape préliminaire afin de découvrir les rela-
tions dans un corpus. Pour cela, [Hearst, 1992] propose la méthode itérative suivante pour
définir les patrons lexico-syntaxiques :
1. Sélectionner le type de relation R ;
2. Etablir une liste de couples de termes pour lesquels on a identifié cette relation ;
3. Trouver dans le corpus des phrases où les couples de termes reliés sont co-occurrents ;
4. Trouver les régularités dans ces phrases et faire l’hypothèse que ces phrases sont la base
de formules ou patrons qui indiquent la relation étudiée ;
5. Si un nouveau patron a été repéré et validé, utiliser ce patron pour trouver d’autres
couples en relation dans le corpus et revenir en (3).
4. SN pour syntagme nominal
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Cette approche a été mise en œuvre dans [Morin, 1999], [Barrière et Akakpo, 2006] et
[Aussenac-Gilles et Séguéla, 2000]. Ces travaux partent du même principe : la découverte
de schémas lexico-syntaxiques dans un corpus. Ils effectuent une recherche itérative dans
le corpus textuel des marqueurs d’une relation donnée et des couples de termes qui entrent
dans cette relation. Dans [Cimiano et al., 2005b], les auteurs proposent d’utiliser le moteur de
recherche Google pour identifier des relations lexicales entre terme. Pour cela, ils adaptent
les patrons lexico-syntaxiques de [Hearst, 1992] sous forme de requête.
Cette approche est exploitable dans notre contexte. Notre corpus est de faible volume
et nous ne pouvons pas lui appliquer des traitements statistiques pour extraire des rela-
tions lexicales. Cependant, dans un contexte d’évolution d’ontologies, cette approche peut
ne pas fonctionner. En particulier, il se peut que les relations lexicales dans les nouveaux
documents textuels s’expriment d’une manière autre que celles définies dans les patrons
lexico-syntaxiques. Dans ce cas, aucune nouvelle relation ne sera extraite du corpus. Pour
combler cette lacune, nous proposons d’utiliser de manière complémentaire des connais-
sances externes afin d’identifier des relations entres termes.
Identification de relations à l’aide de connaissances externes
Plusieurs travaux ont proposé d’utiliser des sources de connaissances externes pour
identifier des relations entre termes ou concepts. Plusieurs ressources sémantiques existent
telles que FrameNet, WordNet, WOLF, YAGO, WikiNet, etc.. Dans ce paragraphe, nous présen-
tons uniquement WordNet et WOLF que nous avons exploités dans cette thèse.
1. WordNet 5 [Miller et al., 1990] est une base de données lexicale développée par des lin-
guistes du laboratoire de Sciences Cognitives de l’université de Princeton. Son but est
de répertorier, classifier et mettre en relation de diverses manières le contenu séman-
tique et lexical de la langue anglaise. Des versions de WordNet pour d’autres langues
existent, mais la version anglaise est cependant la plus complète à ce jour. Outre le fait
qu’il nous fournit les synonymes des mots en fonction du sens, WordNet nous donne
en plus une taxonomie pour les noms, les verbes, les adjectifs et les adverbes. Chaque
entrée dans WordNet est appelée un synset qui est un ensemble de synonymes. Par
exemple, les mots car, auto, automobile, machine, motorcar font partie du même synset
dans WordNet. Un synset est en quelque sorte un concept formé par un ensemble de
termes. Un même mot peut avoir plusieurs sens. Pour le mot car, on retrouve cinq sens
possibles dans WordNet, c’est-à-dire que ce mot fait partie de 5 synsets différents. Un
des éléments fondamentaux qui nous intéresse ici est la relation de généralisation / spé-
cialisation qui existe entre synsets. Ainsi, pour chaque nom dans WordNet, il existe une
relation vers un autre concept ou la racine de WordNet. WordNet est souvent assimilé
à une ontologie universelle portant sur le monde réel. WordNet a été utilisé dans [Ste-
venson, 2004] et [Cimiano et Völker, 2005] pour identifier des relations entre termes.
L’idée est de chercher s’il existe un chemin dans l’arborescence de WordNet qui relie
deux termes. Plus ce chemin est court ou parcourant des termes appartenant aux textes
utilisés, plus la relation dans WordNet est pertinente.
5. http ://wordnet.princeton.edu/
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2. WOLF 6 (WOrdnet Libre pour le Français) [Sagot et Fišer, 2008] est une ressource lexi-
cale sémantique (comme Wordnet) libre pour le français. WOLF a été construit sur le
même modèle que WordNet. Les mots (ou lexèmes) sont répartis en catégories et or-
ganisés en une hiérarchie de nœuds. Chaque nœud a un identifiant unique, et repré-
sente un concept, ou synset (ensemble de synonymes). Il regroupe un certain nombre
de lexèmes synonymes dénotant ce concept. Ainsi, WOLF contient par exemple le syn-
set formé par les mots voiture, auto, automobile, machine. Les lexèmes peuvent être
simples ou composés. Les synsets sont précisés par une brève définition et sont reliés à
d’autres synsets par des relations lexicales. WOLF contient tous les synsets de Wordnet
2.0, y compris ceux pour lesquels aucun lexème français n’est connu.
2.1.3 Bilan sur l’extraction de connaissances à partir des textes et techniques re-
tenues
Dans cette section, nous avons présenté un ensemble de techniques pour extraire des
textes des termes et des relations lexicales entre ces termes. Les extracteurs de termes pro-
duisent des candidats termes. Ils s’appuient sur des techniques statistiques, linguistiques ou
hybrides. Quatre extracteurs de termes ont été présentés et nous avons retenu YaTeA car il
permet d’extraire des termes des textes en langue française et en langue anglaise. De plus, il
peut être utilisé sans intervention d’un utilisateur. Afin de sélectionner les candidats termes,
trois types de critères peuvent être utilisés : des critères statistiques, des critères morphosyn-
taxiques, ou le contexte. Nous avons retenu les critères morphosyntaxiques pour éliminer
les erreurs d’extraction de termes et le contexte pour sélectionner les candidats termes per-
tinents du domaine. Afin d’identifier des relations lexicales entre termes, trois catégories
d’approches existent : (i) des approches statistiques qui fonctionnent sur des corpus de gros
volume et identifient des relations entre termes sans les interpréter ; (ii) des approches plus
linguistiques qui se basent sur la déclaration de patrons lexico-syntaxiques ; (iii) la réuti-
lisation de resssources lexico-sémantiques ou d’ontologies existantes. Nous avons retenu
les deux dernières approches car les textes que nous utilisons sont très courts et les tech-
niques statistiques sont inefficaces. En plus de l’utilisation de patrons lexico-syntaxiques,
nous cherchons de relations entre termes au sein de deux ressources lexicales (WordNet et
WOLF).
Une fois que les termes et les relations lexicales ont été identifiés, nous devons proposer
des concepts et des relations conceptuelles. Il s’agit à présent d’exploiter ces informations
(situées à un niveau lexical) pour définir une représentation au niveau ontologique.
2.2 Du lexique à l’ontologie : la conceptualisation
Les techniques que nous venons de présenter produisent des résultats au niveau lexical.
Afin d’intégrer ces termes et ces relations dans l’ontologie, nous devons les utiliser pour
définir des éléments conceptuels. A partir des termes, nous devons identifier des concepts et
à partir des relations lexicales des relations conceptuelles. Dans cette section, nous analysons
6. http ://atoll.inria.fr/ sagot/wolf.html
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les techniques pour réaliser ces tâches, et ce dans un contexte d’évolution d’ontologies.
2.2.1 Dépouillement et interprétation manuelle des résultats
Une première façon pour identifier les concepts et les relations entre concepts à rajouter
à une ontologie consiste à interpréter manuellement les résultats des outils de d’extraction


























Figure 2.1 — Évolution manuelle d’une ontologie à partir de textes
Dans la figure 2.1, une ontologie O a été initialement construite par un ontographe. Des
documents décrivant le domaine de l’ontologie sont mis à sa disposition. L’ontologie peut
nécessiter une évolution en fonction du contenu de ces documents. Pour les analyser, l’on-
tographe utilise plusieurs outils de TAL (des logiciels d’extraction des types présentés dans
la partie précédente). Chacun de ces logiciels produit des résultats dans un format qui lui
est propre. De plus, ces résultats sont souvent bruités et en grande quantité. L’ontographe
doit alors dépouiller manuellement cette masse d’informations, pour n’en garder que les
plus pertinentes. Il doit aussi interpréter manuellement ces résultats pour les traduire en
changements ontologiques et mettre en œuvre ces changements pour obtenir l’ontologie
modifiée O1. Or la sélection d’informations pertinentes et leur interprétation représentent
de tâches à la fois difficiles et longues. Les logiciels d’aide à l’identifier de concepts et de
relations entre concepts à partir de traces lexicales ont pour but de faciliter ces tâches.
2.2.2 Des termes aux concepts
Notons bien que les termes extraits d’une texte ne sont pas des concepts. Passer des
termes aux concepts suppose de faire des choix, de définir une représentation informa-
tique, et relève d’un travail de conceptualisation [Mondary et al., 2008]. Par exemple, si dans
un corpus nous avons extrait les termes automobile, auto, voiture, bagnole, tous ces termes
n’évoquent pas forcément des concepts différents. Ils sont plutôt des termes synonymes qui
désignent le concept VOITURE. Il faut donc regrouper ces termes en une classe sémantique
susceptible de représenter ce concept du domaine [Mondary et al., 2008]. mais il faut aussi
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décider de la manière de définir ce concept VOITURE en lui associant des attributs, en le
mettant en relation avec d’autres concepts, etc. Définir un concept consiste à définir une
classe sémantique qui regroupe les termes qui évoquent un concept particulier, puis à tra-
duire ce concept selon le langage de représentation choisi.
Pour identifier ces classes, des travaux se sont basés sur l’analyse distributionnelle pré-
sentée dans la section 2.1.2. Dans ce cas, deux termes font référence à un même concept
s’ils ont des distributions similaires. [Lin et Pantel, 2002] appliquent l’analyse distribu-
tionnelle pour identifier des concepts. Ils analysent les textes pour générer des structures
[nom+verbe+préposition] ; [verbe+préposition+nom] ; [verbe+nom]. Ensuite, ils appliquent
la mesure de similarité (cosine coefficient [Salton et McGill, 1986]) pour estimer la simila-
rité entre les noms en fonction des verbes et des propositions. Deux noms seront dits simi-
laires s’ils sont utilisés avec les mêmes verbes et préposition. Même si l’analyse distribution-
nelle permet de construire des classes sémantiques, on ne peut pas traduire directement une
classe en concept. Les classes obtenues ont une certaine cohérence sémantique mais il faut
généralement les nommer, en retoucher les contours, les scinder, etc. [Mondary et al., 2008].
Donc une intervention manuelle est toujours incontournable lorsqu’on désire identifier des
concepts d’une ontologie.
De plus, l’analyse distributionnelle ne fonctionne que lorsque le volume du corpus est
grand. C’est pour cela, que d’autres travaux ont proposé de définir des patrons lexico-
syntaxiques pour calculer des relations de synonymies entre les termes. Dans ce cas, les
termes reliés par des relations de synonymies seront rangés dans une même classe. Dans
[Barrière et Akakpo, 2006] des patrons d’extractions de relations de synonymies sont propo-
sés. Par exemple, known as, also called, a variant of, etc. sont des marqueurs de relation de syno-
nymie pour l’anglais, et aussi appelé, aussi connu, sous le nom de, etc. sont des marqueurs de re-
lation de synonymie pour le français. Nous nous basons sur cette deuxième technique pour
identifier les termes synonymes et les rattacher à une même classe sémantique. Lorsque
les patrons lexico-syntaxiques n’extraient pas de relations de synonymie, nous nous basons
alors sur les Synset de WordNet et de WOLF pour identifier des termes synonymes.
Identifier les concepts de l’ontologie consiste aussi à donner un nom aux concepts iden-
tifiés pour faciliter leur manipulation par l’ontographe. Plusieurs travaux ne font pas la
distinction entre termes et concepts (les termes sont les concepts de l’ontologie), le label du
concept est alors celui du terme [Velardi et al., 2005] [Cimiano et Völker, 2005] [Zablith et al.,
2009]. Or, dans un contexte d’évolution de RTO, un concept peut être représenté par plu-
sieurs termes. Parmi les termes désignant un concept, nous devons choisir un représentant
du concept. Nous pouvons le choisir grâce à des données statistiques telles que sa fréquence
d’apparition dans le texte par exemple.
2.2.3 Des relations lexicales aux relations conceptuelles
Après avoir identifié les concepts d’une ontologie, il faut les organiser en une hiérarchie
et si nécessaire à l’aide de relations non-hiérarchiques. Les concepts d’une ontologie sont
liés à l’aide de relations conceptuelles. Les relations lexicales et les relations conceptuelles
sont deux types de relations sémantiques qui ne spécifient pas une même sémantique. En
effet, une relation lexicale décrit une sémantique entre deux termes, alors qu’une relation
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conceptuelle décrit une sémantique entre deux concepts. Le passage des relations lexicales
aux relations conceptuelles nécessite un travail d’interprétation pour décider si la relation
doit ou non être ajoutée à l’ontologie, si elle doit être définie pour les concepts directement
étiquetés par ces termes ou des concepts plus génériques, pour décider du nom de la relation
sémantique à ajouter, etc.. Ce travail d’interprétation est effectué en général par l’ontographe
(voir 2.2.1). Pour cela, à partir des relations lexicales identifiées, il choisit les relations entre
concepts (et éventuellement les nouveaux concepts) à rajouter manuellement à l’ontologie.
Plusieurs travaux d’extraction de relations conceptuelles s’affranchissent de cette étape
d’interprétation en considérant un terme comme un concept et une relation lexicale comme
une relation conceptuelle. L’identification des relations conceptuelles se base alors sur les
techniques d’extraction de relations lexicales que nous avons développées dans la section
2.1.2.
– Les approches statistiques permettent de classifier les termes en une hiérarchie. Cette
hiérarchie est ensuite proposée pour compléter une ontologie de concepts et l’onto-
graphe doit la corriger. En effet, tous les termes proposés ne sont pas des concepts et
toutes les relations ne sont pas forcément des relations hiérarchiques.
– Les approches linguistiques permettent de définir des relations sémantiques entre les
termes. L’ontologie est alors complétée en transformant chaque relation lexicale en
son équivalent conceptuel. Par exemple, l’hyperonymie devient une relation is_a entre
classes, une relation de méronymie peut être représentée par une relation has_part,
etc. ;
– Les approches qui se basent sur l’identification de relations conceptuelles à l’aide de
sources de données externes procèdent de manière différente. En premier lieu, seule-
ment des termes sont extraits des textes. Ensuite, pour chaque couple de termes, un
outil essaie d’identifier s’il existe un chemin (en suivant les différents types de relation
slexicales) entre les deux termes dans une base de données lexicale comme WordNet.
Si c’est le cas, alors les deux termes sont considérés comme des concepts et une relation
conceptuel est créée entre les deux.
S’affranchir de l’interprétation des relations lexicales permet de proposer des ontologies
"brouillons". En effet, c’est une manière simple d’obtenir une ontologie, mais sa qualité n’est
pas garantie du fait de ne pas avoir validé l’interprétation des résultats lexicaux (que ce soit
au niveau des termes ou des relations).
Une autre catégorie de techniques s’abstrait de l’expression des relations dans la langue.
Ces techniques exploitent des principes mathématiques pour organiser les concepts en une
hiérarchie. [Cimiano et al., 2005a] [Bendaoud et al., 2010] utilisent l’Analyse Formelle de
Concepts (AFC), une méthode mathématique permettant d’obtenir des concepts structurés
hiérarchiquement en regroupant des objets partageant les mêmes attributs [Ganter et Wille,
1999]. L’AFC prend comme point de départ un "contexte formel". Le contexte formel noté
K = (G, M, I) est constitué de G, un ensemble d’objets, de M, un ensemble d’attributs et
de I une relation binaire définie sur le produit cartésien G×M. Le tableau 2.1 présente un
exemple de contextes formels où les lignes décrivent les objets et les colonnes les attributs.
L’intersection entre un objet et un attribut signifie que l’objet possède cet attribut.
L’AFC permet d’obtenir, à partir du contexte formel, la classification en concepts d’un
ensemble d’objets d’après les attributs binaires qu’ils partagent. Un concept associe un en-
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Moyen de transport X X X X
Tableau 2.1 — Exemple d’un contexte formel selon [Ganter et Wille, 1999]
semble maximal d’objets à l’ensemble d’attributs que ces objets partagent. Par exemple, le
concept C possède l’objet Moyen de transport et ayant l’attribut Transporter, Rouler, Voler
et Naviguer. Le concept C est le concept de première niveau car il possède tout les attributs
qu’il hérité de ses concepts fils.
La structure résultant de l’AFC est appelée treillis de concepts [Ganter et Wille, 1999]
(voir figure 2.2). Les attributs sont placés au plus haut dans le treillis, ce qui veut dire qu’à
chaque fois qu’un concept C est étiqueté par un attribut m, tous les descendants de C dans
le treillis héritent de l’attribut m. De façon duale, les objets sont placés au plus bas dans le
treillis, ce qui veut dire qu’à chaque fois qu’un concept C est étiqueté par un objet g, g est
hérité "vers le haut" et tous les ancêtres de C le partagent. Ainsi l’extension A d’un concept
(A,B) est obtenue en considérant toutes les extensions des descendants du concept C dans
le treillis et son intension B est obtenue en considérant toutes les intensions des ascendants






Moyen de transport 
Figure 2.2 — Treillis résultant de l’analyse formelle de concept du contexte formel 2.1
L’AFC génère un Treillis de Galois et non pas une taxonomie. Il doit être repris pour
faire apparaître une ontologie. [Bendaoud et al., 2010] proposent un ensemble de règles pour
raffiner ce Treillis. Le résultat est une taxonomie formelle de concepts.
L’ontologie générée par la méthode de l’AFC a pour principal but de faire du raisonne-
ment formel sur les connaissances. Il est donc difficile pour un utilisateur de mettre à jour
manuellement l’ontologie si elle présente des erreurs ou si des connaissances sont absentes.
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Par ailleurs, les concepts de l’ontologie ne sont pas étiquetés àl ’issue de ce procédé. En plus,
la taxonomie peut comporter des liens d’héritage multiple. Enfin, pour être une méthode ef-
ficace, l’AFC a besoin en entrée d’un grand volume de données. Son exploitation dans notre
cas est impossible.
2.2.4 Bilan sur la conceptualisation d’une ontologie à partir de données lexicales
D’une façon générale, interpréter des résultats linguistiques extraits à partir de textes
pour faire évoluer une ontologie n’est pas une tâche simple. Afin de surmonter cette diffi-
culté, certains travaux s’affranchissent de la phase d’interprétation et considèrent un terme
comme un concept et une relation lexicale comme une relation conceptuelle. Cette première
solution a l’avantage de fournir rapidement un résultat "brouillon" soumi à un ontographe
pour le corriger. Généralement, on est plus proche d’un réseau de termes en relation que
d’une ontologie. Une autre catégorie de techniques s’abstrait de l’expression des connais-
sances dans les textes. L’Analyse Formelle de Concept (AFC) en est l’exemple type. L’avan-
tage de cette technique est de fournir une ontologie formelle dédiée au raisonnement sur des
connaissances. Cependant, lorsque cette ontologie contient des erreurs, il est souvent diffi-
cile de la corriger manuellement et il faut alors espérer que les traitements automatiques
arrivent à la mettre à jour.
Un autre constat concerne l’enchaînement des traitements pour aboutir à une ontolo-
gie. En effet, nous remarquons que les deux étapes d’extraction de concepts et de relations
conceptuelles sont complètement isolées. Les techniques pour identifier des concepts et les
techniques pour identifier des relations conceptuelles n’ont pas de lien entre elles. Un on-
tographe peut alors utiliser divers logiciels et techniques pour extraire des concepts et des
relations entre concepts afin d’utiliser ces résultats pour construire une ontologie ou la faire
évoluer.
Après avoir présenté un panorama de techniques permettant d’extraire des connais-
sances à partir de textes, nous dressons un état de l’art des outils d’évolution d’ontologies à
partir de textes.
2.3 Outils pour faire évoluer les ontologies à partir de textes
Nous présentons un panorama d’outils permettant de faire évoluer des ontologies à par-
tir de textes. Dans cette thèse et plus précisément dans le cadre du projet DYNAMO, nous
avons besoin d’un outil répondant à certains critères (ou contraintes) :
– L’outil doit être disponible facilement.
– L’outil doit être capable de fonctionner avec des corpus de faible taille.
– L’outil doit être capable de traiter des corpus en langue française et des corpus en
langue anglaise.
– L’outil doit fonctionner en toute transparence. Pour faire évoluer une ontologie, nous
voulons que l’ontographe se concentre uniquement sur cette tâche et ne doive pas
intervenir sur le fonctionnement des outils de TAL.
– L’utilisation de l’outil doit alléger la charge de travail de l’ontographe. C’est-à-dire que
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l’évolution automatique de l’ontologie devient plus facile qu’une évolution manuelle.
Parmi les logiciels existant pour faire évoluer des ontologies à partir de textes, nous
distinguons ceux qui considèrent l’évolution comme une nouvelle construction de ceux qui
modifient l’ontologie existante.
2.3.1 Évolution d’ontologies vue comme une nouvelle construction
Pour faire évoluer une ontologie à partir d’un nouveau corpus de texte, on peut consi-
dérer que le corpus est la seule référence, et qu’il s’agit d’une nouvelle construction de l’on-
tologie à faire évoluer. Pour comprendre le mécanisme de reconstruction d’une ontologie,
nous présentons un scénario typique (voir figure 2.3). Notre but à travers ce scénario n’est
pas de remettre en cause le fonctionnement de ces outils mais plutôt de comprendre com-
ment se comporte l’ontographe pour faire évoluer une ontologie avec de tels outils. Dans
ce scénario, nous considérons qu’une ontologie O a été au préalable construite à partir d’un
corpus de textes (corpus en couleur foncée sur la figure 2.3). L’évolution du domaine est
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Figure 2.3 — Le processus d’évolution d’une ontologie à partir de textes vu comme une
nouvelle construction.
La question qui se pose ici est pourquoi construire de nouveau l’ontologie alors qu’on a besoin
uniquement de la mettre à jour ? le système dispose déjà d’une ontologie représentative d’un
domaine. En pratique, il devrait uniquement avoir besoin de la mettre à jour en fonction
des nouvelles connaissances apportées par les nouveaux documents. Malheureusement cela
n’est pas possible, en particulier à causes des outils de TAL. En effet, ces outils n’ont pas été
pensés pour prendre en compte de nouvelles données au cours de leur traitement et mettre
à jour les résultats qu’ils ont produits. C’est pour cela que les outils de construction d’onto-
logies n’intègrent pas de mécanismes qui mettent à jour une ontologie si de nouveaux textes
sont rajoutés. Pour contourner cette limite, l’ontographe doit construire une nouvelle onto-
logie O1 (c’est le scénario décrit par la figure 2.3). Certains outils autorisent l’intervention
de l’ontographe soit pour paramétrer les outils de TAL à utiliser, soit pour sélectionner des
résultats intermédiaires. A la fin de la construction, une ontologie complètement différente
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de l’ontologie initiale O est proposée. Plus précisément, il se peut que O1 ne contienne pas
des connaissances de O que l’ontographe aurait aimé garder. L’ontographe doit alors rajou-
ter manuellement ces éléments. De plus, certains éléments de O peuvent avoir été déplacés
dans O1 alors que l’ontographe aurait aimé les garder au même endroit. L’ontographe doit
alors replacer ces éléments manuellement. Au lieu de faire évoluer l’ontologie existante,
l’ontographe en construit une nouvelle avec toutes les contraintes que nous avons décrites.
Parmi les outils permettant de faire évoluer une ontologie en la reconstruisant à partir
de textes, nous présentons ici quelques travaux significatifs :
1. ASIUM [Faure et al., 1998] permet à la fois d’identifier des concepts et de les organiser
en une hiérarchie. En entrée, ASIUM utilise un corpus analysé syntaxiquement. Il en
extrait des triplets sous forme de [verbe, préposition/fonction 7, attribut] comme les tri-
plets [appuyer, sur, touche] ou [relâcher, COD, bouton]. Ces triplets sont regroupés en
schémas de sous-catégorisation, lorsque les attributs se présentent avec un même verbe
et après une même préposition (ou fonction). Ensuite, un calcul de similarité entre les
classes permet de les structurer en une hiérarchie. L’approche ASIUM nous intéresse car
elle fait intervenir l’utilisateur pour guider la classification. Dans le cas où une classe
est mal construite, il faut trouver l’étape du raisonnement qui a engendré ce résultat
erroné et modifier manuellement la classe correspondante. Malheureusement, dans ce
cas, toutes les étapes consécutives à la création de la classe modifiée sont perdues et
doivent être recalculées en tenant compte de la modification. Pour gommer cet incon-
vénient, ASIUM s’arrête à chaque étape de son raisonnement pour présenter à l’utili-
sateur les nouvelles classes identifiées pour correction. La hiérarchie globale n’est alors
visible qu’à la fin du processus, ce qui retarde le moment où d’autres erreurs de clas-
sification peuvent être constatées. Pour fonctionner, ASIUM a besoin aussi de corpus
volumineux où dont les phrases sont biens structurées, avec un vocabulaire bien précis
et régulier (à la manière d’un dictionnaire). Enfin, il ne peut pas traiter des corpus en
langue anglaise.
2. OntoLearn 8 [Velardi et al., 2005] permet de construire une ontologie en spécialisant
une ontologie générique ou WordNet. Le recours à l’utilisation d’ontologies génériques
ou à WordNet dans OntoLearn est justifié. En effet, lorsque les textes ne couvrent pas
toutes les connaissances d’un domaine ou lorsqu’ils sont de faible taille, on obtient des
fragments de connaissance qui n’ont pas toujours de lien entre eux. Dans ce cas, On-
toLearn s’appuie sur une approche statistique pour extraire puis agréger des termes
d’un corpus, et ainsi construire une ontologie qui spécialise une ontologie générique ou
WordNet. Les termes du domaine extraits et regroupés sont rapprochés des concepts de
l’ontologie générique grâce à des calculs de similarité. Cet outil est disponible unique-
ment pour traiter les corpus en langue anglaise, et ne permet pas de traiter le français.
3. Text-To-Onto 9 [Cimiano et Völker, 2005] fait partie du framework KAON. De la même
manière que dans OntoLearn, Text-To-Onto propose de spécialiser une ontologie gé-
nérique ou WordNet de manière itérative. Les concepts et les relations sorte de entre
7. La fonction syntaxique (par exemple Complément d’Objet Direct COD) est utilisée lorsqu’il n’y a pas de
préposition après le verbe.
8. http ://code.google.com/p/ontolearn/
9. http ://sourceforge.net/projects/texttoonto/
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concepts sont découverts à partir de textes par apprentissage automatique à partir
d’exemples de patrons et par des règles d’association. L’ontologie est élaguée en fonc-
tion de mesures statistiques et présentée à l’ontographe pour une évaluation. Text-To-
Onto est disponible uniquement pour traiter des corpus en langue anglaise.
4. Text Onto Miner (TOM) [Gawrysiak et al., 2008] est une boîte à outils qui permet de
construire une ontologie à l’aide d’un ensemble d’outils de TAL. Dans Text Onto Mi-
ner, le corpus est analysé à différents niveaux de granularité (document, paragraphe,
phrase), essentiellement selon des principes statistiques, pour en extraire des termes et
des relations lexicales. Des techniques de classification permettent ensuite de proposer
une hiérarchie de concepts. Text Onto Miner ne fonctionne que pour la langue anglaise.
De plus, pour appliquer des techniques de classifications, le corpus doit être volumi-
neux. Enfin, Text Onto Miner est une boîte à outils, cela signifie que l’ontographe doit
créer une chaîne de traitements d’outils de TAL.
5. TERMINAE 10 [Aussenac-Gilles et al., 2008] est à la fois une méthode et une plateforme
pour construire des Ressources Termino-Ontologiques à partir de textes. La plateforme
TERMINAE intègre des outils linguistiques et permet la visualisation des résultats de
l’extracteur de termes YaTeA, de l’analyseur grammatical Syntex et du concordancier
Linguae. TERMINAE n’est pas un outil automatique pour construire une ontologie.
L’utilisateur de TERMINAE se base sur les résultats des outils de TAL pour dépouiller
et interpréter les résultats pour construire une ontologie. Pour cela, il est guidé par la
méthode TERMINAE.
En fonction des objectifs que nous avons soulignés au début de cette section 2.3, nous
remarquons qu’aucun de ces outils n’est adaptés à nos besoins. Ces plateformes ne sont effi-
caces que pour des corpus volumineux, et ne peuvent donc pas convenir pour des corpus de
faible volume comme ceux traités dans cette thèse. De plus, un outil comme TextOntoMiner,
requiert de l’utilisateur des compétences en TAL pour organiser le processus d’analyse de
textes et de construction d’ontologies ce qui remet en cause notre vision de la place faite à
l’ontographe.
Une alternative à la construction d’ontologies aurait été de construire une petite ontologie
O1 à l’aide de cette catégorie d’outils en se basant uniquement sur les nouveaux documents
du domaine. O1 pourrait alors contenir des éléments de l’ontologie initiale O et des nou-
veaux éléments. Ensuite, un outil d’alignement d’ontologies intègrerait l’ontologie O1 dans
l’ontologie O et produirait une troisième ontologie. Cette dernière devrait alors être corrigée
par l’ontographe. Bien que cette solution semble intéressante, nous pensons qu’elle ne per-
met pas de faire une bonne évolution d’ontologie. En effet, la qualité des résultats produits
par les outils de construction d’ontologies à partir de textes dépendent souvent de la taille
des corpus. C’est pour cela, que nous avons besoin d’outils permettant de faire évoluer une
ontologie en intégrant de nouveaux documents textuels sans avoir à la reconstruire ; il s’agit
d’une évolution incrémentale d’une ontologie.
10. http ://www-lipn.univ-paris13.fr/ szulman/TERMINAE.html
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2.3.2 Évolution incrémentale d’ontologies
Afin de montrer comment fonctionne cette catégorie d’outils, nous présentons un scéna-
rio typique en figure 2.4. Dans ce scénario, nous considérons qu’une ontologie O a été au
préalable construite à partir d’un corpus de textes. L’évolution du domaine correspond à
l’apparition de nouveaux documents du domaine (corpus en entrée sur la figure 2.4). Pour
faire évoluer l’ontologie O, les outils de cette catégorie prennent en entrée l’ontologie O, les
nouveaux documents du domaine et se basent sur des outils de TAL pour faire évoluer l’on-
tologie O. Certains de ces outils autorisent l’ontographe à intervenir pour sélectionner des
résultats intermédiaires et d’autres ne le font pas. L’ontologie résultante O1 est proposée à
l’ontographe pour l’affiner en cas de besoin.
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Figure 2.4 — Évolution incrémentale d’une ontologie à partir de textes.
A notre connaissance peu d’outils permettent de faire évoluer incrémentalement une
ontologie à partir de textes.
1. EVOLVA 11 fait partie de la plateforme de gestion d’ontologies NEON [Zablith et al.,
2009]. EVOLVA s’appuie sur des données textuelles et des ontologies du Web pour
faire évoluer une ontologie. En entrée, EVOLVA reçoit des documents textuels (cor-
pus de textes ou pages Web) et une ontologie. Tout d’abord, il extrait des listes filtrées
de termes (mots simples). Cette liste est présentée à l’ontographe pour qu’il choisisse
les termes qui seront intégrés dans l’ontologie. Ces termes sélectionnés sont alors consi-
dérés comme les concepts à rajouter à l’ontologie. Pour placer ces concepts, EVOLVA
fait appel aux ontologies disponibles sur le Web, au sein desquelles le système cherche
une relation (directe ou indirecte) entre un concept à rajouter et un nœud de l’ontologie
à enrichir. Pour sélectionner les ontologies les plus pertinentes, EVOLVA dispose d’un
module qui, à base de patrons, cherche des sous-graphes communs entre l’ontologie
à enrichir et celle réutilisée. Les concepts pour lesquels des relations ont été trouvées
sont alors rajoutés dans l’ontologie, et mis en relation avec les concepts existants par
les relations trouvées. Nous avons procédé à une évaluation d’EVOLVA avec les corpus
dont nous disposons [Zablith et al., 2010]. EVOLVA s’avère performant pour la langue
11. http ://evolva.kmi.open.ac.uk/
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anglaise, langue pour laquelle il existe de bons extracteurs de termes et qui est celle de
la majorité des ontologies disponibles sur le Web. Pour le français, il existe à ce jour trop
peu d’ontologies pour exploiter cette approche. De plus, nous avons remarqué lors de
nos tests que, plus le domaine devenait spécifique, plus EVOLVA avait du mal à pla-
cer de nouveaux concepts dans l’ontologie à enrichir car il ne trouvait pas de nouvelles
relations pour les relier à un des concepts existants, alors que l’ontologie avait encore
besoin d’évoluer.
2. BOEMIE (Bootstrapping Ontology Evolution with Multimedia Information Extraction) 12
[Petasis et al., 2009] [Paliouras et al., 2011] est une plateforme pour l’évolution d’on-
tologies et l’annotation de ressources multimédia, spécifiquement dans le domaine de
l’athlétisme. Cet outil permet le peuplement et l’enrichissement d’ontologies à partir
de pages Web. Pour cela, il dispose d’un modèle sémantique (Multimedia Semantic Mo-
del) pour décrire des ontologies et des contenus multimédia ainsi que d’un module
d’évolution d’ontologies (the ontology evolution toolkit). En entrée, ce module reçoit des
pages Web qui ont été préalablement traitées pour transformer le contenu multimé-
dia en textes. Pour enrichir et peupler une ontologie, ce module utilise une approche
par patrons lexico-syntaxiques et une approche statistique. 4 patrons lexico-syntaxiques
sont définis [Paliouras et al., 2011] : 2 patrons pour enrichir l’ontologie et 2 autres pour
peupler une ontologie d’athlétisme. Des critères statistiques sont utilisés ensuite pour
rapprocher les concepts et les instances découverts à l’aide des patrons [Petasis et al.,
2009]. Bien que BOEMIE soit capable de faire évoluer incrémentalement une ontologie,
il reste un outil très spécifique pour un domaine donné et ne peut donc pas être exploité
dans un autre domaine.
3. ODIE 13 14 (Ontology Development and Information Extraction) [Liu et al., 2011] est un outil
dédié à l’extraction d’information à partir d’ontologies et de documents issus du do-
maine médical. Il permet aussi d’enrichir des ontologies médicales à partir de textes.
Pour cela, le module d’évolution d’ontologies reçoit en entrée un corpus de textes en
anglais. Ensuite, il utilise une approche par patrons lexico-syntaxiques et une approche
statistique (basée sur un calcul de similarité et sur l’information mutuelle) pour suggé-
rer de nouveaux concepts et les placer dans l’ontologie. En sortie, l’ontologie modifiée
est visible dans l’interface graphique de l’outil. Comme pour BOEMIE, ODIE a été dé-
veloppé spécifiquement pour un domaine particulier. Il ne peut donc pas être exploité
dans un autre domaine.
Bien que ces outils permettent de faire évoluer incrémentalement des ontologies à partir
de textes, ils ne remplissent pas tous les critères que nous souhaitons dans cette thèse. En
effet, ODIE et BOEMIE fonctionnent uniquement pour des domaines très spécifiques. De
plus ils ne traitent que des corpus en langue anglaise. EVOLVA quant à lui, permet de faire
évoluer incrémentalement des ontologies en anglais. Cependant, sa forte dépendance aux
ontologies en ligne est son inconvénient car EVOLVA devient non performant dès qu’il s’agit
de traiter des domaines très spécifiques pour lesquels il n’existe pas d’ontologies en ligne.






2.3.3 Bilan sur les outils pour faire l’évolution d’ontologies à partir de textes
Dans cette section nous avons présenté deux catégories d’outils pour faire évoluer des
ontologies à partir de textes. Dans la première catégorie, nous trouvons les outils qui font
de la reconstruction d’ontologies pour mettre en œuvre l’évolution d’une ontologie. Dans
la deuxième catégorie, nous avons recensé quelques outils permettant de faire évoluer in-
crémentalement une ontologie. Dans ce tableau, nous résumons les critères que nous avons
énoncés au début de cette section et vérifions lesquels sont satisfaits par les outils présentés
















ASIUM X Français X Oui
OntoLearn X X Anglais Oui
Text-To-Onto X X Anglais X Oui
Text Onto Miner X Nécessaire Anglais Oui
TERMINAE X X Nécessaire Français -
Anglais
Oui
EVOLVA X X Anglais -
Français
Non
BOEMIE X Anglais X Non
ODIE X X Nécessaire Anglais Non
Tableau 2.2 — Liste des outils pour faire évoluer des ontologies à partir de textes
Pour faire évoluer une ontologie, nous avons besoin de développer un outil incrémen-
tal. Cet outil doit non seulement traiter plusieurs domaines de connaissances mais aussi
répondre aux critères suivants :
– fonctionner avec des corpus de faible taille ;
– faire évoluer des ontologies en langue anglaise et des ontologies en langue française ;
– fonctionner en toute transparence, c’est-à-dire que l’ontographe se charge uniquement
de valider l’ontologie modifiée et non pas de paramétrer une chaîne de TAL ;
– alléger la charge de travail de l’ontographe, c’est-à-dire que l’évolution automatique
de l’ontologie devient plus facile qu’une évolution manuelle.
Comme le montre le tableau 2.2 aucun outil ne remplit tous ces critères, rendant alors
nécessaire le développement d’un nouvel outil d’évolution d’ontologies à partir de textes.
2.4 Conclusion
Dans ce chapitre, nous avons présenté des techniques et des outils pour faire évoluer des
ontologies à partir de textes tout en soulignant les difficultés pour automatiser l’évolution.
Globalement, le processus d’évolution se décompose en 3 étapes : 1) des données lexicales
bruitées et formées par des candidats termes et des relations lexicales sont extraites à l’aide
d’outils de TAL ; 2) ces données sont filtrées à l’aide de techniques de sélection et d’élimina-
tion de bruit ; 3) des techniques d’identification de concepts, de classifications et d’identifica-
tion de relations conceptuelles sont employées par des outils d’évolution d’ontologies pour
proposer une nouvelle ontologie. Cette ontologie résultant est souvent inachevée, bruitée et
nécessite une intervention humaine pour être corrigée.
Nous avons listé plusieurs outils qui font évoluer des ontologies à partir de textes. Mal-
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heureusement, aucun de ces outils ne répond à toutes les contraintes que nous devons res-
pecter dans cette thèse. Nous avons donc besoin de développer un outil pour faire évoluer
des ontologies à partir de textes. Le chapitre suivant le paradigme que nous avons utilisé
pour développer un tel outil.
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« La totalité est plus que la somme des parties. »
Aristote
UNE ontologie doit évoluer au fil du temps afin de tracer fidèlement les connaissancesdu domaine qu’elle représente. Le recours aux textes permet d’aider à réaliser cette
tâche. Cependant, faire évoluer une ontologie à partir de textes est une tâche complexe. Elle
fait intervenir plusieurs éléments : l’ontographe qui manipule l’ontologie, les textes qui mo-
délisent l’ontologie et les systèmes qui utilisent cette ontologie. Si on considère l’ontologie
comme un système à concevoir, ces éléments représentent l’environnement du système. Cet
environnement est dynamique [Russell et Norvig, 2003] et ouvert. Il impose donc au sys-
tème de répondre à cette dynamique.
Le choix de l’utilisation des textes, entraîne aussi des questions : comment identifier
de nouvelles connaissances dans les textes ? comment extraire ces connaissances des textes ?
comment les placer dans l’ontologie ? Par ailleurs, le choix de ces connaissances est influencé
par la finalité de l’ontologie et donc des applications qui utiliseront cette ontologie.
Les actions de l’ontographe sont également prépondérantes dans l’évolution de l’onto-
logie. Nous devons donc ne pas négliger ses interventions. Le système que nous devons
concevoir dans le but de faire évoluer une ontologie doit donc être capable de répondre à
ces nombreuses interactions, à cette dynamique et à cette complexité. Il doit être capable de
s’auto-adapter à cet environnement.
Depuis une dizaine d’années le paradigme des Systèmes Multi-Agents (SMA) est ap-
paru comme une solution pour développer des systèmes complexes. Les SMA sont consti-
tués d’entités hétérogènes et distribuées ayant des connaissances partielles et partiales, et
pouvant apportés des solutions aux problèmes ayant une forte dynamique. L’objectif de ce
chapitre est de présenter tout d’abord les problèmes d’adaptation ainsi que des solutions
existantes, les SMAs en général puis une classe particulière de SMA, les AMAS (Adaptive
Multi-Agent Systems) sur laquelle s’appuie notre travail. Enfin nous terminerons en expli-
quant les liens existants entre ontologies et SMA. Enfin nous terminons en justifiant l’intérêt
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de l’utilisation des SMAs pour faire évoluer des ontologies à partir de textes.
3.1 Adaptation et techniques d’adaptations
L’élaboration de systèmes informatiques classiques 1 se heurte à la complexification des
problèmes à résoudre. Les systèmes informatiques classiques permettent de traiter des pro-
blèmes simples où l’ensemble des éléments nécessaires à sa résolution sont connus et ac-
cessibles dés la phase de conception. Le problème peut alors être résolu par une procédure
systématique ou l’application d’algorithmes déjà connus. La solution est alors unique, non
équivoque et vérifiable.
Un problème complexe est quant à lui composé de nombreuses entités en interaction (ce
nombre pouvant croitre ou décroitre en cours de fonctionnement) évoluant dans un envi-
ronnement dynamique. Il possède des spécifications incomplètes et n’admet pas de solution
algorithmique connue a priori.
L’évolution d’ontologie à partir de textes peut être rangée dans cette catégorie ; elle se
compose de nombreuses entités (termes, concepts et relations). L’ajout de nouveaux textes
dans le corpus de documents fait évoluer ce nombre d’entités. Il est également impossible
de lister a priori toutes les modifications qu’il est possible d’apporter à une ontologie, tout
comme de prévoir les modifications que peut et veut apporter un ontographe à cette onto-
logie, ni les impacts qu’il souhaite voir par ses modifications sur l’ontologie.
Donc pour faire évoluer une ontologie à partir de textes nous avons besoin de faire appel
à des techniques de résolution de problèmes complexes. Nous proposons un système ca-
pable de s’adapter par lui-même aux perturbations de son environnement. L’évolution d’une
ontologie peut alors être considéré comme un problème d’auto-adaptation. De la même ma-
nière qu’un système doit s’adapter pour continuer à produire les fonctionnalités pour lequel
il a été conçu, une ontologie doit évoluer pour rester cohérente avec les données du domaine.
Dans cette section, nous introduisons tout d’abord la notion d’adaptation et de système
adaptatif. Puis, nous présentons des techniques d’adaptation et nous analysons leur perti-
nence pour concevoir un système d’évolution d’ontologies.
3.1.1 Adaptation et systèmes adaptatifs : définitions
Adaptation
Pour définir l’adaptation nous nous appuyons sur des travaux en biologie où le terme
est souvent utilisé pour parler du vivant [Mazess, 1975]. L’adaptation ""(processus) est une
réponse biologique de régulation par laquelle l’organisme réalise un ajustement de ses fonctions à
des conditions particulières de l’environnement de manière à stabiliser ses conditions d’existence.
La stabilisation représente un état d’équilibre dynamique des processus biochimiques qui se traduit
1. Par système informatique classique nous faisons références aux programmes informatiques qui s’appuient
sur la décomposition d’un problème en sous-problèmes jusqu’à n’avoir plus que des problèmes dont la solution
est considérée comme immédiatement accessible sans qu’il soit nécessaire de les décomposer à leur tour.
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par une constance des fonctions physiologiques et par une efficacité des comportements. L’adapta-
tion (processus) est une évolution dans la mesure où l’équilibre de certaines variables physiologiques
change."" 2
L’adaptation est donc un processus de régulation qui permet à un organisme de s’adapter
aux changements de son environnement. Nous listons ci-après les caractéristiques et pro-
priétés d’un processus d’adaptation [Mazess, 1975] :
– l’adaptation résulte d’un équilibre entre l’environnement et un organisme [Maturana
et Varela, 1980]. L’environnement de l’organisme est un élément important dans un
processus d’adaptation ;
– pour pouvoir s’adapter un organisme doit en premier lieu être doté de capacités de
perception et de capacités d’actions sur son environnement ;
– pour pouvoir s’adapter un organisme doit être doté de mécanismes qui permettent à
ce dernier d’ajuster son fonctionnement ;
– l’adaptation est un mécanisme autonome dans l’organisme, c’est-à-dire que l’orga-
nisme, sans une intervention externe, s’autorégule ;
– une adaptation s’observe à deux niveaux : un niveau macro et un niveau micro. Au
niveau macro (l’organisme) on observe un changement pour que ce dernier continue à
être en équilibre (ou en cohérence) avec son environnement. Au niveau micro (les com-
posants ou les entités de cet organisme), l’adaptation se présente sous la forme d’un
ajustement des fonctions des entités qui composent cet organisme. Cet ajustement est une
réponse à un déséquilibre de variables physiologiques de ces entités. L’ajustement s’ar-
rête lorsque ces variables retrouvent un équilibre ;
– l’adaptation passe par deux étapes : un ajustement de l’organisme ensuite une évo-
lution de l’organisme. Un ajustement de l’organisme se réalise si l’environnement su-
bit de faibles changements. L’organisme a besoin d’équilibrer ses variables physiolo-
giques. Par exemple, une bactérie ajuste sa capacité de production de toxines dans un
environnement faiblement immunisé. Lorsque l’environnement subit un bouleverse-
ment cet organisme évolue. Par exemple, une bactérie produit un nouveau type de
toxines pour se défendre contre un nouveau antibiotiques.
Nous nous appuyons sur ces éléments pour définir un système (informatique) adaptatif.
Système informatique adaptatif
Un système adaptatif est, selon notre point de vue, un système doté de mécanismes lui
permettant de continuer à répondre correctement aux besoins de l’environnement chan-
geant dans lequel il se situe. L’adaptation du système est autonome et se déroule en deux
phases :
1. Si l’environnement connait de faibles changements, la fonctionnalité du système ne
change pas radicalement mais elle a besoin d’être affinée. Par exemple, pour un sys-
tème d’évolution d’ontologie il s’agit du nombre de concepts à ajouter à une ontologie.
Pour un système d’extraction de termes, il s’agit du nombre de résultats à fournir, etc.
2. Si l’environnement subit un bouleversement (par exemple l’ajout de nouveaux textes
2. http ://www.volodalen.com/12entrainement/adaptation0.htm
Gestion dynamique d’ontologies à partir de textes par AMAS 67
Systèmes Multi-Agents pour l’évolution d’ontologies
dans un corpus dans le cadre de l’évolution d’ontologie), la fonctionnalité du système
a besoin d’évoluer et de changer (l’ontologie a besoin d’évoluer).
Comme l’illustre la figure 3.1, pour s’adapter, un système doit être doté de capacité de
perceptions (à l’aide de capteurs) de son environnement et de capacité d’actions (à l’aide
d’effecteurs) sur son environnement. Au niveau macro du système, on observe un système
qui continue à répondre aux besoins de l’environnement. Au niveau micro, on observe un
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Figure 3.1 — Adaptation d’un système à son environnement.
L’adaptation est apparue en IA dans les années 50. Un exemple parlant est celui des
premiers programmes d’IA qui jouent aux échecs. Face à un humain, un programme doit
adapter sa stratégie pour arriver à vaincre son adversaire. Nous présentons dans la section
suivante les techniques d’adaptation dans les systèmes informatiques.
3.1.2 Techniques d’adaptations
Algorithmes génétiques
Parmi les types d’algorithmes existants pour l’adaptation d’un système à son environne-
ment, certains ont la particularité de s’inspirer de l’évolution des espèces dans leur environ-
nement : ce sont les algorithmes génétiques. Les espèces s’adaptent à leur environnement
qui peut évoluer. Pour cela les individus de chaque espèce se reproduisent (créant ainsi de
nouveaux individus), certains subissent des mutations, certains disparaissent, etc.
Un algorithme génétique va reproduire ce modèle d’évolution dans le but de trouver des
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solutions pour un problème donné [Holland, 1975]. Il permet de résoudre un problème d’op-
timisation de paramètres dépendants les uns des autres. Ces paramètres peuvent prendre
plusieurs valeurs prédéfinies, de la même manière que des gènes peuvent prendre plusieurs
expressions. Les solutions potentielles du problème sont codées sous forme de séquences, le
plus souvent des chaînes de bits, appelées chromosomes. À partir d’une population (ou so-
lution) initiale, générée aléatoirement, de nouvelles populations sont générées itérativement
par application d’opérateurs génétiques de sélection, croisement et mutation jusqu’à satis-
faction d’un critère d’arrêt (voir figure 3.2). Une solution particulière au problème (une so-
lution approchée) est représentée par l’ensemble des valeurs prises pour chaque paramètre,
qui constitue en quelque sorte l’ADN de cette solution. Quant à l’adaptation à l’environne-







Figure 3.2 — Vue d’ensemble d’un algorithme génétique.
Si nous modélisons notre problème l’évolution d’ontologies à partir de textes à l’aide
d’un algorithme génétique, un individu pourrait représenté un candidat terme avec quatre
paramètres p1, p2, p3 et p4.
– p1 représente un identifiant du candidat terme ;
– p2 représente le statut du candidat terme qui peut prendre la valeur 0 ou 1 (0 signifie
qu’il reste candidat terme et 1 signifie qu’il devient un terme) ;
– p3 représente une création d’un concept associé dans le cas où p2 est à 1. p3 peut
prendre la valeur 0 ou 1 (1 signifie qu’un concept associé est créé et 0 dans le cas
contraire) ;
– p4 représente l’identifiant de l’individu concept auquel un individu est relié.
Par exemple, l’individu [T_Automobile ; 1 ; 0 ; C_Voiture] signifie que le candidat terme
Automobile est un terme pour lequel un concept associé n’a pas été créé et il est relié à
l’individu (concept) C_Voiture.
Pour faire évoluer une ontologie à partir de textes, l’espace de recherche de la solution
optimale est représenté par l’ensemble des paramétrages possibles des n individus. Initia-
lement, m solutions aléatoires sont générées. Ensuite, pour atteindre une solution optimale,
les m solutions sont croisées, mutées et sélectionnées. Le critère d’arrêt de ce mécanisme
est alors l’optimisation de la fonction d’évaluation d’une solution. Malheureusement, pour
notre problème, il est impossible de donner une fonction quantifiable capable d’évaluer la
qualité d’une ontologie. D’autre part, un algorithme génétique consomme du temps et de
l’espace mémoire. Notre but étant d’aider l’ontographe à faire évoluer rapidement une on-
tologie, l’utilisation de tels algorithmes s’avère indaptée.
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Réseaux de neurones artificiels
Les réseaux de neurones artificiels s’inspirent des travaux en physiologie, en particu-
lier des principes de fonctionnement des neurones du cerveau [Hebb, 1949]. Un réseau de
neurones artificiels est un système de calcul dont le traitement est inspiré de celui effectué
par les neurones biologiques. Un réseau de neurones est formé d’un ensemble de neurones.
Chaque neurone est relié avec d’autres neurones par des connexions pondérées. Il reçoit en
entrée des valeurs d’autres neurones et produit en sortie une valeur calculée à l’aide d’une
fonction de transfert. Le poids associé à un lien entre deux neurones représente la force de
celui-ci. Généralement, les neurones sont organisés en trois couches : une couche d’entrée
qui reçoit les données, une couche de sortie qui fournit un résultat et une couche intermé-












Figure 3.3 — Structure d’un réseau de neurones en trois couches.
Concevoir un réseau de neurones pour résoudre un problème donné consiste tout
d’abord à modéliser un ensemble de neurones dotés de fonctions mathématiques et inter-
connectés entre eux par des liens pondérés. Ensuite, ce réseau est confronté à des données
(en entrée et en sortie) issues du problème qu’ils auront à traiter. Durant cette phase ap-
pelée "phase d’apprentissage" (ou "phase d’adaptation du système"), le réseau de neurones
ajuste la valeur de ses poids de manière à obtenir des résultats similaires à ceux qui lui sont
présentés. Enfin, le réseau de neurones est confronté à un jeu de données test différent des
données d’apprentissage afin de le valider.
Les réseaux de neurones ont été utilisés avec succès, notamment en reconnaissances de
formes et en robotique. Si on se place dans le cadre de notre problème l’évolution d’on-
tologies à partir de textes, un réseau de neurones pourrait représenter en un ensemble de
fonctions-règles. Ces dernières permettraient de faire évoluer une ontologie à partir de n’im-
porte quel texte du domaine de cette ontologie. Par exemple, un ensemble de neurones pour-
rait modéliser une fonction qui décrirait comment et quand un candidat terme se transforme
en un terme ou un terme en un concept, etc. Néanmoins, la phase d’apprentissage d’un tel
système nécessiterait d’avoir des milliers d’exemples d’évolution d’une ontologie d’un do-
maine, ce qui n’est pas envisageable dans le cadre de notre problème.
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Support Vector Machine
Les Support Vector Machine (SVM) ou encore séparateurs à vaste marge [Vapnik, 1995]
sont des algorithmes d’apprentissage supervisés. Un SVM est destiné à résoudre des pro-
blèmes de discrimination (ou classification) et de régression. Pour classifier des données,
un SVM passe par une étape d’apprentissage pour déterminer une séparation entre un en-
semble d’échantillons. Deux notions ont été définies : la notion de "marge maximale" et la
notion de "fonction noyau". La marge correspond à la distance qui sépare les échantillons les
plus proches. Les échantillons sont appelés vecteurs supports. La marge est alors maximale
lorsque cette distance de séparation est maximale. Pour pouvoir traiter des échantillons non
linéairement séparables, un SVM se base sur la notion de "fonction noyau". L’idée est de
transformer l’espace de représentation des données en un espace de plus grande dimen-
sion, dans lequel il est probable qu’il existe un séparateur linéaire. La fonction noyau est
basée sur des intégrales et permet de transformer une équation en une autre plus simple à
résoudre. Lorsque cette phase d’apprentissage est terminée, c’est-à-dire lorsque le SVM dé-
termine la marge maximale de séparation, il est possible alors de reconnaître à quelle classe
appartient une nouvelle donnée (voir figure 3.4).
+ + + 







+ + + 










Figure 3.4 — Exemple d’un problème de discrimination à deux classes (+ et -), avec un
séparateur linéaire.
La notion de marge maximale (qui représente une droite de séparation) a ensuite été as-
souplie (marge souple) [Vapnik, 1995] car tous les problèmes n’ont pas une marge linéaire et,
des échantillons utilisés dans l’apprentissage peuvent être erronés, donc mal placés. L’idée
est alors de trouver une marge non linéaire en assouplissant les contraintes de calcul de cette
marge à l’aide de variables ressorts [Vapnik, 1995]. Á la base un SVM permet de déterminer
sur l’appartenance d’un élément entre deux classes. D’autres variantes de SVM (appelées
SVM Multi-Classes) ont été proposées [Crammer et Singer, 2001] pour discriminer un élé-
ment entre plusieurs classes.
Faire évoluer une ontologie à partir de textes à l’aide des SVM consisterait alors à dé-
terminer autant de classifieurs SVM que de concepts dans l’ontologie. Tout d’abord, les
concepts de l’ontologie courante seraient utilisés comme échantillons pour l’apprentissage.
Pour obtenir la marge de séparation on pourrait se baser par exemple sur l’appartenance
d’un concept à un document, sur la co-occurrence de concepts, etc. Or cette solution ne se-
rait pas efficace, car nous disposons d’un petit volume de données dans les corpus et un
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SVM requiert une grande quantité d’échantillons pour représenter une classe. Pour amé-
liorer la quantité de données, nous pourrions penser à réaliser un SVM par ensemble de
concepts. Avec cette technique, la discrimination d’un nouveau concept, nous renseignerait
sur son appartenance à un ensemble de concepts. Nous ne pouvions donc pas dire s’il est un
sous-concept, un concept père ou un concept fils. D’autre part, au cours de l’évolution d’une
ontologie, l’ontographe supprime, déplace et ajoute aussi d’autres concepts. L’adaptation
consisterait alors à relancer le SVM pour réapprendre la nouvelle fonction discriminante,
ce qui serait couteux en temps. Bien que les SVMs puissent représenter une solution abs-
traite d’un problème d’évolution d’ontologies, leur fonctionnement est à notre connaissance
couteux en temps et leurs résultats ne seraient pas satisfaisants.
En résumé, les trois techniques présentées ont l’avantage d’abstraire la modélisation
d’un problème. Pour notre problème cette abstraction est un ensemble d’éléments et de
formules mathématiques. Malheureusement, nous nous heurtons à des limites de mise en
œuvre pour déterminer une solution concrète.
C’est la raison pour laquelle nous nous tournons vers l’étude de solutions adaptatives
où nous essayons de surmonter le besoin de modéliser des fonctions en relation avec l’ob-
jectif global du système. Ce genre de systèmes est appelé "système adaptatif à fonctionnalité
émergente".
Vers des systèmes adaptatifs à fonctionnalité émergente
L’objectif d’un système adaptatif à fonctionnalité émergente est d’obtenir une fonction-
nalité à partir d’un ensemble d’ajustements, d’interactions et de changements au niveau
des parties qui composent le système. Il s’agit d’une fonctionnalité émergente dans le sens
où les fonctionnalités des parties du système sont indépendantes de la finalité du système.
En d’autres termes, le système cherche à trouver une solution pour un problème donné sans
presupposé sur les fonctionnalités attendues. Afin de mieux comprendre ce type de système
nous présentons la notion d’émergence qui est sont souvent évoquée conjointement à la
notion d’auto-organisation.
L’émergence
L’émergence est le phénomène décrivant ""l’apparition de nouveauté - propriétés, structures,
formes ou fonctions -, et d’autre part, elle implique qu’il est impossible de décrire, d’expliquer ou de
prédire ces nouveaux phénomènes en termes physiques à partir des conditions de base définies aux
niveaux inférieurs"" [Van De Vijver, 1997]. Un phénomène est dit émergent s’il possède les
caractéristiques suivantes [Georgé, 2004] :
– le phénomène doit apparaître au niveau global (macro) et ne doit pas être déductible
directement des actions du niveau local (micro). Il est difficile de relier le phénomène
émergent aux éléments qui l’entraînent ;
– le phénomène est radicalement nouveau, c’est-à-dire qu’il n’est ni observable, ni expli-
cable au micro-niveau ;
– le phénomène est cohérent et corrélé, c’est-à-dire qu’il a une identité propre mais forte-
ment liée aux parties qui le produisent ;
– le phénomène produit une dynamique particulière, c’est-à-dire que le phénomène n’est
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pas prédéfini mais dépend des dynamiques locales à l’origine de son apparition et
exerçant sur celles-ci une influence en retour.
Un exemple de phénomène émergent est le plus court chemin emprunté par une colonie de
fourmis pour chercher de la nourriture. L’objectif d’une fourmi est de ramener de la nour-
riture à la colonie. Chaque fourmi en quête de nourriture fourrage son environnement et
ramasse la nourriture qu’elle trouve. Lorsqu’elle est chargée de nourriture, elle dépose de
la phéromone sur le chemin qu’elle emprunte pour retourner au nid, indiquant alors aux
autres fourmis l’endroit de la nourriture. Si un observateur extérieur à la colonie regarde
le système en cours de fonctionnement, il observe que le chemin qui se dessine et qu’em-
pruntent les fourmis est le plus court chemin entre la nourriture et le nid. Autrement dit,
l’ensemble des interactions entre fourmis permet de faire émerger un plus court chemin
alors que les fourmis ne cherchent pas à optimiser leur chemin.
L’émergence est souvent mentionnée avec la notion d’auto-organisation.
L’auto-organisation
Le phénomène d’auto-organisation se retrouve chez les êtres vivants, dans les colonies de
termites, dans le vol des oiseaux migrateurs ou même dans les embouteillages automobiles,
etc. où des structures et des propriétés naissent de leurs interactions. L’auto-organisation est
définie comme "l’ensemble des processus au sein d’un système, issus de mécanismes basés sur des
règles locales, qui conduisent ce système à produire des structures ou des comportements spécifiques
non dictés par l’extérieur du système" [Georgé, 2004]. L’auto-organisation est caractérisée par
la présence d’un grand nombre d’entités interdépendantes et autonomes qui interagissent
entre elles et avec leur environnement. Ces entités ne sont pas soumises à des règles d’in-
teraction fixes. Au contraire, les entités s’adaptent et modifient par elles-mêmes (de façon
autonome) les règles d’interaction. Suite à ces interactions entre entités, une organisation
apparaît. L’auto-organisation est très souvent associée ou même confondue avec la notion
d’émergence. Selon [Thiétart, 2000], il s’agit d’un processus émergent d’organisation,
autrement dit d’un processus naturel dans lequel des entités en interaction n’ont pas été
"programmées" ou contrôlées pour construire une forme particulière d’organisation. Cette
organisation est la résultante des interactions des entités qui cherchent des solutions locales
aux problèmes qu’elles rencontrent. Selon notre point de vue, pour qu’il ait émergence
d’une fonctionnalité au niveau global, il faut qu’il y ait auto-organisation au niveau local.
Cette émergence est l’adaptation d’un système à ses contraintes envionnementales par
auto-organisation de ses entités qui cherechent à satisfaire des objectifs locaux n’ayant
aucun lien avec l’objectif global du système.
Les principes d’émergence et d’auto-organisation sont intéressants pour notre problème
d’évolution d’ontologie. En effet, à travers un système d’évolution d’ontologies on cherche à
maintenir un équilibre entre une ontologie et un environnement (composé de l’ontologie, de
l’ontographe, des textes, etc.). Cet équilibre ne peut pas être calculé ou défini explicitement
et a priori dans le système. Rappelons, que nous ne pouvons pas prévoir toutes les modifica-
tions d’une ontologie ni prédire ce que veut l’ontographe comme évolution. Faire émerger
cet équilibre consiste alors à définir un système sous forme d’entités en interaction et ayant
des objectifs qui n’ont pas de lien direct avec l’ontologie recherchée. Lorsqu’un besoin d’évo-
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lution d’ontologie se manifeste, le système s’auto-organise pour s’adapter à cette contrainte
et donc proposer une nouvelle ontologie. L’étude et la conception d’un tel système s’effec-
tue de manière ascendante en se focalisant sur les entités qui le composent, au travers de la
définition des composants du micro-niveau, de leurs comportements et de leurs interactions
locales. La section suivante présente les principes des Systèmes Multi-Agents Adaptatifs qui
permettent de définir des systèmes à fonctionnalité émergente.
3.1.3 Bilan sur les techniques d’adaptations
Dans cette section nous avons montré qu’un système adaptatif est nécessaire pour faire
évoluer une ontologie suite à l’introduction de nouveaux textes dans le corpus. En effet,
la complexité de ce problème (dynamicité, nombre infini de changements dans l’ontologie,
interaction avec un ontographe, etc.) nous empêche d’utiliser des techniques classiques de
résolution. Nous avons présenté quatre techniques classiques d’adaptation. Les trois pre-
mières (réseaux de neurones, algorithmes génétiques et SVM) ont l’avantage de décompo-
ser et d’abstraire un problème complexe sous la forme d’un ensemble de formules mathé-
matiques. Malheureusement, leur utilisation dans le cadre de notre problème est impossible
car elles nécessitent pour leur apprentissage d’éléments faisant référence à la fonctionnalité
globale du système, ce qui est impossible.
Une quatrième technique d’adaptation, plus originale, s’affranchit de cette limite et nous
semble par conséquent plus adéquate pour notre problème. Issue des observations de phé-
nomènes naturels, un système à fonctionnalité émergente est composé d’un ensemble d’en-
tités qui interagissent et s’auto-organisent sans a priori sur le problème à résoudre. La fonc-
tionnalité souhaitée émerge alors lorsqu’un équilibre est trouvé entre le système et son en-
vironnement.
Pour définir ce système nous nous basons sur le paradigme des systèmes multi-agents
adaptatifs qui nous permet de concevoir un système adaptatif à fonctionnalité émergente.
Nous détaillons dans la section suivante les systèmes multi-agents ainsi que le paradigme
des systèmes multi-agents adaptatifs.
3.2 Les Systèmes Multi-Agents
Les Systèmes Multi-Agents (SMA) sont apparus à la fin des années 70 et au début des
années 80, lorsqu’est apparue le besoin de distribuer les connaissances et le contrôle dans les
systèmes d’intelligence artificielle. Ce besoin de distribution s’est manifesté suite à la néces-
sité de faire face à la complexité croissante de ces systèmes mais aussi suite à l’apparition des
modèles et des machines parallèles, rendant possible la mise en œuvre de la distribution.
Un SMA est un système composé d’entités logicielles ou matérielles autonomes appelées
"agents". Un SMA est vu comme "un ensemble d’agents logiciels autonomes plongés au sein d’un
même environnement, qui interagissent dans le but de résoudre une tâche commune" [Ferber, 1995].
Concevoir un SMA pour faire évoluer une ontologie à partir de textes, nécéssite une
modélisation du problème utilisant les notions propres aux SMAs. Nous présentons donc
74 Zied Sellami
3.2. Les Systèmes Multi-Agents




L’agent est le composant principal d’un SMA. Il s’agit d’une "entité virtuelle ou réelle qui
est capable d’agir sur son environnement, qui possède des moyens de perception et de représentation
partielle de son environnement, qui est capable de communiquer avec d’autres agents et qui est auto-
nome dans sa prise de décision" [Ferber, 1995]. Un agent possède plusieurs propriétés [Ferber,
1995] :
1. Un agent est autonome : il possède un état interne sur lequel il a un contrôle total.
Cet état interne est inaccessible aux autres agents. De plus, l’agent prend des décisions
qui sont basées sur cet état interne sans intervention extérieure (humaine ou d’un autre
agent) ;
2. Un agent possède une habilité sociale : il est en mesure d’interagir avec d’autres agents
pour satisfaire les tâches qui lui sont confiées ;
3. Un agent peut être réactif : il adapte alors ses actions en fonction de l’environnement
qu’il perçoit. Il s’agit d’un comportement classique de réponse à un stimulus ;
4. Un agent peut être proactif : il prend alors lui-même des initiatives en fonction de ses
objectifs et des informations qu’il perçoit. Dans le cas de problèmes complexes, il peut
déléguer une partie du problème à d’autres agents. Les agents proactifs sont également
appelés délibératifs, voire même cognitifs, dans le cas où ils tiennent également compte
de leurs cognitions pour choisir l’action à mettre en jeu.
Pour un système d’évolution d’ontologies à partir de textes, un agent pourrait être un
terme ou un concept de l’ontologie. Dans ce cas, les propriétés enoncées précédemment sont
intéressantes.
– L’autonomie pour fixer des objectifs à chaque agent comme par exemple, trouver une
place pour un terme dans l’ontologie ;
– L’habilité sociale pour résoudre des problèmes complexes comme l’identification de
concepts et de relations conceptuelles ;
– La proactivité et réactivité pour répondre à la dynamique de l’environnement de l’on-
tologie.
Il existe plusieurs manières de concevoir des agents, mais quelle que soit l’architecture
adoptée, un agent peut toujours être vu comme une fonction liant ses perceptions à ses
actions. Plus précisément, un agent fonctionne selon le cycle classique "perception, décision
et action". Tout d’abord, l’agent perçoit son environnement. Il décide ensuite quelle action
il va effectuer en fonction de ses perceptions, de ses connaissances et de ses buts. Enfin il
exécute l’action choisie pour atteindre son objectif ou s’en rapprocher. Dans la littérature on
distingue 3 types d’agents [Wooldridge, 1999] : les agents réactifs, les agents délibératifs (ou
cognitifs) et les agents hybrides.
1. Les agents réactifs : Un agent réactif ne fait que réagir de façon réflexe aux changements
qui surviennent dans son environnement. Un tel agent ne fait ni délibération ni plani-
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fication ; il se contente simplement d’acquérir des perceptions et de réagir à celles-ci en
appliquant certaines règles prédéfinies. Étant donné qu’ils ne raisonnent que très peu,
ces agents peuvent agir et réagir très rapidement. Un exemple d’architecture couram-
ment utilisée pour concevoir des agents réactifs est celui de l’architecture de subsomp-
tion proposée par Brooks [Brooks et Connell, 1986]. Le principe de cette architecture
est de concevoir un processus décisionnel en considérant un ordre de priorité entre des
modules qui représentent les tâches pouvant être accomplies par l’agent. Les conditions
d’activation de chaque module sont alors évaluées suivant cet ordre de manière à sé-
lectionner la tâche à effectuer en priorité. Dans un système multi-agent réactif c’est la
simultanité de comportements simples qui est à la base de comportement collectif plus
complexe.
2. Les agents délibératifs ou cognitifs : à l’inverse d’un agent réactif, un agent délibé-
ratif ou cognitif effectue un certain raisonnement avant de choisir les actions qu’il va
effectuer. Une telle délibération peut se faire en se basant sur les buts de l’agent ou sur
une certaine fonction d’utilité. Elle peut prendre la forme d’un plan qui reflète la suite
d’actions que l’agent doit effectuer en vue de réaliser son but ou s’en approcher. Un tel
agent est doté de représentation explicite de ses objectifs, d’une représentation évoluée
de l’environnement, et d’une capacité à manipuler ces représentations pour anticiper
ou réévaluer ces objectifs. Les architectures BDI (Belief Desire Intention) [Bratman, 1987]
constituent un type d’architecture d’agents cognitifs. Cette architecture est basée sur les
notions d’attitudes mentales que sont la Croyance (Belief), le Désir (Desire) et l’Inten-
tion (Intention). Les croyances correspondent aux informations (éventuellement incom-
plètes et incorrectes) qu’a l’agent de son environnement. Les désirs correspondent aux
états de l’environnement que l’agent souhaiterait voir réalisés. Enfin, les intentions cor-
respondent aux projets de l’agent pour satisfaire ses désirs. Contrairement aux agents
réactifs, les agents délibératifs prennent plus de temps à agir qu’un agent réactif. Ils
offrent en revanche l’avantage de définir des agents plus évolués.
3. Les agents hybrides : Un agent à architecture hybride combine à la fois les principes
d’un agent réactif et d’un agent cognitif. En effet, pour la majorité des problèmes, ni
une architecture complètement réactive, ni une architecture complètement délibérative
n’est appropriée. Comme pour les humains, les agents doivent pouvoir réagir très rapi-
dement dans certaines situations (comportement réflexe), tandis que dans d’autres, ils
doivent avoir un comportement plus réfléchi.
Dans un système d’évolution d’ontologies à partir de textes, un agent (un terme ou un
concept) doit être capable de réagir rapidement aux actions de l’ontographe qui modifie
l’ontologie (il doit être réactif). Un agent ne disposant que d’une vue partielle de son en-
vironnement (c’est-à-dire des textes) il sera donc amené à communiquer et interagir avec
d’autres agents pour réaliser ses objectifs. En ce sens, il ne sera pas uniquement réactif mais
sera aussi capable d’interagir par envoi de messages avec d’autres agents.
Environnement
Un SMA est plongé dans un environnement. L’environnement d’un agent désigne tout
ce qui est extérieur à l’agent (notamment les autres agents du système) [Camps, 1998]. L’envi-
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ronnement possède plusieurs propriétés [Russell et Norvig, 2003] :
1. Accessible ou inaccessible. Un environnement est accessible si un agent peut obte-
nir une information complète, exacte et mise à jour de l’état de l’environnement. La
majorité des environnements complexes (par exemple, le monde réel et Internet) sont
inaccessibles. Plus l’environnement est accessible et plus simple est la construction d’un
agent.
2. Déterministe ou indéterministe. Un environnement déterministe est un environne-
ment dans lequel n’importe quelle action a un seul effet garanti : il n’y a aucune incer-
titude quant à l’état qui résultera de l’application d’une action. Le monde réel peut être
considéré comme indéterministe. Les environnements indéterministes posent plus de
problèmes pour le concepteur du système. C’est le cas d’un environnement complexe
comme la conduite automobile où il très difficile de suivre les aspects non observés de
la circulation.
3. Statique ou dynamique. Un environnement statique est un environnement qui ne
changer d’état que suite aux actions réalisées par l’agent. Un environnement dyna-
mique est un environnement qui a d’autres processus agissant sur lui et qui risque de
subir des changements à l’instar du contrôle de l’agent. Le monde réel est un environ-
nement hautement dynamique. L’environnement d’un agent conducteur d’automobile
est lui aussi un environnement dynamique.
4. Discret ou continu. Un environnement est discret s’il comporte un nombre fixe et fini
d’actions et de perceptions possibles. Un jeu d’échec est un exemple d’environnement
discret et la conduite d’un taxi est un exemple d’environnement continu.
I nous considérons notre problème, l’environnement d’un système permettant de faire
évoluer une ontologie estt un environnement : -inaccessible (car les agents n’ont qu’une vue
partielle des élements impliqués dans l’évolution de l’ontologie) ; -indéterministe (car les ac-
tions d’un ontographe sur l’ontologie ne sont pas prévisibles) ; -dynamique (car le système
et l’ontographe peuvent agir en même temps sur l’ontologie) et -continu car il comporte un
nombre infini d’action possible sur l’ontologie.
Un agent n’est pas une entité isolée dans un environnement ; il est amené à interagir avec
d’autres agents. Un ensemble d’agents en interaction forme alors l’organisation du SMA.
Organisation
Selon [Ferber, 1995] "les organisations constituent à la fois le support et la manière dont se
passent des interrelations entre agents, c’est-à-dire la façon dont sont réparties les tâches, les infor-
mations, les ressources, et la coordination d’actions (...) L’organisation désigne à la fois le processus
d’élaboration d’une structure et le résultat même de ce processus."
L’organisation désigne à la fois la manière dont un ensemble est constitué en vue de
son fonctionnement ainsi que l’action d’organiser. Dans le premier sens on se réfère à un
ordre, à une structure ; dans le second, il s’agit d’un processus, d’une dynamique. En général
dans les systèmes multi-agents, l’organisation correspond à la structure organisationnelle du
système ou à son architecture. Elle est définie par les liens d’échanges d’information et de
requêtes entre les agents du système.
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Interaction
Selon [Ferber, 1995], une interaction est la "mise en relation dynamique de deux ou de plu-
sieurs agents suite à une série d’actions au cours desquelles les agents sont en contact les uns avec
les autres soit directement, soit par l’intermédiaire d’autres agents de l’environnement." La com-
munication est à la base de l’interaction et de l’organisation sociale ; elle permet aux agents
de coopérer, de négocier, d’échanger des informations et d’effectuer des tâches en commun.
Deux principales approches sont utilisées pour assurer la communication entre les agents
d’un SMA : la communication indirecte par le biais d’une mémoire commune(comme le
modèle du tableau noir [Bachimont, 1992]) ou la communication directe par envoi de mes-
sages. [Ferber, 1995] a mis en évidence trois situations d’interaction selon les buts des agents
(compatibles ou incompatibles), leurs ressources (suffisantes ou insuffisantes) et leurs com-
pétences (suffisantes ou insuffisantes).
– la situation d’indifférence se présente lorsque les agents ont des buts compatibles, des
ressources et des compétences suffisantes. Les agents sont indépendants et n’ont pas
besoin d’interagir ;
– La situation d’antagonisme se présente lorsque les agents ont des buts incompatibles
et des ressources insufissantes. Chaque agent essaie de maximiser sa propre satisfac-
tion aux dépens des autres agents. La situation d’antagonisme la plus fréquente se
produit lorsque plusieurs agents veulent utiliser ou acquérir une même ressource. Les
agents doivent donc pouvoir communiquer entre eux pour résoudre le conflit. Cette
communication prend habituellement la forme d’une négociation. Les agents se trans-
mettent des propositions et des contre-propositions jusqu’à ce qu’ils arrivent à une
entente ou qu’ils se rendent compte qu’une entente est impossible.
– La situation de coopération se présente lorsque les agents ont des buts comatibles.
Le but d’un agent n’est plus uniquement de maximiser sa propre satisfaction mais
aussi de contribuer à la réussite des autres agents. Les agents travaillent ensemble à
la résolution d’un problème commun. Dans ce type de système, les agents commu-
niquent dans le but d’améliorer la performance du groupe. Ils peuvent s’échanger des
informations sur l’environnement pour augmenter leurs perceptions individuelles, ou
bien se transmettre leurs buts pour que les agents puissent avoir une idée de ce que
les autres font. La communication sert aussi aux agents à améliorer leur coordination,
c’est-à-dire à organiser la résolution du problème de telle sorte que les interactions
nuisibles soient évitées et/ou que les interactions bénéfiques soient exploitées.
Dans le cas d’un système d’évolution d’ontologies à partir de textes, l’objectif du sys-
tème est de faire évoluer l’ontologie. Si l’on considère ce système comme étant un SMA,
les agents de ce système doivent parvenir à cet objectif tout en ayant une vue partielle de
leur environnement et un ensemble de compétences limitées. Les agents ne doivent pas être
indifférents les uns des autres car ils ne disposent que de connaissances et de compétences
partielles. Aussi, les agents ne sont pas antagonistes car ils cherchent à réaliser un but com-
mun. Nous pensons donc que la coopération entre agents est le mode d’interaction adéquat
pour faire évoluer une ontologie. En effet, chaque agent doit contribuer et aider les autres
agents pour atteindre leurs objectifs (appartenir ou pas à l’ontologie et si c’est le cas être
positionnés au bon endroit dans l’ontologie). Il nous faut donc concevoir un SMA dont les
agents sont coopératifs.
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3.2.2 Les Systèmes Multi-Agents Adaptatifs
Depuis plusieurs années les travaux de l’équipe SMAC portent sur la résolution de pro-
blèmes complexes à forte dynamique à l’aide des Systèmes Multi-Agents Adaptatifs (ou
AMAS, pour Adaptive Multi-Agent Systems). Face à la forte dynamique de son environne-
ment, un système doit s’adapter et prendre en compte et résoudre ces perturbations tout en
continuant à produire une fonctionnalité adéquate.
L’adéquation fonctionnelle
L’adéquation fonctionnelle d’un système est un jugement effectué par un observateur
(extérieur au système et connaissant sa finalité) sur la pertinence de l’activité du système
dans son environnement. La théorie des AMAS se base sur le théorème suivant [Camps,
1998] :
Théorème. Pour tout système fonctionnellement adéquat, il existe au moins un système à milieu
intérieur coopératif qui réalise une fonction équivalente dans le même environnement.
Ce théorème signifie que parmi l’ensemble des systèmes pouvant résoudre un problème
donné, il en existe au moins un à milieu intérieur coopératif, c’est-à-dire, dépourvu de si-
tuation non-coopérative (cf. 3.2.2 Situations Non Coopératives (SNC)) qui lui soit équivalent.
Ce résultat permet de ne s’intéresser qu’à des systèmes très particuliers (à milieu intérieur
coopératif) pour obtenir des systèmes fonctionnellement adéquats dans un environnement
donné.
Processus d’auto-organisation
Le fonctionnement d’un AMAS repose sur l’auto-organisation des agents qui le com-
pose. Chaque agent agit selon les informations locales qu’il perçoit et ne possède pas for-
cément de connaissance sur la finalité du système auquel il appartient. Les critères guidant
son comportement et donc sa place dans l’organisation du SMA, demeurent strictement lo-
caux. La fonction globale d’un AMAS provient alors de la composition des fonctionnalités
partielles de ses agents.
Plus formellement, la fonction globale fs d’un système S est obtenue par combinaison
des fonctions partielles fpi assurées par les parties Pi de S. Si l’on prend Θ comme opérateur
de combinaison des fonctions partielles, on a alors : fs= fp1 Θ fp2 Θ ... Θ fpn. Comme
généralement fp1 Θ fp2 6= fp2 Θ fp1, le fait de transformer l’organisation, conduit à changer
la combinaison des fonctions partielles et donc à modifier la fonction globale fs, devenant
elle-même un moyen d’adapter le système à l’environnement. Sur la Figure 3.5, Θ est
illustré par les doubles flèches courbées.
Le processus d’apprentissage par auto-organisation consiste alors à donner à chaque
partie du système la faculté de modifier de façon autonome ses liens avec les autres parties
de façon à faire tendre la globalité du système vers l’adéquation fonctionnelle. Ce phéno-
mène de modification se produit lorsqu’un agent, en fonction de ses perceptions locales de
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Figure 3.5 — La théorie des AMAS : la fonction globale (niveau système) est le produit de
l’auto-organisation des fonctions locales (niveau agent).
son environnement, juge qu’il est dans une situation non-coopérative et opère donc pour
revenir dans une situation coopérative.
Situations Non Coopératives
Dans l’approche par AMAS, un agent autonome considère qu’il a trouvé la bonne place
au sein de l’organisation s’il interagit coopérativement avec autrui ; dans le cas contraire,
on dit que l’agent est dans une Situation Non-Copérative (SNC). Il devra ainsi agir pour
résoudre cette SNC et revenir dans un état coopératif. La définition de la coopération dans
l’approche par AMAS n’est pas conventionnelle (simple partage de ressources, travail en
commun, etc.) ; elle repose sur trois métarègles locales à l’agent, que le concepteur doit ins-
tancier selon le problème à résoudre. Ces trois métarégles sont les suivantes [Camps, 1998] :
COOPERATION = CPERCEPTION ∧ CDECISION ∧ CACTION
Ces trois métarègles (à instancier en fonction du problème à résoudre), dépendent du
cycle de vie de l’agent (perception/décision/action) :
– CPERCEPTION : tout signal perçu doit être compris sans ambiguïté ;
– CDECISION : l’information reçue doit être utile au raisonnement de l’agent ;
– CACTION : ce raisonnement mène à des actions utiles aux autres agents.
De manière duale, un agent est face à une situation de non coopération, si au moins une
des métarègles précédentes n’est pas localement vérifiée par l’agent. Cette définition nous a
permis de mettre en évidence 7 situations de non coopération génériques [Georgé, 2004] :
– NCPERCEPTION : l’agent perçoit un signal et ne le comprend pas ( dans ce cas on parle
de situation d’incompréhension) ou lorsque l’agent peut attribuer plusieurs interpréta-
tions à un signal (il est alors face à une situation d’ambiguïté).
– NCDECISION : l’agent est incapable d’exploiter l’information reçue ( il est alors face
à une situationincompétence), ou l’information reçue est déjà connue ou inutile pour
l’agent (on parle alors d’une situation d’improductivité).
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– NCACTION : l’agent croit que son action et celle d’un autre agent vont aboutir au même
résultat (il s’agit d’une situation de concurrence) ou il croit que son action et celle d’un
autre agent sont incompatibles (il s’aigt alors d’une situation de conflit) ou il croit que
son action n’aura aucun nouvel effet sur son environnement (il s’agit là d’une situation
d’inutilité).
L’approche par AMAS est une approche "proscriptive" car elle permet d’éviter, de ré-
parer, voir d’anticiper des situations de non coopération (qui peuvent être assimilées à des
exceptions en programmation classique). Ainsi l’algorithme d’un agent coopératif se résume
à deux étapes essentielles :
1. lorsque l’agent est face à une situation coopérative, il réalise sa fonction partielle ;
2. lorsqu’il est face à une situation non coopérative, il agit pour revenir à un état coopéra-
tif.
Un agent ne rencontre pas de SNC, suit un comportement "nominal" et agit selon ses
propres objectifs. Lorsqu’il détecte une SNC, l’agent adopte alors un comportement "coopé-
ratif " en vue de résoudre cette SNC. Généralement, un tel comportement coopératif peut
être divisé en trois étapes distinctes chacune subsumant la suivante [Capera, 2005] :
– Ajustement de paramètres : lorsque un agent détecte une SNC qui est liée à la non
adéquation de sa fonction partielle fi, il se peut que la solution soit liée à la modi-
fication d’un ou plusieurs paramètres qui ont une influence sur fi. L’action d’ajuster
une ou plusieurs valeurs dans le but de modifier la fonction partielle d’un agent est
appelée "ajustement de paramètres".
– Réorganisation : la résolution d’une SNC peut nécessiter une modification des inter-
actions d’un agent. Comme les interactions définissent l’organisation du système, cette
action d’adaptation est appelée "réorganisation".
– Évolution : certains agents qui étaient auparavant utiles peuvent, du fait de l’évolution
de l’environnement, se trouver inutiles. À l’opposé, il se peut que le système ait besoin
des fonctions partielles de nouveaux agents pour résoudre certaines SNC. L’ajout ou
la suppression d’agents au sein d’un AMAS conduit à l’évolution du système.
Ainsi, le comportement de chaque agent est caractérisé par deux sous comportements.
Un comportement nominal directement lié à la fonction partielle de l’agent qui contribue à la
fonction globale du système. Un comportement coopératif, qui inclut la détection des SNC et
la résolution des SNC mais aussi l’anticipation et la prévention de l’apparition de SNC.
Concevoir des AMAS
Afin d’aider un informaticien à concevoir un AMAS, les travaux de l’équipe SMAC
proposent un modèle d’agent coopératif, une méthodologie de conception d’AMAS et des
outils pour implémenter les agents coopératifs.
Le modèle d’agent coopératif
Le modèle d’agent coopératif est constitué de différents modules représentant ses capa-
cités de perception, d’action et de raisonnement [Picard, 2004] :
Les modules de Perception et d’Action permettent à l’agent de percevoir et d’agir sur
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Figure 3.6 — Composant d’un agent AMAS
son environnement. Le module de Représentations permet à l’agent d’avoir une représen-
tation de lui-même, des autres agents et du monde. Le module de Compétences contient
le savoir-faire de l’agent sur un domaine particulier lui permettant de réaliser sa fonction
partielle. Le module Aptitudes correspond aux capacités de l’agent pour raisonner sur ses
représentations et ses compétences. Enfin, le module de Coopération permet à l’agent de
détecter et de traiter les SNC que l’agent pourrait rencontrer (voir Figure. 3.6).
Méthodologie pour concevoir des AMAS
L’Atelier de Développement de Logiciels à Fonctionnalité Émergente ADELFE 3 propose
une méthodologie pour concevoir des logiciels à fonctionnalité émergente basés sur l’ap-
proche AMAS [Picard, 2004]. ADELFE rajoute au Rational Unified Process [Kruchten, 2003]
des concepts et des étapes de conception spécifiques aux AMAS. Elle propose notamment
d’utiliser AUML [Odell et al., 2000], une extension UML spécifique au concept d’agent ainsi
qu’un outil d’aide aux développements d’agents adaptatifs.
ADELFE couvre les phases habituelles de conception d’un logiciel (des exigences à la
conception) et rajoute des aspects spécifiques aux AMAS, tels que l’étude des SNC. Le pro-
cessus ADELFE est constitué de cinq phases (voir figure 3.7) - les lignes en gras ont été
rajoutées pour prendre en compte les spécificités de l’approche par AMAS).
1. étude des besoins préliminaires : cette phase permet de concevoir un cahier des
charges précis avec le client, de dégager les limites du système en devenir et de spé-
cifier un vocabulaire commun lié au domaine d’application du système ;
2. étude des besoins finals : elle permet, à partir du cahier des charges précédemment
établi, d’identifier les entités (actives ou passives) entrant en jeu dans le système et de
déterminer celles qui constitueront son environnement. Les interactions entre le sys-
tème et ces entités sont ici étudiées plus précisément ;
3. analyses : cette étape est particulièrement importante puisqu’elle permet de vérifier
l’adéquation du problème avec la théorie des AMAS et de fournir une première version
de l’architecture logicielle ;
3. http : //www.irit. f r/ADELFE/
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4. Conception : cette phase est dédiée à la conception détaillée de l’application et notam-
ment des agents et de leurs interactions. Elle permet également d’étudier et d’instancier
les SNC ;
5. codage : cette phase correspond à l’implémentation du système. Le codage des agents













A1 : Définir les besoins utilisateurs 
A2 : Valider les besoins utilisateurs 
A3 : Définir les besoins consensuels 
A4 : Établir un ensemble de mots-clés 
A5 : Extraire limites et contraintes 
A6 : Caractériser l’environnement 
 S1 : Déterminer les entités 
 S2 : Définir le contexte 
 S3 : Caractérisation de l’environnement 
A7 : Déterminer les cas d’utilisation 
 S1 : Dresser un inventaire des cas d’utilisation 
 S2 : Identifier les échecs à la coopération 
 S3 : Élaborer les diagrammes de séquences 
A8 : Élaborer les prototypes d’UI 
A9 : Valider les prototypes d’UI 
A10 : Analyser le domaine 
 S1 : Identifier les classes 
 S2 : Étudier les relations inter-classes 
 S3 : Construire le diagramme de classes préliminaire 
A11 : Vérifier l’adéquation des AMAS 
 S1 : Vérifier l’adéquation au niveau global 
 S2 : Vérifier l’adéquation au niveau local 
A12 : Identifier les agents 
 S1 : Étudier les entités dans le contexte/domaine 
 S2 : Identifier les entités potentiellement 
coopératives 
 S3 : Déterminer les agents 
A13 : Étudier les interactions entre entités 
 S1 : Étudier les interactions entre actives et passives 
 S2 : Étudier les interactions entre actives 
 S3 : Étudier les relations entre agents 
A14 : Étudier l’architecture détaillée et le modèle multi-agent 
 S1 : Déterminer les paquetages 
 S2 : Déterminer les classes 
 S3 : Utiliser des schémas de conception 
 S4 : Élaborer des diagrammes de classes et de composants 
A15 : Étudier les langages d’interaction 
A16 : Concevoir un agent 
 S1 : Définir les compétences 
 S2 : Définir les aptitudes 
 S3 : Définir les langages d’interaction 
 S4 : Définir les représentations 
 S5 : Définir les SNC 
A17 : Prototypage rapide 
A18 : Compléter les diagrammes de conception 
 S1 : Améliorer les diagrammes de conception 
 S2 : Concevoir les comportements dynamiques 
 
A19 : Codage de la micro-architecture d’un agent 
 S1 : Définition en muADL de la micro-architecture d’un agent 
 S2 : Génération du code Java de la micro-architecture 
A20 : Codage de l’agent en Java 
 S1 : Implémentation du code non-fonctionnel 
 S2 : Implémentation des comportements 
Figure 3.7 — Méthodologie ADELFE
Make Agent Yourself
Make Agents Yourself (MAY) [Rougemaille, 2008] [Noel et al., 2010] est un outil dédié
à la mise en œuvre d’agents adaptatifs. MAY fournit un langage et un outil pour spéci-
fier des modèles d’agents et les implémenter en langage Java. Un modèle d’agent définit
les mécanismes de fonctionnement d’un agent (son cycle de vie) ainsi que ses mécanismes
de communication et d’interaction avec l’environnement (capteurs et effecteurs). Ces dif-
férents mécanismes sont mis en œuvre sous la forme de composants logiciels offrant des
services appelés "micro-composants" ; un modèle d’agent est alors une "micro-architecture"
construite par assemblage de micro-composants opératoires autour d’un connecteur appelé
"médiateur". Pour élaborder un agent adaptatif avec l’outil MAY il faut :
1. tout d’abord, spécifier un modèle d’agent abstrait au moyen du langage de description
d’architecture textuel muADL 4 ;
2. puis transformer automatiquement en Java avec l’outil MAY ses spécifications pour
permettre l’implémentation des micro-composants. L’utilisateur complète ainsi le code
4. micro-Architecture Description Language
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Java de ces micro-composants ;
3. ensuite, le modèle de l’agent final est généré sous forme d’une API. Cette API inclut en
plus de ces micro-composants, le médiateur et un micro-composant comportemental
nommé QuasiBehavior ;
4. enfin, l’utilisateur complète le code comportemental de l’agent en implémentant en Java
le QuasiBehavior.
AMAS pour les ontologies
La théorie des AMAS a été appliquée avec succès dans le cadre de plusieurs travaux
pour résoudre des problèmes complexes et variés : prévision de crue [Régis et al., 2002],
conception préliminaire d’avion [Welcomme et Gleizes, 2007], planification d’une chaine de
production [Clair et al., 2008], etc. Nous nous intéressons ici plus particulièrement à la pré-
sentation d’un AMAS développé par [Ottens, 2007], qui permet la construction dynamique
d’ontologies à partir de textes.
Au cours de sa thèse Kevin Ottens a proposé un système de construction d’ontologies à
partir de textes [Ottens, 2007]. En entrée, ce prototype exploite les résultats de l’analyseur
syntaxique Syntex [Bourigault, 2007], qui fournit des listes de termes et des relations syn-
taxiques trouvées en corpus. Un algorithme de classification hiérarchique ascendante, distri-
bué sur les agents, permet de rapprocher des termes similaires selon les principes de l’ana-
lyse distributionnelle, puis de créer et de positionner les concepts. Deux agents "concepts"
sont similaires s’ils jouent un rôle analogue (sujet, verbe, tête ou expansion) d’un même
ensemble de termes. Le SMA composé d’agents "concepts" évolue jusqu’à ce que tous les
agents soient en relation hiérarchique. L’état final du SMA correspond à l’ontologie. L’onto-
graphe peut alors la valider, la raffiner ou la modifier. Ces actions sont prises en compte par
le SMA qui réagit pour faire une autre proposition d’organisation. Ce processus interactif
est répété jusqu’à obtenir un état satisfaisant de l’ontologie.
Initialement, tous les agents "concepts" sont reliés à un agent "concept" parent TOP. L’ob-
jectif de chaque agent "concept" est de se positioner dans la hiérarchie. Pour cela, le com-
portement nominal d’un agent "concept" est un algorithme de classification ascendant qui
consiste à :
– Pour un agent "concept" ayant plus d’un frère, à envoyer un message appelé "vote" à
son agent "concept" père, contenant la liste de ses frères par ordre de dissimilarité.
– Pour un agent "concept" père P, lorsqu’il reçoit tous les votes de ses agents "concepts"
fils, à constituer trois sous-groupes parmi ses fils : le fils qui pose globalement le plus
de problèmes à ses frères ; les fils ayant permis l’élection du premier groupe ; et les fils
restants. L’agent "concept" P crée alors un nouvel agent "concept" fils P′ et demande
aux agents du second groupe d’en faire leur nouveau père (demande de changement
de voisinage).
– Pour un agent "concept" qui reçoit une demande de changement de voisinage, à choisir
de se déplacer vers un nouvel agent "concept".
La hiérarchie des agents "concepts" se forme ainsi et le fonctionnement d’un agent
"concept" s’arrête lorsqu’il n’a plus de frère. Au cours de son cycle de vie un agent "concept"
peut être en SNC d’inutilité. Cette inutilité est détectée par un agent-concept lorsqu’il a
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des agents "concepts" fils mais aucun agent "concept" frère. Pour cela, il propose son agent
"concept" père à ses agents "concepts" fils. Ensuite, il disparaît du système.
Ce premier prototype a permis de montrer la faisabilité de l’approche par AMAS pour
définir un outil de construction d’ontologies à partir de textes.
Au début de cette thèse, nous avions commencé par étudier la possibilité d’exploiter cet
outil pour faire évoluer des ontologies. Les tests que nous avions alors réalisés ont confirmé
que les approches statistiques ne sont pas efficaces lorsque le volume de données dans les
corpus est faible [Malaisé, 2005]. De plus, cet outil ne permet pas de faire évoluer une on-
tologie. A chaque modification du corpus, une nouvelle ontologie est recalculée sans tenir
compte de son état précédent. De même, lorsque l’ontographe apporte une modification à
l’ontologie, toute la structure de l’ontologie peut être modifiée, ce qui rend ces modifica-
tions illisibles et le temps de réponse du système long. Enfin d’un point de vue plus pra-
tique, seule la version française de l’analyseur syntaxique Syntex était disponible et dans le
cadre du projet ANR, il nous fallait fournir un outil d’évolution d’ontologies pour la langue
anglaise. L’ensemble de ses raisons a fait que nous avons défini un nouvel outil dédié à
l’évolution d’ontologies à partir de textes.
Avant de conclure ce chapitre, nous nous intéressons dans une dernière section à une
présentation non exhaustive des différents travaux qui ont utilisé des SMA et des ontologies.
3.3 Ontologies et Systèmes Multi-Agents
La notion d’ontologie est souvent évoquée lorsqu’on parle de communication et d’inter-
action entre agents. En effet, les ontologies sont utilisées pour permettre aux agents de com-
muniquer et d’interagir. Ellse constituent une base formelle pour modéliser des langages
de communications entre agents. En partageant une même ontologie, c’est-à-dire un même
vocabulaire, les agents arrivent à comprendre les messages échangés et y répondre perti-
nemment. Une grande partie des recherches en communication entres agents et SMA s’est
interessée à exploiter les ontologies et le raisonnement sur les ontologies dans les agents.
Aujourd’hui, l’utilisation des ontologies et le besoin de les faire évoluer ont mis en évidence
de nouveaux défis notamment en termes de supports et d’outils. D’autres travaux ont ex-
ploité alors les SMAs dans des systèmes d’évolutions d’ontologies.
Dans cette section nous présentons les deux facettes d’utilisation conjointes des ontolo-
gies et des SMAs, à savoir l’utilisation des ontologies pour la communication entre agents
et l’utilisation des systèmes Multi-Agents pour la gestion d’ontologies.
3.3.1 Ontologies pour la communication entre agents
Pour pouvoir communiquer et interagir de façon pertinente, les agents ont besoin de se
comprendre et de partager un langage commun. Les ontologies ont été développées dans ce
sens, pour fournir des vocabulaires formels dépendants du domaine d’application.
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Ontologies stables dans les agents
Plusieurs travaux ont intégré des ontologies dans les SMAs en particulier le Web sé-
mantique et des Web services [Tamma et Bench-Capon, 2002] [Leen-Kiat, 2002] [Gandon,
2002] [Greenwood et al., 2007]. En parallèle au développement d’un SMA, les développeurs
construisent une ontologie du domaine d’application souvent en OWL. L’ontologie forme
ainsi un support de connaissances pour les agents qui leur permet de formuler des messages
et de raisonner sur les messages.
D’autres systèmes intègrent plusieurs ontologies dans le fonctionnement d’un SMA. [El-
more et al., 2003] utilise un ensemble d’ontologies pour le traitement de données hétérogènes
afin de les unifier. [Elmore et al., 2003] proposent un SMA qui permet d’harmoniser une vue
des données provenant de cinq laboratoires. Chaque agent traite les données structurées
sous forme XML d’un laboratoire. Il dispose aussi d’une ontologie décrivant la sémantique
de ces données. Tous les agents du système disposent d’un même langage de communica-
tion. Les ontologies leur permettent uniquement d’interpréter les données envoyées dans
les messages pour construire une vue unifiée des données.
Un autre système utilisant des ontologies est COMMA [Bergenti et al., 2002]. Dans ce
dernier, chaque ontologie est encapsulée dans un agent et, en collaboration avec un agent
interface, aide l’utilisateur à ajouter des documents dans une base de connaissances, ou
à retrouver des documents. Pour cela, l’agent ontologie mis en œuvre est une aide pour
construire correctement les métadonnées du nouveau document ou la requête de recherche.
Ontologies évolutives dans les agents
Il est parfois nécessaire de modifier l’ontologie utilisée par un agent ou un SMA lorsque
les données de l’application évoluent. Des travaux comme ceux de [Siebes et van Harme-
len, 2002] [Leen-Kiat, 2002] [Akinsola, 2008] proposent d’intégrer des mécanismes dans les
agents leurs permettant de modifier une ontologie. Le plus souvent, il s’agit de rempla-
cer un concept par un autre en fonction des interactions avec d’autres agents. L’objectif de
chaque agent est alors de continuer à communiquer est non pas de construire une vue com-
mune d’un domaine ou de faire évoluer une ontologie du domaine de l’application. Chaque
agent dispose alors de son propre point de vue sur le domaine. Dans un même ordre d’idée,
[Wang et Les Gasser, 2002] et [Viollet, 2004] proposent d’utiliser des mécanismes d’aligne-
ment d’ontologies pour assurer la communication entre agents lorsque plusieurs ontologies
sont utilisées. Il s’agit alors de résoudre les problèmes d’interopérabilité entre agents hétéro-
gènes. Dans [Viollet, 2004] les connaissances d’un agent sont représentées sous forme d’on-
tologies. Pour communiquer, ces agents s’échangent des messages en utilisant FIPA-ACL.
Le contenu sémantique des messages est exprimé à l’aide des ontologies. [Viollet, 2004] ra-
joute alors aux agents des mécanismes d’alignements d’ontologies pour mettre en rapport
des ontologies différentes et donc comprendre la sémantique contenue dans les messages.
Finalement, des travaux plus récents se sont intéressés à l’apprentissage de nouveaux
concepts en utilisant les SMAs. [Afsharchi et Far, 2006] [Safari et al., 2009] proposent un SMA
capable d’apprendre de nouveaux concepts pour répondre à des requêtes d’un utilisateur.
Le SMA est distribué sur un ensemble de sites (plusieurs universités dans leur exemple [Sa-
86 Zied Sellami
3.3. Ontologies et Systèmes Multi-Agents
fari et al., 2009]). Chaque agent gère une ontologie construite à partir de textes décrivant les
formations proposées dans une université (médecine, archéologie, sciences de l’ingénieur,
etc.). Chaque concept est décrit en extension c’est-à-dire par l’ensemble des instances qui le
décrivent. Le rôle d’un agent est de répondre à des requêtes utilisateurs concernant des for-
mations universitaires. Pour y répondre, l’agent peut parfois avoir besoin d’apprendre un
nouveau concept car la requête contient de nouvelles connaissances. Pour cela, un agent ap-
prenant (learner agent) émet une requête vers des agents enseignants (teacher agent) des autres
universités et contenant le concept ou l’instance non reconnue. Les (teacher agent) ont pour
but de retourner les instances contenant les mots formés par le concept. En se basant sur ces
résultats, le (learner agent) détermine la plus grande intersection entre les données de chaque
(teacher agent) qui correspond à un nouveau concept formé par les instances communes aux
autres (teacher agent). Cependant, les auteurs ne précisent pas comment le concept est placé
dans l’ontologie.
3.3.2 Systèmes Multi-Agents pour la gestion d’ontologies
Peu de travaux se sont intéressés à la construction ou à l’évolution d’ontologies à l’aide
de SMAs. Souvent le SMA est un outil pour aider l’ontographe pour chercher des connais-
sances ou à vérifier la cohérence de l’ontologie. Aussi, à notre connaissance, seul le travail
de [Ottens, 2007] a utilisé le SMA en tant qu’ontologie.
[Aldea et al., 2003] utilisent un SMA dans une plateforme d’évolution d’ontologies. Le
SMA de [Aldea et al., 2003] contient deux types d’agents : le coordinator agent et l’internet agent
dont les rôles sont de retrouver des documents sur Internet, de les pondérer et de les classer
pour aider un utilisateur à faire évoluer une ontologie. Le coordinator agent prend en entrée
une ontologie. Cette ontologie est découpée en plusieurs parties. Chaque partie comporte
un ou plusieurs concepts. Ensuite, le coordinator agent transmet chaque partie à l’internet
agent dont le rôle est de retrouver sur Internet des pages qui contiennent des instances de
ces concepts. Enfin, chaque internet agent retourne un résultat de recherche sous la forme
de pages ordonnées selon une fonction de tri. L’ensemble des résultats est ensuite présenté
à l’utilisateur pour l’aider à faire évoluer son ontologie. Le rôle du SMA n’est pas de faire
évoluer l’ontologie mais plutôt d’apporter des documents pouvant contenir de nouveaux
concepts ou de nouvelles instances.
[Hadzic et Dillon, 2009] proposent un système d’évolution d’ontologies à l’aide du pa-
radigme agent. Pour faire évoluer une ontologie de domaine, ils ont défini quatre types
d’agents : l’information agent, le data warehouse agent, le data mining agent et l’ontology agent.
Un utilisateur, pour faire évoluer son ontologie, envoie une demande à l’information agent.
Cette requête correspond à une demande de collecte d’information sur le domaine modé-
lisé. L’information agent a pour rôle de chercher dans des bases de données, des informations
sur le domaine traité. Ensuite, il envoie ces données au data warehouse agent pour les stocker.
A la réception de nouvelles données, le data warehouse agent demande à l’agent data mining
agent de traiter les données. Ce dernier a pour rôle d’extraire de nouvelles connaissances en
appliquant des techniques de data mining pour identifier des concepts et de relations entre
concepts. Enfin, ce dernier envoie son résultat à l’ontology agent qui compare les nouvelles
connaissances avec l’ontologie courante. S’il existe des différences, l’ontology agent propose
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une liste de modifications à l’utilisateur. L’utilisateur peut alors accepter ou refuser ces pro-
positions.
[Hadzic et Dillon, 2009] ont exploité leur outil dans le domaine des maladies mentales
où plusieurs banques de données structurées sont disponibles. Les mécanismes de ce sys-
tème ressemblent beaucoup à ceux utilisées dans [Zablith et al., 2009]. La différence est que
[Zablith et al., 2009] n’utilisent pas des agents et s’appuient sur des ontologies disponibles
sur le Web plutôt que des bases de données. [Zablith et al., 2010] ont montré que l’utilisa-
tion de sources de données externes devient inefficace si les connaissances du domaine sont
très spécifiques. Les sources d’information qui décrivent les domaines que nous essayons de
traiter sont très rares, de tels travaux ne sont donc pas exploitables pour notre cas d’étude.
La construction et l’évolution d’ontologies est un travail d’équipe qui fait intervenir plu-
sieurs personnes. Souvent ces personnes sont éloignées et travaillent ensemble sur plusieurs
versions d’une même ontologie. Afin de gérer ce travail d’équipe, plusieurs outils collabo-
ratifs de gestion d’ontologies utilisant des SMAs ont été proposés.
[Bao et Honavar, 2004] utilisent des agents dans un outil collaboratif de construction
d’ontologies. [Bao et Honavar, 2004] proposent un seul type d’agent nommé interface agent.
Chaque interface agent est un représentant d’un utilisateur de l’outil. Le rôle de cet agent est
de s’assurer de la cohérence de l’ontologie modélisée en suivant les modifications concur-
rentes des utilisateurs.
[Slimani et al., 2011a] [Slimani et al., 2011b] proposent un outil nommé P2OManager pour
gérer les évolutions d’une ontologie à l’aide d’un SMA. L’objectif de cet outil est de mainte-
nir la cohérence entre une ontologie et les ontologies dépendantes en utilisant un ensemble
d’agents. Un agent peut avoir trois rôles : ontology agent, initiator ontology agent et dependant
ontology agent. L’objectif des agents est de gérer les changements d’une ontologie est leurs
propagations aux ontologies dépendantes. En fonction du rôle d’un agent, un ensemble
d’actions sont réalisées. L’ontology agent a pour rôle de détecter si l’ontologie a changé ou
non. C’est un "listeneur" qui perçoit les changements faits par un utilisateur du système sur
l’ontologie. Lorsque cela ce produit l’agent change de rôle et devient initiator ontology agent.
Son objectif est alors de détailler tous les changements qui ont affecté l’ontologie en compa-
rant la version initiale de l’ontologie avec la version modifiée. Ensuite, l’agent décide de pro-
pager ces changements aux autres agents ayant pour rôle dependant ontology agent. Pour cela,
l’agent initiator ontology agent vérifie pour chaque changement l’existence d’un lien entre un
élément modifié dans l’ontologie et les ontologies dépendantes. Si un tel lien existe, l’agent
envoie un message de demande de propagation du changement aux agents dependant onto-
logy agent. Dans le cas contraire la modification n’est pas propagée. Les travaux de [Slimani
et al., 2011a] [Slimani et al., 2011b] s’intéressent à la propagation des évolutions d’ontologies
à d’autres ontologies dépendantes. P2OManager fournit une aide pour maitenir la cohérence
d’une ontologie avec d’autres ontologies dépendante à l’aide du paradigme agent. Cepen-
dant, l’identification et l’extraction automatique de nouvelles connaissances ainsi que l’ajout
automatique de nouveau concept dans l’ontologie ne sont pas proposés dans cet outil.
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3.3.3 Bilan sur le lien entre ontologies et Systèmes Multi-Agents
Dans cette section nous avons détaillé le lien entre SMA et ontologies. Usuellement,
une ontologie permet la communication entre agents. Pour maintenir une communication
lorsque le domaine d’application évolue ou lorsque des agents hétérogènes sont mis en re-
lation, certains travaux proposent des mécanismes d’alignements d’ontologies, de rempla-
cement de concepts ou d’apprentissage de nouveaux concepts ou instances de concepts. Le
but est alors de ne pas proposer une ontologie du domaine, mais plutôt de permettre aux
agents de se comprendre.
D’autres travaux ont utilisé des SMAs dans des outils d’évolution d’ontologies. Le but
de ces SMAs est d’aider un utilisateur à retrouver de nouvelles connaissances ou de mainte-
nir la cohérence de l’ontologies. Les travaux de [Hadzic et Dillon, 2009] et de [Ottens, 2007]
nous apparaissent les plus aboutis car ils permettent d’automatiser l’extraction de connais-
sances et leurs intégrations dans une ontologie. Cependant, pour notre problème d’évolu-
tion d’ontologies à partir de textes (où les textes sont très courts, avec des connaissances très
spécifiques et où il n’existe pas de sources de données externes riches en connaissances) ils
nous est difficile de les utiliser.
3.4 Conclusion
Utiliser des Systèmes Multi-Agents pour faire évoluer une ontologie à partir de textes
nous semble être une idée pertinente. Dans ce chapitre nous avons présenté tout d’abord
l’évolution d’ontologies comme étant un problème complexe dont l’environnement (l’ajout
de textes, les actions de l’ontographe) est dynamique et ouvert. Un système d’évolution
d’ontologies doit être alors capable de s’adapter à cet environnement. Plusieurs techniques
d’adaptation existent mais sont inefficaces pour notre problème notamment à cause des
contraintes telles que le faible volume de données dans nos textes, l’impossibilité de définir
la finalité du système, etc. Nous nous sommes alors tournés vers des techniques d’adapta-
tion innovantes utilisant les notions d’émergence et d’auto-organisation.
Pour résoudre le problème d’évolution d’ontologies à partir de textes, nous avons besoin
d’un système dont les traitements sont répartis entre plusieurs entités qui chacune possède
une vue locale de son environnement et est capable d’interagir de façon autonome pour
répondre à un objectif. L’environnement dynamique d’un tel système et la complexité de
notre problème met en évidence l’intérêt d’utiliser le paradigme SMA pour sa conception.
L’approche par Adaptive Mutli-Agent Systems (AMAS) présentée dans la section 3.2.2 nous
fournit les fondements théoriques nous permettant de concevoir un tel système.
Le chapitre suivant présente en détail le système d’évolution d’ontologies à partir de
textes que nous proposons et qui l’approche des systèmes multi-agents adaptatif.
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4 Système d’évolution de RTO àpartir de textes par AMAS
« Qui travail trouve et qui sème récolte. »
Proverbe arabe
DANS ce chapitre, nous détaillons notre système d’évolution de Ressources Termino-Ontologiques à partir de textes en insistant sur les choix retenus dans l’état de l’art. Ce
système se concentre sur les étapes d’identification de connaissances à partir de textes et de
structuration de ces connaissances dans une RTO préalablement construite manuellement.
Nous proposons alors une chaîne de traitements des connaissances complètement transpa-
rente à un ontographe, allant de l’extraction des connaissances à leur structuration dans une
RTO. Le système que nous proposons permet aussi de traiter les textes en langue française
et en langue anglaise. Ces deux derniers points sont une originalité de notre contribution
car ils sont quasi absents des travaux existants traitant l’évolution d’ontologie.
Dans ce travail, nous ne proposons pas un nouveau modèle pour la représentation de
RTO. Le modèle de RTO que nous utilisons (qui est présenté en détail dans le chapitre 5)
a été fourni par un des partenaires du projet DYNAMO. De même, les RTO à faire évoluer
ont été préalablement construites et fournies dans le cadre du projet. Le modèle RTO utilisé
est un méta-modèle du langage OWL dans lequel les concepts de l’ontologie et les termes
associés sont des classes OWL. Une classe "concept" est dénotée par une ou plusieurs classes
"termes". Symétriquement, une classe "terme" doit avoir obligatoirement un lien de dénota-
tion vers une classe "concept".
Le cœur de notre travail est un Système Multi-Agent Adaptatif (AMAS) appelé "DY-
NAMO MAS" dont les principes de conception suivent la méthodologie ADELFE présentée
dans le chapitre 3 de l’état de l’art. Avant de présenter notre système en détail, nous expo-
sons tout d’abord notre approche d’évolution de RTO à partir de textes. Par la suite, nous
développons les principales étapes de l’instanciation de la méthodologie ADELFE au pro-
blème qui nous intéresse. Nous présentons enfin l’architecture du système avant de détailler
les comportements des agents que nous avons définis.
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4.1 Approche d’évolution de RTO à partir de textes
Notre système trouve sa place au sein d’une approche d’évolution de RTO que nous
avons définie. Nous traitons le problème d’enrichissement de RTO à partir de textes selon le
principe de continuité ontologique [Xuan et al., 2006]. Autrement dit,nous faisons l’hypothèse
que l’évolution des connaissances d’un domaine ne remet pas en cause les connaissances
préalablement modélisées dans une RTO. Faire évoluer une RTO consiste alors à rajouter
dans celle-ci d’autres relations, d’autres termes et/ou d’autres concepts.
4.1.1 Cohérence d’une RTO par rapport à un corpus
Modéliser une RTO à partir de textes consiste à extraire des indices de connaissances
d’un corpus puis à structurer ces connaissances sous forme d’une RTO. Au début du pro-
cessus, une RTO a été construite et elle est utilisée pour annoter un corpus. Cette RTO est
dite en cohérence avec ce corpus si elle contient toutes les connaissances (termes, concepts
et relations) qu’un ontographe juge utile d’identifier à partir du corpus (voir figure 4.1). Les
connaissances de ce corpus peuvent évoluer ; elles sont en particulier enrichies suite à l’ajout
de nouveaux documents. Dans ce cas, la RTO devient incohérente par rapport au nouveau
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Figure 4.1 — Cohérence et incohérence d’une RTO suite à l’évolution des données du
corpus quelle modélise.
Cette RTO doit évoluer pour revenir à un état cohérent avec le nouveau corpus. Pour
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cela, il faut en premier lieu identifier dans les nouveaux documents de nouveaux termes.
Ensuite, ces nouveaux termes doivent être placés dans la RTO c’est-à-dire qu’ils sont soit
associés aux concepts existants, soit ils conduisent à définir de nouveaux concepts dans
la RTO (voir figure 4.2). Pour déterminer où placer les nouveaux termes et les nouveaux
concepts, l’ontographe est guidé par les relations lexicales entre termes dans les nouveaux
documents. Une relation de synonymie entre un nouveau terme et un terme de la RTO
permet par exemple de déterminer la place de ce nouveau terme dans la RTO : il dénotera
le concept dénoté par la terme dont il est synonyme. Une relation d’hyperonymie entre
deux termes conduit à créer le ou les termes s’ils n’existaient pas, et le ou les concepts s’ils
n’existaient pas, une relation de dénotation entre chacun des termes et chacun des concepts,
puis à placer les deux concepts en relation de classe à sous-classe.
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Figure 4.2 — Enrichir une RTO avec de nouvelles connaissances pour maintenir sa cohé-
rence.
Suite à la mise en oeuvre de cette procédure, la RTO revient dans un état cohérent avec
le nouveau corpus en étant enrichie par les connaissances dont les nouveaux documents
fournissent des indices. Pour mieux comprendre les mécanismes d’évolution de RTO à partir
de textes, nous présentons un scénario d’évolution d’une RTO.
4.1.2 Exemple d’évolution d’une RTO selon notre approche
Sur la figure 4.3, un fragment de RTO représente des moyens de transports. Cette RTO
est construite initialement à partir du corpus Corpus, avec lequel elle est cohérente car elle
contient toutes les connaissances que l’ontographe juge utile de représenter à partir de ce
corpus. L’ajout de deux nouveaux documents au corpus entraîne l’incohérence de la RTO.
Par exemple, que la RTO ne contient pas de concept dont l’étiquette soit autos ou automobiles.
Pour revenir à un état cohérent, la RTO est enrichie par de nouvelles connaissances.
Cet enrichissement passe tout d’abord par une étape d’identification des nouveaux termes.
Dans notre exemple, cinq nouveaux termes sont identifiés : trois nouveaux termes (auto,
automobile, bagnole) dans le premier document et deux autres (avion et moyen de transport
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Figure 4.3 — Exemple d’une RTO incohérente suite à l’ajout de nouveaux documents à un
corpus.
aérien) dans le second document (voir figure 4.4). Afin de placer ces nouveaux termes dans
la RTO, nous nous basons sur les relations lexicales dont les traces sont soulignées dans les
textes.
Dans la phrase "les voitures sont aussi appelées automobiles, bagnoles ou autos.", l’expression
"sont aussi appelées" indique la présence de relations de synonymie entre "voiture" et "automo-
bile", "voiture" et "bagnole" etc. Dans la RTO, tous ces termes seront associés au même concept.
Ces relations de synonymie sont exprimées entre les couples de termes (voiture ; automo-
bile), (voiture ; bagnole) et (voiture ; auto). Ce travail d’interprétation de la sémantique de la
phrase nous permet de décider à quel concept associer les trois nouveaux termes : ils seront
associés au concept Voiture (voir figure 4.4).
La phrase "(...) il existe des moyens de transport aérien tels que les avions." indique la présence
d’une relation d’hyperonymie mentionnée par la formulation il existe (...) tels que. Les deux
nouveaux termes (moyen de transport et avion) ne peuvent être associés à un concept de la
RTO car il n’existe pas de lien de synonymie exprimé dans les documents entre ces deux
termes et un des termes de la RTO. C’est pour cela que deux nouveaux termes et deux
nouveaux concepts doivent être créés : les concepts Moyen de transport aérien et Avion,
ainsi que les termes Moyen de transport aérien et Avion. Chacun de ces termes est associé
au concept adéquat. Ensuite, la relation d’hyperonymie exprimée entre le terme Avion et
le terme Moyen de transport aérien permet de définir le concept Avion comme une sous-
classe du concept Moyen de transport aérien. Le concept Moyen de transport aérien quant
à lui est place comme sous-classe directe du concept TOP de la RTO car nous ne trouvons
pas dans les nouveaux documents d’indice qui permettrait de le lier à un autre concept de
la RTO (voir figure 4.4).
Ainsi, la RTO revient à un état cohérent suite à ce processus. Ce dernier consiste à déceler,
à partir des textes, des termes et des relations lexicales entre termes ; il consiste également à
associer ensuite ces termes à des concepts ou à créer de nouveaux concepts si nécessaire. Ce
processus nous permet de dégager notre approche d’évolution de RTO à partir de textes.
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Les sont aussi appelées
automobiles, bagnoles ou autos.
En plus des
routiers, il existe des







transport routier. Comme les voitures, les
camions sont aussi des moye
transport routiers.
En cohérence
Corpus C contenant les
nouveaux documents
Figure 4.4 — Exemple d’une RTO cohérente suite à son enrichissement avec des connais-
sances issues des documents ajoutés au corpus.
4.1.3 Notre approche d’évolution de RTO à partir de textes
Notre approche d’évolution de RTO comporte 4 étapes principales (voir figure 4.5). Ini-
tialement, une RTO est modélisée à partir d’un corpus de documents de textes. Cette RTO
est cohérente avec ce corpus de documents. L’ajout de nouveaux documents à ce corpus
déclenche le processus d’évolution de la RTO.
– Etape 1 : enrichissement du corpus par l’ajout de textes. Cette étape consiste à ajouter
de nouveaux documents à un corpus qui seront ensuite annotés par la RTO.
– Etape 2 : extraction et filtrage d’indices de connaissances à partir des nouveaux do-
cuments du corpus. Cette étape consiste à extraire des nouveaux documents des can-
didats termes du domaine ainsi que des relations lexicales entre ces termes. Cette étape
consiste aussi à identifier, parmi tous les termes et relations lexicales proposés par les
outils de TAL, ceux qu’il est pertinent de retenir.
– Etape 3 : interprétation des connaissances et mise à jour d’une RTO. Cette étape
consiste à utiliser les termes et les relations lexicales retenus à l’étape précédente et à
les représenter sous forme de termes, de concepts et de relations entre concepts, puis
de les situer dans la RTO en cours d’évolution. Pour tout cela, le système utilise des
connaissances du domaine. Chaque nouveau terme à proposer doit être relié par un
lien de dénotation à un concept (existant ou à créer) de la RTO. Lorsqu’un nouveau
concept est créé, il doit être placé dans la RTO, et donc mis en relation avec un des
concepts de l’ontologie, au pire son concept TOP. Pour cela, le système va s’appuyer
soit sur les relations lexicales trouvées en corpus, soit sur les relations entre concepts
présentes dans une ontologie générale ou un lexique structuré général (WordNet ou
Wolf). Lorsque tous les termes extraits sont traités, certains nouveaux concepts et cer-
tains nouveaux termes sont sélectionnés par le système. La RTO ainsi enrichie par les
nouveaux concepts et les nouveaux termes les plus pertinents est proposée à l’onto-
graphe.
– Etape 4 : gestion manuelle des propositions d’évolutions d’une RTO. Cette étape
consiste à finaliser l’évolution de la RTO à partir des propositions de modification
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Figure 4.5 — Approche d’évolution d’une RTO à partir de textes en 4 étapes.
faites par le système. Pour cela, l’ontographe consulte les propositions d’évolution de
la RTO et les valide, modifie et/ou rejette une à une via l’éditeur de RTO. Par ailleurs,
il peut aussi ajouter "manuellement" d’autres concepts et d’autres termes, ou même
réorganiser des parties de l’ontologie pour mieux la structurer. Le système prend alors
98 Zied Sellami
4.1. Approche d’évolution de RTO à partir de textes
en compte ces modifications pour mettre à jour sa représentation interne de la RTO. Ce
processus se termine lorsque l’ontographe est satisfait par la RTO modifiée et lorsque,
selon lui, elle annote bien le nouveau corpus (la RTO est cohérente avec le nouveau
corpus).
Nous proposons d’automatiser les étapes 2 et 3 de ce processus en proposant des outils
d’aide destinés à un ontographe. Notre système nommé DYNAMO est composé de deux
modules : DYNAMO Corpus Analyzer et DYNAMO MAS (voir figure 4.6). Comme prévu
à l’étape 2, seuls les nouveaux documents sont analysés par DYNAMO Corpus Analyzer
pour y identifier des indices de nouvelles connaissances. DYNAMO Corpus Analyzer en
extrait des candidats termes et des relations lexicales candidates. Le module DYNAMO
MAS prend en entrée la RTO à faire évoluer, les termes et les relations lexicales produits
par DYNAMO Corpus Analyzer et produit en sortie une nouvelle version de l’ontologie
avec des propositions d’évolution. Cette nouvelle RTO est présentée à l’ontographe via une
interface graphique pour validation. Ce dernier, accepte, refuse ou modifie les propositions
via l’interface graphique. Par ailleurs, l’ontographe peut apporter d’autres évolutions com-
plémentaires non identifiées par le système DYNAMO MAS. Après validation ou rejet des
propositions faites par DYNAMO MAS, le résultat est une nouvelle version de la RTO qui
permet de produire des annotations du corpus satisfaisantes pour l’ontographe. Cette RTO
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Figure 4.6 — Automatisation de l’approche d’évolution de RTO à partir de textes.
Le système d’évolution de RTO que nous avons développé a pour but l’automatisation
de cette approche.
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4.2 Application d’ADELFE au problème d’évolution de RTO à par-
tir de textes
Pour concevoir le système d’évolution de RTO, nous nous sommes basés sur la méthode
ADELFE. Avant de préciser les contours de son architecture, ainsi que le détail de son com-
portement, nous présentons l’impact que les activités centrées sur les agents dans ADELFE
ont eu sur notre réflexion. Nous nous attachons ici uniquement aux aspects spécifiques
au développement d’un AMAS, nous ne présentons pas les activités du développement
logiciel en général.
4.2.1 Besoins préliminaires
Les besoins préliminaires forment un ensemble d’activités dédiées à l’expression des
besoins par l’utilisateur. Il en résulte un cahier des charges consensuel entre le développeur
et le client. Ces activités ne diffèrent en rien du RUP classique.
4.2.2 Besoins finals
Les besoins finals correspondent à l’étude de l’environnement du système à réaliser ainsi
qu’à ses interactions avec l’utilisateur.
Activité 6 : S1, S2 et S3
Dans la définition des travaux "besoins finals", nous définissons la fonction du système
puis nous étudions son environnement. Plus précisément, il s’agit de déterminer les diffé-
rents acteurs (ou entités) mis en jeu et leurs possibles interactions avec le système. Deux
types d’acteurs ou d’entités sont à dégager : les entités actives (comme un utilisateur) et les
entités passives (comme des bases de données).
Notre système a pour rôle de faire évoluer une RTO. L’environnement de ce système
contient 3 entités (voir figure 4.7) :
1. l’ontographe est l’utilisateur du système d’évolution de RTO à concevoir. Ce système
est déclenché par l’ajout de nouveaux documents textuels. Après s’être stabilisé, il pro-
pose à l’ontographe une RTO modifiée. L’ontographe valide, modifie ou refuse alors les
propositions d’évolution. L’ontographe est une entité active car il est en mesure d’effec-
tuer par lui-même des modifications sur la RTO.
2. la RTO est la ressource devant évoluer. Elle est composée d’un ensemble de termes
et d’un ensemble de concepts respectant le modèle de RTO qui sera présenté dans le
chapitre 5. Le rôle du système d’évolution de RTO est d’utiliser entre autres les infor-
mations contenues dans cette RTO pour la faire évoluer puis la présenter à l’ontographe
en utilisant OWL. La RTO est une entité passive ; elle est modifiée soit par l’ontographe
soit par le système.
3. les données lexicales sont les informations extraites des textes. Elles se composent d’un
ensemble de candidats termes et de termes reliés par des relations lexicales. Ces don-
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Figure 4.7 — Environnement du système d’évolution de RTO.
nées couvrent une partie des connaissances présentes dans les textes. Ces données sont
produites lorsque l’ontographe ajoute de nouveaux documents au corpus. Le système
d’évolution de RTO utilise ces données lexicales afin de faire évoluer la RTO. Les don-
nées lexicales sont donc considérées comme une entité passive. Elles sont modifiées
uniquement en présence de nouveaux documents textuels dans le corpus.
Cette description nous permet de préciser la caractérisation de l’environnement de notre
système (voir section 3.2.1 du chapitre 3). Il s’agit d’un environnement :
– dynamique : une RTO et les données lexicales changent au cours du temps soit suite à
l’ajout de nouveaux documents textuels dans le corpus, soit suite aux modifications
manuelles de la RTO réalisées par l’ontographe.
– non accessible : le système dispose d’une vue limitée de l’environnement. Les don-
nées lexicales extraites des textes représentent une vue réduite des connaissances d’un
texte. Ceci implique que le système à concevoir soit capable, uniquement grâce à ces
données limitées, de faire évoluer une RTO. De plus les textes ne couvrent pas tous les
indices linguistiques nécessaires à l’évolution d’une RTO. Le système doit être aussi
capable de fonctionner avec des données incomplètes et produire des résultats satis-
faisants.
– indéterministe : la présence de l’ontographe (qui peut modifier manuellement la RTO)
d’une part, mais aussi, les données lexicales utilisées pour faire évoluer une RTO qui
contiennent forcément du bruit, rendent l’environnement indéterministe. Le résultat
produit par le système peut être incomplet ou erroné. Le système doit être capable de
détecter les erreurs et de les éliminer. Il doit aussi être capable d’ajuster son résultat en
fonction des réponses qu’il reçoit de l’ontographe.
– continu : le nombre de modifications et de représentations d’une RTO est potentielle-
ment infini. C’est pour cela que nous estimons que cet environnement est continu.
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L’étape des besoins finals nous a permis d’identifier clairement notre système, son ob-
jectif, son environnement ainsi que les interactions possibles entre le système et son envi-
ronnement. A cette étape, le système est décrit en tant que boite noire. Puisqu’il s’agit d’un
SMA, l’étape suivante est donc d’identifier quelles entités de l’environnement du système
vont être agentifiées. Il s’agit du but de l’activité d’analyse dans la méthodologie ADELFE.
4.2.3 Analyse
A partir des spécifications obtenues lors des besoins finals, le concepteur peut effec-
tuer une analyse du domaine, identifier les différentes entités mises en jeu et construire un
diagramme de classes préliminaire. Nous ne présentons ici que les activités et étapes spéci-
fiques à la conception d’un AMAS.
Activité 11 : S1, S2
L’objectif de l’activité d’analyse est tout d’abord de vérifier la pertinence de l’utilisation
de l’approche par AMAS. En effet, tous les problèmes n’ont pas forcément besoin d’être ré-
solus en utilisant cette approche. Plus précisément, ADELFE propose un outil permettant
de vérifier l’adéquation des AMAS pour concevoir un système en s’interrogeant selon deux
points de vue : global et local. Au niveau global, nous devons nous demander si (i) le pro-
blème à résoudre est complexe, si (ii) le système est plongé dans un environnement évolutif,
s’il (iii) existe une forte interaction entre le système et cet environnement et si (iv) le pro-
blème ne dispose pas d’une solution algorithmique connue. Notre système d’évolution de
RTO vérifie ces 4 points. En effet, d’un point de vue global, le problème de l’évolution de
RTO à partir de textes est complexe et ne dispose pas de solution algorithmique connue
a priori mais seulement des approches partielles permettant de fournir des briques pour
l’évolution d’une RTO. De plus, le système d’évolution de RTO est plongé dans un envi-
ronnement évolutif dont les entités ont une forte dépendance avec le système. Les AMAS
paraissent alors être une bonne approche pour concevoir notre système.
D’un point de vue local, nous devons nous demander si des entités de l’environnement
du système sont elles aussi des systèmes complexes qui soulèvent des problèmes en adé-
quation avec l’approche par AMAS. Dans notre problème les entités "RTO" et "données lexi-
cales" sont des entités complexes, capables d’évoluer au cours du temps et sont formées par
plusieurs éléments. Ces éléments doivent alors être décomposés en des entités actives et des
entités passives plus simples.
– L’entité RTO est formée d’un ensemble de concepts et d’un ensemble de termes. Les
concepts sont reliés entres eux par des relations conceptuelles (hiérarchiques et non-
hiérarchiques). Les termes sont reliés aux concepts par des relations (ou lien) de dé-
notations. Une RTO est dynamique : des concepts, des termes et/ou des relations sont
ajoutés, modifiés et/ou supprimés. Une RTO est traitée localement : lorsqu’un onto-
graphe interagit avec l’entité RTO, il interagit avec des éléments de la RTO et non pas
la totalité de la RTO. Ces actions sur la RTO sont locales et concernent un concept, un
terme ou une relation ;
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– L’entité "données lexicales" est formée d’un ensemble de candidats termes et de termes
reliés par des relations lexicales. L’apparition de nouveaux documents entraine l’iden-
tification de nouveaux candidats termes et/ou de relations lexicales entre candidats
termes. En quelque sorte, chaque terme ou candidat terme a une vue locale de son
environnement.
Activité 12 : S1, S2 et S3
La deuxième phase importante de l’analyse est l’identification des agents du système.
Il s’agit de repérer les entités de l’environnement qui seront ensuite agentifiées. Le choix
d’agentification porte sur une ou plusieurs entités actives de l’environnement du système.
Dans notre cas, nous dégageons 3 entités actives : les concepts, les termes et les candidats
termes. Un concept, un terme ou un candidat terme ont un but qui est de trouver une place
dans une RTO. Ils se basent sur les relations lexicales et les relations conceptuelles qu’ils ont
pour y parvenir. Le choix d’agentifier est justifié aussi par les caractéristiques fondamentales
des agents c’est-à-dire la localité, l’interaction, l’autonomie, etc. Dans ce sens, nous pouvons
dégager trois ensembles d’éléments pouvant être agentifiés : les concepts, les termes et les
candidats termes car ces éléments possèdent des caractéristiques d’agents. Par ailleurs, les
candidats termes et les termes sont quasiment similaires. Un terme est à l’origine un can-
didat terme qui est ensuite validé par l’ontographe. C’est pour cela que ces deux entités
représentent un seul agent qui implémente un terme s’il appartient à la RTO ou un candidat
terme s’il n’appartient pas à la RTO.
Plus précisément, dans notre système, nous considérons le SMA comme un ensemble
d’agents termes et d’agents concepts dont un sous-ensemble correspond à une RTO et l’autre
sous-ensemble correspond aux propositions d’évolution. Un agent terme représente soit un
terme de la RTO soit un candidat terme. Un agent concept représente soit un concept de la
RTO soit un candidat concept.
Les relations de la RTO et les relations lexicales ne sont pas agentifiées. Elles feront partie
des connaissances des agents. Ainsi, les relations entre concepts sont des liens entre agents
concepts ; les relations lexicales entre termes sont des liens entres agents termes et les relations
de dénotation entre termes et concepts sont des liens entre les agents termes et les agents
concepts. Ce découpage en deux types d’agents découle aussi en partie de la structure d’une
RTO : une classe concept de la RTO correspond à un agent concept ; une classe terme de la
RTO correspond à un agent terme. La RTO est en quelque sorte l’organisation du SMA. Les
agents concepts et les agents termes cherchent à se positionner localement dans l’organisation
selon l’approche par AMAS.
En résumé, notre système d’évolution de RTO nécessite l’approche par AMAS pour sa
conception. Le système à définir est un SMA composé d’agents terme et d’agents concept dont
l’objectif est de faire évoluer une RTO à partir de textes. Le système est en interaction avec
l’ontographe qui approuve ou rejette les propositions d’évolution faites par le système en
acceptant, refusant ou modifiant ces propositions.
Après avoir analysé le système et défini les agents qui le composent, nous allons nous
focaliser sur la conception détaillée du système.
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4.2.4 Conception
Activités 14 et 16
La conception du système aboutit à l’architecture détaillée du système ainsi qu’à l’ar-
chitecture des agents du SMA. Nous présentons maintenant les différents modules de notre
système (Activité 14) ainsi que l’architecture de chaque agent du SMA (Activité 16).
4.3 Architecture du système d’évolution de Ressources Termino-
Ontologiques à partir de textes
L’architecture du système d’évolution de RTO est organisée en 3 modules : un analyseur
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Figure 4.8 — Architecture du système d’évolution de RTO.
L’analyseur de corpus prépare les entrées de le SMA. Celui-ci est formé d’un extracteur de
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termes YaTeA [Aubin et Hamon, 2006], d’un générateur de relations lexicales et d’un module de
filtrage des candidats termes et de sélection des relations lexicales. En entrée, l’analyseur de corpus
reçoit un corpus de textes. En parallèle, il peut être aussi être alimenté par les dictionnaires
lexicaux Wolf pour le français et Wordnet pour l’anglais. En sortie, ce module fournit des
triplets de la forme <Ti, Rel, Tj> où Ti et Tj sont des candidats termes et/ou des termes
(selon que le terme fait ou non partie de la RTO), Rel une relation lexicale. Chaque triplet a
une confiance formée par le couple (Q; I) où Q est la qualité de la relation et I est le nombre
d’instanciations de cette relation. Ces triplets sont les entrées de DYNAMO MAS.
DYNAMO MAS comporte 2 composants : un SMA et un gestionnaire de propositions.
Le SMA reçoit en entrée, une RTO exprimée en OWL et les triplets retrouvés par l’analy-
seur de corpus. Il se compose de deux types d’agents : les agents termes qui contribuent à
la composante terminologique de la RTO et les agents concepts qui forment la composante
conceptuelle de la RTO. Le gestionnaire des propositions n’est pas un agent dans DYNAMO
MAS. C’est un outil qui gère les propositions d’agents concepts et d’agents termes vers l’on-
tographe. Il permet d’ordonnancer les propositions des agents concepts et des agents termes
faites à l’ontographe 1. En sortie, le DYNAMO MAS fournit une RTO modifiée sous la forme
d’un fichier OWL respectant le modèle de RTO utilisé. DYNAMO MAS contient aussi un
composant nommé Nest plutôt technique et non représenté dans l’architecture de notre sys-
tème. Le Nest est le module qui gère la création d’agents, l’attribution d’identifiants aux
agents ainsi que la transmission des messages entre agents.
L’interaction entre l’ontographe et le système se fait grâce à une interface graphique im-
plémentée sous l’éditeur d’ontologie Protégé 2. Grâce à cette interface, l’ontographe valide,
supprime ou modifie les propositions de DYNAMO MAS. L’ontographe peut aussi rajouter
manuellement d’autres termes, concepts ou relations. Ils seront ensuite rajoutés au SMA et
entraîner l’apparition de nouvelles propositions.
Nous détaillons dans les deux sections suivantes l’analyseur de corpus, le SMA ainsi que
le gestionnaire des propositions.
4.4 Analyseur de corpus : DYNAMO Corpus Analyser
L’analyseur de corpus a pour rôle l’extraction de candidats termes et de relations lexicales
sous la forme de triplets. Ces triplets alimenteront ensuite le SMA. L’extraction de candidats
termes est réalisée grâce à l’extracteur de termes YaTeA [Aubin et Hamon, 2006] dont les
principes de fonctionnement ont été présentés dans la section 2.1.1 du chapitre 2 de l’état de
l’art. Nous nous sommes intéressés à quatre types de relations lexicales :
1. l’hyperonymie qui exprime une relation de généricité-spécificité entre termes. Elle permet
de définir ensuite des relations is a entre deux concepts ;
2. la méronymie qui exprime une relation de partie-tout entre deux termes. Ceci permet par
la suite de définir une relation de type part of, ou une relation de type ingredient of ou
1. Dans une RTO, une classe terme doit obligatoirement dénoter une classe concept. Au moment de l’affi-
chage des propositions, il faut que les propositions de concepts soit placées avant les propositions de termes.
2. http://protege.stanford.edu/
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une autre relation de partie-tout spécifique à un domaine particulier telle que la relation
member of en biologie ;
3. la synonymie qui permet de rapprocher différents termes sémantiquement proches et de
les relier à un même concept par une relation denote ;
4. de nombreuses autres relations lexicales (que nous appelons relations transverses) qui sont
spécifiques à un domaine. Elles peuvent être identifiées pour définir d’autres relations
sémantiques entre concepts telles que cause, contribute to, affect.
Afin d’extraire ces relations lexicales, nous nous appuyons sur un ensemble de tech-
niques d’analyse de textes et d’exploitation de dictionnaires lexicaux.
4.4.1 Analyse de textes pour extraire des relations lexicales
Les relations lexicales entre termes et candidats termes sont identifiées à l’aide de trois
modes d’analyse des corpus :
1. la projection de patrons lexico-syntaxiques est utilisée pour repérer les différents types de
relations lexicales ;
2. l’analyse de dépendances syntaxiques entre candidats termes sert à extraire des relations d’hy-
peronymie ;
3. un calcul de similarité entre les termes et les candidats termes utilise la distance de Levein-
shtein [Levenshtein, 1966] et le principe de radicalisation [Porter, 1980] 3 pour définir la
synonymie 4 entre deux termes.
Pour extraire une relation lexicale, un ou plusieurs patrons lexico-syntaxiques sont dé-
finis manuellement. Chaque patron traduit une régularité dans l’expression d’une relation
lexicale dans les textes d’un domaine. On fait donc l’hypothèse que tous les couples de
termes qui seront retrouvés par projection de ce patron sont effectivement reliés par le même
type de relation. Cependant, il arrive qu’un patron extraie une relation non valide. Aussi,
pour chaque patron, nous définissons une confiance composée d’une qualité d’extraction Q
et d’un nombre d’occurrences I (c’est-à-dire le nombre d’occurrences du patron). La qualité
d’extraction est une valeur comprise entre 1 et 10. Cette valeur est attribuée par la personne
qui a défini le patron. Une qualité "élevée" signifie que l’instance de la relation extraite par
le patron est potentiellement correcte. Une qualité "faible" signifie que l’instance de la rela-
tion extraite par le patron peut être erronée (autrement dit le patron d’extraction retourne
de fausses instances de relations).
Nous avons montré dans l’état de l’art qu’une approche par patrons lexico-syntaxiques
fonctionne uniquement si les corpus de textes sont écrits de la même manière que celle ex-
primée par les patrons lexico-syntaxiques. Lorsque ce n’est pas le cas, aucune relation lexi-
cale n’est identifiée dans le corpus. Pour compenser cet inconvénient, nous avons exploité
3. La radicalisation est une opération qui représente toute variante d’un terme par une forme unique appelée
"radical". Un radical est un mot auquel on ne peut enlever aucun préfixe ni suffixe. Par exemple, le mot "lenteur"
est transformé en son radical "lent".
4. A la base, ce principe permet d’identifier des variantes de formes de termes. Nous nous basons sur la
définition que nous avons donnée dans le chapitre 2. Un synonyme est un mot ou un terme qu’on peut substituer
à un autre sans changement important de sens ; nous considérons donc les variantes de formes comme des
synonymes.
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les principes d’analyses de dépendances syntaxiques entre candidats termes et termes pour
identifier des relations d’hyperonymie. Par exemple, ce principe permet d’identifier que le
terme exception et le terme null pointer exception sont en relation d’hyperonymie ou encore
que le terme function et le terme communication function sont en relation d’hyperonymie.
Nous avons également utilisé le calcul de similarité entre candidats termes et termes pour
identifier des relations de synonymie. Par exemple, ce principe permet d’identifier que le
terme plugin et plug-ins sont synonymes ou encore le terme data et datum sont synonymes.
Lorsque les relations sont déterminées par ces deux méthodes, la valeur d’instanciation I est
égale à 1 car, il n’y a pas de projection de patrons sur le corpus. Par ailleurs, la valeur Q des
relations extraites par ces deux méthodes correspond à la confiance des résultats donnés par
ces outils.
Ces deux mécanismes permettent d’identifier quelques relations d’hyperonymie et de
synonymie. Alimenter le système avec le plus grand nombre de relations lexicales, qui seront
ensuite transmises à l’AMAS, est une étape essentielle.
4.4.2 Extraction de relations lexicales à partir de Wolf et Wordnet
Nous avons rajouté des ressources externes (i) le dictionnaire lexical Wolf pour identifier
des relations lexicales en français et (ii) le dictionnaire lexical Wordnet pour identifier des
relations lexicales en anglais. Ces relations lexicales sont l’hyperonymie et la synonymie.
Notre objectif n’est pas de proposer de nouvelles techniques d’identification et de calcul de
relations à partir de ces dictionnaires. Nous les utilisons plutôt dans un objectif d’expérimen-
tation du SMA pour voir dans quelle mesure l’augmentation des entrées du SMA contribue
à l’amélioration des résultats qu’il fournit. Nous présentons les principes d’extractions que
nous avons définis pour identifier l’hypernonymie et la synonymie grâce aux dictionnaires
Wolf et Wordnet.
4.4.2.1 Identification de relations de synonymie
Soit T1 un candidat terme ou un terme et T2 un candidat terme ou un terme. Les diction-
naires Wolf et Wordnet sont construits autour de la notion de Synset où un Synset regroupe
un ensemble de mots synonymes. Pour identifier une relation de synonymie entre T1 et T2,
nous cherchons tout d’abord pour chacun le ou les Synset les contenant. Le ou les Synset
d’un terme fourni(ssent) alors une liste de mots synonymes pour ce terme. Nous appelons
listO f SynonymTi cette liste de mots synonymes pour un terme où Ti est le terme en ques-
tion. Ensuite, pour calculer le degré de synonymie entre T1 et T2, nous utilisons la formule
suivante :
synonymValue = 10× (P1 + P2)
P1= 0.5 si T1 (respectivement T2) existe dans le ou les Synset de T2 (respectivement T1).
P2 = 0.5× |listO f SynonymT1 ∩ listO f SynonymT2||listO f SynonymT1 ∪ listO f SynonymT2|
synonymValue est une valeur compris entre 0 et 10. Cette formule s’inspire de la dis-
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tance de Jaccard [Jaccard, 1901] pour mesurer la similarité entre échantillons. Nous l’avons
légèrement modifiée en rajoutant le paramètre P1. Nous faisons l’hypothèse que si T1 (res-
pectivement T2) sont inclus dans les listes des mots synonymes de T2 (respectivement T2)
ils ont plus de chance d’être synonymes. Par exemple, le terme program et le terme computer
program sont synonymes avec une valeur de 6.25 ou encore le terme fault et le terme error
sont synonymes avec une valeur de 5.67.
Dans Wolf et Wordnet, les mots ou termes sont polysémiques, c’est-à-dire qu’un mot
ou un terme donné peut être présent dans un ou plusieurs Synset ayant chacun un sens
différent. Pour choisir le Synset relatif à un domaine, nous avons appliqué une méthode de
désambiguïsation du sens dont les principes sont dans [Baziz, 2005]. Cette méthode consiste
à vérifier si des candidats termes ou des termes du domaine sont évoqués à l’intérieur du
champ définition du Synset ou parmi les synonymes du Synset. Le Synset contenant le plus
de candidats termes et/ou de termes est alors considéré comme le Synset du domaine. Or,
nous avons remarqué dans nos expérimentations que le Synset ayant la définition la plus
longue (en terme de mots) était souvent identifié comme pertinent pour le domaine, ce qui
n’est pas forcément vrai. De plus, nous ne pouvions pas appliquer cette méthode avec le
dictionnaire Wolf, car le champ "définition" dans une majorité de Synset était soit vide soit
écrit en anglais. Ces constats nous ont conduits à utiliser tous les sens d’un terme. Même
si cette technique augmente la possibilité d’avoir des relations erronées, nous avons fait en
sorte que le SMA soit capable de gérer l’incohérence des données lexicales.
4.4.2.2 Identification de relations d’hyperonymie
Soit T1 un candidat terme ou un terme et T2 un candidat terme ou un terme. Pour identi-
fier une relation d’hyperonymie entre T1 et T2, nous commençons tout d’abord par chercher
s’il existe un lien d’hyperonymie entre T1 et T2 dans le dictionnaire. Lorsque plusieurs che-
mins sont retenus, nous sélectionnons le plus court chemin. De la même manière et pour les
mêmes raisons que pour l’identification de relations de synonymie, nous n’avons pas appli-
qué de mécanismes de désambiguïsation de sens au niveau des Synset. Enfin, pour calculer
le degré d’hyperonymie, nous utilisons la formule suivante :
hyperonymValue = hyperonymThreshold− numberIntermediateWord
hyperonymValue est une valeur comprise entre 0 et 10 avec hyperonymThreshold une va-
leur égale à 10 et numberIntermediateWord le nombre de mots intermédiaires. Par exemple,
le terme program et le terme applet sont considérés hyperonymes avec une valeur égale à 6
ou encore le terme computer program et le terme program sont considérés hyperonymes avec
une valeur égale à 6.
Tous les candidats termes et les relations lexicales extraits ne sont pas pertinents pour le
domaine. Nous devons alors sélectionner des éléments saillants. Pour cela, nous détaillons
dans la section suivante notre démarche pour sélectionner des candidats termes (qui seront
agentifiés) et des relations lexicales.
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4.4.3 Sélection des éléments lexicaux saillants
Pour sélectionner les candidats termes et les relations lexicales du domaine, nous avons
utilisé un ensemble de techniques. Nous avons utilisé des critères morphosyntaxiques pour
éliminer les erreurs d’extraction de l’outil YaTeA. Nous avons défini une liste de caractères
clés contenant des caractères de ponctuations ( !, ?, ., :, etc.), des caractères improbables pour
un terme (#, &, %, {, etc.) et des nombres (1, 2, 3, 4, etc.). Lorsqu’un candidat terme contient
un de ces caractères, il est éliminé.
De plus, à la demande d’un des partenaires du projet DYNAMO, nous avons défini une
autre technique pour identifier et supprimer des candidats termes erronés. Cette technique
s’appuie sur les termes de la RTO et les concepts qu’ils dénotent. Tout d’abord, nous cher-
chons dans la composition d’un candidat terme un ou plusieurs termes de la RTO. Ensuite,
pour chaque terme retrouvé, nous vérifions à quel concept du noyau 5 de la RTO appartient
le concept. Enfin, lorsque ces concepts du noyau sont différents, nous éliminons ce candidat
terme car il est considéré sémantiquement erroné. Par exemple, le candidat terme "dysfonc-
tionnement moteur" est composé du terme "moteur" et du terme "dysfonctionnement". Le
terme "moteur" est un composant de voiture selon la RTO du partenaire ACTIA alors que
"dysfonctionnement" est un problème que peut avoir une voiture selon cette même RTO.
Les termes qui composent le candidat terme sont associés à des concepts de catégories qui
ne peuvent pas être associées. Le candidat terme doit alors être éliminé.
Enfin, nous avons utilisé le critère de contexte afin de sélectionner les candidats termes
à agentifier et les relations lexicales à traiter. Pour cela, nous avons défini deux confiances :
une confiance sur les relations et une confiance sur les termes. Chaque confiance est formée d’un
couple (Q; I).
La confiance de la relation Ri entre les termes Tx et Ty est le couple (QRi ; IRi ) tel que :
– QRi est la qualité maximale de la relation. Elle est égale à la qualité maximale d’un
patron lexico-syntaxique instancié pour la relation Ri.
– IRi est la somme des instances des patrons lexico-syntaxiques ayant une qualité Qia
proche d’un δQ de QRi .
Afin de normaliser la valeur de confiance des relations à partir des couples (Q; I) des pa-











Iia|Qia ≥ Max(Qij)− δQ
)
– Tx et Ty sont deux termes ;
– Ri est une relation lexicale i entre les termes Tx et Ty ;
– Qij est la qualité du patron lexico-syntaxique j pour la relation i ;
– Iia est le nombre d’instances du patron lexico-syntaxique a pour la relation i ;
– Qia est la qualité du patron lexico-syntaxique a de la relation i ;
– δQ est un δ fixé arbitrairement à 0.5 pour sélectionner les qualités des patrons.
Les relations extraites par les techniques de dépendances fonctionnelles, de calcul de
5. Dans le cadre du projet DYNAMO, chaque RTO dont nous disposons est construite autour d’un noyau de
concepts stables (2, 3 ou 4 concepts) reliés au concept DomainThing par des relations is_a et reliés entres eux par
des propriétés.
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similarités ou à l’aide des dictionnaires lexicaux sont considérées comme des relations iden-
tifiées par un patron abstrait (PX). Nous intégrons alors leurs résultats dans le calcul des
confiances des relations.
Les confiances des relations nous permettent ensuite de calculer une confiance pour
chaque candidat terme. Cette dernière est utilisée ensuite pour filtrer les candidats termes à
agentifier.
La confiance du terme Tx est le couple (QTx ; ITx ) tel que :
– QTx est la qualité maximale des relations dont Tx est source ou cible ;
– ITx est la somme des instances des relations dont Tx est source ou cible ayant une
qualité Q proche d’un delta de la qualité maximale QTx .
Plus précisément, la confiance du terme Tx est la suivante :






IRa |QRa ≥ Max(QRi)− δQ
)
– Tx est un candidat terme ;
– QRi est la qualité de la relation Ri dont le terme Tx est cible ou source ;
– IRa est le nombre d’instances de la relation Ra dont Tx est cible ou source ;
– QRa est la qualité de la relation Ra dont Tx est cible ou source ;
– δQ est un δ fixé arbitrairement à 0.5 pour sélectionner les qualités des relations dont
Tx est cible ou source.
Puisque la qualité d’un candidat terme varie entre 1 et 10, nous avons choisi de trans-
former en agents ceux dont la confiance dépasse la moyenne. Tous les candidats termes qui
ont un seuil inférieur à la moyenne sont alors considérés comme étant du bruit. Dans le cas
où tous les candidats termes ont une qualité inférieure à la moyenne, aucune proposition
n’est faite à l’ontographe. Pour éviter ce cas, nous avons rajouté la moyenne de toutes les
qualités des candidats termes (MQ) comme critère de sélection. Ce choix de seuil est motivé
par le fait que plus la qualité des relations impliquant un candidat terme est élevée, plus
ces relations sont potentiellement correctes et donc potentiellement le candidat terme aussi.
Une fois les candidats termes à agentifier sélectionnés, les relations ayant un candidat terme
agentifié source et un candidat terme agentifié cible sont traitées.
Pour mieux comprendre le mécanisme de sélection des candidats termes et des relations
lexicales, nous prenons un exemple. Soit T1 et T2 deux candidats termes ou termes reliés par
une relation de synonymie S1, une relation d’hyperonymie H1 et une relation de mérony-
mie M1. Chaque type de relation est extrait par un ensemble de patrons lexico-syntaxiques
chacun de qualité Q et de nombre d’instance I. Nous représentons dans les tableaux 4.1, 4.2
et 4.3 les résultats d’extraction.




Tableau 4.1 — Exemple d’extraction de la relation de synonymie S1 entre T1 et T2
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Tableau 4.2 — Exemple d’extraction de la relation d’hyperonymie H1 entre T1 et T2




Tableau 4.3 — Exemple d’extraction de la relation de méronymie M1 entre T1 et T2
La normalisation des valeurs de confiances des relations S1, H1 et M1 est la suivante :
– Con f (S1) = (8; 12 + 8) = (8; 20)
– Con f (H1) = (9; 14)
– Con f (M1) = (8.9; 15)
La normalisation des confiances des relations nous permet ensuite de calculer la
confiance des termes T1 et T2.
– Con f (T1) = (9; 15 + 14) = (9; 29)
– Con f (T2) = (9; 15 + 14) = (9; 29)
La confiance du terme T1 et T2 dépasse la confiance moyenne 5 donc ces deux termes
seront agentifiés. Ces deux agents termes seront reliés par les relations lexicales S1, H1 et M1.
Nous détaillons dans la section suivante le fonctionnement du SMA dont l’objectif est
de faire évoluer une RTO à partir des données lexicales.
4.5 Système Multi-Agent Adaptatif pour l’évolution de Res-
sources Termino-Ontologiques : DYNAMO MAS
Le Système Multi-Agent de DYNAMO MAS comporte deux composants : (i) un SMA
composé d’agents termes et d’agents concepts et (ii) un gestionnaire des propositions dont le
rôle est de gérer les propositions du SMA et l’interaction entre l’ontographe et le SMA.
L’état initial du SMA est une RTO agentifiée. Les concepts de la RTO sont des agents
concepts reliés par des relations conceptuelles dont les confiances sont des couples (Q; I).
Les termes de la RTO sont des agents termes reliés aux agents concepts par des relations de
dénotation dont les confiances sont des couples (Q; I). L’ajout de nouveaux textes dans le
corpus déclenche l’analyseur de corpus qui identifie des candidats termes et des relations
lexicales entre candidats termes et/ou termes. Les candidats termes agentifiés sont ensuite
rajoutés au SMA ainsi que les relations lexicales à traiter.
Selon l’approche par AMAS, les agents ne doivent pas baser leur raisonnement sur
l’objectif final du système. Cet objectif final doit être le résultat d’un processus d’auto-
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organisation entre agents du système. Ce mécanisme d’auto-organisation est fondé sur la
coopération entre agents. Nous avons suivi ces principes lors de l’élaboration des agents
termes et des agents concepts de l’AMAS. Lorsque de nouveaux agents termes et de nouveaux
agents concepts apparaissent dans le SMA, ces derniers doivent trouver leurs bonnes positions
dans l’organisation. Il s’agit de l’objectif local de chaque agent. Pour atteindre cet objectif,
chaque agent a un comportement nominal et un comportement coopératif qui subsume le
premier conformément à l’approche par AMAS.
Pour chaque type d’agent, nous détaillons son comportement nominal ainsi que son
comportement coopératif.
4.5.1 Les agents termes
Les agents termes forment la composante terminologique d’une RTO. Un agent terme pos-
sède un ensemble de représentations sur son environnement. Un agent terme a un statut (can-
didat terme ou terme) qui indique si l’agent fait partie de la RTO (c’est-à-dire un agent terme
valide) ou s’il est au stade de proposition (c’est-à-dire un agent terme non valide). Chaque
agent terme est relié à d’autres agents termes en accord avec les relations lexicales extraites du
corpus. Il doit aussi être relié à au moins un agent concept conformément au modèle de RTO.
4.5.1.1 Comportement nominal d’un agent terme
La finalité d’un agent terme est de trouver sa bonne place dans l’AMAS et de se proposer à
l’ontographe. Pour y arriver, il doit réaliser trois objectifs :
1. dénoter un agent concept ;
2. traiter toutes ses relations lexicales ;
3. et si les conditions sont remplies, se proposer à l’ontographe.
Durant son cycle de vie, chaque agent terme traite ses objectifs ainsi que les demandes
reçues des autres agents, de la plus prioritaire à la moins prioritaire. L’objectif prioritaire
d’un agent terme est de dénoter un agent concept. Cet objectif atteint, le suivant est déterminé
par l’agent selon la confiance de la relation à traiter, la pertinence de l’agent pour se proposer
à l’ontographe et les confiances des demandes qu’il reçoit. L’algorithme du comportement
nominal d’un agent terme est présenté dans l’algorithme 4.1.
(i) Afin de réaliser son premier objectif, un agent terme émet une demande de création d’un
agent concept à l’outil de gestion des agents Nest (4.3). Un agent concept est créé si dans le
système il n’y a pas d’agent concept ayant le même identifiant ou label que l’agent terme.
L’outil Nest transmet par la suite à l’agent terme l’identifiant de cet agent concept. L’agent terme
envoie alors à cet agent concept une demande de dénotation (Ê). Cette demande est toujours
acceptée par un agent concept (Ë). Ce lien de dénotation a une confiance calculée par l’agent
terme selon les principes de la formule de calcul de la confiance d’un candidat terme. La
confiance de dénotation est formée par le couple (Q; I) où Q est la valeur maximale des Q
de toutes les relations que l’agent terme possède ; et I est la somme des instances des relations
de l’agent terme ayant un Q proche d’un δ (fixée à 0.5) du Q maximal.
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Algorithme 4.1 — Algorithme du comportement nominal d’un agent terme
Perceive()1
// Il perçoit les messages envoyés par des agents et par l’analyseur de corpus.2
ProcessNotification()3
// Il met à jour ses connaissances sur ses relations (acceptation, refus et suppression de relations).4
if ( !havingADenotationRelation and !isInOTR) then5
ProcessNoDenotationLinkProblem()6
// Il traite la dénotation.7
end8
Task mostCriticalTask←− getMostCriticalTask()9
if (mostCriticalTask != null) then10
if (mostCriticalTask instanceof IRequest) then11
ProcessRequest(mostCriticalTask)12
// Il traite ses requêtes de la plus critique à la moins critique.13
else14
ProcessRelation(mostCriticalTask)15
// Il traite ses relations de la plus critique à la moins critique.16
end17
else18
if ( !isInOTR) then19
float agentRelevancy←− updateAgentRelevancy()20
if ( !agentRefused and agentRelevancy ≥ ProposalThreshold ) or ( agentRefused and21
agentRelevancy > RefusedThreshold ) then
ProposeToTheOntologist()22
// S’il dépasse le seuil de proposition alors il se propose à l’ontographe. Dans le cas où il23





SNC 1. A sa création un agent terme est face à une Situation Non-Coopérative (SNC) de non déno-
tation. Il s’agit d’une SNC d’inutilité. En effet, un agent terme ne peut pas réaliser ses objectifs s’il
n’est pas attaché à un agent concept. Il est donc inutile.
Résolution de la SNC 1. Pour résoudre la SNC de non dénotation, l’agent terme envoie une de-
mande de création d’un agent concept à l’outil Nest. Ensuite, l’agent terme envoie une requête de
dénotation à l’agent concept. Il s’agit d’une résolution arbitraire de la SNC qui permet à l’agent
terme de poursuivre ses objectifs. Au cours de son cycle de vie, il pourra de nouveau changer de
voisinage d’agents ou disparaître s’il redevient inutile.
(ii) Un agent terme traite les relations lexicales dont il est source. Chaque relation a une
confiance et un statut (non traité, traité ou refusé). Un agent terme traite ses relations de la
plus pertinente (ayant la confiance la plus élevée) à la moins pertinente en envoyant à l’agent
concept qu’il dénote une demande de traitement de la relation lexicale (Ì). Cette demande a
une confiance (Q; I) égale à la confiance de la relation à traiter. L’agent concept traite la rela-
tion, puis il notifie l’agent terme par un message d’acceptation ou de refus (Í). Ce message
de notification a une confiance (Q; I). L’agent terme met à jour le statut de la relation à traiter.
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Figure 4.9 — Interaction entre les agents termes et les agents concepts.
Si elle est refusée, le statut de la relation passe à refusé sinon il passe à traité. L’agent terme
pourra redemander par la suite, le traitement d’une relation refusée, si sa confiance augmente




Figure 4.10 — Interaction entre les agents termes et les agents concepts pour traiter une sy-
nonymie.
Lorsque l’agent terme traite une relation de synonymie (Î), son agent concept envoie à
l’agent terme cible de la relation une demande de changement de lien de dénotation (Ï).
Cette demande a une confiance (Q; I) égale à la confiance de la relation de synonymie à
traiter. Si la confiance de dénotation (Q; I) courante de l’agent terme cible est moins forte que
la confiance de la demande, ce dernier accepte la demande, change son lien de dénotation
(Ð) et notifie l’agent concept par une acceptation (Ñ). Dans le cas contraire, il notifie l’agent
concept par un refus dont la confiance correspond à la confiance du lien de dénotation de
l’agent terme. L’agent terme à l’origine de la demande est notifié par la suite (Ò).
SNC 2. Au cours du traitement d’une demande de dénotation envoyée par un agent concept, un
agent terme peut être face à une SNC d’ambiguïté de décision. Plus précisément, il s’agit d’une
SNC d’ambiguïté de dénotation. L’agent terme ne peut pas choisir l’agent concept qu’il veut dénoter
si la confiance de la demande de dénotation (Q1; I1) est égale à sa confiance de dénotation courante
(Q2; I2).
Résolution de la SNC 2. Un agent terme préfère un voisinage ayant des agents concepts valides.
Dans ce cas, pour résoudre une SNC d’ambiguïté de décision de dénotation, un agent terme choisit de
dénoter l’agent concept valide. Dans le cas où l’agent concept ayant envoyé la demande de dénotation
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et l’agent concept couramment dénoté par l’agent terme sont tous les deux valides ou non valides,
l’agent terme choisit l’agent dont la pertinence est la plus grande. L’agent terme choisit donc celui
qu’il croit le plus pertinent. En cas d’égalité, l’agent terme refuse alors la demande de dénotation.
(iii) Pour pouvoir se proposer à l’ontographe, un agent terme, calcule sa pertinence. Elle cor-
respond à une valeur comprise entre 0 et 10. Lorsque cette valeur dépasse un seuil de pro-
position initialement fixé à 5 et ajustable ensuite en fonction des interactions avec l’onto-
graphe, un agent terme se propose à l’ontographe en envoyant une requête de proposition au
gestionnaire des propositions. Lorsque l’ontographe accepte ou refuse la proposition, le ges-
tionnaire des propositions notifie l’agent terme par une notification de refus ou d’acceptation.
L’agent terme met alors à jour son statut. Afin d’empêcher que les agents termes se proposent à
nouveau en cas de refus de l’ontographe, nous avons attribué une confiance forte (égale à 9)
aux interventions de celui-ci. Dans ce cas, l’agent terme ne pourra se proposer à nouveau que
si sa pertinence dépasse cette confiance de refus. En effet, nous pensons qu’au cours de la
maintenance d’une RTO, un ontographe peut qualifier un candidat terme de non pertinent
pour le domaine et par la suite revenir sur sa décision. Par ailleurs, lorsqu’un agent terme
est refusé, cette information de refus est sauvegardée dans le système dans une liste appelée
"blackList".
En résumé, un agent terme cherche sa bonne place dans l’organisation du SMA en traitant
des relations lexicales. Il se déplace d’un agent concept vers un autre agent concept essentielle-
ment grâce au traitement des relations de synonymies. Pour évaluer localement l’adéquation
de cette position, l’agent terme calcule sa pertinence selon le principe précisé dans la section
suivante.
4.5.1.2 Calcul local de la pertinence d’un agent terme
Initialement, un agent terme issu de l’analyseur de corpus est un candidat terme de la
RTO. Pour se proposer à l’ontographe, il doit juger s’il est un terme du domaine. En quelque
sorte, un agent terme calcule son degré de Termhood 6 [Drouin et Langlais, 2006] en se ba-
sant sur des connaissances locales (ses relations lexicales et ses agents termes voisions). Nous
dirons qu’un agent terme candidat est pertinent pour un domaine donné si :
1. il a confiance en ses relations lexicales, c’est-à-dire que la confiance de ses relations est
élevée. Plus la valeur Q des relations qu’a un agent terme est élevée, plus il est potentiel-
lement intéressant pour le domaine ;
2. il a des relations lexicales avec des agents termes présents dans la RTO. Autrement dit,
dans le corpus le candidat terme représenté par l’agent terme est lexicalement relié avec
des termes du domaine ;
3. les relations lexicales qu’il a avec d’autres agents termes sont correctes. Ceci est repré-
senté par le statut des relations (accepté ou refusé). Lorsqu’un agent terme n’a que des
relations lexicales acceptées, cela signifie que ses relations sont pertinentes et que l’ex-
traction a fourni des relations correctes ;
6. Le Termhood est aussi connu sous le nom de potentiel terminologique, c’est-à-dire le degré de spécialisation
du sens d’un terme dans le domaine à l’étude.
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4. l’agent terme est relié à d’autres agents termes par différents types de relations lexicales.
Cela signifie que dans le corpus le candidat terme représenté par l’agent terme est im-
pliqué avec d’autres candidats termes et des termes dans différents types de relations
lexicales. Autrement dit, le candidat terme est lexicalement riche ; il est décrit de plu-
sieurs manières dans le corpus.
La pertinence d’un agent terme est représentée par 4 paramètres P1, P2, P3 et P4. Chaque
paramètre possède un poids α1, α2, α3 et α4 qui définit son importance. La formule de perti-
nence d’un agent terme est la suivante :











nbDi f f erenteLexicalRelationType
nbAllDi f f erenteLexicalRelationType
– P1 est la confiance de l’agent en ses relations lexicales. Ce paramètre est compris entre 0 et
1. Il s’agit de la valeur Q10 de la confiance maximale de ses relations lexicales. Plus la
confiance des relations lexicales est grande, plus un agent terme juge qu’il est pertinent.
– P2 est le paramètre du voisinage d’un agent terme. Il s’agit de la proportion d’agents termes
voisins présents dans la RTO (c’est-à-dire valides) par rapport aux agents termes voi-
sins non présents dans la RTO (c’est-à-dire au stade de proposition). Ce paramètre est
compris entre -1 et 1. En effet, plus l’agent terme est voisin d’agents termes valides, plus
il se considère comme un terme pertinent pour le domaine modélisé.
– P3 est le paramètre des relations lexicales d’un agent terme. Il s’agit de la proportion des
relations lexicales d’un agent terme ayant été traitées par rapport aux relations lexicales
refusées. Ce paramètre est compris entre -1 et 1. Plus un agent terme a de relations
lexicales traitées, plus sa pertinence pour le domaine augmente.
– P4 est le paramètre des types de relations lexicales d’un agent terme. Il s’agit de la propor-
tion de types de relations lexicales dont l’agent terme est source ou cible. Plus l’agent
est impliqué dans différents types de relations lexicales, plus il est important pour le
domaine.
La formule de pertinence d’un agent terme donne une valeur entre 0 et 10. Après avoir
expérimenté différentes combinaisons des poids des paramètres en portant un jugement sur
la qualité et la place des agents termes dans la RTO, nous avons fixé les poids avec les valeurs
suivantes :
– α1 = 5 : la qualité des relations lexicales est le paramètre le plus important et qui
renseigne sur la qualité de la position de l’agent terme ;
116 Zied Sellami
4.5. Système Multi-Agent Adaptatif pour l’évolution de Ressources Termino-Ontologiques : DYNAMO
MAS
– α2 = 2 : la position de l’agent terme est d’autant plus correcte que son voisinage est
composé d’agents termes valides ;
– α3 = 2 : la position de l’agent terme dans le SMA est d’autant plus pertinente que toutes
ses relations lexicales n’ont pas été refusées ;
– α4 = 1 : le dernier paramètre a le poids le plus faible car dans un corpus très spéci-
fique, il est généralement difficile d’identifier plusieurs types de relations impliquant
un même candidat terme.
Nous présentons maintenant le comportement coopératif d’un agent terme.
4.5.1.3 Comportement coopératif d’un agent terme
Le comportement coopératif d’un agent terme est défini à travers deux processus : (i)
son auto-organisation coopérative pour changer de voisinage et (ii) une détection et une
élimination des agents termes inutiles.
Auto-organisation coopérative d’un agent terme pour changer de voisinage
Lorsqu’un agent terme dénote un agent concept valide ou lorsqu’il reçoit de son agent
concept qu’il est fils d’un agent concept valide alors il informe les agents termes de son voi-
sinage (agent terme et agent concept) qu’il dénote un agent concept intéressant dans le SMA.
Par exemple (figure 4.11, l’agent terme Main Frame informe l’agent terme Frame qu’il dénote
le concept Frame (Ê). Dans ce message, l’agent terme inclut aussi la valeur de pertinence de
l’agent concept. Cette information est utile à un agent terme cible d’une relation d’hyperony-
mie. En effet, pour augmenter sa confiance, l’agent terme Frame peut décider, à la réception
de ce message, de se déplacer vers un autre agent concept. Pour cela, il demande à l’agent
concept Main Frame son agent concept père (Ë). L’agent concept Main Frame lui transmet alors
l’identifiant de son agent concept père qui est Window (Ì). L’agent terme Frame est alors de-
vant trois possibilités de dénotation : soit ne pas se déplacer et rester en relation avec l’agent
concept Frame A1 ; soit dénoter le concept Main Frame A2 ; soit dénoter le concept Window A3.
Sa décision est influencée alors par la règle suivante :
Règle 1. Un agent terme préfère dénoter un agent concept valide qu’un agent concept non valide car
cela permet d’augmenter sa pertinence.
Cette règle permet d’éliminer l’agent concept Frame A1 car il s’agit d’un agent concept non
valide. Il reste alors à l’agent terme à choisir entre l’agent concept Main Frame A2 et l’agent
concept Window A3. Pour cela, l’agent utilise la règle suivante :
Règle 2. Un agent terme préfère dénoter un agent concept dont le label ou l’identifiant est égal à son
label ou son identifiant.
Cette règle plus sémantique a été intégrée aux agents termes en considérant le principe
qu’un terme est souvent confondu avec un concept. Dans le cas où cette règle n’est pas
utilisée par l’agent terme, il se base alors sur une dernière règle plus abstraite :
Règle 3. Un agent terme préfère dénoter un agent concept dont la pertinence est la plus grande.
En effet, le nouveau lien de dénotation aura une confiance égale à la confiance de l’agent concept en
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Figure 4.11 — Auto-organisation coopérative entre agents termes.
question. Plus cette confiance est grande plus elle maximise la confiance de l’agent terme et donc lui
permet de se proposer.
Puisqu’il s’agit d’une règle qui se base sur les confiances des agents, un agent peut se
trouver face à une Situation Non-Coopérative.
SNC 3. Un agent terme est face à une SNC de décision de changement de voisinage s’il ne peut
pas choisir entre les agents concepts vers lequel il désire se déplacer car leurs pertinences sont égales.
Il s’agit d’une SNC d’ambiguïté de décision.
Résolution de la SNC 3. Pour résoudre cette SNC, l’agent terme choisit de se déplacer vers l’agent
concept A3 et non pas l’agent concept A2. Cette résolution est sémantique. En effet, une relation
d’hyperonymie est souvent assimilée à une relation is_a. Dans ce sens, un agent terme a plus de
chance d’être dans une bonne position s’il dénote le concept A3.
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Dans l’exemple de la figure 4.11, l’agent terme Frame choisit de se déplacer vers l’agent
concept Window. Pour cela, il envoie une demande de dénotation à l’agent concept Window
dont la confiance (Q; I) est égale à son lien de dénotation avec l’agent concept Frame(Í).
L’agent concept Window accepte la demande de dénotation et envoie à l’agent terme Frame
un message d’acceptation (Î). A la réception de cette notification et avant de se déplacer,
l’agent terme Frame informe son voisinage avec qui il est en relation qu’il se déplace vers
l’agent concept Window (Ï). Ce message d’information permet aux agents de mettre à jour
leurs connaissances. Enfin, l’agent terme Frame supprime son ancien lien de dénotation (Ð)
et crée un nouveau lien de dénotation avec l’agent concept Window (Ñ) dont la confiance est
égale à celle de la confiance qu’il avait avec l’ancien agent concept.
Détection et élimination des agents termes inutiles
Selon l’approche par AMAS, pour tout système fonctionnellement adéquat, il existe au
moins un système à milieu intérieur coopératif qui réalise une fonction équivalente dans le
même environnement. Ce théorème implique que tous les agents d’un SMA doivent être
utiles à la réalisation de la fonctionnalité du système. Pour éviter que des agents termes in-
termédiaires soient dans une Situation Non-Coopérative d’inutilité, nous avons rajouté le
comportement coopératif suivant :
SNC 4. Un agent terme intermédiaire est face à une SNC d’inutilité lorsqu’il possède les propriétés
suivantes :
1. l’agent terme est relié à un agent concept dénoté par d’autres agents termes ;
2. l’agent terme est cible de relations d’hyperonymie et l’agent terme a la même fréquence que les
agents termes dont il est cible de relations d’hyperonymie ;
3. l’agent terme n’est pas source de relation d’hyperonymie.
Résolution de la SNC 4. Lorsqu’un agent terme est en SNC d’inutilité, il disparaît du SMA.
Avant de disparaître, un agent terme informe son voisinage qu’il disparaît du système
(Ê). Cette information permet aux agents de mettre à jour leurs connaissances. Ensuite, il
disparaît du SMA. Dans l’exemple de la figure 4.12, l’agent terme Exception n’envoie pas de
message d’information à l’agent terme Exception Error car il ne possède pas de relation avec
ce dernier.
Après avoir présenté tous les comportements d’un agent terme, nous présentons mainte-
nant les agents concepts de notre système.
4.5.2 Les agents concepts
Les agents concepts représentent la composante conceptuelle d’une RTO. Un agent concept
possède un ensemble de représentations de son environnement. Il a un statut (candidat
concept ou concept) qui indique si l’agent fait partie de la RTO (il s’agit d’un agent concept
valide) ou s’il est au stade de proposition (il s’agit d’un agent concept non valide). Un agent
concept est relié à d’autres agents concepts par des relations conceptuelles. Il est aussi relié à
des agents termes par des relations de dénotation. Ces relations peuvent avoir le statut non
traitées, traitées ou refusées. Ces relations ont aussi une confiance de la forme (Q; I).
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Figure 4.12 — Traitement local d’une inutilité par un agent terme.
4.5.2.1 Comportement nominal d’un agent concept
Comme pour un agent terme, la finalité d’un agent concept est de trouver sa bonne place
dans le SMA et de se proposer à l’ontographe. Pour cela, un agent concept a trois objectifs :
1. avoir des relations avec des agents concepts et des agents termes. Pour cela, il traite les
requêtes émises par ses agents voisins ;
2. avoir un label qui correspond à un agent terme préféré ;
3. et si cela est possible, se proposer à l’ontographe.
Lorsqu’un agent concept non valide est créé, il est lié par une relation is_a de confiance
(0, 0) à l’agent concept TOP de l’AMAS. L’agent concept TOP est un agent concept valide repré-
sentant le concept Thing ou DomainThing d’une RTO. Comme pour les agents termes, un agent
concept traite ses objectifs du plus prioritaire au moins prioritaire en fonction des confiances
(Q; I) de ses requêtes émises ou reçues et des relations qu’il a. Le comportement nominal
d’un agent concept est présenté dans l’algorithme 4.2.
(i) Pour réaliser son premier objectif, un agent concept reçoit des demandes de traitement
de relations lexicales des agents termes (Ê) et des demandes d’établissement de relations
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Algorithme 4.2 — Algorithme du comportement nominal d’un agent concept
Perceive()1
// Il perçoit les messages envoyés par d’autres agents.2
ProcessNotification()3
// Il met à jour ses connaissances sur ses relations (acceptation, refus et suppression de relations).4
if (((havingADenotationRelation and !havingALabel) or denotationRelationUpdated)5
and !isInOTR) then
DetermineALabel()6
// Il détermine un label préféré s’il n’en n’a pas ou s’il a de nouvelles relations de7
// dénotation ou si les valeurs de confiance de ces relations sont mises à jour.8
end9
Task mostCriticalTask←− getMostCriticalTask()10
if (mostCriticalTask != null) then11
ProcessRequest(mostCriticalTask)12
// Il traite ses requêtes de la plus critique à la moins critique.13
else14
if ( !isInOTR) then15
if (uselessAgent) then16
Disappear()17
// Il est inutile donc il disparaît.18
else19
float agentRelevancy←− updateAgentRelevancy()20
if ( !agentRefused and agentRelevancy ≥ ProposalThreshold ) or ( agentRefused and21
agentRelevancy > RefusedThreshold ) then
ProposeToTheOntologist()22
// S’il dépasse le seuil de proposition alors il se propose à l’ontographe. Dans le cas où23






conceptuelles des agents concepts (Ë). Un agent concept possède les compétences nécessaires
pour transformer des relations lexicales en relations conceptuelles. Nous avons fait l’hypo-
thèse comme dans les travaux de [Séguéla, 2000], [Chagnoux et al., 2008] et [Aussenac-Gilles
et Hernandez, 2009], qu’à chaque relation lexicale va correspondre une relation conceptuelle
précise. Ces compétences sont décrites comme suit :
1. à une relation d’hyperonymie entre agents termes correspond une relation is_a entre
agents concepts ;
2. à une relation de méronymie entre agents termes correspond une relation has_part entre
agents concepts ;
3. à une relation de synonymie entre agents termes correspond le regroupement de ses deux
agents termes sous un même agent concept ;
4. à une relation lexicale spécifique à un domaine entre agents termes correspond une rela-
tion transverse ou fonctionnelle entre agents concepts.
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Ces principes de transformation ne sont pas généralisables à tous les résultats d’extrac-
tion de l’analyseur de corpus car il peut y avoir des erreurs d’extraction ou des relations
lexicales contradictoires. Dans un premier temps, un agent concept opèrera selon ces prin-





Figure 4.13 — Interaction entre les agents termes et les agents concepts pour établir une
relation is a.
Un agent concept répond à une demande de traitement d’une relation lexicale de confiance
(Q; I) d’un agent terme en envoyant une requête d’établissement d’une relation conceptuelle
de confiance (Q; I) à l’agent concept dénoté par l’agent terme cible de la relation lexicale (Ë).
Dans l’exemple de la figure 4.13, une demande de traitement d’une hyperonymie est en-
voyée à l’agent concept applet. Celle-ci va correspondre à une demande d’établissement d’une
relation is a (Ë). Cette demande est envoyée par l’agent concept applet vers l’agent concept pro-
gram (Ë).
Selon l’approche par AMAS, un agent coopératif doit anticiper l’apparition de Situa-
tions Non-Coopératives qui peuvent gêner l’agent ou son voisinage. C’est pour cela qu’à
la réception d’une demande de traitement d’une relation lexicale, un agent concept anticipe
l’apparition de relations conflictuelles :
1. Une relation d’hyperonymie ne doit pas être traitée si : (i) un agent concept est cible
d’une relation is_a avec l’agent concept dénoté par l’agent terme cible de la relation de
l’hyperonymie et (ii) si cette relation d’hyperonymie à une confiance (Q1; I1) inférieure à
la confiance (Q2; I2) de la relation is_a. Par exemple, l’agent concept applet ne traitera pas
l’hyperonymie s’il est cible d’une relation is_a avec l’agent concept program de confiance
plus forte.
2. Une relation d’hyperonymie ne doit pas être traitée si : (i) un agent concept est cible
d’une relation has_part avec l’agent concept dénoté par l’agent terme cible de la relation de
l’hyperonymie et (ii) si cette relation d’hyperonymie à une confiance (Q1; I1) inférieure à
la confiance (Q2; I2) de la relation has_part. Par exemple, l’agent concept applet ne traitera
pas l’hyperonymie s’il est cible d’une relation has_part avec l’agent concept program de
confiance plus forte.
3. Une relation de méronymie ne doit pas être traitée si : (i) un agent concept est cible d’une
relation has_part avec l’agent concept dénoté par l’agent terme cible de la relation de l’hy-
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peronymie et (ii) si cette relation d’hyperonymie à une confiance (Q1; I1) inférieure à la
confiance (Q2; I2) de la relation has_part. Par exemple, l’agent concept applet ne traitera
pas une méronymie s’il est cible d’une relation has_part avec l’agent concept program de
confiance plus forte.
4. Une relation de méronymie ne doit pas être traitée si : (i) un agent concept est cible d’une
relation is_a avec l’agent concept dénoté par l’agent terme cible de la relation de l’hyper-
onymie et (ii) si cette relation d’hyperonymie à une confiance (Q1; I1) inférieure à la
confiance (Q2; I2) de la relation is_a. Par exemple, l’agent concept applet ne traitera pas
la méronymie s’il est cible d’une relation is_a avec l’agent concept program de confiance
plus forte.
Un agent concept est amené à choisir entre deux relations conflictuelles pour en garder
qu’une seule. Lorsque deux relations conflictuelles ont la même confiance (cas très rare),
l’agent détecte une SNC.
SNC 5. Un agent concept face à une SNC d’ambiguïté de décision sur deux relations conflictuelles
R1 et R2 si la confiance de R1 et égale à la confiance de R2.
Résolution de la SNC 5. Si parmi les relations R1 et R2 une et une seule est une relation à traiter
(respectivement à garder) d’hyperonymie ou une relation is_a, l’agent concept préfèrera alors traiter
(respectivement garder) cette relation.
Un agent concept préfère les relations hiérarchiques (hyperonymie ou is_a) aux relations
non-hiérarchiques (méronymie ou has_part). Cette règle permet alors de résoudre la SNC.
Dans le cas où cette décision est erronée sémantiquement, celle-ci sera vérifiée à nouveau
par l’agent concept si les confiances des relations lexicales traitées par les agents termes et à
l’origine des relations conceptuelles sont réévaluées par l’ajout de nouveaux textes dans le
corpus.
En cas de refus d’une demande de traitement d’une relation lexicale, l’agent concept en-
voie à l’agent terme un message de notification ayant une confiance égale à la confiance (Q; I)
de la relation conflictuelle. Rappelons ici que l’agent terme pourra demander de nouveau
le traitement de cette même relation si sa confiance évolue et dépasse la confiance de re-
fus. Dans notre exemple de la figure 4.13, l’agent concept applet ne détecte pas de situation
conflictuelle et envoie à l’agent concept program une demande d’établissement d’une relation
conceptuelle is_a (Ë). Á la réception d’une demande d’établissement d’une relation conceptuelle
d’un autre agent concept, ce dernier peut l’accepter ou la refuser en envoyant une notifica-
tion à l’agent (Ì). Un agent concept peut refuser l’établissement d’une relation conceptuelle.
En effet, certaines combinaisons de relations conceptuelles sont erronées et ne doivent pas
être établies entre les agents concepts. Pour cela, un agent concept est doté des connaissances
suivantes :
1. une relation is_a n’est pas une relation symétrique ;
2. une relation has_part n’est pas une relation symétrique ;
3. une relation is_a entre deux agents concepts ne peut exister avec une relation has_part
établie entre ces mêmes agents.
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Dans ce cas, une demande d’établissement d’une relation conceptuelle ne sera acceptée
que si la relation en question a une confiance (Q; I) plus importante que la confiance de la
relation conceptuelle conflictuelle. En cas de confiance égale, une Situation Non-Coopérative
est détectée.
SNC 6. Un agent concept A1 face à une ambiguïté de décision sur deux relations conceptuelles (la
première notée R1 dont il est source et la deuxième notée R2 émanant d’une demande d’établissement
d’une relation conceptuelle d’un agent concept A2) si les deux relations ont une confiance égale.
Sémantiquement, cette SNC remet en cause le sens d’un agent concept dans une RTO. Il
est impossible de savoir s’il s’agit d’un sous-concept ou d’un concept, ou encore s’il s’agit
du composé ou du composant. Ce cas rare peut survenir si les textes contiennent des am-
biguïtés de définition des termes et des concepts d’un domaine. La résolution de cette SNC
est réalisée de la manière suivante :
Résolution de la SNC 6. L’agent A1 compare sa pertinence P1 avec la pertinence P2 de l’agent A2.
Si P2 est supérieur à P1 alors l’agent A1 accepte d’établir la relation sinon il la refuse.
Là encore ce sont les confiances qui permettent à un agent concept de résoudre la SNC.
En effet, un agent concept jugera qu’une relation est plus pertinente lorsqu’elle provient d’un
agent concept dont la pertinence est plus grande que sa pertinence à lui. Dans un cas plus
extrême où les pertinences sont égales, l’agent concept refuse d’établir la relation demandée.
Cette relation sera ensuite redemandée si les relations lexicales qui ont conduit à son appar-
tion dans l’AMAS évoluent par l’ajout de nouveau textes dans le corpus.
A la réception d’une notification, l’agent concept met à jour le statut de la relation concer-
née et met à jour ses liens avec les agents concepts. Dans notre exemple, l’agent concept applet
crée alors une relation is_a avec l’agent concept program (Í). Il faut noter qu’un agent concept
dans notre AMAS ne peut pas être polysémique. C’est la raison pour laquelle l’établissement
d’une relation is_a entraîne le déplacement d’un agent concept A d’un ancien agent concept B
vers un autre agent concept C. Enfin, l’agent terme source de la relation lexicale est notifié par
l’agent concept qui a établi la relation conceptuelle (Î).
Notons enfin que le traitement des relations de synonymie entraîne le déplacement des
agents termes d’un agent concept vers un autre. Dans ce cas, un agent concept peut se retrouver
dénoté par aucun agent terme. Il s’agit d’une Situation Non-Coopérative, car sans agent terme
un agent concept ne peut poursuivre ses objectifs.
SNC 7. Un agent concept face à une SNC d’inutilité s’il n’a aucune relation de dénotation.
Résolution de la SNC 7. L’agent concept disparaît de l’AMAS. Puisqu’il est relié à un seul agent
concept par une relation is_a, il l’informe avant de disparaître.
(ii) Le deuxième objectif d’un agent concept est d’avoir un label préféré. Ce label correspond à
celui d’un des agents termes qui le dénotent. Pour le déterminer, l’agent concept choisit l’agent
terme ayant le plus fort lien de dénotation. Ce label peut évoluer si de nouveaux agents termes
dénotent l’agent concept ou si les forces de dénotation évoluent.
(iii) Pour se proposer à l’ontographe, l’agent concept se comporte de la même manière qu’un
agent terme. Lorsque sa pertinence dépasse le seuil de proposition, il se propose. Nous avons
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défini une formule de pertinence pour les agents concepts ; celle-ci est présentée dans la sec-
tion suivante.
4.5.2.2 Calcul local de la pertinence d’un agent concept
Durant son cycle de vie, un agent concept non valide va calculer localement sa pertinence
pour le domaine afin de pouvoir se proposer à l’ontographe. Celle-ci est fonction de 5 para-
mètres P1, P2, P3, P4 et P5. Chaque paramètre possède un poids α1, α2, α3, α4 et α5 qui définit
son importance dans la formule. Un agent concept non valide considère qu’il est pertinent si
deux critères sont vérifiés :
1. l’agent concept considère qu’il est bien placé dans l’organisation de l’AMAS. Plus préci-
sément, il se considère bien placé parmi les autres agents concepts du SMA. Ce critère est
estimé par les paramètres P1, P2, P3, P4 ;
2. l’agent concept considère qu’il est un concept intéressant à ajouter à une RTO, c’est-à-dire
qu’il est plus proche du statut "valide" que du statut "non valide". Ce critère est estimé
par le paramètre P5.
Formellement, la formule de pertinence d’un agent concept est la suivante :














– P1 est la confiance d’un agent concept en ses relations conceptuelles. Ce paramètre est com-
pris entre 0 et 1. Il s’agit de la valeur de confiance maximale de ses relations concep-
tuelles (à l’exception de la relation de dénotation) qu’on divise par 10. Plus la valeur de
P1 s’approche de 1 plus l’agent concept considère qu’il dispose d’une relation concep-
tuelle correcte dans le domaine.
– P2 est le paramètre du voisinage d’un agent concept. Il s’agit de la proportion des agents
concepts voisins valides par rapport aux agents concepts voisins non valides. Ce para-
mètre est compris entre−1 et 1. En effet, plus l’agent concept est voisin d’agents concepts
valides, plus la confiance en sa position dans l’AMAS augmente.
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– P3 est le paramètre des relations conceptuelles d’un agent concept. Il s’agit de la proportion
de relations conceptuelles de l’agent ayant été traitées par rapport au nombre de rela-
tions conceptuelles refusées. Ce paramètre est compris entre −1 et 1. Lorsqu’un agent
concept a une relation conceptuelle traitée, cela signifie que les relations lexicales à l’ori-
gine de cette relation sont correctes. Dans ce cas, plus un agent concept aura de relations
conceptuelles traitées, plus il jugera sa position dans l’AMAS comme pertinente.
– P4 est le paramètre de profondeur. Il est égal à −1 si l’agent concept est relié à l’agent
concept TOP, 1 sinon. Comme nous l’avons décrit, un agent concept non valide est arbi-
trairement relié (à sa création) à l’agent concept TOP. Cette relation conceptuelle is_a a
une confiance (Q; I) = (0, 0). Lorsqu’un agent concept ne change pas de cette position,
cela signifie que les relations dont il dispose ont été toutes refusées ou qu’il ne dis-
pose pas de relation conceptuelle is_a. Un agent concept considère alors qu’il est plus
pertinent s’il se place plutôt à l’intérieur de l’AMAS 7.
– P5 est le paramètre de pertinence des agents termes d’un agent concept. Ce paramètre est
compris entre −1 et 1. Il s’agit de la proportion d’agents termes se considérant comme
pertinents par rapport aux agents termes qui ne se considèrent pas pertinents pour la
RTO. En effet, un concept n’est intéressant que si les candidats termes qui le repré-
sentent sont également pertinents. Dans ce cas, plus un agent concept est dénoté par
des agents termes voulant se proposer, plus il se considère comme un bon candidat
concept à rajouter à la RTO.
La formule de pertinence d’un agent concept donne une valeur entre 0 et 10. Après avoir
expérimenté différentes combinaisons des poids des paramètres en portant un jugement
sur la qualité et la place des agents concepts dans la RTO, nous avons fixé les poids avec les
valeurs suivantes :
– α1 = 5 : la qualité des relations conceptuelles a l’influence la plus forte sur la qualité
de la position de l’agent concept ;
– α2 = 1 : la position de l’agent terme est d’autant plus correcte que son voisinage est
composé d’agents concepts valides ;
– α3 = 1 : la position de l’agent concept dans la RTO est d’autant plus pertinente que
toutes ses relations conceptuelles n’ont pas été refusées ;
– α4 = 1 : même si un agent concept se déplace de l’agent concept TOP ; il n’est pas certain
que la nouvelle position est la plus pertinente ;
– α5 = 2 : le paramètre des agents termes est le deuxième paramètre influant sur la for-
mule de pertinence car un agent concept se considère plus utile à la RTO lorsque ses
agents termes sont pertinents pour le domaine.
Après avoir présenté le comportement nominal d’un agent concept ainsi que la formule
de pertinence lui permettant de se proposer, nous présentons son comportement coopératif.
7. Dans le cadre du projet DYNAMO détaillé dans le chapitre 5 de la thèse, les RTOs traités sont créés autour
d’un noyau stable de concepts et de relations transverses qui ne changera pas. Ces concepts noyaux sont des
sous concepts du concept Thing. Aucun nouveau concept noyau ne sera rajouté. Ce paramètre permet aussi de
satisfaire cette contrainte. Dans ce sens un agent concept a tendance à ne pas se proposer s’il reste sous l’agent
concept TOP.
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4.5.2.3 Comportement coopératif d’un agent concept
Le comportement coopératif d’un agent concept est réalisé au travers de trois méca-
nismes : (i) informer son voisinage de la qualité de sa position, (ii) se déplacer à l’aide
de relations transverses et (iii) détecter son inutilité et simplifier la hiérarchie.
Informer son voisinage de la qualité de sa position
Selon l’approche par AMAS, atteindre l’adéquation fonctionnelle du système nécessite la
coopération de l’ensemble des agents du système en présence de connaissances très limitées.
C’est le cas dans notre SMA. Les connaissances d’un agent terme au niveau des relations
lexicales sont très limitées. Ceci a un impact sur le fonctionnement d’un agent concept et
par conséquent sur le résultat du système en entier. Les agents concepts et les agents termes
de la RTO ont besoin de s’aider mutuellement pour apporter plus de connaissances à l’un
et à l’autre. Plus précisément, nous avons détaillé dans la section 4.5.1.3 qu’un agent terme,
lorsqu’il est relié à un agent concept valide, informe son voisinage de cette information. Celle-
ci contribue au déplacement d’agents termes dans l’AMAS. De la même manière, lorsqu’un
agent concept est relié à un agent concept valide, il informe son voisinage de cette information.
Règle 4. Lorsqu’un agent concept est relié à un autre agent concept valide, il informe son voisinage
de cette information.
Déplacement d’un agent concept à l’aide de relations transverses
Un agent concept possède un ensemble de relations conceptuelles avec d’autres agents
concepts, notamment des relations transverses. Ces dernières sont l’équivalent de propriétés
entre les concepts d’une RTO ou d’une ontologie. Pour permettre à un agent concept de chan-
ger de voisinage grâce à ses relations transverses, nous nous sommes inspirés des principes
différentiels de [Bachimont, 2000]. Ces principes permettent d’identifier pour une unité (ou
concept) sa signification en fonction de ses identités (ou similitudes) et ses différences avec
ses voisins [Bachimont, 2000]. Plus précisément, un concept A est un sous concept de B si
A possède toutes les propriétés de B et possède une ou plusieurs propriétés en plus le ren-
dant plus spécifique que B. Aussi, un concept A1 est un concept frère d’un concept A2 si les
deux concepts partagent des propriétés communes avec un même concept père B et se dif-
férencient l’un de l’autre par des propriétés en plus. Dans notre cas, chaque RTO dont nous
disposons est construite autour d’un noyau de concepts stables (2, 3 ou 4 concepts) reliés
au concept DomainThing par des relations is_a et reliés entres eux par des propriétés. Dans
notre cas aussi, faire évoluer une RTO consiste à ajouter d’autres concepts aux concepts du
noyau. Au niveau de notre AMAS, l’objectif d’un agent concept est alors de trouver sous quel
agent concept du noyau se placer. Pour cela, nous avons défini et doté les agents concepts du
comportement suivant.
Un agent concept a connaissance des agents concepts du noyau du SMA ainsi que de leurs
relations transverses. Lorsqu’un agent concept possède des relations transverses dont il est
cible ou source et qu’il est relié à l’agent concept TOP, il se déplace pour augmenter sa per-
tinence. Pour cela, il choisit sa relation transverse dont la confiance (Q; I) est maximale.
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Ensuite, il compare cette relation avec les relations transverses des agents concepts du noyau
pour choisir l’agent vers lequel il se déplace. Enfin, il envoie une demande d’établissement
de relation is_a de confiance (Q; I) égale à la confiance de sa relation transverse à l’agent
concept concerné (Ê). Ce dernier accepte l’établissement de la relation et envoie une notifica-
tion d’acceptation (Ë). Á la réception de la notification, l’agent concept change de voisinage









Figure 4.14 — Auto-organisation par relations transverses.
Ce comportement peut déclencher une Situation Non-Coopérative si un agent concept a
deux ou plusieurs relations transverses de même confiance.
SNC 8. Un agent concept est face à une SNC d’ambiguïté de décision s’il ne peut pas choisir entre
deux ou plusieurs relations transverses pour changer de voisinage.
Résolution de la SNC 8. Pour résoudre cette SNC, un agent concept choisit la relation transverse
dont l’extrémité est un agent concept valide. Dans le cas où tous les agents concepts sont valides ou
non valides, il choisit la relation dont l’agent concept à la plus grande pertinence. Enfin, dans un
cas plus rare où toutes les pertinences des agents concepts extrémités des relations transverses sont
égaux, un agent concept choisit arbitrairement une relation transverse.
Ainsi, en changeant de voisinage, un agent concept augmente sa pertinence et donc aug-
mente sa chance de se proposer à l’ontographe.
Détection de l’inutilité pour la simplification de la hiérarchie
Pour éviter que des agents concepts intermédiaires soient dans une SNC d’inutilité, nous
avons rajouté le comportement coopératif suivant :
SNC 9. Un agent concept intermédiaire est face à une SNC d’inutilité s’il possède les propriétés
suivantes :
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Figure 4.15 — Exemple d’interaction pour la simplification de la hiérarchie.
1. l’agent concept a la même fréquence 8 que son agent concept père ;
2. l’agent concept a la même fréquence que son ou ses agents concepts fils.
Résolution de la SNC 9. Un agent concept en SNC d’inutilité disparaît de l’AMAS.
La disparition d’un agent concept intermédiaire entraîne une perturbation de son voisi-
nage. En effet, le voisinage d’un agent concept est constitué d’agents concepts non valides qui
peuvent raisonner sur des connaissances impliquant cet agent concept. C’est pour cela que
ce dernier informe ses agents voisins (agents concepts et/ou agents termes) avant de dispa-
raître pour qu’ils mettent à jour leurs connaissances (Ê). Cette disparition peut aboutir à des
SNC d’inutilité chez les agents voisins. Parce qu’un agent concept est coopératif, il propose
son agent concept père à ses agents concepts fils et à ses agents termes le dénotant (Ê). Chaque
agent envoie alors une demande d’établissement d’une relation avec ce nouvel agent concept
(Ë). Ce dernier accepte l’établissement de la relation et il envoie une notification d’accepta-
tion à l’agent concerné (Ì).
Après avoir présenté tous les comportements d’un agent concept, nous présentons main-
tenant le fonctionnement du gestionnaire des propositions.
8. La fréquence d’un agent concept est calculée à partir de la somme des fréquences des agents termes qui le
dénotent.
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4.5.3 Gestionnaire des propositions
Le gestionnaire des propositions n’est pas un agent. Il s’agit d’un outil qui a pour rôle :
(i) d’ordonnancer les propositions envoyées par les agents concepts et les agents termes pour les
afficher à l’ontographe via l’interface de l’outil et (ii) de transmettre aux agents concepts et aux
agents termes les différents choix réalisés par l’ontographe les concernant.
Le gestionnaire des propositions traite les demandes de propositions émanant des agents
termes et des agents concepts. Il ne peut pas envoyer ces propositions à l’ontographe dans
l’ordre dans lequel il les a reçues. En effet, les propositions peuvent arriver dans le désordre
(un agent terme peut se proposer avant l’agent concept qu’il dénote). Il les ordonnance alors
d’une manière cohérente. De plus, au cours de leur cycle de vie, les agents peuvent se pro-
poser, ensuite détecter une SNC d’inutilité et enfin disparaître. Ils peuvent aussi se déplacer
et changer de voisinage. Une fois l’activité du système stabilisée, c’est-à-dire dès que tous
les agents ont fini de traiter les requêtes qu’ils ont reçues, le gestionnaire élimine les propo-
sitions inutiles, classe les propositions et les transmet à l’interface de l’ontographe.
Le gestionnaire des propositions joue aussi le rôle d’un intermédiaire entre les agents et
l’ontographe. Pour cela, chaque proposition est identifiée de manière unique avant d’être
traduite pour être affichée à l’ontographe. Cet identifiant est rappelé pour chaque réponse
que ce dernier fournit, afin de transmettre directement l’action de l’ontographe à l’agent
concerné. L’acceptation ou le refus prend la forme d’un message de notification qui est en-
voyé à l’agent origine de la proposition.
4.6 Conclusion
Dans ce chapitre, nous avons successivement présenté l’architecture globale du système
d’évolution de RTO que nous proposons ainsi que ses composants. Notre système rompt
complètement avec la première version du système DYNAMO développé dans [Ottens,
2007]. Alors que ce premier système implémentait à l’aide d’agents un système de classi-
fication de termes candidats en classes de concepts au sein d’une hiérarchie, nous avons
voulu prendre en compte les relations autre que hiérarchiques et de ce fait, proposer des
entrées plus riches que des termes, et une sortie plus complète qu’une simple hiérarchie de
concepts. Nous avons défini un analyseur de corpus capable d’extraire des candidats termes,
d’identifier des relations lexicales entre candidats termes et/ou termes et de filtrer ces don-
nées lexicales. Pour cela, nous avons choisi d’exploiter les textes ainsi que les dictionnaires
Wolf et Wordnet pour identifier les relations lexicales. Nous avons également proposé un
ensemble de techniques de filtrages de candidats termes et de relations lexicales pour élimi-
ner le bruit lors des extractions. L’analyseur de corpus fournit ainsi les entrées nécessaires
au fonctionnement de l’AMAS de notre système.
Notre SMA est formé d’agents concept et d’agents terme. Ce choix d’agentification s’est fait
en se basant sur la méthodologie ADELFE et il nous a permis de mettre en pratique les prin-
cipes de l’approche par AMAS. Les entrées du SMA sont les résultats de l’analyse du corpus,
une RTO et les éventuelles interactions avec l’ontographe. L’objectif global du SMA est de
faire évoluer une RTO (il s’agit de l’adéquation fonctionnelle recherchée). Pour l’atteindre,
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nous avons défini un ensemble de comportements pour chaque type d’agent mais aussi des
règles locales de détection de Situations Non-Coopératives ainsi que les actions à effectuer
pour revenir à un état coopératif. Du point de vue local, les agents de notre système ont pour
objectif de trouver la bonne position dans l’organisation du système pour se proposer à l’on-
tographe. Ils appliquent alors les mécanismes d’auto-organisation décrits dans l’approche
par AMAS et instanciées dans le cadre de notre problème.
Cet AMAS nous permet d’étudier des propriétés récemment étudiées dans l’équipe
SMAC telles que le passage à l’échelle au niveau du nombre d’agents présents dans le SMA
ainsi que l’implication forte de l’utilisateur dans le processus de convergence du système (il
s’agit ici d’un véritable processus de co-évolution entre le SMA et l’ontographe).
Nous allons à présent évaluer les performances de notre système ainsi que son utilisation
sur des corpus et des RTOs issus de différents domaines, corpus en anglais ou en français.






5 Expérimentations du systèmed’évolution de RTO
« Eurêka ! »
Archimède
DANS ce chapitre, nous présentons un ensemble d’expérimentations menées sur notresystème d’évolution de RTO DYNAMO. Celles-ci ont été réalisées dans le cadre du
projet ANR DYNAMO, présenté dans la première section de ce chapitre. Nous y détaillons
l’objectif du projet ainsi que les outils, les RTOs et les corpus que nous avons utilisés pour
réaliser nos évaluations.
Nous présentons ensuite l’implémentation de DYNAMO ainsi qu’un scénario d’utilisa-
tion de cet outil. Les évaluations ont été réalisées selon deux points de vue. Nous avons éva-
lué les qualités des propositions faites par l’outil pour montrer son intérêt dans le domaine
d’évolution de RTO. Puis, nous avons évalué les performances de DYNAMO MAS pour
étudier certaines propriétés des AMAS et plus généralement des systèmes multi-agents. Les
résultats que nous avons obtenus sont analysés et discutés au fur et à mesure de leur pré-
sentation.
5.1 Le projet DYNAMO
Le projet DYNAMO 1 outille la recherche d’informations au sein de collections documen-
taires dans un environnement dynamique, où les besoins, le domaine et les corpus évoluent.
L’objectif principal du projet est de concevoir une approche méthodologique et un ensemble
d’outils logiciels qui gèrent la construction et la maintenance de ressources ontologiques à
partir de documents ainsi que l’utilisation de ces ressources pour une indexation séman-
tique facilitant la recherche d’information. Dans ce projet, les corpus documentaires fournis
1. http ://www.irit.fr/DYNAMO - DYNAMO (DYNAMic Ontology for information retrieval) est un
projet financé par l’agence nationale de la recherche via le contrat ANR-07-TLOG-004 et dont les parte-
naires sont : Préhistoire et Technologie (http ://www.mae.u-paris10.fr), Actia (http ://www.actia.com), Artal
(http ://www.artal.fr) et l’IRIT (http ://www.irit.fr/).
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par les partenaires sont issus de trois domaines particuliers : la recherche en archéologie des
techniques (en français), le diagnostic de pannes automobiles (en français) et le diagnostic
de défauts logiciels (en anglais). Ces corpus évoluent et sont enrichis régulièrement. Pour
assurer la recherche sémantique d’information, les ontologies doivent être adaptées à ces
nouveaux corpus. De ce fait, les corpus servent de sources de connaissances pour faire évo-
luer l’ontologie du domaine. Un ensemble d’outils et de données ont été réalisés dans ce
cadre.
5.2 Les outils du projet DYNAMO
Cette section présente les outils du projet DYNAMO sur lesquels nous nous sommes
basés pour implémenter DYNAMO ainsi que les données utilisées pour réaliser nos évalua-
tions.
5.2.1 Un métamodéle en OWL pour les RTO
Afin de représenter des RTO, [Reymonet et al., 2007] a proposé un méta-modèle exprimé
en OWL et comportant trois niveaux (voir figure 5.1). Dans ce méta-modèle les classes sont

































texte : “ restart”
language : “ en”
T_Restart occ1
document_id : “ fiche-101.xml”
term_offset : 35
spotted_words : “ restarting”







Figure 5.1 — Métamodèle d’une RTO et des annotations
Le niveau métaclasse (META-CLASS dans la figure 5.1) modélise la notion de concept
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et la notion de terme d’une RTO. Ce sont deux métaclasses adaptées de owl :class. La relation
dénote entre la métaclasse obir :Term et la métaclasse obir :Concept exprime qu’un terme dénote
un concept. Dans ce métamodèle, une classe terme doit dénoter au moins une classe concept
(la polysémie est autorisée dans le métamodèle) et une classe concept peut ne pas être dé-
notée par une classe terme. La métaclasse obir :Term décrit les propriétés obligatoires d’un
terme. Lorsqu’une classe terme est créée, elle correspond à une instance de la classe obir :term
et une sous-classe de TermOccurrence. Pour une telle classe, il faut renseigner le champ texte
indiquant la chaîne de caractères du terme et le champ language indiquant la langue du
terme. Par ailleurs et pour mieux faciliter le multilinguisme dans une même RTO, il est pos-
sible de définir des sous métaclasses de Term pour chaque langue. Par exemple, obir :Term_Fr
peut être une sous métaclasse de obir :Term qui modélise les termes en langue française.
Le niveau classe (CLASSES dans la figure 5.1) décrit les concepts et les termes d’une
RTO. La hiérarchie des concepts d’une RTO commence par la classe obir :DomainThing. Par
exemple, le concept obir :Rebooting est un sous-concept de obir :DomainThing. Les classes
termes d’une RTO sont des sous-classes de la classe obir :TermOccurrence. Par exemple, la
classe terme obir :T_Restart est une sous-classe de obir :TermOccurence. Ce terme dénote le
concept obir :Rebooting. Le champ texte de ce terme est restart et son champ language est en.
Lors de la création d’un terme, ces propriétés peuvent être renseignées dans le panneau
OWLClasses de l’outil Protégé (voir figure 5.2).
Figure 5.2 — Selection d’une classe terme dans l’anglet OWLClasses de l’outil Protégé.
La classe obir :TermOccurrence ainsi que la relation désigne permettent d’exprimer les ob-
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jets d’une RTO dans le niveau OBJETS (voir figure 5.1). La relation désigne entre obir :Ter-
mOccurrence et obir :DomainThing exprime qu’une occurrence d’un terme doit désigner une
instance d’un concept de la RTO. C’est pour cela qu’au moment de la définition d’un terme,
le champ désigne de ce dernier est restreint aux concepts qu’il dénote. Plus précisément,
lorsqu’on sauvegarde dans une RTO une occurrence d’un terme, cette occurrence doit être
renseignée grâce à trois propriétés : document_id est l’identifiant dans lequel l’occurrence
a été retrouvée ; term_offset est la position de l’occurrence dans le document ; spotted_words
indique la chaîne de caractères utilisée pour exprimer un terme dans le document ; et en-
fin field_id indique dans quel champ du document xml l’occurrence du terme est trouvée.
Par exemple, occ1 est une occurrence du terme T_Restart retrouvée dans le champ Resumé
du document fiche-101.xml dans la position 35 et exprimée avec le texte restarting. L’occur-
rence occ1 désigne une instance du concept obir :Rebooting nommé r1. Une fois un terme sélec-
tionné, les occurrences de ce terme sont aussi visibles dans Protégé dans l’onglet Individual
(voir figure 5.3). L’ensemble des occurrences des termes d’un documents, les instances de
concepts qui leur sont associés et certaines relations entre ces concepts forment l’annotation
de ce document.
Figure 5.3 — Sélection de l’occurrence occ1 du terme T_Restart dans l’onglet Individual
de l’outil Protégé.
5.2.2 TextViz : un outil d’annotation de documents et de gestion manuelle de
RTO
Les RTOs développées dans le cadre du projet DYNAMO sont utilisées à l’aide de l’outil
TextViz [Reymonet, 2008]. Cet outil a pour rôle la gestion de la RTO (sa saisie et sa mise à
jour) ainsi que l’annotation sémantique de documents. Il offre donc quelques fonctionnalités
de gestion manuelle de RTOs. TextViz est proposé sous la forme d’un plug-in de l’éditeur
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d’ontologie Protégé (voir figure 5.6). Pour utiliser TextViz, il faut sélectionner un projet du
type de ceux lisibles par Protégé, avec des paramètres propres à TextViz. Pour cela, au sein
du fichier projet choisi, les propriétés owl_file_name et dynamo_corpus doivent être mo-
difiées pour permettre à l’outil de charger une RTO et d’accéder au répertoire contenant le







Figure 5.4 — Exemple de code OWL pour la création d’une instance d’un terme
Au lancement de Protégé, l’interface de sélection permet de choisir un projet (voir figure
5.5). Le choix du projet entraîne alors plusieurs choses : (1) le chargement de la RTO, (2)
l’ouverture de l’onglet TextViz parmi les onglets de Protégé (3) l’annotation automatique
des nouvelles fiches rajoutées par l’ontographe dans le répertoire du corpus.
Figure 5.5 — Capture d’écran de l’interface de lancement d’un projet sous l’éditeur Pro-
tégé.
L’interface graphique de TextViz comporte 6 panneaux principaux (voir figure 5.6) of-
frant une vue plus conviviale d’une RTO ainsi que des annotations des documents. Le pan-
neau CONCEPT BROWSER (Ê) permet d’afficher la hiérarchie des concepts d’une RTO et
le panneau TERM BROWSER (Ë) permet de lister la liste des termes d’une RTO. Lorsqu’un
terme est sélectionné dans le panneau TERM BROWSER, le concept dénoté est alors pré-
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senté dans le panneau CONCEPT BROWSER. De la même manière, lorsqu’un concept est
sélectionné dans le panneau CONCEPT BROWSER, les termes associés à ce concept sont
affichés dans le panneau TERM BROWSER.
Le panneau des fiches Files in validation (Ì) liste les documents annotés et non encore
validés par l’ontographe. Pour chaque fiche, un score d’annotation est calculé. Ce score in-
dique si la fiche est bien annotée ou non. En cliquant sur le bouton Changes view dans ce
même panneau, l’utilisateur peut voir la liste des fiches validées. Afin d’afficher le contenu
textuel d’une fiche, l’ontographe doit cliquer sur le nom d’une fiche dans le panneau des
fiches. Cette action entraîne l’apparition du contenu de la fiche choisie dans le panneau (Í).
Dans ce panneau, les occurrences de termes retrouvées sont aussi représentées à l’aide de
code couleur. Par exemple, le mot code est coloré dans le texte de la fiche. Il s’agit d’une oc-
currence du terme Code de la RTO. Enfin, le panneau (Î) offre une visualisation du graphe
d’instances de concepts de la fiche sélectionnée. En effet, lorsqu’une occurrence de termes est
retrouvée dans une fiche, une instance de concept est créée automatiquement dans le graphe
d’instance. Par exemple, le mot ClassCastException retrouvé dans la fiche sélectionnée dans
le panneau des fiches, est une occurrence du terme T_ClassCastException. A cette occurrence






Figure 5.6 — Capture d’écran de l’outil TextViz.
Le rôle de l’ontographe est de vérifier les annotations de chaque fiche pour valider la
fiche. Lorsque l’ontogaphe juge qu’une fiche est mal annotée, il doit revoir la RTO et la
mettre à jour manuellement. Le plus souvent, une fiche est mal annotée car cette fiche com-
porte de nouvelles connaissances du domaine non représentées dans la RTO utilisée. La
RTO a alors besoin d’être modifiée. Pour cela, l’ontographe sélectionne manuellement dans
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cette fiche un terme non annoté et qui lui semble pertinent pour le domaine (voir figure 5.7).
Ensuite, il ouvre le menu contextuel Create new Term.
Figure 5.7 — Capture d’écran du panneau fiche avec demande de création d’un terme.
L’interface de création d’un nouveau terme (voir figure 5.8) s’ouvre alors. Elle contient
initialement un identifiant pour le terme ainsi que la chaîne de caractères du terme. L’onto-
graphe doit ensuite associer manuellement le nouveau terme à un concept de la RTO. Il peut,
si nécessaire, créer manuellement un nouveau concept pour le terme et placer ce nouveau
concept dans la hiérarchie de la RTO.
Figure 5.8 — Capture d’écran de l’interface de création d’un nouveau terme dans une
RTO.
Suite à la création d’un nouveau terme et éventuellement d’un nouveau concept, les
fiches non valides sont à annoter de nouveau pour prendre en compte ce nouveau terme.
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L’ontographe continue ce processus de modification jusqu’à ce qu’il valide toutes les nou-
velles fiches. Par ailleurs, il peut revoir son choix de création de terme, le supprimer, en
rajouter d’autres, etc. Notre objectif dans le projet DYNAMO est alors d’automatiser ce pro-
cessus de maintenance de RTO.
5.2.3 Les corpus et les RTO
Afin d’expérimenter le système DYNAMO, nous avons travaillé sur des RTOs et des cor-
pus de trois domaines différents exprimés dans deux langues : (i) le diagnostic de pannes
automobiles (corpus et RTO en langue française), (ii) le diagnostic de défauts logiciels (cor-
pus et RTO en langue anglaise) et (iii) la recherche en archéologie des techniques (corpus et
RTO en langue française).
Corpus et RTO du partenaire ARTAL
Le corpus fourni par ARTAL est composé de fiches d’anomalie de logiciel. A l’heure
actuelle, ARTAL dispose d’environ 800 fiches. Une fiche d’anomalie de logiciel est un fichier
XML contenant deux champs (voir figure 5.9 :
– Resumé est un résumé de l’anomalie signalée par l’utilisateur du logiciel ou l’ingénieur
ayant réalisé le logiciel ;
– Description est une description plus détaillée de l’anomalie.
<?xml version="1.0" encoding="UTF-8" standalone="no"?>
<Fiche id="Fiche-3134">
<Resumé>Code incoherence that could result into ClassCastException</Resumé>
<Description>During code analysis an incoherence has been detected: Into
DomainObjectAvailibilityValidator line 170 (See Informations complémentaires)
</Description>
</Fiche>
Figure 5.9 — Exemple d’une fiche d’anomalie de logiciel.
Dans le cadre du projet DYNAMO, seul le champ Resumé est annoté par l’outil TextViz.
Les connaissances représentées dans la RTO du partenaire ARTAL sont relatives au contenu
de ce champ. La RTO est construite autour d’un noyau stable de 4 concepts (voir figure
5.10). Elle décrit des défauts Default qui surviennent sur des fonctions logicielles Function
affectant des composants logiciels Component suite à des évènements Trigger_Event. A partir
de cette RTO, une fiche est jugée bien annotée par l’ontographe, si l’outil d’annotation Text-
Viz retrouve dans la fiche un Default, un Component, un Event et une Function. Dans le cas
contraire, la RTO doit être modifiée pour intégrer les connaissances manquantes. Pour nos
expérimentations, nous avons utilisé la RTO V1artal contenant 582 concepts et 887 termes.
Corpus et RTO du partenaire ARKEOTEK
Pour ARKEOTEK, le corpus est un ensemble de documents composés d’un ensemble
de règles tirées d’articles scientifiques en archéologie. Le corpus du partenaire ARKEOTEK
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Figure 5.10 — Noyau de la RTO du partenaire ARTAL.
est formé d’un peu plus de 300 règles. Une règle est composée de deux parties : prémisse
et conclusion. La règle est aussi enregistrée dans un fichier XML comprenant les champs
suivants (voir figure 5.11) :
– si contient les prémisses d’une règle ;
– alors contient une conclusion ou une interprétation d’une règle ;
– proposition décrit les observations ou les analyses réalisées par l’archéologue.




<proposition id="P0/12"> Dans le Levant Sud, dès le 5ème millénaire avant notre ère, les
pots de cuisson présentent des surfaces de texture grumeleuse obtenues par raclage
et lissage sur pâte à consistance cuir </proposition>
<proposition id="P1/6"> A Beth Shean, un groupe technique est constitué exclusivement de
pots de cuisson globulaires, de texture grumeleuse, façonnés au colombin sans l'aide




<proposition id="P2/2"> A Beth Shean, les techniques de finition des pots de cuisson
globulaires du Bronze Moyen IIb sont comparables à celles qui étaient utilisées dans le
Levant Sud dès le 5ème millénaire avant notre ère </proposition>
</alors>
</règle>
Figure 5.11 — Exemple d’une règle en archéologie.
Dans le cadre du projet DYNAMO, tous les champs d’une règle doivent être annotés par
la RTO du domaine. Cette RTO est construite autour d’un noyau stable de concepts (voir
figure 5.12). La version de départ de la RTO V1arkeotek utilisée dans nos expérimentations
comporte 380 concepts et 733 termes.
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objets objets_attributs savoirs_de_référenceinterprétations
TOPCONCEPT
Figure 5.12 — Noyau de la RTO du partenaire ARKEOTEK.
Corpus et RTO du partenaire ACTIA
Le corpus fourni par ACTIA est constitué de fiches d’incidents fournies par des construc-
teurs automobiles ou des réseaux indépendants. A l’heure actuelle, ACTIA dispose d’envi-
ron 4500 fiches. Chaque fiche d’incident est un fichier XML formé de 5 champs principaux
(voir figure 5.13) :
– applicability est le type de voiture concerné ;
– service est le service ayant détecté l’anomalie ;
– symptoms décrit le(s) problème(s) rencontré(s) par l’utilisateur et/ou le garagiste ;
– diagnosis est le diagnostic du problème, qui correspond aux causes du comportement
anormal constaté ;






<symptoms>En roulant le moteur manque de puissance en accélération et en vitesse de
pointe.</symptoms>
<diagnosis>Après avoir contrôlé que le débit d'air dans le débitmètre est trop faible, vérifier
la connexion du débitmètre. </diagnosis>
<remedy>Démontage et remontage du connecteur du débitmètre. Procédure habituelle.
</remedy>
</incident>
Figure 5.13 — Exemple d’une fiche d’incident de voiture.
Dans le cadre du projet DYNAMO, seul le champ symptoms est annoté par l’outil TextViz.
De ce fait, la RTO contient uniquement les connaissances (termes et concepts) issues de ce
champ. La RTO du partenaire ACTIA est construite autour d’un noyau stable de 5 concepts
(voir figure 5.14). Ce noyau permet de décrire des symptômes apparaissant dans les voitures.
Un symptôme est décrit par les composants d’un véhicule, les problèmes constatés par l’utilisa-
teur et/ou le garagiste et les contextes dans lesquels ils sont constatés. A partir de cette RTO,
une fiche est jugée bien annotée par l’ontographe, si l’outil TextViz annote dans la fiche un
problème et une prestation. Dans le cas contraire, la RTO doit être modifiée pour intégrer les
connaissances manquantes. Pour nos expérimentations, nous avons utilisé une RTO V1actia
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Figure 5.14 — Noyau de la RTO du partenaire ACTIA.
comportant 330 concepts et 579 termes.
Nous détaillons dans la section suivante l’implémentation de l’outil DYNAMO ainsi
qu’un scénario d’utilisation.
5.3 Implémentation du système d’évolution de RTO
Durant ce travail de thèse nous avons réalisé trois versions de DYNAMO SMA et de
DYNAMO Corpus Analyser. Les agents de DYNAMO MAS ont été développés avec la
plateforme MAY : Make Agents Yourself 2 [Noel et al., 2010] présentée dans la section 3.2.2 du
chapitre 3 de l’état de l’art.
5.3.1 Les trois versions de DYNAMO
DYNAMO V1 comporte les fonctionnalités de base nécessaires au fonctionnement de
l’outil d’évolution de RTO. Nous n’avons implémenté que les comportements nominaux
des agents termes et des agents concepts de DYNAMO MAS. Cette première version permet
de vérifier que l’AMAS atteint son adéquation fonctionnelle et que la traduction des rela-
tions lexicales en leur équivalent conceptuel se déroule convenablement. Dans cette version
de DYNAMO MAS, nous avons implémenté des formules de pertinence moins élaborées
que celles présentées dans le chapitre 4 de la thèse. Pour se proposer un agent terme doit
avoir une relation lexicale dont la valeur de qualité Q dépasse la moyenne 5 et un agent
concept doit avoir une relation conceptuelle dont la valeur de qualité Q dépasse la moyenne
5.
Dans DYNAMO Corpus Analyser nous avons intégré le module d’extraction de termes
YaTeA ainsi que l’extraction de relations lexicales avec : (i) l’analyse de dépendances syn-
taxiques entre candidats termes pour identifier des relations d’hyperonymie et (ii) le méca-
nisme de calcul de similarité entre les termes et les candidats termes utilisant la distance de
[Levenshtein, 1966]. Nous avons aussi implémenté une étape d’élimination des candidats
termes grâce aux critères morphosyntaxiques et grâce au critère du contexte.
2. MAY : http ://www.irit.fr/MAY
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DYNAMO V2 est la deuxième version contenant des améliorations du fonctionnement
de DYNAMO MAS et du DYNAMO Corpus Analyser. Nous avons implémenté les méca-
nismes d’auto-organisation permettant aux agents termes de changer de voisinage ainsi que
la formule de calcul de pertinence d’un agent terme. Nous avons implémenté le mécanisme
nommé "informer son voisinage de la qualité de sa position" et "déplacement d’un agent
concept par relations transverses" et modifié la formule de calcul de pertinence d’un agent
concept. Dans DYNAMO Corpus Analyser nous avons ajouté le mécanisme d’élimination
des candidats termes lorsqu’ils comportent des termes associés à des concepts de catégories
qui ne peuvent pas être associées. Nous avons également ajouté le mécanisme de radicali-
sation [Porter, 1980] dans le calcul de similarité entre les termes et candidats termes. Enfin,
nous avons défini d’autres critères morpohosyntaxiques pour détecter et éliminer des can-
didats termes erronés.
DYNAMO V3 est la troisième amélioration de DYNAMO. Nous avons implémenté les
règles de détection et d’élimination des agents inutiles pour simplifier la hiérarchie dans
les agents termes et les agents concepts de DYNAMO MAS. Dans le module DYNAMO Cor-
pus Analyser nous avons ajouté l’extraction de relations lexicales à l’aide des dictionnaires
sémantiques WordNet et Wolf.
5.3.2 Scénario d’utilisation de l’outil DYNAMO
L’outil DYNAMO complète l’outil d’annotation de fiches TextViz. L’ajout de nouveaux
documents au corpus déclenche le fonctionnement de DYNAMO. Les nouveaux documents
sont envoyés à DYNAMO Corpus Analyser pour être analysés. Dans un premier temps,
l’ensemble du texte contenu dans les champs à annoter est extrait. Ensuite, ces textes sont
scindés dans un seul fichier et transmis au module d’extraction de candidat termes YaTeA.
YaTeA extrait alors les candidats termes et réalise l’analyse de dépendances syntaxiques
entre candidats termes. Ensuite, la liste des candidats termes est filtrée. Les candidats termes
erronés sont détectés grâce à des critères morphosyntaxiques et au mécanisme de suppres-
sion des candidats termes contenant des termes associés à des concepts de catégories qui ne
peuvent pas être associées. A partir de cette nouvelle liste, le module d’extraction de rela-
tions lexicales de DYNAMO Corpus Analyser identifie d’autres relations lexicales. Toutes
les relations lexicales ainsi que la liste des candidats termes sont utilisées par le module de
filtrage. Une nouvelle liste de candidats termes filtrés ainsi que les relations lexicales impli-
quant ces candidats termes sont envoyées au module DYNAMO MAS.
Lors du lancement d’un projet avec TextViz, le fichier OWL de la RTO est transmis à DY-
NAMO MAS. Les candidats termes sélectionnés par DYNAMO Corpus Analyser et trans-
mis à DYNAMO MAS sont alors agentifiés et les relations lexicales à traiter sont transmises
aux agents termes concernés. A chaque fois qu’un agent terme ou un agent concept dépasse
le seuil de proposition, il envoie une proposition au gestionnaire des propositions. Lorsque
l’activité de DYNAMO MAS se stabilise, les propositions sont réorganisées par le gestion-
naire des propositions. Une nouvelle RTO exprimée en OWL et enrichie par ces propositions
est envoyée à l’interface graphique de l’outil TextViz. Le bouton AMAS au niveau de l’inter-
face graphique de TextViz est alors activé (voir figure 5.15). Lorsque l’ontographe clique sur
ce bouton (Ê), la nouvelle RTO enrichie s’affiche.
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Figure 5.15 — Bouton AMAS active suite à l’envoie de propositions de DYNAMO MAS
à l’interface de TextViz.
Les nouveaux concepts apparaissent soulignés dans le panneau des concepts (Ë) et les
nouveaux termes sont ceux soulignés dans le panneau des termes (Ì). Afin de visualiser ces
propositions nous avons utilisé l’outil PROMPTDIFF [Noy et al., 2004] (permettant la visua-
lisation des liens entre deux versions d’une ontologie) que nous avons modifié pour per-
mettre d’afficher la différence entre deux versions d’une RTO. Un deuxième onglet rajouté
à Protégé et nommé DYNAMO - Virtual Ontologist Propositions (Í) permet de visualiser
dans un tableau les propositions de DYNAMO MAS. L’ontographe valide, supprime et/ou
modifie les concepts (Î) et les termes (Ï) proposés par DYNAMO MAS grâce à l’interface
graphique (figure 5.16).
Figure 5.16 — Interface graphique de l’outil TextViz avec le système DYNAMO.
L’ontographe a la possibilité de voir les fiches dans lesquelles les termes proposés par
DYNAMO MAS ont été trouvés. Pour cela, l’ontographe clique sur un terme souligné. Par
exemple, dans la figure 5.16, la fiche contenant le terme Code incoherence est sélectionnée et
affichée permettant ainsi d’aider l’ontographe à prendre la décision de garder une propo-
sition, de la modifier ou de la supprimer. En validant une proposition, cette dernière n’est
plus soulignée et prend la même couleur que les éléments de la RTO.
Lorsque toutes les propositions ont été traitées par l’ontographe, ce dernier sauvegarde
la RTO en cliquant sur le bouton de sauvegarde (Ê) (voir figure 5.17). Il relance ensuite
l’indexation des nouveaux documents en cliquant sur le bouton d’indexation (Ë).
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Figure 5.17 — Boutons de sauvegarde et d’indexation des fiches dans l’interface de l’outil
TextViz.
Afin de valider notre travail, nous avons réalisé deux types d’évaluation : (i) une éva-
luation de la qualité des propositions, pour juger de la pertinence des propositions d’évo-
lutions de la RTO ; et (ii) une évaluation des performances de l’AMAS pour démontrer les
propriétés liées aux SMA en général et à l’approche par AMAS en particulier.
Nous présentons maintenant ces évaluations, les résultats obtenus ainsi que leurs ana-
lyses.
5.4 Evaluation de la qualité des propositions
Nous avons mis en place un scénario d’expérimentation dont l’objectif est :
1. d’évaluer la qualité des propositions afin de juger la pertinence des résultats proposés
par DYNAMO MAS ;
2. d’évaluer la capacité de DYNAMO MAS à proposer les mêmes modifications que celles
effectuées manuellement par l’ontographe.
5.4.1 Protocole d’évaluation
La validation de la pertinence de DYNAMO lors de la maintenance de RTO s’effectue
en 2 types de tâches : (i) évolution manuelle d’une RTO initiale et (ii) évolution automatique
de cette même RTO initiale à l’aide de DYNAMO.
Pour une évaluation donnée, la RTO initiale est la même pour les 2 tâches ; et l’ensemble
des fiches ajoutés est le même.
Évolution manuelle de la RTO initiale
– l’ontographe ajoute un ensemble de documents (fiches) afin de les faire annoter par
TextViz à l’aide de la RTO initiale. La validation de l’annotation automatique des nou-
velles fiches peut conduire à la mise à jour de la première version de la RTO. L’onto-
graphe renseigne à ce niveau le nombre de documents ajoutés ainsi que le temps pris
pour faire évoluer manuellement la RTO ;
– Il détaille les opérations de mise à jour qui lui ont permis de passer de la première à la
deuxième version de la RTO en renseignant les concepts ajoutés et les termes ajoutés.
Il peut éventuellement renseigner le nombre de concepts supprimés ou modifiés et le
nombre de termes supprimés ou modifiés.
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Évolution de la RTO initiale avec le système d’évolution de RTO
Dans cette tâche, l’ontographe utilise DYNAMO MAS pour la faire évoluer automa-
tiquement la RTO de départ. Pour ce faire, il rajoute les mêmes nouvelles fiches ; se qui
déclenche le SMA. Ensuite, le système affiche les propositions de DYNAMO MAS. Enfin,
l’ontogrpahe valide ou refuse ces propositions après avoir jugé leur qualité.
Nous conseillons de réaliser l’évolution manuelle avant l’évolution automatique afin de
ne pas biaiser la première partie de l’expérimentation par les propositions suggérées par
DYNAMO MAS.
Analyse des résultats obtenus
A l’issue des deux précédentes tâches, nous proposons à l’ontographe de fournir les
renseignements suivants :
– concept pertinent (concept jugé correct et bien placé dans la RTO). Un concept perti-
nent proposé par DYNAMO MAS est directement validé. L’ontographe doit indiquer
également, parmi les concepts pertinents, ceux qu’il avait identifiés dans le processus
d’évolution manuelle et ceux identifiés exclusivement dans le processus d’évolution
automatique ;
– concept correct (concept jugé correct mais mal placé dans la RTO). Un concept proposé
par DYNAMO MAS et jugé correct est validé puis déplacé. L’ontographe doit indi-
quer également, parmi les concepts corrects, ceux qu’il avait identifiés dans le proces-
sus d’évolution manuelle et ceux identifiés exclusivement dans le processus d’évolu-
tion automatique ;
– concept admissible : Un concept est jugé admissible par l’ontographe s’il pense que le
concept est utile pour le domaine mais inutile pour l’objectif d’annotation de l’outil ;
– concept inutile : Un concept est inutile s’il est retrouvé à partir des concepts validés par
l’ontographe. Dans cette catégorie, on retrouve les variantes des labels de concepts
(variantes de forme, majuscule, minuscule, pluriel,singulier, féminin, masculin, etc.)
que l’outil d’annotation est capable de retrouver. Un tel concept est refusé par l’onto-
graphe ;
– concept erroné (concept jugé non correct). Un concept proposé par DYNAMO MAS et
jugé erroné est refusé ;
– terme pertinent (terme jugé correct et bien placé dans la RTO). Un terme proposé par
DYNAMO MAS et jugé pertinent est directement validé. L’ontographe doit indiquer
également, parmi les termes pertinents, ceux qu’il avait identifiés dans le processus
d’évolution manuelle et ceux identifiés exclusivement dans le processus d’évolution
automatique ;
– terme correct (terme jugé correct mais mal placé dans la RTO). Un terme proposé par
DYNAMO MAS et correct est validé puis déplacé. L’ontographe doit indiquer égale-
ment, parmi les termes corrects, ceux qu’il avait identifiés dans le processus d’évolu-
tion manuelle et ceux identifiés exclusivement dans le processus d’évolution automa-
tique ;
– terme admissible : Un terme est jugé admissible par l’ontographe s’il pense que le terme
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est utile pour le domaine mais inutile pour l’objectif d’annotation. Un tel terme est
refusé ;
– terme inutile : C’est un terme existant dans l’ontologie mais sous d’autres formes d’écri-
tures. Dans cette catégorie on retrouve les variantes des termes (variantes de forme,
majuscule, minuscule, pluriel, singulier, féminin, masculin, etc.) que l’outil d’annota-
tion est capable de retrouver. Un tel terme est refusé ;
– terme erroné (terme jugé non correct). Un mauvais terme proposé par DYNAMO MAS
est refusé.
5.4.2 Evaluation sur les données d’ARTAL
La RTO V1artal utilisée pour l’expérimentation comporte 582 concepts et 887 termes.
L’ontographe a rajouté 21 fiches au corpus qui en comportait initialement 287. Suite à cet
ajout, l’ontographe a fait évoluer manuellement cette même RTO en rajoutant 9 nouveaux
concepts et 19 nouveaux termes. L’évolution manuelle de la RTO a duré un peu moins d’une
heure et a permis d’obtenir une version V2artal de la RTO. L’ontographe a procédé ensuite
à l’évolution de la RTO avec les 3 versions de DYNAMO en déclenchant l’outil avec les
mêmes 21 nouvelles fiches.
Evaluation de DYNAMO V1
Avec DYNAMO V1, DYNAMO MAS a proposé à l’ontographe 48 nouveaux concepts
et 49 nouveaux termes. Parmi les 48 concepts seulement 12 ont été retenus par l’ontographe
et parmi les 49 termes seulement 22 ont été retenus. Le tableau 5.1 présente le détail des ré-
sultats obtenus. Les propositions retrouvées manuellement sont les propositions retrouvées
à la fois par l’ontographe et par DYNAMO MAS.
Qualité des propositions Termes Concepts
Propositions pertinentes 13 4
Propositions correctes 9 8
Propositions acceptables 0 0
Propositions inutiles 0 0
Propositions erronées 27 36
Propositions retrouvées manuellement 7 2
Pertinence globale des résultats 45% 25%
Tableau 5.1 — Pertinence des résultats proposés par DYNAMO MAS dans DYNAMO
V1 sur les données du partenaire ARTAL après l’ajout de 21 nouvelles fiches.
La pertinence des résultats de DYNAMO V1 atteint 25% pour les concepts et 45% pour
les termes.
Analyse des résultats
Avec DYNAMO V1, DYNAMO MAS a été capable de :
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– retrouver 7 termes parmi les 19 termes rajoutés manuellement par l’ontographe et de
placer 3 de ces termes aux bons endroits dans la RTO. Par exemple, le terme Text_Box
a été proposé comme terme associé au concept Text_Box ;
– proposer 14 termes non retrouvés par l’ontographe et de placer 9 de ces termes aux
bons endroits dans la RTO. Par exemple, le terme Code_Incoherence a été proposé
comme terme associé au concept Code_Incoherence ;
– retrouver 2 concepts parmi les 9 concepts rajoutés manuellement par l’ontographe.
Par exemple, le concept server_URL a été proposé comme sous-concept de URL ;
– proposer 10 concepts non retrouvés par l’ontographe et de placer 4 de ces concepts aux
bons endroits dans la RTO. Par exemple, le concept affected_TE a été proposé comme
sous-concept de Traceable_Element.
Le nombre de propositions correctes (9 pour les termes et 8 pour les concepts) ainsi que
le nombre de propositions erronées (27 pour les termes et 36 pour les concepts) montrent
que DYNAMO MAS n’a pas encore atteint l’adéquation fonctionnelle. D’autre part, cela
confirme notre hypothèse, selon laquelle toutes les relations lexicales ne sont pas traduites
en relations conceptuelles équivalentes. Enfin, le silence au niveau des 12 termes non pro-
posés est dû en partie à l’extracteur de termes YaTeA qui n’est pas capable de retrouver tous
les termes du domaine.
Evaluation de DYNAMO V2
Dans la deuxième version de DYNAMO, DYNAMO MAS a proposé à l’ontographe 25
nouveaux concepts et 35 nouveaux termes. Parmi les 25 concepts seulement 9 ont été retenus
par l’ontographe et parmi les 35 termes seulement 19 ont été retenus. Le tableau 5.2 présente
le détail des résultats obtenus.
Qualité des propositions Termes Concepts
Propositions pertinentes 13 4
Propositions correctes 6 5
Propositions acceptables 0 0
Propositions inutiles 1 0
Propositions erronées 15 16
Propositions retrouvées manuellement 6 1
Pertinence globale des résultats 54% 36%
Tableau 5.2 — Pertinence des résultats proposés par DYNAMO MAS dans DYNAMO
V2 sur les données du partenaire ARTAL après l’ajout de 21 nouvelles fiches.
La pertinence des résultats de DYNAMO V2 atteint 36% pour les concepts et 54% pour
les termes.
Analyse des résultats
Avec DYNAMO V2, DYNAMO MAS a été capable de :
– retrouver 6 termes parmi les 19 termes rajoutés manuellement par l’ontographe et de
placer 3 de ces termes aux bons endroits dans la RTO ;
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– proposer 13 termes non retrouvés par l’ontographe et de placer 10 de ces termes aux
bon endroits dans la RTO ;
– retrouver 1 concept parmi les 9 concepts rajoutés manuellement par l’ontographe ;
– proposer 8 concepts non retrouvés par l’ontographe et de placer 4 de ces concepts aux
bon endroit dans la RTO.
Par rapport à DYNAMO V1, nous remarquons dans cette deuxième version que :
– le nombre de propositions erronées a baissé considérablement (de 27 à 15 termes et de
36 à 16 concepts). Ce résultat est dû à l’introduction dans DYNAMO Corpus Analyser
de la méthode d’élimination des candidats termes lorsqu’un candidat terme comporte
des termes sémantiquement différents mais aussi à la modification des formules de
pertinence dans les agents termes et les agents concepts. Par exemple, dans DYNAMO
V1, le terme Formation_Edition a été proposé par DYNAMO MAS. Or, selon la RTO
du partenaire ARTAL, le terme Formation est associé au concept Formation qui est un
composant et le terme Edition est associé au concept Edition qui est une fonction. For-
mation_Edition est composé de termes qui sont associés à des concepts sémantique-
ment différents. Il a été supprimé par DYNAMO Corpus Analyser et n’a donc pas été
proposé par DYNAMO MAS ;
– le nombre de propositions correctes a baissé (de 9 à 6 termes et de 8 à 5 concepts). Pour
les termes et les concepts, l’introduction des comportements coopératifs dans les agents
termes et les agents concepts qui est la cause de cette baisse. Certaines propositions de
termes sont devenues pertinentes, et certaines propositions de concepts ont été sup-
primées. Par exemple, dans DYNAMO V1, le terme Tes a été proposé comme terme
associé au concept Tes, lui aussi proposé par DYNAMO MAS. Le terme était dans
une mauvaise position et le concept était erroné. Dans DYNAMO V2, le terme Tes
s’est proposé par DYNAMO MAS comme terme associé au concept Traceable_Element
(proposition correcte). Puisque l’agent concept Tes c’est retrouvé dans une SNC d’inuti-
lité, il a disparu de l’AMAS et le concept erronné ne se retrouve alors plus dans les
propositions de DYNAMO V2. Certaines propositions correctes présentes dans DY-
NAMO V1 ont également été supprimées dans DYNAMO V2 suite à la modification
de la formule de pertinence. Par exemple, le terme Message Type proposé avec DY-
NAMO V1 n’a pas été proposé avec DYNAMO V2 car l’agent terme lui corrspondant
n’a pas dépassé le seuil de proposition ;
– le nombre de propositions pertinentes entre DYNAMO V1 et DYNAMO V2 n’a pas
changé. En effet, malgré le fait que des propositions correctes soient devenues perti-
nentes, certaines propositions correctes présentes dans DYNAMO V1 ont été suppri-
mées dans DYNAMO V2 suite à la modification de la formule de pertinence.
Evaluation de DYNAMO V3
Dans DYNAMO V3, DYNAMO MAS a proposé à l’ontographe 18 nouveaux concepts
et 24 nouveaux termes. Parmi les 18 concepts seulement 10 ont été retenus par l’ontographe
et parmi les 24 termes seulement 16 ont été retenus. Le tableau 5.3 présente le détail des
résultats obtenus.
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Qualité des propositions Termes Concepts
Propositions pertinentes 13 5
Propositions correctes 3 5
Propositions acceptables 0 0
Propositions inutiles 1 0
Propositions erronées 7 8
Propositions retrouvées manuellement 4 1
Pertinence globale des résultats 67% 56%
Tableau 5.3 — Pertinence des résultats proposés par DYNAMO MAS dans DYNAMO
V3 sur les données du partenaire ARTAL après l’ajout de 21 nouvelles fiches.
La pertinence des résultats de DYNAMO V3 a atteint 56% pour les concepts et 67% pour
les termes.
Analyse des résultats
Avec DYNAMO V3, DYNAMO MAS a été capable de :
– retrouver 4 termes parmi les 19 termes rajoutés manuellement par l’ontographe et de
placer 3 de ces termes aux bons endroits de la RTO ;
– proposer 12 termes non retrouvés par l’ontographe et de placer 10 de ces termes aux
bons endroits dans la RTO ;
– retrouver 1 concept parmi les 9 concepts rajoutés manuellement par l’ontographe ;
– proposer 9 concepts non retrouvés par l’ontographe et de placer 5 de ces concepts aux
bon endroits dans la RTO.
Par rapport à DYNAMO V2, nous remarquons que :
– le nombre de propositions erronées a baissé considérablement (50% environ) (de 15 à 7
termes et de 16 à 8 concepts). Ce résultat est dû à l’introduction des comportements co-
opératifs de détection et d’élimination des agents concepts et des agents termes inutiles.
Par exemple, l’agent concept GDF a détecté une SNC d’inutilité car il a la même fré-
quence que son sous-concept Export_GDF. L’agent concept GDF a disparu de l’AMAS
ainsi que son agent terme GDF. Pour cette raison le terme GDF présent dans les propo-
sitions de DYNAMO V2 a été supprimé ainsi que son concept associé GDF ;
– le nombre de propositions de termes corrects a baissé de moitié (de 6 à 3 termes). Le
nombre de propositions de concepts corrects quant à lui n’a pas changé. Ce résultat
montre que le comportement de détection et d’élimination des agents termes inutiles
peut entraîner l’élimination de bonnes propositions. Par exemple, le terme Listed_Tes,
proposition correcte dans DYNAMO V2 et ayant la même fréquence que le terme
Black_Listed_Tes a été supprimé. Cependant, certaines propositions correctes sont ap-
parues grâce à l’utilisation de WordNet. Par exemple, le terme Sort, proposition cor-
recte non présente dans DYNAMO V2, a été proposé comme terme associé au concept
Icon ;
– le nombre de propositions pertinentes entre DYNAMO V2 et DYNAMO V3 quant à
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lui n’a pas changé pour les termes. Des propositions pertinentes ont été éliminées à
cause du comportement permettant la détection et l’élimination des agents inutiles.
En revanche, nous notons l’apparition de propositions pertinentes grâce à l’utilisation
de WordNet. Par exemple, le terme Parameter associé au concept Parameter est une
proposition pertinente non présente dans DYNAMO V2. Le concept Performance a
été proposé comme sous-concept de Action. Il s’agit d’une proposition correcte non
proposée par DYNAMO V2 ;
– L’introduction de WordNet dans DYNAMO V3 a contribué à l’amélioration des résul-
tats de DYNAMO MAS.
5.4.3 Evaluation sur les données d’Arkeotek
La version de départ de la RTO V1arkeotek comporte 380 concepts et 733 termes. L’onto-
graphe a rajouté 12 fiches au corpus qui en comportait initialement 299. Suite à cet ajout,
l’ontographe a fait évoluer manuellement cette RTO en rajoutant 7 nouveaux concepts et 19
nouveaux termes. L’évolution manuelle de la RTO a duré un peu moins d’un quart d’heure
et a permis d’obtenir une version V2arkeotek de la RTO. L’ontographe a procédé ensuite à
l’évolution de la RTO avec les 3 versions de DYNAMO en déclenchant l’outil avec les
mêmes 12 nouvelles fiches.
Evaluation de DYNAMO V1
L’AMAS de DYNAMO V1 a proposé à l’ontographe 57 nouveaux concepts et 57 nou-
veaux termes. Parmi les 57 concepts, seulement 16 ont été retenus par l’ontographe et parmi
les 57 termes, seulement 26 ont été retenus. Le tableau 5.4 détaille les résultats obtenus.
Qualité des propositions Termes Concepts
Propositions pertinentes 6 7
Propositions correctes 20 9
Propositions acceptables 4 6
Propositions inutiles 14 16
Propositions erronées 14 19
Propositions retrouvées manuellement 9 4
Pertinence globale des résultats 45.61% 28.07%
Tableau 5.4 — Pertinence des résultats proposés par DYNAMO MAS dans DYNAMO
V1 sur les données du partenaire Arkeotek après l’ajout de 12 nouvelles fiches.
La pertinence des résultats de cette première version de notre outil atteint 28.07% pour
les concepts et 45.61% pour les termes.
Analyse des résultats
Avec DYNAMO V1, DYNAMO MAS a été capable de :
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– retrouver 9 termes parmi les 19 termes rajoutés manuellement par l’ontographe et de
placer un seul de ces termes au bon endroit dans la RTO. Il s’agit du terme jarre de
stockage qui a été proposé comme terme associé au concept jarre de stockage ;
– proposer 17 termes non retrouvés par l’ontographe et de placer 5 de ces termes aux
bons endroits de la RTO. Par exemple, le terme atelier de broyage a été proposé comme
terme associé au concept atelier de broyage ;
– retrouver 4 concepts parmi les 9 concepts rajoutés manuellement par l’ontographe et
de placer un seul au bon endroit dans la RTO. Il s’agit notamment du concept jarre
de stockage qui a été proposé comme sous-concept de jarre et du concept organisation
politique qui a été proposé comme sous-concept d’organisation ;
– proposer 12 concepts non retrouvés par l’ontographe et de placer 6 de ces concepts
aux bons endroits dans la RTO. Par exemple, les concepts meule plane et meule convexe
ont été proposés comme sous-concepts de meule.
Le nombre de propositions correctes (20 pour les termes et 9 pour les concepts) et le
nombre élevé de propositions erronées (14 pour les termes et 19 pour les concepts) montrent
que DYNAMO MAS n’a pas encore atteint l’adéquation fonctionnelle. Plusieurs agents
n’ont pas trouvé leur bonne place dans l’organisation de l’AMAS et plusieurs agents non
pertinents pour le domaine se sont proposés. D’autre part, ces résultats confirment aussi
notre hypothèse, selon laquelle toutes les relations lexicales ne sont pas traduites en re-
lations conceptuelles équivalentes. Par exemple, le concept Activités de broyage proposé
comme sous-concept d’activités est une proposition correcte. Le concept doit être placé sous
le concept techniques de broyage. Le silence au niveau des 10 termes et les 5 concepts non pro-
posés est du en partie à l’extracteur de termes YaTeA qui n’est pas capable de retrouver tous
les termes du domaine.
Dans cette évaluation nous avons obtenu un nombre de propositions inutiles élevé (14
pour les termes et 16 pour les concepts). Rappelons que lors de la conception de DYNAMO
nous avons fait l’hypothèse que nous ne connaissions pas les performances de l’outil qui
va utiliser la RTO. Dans notre cas, l’outil d’annotation TextViz est capable de retrouver les
variantes de formes d’un terme. Nous pensons que si cet outil n’avait pas cette capacité,
ces propositions auraient été considérées comme pertinentes ou correctes. Enfin, notons que
DYNAMO MAS a proposé 4 termes, et 6 concepts acceptables pour le domaine. Ces pro-
positions auraient pu être gardées par l’ontographe si l’objectif de l’application n’était pas
l’annotation de fiches.
Evaluation de DYNAMO V2
DYNAMO V2 a proposé à l’ontographe 33 nouveaux concepts et 34 nouveaux termes.
Parmi les 33 concepts, seulement 12 ont été retenus par l’ontographe et parmi les 34 termes,
seulement 16 ont été retenus. Le tableau 5.5 détaille les résultats obtenus.
La pertinence des résultats de DYNAMO V2 atteint 36.36% pour les concepts et 47.06%
pour les termes.
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Qualité des propositions Termes Concepts
Propositions pertinentes 5 5
Propositions correctes 11 7
Propositions acceptables 3 2
Propositions inutiles 7 8
Propositions erronées 8 10
Propositions retrouvées manuellement 3 2
Pertinence globale des résultats 47.06% 36.36%
Tableau 5.5 — Pertinence des résultats proposés par DYNAMO MAS dans DYNAMO
V2 sur les données du partenaire Arkeotek après l’ajout de 12 nouvelles fiches.
Analyse des résultats
Avec DYNAMO V2, DYNAMO MAS a été capable de :
– retrouver 3 termes parmi les 19 termes rajoutés manuellement par l’ontographe ;
– proposer 13 termes non retrouvés par l’ontographe et de placer 5 de ces termes aux
bons endroits dans la RTO ;
– retrouver 2 concepts parmi les 9 concepts rajoutés manuellement par l’ontographe ;
– proposer 10 concepts non retrouvés par l’ontographe et de placer 5 de ces concepts
aux bons endroits dans la RTO.
Par rapport à DYNAMO V1, nous remarquons dans cette deuxième version que :
– le nombre de propositions erronées a baissé (de 14 à 8 termes et de 19 à 10 concepts).
Cette baisse est due à la définition de deux patrons morphosyntaxiques pour éliminer
des candidats termes erronés. Le premier permet d’identifier et d’éliminer des candi-
dats termes contenant des entités nommées. Par exemple, les termes Cabezo et Fuente,
propositions erronées dans DYNAMO V1, n’ont pas été proposés dans DYNAMO
V2. Le deuxième permet d’identifier et d’éliminer les candidats termes commençant
par des adjectifs. Par exemple, le candidat terme forte variabilité présent dans les propo-
sitions de DYNAMO V1 n’a pas été proposé dans DYNAMO V2. Cette baisse est due
aussi à l’implémentation des formules de pertinence dans les agents de DYNAMO
MAS. Par exemple, le terme Présence et son concept associé Présence sous-concept de
DomainThing qui sont erronnés pour le domaine ont été proposés dans DYNAMO
V1 et n’ont pas été proposés dans DYNAMO V2 ;
– le nombre de propositions correctes a considérablement baissé pour les termes (de 20
à 11 termes) et légèrement baissé pour les concepts (9 à 7 concepts). Nous constatons
également une légère diminution des propositions pertinentes (de 6 à 5 termes et de
7 à 5 concepts). Ces résultats sont aussi dus aux deux patrons morphosyntaxiques
que nous avons définis. Par exemple, le candidat terme Cabezo Redondo, proposition
correcte dans DYNAMO V1, n’a pas été proposé dans DYNAMO V2 ;
– le nombre de propositions inutiles et de propositions acceptables a lui aussi diminué
entre DYNAMO V1 et DYNAMO V2 pour les mêmes raisons.
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Dans DYNAMO V2, les comportements coopératifs associés aux agents ainsi que la mé-
thode de suppression de candidats termes contenant des termes associés à des concepts de
catégories qui ne peuvent pas être associées. n’ont pas contribué à l’amélioration des ré-
sultats, contrairement à ce que nous avons obtenu dans l’évaluation avec les données du
partenaire ARTAL.
Evaluation de DYNAMO V3
Dans DYNAMO V3, l’outil a proposé à l’ontographe 27 nouveaux concepts et 32 nou-
veaux termes. Parmi les 27 concepts seulement 16 ont été retenus par l’ontographe et parmi
les 32 termes seulement 22 ont été retenus. Le tableau 5.6 détaille les résultats obtenus.
Qualité des propositions Termes Concepts
Propositions pertinentes 18 5
Propositions correctes 4 11
Propositions acceptables 0 0
Propositions inutiles 5 2
Propositions erronées 5 9
Propositions retrouvées manuellement 4 2
Pertinence globale des résultats 68.75% 59.26%
Tableau 5.6 — Pertinence des résultats proposés par DYNAMO MAS dans DYNAMO
V3 sur les données du partenaire Arkeotek après l’ajout de 12 nouvelles fiches.
La pertinence des résultats de DYNAMO V3 atteint 59.26% pour les concepts et 68.75%
pour les termes.
Analyse des résultats
Avec DYNAMO V3, DYNAMO MAS a été capable de :
– retrouver 4 termes parmi les 19 termes rajoutés manuellement par l’ontographe et de
placer les 4 termes aux bons endroits dans la RTO ;
– proposer 18 termes non retrouvés par l’ontographe et de placer 14 de ces termes aux
bons endroits dans la RTO ;
– retrouver 2 concepts parmi les 7 concepts rajoutés manuellement par l’ontographe ;
– proposer 14 concepts non retrouvés par l’ontographe et de placer 5 de ces concepts
aux bons endroits dans la RTO.
Par rapport à DYNAMO V2, nous remarquons dans cette troisième version que :
– le nombre de propositions erronées a encore baissé (de 8 à 5 termes et de 10 à 9
concepts) tout comme le nombre de propositions inutiles (de 7 à 5 termes et de 8
à 2 concepts) et le nombre de propositions acceptables (de 3 à 0 termes et de 2 à 0
concepts). Ce résultat est dû à l’introduction des comportements coopératifs de dé-
tection et d’élimination des agents concepts et des agents termes inutiles. Par exemple,
le concept cas ainsi que le terme associé cas présents dans DYNAMO V2, n’ont pas
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été proposés dans DYNAMO V3. En effet, le concept cas a la même fréquence que le
concept cas contraire. Dans DYNAMO MAS, l’agent concept cas, et l’agent terme cas
été face à une SNC d’inutilité donc ils ont disparu de l’AMAS ;
– le nombre de propositions de termes correctes a baissé (de 11 termes à 4). En contre
partie, le nombre de propositions de termes pertinents a augmenté considérable-
ment (de 5 termes à 18). Ce résultat est dû à l’introduction de Wolf dans DY-
NAMO Corpus Analyser. Ce dernier, a permis d’avoir d’avantage d’agents termes
dans l’AMAS. Par exemple, le terme Pluri-fonctionnel non présent dans les proposi-
tion de DYNAMO V2 a été proposé pertinemment comme terme associé au concept
Fonction_fonctionnement dans DYNAMO V3 ou encore le concept Plane non pré-
sent dans les propositions de DYNAMO V2 a été proposé comme sous-concept de
Diffusion dans DYNAMO V3 ;
– Le nombre de propositions de concepts pertinents n’a pas changé. En revanche, le
nombre de propositions de concepts corrects a augmenté (de 7 à 11 concepts). Ce
résultat est aussi dû à l’introduction de Wolf dans DYNAMO Corpus Analyser.
L’introduction de Wolf dans DYNAMO Corpus Analyser et l’ajout des comportements
de détection et d’élimination des agents inutiles dans les agents de DYNAMO MAS ont
contribué à l’amélioration des résultats de l’outil. Notons enfin que dans cette troisième
évaluation, l’ontographe est revenu souvent sur ses décisions. Par exemple, avec DYNAMO
V2, il a considéré que le concept stratégie de surplus est une proposition correcte. Ensuite, dans
l’évaluation avec DYNAMO V3, il a considéré ce même concept comme acceptable pour le
domaine. Cela justifie notre choix de ne pas supprimer les agents termes et les agents concepts
quand ils sont refusés par l’ontographe mais plutôt de les cacher (ils ne se proposent pas)
jusqu’à ce que leur valeur de pertinence dépassent le seuil de refus. De plus, cela montre
qu’il n’existe pas un modèle unique (une RTO) pour un domaine donné.
5.4.4 Evaluation sur les données d’ACTIA
La version de départ de la RTO V1actia comporte 330 concepts et 579 termes. L’onto-
graphe a rajouté 50 fiches au corpus qui en comportait initialement 710. Suite à cet ajout,
l’ontographe a fait évoluer manuellement cette RTO en rajoutant 9 nouveaux concepts et 19
nouveaux termes. L’évolution manuelle de la RTO a duré un peu plus d’une demi heure et
a permis d’obtenir une version V2actia de la RTO. L’ontographe a procédé ensuite à l’évolu-
tion de la RTO avec les 3 versions de DYNAMO en déclenchant l’outil avec les mêmes 50
nouvelles fiches.
Evaluation de DYNAMO V1
Avec DYNAMO V1, DYNAMO MAS a proposé à l’ontographe 85 nouveaux concepts
et 86 nouveaux termes. Parmi les 85 concepts seulement 4 ont été retenus par l’ontographe
et parmi les 86 termes seulement 7 ont été retenus. Le tableau 5.7 présente le détaille des
résultats obtenus.
La pertinence des résultats de DYNAMO V1 a atteint 5.88% pour les concepts et 9.30%
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Qualité des propositions Termes Concepts
Propositions pertinentes 5 1
Propositions correctes 3 4
Propositions acceptables 5 0
Propositions inutiles 12 0
Propositions erronées 61 80
Propositions retrouvées manuellement 4 3
Pertinence globale des résultats 9.30% 5.88%
Tableau 5.7 — Pertinence des résultats proposés par DYNAMO MAS dans DYNAMO
V1 sur les données du partenaire ACTIA après l’ajout de 50 nouvelles fiches.
pour les termes.
Analyse des résultats
Avec DYNAMO V1, DYNAMO MAS a été capable de :
– retrouver 4 termes parmi les 19 termes rajoutés manuellement par l’ontographe. Par
exemple, le terme télécommande de verrouillage a été proposé et associé au concept télé-
commande de verrouillage qui est lui aussi une autre proposition ;
– proposer 4 termes non retrouvés par l’ontographe et de placer 1 de ces termes au bon
endroit dans la RTO. Il s’agit du terme bruit métallique qui a été proposé et associé au
concept bruit métallique et qui est lui aussi une autre proposition ;
– retrouver 3 concepts parmi les 9 concepts rajoutés manuellement par l’ontographe. Par
exemple, le concept pompe principale a été proposé comme sous-concept de pompage ;
– proposer 1 concept non retrouvé par l’ontographe (il s’agit du concept bruit métallique).
Le nombre très élevé de mauvaises propositions (62 pour les termes erronés, 12 termes
inutiles et 80 pour les concepts erronés) est dû à plusieurs raisons. D’une part, la RTO du
partenaire ACTIA est presque à 100% achevée. Les nouvelles fiches sont jugées bien an-
notées par l’ontographe. Ce résultat s’explique aussi par la façon dont la RTO a été mo-
délisée. Par exemple, le concept boîte_de_vitesse est considéré comme une prestation et non
pas comme un composant de voiture. La façon dont cette RTO a été modélisée nous empêche
d’avoir des candidats termes pertinents ou corrects pour le domaine ainsi que des relations
lexicales utiles à leur positionnement. De plus, le silence dans les propositions (15 termes
et 6 concepts n’ont pas été retrouvés) est dû aux termes très spécifiques du domaine qui ne
sont pas identifiés par l’extracteur de termes YaTeA. Par exemple, les termes pas_de_froid,
non_réaliste, de_façon_intermittente, etc. ne sont pas reconnus par YaTeA.
Evaluation de DYNAMO V2
Avec DYNAMO V2, DYNAMO MAS a proposé à l’ontographe 36 nouveaux concepts et
58 nouveaux termes. Parmi les 36 concepts, seulement 5 ont été retenus par l’ontographe et
parmi les 58 termes, seulement 7 ont été retenus. Le tableau 5.8 détaille les résultats obtenus.
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Qualité des propositions Termes Concepts
Propositions pertinentes 5 2
Propositions correctes 3 3
Propositions acceptables 1 0
Propositions inutiles 19 0
Propositions erronées 31 31
Propositions retrouvées manuellement 4 1
Pertinence globale des résultats 12.07% 13.89%
Tableau 5.8 — Pertinence des résultats proposés par DYNAMO MAS dans DYNAMO
V2 sur les données du partenaire ACTIA après l’ajout de 50 nouvelles fiches.
La pertinence des résultats de cette deuxième version de notre outil atteint 13.89% pour
les concepts et 12.07% pour les termes.
Analyse des résultats
Avec DYNAMO V2, DYNAMO MAS a été capable de :
– retrouver 4 termes parmi les 19 termes rajoutés manuellement par l’ontographe et de
placer 3 de ces termes aux bons endroits dans la RTO ;
– proposer 3 termes non retrouvés par l’ontographe et de placer les 3 termes aux bons
endroits dans la RTO ;
– retrouver 1 concept parmi les 9 concepts rajouter manuellement par l’ontographe ;
– proposer 4 concepts non retrouvés par l’ontographe et de placer 2 de ces concepts aux
bons endroits dans la RTO.
Par rapport à DYNAMO V1, nous remarquons que :
– le nombre de propositions erronées a baissé considérablement (de 62 à 31 termes et de
81 à 31 concepts). Ce résultat est dû à l’introduction dans DYNAMO Corpus Analyser
de la méthode d’élimination des candidats termes lorsqu’un candidat terme comporte
des termes associés à des concepts de catégories qui ne peuvent pas être associées. En
effet, c’est le partenaire ACTIA qui a demandé que ces candidats termes soient suppri-
més. Par exemple, le terme cale au ralenti a été supprimé, car il est composé du terme
caler associé au concept calage qui est un problème et du terme au ralenti associé au
concept au ralenti qui est un contexte d’apparition. Le nombre de propositions inutiles
a légèrement augmenté (12 termes à 19 termes) car nous avons amélioré le calcul de
similarité en ajoutant le calcul de radical avec la méthode de Porter [Porter, 1980] ;
– le nombre de propositions de termes corrects et pertinents n’a pas changé ;
– le nombre de propositions de concepts corrects s’est réduit de 1. En revanche une
proposition pertinente a été rajoutée. Ceci est dû au comportement coopératif dans
les agents concepts. En effet, le concept vitesse maximale proposé comme sous-concept
de DomainThing dans DYNAMO V1, a été proposé comme sous-concept de vitesse
dans DYNAMO V2.
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Evaluation de DYNAMO V3
Avec DYNAMO V3, DYNAMO MAS a proposé à l’ontographe 27 nouveaux concepts et
53 nouveaux termes. Parmi les 27 concepts, seulement 6 ont été retenus par l’ontographe et
parmi les 53 termes, seulement 9 ont été retenus. Le tableau 5.9 détaille les résultats obtenus.
Qualité des propositions Termes Concepts
Propositions pertinentes 6 2
Propositions correctes 3 4
Propositions acceptables 1 0
Propositions inutiles 18 0
Propositions erronées 27 24
Propositions retrouvées manuellement 4 1
Pertinence globale des résultats 16.98% 22.22%
Tableau 5.9 — Pertinence des résultats proposés par DYNAMO MAS dans DYNAMO
V3 sur les données du partenaire ACTIA après l’ajout de 50 nouvelles fiches.
La pertinence des résultats de cette troisième version de notre outil atteint 22.22% pour
les concepts et 16.98% pour les termes.
Analyse des résultats
Avec DYNAMO V3, DYNAMO MAS a été capable de :
– retrouver 4 termes parmi les 19 termes rajoutés manuellement par l’ontographe et de
placer 3 de ces termes aux bons endroits dans la RTO ;
– proposer 5 termes non retrouvés par l’ontographe et de placer 3 de ces termes aux
bons endroits dans la RTO ;
– retrouver 1 concept parmi les 9 concepts rajoutés manuellement par l’ontographe ;
– proposer 5 concepts non retrouvés par l’ontographe et de placer 2 de ces concepts aux
bons endroits dans la RTO.
Par rapport à DYNAMO V2, nous remarquons que :
– le nombre de propositions erronées a encore baissé (de 31 à 27 termes et de 31 à 24
concepts). Ce résultat est dû à l’introduction des comportements coopératif de détec-
tion et d’élimination des agents concepts et des agents termes inutiles. Par exemple, le
concept allumage intempestif proposé dans DYNAMO V2 et ayant la même fréquence
que le concept allumage intempestif du voyant, n’a pas été proposé dans DYNAMO V3
tout comme son terme associé ;
– le nombre de propositions pertinentes des termes a augmenté d’un terme. Il s’agit du
candidat terme Portes associé au concept Portes. Le terme et le concept ont été proposés
das DYNAMO V3 grâce à l’utilisation de Wolf qui a permit à d’autres agents termes et
agents concepts intéressants pour le domaine d’apparaître dans l’AMAS ;
– le nombre de propositions pertinentes de concepts n’a pas changé. En revanche, le
nombre de concepts corrects a augmenté d’un concept. Il s’agit du concept Porte qui a
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été proposé comme sous-concept de fortement.
5.4.5 Analyse de la qualité des propositions de DYNAMO MAS
D’une façon générale, et même si DYNAMO n’arrive pas à retrouver toutes les modifi-
cations manuelles de l’ontographe, nous remarquons que l’outil permet de l’aider dans la
maintenance d’une RTO. En effet, nous avons obtenu des résultats satisfaisants pour trois
domaines complètement différents et deux langues différentes. Les résultats des évaluations
avec les données du partenaire ARTAL sont de 67% de pertinence pour les termes et de 56%
pour les concepts. Les résultats des évaluations avec les données du partenaire Arkeotek
sont de 68.75% de pertinence pour les termes et de 59.26% pour les concepts. Enfin les résul-
tats des évaluations avec les données du partenaire ACTIA sont de 16.98% pour les termes
et de 22.22% pour les concepts.
D’autre part, le temps mis pour faire évoluer une RTO avec notre outil est plus long que
celui nécessaire à une maintenance manuelle. Ceci est dû au temps de réponse de l’outil
PROMPTDIFF lors de la validation, de la suppression ou de la modification d’une propo-
sition. Nous pensons qu’on optimisant l’interface d’interaction avec l’ontographe les délais
seront considérablement raccourcis.
Nous constatons aussi que plus la RTO est inachevée plus DYNAMO fournit des ré-
sultats utiles et donc été bénéfiques à l’ontographe. C’est pour cela que nous avons obtenu
les meilleurs résultats avec les données des partenaires ARKEOTEK et ARTAL. En effet, les
RTO de ces deux partenaires sont loin d’être achevées. En moyenne, les fiches du parte-
naire ARTAL ont des valeurs d’annotation comprises entre 0.4 et 0.7 et les fiches du parte-
naire Arkeotek ont des valeurs d’annotation comprises entre 0.2 et 0.4. Cela signifie que les
RTO ne recouvrent pas toutes les connaissances recherchées dans les fiches. En revanche,
les résultats obtenus avec les données du partenaire ACTIA sont insatisfaisants. En effet, en
moyenne les nouvelles fiches sont annotées avec des valeurs comprises entre 0.9 et 1.
Un autre constat significatif et qui démontre l’intérêt de notre outil est le nombre de
propositions faites par DYNAMO MAS et non retrouvée manuellement par l’ontographe.
En effet, sur les trois domaines différents, DYNAMO est capable d’identifier et de placer des
connaissances intéressantes pour le domaine et oublié par l’ontographe. La maintenance de
la RTO est alors plus fine avec DYNAMO.
Ces évaluations ont également confirmé les hypothèses que nous avons énoncées lors de
l’élaboration de DYNAMO. Nous les rappelons rapidement
1. Hypothèse 1 : A chaque relation lexicale peut correspondre une relation conceptuelle.
Nous avons alors implémenté dans les agents concepts et les agents termes des règles
de transformation des relations lexicales vers des relations conceptuelles. Lors de nos
expérimentations, cette hypothèse été correcte ;
2. Hypothèse 2 : l’hypothèse 1 n’est pas généralisable à toutes les relations lexicales. Ce ré-
sultat a été mis en évidence lors de l’évaluation. En effet, certains résultats de placement
de concepts dans la RTO, à l’aide des règles de transformations des relations lexicales,
étaient incorrects. C’est pour cela que nous avons rajouté dans les agents concepts et les
agents termes les comportements coopératifs selon l’approche par AMAS ;
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3. Hypothèse 3 : l’utilisation de sources de connaissances externes permet d’améliorer
le fonctionnement des agents de l’AMAS et donc des résultats. Cette hypothèse a été
vérifiée suite à l’intégration de WordNet et de Wolf.
Aussi, dans l’ensemble de ces évaluations, le comportement de déplacement à l’aide de
relations transverses dans les agents concepts n’a pas été activé dans les agents concepts. En
effet, nous n’avons pas implémenté dans DYNAMO Corpus Analyser les mécanismes né-
cessaires à l’extraction de ce type de relation. En revanche, nous maintenons qu’il s’agit d’un
comportement qui contribue au déplacement des agents dans l’AMAS pour trouver une
bonne position. Nous avons effectué une expérimentation avec les données du partenaire
ARTAL dans laquel certaines relations transverses ont été introduites manuellement dans
DYNAMO Corpus Analyser. Nous avons remarqué que certaines propositions de concepts
placés initialement sous DomainThing se sont déplacés vers les concepts du noyau. Par
exemple, le concept Error s’est placé comme sous-concept de Default.
Enfin et d’une façon générale, nous constatons que la maintenance de RTO à partir de
textes se heurte à certains problèmes techniques insolubles par les outils actuels de TAL.
Comme l’a montré cette évaluation, nous avons souvent du silence dans les résultats (termes
non proposés et concepts non proposés). Ce silence est causé par l’extracteur de termes
YaTeA qui est incapable de retrouver l’ensemble des candidats termes d’un domaine. Dans
ce cas, certaines propositions ne peuvent pas être faites par DYNAMO MAS.
Après avoir détaillé et analysé les évaluations qualitatives de DYNAMO, nous présen-
tons des évaluations de performance de DYNAMO MAS.
5.5 Evaluation de la performance de DYNAMO MAS
Le problème d’évolution d’ontologies à partir de textes offre un cadre intéressant pour
étudier quelques propriétés des systèmes multi-agents comme le passage à l’échelle et la
gestion locale des perturbations par un système distribué. Ce problème nous permet aussi
de démontrer des propriétés liées aux AMAS comme l’adéquation fonctionnelle et l’émer-
gence d’une fonctionnalité par auto-organisation.
Dans nos expérimentations, DYNAMO MAS était composé de plus de 1000 agents. Les
nouveaux agents introduits dans l’AMAS (suite à l’ajout de nouveaux documents), ont été
majoritairement capables de trouver leur bonne place dans l’organisation de l’AMAS grâce à
des connaissances locales et grâce au mécanisme d’auto-organisation par détection et réso-
lution de situations non-coopératives.
Nous sommes alors interessés aux performances de DYNAMO MAS en terme de pas-
sage à l’échelle et de gestion locale des perturbations. Nous avons pour cela utilisé la version
la plus achevée de DYNAMO MAS (celle de DYNAMO V3) et nous l’avons évaluée sur les
données des trois partenaires.
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5.5.1 Protocole de l’évaluation
Notre évaluation a consisté à rajouter un certain nombre de fiches dans le corpus (4, 8,
16, 32, 64, 128, 256 et ensuite 512) et à dégager les mesures suivantes :
– le nombre d’agents introduits dans l’AMAS suite à l’ajout de nouvelles fiches dans le
corpus ;
– le nombre d’agents initialement stables puis perturbés suite à l’introduction de nou-
veaux agents dans l’AMAS ;
– le temps de stabilisation de l’AMAS.
Pour chacun des trois jeux de données fourni par les partenaires du projet, nous avons
réalisé deux types de courbes. La première courbe indique le temps de stabilisation de
l’AMAS après l’apparition de nouveaux agents. La deuxième courbe indique le nombre
d’agents stables dans l’AMAS perturbés en fonction du nombre d’agents introduits.
5.5.2 Impact de l’ajout de nouveaux agents dans DYNAMO MAS
Initialement, pour chaque partenaire un AMAS est créé à partir de l’agentification de
son RTO :
– l’agentification de la RTO d’ARTAL a produit un AMAS contenant 1469 ;
– l’agentification de la RTO d’Arkeotek a produit un AMAS contenant 1328 ;
– l’agentification de la RTO d’ACTIA a produit un AMAS contenant 1167.
Nous avons procédé ensuite à des ajouts successifs de fiches (4, 8, 16, 32, 64, 128, 256 et
ensuite 512) puis effectué les différentes mesures indiquées au début de cette section. Nous
présentons les résultats obtenus.
Temps de stabilisation de DYNAMO MAS
Les figures 5.18, 5.19 et 5.20 montrent le temps de stabilisation de l’AMAS suite à l’intro-
duction de nouveaux agents dans le système. Dans ces trois courbes, le cœfficient X2 de la
fonction de stabilisation de l’AMAS dans les trois courbes est inférieur à zéro. Il s’agit donc
d’une fonction de stabilisation quasi-linéaire.


























Nombre d'agents ajoutés dans l'AMAS
Figure 5.18 — Temps de stabilisation de l’AMAS suite à l’ajout de nouveaux agents après
l’introduction des fiches d’ARTAL.
Avec les données d’ARTAL et après l’introduction de 512 fiches dans le corpus, 694
164 Zied Sellami
5.5. Evaluation de la performance de DYNAMO MAS

























Nombre d'agents ajoutés dans l'AMAS
Figure 5.19 — Temps de stabilisation de l’AMAS suite à l’ajout de nouveaux agents après
l’introduction des fiches d’ARKEOTEK.
























Nombre d'agents ajoutés dans l'AMAS
Figure 5.20 — Temps de stabilisation de l’AMAS suite à l’ajout de nouveaux agents après
l’introduction des fiches d’ACTIA.
agents ont été ajoutés dans l’AMAS. Au total, l’AMAS a été composé de 2163 agents est
il s’est stabilisé après un peu plus de 60 secondes.
Avec les données d’Arkeotek et après l’introduction de 512 fiches dans le corpus, 1468 agents
ont été ajoutés à l’AMAS. Au total, l’AMAS est formé de 2796 agents et il s’est stabilisé après
environ 4 minutes et demi.
Enfin, avec les données d’ACTIA et après l’introduction de 512 fiches dans le corpus, 272
agents ont été ajoutés dans l’AMAS. Au total, l’AMAS est formé de 1439 agents et il s’est
stabilisé après un peu plus de 20 secondes.
Par ailleurs, sur la figure 5.19, nous notons que les deux dernières valeurs de la courbe
sont très proches. En effet, lors de l’évaluation nous ne disposions que d’un peu plus de
300 fiches du corpus d’ARKEOTEK. Nous avons donc rajouté une copie de 200 fiches dans
la dernière étape d’expérimentation. On remarque alors que le nombre d’agents créés n’a
pas augmenté linéairement entre ces deux valeurs. Nous pouvons supposer que le nombre
de propositions de l’AMAS diminue lorsqu’une RTO couvre toutes les connaissances des
nouvelles fiches introduites.
Egalement, nous remarquons que contrairement aux résultats obtenus avec les données
d’ARTAL et d’Arkeotek, le nombre d’agents créés avec les données d’ACTIA est nettement
inférieur. En effet, la RTO du partenaire ACTIA étant quasiment achevée, la plupart des
candidats termes identifiés sont des termes déjà présents dans la RTO.
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Impact de l’ajouts d’agents sur les agents stables
Les figures 5.21, 5.22 et 5.23 montrent le nombre d’agents stables dans l’AMAS qui ont été
perturbés après ajout de nouveaux agents dans le système. Dans ces trois courbes, nous re-
marquons que le nombre d’agents stables perturbés est toujours inférieur au nombre initial
d’agents stables. Ceci montre que les traitements ainsi que les perturbations dans les agents
























Nombre d'agents introduit dans l'AMAS
Figure 5.21 — Nombre d’agents stables perturbés suite à l’ajout de nouveaux agents dans

























Nombre des agents introduit dans l'AMAS
Figure 5.22 — Nombre d’agents stables perturbés suite à l’ajout de nouveaux agents dans
l’AMAS après l’introdution des fiches d’ARKEOTEK.
Avec les données d’ARTAL et après l’ajout de 512 fiches au corpus, les 694 agents créés
ont perturbé uniquement 696 agents stables représentant 47% de l’AMAS initial.
Avec les données d’Arkeotek et après l’ajout de 512 fiches au corpus, les 1468 agents créés
ont perturbé uniquement 755 agents stables représentant 59% de l’AMAS initial.
Enfin, avec les données d’ACTIA et après l’ajout de 512 fiches au corpus, les 272 agents créés
ont perturbé uniquement 319 agents stable représentant 27% de l’AMAS initial.
5.5.3 Bilan de l’évaluation de performance
Ainsi, les trois évaluations réalisées permettent de montrer que DYNAMO MAS répond
aux propriétés recherchées dans les SMA.
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Nombre d'agents introduit dans l'AMAS
Figure 5.23 — Nombre d’agents stables perturbés suite à l’ajout de nouveaux agents dans
l’AMAS après l’introdution des fiches d’ACTIA.
1. DYNAMO MAS supporte le passage à l’échelle. En effet, les AMAS étudiés dépassent
les 2000 agents ;
2. la complexité de notre système est quasi-linéaire. Dans les trois évaluations, le temps de
stabilisation de l’AMAS suit une courbe quasi-linéaire en fonction du nombre d’agents
ajoutés ;
3. Dans DYNAMO MAS, tous les comportements des agents sont locaux. En effet, les
perturbations générées lors de l’ajout d’agents dans l’AMAS restent locales et ne se
propagent pas à tout le système. Par ailleurs, notre système converge toujours vers une
solution.
5.6 Les améliorations de DYNAMO
Les évaluations de DYNAMO MAS nous ont permis d’identifier les avantages et les
limites de cet outil. Nous avons alors procédé à des améliorations de celui-ci ; certaines
d’entres elles ont été implémentées mais non encore évaluées.
5.6.1 Elimination des agents termes inutiles
Lors de la conception de l’AMAS de DYNAMO, plusieurs choix ont été faits afin de gar-
der l’AMAS le plus indépendant possible de l’application utilisant la RTO enrichie. Nous
avons notamment privilégié de garder des variantes de formes de termes dans les proposi-
tions de DYNAMO MAS. Comme démontrent les résultats de l’évaluation qualitative, ces
candidats termes sont inutiles, en trop grand nombre et sont systématiquement éliminés par
l’ontographe. Afin d’améliorer les résultats de DYNAMO MAS nous proposons de doter les
agents termes d’un comportement spécifique pour éliminer ces candidats termes inutiles.
SNC 10. Un agent terme est face à une SNC d’inutilité s’il a un statut candidat et il est relié par
une relation de synonymie identifiée par l’outil de calcul de similarité.
Pour résoudre cette SNC, un agent terme agit de la manière suivante :
Résolution de la SNC 10. Lorsqu’un agent terme est dans une SNC d’inutilité, il disparaît du
SMA.
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5.6.2 Adaptation du système à l’utilisateur
Nous proposons ici quelques reflexions que nous avons menées, implémentées (mais
pour l’instant pas encore évaluées), sur l’adaptation d’un système aux actions d’un utilisa-
teur, en l’occurrence, aux actions de l’ontographe.
Lorsqu’un agent terme ou un agent concept se propose à un ontographe, ce dernier peut
appliquer les trois actions suivantes :
1. Accepter la proposition. L’ontographe accepte le candidat proposé par l’agent ;
2. Refuser une proposition. L’ontographe n’accepte pas le candidat proposé par l’agent ;
3. Déplacer une proposition. L’ontographe accepte le candidat proposé par l’agent mais
le déplace dans la hiérarchie de la RTO car il n’était pas situé au bon endroit.
Adaptation d’un agent terme à l’ontographe
Pour s’adapter aux actions de l’ontographe nous dotons les agents termes des comportements
suivants.
(i) Lorsqu’un agent terme est accepté ou refusé par un ontographe, ce dernier en informe
son voisinage non valide par un message. Ce message permet à ces agents de réévaluer leur
formule de pertinence. Par exemple, lorsque l’agent terme Problem est accepté ou refusé par
l’ontographe, il informe l’agent terme Problem Failure qu’il a été accepté ou refusé (Ê) (voir
figure 5.24). A la réception de ce message, ce dernier réévalue sa pertinence. S’il dépasse le
seuil de proposition il se propose à l’ontographe.
TOP Default
FailureBug Problem ProblemFailure
Figure 5.24 — Traitement d’une action d’acceptation ou de refus par un agent terme.
(ii) Lorsqu’un terme est déplacé dans la hiérarchie cela entraîne deux réactions au niveau
d’un agent terme. D’une part, cette action signifie que l’agent terme est accepté. L’agent terme
doit alors informer son voisinage non valide de cette acceptation à l’aide d’un message d’infor-
mation. D’autre part, cela signifie que l’agent terme change de voisinage. L’agent terme doit
aussi informer son voisinage qu’il a changé de voisinage. Ces réactions correspondent au com-
portement coopératif d’un agent terme pour changer de voisinage détaillé dans la section
4.5.1.3 ; il incite les agents termes à changer de voisinage et à réévaluer leur pertinence.
(iii) Enfin, l’ontographe peut appliquer les trois actions élémentaires (accepter, refuser
ou déplacer une proposition) sur les agents concepts. Ces derniers s’adaptent alors en consé-
quence (voir section 5.6.2). Un agent terme ne peut se proposer que si l’agent concept qu’il
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dénote l’a fait initialement. Dans le cas où un agent concept est refusé alors les agents termes
qui ne se sont pas encore proposés peuvent rester dans cet état jusqu’à ce que l’agent concept
se propose de nouveau. C’est la raison pour laquelle un agent concept, lorsqu’il informe son
voisinage non valide qu’il est refusé, lui propose aussi un autre agent concept parent (voir le





Figure 5.25 — Traitement d’un message d’information de refus d’un agent concept par un
agent terme.
A la réception de ce message, un agent terme réévalue sa pertinence. Si ce dernier dépasse
le seuil de proposition, il se déplace alors vers l’agent concept proposé par l’agent concept qu’il
dénote. Par exemple, lorsque l’agent concept Failure est refusé par l’ontographe, ce dernier en-
voie un message d’information de refus à l’agent terme Failure et lui propose l’agent concept
Default (Ê). L’agent terme Failure réévalue sa pertinence. Lorsqu’il dépasse le seuil de propo-
sition, il envoie une demande de dénotation à l’agent concept Default (Ë). Ce dernier accepte
et le notifie par un message de notification (Ì). A la réception de ce message, l’agent terme
Failure crée un nouveau lien de dénotation avec l’agent concept Default (Í) et supprime son
ancien lien de dénotation avec Failure (Î). Enfin, il se propose à l’ontographe (voir figure
5.25). Notons aussi que ce déplacement peut déclencher le comportement coopératif d’un
agent terme pour changer de voisinage (détaillé dans la section 4.5.1.3) et entraînant ainsi
une réadaptation des agents termes et des agents concepts de l’AMAS.
Adaptation d’un agent concept aux actions de l’ontographe
Nous définissons les comportements suivants dans les agents concepts afin qu’ils ré-
agissent au trois actions élémentaires de l’ontographe.
(i) Lorsqu’un agent concept est accepté par un ontographe, ce dernier en informe son voisi-
nage non valide par un message. Ce message permet à ces agents de réévaluer leur formule
de pertinence. Par exemple, lorsque l’agent concept Failure est accepté par l’ontographe, il
informe son voisinage non valide (formé par l’agent terme Failure, l’agent concept Data Failure
et l’agent concept Problem Failure) qu’il a été accepté (Ê) (voir figure 5.26). A la réception de
ce message, chaque agent réévalue sa pertinence. S’il dépasse le seuil de proposition il se
propose alors à l’ontographe.
(ii) Un agent concept ne peut se proposer que si son agent concept père s’est proposé. De
la même façon, un agent terme ne peut se proposer que si l’agent concept qu’il dénote s’est
proposé. En effet, nous ne pouvons proposer une RTO modifiée avec des concepts ou des
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Figure 5.26 — Traitement d’une action d’acceptation par un agent concept.
termes non liés dans la hiérarchie. Ainsi, lorsqu’un agent concept est refusé, ce dernier peut
empêcher d’autres agents de se proposer même s’ils dépassent le seuil de pertinence. Il
s’agit d’un comportement égoïste que nous devons résoudre. Puisqu’un agent concept est
coopératif, il propose à ses agents voisins non valides un nouveau concept père. Ce dernier
est soit son agent concept père soit l’agent concept TOP. L’agent concept choisit de proposer
celui qui a la force de pertinence maximale. Un agent concept valide sera plus pertinent que
l’agent concept TOP et un l’agent concept TOP sera plus pertinent qu’un agent concept non
valide n’ayant pas dépassé le seuil de pertinence. L’agent concept refusé informe alors son
voisinage non valide par un message d’information contenant le nouvel agent concept père.
A la réception de ce message, un agent concept réévalue sa pertinence. S’il dépasse le seuil
de proposition, il se déplace vers le nouvel agent concept parent pour pouvoir se proposer 3.
Par exemple, lorsque l’agent concept Failure est refusé par l’ontographe, il envoie un message
d’information de refus à l’agent concept Data Failure, à l’agent concept Problem Failure et à
l’agent terme Failure (Ê). Les agents réévaluent alors leur pertinence. L’agent concept Data
Failure dépasse le seuil de proposition. Alors, il envoie une demande d’établissement de
relation is_a à l’agent concept Default (Ë). Ce dernier accepte et envoie à l’agent concept Data
Failure un message de notification (Ì). A la réception de ce message, l’agent concept Data
Failure crée une nouvelle relation conceptuelle avec l’agent concept Default (Í) et supprime
son ancienne relation avec l’agent concept Failure (Î). L’agent concept Data Failure se propose
alors à l’ontographe (voir figure 5.27).
(iii) Enfin, le déplacement d’un concept dans la hiérarchie signifie que l’agent concept
est accepté (l’agent concept doit alors informer son voisinage non valide) et que l’agent concept
change de voisinage (l’agent concept doit aussi informer son voisinage qu’il a changé de voisi-
nage). Ces deux réactions ont été déjà définies dans le comportement d’un agent concept : il
s’agit d’informer son voisinage de la qualité de sa position, détaillée dans la section 4.5.2.3 du
chapitre 4 de cette thèse.
3. Nous avons détaillé dans la section 5.6.2 le comportement d’un agent terme suite à la réception d’un mes-
sage d’information de refus d’un agent concept
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Figure 5.27 — Traitement d’un message d’information de refus par un agent concept.
5.6.3 Adaptation du seuil de propositions des agents
Les résultats de l’évaluation qualitative de DYNAMO montrent que plus une RTO est
inachevée plus les propositions de l’AMAS sont acceptées. Ce constat est observé avec les
données d’ARTAL et les données d’ARKEOTEK. En revanche, plus une RTO est achevée
plus les propositions de l’AMAS sont refusées (données d’ACTIA). Ce niveau d’achèvement
ou d’inachèvement d’une RTO peut être quantifié grâce aux valeurs d’annotation des nou-
velles fiches ajoutées au corpus. Ces valeurs sont calculées par l’outil TextViz et indiquent le
degré d’annotation d’une fiche par la RTO.
L’idée ici est d’adapter le seuil de propositions des agents en fonction de l’état d’achève-
ment de la RTO, tout d’abord, ensuite en fonction des actions de l’ontographe.
Initialisation du seuil de proposition





Avec annotationValuei la valeur d’annotation de la fiche i et n le nombre de nouvelles
fiches introduites dans le corpus
Gestion dynamique d’ontologies à partir de textes par AMAS 171
Expérimentations du système d’évolution de RTO
Cette formule permet d’augmenter le seuil de proposition lorsque les fiches sont bien
annotées et de le baisser dans le cas contraire. Ainsi, dans le cadre de la RTO fournie par
ACTIA, seuls les agents termes et les agents concepts ayant une valeur de pertinence supé-
rieure à 9 se proposeront. Par la suite, le système doit apprendre à faire varier ce seuil en
fonction des interactions avec l’ontographe.
Variation du seuil de proposition en fonction des actions de l’ontographe
L’idée est que plus l’ontographe accepte des propositions plus nous considérons que les
agents non proposés sont potentiellement intéressants. Pour qu’ils se proposent celui-ci doit
être baissé. Inversement, plus l’ontographe refuse des propositions, plus il est judicieux de
limiter le nombre de propositions. La solution est alors de faire augmenter le seuil. La mise
en œuvre de ce mécanisme d’adaptation peut se traduire par les trois formules suivantes :
ProposalThreshold = ProposalThreshold− ProposalThresholdagentRelevancy × 0.5
ProposalThreshold = ProposalThreshold− ProposalThresholdagentRelevancy × 0.25
ProposoalThreshold = ProposalThreshold + ProposalThresholdagentRelevancy × 0.5
Avec ProposalThreshold le seuil de proposition courant et agentRelevancy la confiance
de l’agent accepté, refusé ou déplacé par l’ontographe.
La première formule est appliquée lorsque l’ontographe accepte une proposition (pro-
position bien positionnée dans la RTO). La deuxième formule est utilisée si l’ontographe
déplace une proposition (proposition correcte mais mal placée dans la RTO). Enfin, la troi-
sième formule est appliquée lorsque l’ontographe refuse une proposition.
Par la suite après un certain nombre d’actions de l’ontographe, le gestionnaire de propo-
sitions met à jour les propositions faites à l’ontographe en éliminant celles qui ne dépassent
pas le seuil de proposition et en rajoutant celles qui le dépassent. Une nouvelle version de
la RTO réactualisée est alors proposée à l’ontographe.
Remarque : Une interaction plus conviviale avec DYNAMO demande forcément une
interface utilisateur plus rapide en temps de réponse. C’est pour cela que l’ajout des méca-
nismes d’adaptation dans DYNAMO MAS doit également s’accompagner d’une optimisa-
tion de l’outil PROMPT DIFF.
Des améliorations dans l’analyseur de corpus
Notre approche d’évolution de RTO à partir de textes est linguistique ; elle se base sur
l’interprétation automatique de relations lexicales en relations conceptuelles. Pour cela nous




Au début de cette thèse nous avons testé les patrons lexico-syntaxiques génériques de
TerminoWeb [Barrière et Akakpo, 2006]. Avec les données du partenaire ARTAL, DYNAMO
MAS a alors proposé les candidats termes Start, Applet, Service, Application et Web comme
termes associés au concept Application. Les candidats termes application et applet sont de
bonnes propositions mais les autres non. DYNAMO MAS a aussi proposé les candidats
termes Https port number, Have the same name, Not activated, Impossible to send, Can not be
change comme termes associés au concept Https port number. Dans ce deuxième exemple,
des candidats termes ayant différents sens ont été associés à un même concept (Impossible to
send est un défault par exemple et non pas un numéro de port https). Les patrons génériques
ne pouvant pas être utilisés, nous proposons de définir des patrons spécifiques pour nos cor-
pus et d’implémenter l’outil de projections de patrons. L’outil Caméléon [Aussenac-Gilles et
Séguéla, 2000] développé dans l’équipe MELODI nous semble pertinent car il permet de dé-
finir et de projeter des patrons sur un corpus. Nous n’avons pas pu l’utiliser dans le cadre du
projet DYNAMO car il se base sur le modèle client/serveur et nécessite un accès au réseau
pour fonctionner mais nous proposons de définir des patrons lexico-syntaxiques à l’aide de
Caméléon et d’intégrer dans DYNAMO un module de projections de ces patrons.
5.7 Conclusion
Dans ce chapitre, nous avons évalué les performances qualitatives et quantitatives de
notre système d’évolution de RTO. Tout d’abord, nous avons présenté le contexte de nos
évaluations, le projet DYNAMO, dont le but est de proposer des outils pour la gestion de
RTOs, l’annotation de documents à l’aide de ses RTOs et la recherche sémantique d’infor-
mation. Ensuite, nous avons décrit l’implémentation de notre système ainsi qu’un scénario
d’utilisation. DYNAMO a été implémenté sous la forme d’un plugins ajouté à l’éditeur d’on-
tologies Protégé. Il complète l’outil de gestion manuelle de RTO et d’annotation sémantique
de documents TextViz.
Trois versions de DYNAMO à savoir DYNAMO V1, DYNAMO V2 et DYNAMO V3,
ont été réalisées et testés. Chaque version apporte une amélioration au fonctionnement des
agents de DYNAMO MAS et au fonctionnement de DYNAMO Corpus Analyser.
L’évaluation qualitative de DYNAMO avait pour but de juger de la qualité des proposi-
tions faites par l’outil à un ontographe et de montrer sa capacité à produire les mêmes mo-
difications que l’ontographe. Nous avons utilisé trois corpus et trois RTO de trois domaines
différents. Les résultats que nous avons obtenus sont satisfaisants. Même si DYNAMO ne
produit qu’une partie des modifications manuelles, il est en revanche capable de fournir des
propositions intéressantes pour le domaine car non forcément retrouvées manuellement par
un ontographe.
L’évaluation quantitative de DYNAMO MAS avait pour but d’étudier ses performances.
Dans cette évaluation, les AMAS testés dépassaient les 2000 agents. Malgré ce nombre im-
portant d’agents, la complexité de notre AMAS croit de façon quasi-linéaire. Enfin, les per-
turbations engendrées par l’introduction de nouveaux agents dans l’AMAS demeurent lo-
cale.
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Expérimentations du système d’évolution de RTO
Nous avons présenté à la fin de ce chapitre les améliorations potentielles de DYNAMO




Une ontologie n’est pas un modèle figé comme plusieurs travaux l’ont pensé ; bien au
contraire, une ontologie est un modèle vivant : les connaissances qui la composent évoluent
au cours du temps.
Plusieurs travaux se sont concentrés sur la gestion du processus d’évolution d’une onto-
logie. Cependant, identifier des nouvelles connaissances et les intégrer dans une ontologie
restent des tâches compliquées et fastidieuses qui sont souvent laissées à la charge de l’on-
tographe. Nos recherches se sont alors concentrées sur ces deux points.
Afin de faire évoluer une ontologie, nous nous sommes intéressés à l’ingénierie d’onto-
logie à partir de textes. Les textes sont des sources de connaissances qui aident à construire
et à faire évoluer des ontologies. Afin d’identifier des indices linguistiques de connaissances
à partir de textes, nous avons choisi d’utiliser l’extraction de termes et l’extraction de rela-
tions lexicales. Ensuite, pour faire évoluer une ontologie, nous avons choisi d’utiliser une
approche linguistique car les textes utilisés étaient peu volumineux et ne pouvaient pas être
utilisés par une approche statistique.
L’évolution d’une ontologie selon l’approche linguistique consiste à donner une inter-
prétation conceptuelle aux indices linguistiques identifiés puis à les placer dans l’ontolo-
gie. Nous avons alors parcouru les travaux dans ce domaine et nous nous sommes rendus
compte que (i) plusieurs travaux considèrent un candidat terme comme un concept et (ii)
qu’une relation lexicale est une relation conceptuelle. Par ailleurs, rares sont les travaux trai-
tant l’évolution d’une ontologie de façon incrémentale et les outils actuellement disponibles
sont spécifiques à un domaine particulier et ne peuvent être utilisés dans d’autres.
Pour remédier à ce constat, nous avons alors fait le choix de modéliser des Ressources
Termino-Ontologiques (RTO) (qui permettent de faire la différence entre termes et concepts)
et avons tenu à proposer un outil qui soit le plus générique possible pour être utilisé dans
plusieurs domaines.
Nous avons considéré l’évolution d’ontologies à partir de textes comme un problème
complexe plongé dans un environnement dynamique (ajout de nouveaux textes dans un
corpus, actions de l’ontographe) qui exerce sur lui des contraintes auxquelles il doit s’adap-
ter. Après avoir étudié différentes techniques classiques d’adaptation et montré leur inadé-
quation, nous nous sommes alors tournés vers les systèmes multi-agents adaptatifs (AMAS)
175
Conclusion et perspectives
qui par leurs propriétés et caractéristiques semblent être une solution pertinente pour notre
problème.
L’instanciation de cette approche à notre problème a été réalisée en utilisant l’outil
ADELFE (Atelier de DEveloppement de Logiciel à Fonctionnalité Emergente). L’architec-
ture de l’AMAS que nous avons défini comporte deux types d’agents (les agents termes et les
agents concepts), chacun cherchant localement et coopérativement à trouver sa "bonne place"
dans l’organisation du système (la RTO) en anticipant et en résorbant toute situation non
coopérative (selon son point de vue local) pouvant survenir.
L’originalité de cette approche est de considérer la RTO comme un système multi-agent
adaptatif cherchant à s’adapter à toute évolution. Elle met en œuvre plus d’un millier
d’agents poursuivant individuellement et localement un objectif simple et local (indépen-
dant de la finalité attendue) mais produisant collectivement une RTO modifiée suite à l’ajout
de nouveaux documents ou aux actions de l’ontographe. La mise en œuvre d’un AMAS
composé d’un très grand nombre d’agents n’est pas chose courante et représente un cas
d’application intéressant pour éprouver cette approche.
D’autre part, l’instanciation de l’approche par AMAS à des agents de faible granularité
n’est pas chose simple car il est difficile de définir à un niveau si bas ce qui signifie la coopé-
ration. Il s’agit là encore d’une contribution de cette thèse.
Un autre point important de ce travail concerne le rôle et la place de l’utilisateur (ici
l’ontographe) dans le processus d’évolution d’une RTO, qui se résume davantage à un pro-
cessus de "co-évolution" : AMAS et utilisateur œuvrent ensemble pour produire une RTO
modifiée consentuelle.
Notre approche se veut aussi générique que possible ; générique au niveau de la défini-
tion des comportements des agents mais aussi au niveau des documents utilisés (pouvant
être exprimés en langue anglaise ou en langue française).
Les évaluations (qualitative et quantitative) de notre système ont donné des résultats
intéressants, particulièrement appréciés par deux des partenaires du projet DYNAMO qui
ont pu ainsi améliorer leur RTO à l’aide d’évolutions proposées par l’AMAS auxquelles ils
n’avaient pas pensé par eux-mêmes lors de l’évolution manuelle.
Pour autant ce travail est loin d’être achevé et plusieurs pespectives peuvent être envi-
sagées.
Des perspectives à court terme
Les perspectives d’amélioration de DYNAMO MAS et de DYNAMO Corpus Analy-
ser à court termes ont été détaillées dans la section 5.6 du chapitre 5. Nous les rappelons
rapidement.
1. Détection et élimination des agents termes inutiles. Les évaluations ont montré que les
propositions inutiles sont rejetées systématiquement par l’ontographe. Pour y remédier,




2. Adaptation du système à l’utilisateur. Afin d’améliorer les propositions de DYNAMO
MAS nous avons défini et implémenté dans les agents termes et les agents concepts des
comportements pour réagir aux actions de l’ontographe (accepter, refuser ou déplacer
des propositions). Nous proposons également d’adapter le seuil de propositions des
agents à l’aide des valeurs d’annotations des fiches puis de faire varier ce seuil en fonc-
tion du type de l’action effectuée par l’ontographe sur les propositions de DYNAMO
MAS.
3. Définition et utilisation de patrons lexico-syntaxiques. DYNAMO Corpus Analy-
ser ne comporte pas de module de projections de patrons lexico-syntaxiques et nous
n’avons pas défini de patrons spécifiques pour les corpus fournis par les trois parte-
naires du projet. Afin d’améliorer les résultats de DYNAMO MAS nous proposons
de définir des patrons lexico-syntaxiques en utilisant l’outil Caméléon développé dans
l’équipe MELODI [Aussenac-Gilles et Séguéla, 2000], puis d’intégrer un module de pro-
jection de patrons lexico-syntaxiques dans DYNAMO Corpus Analyser.
Des perspectives à long terme
Vers d’autres expérimentations de DYNAMO
D’autres évaluations sont à réaliser pour juger de la qualité des propositions de DY-
NAMO ainsi que des performances de DYNAMO MAS. Tout d’abord, nous proposons de
tester la qualité des propositions de l’AMAS :
1. en comparant les résultats d’annotations des fiches obtenus suite à une maintenance
manuelle de la RTO et suite à une maintenance automatique avec DYNAMO. Nous
pensons que les résultats des annotations seront meilleurs avec notre outil car lors de
nos évaluations, DYNAMO a identifié des connaissances non retrouvées par l’onto-
graphe (les annotations des fiches seront plus précises) ;
2. en comparant les résultats de recherche de fiches suite à une maintenance manuelle ou
suite à une maintenance automatique avec DYNAMO. Nous pensons aussi que les ré-
sultats des recherches seront plus précis lorsque la maintenance de la RTO est réalisée
avec DYNAMO. En effet, la recherche sémantique dans le projet DYNAMO se base sur
l’appariement d’une requête utilisateur avec les graphes d’instances des fiches. L’appa-
riement a pour objectif de déterminer quelles sont les fiches qui contiennent des ins-
tances de concepts décrites dans une requête. Puisque l’annotation est plus précise avec
l’outil DYNAMO, les fiches contenues dans un résultat de recherche seront aussi plus
précises.
Vers la combinaison d’une approche linguistique et d’une approche statistique
Nous avons montré dans le chapitre 2 que l’identification de relations lexicales à partir
de textes s’appuie sur deux types d’approches : une approche linguistique et une approche
statistique. L’approche linguistique consiste à identifier et à étiqueter des relations lexicales
dans les textes grâce à des patrons lexico-syntaxiques. Cette technique est utilisée lorsque
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nous ne disposons pas d’un grand volume textuel. En revanche, avec des textes de grand
volume nous pouvons appliquer une approche statistique pour identifier la présence de
relations lexicales entre candidats termes sans pour autant les étiqueter.
Plusieurs travaux de recherche ont démontré l’intérêt de combiner ces deux approches.
[Baneyx et al., 2005] par exemple utilisent une approche distributionnelle et une approche à
base de patrons pour construire une ontologie. Les auteurs ont démontré que ces deux ap-
proches sont complémentaires. En effet, certaines relations ne sont pas identifiées par l’ap-
proche statistique mais le sont par l’approche linguistique et inversement. [Giovannetti et al.,
2008] utilisent tout d’abord les deux types d’approches pour extraire des relations séman-
tiques entre candidats termes. Ensuite, les relations obtenues par l’approche linguistique
sont filtrées grâce aux relations obtenues par l’approche statistique et les relations obtenues
par l’approche statistique sont étiquetées grâce aux relations obtenues par l’approche lin-
guistique.
Nous proposons de combiner une approche statistique à notre approche linguistique
pour faire la construction et l’évolution de RTO à partir de textes. Nous envisageons d’utili-
ser l’approche différentielle de [Bachimont, 2000] (dont les principes ont été présentés dans
la section 4.5.2.3). Plus précisément, nous voulons extraire, à partir des textes, des proprié-
tés caractérisant les candidats termes. Ces propriétés seront ensuite utilisées par les agents
concepts pour se placer dans l’AMAS. Il est clair que les textes dont nous disposons ne sont
pas volumineux pour ce genre d’approche. Nous proposons alors d’exploiter le Web (mo-
teur de recherche Google) pour identifier d’autres sources textuelles du domaine à modé-
liser. Pour réduire la polysémie dans les documents retrouvés par Google, nous pouvons
utiliser des techniques de calcul de similarité entre documents [Cimiano et al., 2005b]. Ces
techniques consistent à comparer les termes du domaine et les termes retrouvés dans un do-
cument du Web afin de calculer le degré d’adéquation d’un document à un domaine donné.
Bilan personnel
Arrivé au terme de cette étude, il me semble intéressant de dresser un bilan personnel
de cette thèse.
D’un point de vue théorique, la notion de Ressource Termino-Ontologique m’a permis
de comprendre les ontologies. Ce modèle permet de différencier les concepts des termes et
de comprendre l’intérêt d’une terminologie pour faire l’annotation sémantique de textes.
En effet, d’une façon naturelle, la description d’un concept passe souvent par l’énumération
des objets du monde qui définissent ce qu’est ce concept. Ces objets sont évoqués dans les
textes via des termes et c’est pour cette raison que ces termes sont représentés dans la RTO
et qu’ils sont associés à la représentation du concept. Faire évoluer automatiquement une
RTO à partir de textes est un travail laborieux, difficile auquel j’ai essayé d’apporter des so-
lutions à travers DYNAMO. En effet, les textes courts en langage naturelle apportent peu de
connaissances et se prêtent donc mal à l’évolution automatique d’une RTO. Ils ne peuvent
être qu’une des sources du processus d’évolution, source de connaissance qu’il faut com-
pléter d’autres connaissances sur le domaine. Nous pourrions par exemple utiliser d’autres
textes plus riches à conditions de s’assurer que ces textes portent sur le même domaine étu-
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dié. Ensuite, seuls les termes extraits du corpus à annoter seraient projetés sur ces textes
afin d’identifier éventuellement d’autres relations lexicales entre ces termes aux moyens
de techniques statistiques ou linguistiques. Cette piste intéressante n’a pas été envisagée
par manque d’outillages disponibles mais aussi par le temps nécessaire pour construire
un corpus du domaine. Nous pourrions aussi nous baser sur d’autres ontologies ou des
lexiques du même domaine. Enfin, une dernière solution consiste à mettre en place un sys-
tème très spécifique pour chaque corpus et chaque domaine. Dans le cadre de ma thèse,
j’ai essayé d’avoir un outil le plus générique possible. Pour combler les lacunes des textes
courts, j’ai défini des règles de comportements locaux dans les agents et je me suis appuyé
sur l’utilisation de sources de connaissances externes. Les comportements locaux définissent
des heuristiques d’utilisation de connaissances lexicales pour construire des représentations
conceptuelles. Ils peuvent constituer une base de règles ou un guide pour les ontographes
qui construisent ou font évoluer des ontologies à partir de textes.
D’un point de vue technique, dans cette thèse, je me suis heurté à la non disponibilité
de logiciels de TAL répondant aux besoins d’évolution d’ontologies. En effet, la plupart des
outils de TAL actuels sont soit confidentiels, soit disponibles uniquement en version online
ou payante et ne peuvent donc être intégrés dans une chaîne de traitements transparents.
J’ai dépensé beaucoup de temps pour étudier YaTeA et l’intégrer dans DYNAMO Corpus
Analyzer. Je n’ai pas eu l’occasion d’étudier les analyseurs syntaxiques et d’en intégrer un
dans DYNAMO Corpus Analyzer. J’ai la conviction que les relations <sujet, verbe, objet>,
souvent utilisées dans les travaux de construction d’ontologies, pourraient améliorer les ré-
sultats de DYNAMO. Une autre difficulté a été de déterminer les comportements coopératifs
des agents d’un AMAS. En effet, sur ce point, j’ai remarqué que l’expérimentation est le seul
moyen de vérifier et de compléter les comportements d’un système à fonctionnalités émer-
gentes. L’outil MAY s’est avéré alors très utile car il m’a permis de développer rapidement
les agents et de les tester afin d’aboutir à DYNAMO V3. Reste un dernier point important qui
est le développement d’un outil de définition et de projection de patrons lexico-syntaxiques.
En effet, l’amélioration des résultats de DYNAMO passe nécessairement par l’extraction de
relations lexicales dépendantes du domaine étudié. Pour trouver ces relations lexicales, l’uti-
lisation de patrons lexico-syntaxiques permettrait de mieux comprendre l’articulation entre
textes et ontologies. En effet, ils servent à extraire les contextes dans lesquels s’expriment les
connaissances (concepts, termes et relations sémantiques) dans un texte. Par ailleurs, leur
étude permettrait de concevoir de nouvelles règles de transformations de relations lexicales
en relations conceptuelles à rajouter aux agents de DYNAMO.
D’une façon générale, la modélisation des connaissances d’un domaine à partir de textes
ou de toutes autres connaissances dépendra du point de vue du modélisateur sur le do-
maine. L’expérimentation de DYNAMO a montré cela : à partir d’une proposition de mo-
délisation de l’AMAS, l’onthographe peut décider que cette connaissance est à retenir ou
pas, ou encore quelle doit être représentée autrement dans la RTO. En effet, selon le niveau
d’abstraction des textes et l’objectif d’utilisation de l’ontologie, l’ontographe s’attachera à
modéliser les connaissances telles qu’elles ont été exprimées dans les textes ou différem-
ment.
Je terminerai en mentionnant l’expérience et les connaissances que j’ai pu acquérir du-
rant ces années de thèse. En effet, j’ai eu la chance de contribuer à deux domaines de re-
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cherche ainsi que de travailler dans le cadre d’un projet regroupant des partenaires in-
dustriels et académiques. Parmi tout ce que j’ai étudié durant la thèse, ce sont surtout les
recherches sur comment extraire les connaissances des textes et comment construire des
systèmes multi-agents qui m’ont le plus enthousiasmé. Mettre en pratique ces deux idées
était mon défi et j’ai pu le relever grâce aux nombreuses aides précieuses apportées par les
membres de mes équipes SMAC et MELODI et les membres du projet DYNAMO. Rien ne
m’a fait plus plaisir que de voir l’outil DYNAMO en action. A chaque fois j’étais étonné de
voir des propositions de concepts ou de termes émerger, sans m’y attendre, en rajoutant des
comportements locaux aux agents. J’espère enfin que mes réflexions ainsi que mes modestes
contributions puissent constituer des repères pour d’autres travaux à venir.
Je conclurai enfin en rappelant que mener une thèse est un travail durant lequel l’étu-
diant en thèse passe par des hauts et des bas. Il faut juste avoir de la patience et de la persé-
vérance pour arriver à ses fins et ne jamais baisser les bras. Cette thèse et sa réussite m’ont
donné envie de poursuivre ma carrière de chercheur.
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