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Abstract
Initializing the weights and the biases is a key part of the training process of a neural network.
Unlike the subsequent optimization phase, however, the initialization phase has gained only limited
attention in the literature. In this paper we discuss some consequences of commonly used initial-
ization strategies for vanilla DNNs with ReLU activations. Based on these insights we then develop
an alternative initialization strategy. Finally, we present some large scale experiments assessing the
quality of the new initialization strategy.
1 Introduction
Improving and understanding the training phase of deep neural networks has attracted a lot of at-
tention in the last couple of years. This training phase mostly consists of minimizing an empirical
risk term, and due to the structure of deep neural networks, the corresponding optimization land-
scape is convoluted and highly non-convex. To avoid getting stuck in local minima several variants of
stochastic gradient descent have been proposed and successfully applied. These success stories suggest
that the initialization of neural networks, that is, choosing the starting point of the optimization, has
become less important. In fact, the two commonly used heuristics proposed in [7, 9] both focus on
normalizing the variance of the weights of the neural network to ensure that the gradients of deep
networks do not exponentially explode or implode. So far, however, positive or negative side-effects of
these initialization strategies have not been investigated in depth. This is the first goal of our paper,
and the second goal is to use these insights to develop a new initialization strategy.
To be a bit more specific let | · |+ : R → [0,∞) be the ReLU function, that is |t|+ := max{0, t}.
For d ∈ N, a single neuron is then given by
h : Rd → [0,∞)
x 7→ |〈a, x〉+ b|+ ,
where a ∈ Rd and b ∈ R are the weight vector and the bias of the neuron. A layer of width m is a
function H : Rd → [0,∞)m, whose coordinate functions are neurons. Finally, a deep neural network
is the composition of layers followed by an affine linear function, that is, a function g : Rd → R of the
form
g = v ◦HL ◦HL−1 ◦ · · · ◦H1 , (1)
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where Hl : Rml−1 → [0,∞)ml are layers with m0 := d and the output neuron v : RmL → R is a
function given by v(x) = 〈w, x〉 + c, where w and c are the weight vector and the bias of the output
neuron. Clearly, g is always a continuous and piecewise linear function, which is fully described by all
its weight vectors and biases. Moreover, the architecture of a deep neural network is described by the
number L of hidden layers, the input dimension d, and the widths m1, . . . ,mL. In the following, we
write
Ad,m1,...,mL,1 :=
{
g : Rd → R ∣∣ g is of the form (1) with layers Hl : Rml−1 → [0,∞)ml and m0 := d } .
To train a neural network of fixed architecture, we need a labeled data setD := ((x1, y1), . . . , (xn, yn)) ∈
(X × R)n, where X ⊂ Rd is called the input space, as well as a loss function L : R× R→ [0,∞). For
a function f : X → R, we then define the empirical L-risk by
RL,D(f) := 1
n
n∑
j=1
L(yj , f(xj)) .
Now, training a network seeks an (approximate) empirical risk minimizer within the given architecture,
that is a network gD ∈ Ad,m1,...,mL,1 such that
RL,D(gD) ≈ inf
{RL,D(g) : g ∈ Ad,m1,...,mL,1} . (2)
Usually, the considered loss function is differentiable in its second argument and the networks g ∈
Ad,m1,...,mL,1 are parameterized by their weights and biases. The optimization problem is then executed
on these parameters with the help of some variant of stochastic gradient descent (SGD). Consequently,
the training produces a sequence g0, g1, . . . , gT ∈ Ad,m1,...,mL,1 from which a gD is chosen, e.g. gD := gT .
Unfortunately, however, the optimization problem (2) is, in general, highly non-convex, and therefore,
the final gD may depend on the initial g0. Initializing the network, i.e., choosing an initial g0, is
therefore a potentially crucial part of the entire training.
It is well-known, that initializing all weights and biases to the same value, e.g. to zero, hinders
training by SGD since all neurons in the same layer will be updated in the same way. For this
reason, the weights (and biases) are typically initialized randomly. More precisely, the most common
initialization strategies proposed in [7] and [9] both fix some random variable A with distribution µ,
that is A ∼ µ, and then initialize the weights of the layer Hl by realizations of independent copies of
σml−1,mlA, where σml−1,ml is a suitable scaling factor. In fact, µ is usually either the standard normal
distribution or the uniform distribution on e.g. [−1, 1]. Moreover, both papers propose to initialize the
biases to zero, but some other heuristics also recommend a small positive value such as 0.1 or 0.01, or
a some small random value, instead. We refer to [8, Ch. 8.4] for a more detailed discussion on these
and other initialization strategies.
In any case, the resulting initial function g0 is a random function, and one may ask how suitable
this starting point g0 is. So far, this question has not been answered in a satisfying manner, in fact,
most papers dealing with this question only apply some heuristic arguments, mostly centered around
effects on SGD updates on the weights, and report some empirical findings, mostly on a few data sets
related to images.
The goal of this paper is to go beyond this by investigating how different initialization strategies
influence the shape of the function g0. To this end, we first investigate the most simple case of one-
dimension input data and one hidden layer, that is d = L = 1 in Section 2. Here it turns out that we
can explicitly compute several key quantities such as the probability of initializing a neuron into an
inactive state. As a consequence, we can also compare the effects of different initialization strategies,
for example, we will see why it is better to choose a small positive value for the bias instead of a
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small negative value. Finally, based on these insights, we will develop a first alternative initialization
strategy. In Section 3 we will then investigate the significantly more complicated general situation.
Here we will compute, for example, the influence of σml−1,mlA on the size and the direction of the
weight vector, as well as on the size of the output of Hl. In addition, we will investigate the effect of
different initialization strategies for the bias term. Based on these insights we will then develop a new
initialization strategy that spreads the active and inactive regions of each neuron more widely across
the space spanned by the input data of the layer. Finally, in Section 4 we present some experiments
that compare to the new initialization strategy to the one of [9].
2 The simplest case: One-dimensional data and one hidden layer
In this section we explore the effects of different initialization strategies in the simplest case of one-
dimensional input data and neural networks with one hidden layer consisting of ReLU-neurons. To
be more precise, we assume that our input space X is a subset of R and that our hidden layer has m
neurons h1, . . . , hm : R→ R of the form
hi(x) =
∣∣aix+ bi∣∣+ , x ∈ R,
where ai, bi ∈ R are the weights and the biases of these neurons. Consequently, our network can
represent exactly those functions g : R→ R that are of the form
g(x) =
m∑
i=1
wi
∣∣aix+ bi∣∣+ + c , x ∈ R, (3)
where w1, . . . , wm ∈ R are the weights and c ∈ R is the bias of the output neuron. The goal of the
training process is then to find suitable values for a1, b1, . . . , am, bm ∈ R, w1, . . . , wm ∈ R, and c ∈ R.
Let us denote the set of all functions that can be represented by our network by A1,m,1, that is
A1,m,1 :=
{
g : R→ R ∣∣ g has a representation (3) for suitable ai, bi, wi ∈ R and c ∈ R } .
It is not hard to see that given a g ∈ A1,m,1, the representing parameters in (3) are anything than
unique.
Now notice that for ai = 0 the neuron hi is a constant function, namely hi ≡ |bi|+. Moreover,
if ai 6= 0, then hi is a continuous, piecewise linear function with exactly one kink, and this kink is
located at x∗i := −bi/ai. Inspired by spline interpolation we call x∗i a knot throughout this section. A
simple calculation shows that in the case ai < 0, the function hi is given by
hi(x) =
{
aix+ bi if x ∈ (−∞, x∗i ]
0 if x ∈ [x∗i ,∞) ,
(4)
while for ai > 0, it is given by
hi(x) =
{
0 if x ∈ (−∞, x∗i ]
aix+ bi if x ∈ [x∗i ,∞) .
(5)
To describe the corresponding behavior of the function g with representation (3) we now write I =
{1, . . . ,m}, I∗ := {i ∈ I : ai 6= 0}, and
I− := {i ∈ I∗ : ai < 0}
I+ := {i ∈ I∗ : ai > 0} .
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Moreover, throughout the rest of this section we write x∗i := −bi/ai for i ∈ I∗.
Now, we immediately obtain the following result, which provides a different representation of
g ∈ A1,m,1.
Proposition 2.1. For m ≥ 1 we fix a g ∈ A1,m,1 with the representation (3). Then for all x ∈ R we
have
g(x) =
∑
i∈I−:x≤x∗i
wi(aix+ bi) +
∑
i∈I+:x≥x∗i
wi(aix+ bi) +
∑
i∈I\I∗
wi|bi|+ + c
Our next goal is to derive explicit formulas for the partial derivatives considered during training
of our neural network. To this end, we say that a loss function L : R× R→ [0,∞) is differentiable, if
for all y ∈ R the function
t 7→ L(y, t)
is differentiable. In this case we write
L′(y, t) :=
∂L
∂t
(y, t) .
Since the function t 7→ |t|+ is not differentiable at 0, we formally need to exclude all occasions, at
which we would need to use its derivative at 0. However, from a practical point of view this is not
feasible, since there are actually realistic situations in which the “derivative” of t 7→ |t|+ at t = 0
is needed, see e.g. Example 2.10 below. For this reason, we pick a ∂0 ∈ [0, 1], which will serve as
a surrogate for the missing derivative.1 To be more precise, in all formulas involving derivatives of
t 7→ |t|+ we will use ∂0, whenever we would actually need the derivative t 7→ |t|+ at t = 0. In addition,
to allow for compact formulas, we define ∂t = 0 for t < 0 and ∂t = 1 for t > 0. Then, our approach
gives
∂|ax+ b|+
∂a
(a0) = ∂a0x+b · x =

0 if a0x+ b < 0
∂0 · x if a0x+ b = 0
x if a0x+ b > 0 ,
(6)
where the first and third case is covered by the usual chain rule and in the second case we used ∂0 as
a formal surrogate. Similarly, we get
∂|ax+ b|+
∂b
(b0) = ∂ax+b0 =

0 if ax+ b0 < 0
∂0 if ax+ b0 = 0
1 if ax+ b0 > 0 .
(7)
Moreover, if f : R → R is a differentiable function, then we formally apply the chain rule in the
following sense
∂f
(|ax+ b|+)
∂a
(a0) = f
′(|a0x+ b|+) · ∂|ax+ b|+
∂a
(a0) = f
′(|a0x+ b|+) · ∂a0x+b · x (8)
∂f
(|ax+ b|+)
∂b
(b0) = f
′(|ax+ b0|+) · ∂|ax+ b|+
∂b
(b0) = f
′(|ax+ b0|+) · ∂ax+b0 . (9)
In particular, given a g ∈ A1,m,1, these extended chain rules are used when computing partial deriva-
tives of RL,D(g) with respect to the parameters in (3). The next proposition executes these computa-
tions.
1In “native” PyTorch, for example, we find ∂0 := 0, see https://github.com/pytorch/pytorch/issues/11662#
issuecomment-423138052, and the same choice is taken in Tensorflow, see https://github.com/tensorflow/
tensorflow/blob/e39d8feebb9666a331345cd8d960f5ade4652bba/tensorflow/core/kernels/relu_op_functor.h#
L54.
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Proposition 2.2. Let L : R× R→ [0,∞) be a differentiable loss function. For m ≥ 1 we further fix
a g ∈ A1,m,1 with the representation (3). Then for i ∈ I− we have
∂RL,D(g)
∂ai
(w, c, a, b) =
wi
n
∑
j:xj<x∗i
L′
(
yj , g(xj , w, c, a, b)
) · xj + ∂0 · wi · x∗i
n
∑
j:xj=x∗i
L′
(
yj , g(x
∗
i , w, c, a, b)
)
∂RL,D(g)
∂bi
(w, c, a, b) =
wi
n
∑
j:xj<x∗i
L′
(
yj , g(xj , w, c, a, b)
)
+
∂0 · wi
n
∑
j:xj=x∗i
L′
(
yj , g(x
∗
i , w, c, a, b)
)
∂RL,D(g)
∂wi
(w, c, a, b) =
1
n
∑
j:xj<x∗i
L′
(
yj , g(xj , w, c, a, b)
) · (ai · xj + bi) .
Moreover, for i ∈ I+ we have
∂RL,D(g)
∂ai
(w, c, a, b) =
wi
n
∑
j:xj>x∗i
L′
(
yj , g(xj , w, c, a, b)
) · xj + ∂0 · wi · x∗i
n
∑
j:xj=x∗i
L′
(
yj , g(x
∗
i , w, c, a, b)
)
∂RL,D(g)
∂bi
(w, c, a, b) =
wi
n
∑
j:xj>x∗i
L′
(
yj , g(xj , w, c, a, b)
)
+
∂0 · wi
n
∑
j:xj=x∗i
L′
(
yj , g(x
∗
i , w, c, a, b)
)
∂RL,D(g)
∂wi
(w, c, a, b) =
1
n
∑
j:xj>x∗i
L′
(
yj , g(xj , w, c, a, b)
) · (ai · xj + bi) .
In addition, for i ∈ I \ I∗ we have
∂RL,D(g)
∂ai
(w, c, a, b) =
∂bi · wi
n
n∑
j=1
L′
(
yj , g(xj , w, c, a, b)
) · xj
∂RL,D(g)
∂bi
(w, c, a, b) =
∂bi · wi
n
n∑
j=1
L′
(
yj , g(xj , w, c, a, b)
)
∂RL,D(g)
∂wi
(w, c, a, b) =
|bi|+
n
n∑
j=1
L′
(
yj , g(xj , w, c, a, b)
)
.
Finally, we have
∂RL,D(g)
∂c
(w, c, a, b) =
1
n
n∑
j=1
L′
(
yj , g(xj , w, c, a, b)
)
.
Inspired by Propositions 2.1 and Proposition 2.2 we now introduce the following classification for
the state of a neuron hi in (3).
Definition 2.3. Let D = ((x1, y1), . . . , (xn, yn)) ∈ (R× R)n be a data set, and
xmin := min
1≤j≤n
xi and xmax := max
1≤j≤n
xi ,
and g ∈ A1,m,1 be a function with representation (3). For i ∈ I∗ we then say that the neuron hi is:
i) Fully active, if xmin < x
∗
i < xmax.
ii) Semi-active, if i ∈ I− and x∗i ≥ xmax > xmin, or if i ∈ I+ and x∗i ≤ xmin < xmax.
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iii) Inactive, if i ∈ I− and x∗i ≤ xmin, or if i ∈ I+ and x∗i ≥ xmax.
Moreover, if L : R × R → [0,∞) is a differentiable loss function and i ∈ I∗, then we say that the
neuron hi is dead, if hi is inactive and for all sub-samples D
′ of D we have
∂RL,D′(g)
∂ai
(w, c, a, b) =
∂RL,D′(g)
∂bi
(w, c, a, b) = 0 .
The following corollary shows that the state of a neuron hi determines how hi influences the entire
function g.
Corollary 2.4. Let D = ((x1, y1), . . . , (xn, yn)) ∈ (R×R)n be a data set and g ∈ A1,m,1 be a function
with representation (3). Then for all i ∈ I∗ the following statements are true:
i) If hi is fully active and there exists an xj0 with xmin < xj0 < xmax, then hi does not behave
linearly on the data set, that is, for all a˜, b˜ ∈ R there exists a j ∈ {1 . . . , n} such that
h(xj) 6= a˜xj + b˜ .
ii) If hi is semi-active, then hi behaves linearly on the data set, namely for all j = 1, . . . , n we have
hi(xj) = aixj + bi .
iii) The neuron hi is inactive, if and only if for all j = 1, . . . , n we have
hi(xj) = 0 .
Moreover, if hi is inactive and L : R× R → [0,∞) is a differentiable loss function, then for all
sub-samples D′ = ((xj1 , yj1), . . . , (xjk , yjk)) of D we have
∂RL,D′(g)
∂ai
(w, c, a, b) =
∂0 · wi · x∗i
n
∑
l:xjl=x
∗
i
L′
(
yjl , g(x
∗
i , w, c, a, b)
)
∂RL,D′(g)
∂bi
(w, c, a, b) =
∂0 · wi
n
∑
l:xjl=x
∗
i
L′
(
yjl , g(x
∗
i , w, c, a, b)
)
∂RL,D′(g)
∂wi
(w, c, a, b) = 0 .
Consequently, hi is dead independently of the specific choice of L, if ∂0 = 0 or if xj 6= x∗i for all
j = 1, . . . , n.
Corollary 2.4 shows that, depending on its state, a neuron has a rather different impact on the
entire network. Indeed, fully active neurons contribute in a truly non-linear manner, while semi-active
neurons all contribute in a linear fashion. Once training is completed, all semi-active neurons could
therefore be replaced by a single semi-active neuron weighted with new weight w = 1 and given by
h(x) :=
( ∑
j∈ISA
wjaj
)
· x+
∑
j∈ISA
wjbj ,
where ISA denotes the set of all indices of semi-active neurons, and where we assume that future
inputs x satisfy x ∈ [xmin, xmax]. In addition, all inactive neurons do not contribute to the network,
and can therefore be removed after training. Finally, all dead neurons do not contribute to the
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network, either, and since the partial derivatives of their parameters vanish, any training algorithm
that uses these derivatives in a gradient-descent-type step will never change the parameters of these
neurons. Consequently, these neurons can be removed during training without changing the final
decision function g ∈ A1,m,1. Finally, note that if ∂0 = 0, then all inactive neurons are actually dead.
These observations raise the following question:
Q1. How many neurons are semi-active, inactive, or dead due to their initialization?
To answer this question, we write λ for the Lebesgue measure on R and Fν for the cumulative
distribution function of a given probability measure ν on R. Moreover, if ν is λ-absolutely continuous,
then fν denotes a density of ν.
Now, we consider the following generic initialization strategy for our simple neural networks g ∈
A1,m,1.
Definition 2.5. Let Pa and Pw be probability measures on R with Pa({0}) = Pw({0}) = 0 and Pb, Pc
be probability measures on R. Then we say that a g ∈ A1,m,1 with representation (3) is initialized by
(Pw, Pc, Pa, Pb), if the parameter vector (w, c, a, b) is a realization of a random variable with distribution
P := Pmw ⊗ Pc ⊗ Pma ⊗ Pmb .
Essentially all commonly used initialization methods are of the above type for suitably chosen
(Pw, Pc, Pa, Pb). We will discuss a few examples after we have investigated the generic initialization
method.
Now recall that the state of a neuron hi is defined by the position of its knot x
∗
i = −bi/ai relative
to the data set D. This motivates the following definitions.
Definition 2.6. Let P and Q be two probability measures on R with Q({0}) = 0 and X,Y be two
independent random variables with X ∼ P and Y ∼ Q. Then the ratio distribution P/Q is the
probability measure µ on R that is given by
X
Y
∼ µ .
Moreover, we define the functions F−P,Q : R→ [0, 1] and F+P,Q : R→ [0, 1] by
F−P,Q(z) := P ⊗Q
({(x, y) ∈ R2 : x ≥ zy and y < 0})
F+P,Q(z) := P ⊗Q
({(x, y) ∈ R2 : x ≤ zy and y > 0}) .
To motivate the functions F±P,Q we consider the product measure P ⊗ Q on R2 and the two
projections piX , piY : R2 → R defined by piX(x, y) := x and piY (x, y) := y. Then piX and piY are
independent random variables and their distributions are P and Q. Using Q({0}) = 0 this leads to
FP/Q(z) = P ⊗Q
(piX
piY
≤ z
)
= P ⊗Q({(x, y) ∈ R2 : x ≤ zy and y > 0})+ P ⊗Q({(x, y) ∈ R2 : x ≥ zy and y < 0})
= F+P,Q(z) + F
−
P,Q(z) (10)
for all z ∈ R. Moreover, the functions FP/Q, F−P,Q, and F+P,Q can be used to describe the probability
for a neuron to be initialized into a fully active, semi-active, or inactive state, respectively. This is
done in the following lemma.
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Lemma 2.7. Let g ∈ A1,m,1 be initialized by (Pw, Pc, Pa, Pb). Then P -almost surely we have I = I∗.
Moreover, −x∗i is, for all i ∈ I∗, a realization of a random variable with distribution Pb/Pa. In
particular, if we have a data set D, then for all i ∈ I∗ we have
P
({neuron hi is fully active}) = Pb/Pa((−xmax,−xmin)) .
Moreover, if FPb/Pa is continuous, then the following equations hold:
P
({neuron hi is fully active}) = FPb/Pa(−xmin)− FPb/Pa(−xmax) , (11)
P
({neuron hi is semi-active}) = Pa([0,∞)) + F−Pb,Pa(−xmax)− F+Pb,Pa(−xmin) , (12)
P
({neuron hi is inactive}) = Pa((−∞, 0]) + F+Pb,Pa(−xmax)− F−Pb,Pa(−xmin) , (13)
and, in addition, the following equivalence holds Pb/Pa-almost surely:
neuron hi is inactive ⇐⇒ neuron hi is dead.
Lemma 2.7 shows that answering Question Q1 reduces to computing the functions FP/Q, F
−
P,Q,
and F+P,Q. Fortunately, ratio distributions have a rather long history in probability and their first
systematic treatment can be found in [3]. Consequently, computing the probability for neurons being
fully active after initialization can be directly computing using those results. Distinguishing between
semi-active and inactive neurons neurons, however, also requires knowledge about F−P,Q and F
+
P,Q. For
this reason, Proposition A.1 collects several useful results on FP/Q as well as some results on F
−
P,Q
and F+P,Q. In particular, it is shown there Q is Lebesgue absolutely continuous and P is either also
Lebesgue absolutely continuous or a Dirac distribution, then FP/Q is continuous, and hence (11), (12),
and (13) hold. Moreover, in both cases, simplified formulas for computing FP/Q, F
−
P,Q, and F
+
P,Q are
presented. Finally, if Q is symmetric, that is Q(A) = Q(−A) for all measurable A ⊂ R, then P/Q is
symmetric, too.
The next theorem, which relies on both Lemma 2.7 and Proposition A.1, characterizes distributions
Pb that prevent either inactive neurons or semi-active neurons during initialization.
Theorem 2.8. Let g ∈ A1,m,1 be initialized by (Pw, Pc, Pa, Pb) and assume that FPb/Pa is continuous
and that Pa((−ε, ε)) > 0 holds for all ε > 0. Moreover, let D be a data set with xmin ≤ 0 ≤ xmax.
Then the following statements are equivalent:
i) Pb only assigns positive values, that is Pb((0,∞)) = 1.
ii) For all i ∈ I we have P ({neuron hi is inactive}) = 0.
In addition, we also have the equivalence of the following two statements:
iii) Pb only assigns negative values, that is Pb((−∞, 0)) = 1.
iv) For all i ∈ I we have P ({neuron hi is semi-active}) = 0.
Note that without the continuity of FPb/Pa Theorem 2.8 does not hold in general. In particular, if
Pb is the Dirac measure at zero, that is Pb = δ{0}, then Pb/Pa = δ{0}, and hence we have x∗i = 0 almost
surely. For data sets with xmin < 0 < xmax, all neurons are therefore fully active after initialization.
For other commonly used distributions, such as Pb = δ{0.01}, Pb = U [α, β], or Pb = N (µ, σ2b ), and
Pa = U [−γ, γ] or Pa = N (0, σ2a), however, the assumptions of Theorem 2.8 are satisfied. In this case,
Theorem 2.8 shows that the only way to prevent inactive neurons during initialization is to enforce
strictly positive biases by Pb. For such Pb, however, Theorem 2.8 further shows that the initialization
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necessarily produces some semi-active neurons. By combining both equivalences of Theorem 2.8 we
thus find
P
({neuron hi is fully active}) < 1 . (14)
However, this result requires, as already mentioned, the continuity of FPb/Pa . The next theorem
in particular shows that for data sets with xmin < 0 < xmax, Inequality (14) actually holds for all
Pb 6= δ{0} and all commonly used Pa.
Theorem 2.9. Let g ∈ A1,m,1 be initialized by (Pw, Pc, Pa, Pb) and assume that Pa((−ε, 0)) > 0 and
Pa((0, ε)) > 0 hold for all ε > 0. Moreover, let D be a data set with xmin ≤ 0 ≤ xmax. Then for all
i ∈ I the following statements are equivalent:
i) Pb({0}) < 1.
ii) P ({x∗i > xmax}) > 0.
iii) P ({x∗i < xmin}) > 0.
Moreover, if the data set D satisfies xmin < 0 < xmax, then these conditions are also equivalent to:
iv) P ({x∗i ≥ xmax}) > 0.
v) P ({x∗i ≤ xmin}) > 0.
For the most commonly used distributions for Pa and Pb, the ratio distribution as well as the
functions fP/Q, FP/Q, F
−
P,Q, and F
+
P,Q can be explicitly derived, see Examples, A.3, A.4, A.5, A.6,
and A.7. Consequently, the probabilities for initializing fully active, semi-active, and inactive neurons
can be explicitly with the help of Lemma 2.7. This is the goal of the next couple of examples, see
also Figure 1 for the probabilities of not fully active and inactive knots and Figure 2 for the densities
fPb/Pa of the knot distributions. In these examples, we restrict our considerations to data sets with
xmin = 0 and xmax = 1, since a) this describes one of the two most commonly used data pre-scalings,
and b) the non-negativity of xmin will also play a key role when considering hidden layers in the
middle of deeper neural networks in Section 3. In addition, considering the other commonly used data
pre-scaling xmin = −1 and xmax = 1 in the examples below is merely more than a straight forward
exercise.
The first two examples consider initialization strategies that assign constant values to the bias.
These strategies are probably the most commonly used ones.2
Example 2.10 (Zero bias initialization). In recent years, the importance of proper initialization
of neural networks and in particular of their weight parameters has been observed in e.g. [7] and [9].
To be more precise, in [7] it was proposed to initialize the weights of the l-th layer with the help of the
following distributions Pw := U [−α, α] with α =
√
6/(ml +ml−1), where ml−1 denotes the number of
neurons in layer l − 1. Moreover, all bias entries are initialized using δ{0}. This initialization method
is known as Xavier and is strictly speaking not for ReLUs. For this reason, [9] adapted the insights
of [7] to ReLU-Functions. To be more precise, [9] proposes to initialize the weight entries of the l-th
layer using a symmetric distribution whose variance is 2/ml−1. An explicitly mentioned example of
such a distribution is N (0, σ2l ) with σl =
√
2/ml−1. Moreover, [9] again proposed to use δ{0} for all
bias entries. This initialization method is known as He-et-al..
2For example, [8, p. 302], writes “Typically, we set the biases for each unit to heuristically chosen constants, and
initialize only the weights randomly.”
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Figure 1: Probability for a knot being fully active (left), semi-active (middle), and inactive (right) for “inverse ratio
of standard deviations” ρ ∈ (0, 15] and data sets with [xmin, xmax] = [0, 1]. Six different initialization methods, which
are discussed in Example 2.10 (“zero bias”), Example 2.11 (“nonzero bias . . . ”), and Example 2.12 (“. . . ratios”), are
displayed. For each method, the probability of initializing a fully active neuron is bounded from above by 0.5, and for
typical choices of ρ this upper bound is actually almost attained. Moreover, the probability of initializing an inactive
neuron is either approximately 0.25 or equal to 0. As shown in Theorem 2.8 the latter case occurs exactly for those
distributions Pb, which only produce positive values for the bias.
Let us now analyze the effect of this and similar initialization methods. To this end, we we consider
a g ∈ A1,m,1, and assume that Pb = Pc = δ{0} and that Pa and Pw are some Lebesgue-absolutely
continuous, symmetric distributions. Then we have Pb/Pa = δ{0}, and therefore the initialization
almost surely yields x∗i = 0 for all i = 1, . . . ,m. Moreover, we have Pw({0}) = 0 and consequently,
independent of the number of neurons m, our initialized g has almost surely exactly one knot, which
is located at 0. Our next goal is to investigate the states of the neurons after initialization.
To this end we assume that our data set D is normalized such that it satisfies [xmin, xmax] = [0, 1].
Since x∗i = 0, we then see that each neuron is either semi-active or inactive, and therefore Corollary
2.4 shows that for all i = 1, . . . ,m we either have hi(xj) = 0 for all j = 1, . . . , n or hi(xj) = aixj + bi
for all j = 1, . . . , n. Moreover, a neuron hi is semi-active if and only if i ∈ I+, and it is inactive if and
only if i ∈ I−. By the symmetry of Pa we then find
P
({neuron hi is semi-active}) = P ({neuron hi is inactive}) = 0.5 .
Let us now consider an inactive neuron hi, that is i ∈ I−. For the most commonly used choice ∂0 = 0,
part iii) of Corollary 2.4 then shows that hi is dead. Therefore, the probability of hi being initialized
into a dead state is 0.5 and the total number |Idead| of neurons that are initialized as dead is a random
variable with
|Idead| ∼ B(m, 0.5) .
Let us now consider the case ∂0 > 0. To this end, we first observe that for a sub-sample D
′ =
((xj1 , yj1), . . . , (xjk , yjk)) of D, Corollary 2.4 and Proposition 2.2 show
∂RL,D′(g)
∂ai
(w, c, a, 0) =
∂RL,D′(g)
∂wi
(w, c, a, 0) = 0
∂RL,D′(g)
∂bi
(w, c, a, 0) =
∂0 · wi
n
∑
l:xjl=0
L′
(
yjl , c
)
(15)
∂RL,D′(g)
∂c
(w, c, a, 0) =
1
n
k∑
l=1
L′
(
yjl , g(xjl , w, c, a, 0)
)
,
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Figure 2: Densities fPb/Pa of the knot distributions for 5 different initialization strategies considered in Examples 2.11
and 2.12 and the initialization with Pb = δ{0} of Example 2.10, which is indicated by a vertical line at x = 0. Left to
Right: 3 inverse ratios of standard deviations ρ = 1, 5, and 10 as defined in the examples. For fixed Pb, distributions
Pa with larger variance lead to larger ρ and, as the graphics show, to a higher concentration of Pa/Pb around zero. All
densities are symmetric, and hence at least have of the initialized knots fall outside [xmin, xmax] = [0, 1]. In addition, all
densities have a fat tail and are far from being uniform on [xmin, xmax] = [0, 1].
where we used bi = x
∗
i = 0 and g(x
∗
i , w, c, a, 0) = g(0, w, c, a, 0) = c. Note that our initialization
actually ensures c = 0 but for the arguments below, we actually need general c ∈ R. Let us now
consider a gradient-descent type algorithm that uses a sub-sample D′ of D. In the case∑
l:xjl=0
L′(yjl , c) = 0 , (16)
this algorithm does not change the values of ai, bi and wi, and hence the knots x
∗
i are not changed,
either. Note that (16) in particular holds, whenever the sub-sample D′ does not contain a sample
xjl = 0. Therefore let us now consider the first iteration of the training algorithm that uses sub-
sample D′ for which (16) does not hold. Clearly, such a D′ needs to contain a sample xjl = 0. Our
previous considerations then show that ai, bi and wi have not been changed since their initialization.
Without loss of generality we may thus assume that we are in the first iteration of the algorithm with
c having some arbitrary value. Then (15) together with the symmetry of the distribution Pw and
P = Pmw ⊗ Pc ⊗ Pma ⊗ Pmb shows that
P
({
(w, c, a, b) :
∂RL,D′(g)
∂bi
(w, c, a, 0) < 0
})
= 0.5 .
Since Pa is also symmetric we conclude that
0.25 = P
({
(w, c, a, b) : ai < 0 and
∂RL,D′(g)
∂bi
(w, c, a, 0) < 0
})
= P
({
(w, c, a, b) : ai < 0 and
∂RL,D′(g)
∂bi
(w, c, a, 0) > 0
})
.
In the case ai < 0 and
∂RL,D′ (g)
∂bi
(w, c, a, 0) > 0, our gradient-descent-type algorithm will keep the
values of ai and wi by Proposition 2.2 since we still have x
∗
i = 0. Moreover, it will update bi to
some negative value bnewi . Therefore we find x
∗
i = −bnewi /ai < 0 after this update. Since all samples
satisfy xj ≥ 0, we conclude by part iii) of Corollary 2.4 that hi is dead after the update. Similarly,
ai < 0 and
∂RL,D′ (g)
∂bi
(w, c, a, 0) < 0, then the update yields x∗i > 0 and therefore the neuron is either
semi-active or fully active. The latter case occurs if the learning rate has been taken sufficiently
11
Figure 3: Ten randomly initialized predictors of a neural network with 128 hidden neurons with weights initialized by a
zero-mean normal distribution with variance according to [9]. In each case, we set c = 0. Left: zero bias initialization,
i.e. b = 0. Middle: nonzero bias initialization with b = 0.1, which leads to ρ ≈ 14.1. Right: b is initialized by N (0, σ2b )
with σb = 0.1, which again results in ρ ≈ 14.1. As discussed in Example 2.10, the zero bias initialization lead to a linear
behavior on [0, 1], while the other two initialization methods only lead to an “almost” linear behavior on the right-hand
side of the interval.
Figure 4: Ten randomly initialized predictors of a neural network with 128 hidden neurons. In all three cases, the knots
x∗i ∈ [0, 1] are sampled from U [0, 1] and the weights ai and bi are sampled from symmetric distributions. The biases are
then set to bi = −aix∗i and c = 0. Left: Uniform weight distributions with variance according He-et-al.. Middle: Normal
weight distributions with variance according to He-et-al.. Right: Weight distributions, which ensure |ai| = ‖w‖2 = 1.
small, and in the following considerations we only treat this “optimistic” case. Furthermore, the two
analogous sub-cases of ai > 0 can be treated similarly, showing that we obtain a semi-active neuron
if
∂RL,D′ (g)
∂bi
(w, c, a, 0) < 0, and, following our optimistic view, a fully active neuron in the remaining
case.
Summing up, if ∂0 > 0 and the learning rate is sufficiently small, for each neuron the probabilities
of being dead or semi-active after the first iteration, in which x∗i is changed, are 0.25 each, while the
probability of having a fully active neuron is 0.5.
Example 2.11 (Non-zero bias). Initializing the weights according to [9] seems to be one of the most
common strategies. Sometimes, however, the bias is initialized differently by Pb := δ{b} for some small
b > 0. For example, [12] uses b = 0.01, and and [8, p. 192] discusses b = 0.1. Let us now investigate
the consequences of this initialization method. To this end, we assume that we have fixed an arbitrary
b > 0 and Pb := δ{b}.
Let us first consider the case Pa := N (0, σ2a), where σa can, e.g. be initialized according to [9].
Moreover, we write % := σa/b for the “inverse ratio of standard deviations”, where for Pb we used the
12
standard deviation of its symmetrized version 12(δ{b} + δ{−b}). Note that for the method proposed by
[9], we have σa =
√
2 and hence b = 0.1 leads to ρ ≈ 14.1 and b = 0.01 leads to ρ ≈ 141. By Example
A.4 the distribution of each knot x∗i has the Lebesgue density
fPb/Pa(z) =
1√
2pi %z2
exp
(
− 1
2%2z2
)
, z ∈ R.
and Figure 2 indicates that for b = 0.1 and b = 0.01 the corresponding distributions are highly
concentrated around 0. Furthermore, Example A.4 also provides the functions FPb/Pa , and F
+
Pb/Pa
.
For a data set with [xmin, xmax] = [0, 1], Lemma 2.7 and Theorem 2.8 then give
P
({neuron hi is fully active}) = Φ(−1
%
)
,
P
({neuron hi is semi-active}) = 1− Φ(−1
%
)
,
P
({neuron hi is inactive}) = 0 .
Note that for b = 0.1 and b = 0.01 we have Φ
(
−1%
)
≈ 0.5, see also Figure 1.
Let us now consider the case Pa := U [−α, α], where α > 0. We define % := α√3b and note that for
the method proposed by [9], we have σa =
√
2 and hence b = 0.1 again leads to ρ ≈ 14.1 and b = 0.01
leads to ρ ≈ 141. Moreover, the functions fPb/Pa , FPb/Pa , and F+Pb/Pa are computed in Example A.7.
For a data set with [xmin, xmax] = [0, 1], Lemma 2.7 and Theorem 2.8 then give
P
({neuron hi is fully active}) =

0 if % ≤ 1√
3
1
2
− 1√
12%
if % ≥ 1√
3
,
P
({neuron hi is semi-active}) =

1 if % ≤ 1√
3
1
2
+
1√
12%
if % ≥ 1√
3
,
P
({neuron hi is inactive}) = 0 .
Consequently, for ρ ≈ 14.1 or ρ ≈ 141 the probability of initializing a fully active neuron approximately
equals 0.5 and the same is true for semi-active neurons, see also 1. Finally, the distribution of each
knot x∗i has the Lebesgue density
fPb/Pa(z) =

0 if z ∈ [− 1√
3%
, 1√
3%
]
1√
12%
· z−2 if z < − 1√
3%
or z > 1√
3%
,
and for the above mentioned values of ρ the corresponding distributions are highly concentrated around
0, see Figure 2.
Example 2.12 (Random Initializations). Another class of possible initialization strategies initial-
ize both the weights and the biases randomly with the help of some ad-hoc distributions such as the
uniform or normal distribution. These strategies are considered in this example.
Let us first investigate the case of normal distributions, that is, in the hidden layer we have
Pa := N (0, σ2a) and Pb := N (0, σ2b ) for some σa, σb > 0, and the output layer is initialized similarly
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Figure 5: Training behavior for three architectures and the initialization strategy He-et-al. with zero mean normal
distribution for the weights. The biases are set to zero as in Example 2.10. The upper row displays how well the
predictors approximate the target f∗(t) = 2− t after 10, 50, and 250 training epochs. The histograms in the lower row
indicate the distribution of knots in percent for i ∈ I+ (orange bars) and i ∈ I− (blue bars on top of the orange ones).
Left: m = 16 hidden neurons. Middle: m = 128. Right: m = 1024. In all cases, the target is not well approximated
after 50 epochs. Also, despite the fact that the target function can be represented by single hidden neuron (or even no
hidden layer at all), the already over-parameterized architecture m = 16 exhibits some difficulties in quickly learning the
target function. Finally, the large blue bars left to zero correspond to the approximately 50 percent of dead neurons as
predicted in Example 2.10.
with variances σ2w and σ
2
c , instead. Let us write % := σa/σb for the inverse ratio of standard deviations.
For a given data set D, a combination of Lemma 2.7 and Example A.3 with (A.41) and arctan(−t) =
− arctan(t) then yields
P
({neuron hi is fully active}) = 1
pi
arctan(% · xmax)− 1
pi
arctan(% · xmin) ,
P
({neuron hi is semi-active}) = P ({neuron hi is inactive})
=
1
2
− 1
2pi
arctan(% · xmax) + 1
2pi
arctan(% · xmin)
for all i ∈ I. In particular, if the data is scaled to [0, 1], that is [xmin, xmax] = [0, 1] then the latter
probability becomes
P
({neuron hi is inactive}) = 1
2
− 1
2pi
arctan(%) .
In addition, the distribution of each knot x∗i has the Lebesgue density
fPb/Pa(z) =
1
pi
· %
%2z2 + 1
, z ∈ R.
Let us now consider the case, in which both distributions Pa and Pb are uniform distributions.
We begin with the sub-case Pb := U [0, β] and Pa := U [−α, α] for some α, β > 0. Again, we write
% := α√
3
( β√
12
)−1 = 2α/β for the inverse ratio of standard deviations. The formula for the cumulative
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Figure 6: Training behavior for three architectures and an initialization strategy, that samples the knots x∗i from U [0, 1]
and that initializes the weights by a zero mean normal distribution with variances according to He-et-al.. The 6 graphics
have a meaning analogous to Figure 5. Notice that unlike the method considered in Figure 5, the new initialization
method already leads to a good approximation after 10 training epochs.
distribution function provided in Example A.5 then reads as
FPb/Pa(z) =

− 1
2%z
if z ≤ −2%
4 + %z
8
if z ∈ [−2% , 2%]
1− 1
2%z
if z ≥ 2% .
For a data set with [xmin, xmax] = [0, 1] we consequently find by Lemma 2.7
P
({neuron hi is fully active}) =

%
8
if % ≤ 2
1
2
− 1
2%
if % ≥ 2 ,
P
({neuron hi is inactive}) = 0 .
Finally, for both types of data sets the distribution of each knot x∗i has the Lebesgue density
fPb/Pa(z) =
1
2
·min
{%
4
,
1
%z2
}
, z ∈ R.
Let us now consider the sub-case Pb := U [−β, β] and Pa := U [−α, α] for some α, β > 0. Then the
inverse ratio of standard deviations is % := α/β and therefore Example A.6 shows that
FPb/Pa(z) =

− 1
4%z
if z ≤ −1%
2 + %z
4
if z ∈ [−1% , 1%]
1− 1
4%z
if z ≥ 1% .
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Figure 7: Training behavior as in Figure 5 for the target function f∗(t) = 1− 6 · |x− 1/3|, which can be represented by
2 hidden neurons with knots at x∗1 = 1/3 and x
∗
2 = 1/2. Clearly, the optimizer fails to learn the target function within
250 epochs. Recall that initializing with He-et-al. places all knots at x = 0 and the training algorithm apparently has
significant difficulties to push even a single knot towards x = 1/3.
For a data set with [xmin, xmax] = [0, 1] we consequently find by Lemma 2.7 that
P
({neuron hi is fully active}) =

%
4
if % ≤ 1
1
2
− 1
4%
if % ≥ 1 ,
P
({neuron hi is inactive}) =

1
2
− %
8
if % ≤ 1
1
4
+
1
8%
if % ≥ 1 .
Finally, the distribution of each knot x∗i has the Lebesgue density
fPb/Pa(z) =
1
4
min
{
%,
1
%z2
}
, z ∈ R.
Let us summarize our findings we made so far: If we wish to avoid neurons to be dead right
after initialization and we also want to allow weights ai arbitrarily close to 0, then we need initialize
the biases bi with strictly positive values, see Theorem 2.8. However, such an approach necessarily
produces semi-active neurons, too, and the only way to control the fraction of the latter for fixed Pa
is to generate small values for bi, only. This, however, forces the knots x
∗
i to be more concentrated
around 0, forcing the initial function g(·, w, c, a, b) of our network to be almost linear on the data set,
see Figure 3. Finally, in the “limiting” case bi := 0, the function g(·, w, c, a, b) is actually linear on the
data set, and no neuron is fully active. In fact, with the usual setting ∂0 = 0, half of the initialized
neurons are dead.
Now recall that the goal of the learning process is to find parameters w, c, a, and b such that the
resulting g(·, w, c, a, b) approximates the unknown target function f∗L,P well. For most f∗L,P , such an
approximation requires the corresponding knots to be spread over the input interval, which in our case
is [0, 1]. Consequently, if we force the knots to be concentrated near zero for the reasons discussed
above, then these knots need to be significantly moved during the training phase. This raises the
question, whether such initializations really produce good starting points for the training process, or
to phrase it differently:
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Figure 8: Learning the function of Figure 7 with the initialization method considered in Figure 6. At least for the two
larger architectures, the new initialization method achieves a good approximation within 250 epochs.
Figure 9: Training with initialization He-et-al. as in Figure 5 for the target function f∗(t) = sin(2pit). Again, the
optimizer fails to produce meaningful approximations of f∗, and similar to Figure 7, the knots are not pushed beyond
1/4. This results in a good approximation on the left, but a very poor one on the right.
Q2. Are there other initialization strategies that ensure both a large fraction of fully active neurons
and a somewhat uniform distribution of the knots?
Q3. Do such initializations produce better starting points for the training process?
Let us first consider Q2. Our discussion above showed that the conventional initialization strategies
can only partially ensure both goals simultaneously. On the other hand, these initialization strategies
actually focus on initializing the weights and biases, whereas the location of the knots is merely more
than a side-product of this focus. For a moment, let us therefore consider the case, in which we begin
with the distribution of the knots, instead. For example, we could sample virtual knots x∗i according
to the uniform distribution on [0, 1]. Using the formula x∗i = −bi/ai, we then see that we either need
to initialize ai or bi. Moreover, the empirical success of [9] suggests that initializing ai as in Example
2.10 should be kept. Following this, we would then initialize the biases by bi := −aix∗i . Obviously, for
data sets with [xmin, xmax] = [0, 1], this new initialization strategy almost surely produces fully active
neurons as well as uniformly distributed knots. In other words, both aspects of Q2 are fully satisfied
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Figure 10: The situation of Figure 9 for the initialization method considered in Figure 6. At least for the two larger
architectures the target function is well approximated, and for m = 1024 this is almost instantly achieved.
and a comparison between Figure 3 and Figure 4 shows that the resulting initial predictors are less
biased towards a linear behavior.
Let us therefore investigate, whether the new initialization strategy also positively answers Q3.
Since later in Section 3 we will investigate similar initialization strategies in more detail, we restrict our
considerations to three toy examples illustrated in Figures 5 to 10. These Figures show that the new
initialization strategy leads in basically all considered cases to a faster learning of the target function
than initializing with He-et-al. and zero biases does. Moreover, He-et-al. with zero biases seems to
have serious problems when a good approximation of the target function requires knots being located
further away from 0. As a consequence, some target functions could not be learned sufficiently well
with this initialization method. Based on these initial promising findings, we will generalize the new
initialization method to higher dimensions.
3 The General situation
The goal of this section is to generalize the initialization strategy discussed at the end of Section 2
to higher dimensions and deeper networks. To this end, we consider throughout this section a single
hidden layer within a deep architecture. To be more precise, we assume that this hidden layer follows a
layer with d neurons, i.e. d = ml−1 and that the layer itself has m neurons, i.e. m = ml. In particular,
if the considered hidden layer is the first hidden layer, then d equals the dimension of the input space.
Moreover, to avoid notational overload, we denote the data that goes into the considered layer by
x1, . . . , xn. In particular, we have xj ∈ Rd, and if the considered layer is not the first hidden layer, the
non-negativity of the ReLU-functions applied in the previous layer actually ensures
xj ∈ [0,∞)d , i = 1, . . . , n. (17)
To avoid a cumbersome distinction of cases, we assume in the following that (17) also holds for the
first hidden layer, whenever the require (17) for our results. Now, the considered hidden layer consists
of m neurons of the form
hi : Rd → [0,∞)
x 7→ |〈ai, x〉+ bi|+ , (18)
18
where a1, . . . , an ∈ Rd and b1, . . . , bm ∈ R are the weight vectors and biases of these neurons. To address
Q2, which asks for “a large fraction of fully active neurons and a somewhat uniform distribution of
the knots”, our first goal needs to be a translation of “fully active neurons” and “knots”.
Let us begin with the latter notion. To this end, we note that in the one-dimensional case d = 1
the knot is defined by the equation aix
∗
i + bi = 0, and the obvious generalization to d > 1 is
x∗i :=
{
x ∈ Rd : 〈ai, x〉+ bi = 0
}
provided that ai 6= 0. Clearly, x∗i is the affine hyperplane that separates the two sets
A+i := {x ∈ Rd : 〈ai, x〉+ bi > 0}
A−i := {x ∈ Rd : 〈ai, x〉+ bi < 0} .
In the following, we call x∗i the edge of the neuron hi, and A
+
i , A
−
i its region of activity and inactivity,
respectively. In the one-dimensional case the region of activity of a neuron with ai > 0 is (x
∗
i ,∞), see
(4), while its region of inactivity is (−∞, x∗i ). With this information it is easy to see that the following
definition generalizes the one-dimensional case considered in Definition 2.3.
Definition 3.1. Let D = (x1, . . . , xn) be a data set in Rd and hi : Rd → [0,∞) be a neuron of the
form (18) with ai 6= 0. Moreover, let x∗i , A+i , and A−i be as above. Then we say that hi is:
i) Fully active, if we have D ∩A+i 6= ∅ and D ∩A−i 6= ∅.
ii) Semi-active, if D ⊂ x∗i ∪A+i and D 6⊂ x∗i hold.
iii) Inactive, if D ⊂ x∗i ∪A−i holds.
Note that each neuron with ai 6= 0 is in exactly one of these states. Our next goal is provide an
alternative characterization of fully active neurons, which in the sequel make it possible to describe
initialization strategies. To this end, recall that the convex hull coA of a set A ⊂ Rd is the smallest
convex set containing the set A. For a finite set A = {y1, . . . , yk} we further define
icoA :=
{
y ∈ Rd : ∃λ1, . . . , λk > 0 with λ1 + · · ·+ λk = 1 and y =
k∑
j=1
λjyj
}
.
It can be shown that icoA is the interior of coA relative to the affine hull of A, but since we do
not need this, we skip the details. Moreover, we clearly have icoA ⊂ coA and equality only holds if
|A| = 1. Moreover, it is not hard to see that icoA is convex and that the closure of icoA equals coA,
that is icoA = coA. Finally, for a data set D = (x1, . . . , xn) we write icoD := ico{x1, . . . , xn}. The
next lemma characterizes fully active neurons with the help of icoD.
Lemma 3.2. Let D = (x1, . . . , xn) be a data set in Rd with n ≥ 2 and hi : Rd → [0,∞) be a neuron
of the form (18) with ai 6= 0 and edge x∗i . Then the following statements are equivalent:
i) The neuron hi is fully active.
ii) We have both x∗i ∩ icoD 6= ∅ and icoD 6⊂ x∗i .
Our next goal is to generalize Corollary 2.4, which described how the state of a neuron influences
its behavior on the data set. Clearly, if a neuron hi is inactive, then we have hi(xj) = 0 for all
j = 1, . . . , n, and if hi is semi-active, then hi(xj) = 〈ai, xj〉+ bi for all j = 1, . . . , n. Consequently, the
remarks made after Corollary 2.4 remain valid for these types of neurons. The next lemma shows that
the assertion of Corollary 2.4 for fully active neurons is also true in the case d > 1.
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Figure 11: Left: Densities of ‖A‖2, where A = (A1, . . . , Ad) is a vector of i.i.d. random variables with Ai ∼ N (0, 2/d).
Middle: Plots for estimates of the smallest δ > 0 satisfying P (‖A‖2 ≥
√
2+δ) ≤ 0.01 for d = 1, . . . , 4096. The descriptors
“Gaussian Lipschitz” and “Gaussian upper bound” refer to the theoretical estimates (20) and (22), respectively. The
two empirical estimates are based on 50.000 repetitions. The upper bound (22) is on average 2% off. In contrast, (20)
captures the asymptotics but is, on average, by a factor of about 1.8 too large. Right: Average value and 1%, respectively
99% percentile of ( d
m
)1/2‖(h1(x), . . . , hm(x))‖2 for a fixed input vector x ∈ Rd with d = 64 and m = 1, . . . , 4096. The
values are empirical estimates based upon 10.000 repetitions.
Lemma 3.3. Let D = (x1, . . . , xn) be a data set in Rd with n ≥ 2 for which there is a j0 ∈ {1 . . . , n}
with xj0 ∈ icoD. Moreover, let hi : Rd → [0,∞) be a neuron of the form (18) with ai 6= 0. Then the
following statements are equivalent:
i) The neuron hi is fully active.
ii) The neuron hi does not behave linearly on D, that is, for all a˜ ∈ Rd, b˜ ∈ R, there exists a
j ∈ {1 . . . , n} such that
h(xj) 6= 〈a˜, xj〉+ b˜ .
Our next goal is to investigate initialization strategies that initialize each weight vector ai by some
probability distribution P da on Rd, that is, each coordinate of ai is independently sampled from the
distribution Pa on R. As in the one-dimensional case, we assume that Pa is symmetric and satisfies
Pa({0}) = 0. Obviously, the latter implies P da ({0}) = 0 and some simple considerations show that P da
is symmetric in the sense of P da (A) = P
d
a (−A) for all measurable A ⊂ Rd.
In the following two remarks we investigate the size and the direction of the initialized weight vec-
tor, respectively. To this end, we assume that we have i.i.d. random variables A1, . . . , Ad with Ai ∼ Pa,
where Pa is as above. In other words, the random variables A1, . . . , Ad describe our random initial-
ization of a single neuron, say h1. We additionally assume VarAi <∞ and write A := (A1, . . . , Ad).
Remark 3.4 (Size of the weight vector). In the following we investigate the size ‖A‖2 of the
random weight vector A for the initialization method He-et-al.. To this end, we first note that the
random variables Zi :=
d
2A
2
i are i.i.d. with EZi =
d
2 VarAi = 1, and hence the strong law of large
numbers shows that, for d→∞, we have
‖A‖22 =
d∑
i=1
A2i =
2
d
d∑
i=1
Zi → 2 almost surely.
In other words, for sufficiently large d we have ‖A‖2 ≈
√
2. Under additional assumptions on Ai
this approximation can be also quantified. For example, if we have a symmetric sub-Gaussian random
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variable Y and assume that A1, . . . , Ad are independent copies of αY with α
2 := 2dVarY , then Theorem
D.6 applied to Xi :=
√
d/2 ·Ai ∼ (VarY )−1/2 · Y yields
P
(∣∣ ‖X‖2 −√d ∣∣ ≥ t) ≤ 2 exp(−CY t2) , t > 0,
where CY is a constant only depending on VarY and the sub-Gaussian norm ‖Y ‖Ψ2 of Y . Using the
definition of Xi and τ := CY t
2, we thus find
P
(∣∣∣ ‖A‖2 −√2 ∣∣∣ ≥√ 2τ
CY d
)
≤ 2e−τ (19)
for all d ≥ 1 and τ > 0.
Let us finally consider the specific case Ai ∼ N (0, σ2). Combining Lemma D.3 with Lemma D.1
we then find
σ
√
d− 1/2 ≤ E‖A‖2 ≤ σ
√
d− 1/4 and σ2/4 ≤ Var ‖A‖2 ≤ σ2/2 ,
and for the choice σ2 = 2/d of the strategy He-et-al. we thus have
√
2 ·
√
1− 1
2d
≤ E‖A‖2 ≤
√
2 ·
√
1− 1
4d
and
1
2d
≤ Var ‖A‖2 ≤ 1
d
.
In particular, we have E‖A‖2 <
√
2 for all d ≥ 1, but E‖A‖2 →
√
2 for d → 0. In fact, even for
moderate sizes of d we actually have E‖A‖2 ≈
√
2. For example, for d = 64 the estimates guarantee
0.996 · √2 ≤ E‖A‖2 ≤ 0.9981 ·
√
2. In addition, (19) can be made more explicit. For example, a
well-known concentration inequality for Lipschitz continuous functions acting on a standard normal
vector, see e.g. [2, Inequalities (A.5)], shows
P
(
‖A‖2 ≥ E‖A‖2 +
√
τ
d
)
≤ e−τ/4 and P
(
‖A‖2 ≤ E‖A‖2 −
√
τ
d
)
≤ e−τ/4 . (20)
However, the Lebesgue density of the random variable ‖A‖2 can also be explicitly computed, see
Lemma D.3 for details, and Figure 11 shows the shape of this density for different values of d. For
example, using this explicit form of the density, we see by considering Equation (D.58) of Lemma D.3
for δ ≥ −1, σ2 = 2/d and s := √2 + δ, that
P
(‖A‖2 ≥ √2 + δ ) = Γ(d2 , (1 +√2δ + δ22 ) · d2)
Γ(d2)
, (21)
where Γ(·, ·) and Γ(·) denote the (incomplete) gamma function. Combining Stirling’s formula (D.54)
for the gamma function with (D.56) we further have for d ≥ 3 and α > 0:
Γ(d2 , (1 + α)
d
2)
Γ(d2)
≤ 2
2 + dα
·
(
(1 + α)d
2
)d/2
e−
(1+α)d
2
√
d
pi
·
(2e
d
) d
2
=
1√
pi
·
√
d
2 + dα
·
(
1 + α
eα
) d
2
,
and applying this estimate for α :=
√
2δ + δ
2
2 in (21) gives
P
(‖A‖2 ≥ √2 + δ ) ≤ 1√
pi
· 2
√
d
4 + 2
√
2dδ + dδ2
·
(
1 +
√
2δ + δ2/2
e
√
2δ+δ2/2
) d
2
(22)
Similar considerations can be made for the the probability of ‖A‖2 ≥
√
2+δ, and some simple empirical
experiment suggest that this probability has behavior that is a very similar to the one for the upper
bound. We skip the the details but refer to Figure 11 for a comparison between (20), (22), and
empirically found bounds. J
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Remark 3.5 (Direction of the weight vector). Unlike in Remark 3.4 we are now interested in the
Euclidean direction of weight vector A := (A1, . . . , Ad) of h1. To this end, we denote the Euclidean
sphere in Rd by Sd−1, that is Sd−1 := {x ∈ Rd : ‖x‖2 = 1}. Moreover, we write σd−1 for the surface
measure on Sd−1. In particular, we have, see e.g. [5, Beispiel 14.9]
σd−1(Sd−1) =
2pid/2
Γ(d/2)
= d vold(B`d2
) , (23)
and it is well-known that by normalizing σd−1 we obtain the uniform distribution on Sd−1.
Let us first consider the case Ai ∼ N (0, σ2) for some σ > 0. Then it is well-known, see e.g. [4,
page 227], that the normalized vector A/‖A‖2 is uniformly distributed on Sd−1. Consequently, all
orientations of the hyperplanes described by the weight vector A are equally likely.
Let us now consider the case Ai ∼ U [−α, α] for some α > 0. Then f := (2α)−d1[−α,α]d is the
Lebesgue density of distribution of A := (A1, . . . , Ad), and Theorem D.5 shows that the σ
d−1-density
of the distribution of the normalized vector A/‖A‖2 is given by
h(ξ) =
∫ ∞
0
f(rξ) rd−1 dr , ξ ∈ Sd−1.
Now observe that we have rξ ∈ [−α, α]d if and only if r‖ξ‖∞ ≤ α, and hence we obtain
h(ξ) = (2α)−d
∫ ∞
0
1[−α,α]d(rξ) r
d−1 dr = (2α)−d
∫ α/‖ξ‖∞
0
rd−1 dr =
1
d 2d ‖ξ‖d∞
, ξ ∈ Sd−1.
In particular, the distribution of A/‖A‖2 is independent of α and does not equal the uniform distri-
bution on Sd−1. In fact, since we have d−1/2 ≤ ‖ξ‖∞ ≤ 1 for all ξ ∈ Sd−1, we find
1
d 2d
≤ h(ξ) ≤ d
d/2
d 2d
and both the lower and the upper bound are attained. In fact, for disjoint J+, J− ∈ {1, . . . , d} and
ξJ+,J− :=
1√
l
( ∑
j∈J+
ej −
∑
j∈J−
ej
)
,
where l := |J+∪J−|, we have both ‖ξJ+,J−‖2 = 1 and ‖ξJ+,J−‖∞ = l−1/2, and hence the above formula
reduces to
h(ξJ+,J−) =
ld/2
d 2d
. (24)
For l = 1, respectively l = d, the lower and upper bound are thus attained. Let us investigate the
relation between h and the uniform distribution on Sd−1 in a bit more detail. To this end, let g be the
density of the uniform distribution with respect to σd−1. Equation (23) then shows
g(ξ) =
Γ(d/2)
2pid/2
, ξ ∈ Sd−1.
Now using Stirling’s formula (D.54) for the gamma function we have
Γ(d/2) = 2
√
pi
d
·
( d
2e
)d/2 · eµ(d) ,
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where µ(d) satisfies 0 < µ(d) < 16d . Consequently, ξ ∈ Sd−1 satisfies g(ξ) = h(ξ) if and only if
1
d 2d ‖ξ‖d∞
=
√
pi
d
·
( d
2epi
)d/2 · eµ(d) ,
and the latter is equivalent to
‖ξ‖∞ =
(
1
d 2d
·
√
d
pi
·
(2epi
d
)d/2 · e−µ(d))1/d = √epi
2
· (pid)− 12d · e−ν(d) · 1√
d
,
where ν(d) satisfies 0 < ν(d) < 1
6d2
. Now, some numerical calculations show
√
epi
2 ≈ 2.066365676 and
it is well known that (pid)−
1
2d · e−ν(d) ≤ 1 for all d ≥ 1 and (pid)− 12d · e−ν(d) → 1 for d → ∞. In fact,
four our purposes, this convergence is somewhat fast, for example for d ≥ 86, respectively d ≥ 1024,
we already have√
epi
2
· (pid)− 12d · e−ν(d) > 2 and
√
epi
2
· (pid)− 12d · e−ν(d) > 2.05823276 .
If d ≥ 86 and ‖ξ‖∞ ≤ 2/
√
d, we thus find h(ξ) > g(ξ), and consequently such directions ξ are
preferred when sampling Ai ∼ U [−α, α] instead of sampling Ai ∼ N (0, σ2). Conversely, for all d ≥ 1
our calculations above show that ‖ξ‖∞ ≥ 2.06636568/
√
d implies h(ξ) < g(ξ) and hence such directions
ξ are disrated by sampling Ai ∼ U [−α, α] compared to the sampling Ai ∼ N (0, σ2).
In particular, if the previous layer was sufficiently wide in the sense of d ≥ 86, then the directions
ξJ+,J− given by (24) are preferred if l ≥ d/4 and disrated if l ≤ d/4.2698672.
J
Remark 3.6 (Size of the output vector). In this remark, we again assume that the weights of
neuron hi are initialized by a realization of the vector Ai = (Ai,1, . . . , Ai,d). In addition, we consider
an input sample x = (x1, . . . , xd) and first ask for the distribution of the size of the initial output
(h1(x), . . . , hm(x)). To be more precise, we have
hi(x) =
∣∣∣∣ d∑
k=1
Ai,kxk + bi
∣∣∣∣
+
, i = 1, . . . ,m,
where we assume that there is a b ∈ R with bi = b for all i = 1, . . . ,m, and we are interested in the
distribution of ‖(h1(x), . . . , hm(x))‖2. To this end let us fix i.i.d. symmetric random variables Ai,k
with VarAi,k = σ
2. Then, the random variables Yi :=
∑d
k=1Ai,kxk + b are i.i.d. with EYi = b and
VarYi = σ
2‖x‖22. Moreover, we find
E‖(h1(x), . . . , hm(x))‖22 = E
m∑
i=1
∣∣∣∣ d∑
k=1
Ai,kxk + b
∣∣∣∣2
+
=
m∑
i=1
E|Yi|2+ = mE|Y1|2+ ,
and for m→∞, the strong law of large numbers gives
‖(h1(x), . . . , hm(x))‖22
m
=
1
m
m∑
i=1
∣∣∣∣ d∑
k=1
Ai,kxk + b
∣∣∣∣2
+
=
1
m
m∑
i=1
|Yi|2+ → E|Y1|2+
almost surely. In particular, for b = 0 Lemma D.7 shows that 2E|Yi|2+ = EY 2i = σ2‖x‖22, and for the
choice σ2 = 2/d of the strategy He-et-al. we thus obtain
‖(h1(x), . . . , hm(x))‖22
m
→ E|Y1|2+ =
‖x‖22
d
.
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With high probability, see Figure 11 for some empirical estimates, we consequently have
‖(h1(x), . . . , hm(x))‖2√
m
≈ ‖x‖2√
d
.
Note that if we define the normalized Euclidean norm on Rk by |||x|||2 := ‖x‖2√k , then the above approx-
imation reads as |||(h1(x), . . . , hm(x))|||2 ≈ |||x|||2. In other words, the size of the output of the layer is
approximately equal to the size of its input, if both are measured in ||| · |||2. Clearly, this approximate
equality remains unchanged by compositions of several layers, in other words the normalized output
of sample xj at the l-th layer is approximately equal to the normalized norm of xj at the input layer.
To investigate the case b 6= 0, we restrict our considerations to the case Ai,k ∼ N (0, σ2). Our
previous considerations then show that Yi ∼ N (b, τ2), where τ2 = σ2‖x‖22. This yields
E|Y1|2+ =
1√
2piτ2
∫ ∞
0
e−
(s−b)2
2τ2 s2 ds
=
1√
2piτ2
∫ ∞
−b
e−
s2
2τ2 (s+ b)2 ds
=
1√
2piτ2
∫ ∞
−b
e−
s2
2τ2 s2 ds+
2b√
2piτ2
∫ ∞
−b
e−
s2
2τ2 s ds+
b2√
2piτ2
∫ ∞
−b
e−
s2
2τ2 ds
=
2τ2√
pi
∫ ∞
− b√
2τ
e−s
2
s2 ds+ 2b
√
2τ2
pi
∫ ∞
− b√
2τ
e−s
2
s ds+
b2√
pi
∫ ∞
− b√
2τ
e−s
2
ds .
Now, for c > 0 we have∫ ∞
−c
e−s
2
s2 ds =
∫ c
0
e−s
2
s2 ds+
∫ ∞
0
e−s
2
s2 ds =
1
2
∫ c2
0
e−s s1/2 ds+
1
2
∫ ∞
0
e−s s1/2 ds
= Γ
(3
2
)
− 1
2
Γ
(3
2
, c2
)
=
√
pi
2
− 1
4
Γ
(1
2
, c2
)
− c e
−c2
2
,
where in the last step we used the well known identities Γ(x+1) = xΓ(x), and Γ(1/2) =
√
pi, as well as
the recurrence formula Γ(a+ 1, x) = aΓ(a, x) + e−xxa of the incomplete gamma function, see e.g. [15,
Lemma A.1.1]. Moreover, we have∫ ∞
−c
e−s
2
s ds = −
∫ c
0
e−s
2
s ds+
∫ ∞
0
e−s
2
s ds = −1
2
∫ c2
0
e−s ds+
1
2
∫ ∞
0
e−s ds =
1
2
e−c
2
and ∫ ∞
−c
e−s
2
ds =
∫ c
−∞
e−s
2
ds =
√
piΦ
(√
2 · c) ,
the Φ denotes the cumulative distribution function of N (0, 1). By combining these equations for
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c := b√
2 τ
, that is, c2 = b
2
2τ2
, we obtain
E|Y1|2+ =
2τ2√
pi
·
(√
pi
2
− 1
4
Γ
(1
2
,
b2
2τ2
)
− b e
− b2
2τ2
2
√
2τ
)
+ 2b ·
√
2τ2
pi
· 1
2
· e− b
2
2τ2 +
b2√
pi
· √pi · Φ
( b
τ
)
= τ2 − τ
2
2
√
pi
· Γ
(1
2
,
b2
2τ2
)
− τ · b e
− b2
2τ2√
2pi
+ 2τ · b e
− b2
2τ2√
2pi
+ b2 · Φ
( b
τ
)
= τ2 − τ
2
2
√
pi
· Γ
(1
2
,
b2
2τ2
)
+ τ · b e
− b2
2τ2√
2pi
+ b2 · Φ
( b
τ
)
.
Now using τ2 = σ2‖x‖22 and restricting our considerations to the strategy He-et-al., that is σ2 = 2d ,
we find
E|Y1|2+ =
‖x‖22
d
(
2− 1√
pi
· Γ
(1
2
,
b2 d
4‖x‖22
))
+
‖x‖2√
d
· b√
pi
· exp
(
− b
2 d
4‖x‖22
)
+ b2 · Φ
( b√d√
2‖x‖2
)
= |||x|||22 ·
(
2− 1√
pi
· Γ
(1
2
,
b2
4|||x|||22
))
+ |||x|||2 · b√
pi
· exp
(
− b
2
4 |||x|||22
)
+ b2 · Φ
( b√
2 |||x|||2
)
=: Ψ(|||x|||2, b) .
To obtain an intuitive understanding of this result, assume for a moment, that the previous layer is
actually the input layer, and that the data was normalized during pre-processing, e.g. to [−1, 1]d or
[0, 1]d. Then we have |||x|||2 ≤ 1 and for |||x|||2 = 0 we easily find (E|Y1|2+)1/2 =
√
Ψ(0, b) = b. Moreover,
for e.g. b = 0.1 some numerical calculations show that |||x|||2 7→
√
Ψ(|||x|||2, b) − |||x|||2 is monotonically
decreasing on [0, 1] with
√
Ψ(1, b)−1 ≈ 0.057323. Consequently, such a moderate choice of b > 0 does
not lead to output vectors whose normalized norm is significantly larger than 1. For larger values of b,
however, the influences may be more pronounced. For example, for |||x|||2 = 1 and b→∞, the function√
Ψ(1, b) behaves like
√
2 + b2, that is, like b. J
Our next goal is to investigate the effect of different initialization strategies for the offsets. We
begin with the zero-bias initialization, that is, each bi is set to bi = 0. Note that in this case, x
∗
i is
almost surely a linear subspace with dimx∗i = d − 1, and this observation will significantly simplify
our considerations below. In these considerations, we will require the dual cone of a set A ⊂ Rd, which
is defined by
A? :=
{
y ∈ Rd : 〈y, x〉 ≥ 0 for all x ∈ A} .
Some properties of this and other geometric set construction are summarized in Appendix B. For
now, we only recall that A? is always a convex, closed cone, and that A ⊂ B implies B? ⊂ A?. Now
assume that the neuron hi is inactive, that is D ⊂ x∗i ∪A−i . Since bi = 0, this is equivalent to
〈ai, xj〉 ≤ 0 , xj ∈ D ,
and the latter condition means −ai ∈ D?. A similar consideration for semi-active neurons together
with some considerations dealing with the condition D 6⊂ x∗i leads to the following result, which is
shown in Subsection 5.2.
Theorem 3.7. Let D = (x1, . . . , xn) be a data set in Rd in which there exists a sample xj 6= 0.
Moreover, let Pa be a symmetric distribution on R that is Lebesgue absolutely continuous and let
hi : Rd → [0,∞) be a neuron of the form (18). If ai is sampled from P da and bi = 0, then we have
P da
({ neuron hi is inactive }) = P da ({ neuron hi is semi-active }) = P da (D?)
P da
({ neuron hi is fully active }) = 1− 2P da (D?) .
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Figure 12: Ten randomly initialized predictors of a neural network with one layer of 20 hidden neurons. The weights
were sampled from N (0, σ2) with σ2 = 2/d = 1 according to He-et-al. and the biases are set to zero. The color scheme
is similar to those of geographic maps. Namely, blue colors indicate negative outputs and darker blues correspond to
smaller values. Conversely, green colors indicate small positive values and yellow, brown, and white colors correspond to
larger values. The black lines show the edges x∗i of the neurons.
To illustrate this result, let us recall from the beginning of this section that we are mostly interested
in data sets D ⊂ [0,∞)d. Now assume that the conical hull coniD of D, that is, the smallest convex
cone that contains D, satisfies
coniD = [0,∞)d . (25)
Using some properties listed in Appendix B, we then have D? = (coniD)? = ([0,∞)d)? = [0,∞)d, and
Pa({0}) = 0 together with the symmetry of Pa then yields
P da
({ neuron hi is inactive }) = P da (D?) = P da ([0,∞)d) = 2−d . (26)
In other words, if (25) is satisfied, then even for moderate sizes d = ml−1 of the previous layer we
can essentially ignore the problem of initializing a neuron into an inactive or semi-active state. On
the other hand, Lemma B.1 shows that (25) is satisfied if and only if the data set contains, modulo
positive constants, all vectors of the standard ONB of Rd. In other words, for each k = 1, . . . , d, there
needs to be a sample xjk whose precursor in the previous layer only falls into the region of activity
of the k-neuron. Unfortunately, estimating the probability of such events is rather complicated as the
following remark, which describes the transformation of the data set by a single, randomly initialized
neuron, shows.
Remark 3.8 (Functions with zero bias). Recall, that a function f : Rd → Rm is positively
homogeneous, if for all α > 0 and all x ∈ Rd we have
f(αx) = αf(x) .
We will now show that if we initialize all biases of our network of arbitrary depth and width with 0,
then the resulting function represented by the entire network is positively homogeneous. We begin
by showing that an arbitrary hidden layer Hl : Rd → Rm is positively homogeneous. To this end, let
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h1, . . . , hm : Rd → R be the neurons of the hidden layer. Since they are initialized with bi = 0, we
then have
hi(x) = |〈ai, x〉|+ , x ∈ Rd .
Combining the examples of positively homogeneous functions listed in Appendix C with Lemma C.2,
we easily see that each hi is positively homogeneous and another application of Lemma C.2 then shows
that Hl = (h1, . . . , hm) : Rd → Rm is also positively homogeneous. Moreover, Lemma C.2 further
recalls that the composition of positively homogeneous is positively homogeneous, and therefore, the
composition of all hidden layers is positively homogeneous. Finally, the output layer is linear and thus
positively homogeneous, so that another application of Lemma C.2 shows that the function represented
by the entire network is positively homogeneous. Figure 12 presents a few such random functions.
We have already seen in the one-dimensional case that a zero-bias-initialization leads to a very
restrictive function class on e.g. [0, 1], namely linear functions. Obviously, such functions cannot
approximate a nonlinear continuous function arbitrarily well. Now, in the general case, our network
with zero biases is able to represent more general functions, namely positively homogeneous, continuous
functions. There could thus be some hope that such a network is able to approximate suitably large
classes of functions. Unfortunately, this is not true. Indeed, Corollary C.5 shows that for every
compact X ⊂ Rd and every continuous function g ∈ C(X) that is not positively homogeneous there
is an ε > 0 such that
‖g − f‖∞ ≥ ε
for all functions f : X → R that can be represented by an arbitrary network with ReLU-activation
functions. Moreover, Corollary C.6 shows that the same result remains valid if we replace C(X)
with its norm ‖ · ‖∞ by Lp(P ) and ‖ · ‖Lp(P ), where p ∈ [1,∞) and P is an arbitrary probability
measure on Rd provided that the target function g does not P -almost surely coincide with a positively
homogeneous function. Consequently, considering ReLU-networks without bias violates any sort of
universal approximation property in a very strong sense, and initializing ReLU-networks with zero
biases requires updating the biases during training for basically all interesting target functions. J
Our next goal is to investigate the effects of non-zero bias initialization strategies. We begin by
presenting the following lemma that considers deterministic initializations of the bias.
Lemma 3.9. Let D = (x1, . . . , xn) be a data set in Rd, Pa be a symmetric distribution on R that is
Lebesgue absolutely continuous, and b−, b+ ∈ R with b− < b+. Moreover, let hi : Rd → [0,∞) be a
neuron of the form (18). If its weight ai is sampled from P
d
a and its bias is initialized by either b− or
b+ then we have
P da ⊗ δb−
({ neuron hi is inactive }) ≥ P da ⊗ δb+({ neuron hi is inactive })
P da ⊗ δb−
({ neuron hi is semi-active }) ≤ P da ⊗ δb+({ neuron hi is semi-active }) .
Remark 3.10 (Functions with non-zero bias). By applying Lemma 3.9 in the case b+ = 0, we see
that, compared to a zero-bias initialization, the probability of obtaining an inactive neuron increases
if we choose a negative deterministic bias. Similarly, by considering b− = 0, we observe that the
probability of obtaining an inactive neuron decreases when we choose a positive deterministic bias.
This may explain the fact that some popular initialization heuristics prefer a positive deterministic
bias, but to the best of our knowledge, there is no initialization heuristic described in the literature
that chooses a negative deterministic bias. Finally recall that in the one-dimensional case, Theorem
2.8 provided a significantly stronger result, if 0 ∈ coD. In fact, one could also reproduce Theorem 2.8
for d > 1 if 0 ∈ coD. However, we are mostly interested in data sets D contained in [0,∞)d, and for
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Figure 13: Ten randomly initialized predictors of a neural network with one layer of 20 hidden neurons. The weights
were sampled from N (0, σ2) with σ2 = 1 according to He-et-al. and the biases are set to b = 0.1. The color scheme
equals that of Figure 12. Compared to the zero-bias-initialization depicted in Figure 12 we see that the edges no longer
contain the origin, but most edges are still in the vicinity of the origin.
such D, the condition 0 ∈ coD is equivalent to xj0 = 0 for some j0 ∈ {1, . . . , }. In other words, there
needs to be at least one sample that is mapped to 0 by all neurons of the previous layer. So far, it is
unclear to us, how likely this situation occurs, and hence we omitted the generalization of Theorem
2.8 to the case d > 1.
Another consequence of Lemma 3.9 is that using deterministic bias initialization we cannot simul-
taneously decrease the probabilities of inactive and semi-active neurons. This is in alignment with the
one-dimensional situation described in Theorem 2.8.
Now recall that the distance of the hyperplane x∗i can be computed by |bi|/‖ai‖2. Moreover, we
have already seen in Remark 3.4 that e.g. the initialization strategy He-et-al. results in ‖ai‖2 ≈
√
2 with
high probability. Consequently, the distance of x∗i concentrates around |bi|/
√
2 with high probability.
For the usual choices bi = 0.1 and bi = 0.01, this shows that most hyperplanes are very close to the
origin. Figure 13 illustrates this in the case d = 2. J
The final goal of this section is to develop an initialization strategy for the offsets that addresses
Question Q2. To this end, let us quickly summarize our findings that relate to Q2.
• Lemma 3.2 essentially shows that the edge x∗i of a fully active neurons hi (needs to) intersect
the convex hull of the data.
• For the zero-bias initialization, Theorem 3.7 exactly computes the probability of initializing a
neuron in an inactive, semi-active, or fully active state respectively. Unfortunately, the key
quantity P da (D
?) for these computations depends on the unknown random geometry of the data.
Under some ideal assumptions on the data (25), however, the probability of an inactive neuron,
may be negligible, see (26).
• Deterministic, non-zero bias initializations change the probability of inactive neurons, and Lemma
3.9 shows that larger values for the bias are preferable.
• Initializing all biases with zero forces the initial function represented by the network to be
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positively homogeneous as discussed in Remark 3.8. Such functions have, independent of the
network width and depth, very bad approximations properties.
• Small positive initial values for the biases create functions that are in general not positively
homogeneous, but at each layer, the edges of the neurons remain in the vicinity of 0 as discussed
in Remark 3.10. As a result, the initial function represented by the network is close to a positively
homogeneous function.
In summary, the probability of inactive neurons highly depends, unlike in the one-dimensional case,
on the geometry of the data, and therefore empirical investigations seem to be suitable to determine, if
too many inactive neurons are actually created. Moreover, initializing the biases with either zero or a
small positive value leads to functions with restricted approximation properties. Whether this hinders
the training process needs to be investigated empirically, too. To this end, however, we first need
to develop an alternative initialization strategy. In view of our findings above, such a new strategy
should ensure that a) each edge x∗i intersects the convex hull of the data; and b) the edges are not
concentrated in the vicinity of the origin. One way to ensure both conditions is to (randomly) pick
a point x?i ∈ icoD for each neuron hi and to initialize the bias by bi := −〈ai, x?i 〉, where the weight
vector ai ∈ Rd of hi is initialized by a common strategy such as He-et-al.. Indeed, a simple calculation
shows x?i ∈ x∗i , and the distance of x∗i to the origin is given by
d(x∗i , 0) =
|〈ai, x?i 〉|
‖ai‖2 .
We refer to Figure 14 for some illustrations in the case of icoD = (0, 1)2. It thus remains to develop
methods for picking x?i ∈ icoD. One such method would be to use the uniform distribution on the set
icoD. Unfortunately, however, this choice would require to find all extreme points of icoD, which is,
even for moderate values of n and d, prohibitive. For this reason, we consider cheap “approximations”
of this approach. Namely, we first pick N random samples xj1 , . . . , xjN from D, and then choose x
?
i
according to the uniform distribution on ico{xj1 , . . . , xjN }. For computational reasons, N should be
small, and in our experiments reported in the following section we therefore consider both fixed N = 5,
denoted by hull +5 in the experiments, and randomly chosen N ∼ U({1, . . . , 5}), denoted by hull
-5.
Moreover note that with the new strategy discussed so far, the bias bi := −〈ai, x?i 〉 may be signif-
icantly larger than 0 and therefore we also investigate alternative scalings for the distribution from
which the weights ai are initialized. These include a scaling called sphere that first uses the normal
distribution to generate the entries of a weight vector ai, and then normalizes this weight vector with
respect to the Euclidean norm. As a result, each weight vector is uniformly sampled from Sd−1, where
d is the input dimension of the initialized neuron. A second scaling called ball multiplies the weight
vector obtained by sphere by another random number R ∼ U [0, 2]. As a result the weight vector of
ball is an an element of the ball with radius 2 and its expected norm equals 1.
4 Experiments
In this section we present some experiments assessing the quality of the new initialization method and
comparing it to the standard approach He-et-al.. Let us begin be briefly describing the key aspects of
our experiments.
Data. We downloaded all data sets from the UCI repository, that have between 2,500 and 50,000
samples of dimension not exceeding 1,000, that were labeled as classification or regression task, and
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Figure 14: Ten randomly initialized predictors of a neural network with one layer of 20 hidden neurons. The weight
vectors were uniformly sampled from S1 and the biases we determined by bi := −〈ai, x?i 〉, where the points x?i depicted
as black spots were sampled from U [0, 1]2. The color scheme equals that of Figure 12. Compared to the initializations
shown in Figures 12 and 13, we see that the edges are longer in the vicinity of the origin.
whose description made it straightforward to convert the original data set into a numeric .csv format.
During this conversion, rows with missing values were removed, and we kept only those data sets that
still had at least 2,500 samples. Since we were only interested in regression and binary classification,
we extracted the largest two classes from the multi-class data sets and only kept the resulting binary
classification data set if it still had at least 2,500 samples. Some data sets are labeled both as regression
and classification data sets, in which case we used them for both. Also, some data sets contained
different versions, and since we were hesitating to choose one, we used them all. Altogether this
resulted in 40 for regression and 61 data sets for binary classification. Tables 2 and 3 summarize key
characteristics of these data sets. Finally, we collected some data sets from other sources to conduct
some in-front experiments for the identification of the most promising variants of the new initialization
strategy introduced at the end of Section 3.
Hardware and Software. We had seven desktops with varying hardware at our disposal: one
with a GTX Titan, one with both a GTX 1060 and a GTX 1070, one with two GTX 1080, one with a
GTX 1060, and three with a GTX 1080. Except the desktop with the single GTX 1060, all desktops
had 64GB RAM, and the first four desktops were running Tensorflow 1.4, while the 3 identical
computers were running Tensorflow 1.10. All computers were solely used for the experiments to
ensure that the timing is as exact as possible.
Initial Experiments for Exploration. So far we used the least squares loss for the regression-
type data sets and the logistic loss for the classification-type data sets. For the least squares loss
we initially considered, besides the scalings sphere and ball, some other but similar scalings, too.
However, since these showed inferior performance on some initial, less structured experiments on the
additional data, we abandoned these alternatives quickly. As a result of these initial experiments we
decided to only consider the variants sphere hull -5, sphere hull +5, ball hull -5, and ball hull
+5 in all subsequent experiments. However, considering all four alternatives in the experiments would
have been too expensive, and in addition, it would have changed the character of the experiments from
the validation of one initialization method to an exploration of different initialization methods. To
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Architecture Number Depth Widths
1 2 256 – 128
2 2 512 – 256
3 2 1024 – 512
4 3 512 – 256 – 128
5 3 1024 – 512 – 256
6 3 2048 – 1024 – 512
7 4 512 – 256 – 128 – 64
8 4 1024 – 512 – 256 – 128
9 4 2048 – 1024 – 512 – 256
10 8 512 – 512 – 256 – 256 – 128 – 128 – 64 – 64
11 8 1024 – 1024 – 512 – 512 – 256 – 256 – 128 – 128
12 8 2048 – 2048 – 1024 – 1024 – 512 – 512 – 256 – 256
Table 1: Considered network architectures. Each number in the right column stands for the width of one layer, and the
first hidden layer corresponds to the most left number.
pick one of the four variants for each loss function, we thus conducted structured experiments on the
additional data sets.
Main Experiments. Every data set we used from the UCI repository was randomly split into
60% samples for training, 20% samples for validation, and 20% samples for testing. On the training
samples we trained networks of twelve architectures with depth varying between 2 and 8, see Table 1
for details. All methods and architectures received the same splitting of the data sets.
The optimization of the network parameters was performed by the function AdamOptimizer pro-
vided by Tensorflow. The optimizer was run with its default values and a batch size of 128. After k
batches, we computed both the validation and the test error, where
k = max
{⌊dn/128e
10
⌋
, 5
}
and n is the size of the training set. Consequently, for training sets with n < 7680 we checked the
validation error after five batches, whereas for larger training sets we waited for more than 5 batches.
We kept training until the validation error did not decrease for 15 epochs, but a post analysis of the
training log data suggested that 5 epochs would have sufficed. For this reasons, all experimental results
we report are actually based on a patience of 5 epochs, which is possible, because we computed the
test error whenever we computed the validation error. All timings, however, do not include the time
needed for computing the test error.
The training described so far yields a pair of validation and test error for each architecture, that
is, 12 pairs altogether. We then chose the pair with the smallest validation error and saved the
corresponding test error. This entire procedure was repeated 50 times with different random splits,
and the errors reported are the average test errors over these 50 repetitions. More precisely, the
reported for each method on the i-th data set is
ATEi(method) :=
1
50
50∑
j=1
TEi,j(method) , (27)
where TEi,j(method) denotes either the classification error or the root mean squared error of the
considered method on the j-th split of the i-th data set.
31
Figure 15: Pairwise comparisons of old and new methods for regression with ReLU activation function in terms
of test errors. In the first row, each column displays the empirical percentile functions of the “observations”
yi := RATEi(colored method, other method) for i = 1, . . . , 40, where RATEi(colored method, other method) denotes
the modification (29) of the relative error ATEi(colored method)/ATEi(other method) and where ATEi denotes the
usual average test error, see (27). Note that the colored method is better than the other method on the i-th data set, if
and only if the yi < 1. Consequently, colored methods, whose percentile functions stay significantly below 1 for a large
range on the horizontal, achieve significantly better results on a large portion of the data sets compared to the competing
method. For example, the first column shows that ReLU He zero outperforms ReLU BN He zero by at least 10%
on about 35% percent of the data sets, while conversely ReLU BN He zero is only able to outperform ReLU He
zero by at least 10% on about 6% of the data sets. Similarly, the behavior of the percentile above 1 describes to which
extend and on how many data sets the colored method was outperformed by the competing method. In general, colored
methods with small percentiles on the left of the diagram achieve significant gains over the competing method, whereas
colored methods with small percentiles on the right do not suffer from corresponding significant losses. The second
row of each column displays a density estimate of the distributions of y˜1, . . . , y˜40, where for reasons of presentation we
considered the clipped values y˜i := max{0.45,min{1.55, yi}}. The density estimate is based on histograms with a bin
width of 0.04. A method, whose density estimate has a significant portion on (0, 1], achieves corresponding gains against
its competitor, while a significant portion on [1,∞) stands for corresponding losses. The first column shows that ReLU
He zero significantly outperforms ReLU BN He zero, while the second and third column show that our new strategy
ReLU sphere hull -5 clearly outperforms both ReLU BN He zero and ReLU He zero.
Besides our methods we also considered some baseline methods in the experiments. To describe
them, we write ReLU if the network uses the ReLU activation function and SeLU for Self-Normalizing
Neural Networks proposed in [11]. Moreover, weight initialization according to He-et-al. with normal
distributions is denoted by He, and the modification for SeLUs proposed in [11] is denoted by SNN.
Initializing the bias to zero is indicated by zero, and if batch normalization is used in the ReLU
networks we additionally write BN. Now, for the classification tasks we considered ReLU BN He
zero, ReLU He zero, and SeLU SNN zero as baseline methods, ReLU ball hull +5 and SeLU
ball hull -5 as our new methods for the two types of activation functions, as well as ReLU He hull
-5 for illustrating the differences between ReLU He zero and ReLU ball hull +5. Similarly, for
the regression tasks we considered ReLU BN He zero, ReLU He zero, and SeLU SNN zero as
baseline methods and ReLU sphere hull -5 and SeLU ball hull -5 as new methods.
In summary, each initialization strategy required 600 training runs for each data set from the
UCI repository, that is, 37,800 runs for the classification data sets and 24,000 runs for the regression
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Figure 16: Pairwise comparisons of old and new methods for regression with self-normalizing activation function in terms
of test errors. The graphics have the same interpretation as the ones in Figure 15. The first column shows that the
original SeLU SNN zero proposed in [11] is clearly outperformed by our new initialization strategy for self-normalizing
neural networks, namely SeLU ball hull -5. The second column shows that SeLU SNN zero is also outperformed by
ReLU ball hull -5, and the third column shows that ReLU ball hull -5 also outperforms SeLU ball hull -5.
data sets. For the classification task, we considered 6 different methods, so that in summary 225,600
networks were trained, whereas for the regression tasks, we have only considered 5 different methods
so far, which results in another 120,000 networks. Together the log files comprise almost 20GB of data,
which can potentially be used for further investigations, and the entire experiments took between 4
and 5 months.
Aspects of the Analysis. It is common knowledge, that in many cases the (average) test errors
greatly vary over different data sets, and that this variation is mostly due to difference in the data
sets. This phenomenon also occurred in our experiments: In the regression case reported in Table 4,
for example, all methods achieved an average test error of about 0.027 on the data set online-news-
popularity, while on the data set skill-craft, the average test errors were around 1.0. Similarly,
in the classification case reported in Table 5, all methods achieved zero test error on mushroom, while
on wine-quality-all, the test errors of all methods were around 0.29. For this reason, one often
considers either the rank of each method on a fixed data set, or the relative errors, e.g.
ATE(Method 1)/ATE(Method 2) (28)
for each data set. In the following, we report both, but mostly with the following modifications:
i) There are several data sets, on which ATE(Method X) = 0 or ATE(Method X) ≈ 0 for several
methods X, see Table 5. For such data sets, the plain ratio (28) is either not defined, or may be
highly misleading, and for this reason, we call the modification
RATEi(Method 1, Method 2) :=
ATEi(Method 1) + 0.0001
ATEi(Method 2) + 0.0001
(29)
the relative average test error of Method 1 compared to Method 2 on the i-th data set. In the
following, relative errors always refer to RATE instead of (28).
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Figure 17: Pairwise comparisons of old and new methods without batch normalization for binary classification in terms
of test errors. The graphics have the same interpretation as the ones in Figure 15, but this time we used the results on
the 61 binary classification data sets from the UCI repository. The figures show that ReLU He zero is outperformed by
both ReLU ball hull +5 and ReLU He hull -5, and in the direct comparison of the latter two methods, ReLU He
hull -5 has a slight edge over ReLU ball hull +5. Also note that for each pairwise comparison there is a considerable
fraction of data sets, on which both methods achieve an essentially equal performance. In fact, the central peak in the
density estimates is always located in the bin [0.98, 1.02], and the graphics thus show that between 50% and 60% of the
data sets fall into this bin. In other words, on 50% to 60% of the data sets, the difference between the considered two
methods is minimal in the sense of RATEi(colored method, other method) ∈ [0.98, 1.02].
ii) There are also several data sets, on which most of the methods performed not exactly equally,
but at least essentially equally. For example, in Table 5 we see that on the data set polish-
companies-bankruptcy-2year, three methods achieved either an average test error of .03932
or .03933. Note that this data set contains 10173 samples, and hence about 2035 samples are
used for testing. If we have two predictors that only differ on exactly one test sample, then
the resulting test error differs by 1/2035 ≈ 0.00049. All smaller differences in the average test
errors are therefore a result of averaging over 50 runs. To be more precise, a simple calculation
ignoring possible rounding errors in the average test errors shows that the method achieving
an average test error of .03932 predicted exactly one sample in exactly one of the fifty runs
better than the methods achieving an average test error of .03933. We do not believe that
such a small difference should result in different rankings of the methods, in particular, since
these small differences may also result from aspects not related to the considered methods, e.g. an
unfortunate pick of the architecture based on the validation error. For this reason, we considered
the following adjustment: If Method 1 performed worse than Method 2 on the i-th data set, that
is RATEi(Method 1, Method 2) > 1, but we also have
RATEi(Method 1, Method 2) ≤ 1.001 (30)
then Method 1 was viewed to have the same performance as Method 2. As a result, there are
several data sets, in particular for the classification case, in which more than one method is
considered best, even if these methods have different average test errors, see Table 5. Moreover,
to apply this notion of equal performance to ranking, we proceeded as follows on each data
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Figure 18: Pairwise comparisons for binary classification methods with self-normalizing activation function in terms of
test errors. The graphics have the same interpretation as the ones in Figure 17. The first column shows that the original
SeLU SNN zero proposed in [11] is clearly outperformed by our new initialization strategy for self-normalizing neural
networks, namely SeLU ball hull -5. The second and third column show that SeLU ball hull -5 slightly outperforms
both ReLU He hull -5 and ReLU ball hull +5. Not surprisingly, analogous comparisons between SeLU SNN zero
and ReLU ball hull +5, respectively ReLU He hull -5, which are not displayed here for brevity’s sake, show that
SeLU SNN zero is also outperformed by the latter two methods.
set: First we sorted the methods according to their average test errors, and assigned them a
temporary rank according to their position in the sorted list. Then we adjusted these temporary
ranks by iteratively going from the best to the worst method. More precisely, we assigned all
methods that did not achieve the best average test error, but that achieved (30) also the rank = 1.
Then we applied the same procedure to the remaining methods and so on. Finally, to ensure
that the adjusted ranks of the considered M methods sum up to standard value M(M + 1)/2,
we applied R’s rank function to the adjusted ranks with the default “average” method for ties.
In the Tables 4 and 5 we report both, a “usual” or “raw” ranking that ignores the situation
(30) as well as the adjusted ranking described above. On the regression data sets, both types
of ranking led to almost identical average rankings, which is not surprising since the situation
(30) does not occur very often in the regression case. On the classification data sets, the two
types of rankings led to more pronounced differences, yet the largest difference of both rankings
was an average raw rank of 3.811 compared to an average adjusted rank of 3.885. Moreover,
the ordering of the 6 considered methods with respect to the average (adjusted) rank did not
change. Thus it seems fair to say that both types of ranking led to essentially the same results.
Tables of the form of Table 4 and Table 5 are certainly the most common way of reporting ex-
perimental results in the machine learning community. However, in most cases significantly less data
sets are considered and in such cases, tables together with some simple statistics such as average rank
are still comprehensible as a whole. For more extended experiments, however, this may change. For
example, Table 5 reports 366 average test errors, and even by highlighting the best and worst average
test errors with the help of a color code, it is still rather difficult to draw conclusions from Table 5.
Indeed, a full understanding of the performance of different methods requires, besides rankings and an
emphasis on best and worst behavior, also an understanding of the distribution of relative average test
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Figure 19: Pairwise comparisons against batch normalization with standard initialization in terms of test errors on the
binary classification data sets. The three columns, which have the same meaning as in Figure 17, show that ReLUs with
batch normalization and standard initialization are outperformed by all three new initialization strategies. In particular,
all three new strategies achieve at least a 10% gain on at least 20% of the data sets. Conversely, ReLU BN He zero
only achieves a little less than a 5% gain over its competitors on at least 20% of the data sets.
errors. To be more specific, consider the results on the data set avila reported in Table 5. Here, the
method ReLU ball hull -5 scores third, while SeLU SNN zero scores fourth. Consequently, nei-
ther of the two methods are highlighted in 5 and their ranking on this data set does not substantially
influence their average ranking. Nonetheless, their performance drastically differs since ReLU ball
hull -5 achieves an average test error of 0.10157, while SeLU SNN zero only achieves an average
test error of 0.14361. Consequently, we have
RATE6(ReLU ball hull -5, SeLU SNN zero) ≈ 1.413 ,
that is, on avila, the average test error of SeLU SNN zero is more than 40% worse than that
of ReLU ball hull -5. Of course, all this information is contained in Table 5, but it requires at
least substantial effort to extract and comprehend this information. For this reason, we also display
pairwise comparisons of selected methods with the help of percentile functions on the relative average
test errors. We refer to Figure 15 for a detailed explanation of these graphics and to Figures 16, 17,
18, and 19 for further pairwise comparisons.
Findings. Let us now have a look at some of the results to assess the quality of the new initial-
ization strategies. To this end, we focus on the following aspects:
i) Average test errors
ii) Training costs in number of iterations and training time
iii) Influence of the considered architectures on the test errors
i). Let us first consider average test errors. In the regression case, Table 4 immediately shows that
the two new methods ReLU sphere hull -5 and SeLU ball hull -5 are ranked first and second,
and that ReLU sphere hull -5, which is ranked first, actually achieves the best average test error of
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Figure 20: Pairwise comparisons of old and new methods for regression with ReLU activation functions in
terms of computational resources. The first row displays the percentile curves of the “observations” yi =
ATTi(colored method)/ATTi(other method) for i = 1, . . . , 40, where ATTi denotes the average training time of
the considered method on the i-th data set. The second row displays the percentile curves of the “observations”
yi = ATIi(colored method)/ATIi(other method) for i = 1, . . . , 40, where ATIi denotes the average number of train-
ing iterations of the considered method on the i-th data set. Consequently, the second columns shows that ReLU
sphere hull -5 was faster than ReLU BN He zero on more than 90% of the data sets, despite the fact that ReLU
BN He zero required less training iterations than ReLU sphere hull -5 on 75% of the data sets.
all methods on 75% of the data sets. In most cases, these test errors are statistically significant better
than the second best test errors. Moreover, Figure 15 shows that the new initialization strategy ReLU
sphere hull -5 outperforms both ReLU BN He zero and ReLU He zero on around 90% of the data
sets, and on a considerable number of data sets, the gains achieved by ReLU sphere hull -5 is very
substantial. Finally, Figure 16 shows that self-normalizing networks with standard initialization, that
is SeLU SNN zero, are almost uniformly outperformed by both of the new initialization strategies,
i.e. ReLU sphere hull -5 and SeLU ball hull -5. This figure further shows that ReLU sphere
hull -5 outperforms SeLU ball hull -5 on around 90% of the data sets.
For the classification data sets, Table 5 shows that our new three initialization strategies ReLU
He hull -5, ReLU ball hull +5, and SeLU ball hull -5 achieve the second, first, and third rank,
respectively. However, a closer look reveals that unlike in the regression case, the situation is a bit
more diffuse. For example, ReLU BN He zero, which is ranked fourth, achieves the adjusted first
rank on around 40% of the data sets, whereas the three new methods are only ranked first on around
20%, 25%, and 30% of the data sets, respectively. To better understand the situation let us therefore
consider Figures 17, 18, and 19. For example, Figure 17 shows that on more than 80% of the data
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Figure 21: Pairwise comparisons of old and new methods for regression with self-normalizing activation function in terms
of computational resources. The graphics, which have the same meaning as those in Figure 20, show that our new
initialization strategy SeLU ball hull -5 leads to substantially faster training of self-normalizing networks, but it is not
as fast as ReLU sphere hull -5 despite the fact that it requires less iterations than ReLU sphere hull -5.
sets we have
0.97 ≤ RATE(ReLU He hull -5,ReLU ball hull +5) ≤ 1.03 .
Therefore, these two methods have a very similar performance on the vast majority of data sets. In
comparison, Figure 19 shows that we have
0.97 ≤ RATE(ReLU BN He zero,ReLU He hull -5) ≤ 1.03
and
0.97 ≤ RATE(ReLU BN He zero,ReLU ball hull +5) ≤ 1.03 .
on around on around 40% of the data sets, only. In this respect note that on human-activity-
smartphone, mushroom, and smartphone-human-activity-postural, that is on 5% of the data
sets, almost all the methods achieved zero average test errors, while on insurance-benchmark, on
the data sets polish-companies-bankruptcy-1year to polish-companies-bankruptcy-5year,
and on seismic-bumps, thyroid-all-hypo, and thyroid-dis, that is on around 15% of all data sets,
all tested methods, as well as SVMs tested as a sanity check, were not able to outperform the naive
classifier that simply predicts all new labels by the majority of the labels found in the training set, see
Tables 5 and 3. In other words, around 20% of the considered data sets were either particularly simple
or hard to learn from and on these data sets one can expect most classification methods to perform very
similarly. To sum up this discussion, we conclude that ReLU He hull -5 and ReLU ball hull +5
win or loose in most cases together, whereas ReLU BN He zero exhibits strengths and weaknesses
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Figure 22: Pairwise comparisons of old and new methods without batch normalization for binary classification in terms
of computational resources. The graphics, which have the same meaning as those in Figure 20, show that our new
initialization strategy ReLU He hull -5 leads to faster training compared to standard ReLU He zero and the new
ReLU ball hull +5.
that are rather different from the aforementioned new initialization strategies. Consequently, if one
is willing to consider two initialization strategies during the selection phase, it seems to be more
beneficial to consider one of the new initialization strategies plus ReLU BN He zero instead of
considering the two new initialization strategies. Finally, Figure 18 shows that for self-normalizing
networks the new initialization strategy SeLU ball hull -5 substantially outperforms the standard
initialization strategy SeLU SNN zero. Figure 18 further shows that SeLU ball hull -5 slightly
outperforms both ReLU He hull -5 and ReLU ball hull +5. In this sense, SeLU ball hull -5
can be viewed as the best performing method, while in terms of raw and adjusted ranking it is only
placed third. In any case, whether it is in terms of ranking ranking or of pairwise comparisons with the
help of percentiles of RATEi(·, ·), all three new initialization strategies clearly outperform the standard
initialization strategies.
ii). Let us now consider the computational resources the different methods required. Again, we
begin with the regression case. Here, Figure 20 shows that ReLU sphere hull -5 is e.g. on 90% of
the data sets faster than ReLU BN He zero, and on 70% of the data sets it requires less than 80%
of the training time ReLU BN He zero used. Moreover, the new ReLU sphere hull -5 is also
faster than ReLU He zero on around 75% of the data sets, and on 40% of the data sets it requires
less than 80% of the training time ReLU He zero uses. Similar, yet less pronounced, observations
can be made in terms of training iterations the latter two methods run, which is not surprising, since
the training time per epoch should be equal for both methods. In contrast, ReLU BN He zero
requires significantly less iterations than the latter two methods, and this indicates that the training
39
Figure 23: Pairwise comparisons for methods with self-normalizing activation function for binary classification in terms
of computational resources. The graphics, which have the same meaning as those in Figure 20, show that our new
initialization strategy SeLU ball hull -5 leads to substantially faster training compared to standard SeLU SNN zero.
However, SeLU SNN zero is slower than ReLU He hull -5 and ReLU ball hull +5.
time per iteration needs to be substantially longer for ReLU BN He zero compared to e.g. ReLU
sphere hull -5. This is, however, not overly surprising as batch normalization adds quite a few
extra computations to every step of stochastic gradient descent. When comparing to self-normalizing
networks, Figure 21 shows that our new SeLU ball hull -5 is considerably faster than the standard
initialization in terms of both time and iterations. However, only on 40% of the data sets SeLU
ball hull -5 is faster than ReLU sphere hull -5, despite the fact that it requires less iterations
on > 55% of the data sets. Again, this is not overly surprising as self-normalizing networks also add
computations to each iteration of gradient descent. In summary, ReLU sphere hull -5 is not only
by far the best method in terms of test errors, but it is also the most efficient method in terms of
training time. In the same sense, SeLU ball hull -5 outperforms the standard initialization SeLU
SNN zero for self-normalizing networks.
Let us now have a look on the results for binary classification. Here, Figure 22 shows that the new
ReLU He hull -5 is slightly faster than both the standard ReLU He zero and our new ReLU ball
hull +5, and not surprisingly this behavior can also be found in terms of training iterations. When
combining these observations with Figure 17 we thus conclude that ReLU He hull -5 outperforms
both ReLU He zero and ReLU ball hull +5 in terms of test errors and required computational
resources. Moreover, when considering self-normalizing networks, Figure 23 shows that, as in the
regression case, our new initialization SeLU ball hull -5 leads to substantially faster training than
the standard SeLU SNN zero. By combining this with Figure 18 we thus conclude that our new
SeLU ball hull -5 outperforms the standard SeLU SNN zero in terms of both tests errors and
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Figure 24: Pairwise comparisons against batch normalization with standard initialization for binary classification in
terms of computational resources. The graphics, which have the same meaning as those in Figure 20, show that our new
initialization strategies require substantially less training time than ReLU BN He zero does despite the fact that the
latter needs less training iterations.
computational requirements. In contrast, when comparing SeLU ball hull -5 with ReLU He hull
-5 and ReLU ball hull +5, we see that SeLU ball hull -5 requires more computational resources
than the latter two methods, and therefore, the slight advantage of SeLU ball hull -5 in terms of tests
errors reported in Figure 18 comes with a price tag. In any case, Figure 24 shows that all three new
methods ReLU He hull -5, ReLU ball hull +5, and SeLU ball hull -5 are also considerably faster
than the standard ReLU BN He zero. In summary, all three of our new initialization strategies
outperform the standard methods in terms of both test errors and computational requirements.
iii). Let us finally investigate, how the chosen architectures influence our findings. In the regression
case, Figure 25 shows that all methods based on ReLU networks tend to pick deeper architectures
and to some extend this is also true for SeLU ball hull -5. In contrast, SeLU SNN zero prefers
narrower networks. One could thus ask, whether SeLU SNN zero would have better performed
in the comparisons if only architectures in favor of it would have been considered. Interestingly, a
comparison between Figures 16 and 26 shows that SeLU SNN zero does benefit from such a choice
of architectures, but the effect is rather minimal. In fact, SeLU SNN zero is still almost uniformly
outperformed by both ReLU sphere hull -5 and SeLU ball hull -5.
In the classification case, the picture is again a bit more interesting. Here, Figure 27 shows that
ReLU He hull -5 and ReLU ball hull +5 tend to prefer wider architectures, while SeLU SNN
zero again prefers narrower architectures. In addition, ReLU BN He zero slightly prefers shallower
architectures, while the remaining two methods ReLU He zero and SeLU ball hull -5 do not
have a clear tendency. Interestingly, Figure 28 shows that the standard ReLU BN He zero is
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Figure 25: Relative frequency of the architecture picked on the basis of the validation error for the regression data sets.
The histograms are based on the 40×50 = 2000 runs, and the architecture numbers in Table 1. The ReLU networks have
the tendency to pick deeper architectures, while SeLU SNN zero prefers to pick narrower architectures. In addition,
ReLU BN He zero slightly prefers shallower architectures. SeLU ball hull -5 also has the tendency to pick deeper
architectures but compared to the ReLU networks this tendency is less pronounced.
still outperformed by all three new initialization strategies ReLU He hull -5, ReLU ball hull
+5, and SeLU ball hull -5 if the architectures are restricted in favor of ReLU BN He zero.
In fact, if only the shallowest three architectures, which are preferred by ReLU BN He zero, are
considered, then ReLU BN He zero seems to perform even slightly worse against ReLU He hull
-5 and ReLU ball hull +5. Moreover, if these two methods are penalized by restricting to narrow
architectures, ReLU BN He zero seem to slightly benefit against ReLU He hull -5 and ReLU
ball hull +5, yet the effect is minimal ReLU BN He zero is still outperformed. In contrast,
if ReLU He hull -5 and ReLU ball hull +5 are favored by allowing the widest architectures
only, then the gap between these two methods and ReLU BN He zero clearly widens compared
to the set-up that includes all architectures and which is shown in Figure 19. Finally, Figure 29
illustrates the effects when favoring or penalizing SeLU SNN zero: If SeLU SNN zero is favored
by considering the narrowest architectures, only, then SeLU SNN zero is still outperformed by
all three new initialization methods, however, the gap between e.g. SeLU SNN zero and SeLU
ball hull -5 narrows a bit as a comparison between Figures 18 and 29 show. On the other hand, if
SeLU SNN zero is penalized by considering the widest architectures, then all three new initialization
strategies substantially and almost uniformly outperform SeLU SNN zero.
In summary, our overall results we obtained by considering all 12 architectures are rather insensitive
against changes in the allowed architectures.
5 Proofs
5.1 Proofs for Section 2
For the proof of Proposition 2.2 we need the following trivial lemma.
Lemma 5.1. Let X 6= ∅, D := ((x1, y1), . . . , (xn, yn)) ∈ (X × R)n be a data set, L : R × R → [0,∞)
be differentiable loss function, and g : X × Rp → R be a function. Furthermore, let v0 ∈ Rp be a
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Figure 26: Pairwise comparisons of old and new methods for regression with self-normalizing activation function and
different subsets of architectures. The first row displays the percentiles of RATEi if only the most narrow architectures
of each depth are considered during the selection phase, while the second row shows the corresponding results for the
widest architectures of each depth. Although SeLU SNN zero heavily prefers the narrow architectures, it is still almost
uniformly outperformed by ReLU sphere hull -5 and SeLU ball hull -5 if only the narrow architectures are allowed.
Conversely, considering the widest architectures only, widens the gap between SeLU SNN zero and the other two
methods as expected.
point such that v 7→ g(xj , v) is differentiable in v0 for all j = 1, . . . , n. Then v 7→ RL,D(g( · , v)) is
differentiable at v0 and we have
∂RL,D(g( · , v))
∂v
(v0) =
1
n
n∑
j=1
L′
(
yj , g(xj , v0)
) · ∂g
∂v
(xj , v0) .
Proof of Lemma 5.1: Using the chain rule we obtain
∂L(yj , g(xj , v))
∂v
(v0) = L
′(yj , g(xj , v0)) · ∂g
∂v
(xj , v0) ,
for all j = 1, . . . , n. From this we easily derive the assertion.
Proof of Proposition 2.2: Our goal is to apply Lemma 5.1 in a version that is extended in the sense
of (8) and (9) to g ∈ A1,m,1. To this end, we define p := 3m+1, and for (w, c, a, b) ∈ Rm×R×Rm×Rm =
Rp we write g( · , w, c, a, b) : R→ R for the function given by (3), that is
g(x,w, c, a, b) =
m∑
i=1
wi
∣∣aix+ bi∣∣+ + c , x ∈ R.
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Figure 27: Relative frequency of the architecture picked on the basis of the validation error for the binary classification
data sets. The histograms are based on the 61 × 50 = 3050 runs, and architecture numbers of those of Table 1. The
strategies ReLU He hull -5 and ReLU ball hull +5 have the tendency to pick wider architectures of a given depth,
while SeLU SNN zero has the tendency to pick narrower architectures. In addition, ReLU BN He zero slightly
prefers shallower architectures. For the remaining initialization strategies there is no clear and simple tendency.
Now recall from Proposition 2.1 that for all x ∈ R we have
g(x,w, c, a, b) =
∑
i∈I−:x≤x∗i
wi(aix+ bi) +
∑
i∈I+:x≥x∗i
wi(aix+ bi) +
∑
i∈I\I∗
wi|bi|+ + c
=
∑
i∈I−:x≤x∗i
wi|aix+ bi|+ +
∑
i∈I+:x≥x∗i
wi|aix+ bi|+ +
∑
i∈I\I∗
wi|aix+ bi|+ + c .
For i ∈ I−, we thus find by (6) and (7)
∂g
∂ai
(x,w, c, a, b) = wi · x · 1(−∞,x∗i )(x) + ∂0 · wi · x · 1{x∗i }(x) ,
∂g
∂bi
(x,w, c, a, b) = wi · 1(−∞,x∗i )(x) + ∂0 · wi · 1{x∗i }(x) ,
∂g
∂wi
(x,w, c, a, b) = (ai · x+ bi) · 1(−∞,x∗i )(x) .
Analogously, for i ∈ I+ we obtain
∂g
∂ai
(x,w, c, a, b) = wi · x · 1(x∗i ,∞)(x) + ∂0 · wi · x · 1{x∗i }(x)
∂g
∂bi
(x,w, c, a, b) = wi · 1(x∗i ,∞)(x) + ∂0 · wi · 1{x∗i }(x)
∂g
∂wi
(x,w, c, a, b) = (ai · x+ bi) · 1(x∗i ,∞)(x) .
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Figure 28: Pairwise comparisons against batch normalization with standard initialization and different subsets of used
architectures in the case of binary classification. The first row displays the results if only the architectures with two
hidden layers are considered. According to Figure 27, these architectures are the ones that are most often picked with by
ReLU BN He zero. The second row displays the results if only the architectures with the most narrow widths of each
depth are considered. According to Figure 27, these architectures are the ones that are less often picked by ReLU He
hull -5 and ReLU ball hull +5. The third row displays the results if only the architectures with the widest widths of
each depth are considered. According to Figure 27, these architectures are the ones that are most often picked by ReLU
He hull -5 and ReLU ball hull +5. Together, the graphics show that the new initialization strategies outperform
ReLU BN He zero even if the architectures are chosen in favor of ReLU BN He zero. Moreover, if the architectures
are chosen in favor of ReLU He hull -5 and ReLU ball hull +5, then the difference between these methods and
ReLU BN He zero becomes more pronounced.
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Figure 29: Pairwise comparisons against self-normalizing networks with standard initialization and different subsets of
used architectures in the case of binary classification. The first row displays the results if only the architectures with the
most narrow widths of each depth are considered. According to Figure 27, these architectures are the ones that are most
often picked by SeLU SNN zero. The second row displays the results if only the architectures with the widest widths of
each depth are considered. According to Figure 27, these architectures are the ones that are most often picked by ReLU
He hull -5 and ReLU ball hull +5. Together, the graphics show that the new initialization strategies outperform
SeLU SNN zero even if the architectures are chosen in favor of SeLU SNN zero. Moreover, if the architectures
are chosen in favor of ReLU He hull -5 and ReLU ball hull +5, then all three new initialization strategies almost
uniformly outperform SeLU SNN zero.
Moreover, for i ∈ I \ I∗ we find
∂g
∂ai
(x,w, c, a, b) = wi · ∂bi · x ,
∂g
∂bi
(x,w, c, a, b) = wi · ∂bi ,
∂g
∂wi
(x,w, c, a, b) = |bi|+ .
Finally, we have
∂g
∂c
(x,w, c, a, b) = 1 .
Let us now fix an i ∈ I−. Then, for all samples (xj , yj) with xj > x∗i our formulas above yield
∂g
∂ai
(xj , w, c, a, b) =
∂g
∂bi
(xj , w, c, a, b) =
∂g
∂wi
(xj , w, c, a, b) = 0 ,
and consequently, Lemma 5.1 extended in the sense of (8) and (9) together with our above formulas
for the partial derivatives of g for xj ≤ x∗i shows the first three formulas. Analogously, for i ∈ I+ and
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all samples (xj , yj) with xj < x
∗
i our formulas above yield
∂g
∂ai
(xj , w, c, a, b) =
∂g
∂bi
(xj , w, c, a, b) =
∂g
∂wi
(xj , w, c, a, b) = 0 ,
and consequently, we obtain the formulas in the second case. The remaining assertions follow even more
directly from the extended version of Lemma 5.1 and the formulas derived for the partial derivatives
of g.
Proof of Corollary 2.4: i). Without loss of generality we may assume that x1 = xmin, x2 = xmax
and x1 < x3 < x2. Since hi is fully active, we then have x1 < x
∗
i < x2. By symmetry it suffices to
consider the case i ∈ I+. Now assume that there were some a˜, b˜ ∈ R with
h(xj) = a˜xj + b˜ (31)
for j = 1, 2, 3. Since x1 < x
∗
i we also have hi(x1) = 0 by (5) and x2 > x
∗
i analogously gives
hi(x2) = aix2 + bi 6= 0 . (32)
Now, if x3 ≤ x∗i , then we have hi(x3) = 0 by (5), and by (31) this implies a˜ = b˜ = 0. Hence (31)
would give hi(x2) = 0, which contradicts (32). Moreover, if x3 > x
∗
i , then we have hi(x3) = aix3 + bi,
and by (32) we find a˜ = ai and b˜ = bi. Equation (31) then gives h(x1) = aix1 + bi 6= 0 since x1 6= x∗i ,
which again is a contradiction.
ii). If i ∈ I−, then have x∗i ≥ xmax and hence the assertion follows from (4). The case i ∈ I+ leads
to x∗i ≤ xmin and (5) gives the assertion.
iii). Let us first assume that hi is inactive. If i ∈ I−, we then have x∗i ≤ xmin, and therefore we
find hi(xj) = 0 for all j = 1, . . . , n by (4). Moreover, for the subsample D
′ we have xjl ≥ x∗i for all
l = 1, . . . , k and therefore the formulas for the gradients follow from Proposition 2.2. The case i ∈ I+
can be shown analogously.
Let us now assume that we have hi(xj) = 0 for all j = 1, . . . , n. Moreover, i ∈ I∗ ensures i ∈ I−∪I+
and ai 6= 0. Now let i ∈ I− and assume that hi was not inactive. By definition, there would then exist
a sample xj with xj < x
∗
i , and hence (4) together with ai < 0 gives hi(xj) = aixj + bi > aix
∗
i + bi = 0.
This contradicts hi(xj) = 0. The case i ∈ I+ can be shown analogously.
Proof of Lemma 2.7: The first two assertions are obvious. To show the first equation, we note that
hi is fully active, if and only if −bi/ai ∈ (xmin, xmax), and this is equivalent to bi/ai ∈ (−xmax,−xmin).
This yields
P
({neuron hi is fully active}) = Pb ⊗ Pa({(bi, ai) ∈ R2 : −bi/ai ∈ (xmin, xmax)})
= Pb/Pa
(
(−xmax,−xmin)
)
.
If FPb/Pa is continuous, this equation immediately implies (11). To establish (12), we first note that
hi is semi-active if ai < 0 and −bi/ai ≥ xmax or if ai > 0 and −bi/ai ≤ xmin. Now observe that in the
case ai < 0 the condition −bi/ai ≥ xmax is equivalent to bi ≥ −xmaxai, while in the case ai > 0 the
condition −bi/ai ≤ xmin is equivalent to bi ≥ −xminai. Consequently, we obtain
P
({neuron hi is semi-active}) = Pb ⊗ Pa({(bi, ai) ∈ R2 : bi ≥ −xmaxai and ai < 0})
+ Pb ⊗ Pa
({(bi, ai) ∈ R2 : bi ≥ −xminai and ai > 0})
= F−Pb,Pa(−xmax) + Pb ⊗ Pa
({(bi, ai) ∈ R2 : ai > 0})
− Pb ⊗ Pa
({(bi, ai) ∈ R2 : bi < −xminai and ai > 0})
= F−Pb,Pa(−xmax) + Pa([0,∞))− F+Pb,Pa(−xmin) ,
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where in the last step we used Pa({0}) = 0 and the continuity of FPb/Pa , which ensures
Pb ⊗ Pa
({(bi, ai) ∈ R2 : bi = −xminai and ai > 0}) ≤ Pb/Pa({−xmin}) = 0 .
Equation (13) immediately follows from (10), (11), (12), and Pa({0}) = 0, since each neuron hi is
P -almost surely either fully active, or semi-active, or inactive.
Finally, the implication “⇐” is part of the definition of dead neurons. Conversely, since FPb/Pa is
continuous, we have Pb/Pa({xj}) = 0 for all j = 1, . . . , n, and hence part iii) of Lemma 2.4 gives the
implication “⇒”.
Proof of Theorem 2.8: i) ⇒ ii). Since −xmax ≤ 0 we find by (A.38)
F+Pb,Pa(−xmax) =
∫
(0,∞)
Pb
(
(−∞,−xmaxt]
)
dPa(t) = 0
and analogously, −xmin ≥ 0 implies
F−Pb,Pa(−xmin) =
∫
(−∞,0)
Pb
(
[−xmint,∞)
)
dPa(t) =
∫
(−∞,0)
Pb
(
(0,∞)) dPa(t) = Pa((−∞, 0]) ,
where in the last step we used Pa({0}) = 0. Now ii) follows from (13).
ii) ⇒ i). Let us assume that i) is not satisfied. Then we have Pb((−∞, 0]) > 0 and consequently
it holds Pb({0}) > 0 or there exists a z0 < 0 such that FPb(z) > 0 for all z > z0. If Pb({0}) > 0, then
(A.37) gives Pb/Pa({0}) > 0, and hence FPb/Pa is not continuous. Since this behavior is excluded in
the assumptions of our theorem, it suffices to consider the second case. To this end, we define
t+ :=
{
−z0/xmax if xmax > 0
∞ if xmax = 0 .
Let us fix a t ∈ (0, t+). Then we have −xmaxt > z0, and hence we find FPb(−xmaxt) > 0 as well as
F+Pb,Pa(−xmax) =
∫
(0,∞)
FPb(−xmaxt) dPa(t) ≥
∫
(0,t+)
FPb(−xmaxt) dPa(t) ,
where in the first step we used (A.38). Similarly, we define
t− :=
{
−z0/xmin if xmin > 0
−∞ if xmin = 0 .
For t ∈ (t−, 0) we then obtain −xmint > z0. This yields Pb
(
(−∞,−xmint)
)
> 0 and, by incorporating
(A.38), also
F−Pb,Pa(−xmin) =
∫
(−∞,0)
Pb
(
[−xmint,∞)
)
dPa(t) =
∫
(−∞,0)
1− Pb
(
(−∞,−xmint)
)
dPa(t)
≤ Pa((−∞, 0])−
∫
(t−,0)
Pb
(
(−∞,−xmint)
)
dPa(t) .
Let us fix an ε > 0 with ε ≤ min{t+,−t−}. Plugging both estimates into (13) we then obtain
P ({neuron hi is inactive}) = Pa((−∞, 0]) + F+Pb,Pa(−xmax)− F−Pb,Pa(−xmin)
≥
∫
(t−,0)
Pb
(
(−∞,−xmint)
)
dPa(t) +
∫
(0,t+)
FPb(−xmaxt) dPa(t)
≥
∫
(−ε,ε)
min
{
Pb
(
(−∞,−xmint)
)
, FPb(−xmaxt)
}
dPa(t)
> 0 .
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In other words, ii) does not hold.
iii) ⇔ iv). This equivalence can be shown analogously. In addition, note, that for symmetric
Pa it immediately follows from considering (Pb)− in the already established equivalence i) ⇔ ii) in
combination with the formulas (12), (13), and (A.40).
Proof of Theorem 2.9: We first note that Pb({0}) = 1 implies Pb/Pa = δ{0}, and hence we have
P ({x∗i = 0}) = 1. Consequently, we shown both ii) ⇒ i) and iii) ⇒ i), and for data sets satisfying
xmin < 0 < xmax also iv) ⇒ i) and v) ⇒ i).
i) ⇒ ii). By the assumed Pb({0}) < 1 we conclude that there exists a z0 > 0 with
P ((−∞,−z0]) + P ([z0,∞)) > 0 . (33)
We define z := xmax + 1 and ε := z0/z. By (A.47) we then obtain
P ({x∗i > xmax}) ≥ P ({x∗i ≥ z}) = P ({−x∗i ≤ −z})
≥ Pb
(
[z0,∞)
) · Pa([−ε, 0))+ Pb(−∞,−z0]) · Pa((0, ε]) ,
and (33) thus yields the assertion.
i) ⇒ ii). We first note that we again have (33). We define z := xmin − 1 and ε := −z0/z. Using
(A.48) we then obtain
P ({x∗i < xmin}) ≥ P ({−x∗i ≥ −z}) ≥ Pb
(
[z0,∞)
) · Pa((0, ε])+ Pb(−∞,−z0]) · Pa([−ε, 0)) ,
and by (33) we thus find the assertion.
Finally, the implications ii) ⇒ iv) and iii) ⇒ v) are trivial.
5.2 Proofs for Section 3
Proof of Lemma 3.2: ii) ⇒ i). Let us fix an x ∈ x∗i ∩ icoD. Then we have hi(x) = 0 and, by the
definition of icoD, there exist λ1, . . . , λn > 0 with λ1 + · · · + λn = 1 and x =
∑n
j=1 λjxj . Moreover,
since icoD 6⊂ x∗i there exists a j1 ∈ {1 . . . , n} with xj1 6∈ x∗i , since otherwise the convexity of x∗i would
imply icoD ⊂ coD ⊂ x∗i . Consequently, we have xj1 ∈ A+i ∪ A−i . Let us first assume that xj1 ∈ A+i .
Then there exists a j2 ∈ {1 . . . , n} with xj2 ∈ A−i , since otherwise we would find
0 = hi(x) = 〈ai, x〉+ b =
n∑
j=1
λj
(〈ai, xj〉+ bi) ≥ λj1(〈ai, xj1〉+ bi) > 0 .
Similarly, if xj1 ∈ A−i , then there also needs to exist a j2 ∈ {1 . . . , n} with xj2 ∈ A+i , since otherwise
we would find
0 = hi(x) = 〈ai, x〉+ b =
n∑
j=1
λj
(〈ai, xj〉+ bi) ≤ λj1(〈ai, xj1〉+ bi) < 0 .
Consequently, we have shown the existence of the desired j1, j2 ∈ {1 . . . , n}.
i) ⇒ ii). Clearly, icoD ⊂ x∗i is impossible, since this would imply D ⊂ coD = icoD ⊂ x∗i = x∗i ,
which contradicts e.g. D ∩ A+i 6= ∅. Therefore, it remains to show x∗i ∩ icoD 6= ∅. To this end, we
define D+ := D ∩ A+i , D− := D ∩ A−i and D0 := D ∩ x∗i . Moreover, for t ∈ [0, 1] and j = 1, . . . , n we
define
λj(t) :=

1− t
|D+| if xj ∈ D
+
t
|D− ∪D0| if xj ∈ D
− ∪D0.
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It is easy to check that λ1(t) + · · ·+ λn(t) = 1 and that λj(t) ∈ (0, 1) whenever t ∈ (0, 1). Let us now
consider the function
H : [0, 1]→ R
t 7→
n∑
j=1
λj(t) ·
(〈ai, xj〉+ bi)
Obviously, the function H is continuous and since |D+| ≥ 1 we further have
H(0) =
1
|D+|
∑
xj∈D+
(〈ai, xj〉+ bi) > 0 .
Analogously, |D−| ≥ 1 implies
H(1) =
1
|D− ∪D0|
∑
xj∈D−∪D0
(〈ai, xj〉+ bi) = 1|D− ∪D0| ∑
xj∈D−
(〈ai, xj〉+ bi) < 0 .
The intermediate value theorem then gives a t? ∈ (0, 1) with H(t?) = 0 and for x? := ∑nj=1 λj(t?) · xj
we then find both x? ∈ icoD and
〈ai, x?〉+ bi =
n∑
j=1
λj(t
?) · (〈ai, xj〉+ bi) = H(t?) = 0 .
This shows x? ∈ x∗i , which completes the proof.
Proof of Lemma 3.3: i) ⇒ ii). Assume that there exist a˜ ∈ Rd and b˜ ∈ R such that for all
j = 1, . . . , n we have
〈a˜, xj〉+ b˜ = hi(xj) =
{
〈ai, xj〉+ bi if xj ∈ A+i
0 else.
(34)
Since hi is fully active, we find j1, j2 ∈ {1, . . . , n} with xj1 ∈ A+i and xj2 ∈ A−i , and the additional
assumption xj0 ∈ icoD gives us some λ1, . . . , λn > 0 with λ1 + · · · + λn = 1 and xj0 =
∑n
j=1 λjxj .
Hence, a simple calculation together with (34) shows
〈a˜, xj0〉+ b˜ =
n∑
j=1
λj
(〈a˜, xj〉+ b˜) = ∑
xj∈A+i
λj
(〈a˜, xj〉+ b˜) = ∑
xj∈A+i
λj
(〈ai, xj〉+ bi) > 0 , (35)
where in the last step we used that A+i 6= ∅, λj > 0 for all j = 1, . . . , n, and 〈ai, xj〉 + bi > 0 for all
xj ∈ A+i . By (34) we conclude that xj0 ∈ A+i . Moreover, a combination of (34) and (35) yields
n∑
j=1
λj
(〈ai, xj〉+ bi) = 〈ai, xj0〉+ bi = 〈a˜, xj0〉+ b˜ = ∑
xj∈A+i
λj
(〈ai, xj〉+ bi) ,
and this implies
0 =
∑
xj 6∈A+i
λj
(〈ai, xj〉+ bi) ≤ λj2(〈ai, xj2〉+ bi) < 0 ,
i.e. we have found a contradiction. Consequently, (34) cannot be true.
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ii) ⇒ i). Assume that hi was not fully active. Then it is either semi-active or inactive, but in both
cases we have shown in front of Lemma 3.3 that hi would then behave linearly on D.
Proof of Theorem 3.7: In front of Theorem 3.7 we have already seen that hi is inactive if and
only if ai ∈ −D?. By the symmetry of P da this shows the formula for inactive neurons. Moreover,
the formula for fully active neurons follows as soon as we have established the formula for semi-active
neurons. To show the latter formula, we first observe that the condition D ⊂ x∗i ∪A+i is equivalent to
ai ∈ D?, and hence it suffices to show that
P da
({ai : D 6⊂ x∗i }) = 1 . (36)
To this end, we first observe that x∗i is a linear subspace due to our initialization bi = 0. Consequently,
D ⊂ x∗i is equivalent to spanD ⊂ x∗i . Moreover, spanD ⊂ x∗i is also equivalent to 〈ai, x〉 = 0 for
all x ∈ spanD, and this condition simply means ai ∈ (spanD)⊥. Now, the sample xj 6= 0 ensures
dim(spanD)⊥ < d, which in turn yields λd((spanD)⊥) = 0. Since P da is absolutely continuous with
respect to λd, we conclude that P da ((spanD)
⊥) = 0, and the equivalences discussed previously then
lead to (36).
Proof of Lemma 3.9: We first show the inequality for inactive neurons. To this end, we consider
an ai ∈ Rd such that the neuron described by (ai, b+) is inactive. Then we have
〈ai, xj〉+ b+ ≤ 0 , j = 1, . . . , n .
Since b− < b+ we then see that 〈ai, xj〉 + b− ≤ 0 for all samples xj , and consequently, the neuron
described by (ai, b−) is inactive, too. This shows the first inequality.
The proof of the second inequality is similar: Indeed, assume that we have an ai ∈ Rd such that
the neuron described by (ai, b−) is semi-active. Then, for all samples xj we have
〈ai, xj〉+ b− ≥ 0 ,
and there is one sample xj0 such that we even have 〈ai, xj〉 + b− > 0. Using b+ > b− we conclude
that 〈ai, xj〉 + b+ > 0 for all samples xj , and this shows that neuron described by (ai, b+) is also
semi-active.
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A Appendix: Ratio Distributions
The goal of this appendix is to collect some, probably known, results about ratio distributions as well
as some new results about F−P,Q and F
+
P,Q.
We begin with a proposition that collects various structural properties. For its formulation we
define, for a given probability measure ν on R, the probability measure ν− on R by
ν−(A) := µ(−A) , for all measurable A ⊂ R.
Obviously, ν is symmetric if ν− = ν.
Proposition A.1. Let P and Q be two probability measures on R with Q({0}) = 0. Then it holds
P/Q
({0}) = P ({0}) (A.37)
and, for all z ∈ R, we have
F−P,Q(z) =
∫
(−∞,0)
P
(
[zt,∞)) dQ(t) and F+P,Q(z) = ∫
(0,∞)
P
(
(−∞, zt]) dQ(t) . (A.38)
Moreover, the following statements are true:
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i) If Q is symmetric, then P/Q is symmetric and we have
FP/Q(z) =

1
2
−
∫
(0,∞)
P
(
(zt,−zt)) dQ(t) if z < 0
1
2
+
∫
(0,∞)
P
(
[−zt, zt]) dQ(t) if z ≥ 0 . (A.39)
Moreover, for all z ∈ R we have
F+P−/Q(z) = F
−
P/Q(z) , F
−
P−/Q(z) = F
+
P/Q(z) , FP−/Q(z) = FP/Q(z) . (A.40)
In particular, if, in addition, P is also symmetric, then for all z ∈ R we have
F−P,Q(z) = F
+
P,Q(z) =
1
2
FP/Q(z) . (A.41)
ii) If P and Q are Lebesgue absolutely continuous with densities fP and fQ, then P/Q is Lebesgue
absolutely continuous with density
fP/Q(z) =
∫
R
|t| fP (tz) fQ(t) dt for λ-almost all z ∈ R. (A.42)
iii) If P is a Dirac distribution at b > 0, that is P = δ{b}, then we have both
FP/Q(z) =

FQ(0)− lim
ε↘0
FQ(bz
−1 − ε) if z < 0
FQ(0) if z = 0
FQ(0) + 1− lim
ε↘0
FQ(bz
−1 − ε) if z > 0
(A.43)
and
F+P,Q(z) =
{
0 if z ≤ 0
1− limε↘0 FQ(bz−1 − ε) if z > 0 .
(A.44)
In particular, if FQ is continuous, then taking limε↘0 is superfluous in all three cases, and FP/Q
is continuous. Finally, if Q is even Lebesgue absolutely continuous and has a density fQ that
is piecewise continuous, then P/Q is Lebesgue absolutely continuous and its density is λ-almost
surely given by
fP/Q(z) = bz
−2fQ(bz−1) . (A.45)
Proof of Proposition A.1: We begin by showing (A.37). To this end, we consider, like in the
derivation of (10), the projections piX , piY : R2 → R defined by piX(x, y) := x and piY (x, y) := y. With
respect to the product measure P ⊗ Q on R2 these projections piX and piY are independent random
variables and their distributions are P and Q. Using Q({0}) = 0 this leads to
P/Q
({0}) = P ⊗Q(piX
piY
= 0
)
= P ⊗Q({(x, y) ∈ R2 : x/y = 0}) = P ⊗Q({(x, y) ∈ R2 : x = 0})
= P
({0}) .
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Moreover, for the proof of the first equality in (A.38), we simply note that
F−P,Q(z) = P ⊗Q
({(x, y) ∈ R2 : x ≥ zy and y < 0}) = ∫
R
∫
R
1[zy,∞)(x)1(−∞,0)(y) dP (x)dQ(y)
=
∫
(−∞,0)
P
(
[zy,∞)) dQ(y) .
The second equality can be shown analogously.
i). Our first goal is to show (A.39). To this end, we first observe that the symmetry of Q gives∫
(−∞,0)
P
(
[zt,∞)) dQ(t) = ∫
(0,∞)
P
(
[−zt,∞)) dQ(t) .
Let us first consider the case z < 0. Using (10) and (A.38) we then obtain
FP/Q(z) = F
+
P,Q(z) + F
−
P,Q(z) =
∫
(0,∞)
P
(
(−∞, zt])+ P ([−zt,∞)) dQ(t) = ∫
(0,∞)
1− P ((zt,−zt)) dQ(t) ,
and since we have Q([0,∞)) = 1/2 we get (A.39) in the case z < 0. The case z ≥ 0 can be shown
analogously, namely
FP/Q(z) =
∫
(0,∞)
P
(
(−∞, zt])+ P ([−zt,∞)) dQ(t) = ∫
(0,∞)
1 + P
(
[−zt, zt]) dQ(t) .
For the proof of the symmetry of P/Q we recall that a distribution ν on R is symmetric, if and
only if ν((−∞,−z]) = ν([z,∞)) for all z > 0, and the latter is equivalent to
Fν(−z) + lim
ε↘0
Fν(z − ε) = 1 , z > 0 . (A.46)
Now observe that, for z > 0, the already established (A.39) and Beppo Levi’s theorem yield
lim
ε↘0
FP/Q(z − ε) =
1
2
+ lim
ε↘0
∫
(0,∞)
P
(
[−(z − ε)t, (z − ε)t]) dQ(t) = 1
2
+
∫
(0,∞)
P
(
(−zt, zt)) dQ(t) ,
and by combining this with (A.39) applied to −z we find (A.46) for ν = P/Q. Consequently P/Q is
symmetric.
Let us now establish (A.40). We begin with the second equality in (A.40). To this end, we simply
use the already established (A.38) and the symmetry of Q to obtain
F+P,Q(z) =
∫
(0,∞)
P
(
(−∞, zt]) dQ(t) = ∫
R
1(0,∞)(t)P
(
(−∞, zt]) dQ(t)
=
∫
R
1(0,∞)(−t)P
(
(−∞,−zt]) dQ(t)
=
∫
(−∞,0)
P−
(
[zt,∞)) dQ(t)
= F−P−,Q(z) .
Now using (P−)− = P , we also find the first equality in (A.40), namely F+P−/Q = F
−
(P−)−/Q = F
−
P/Q,
and using these just established identities in combination with (10) gives FP−/Q = FP/Q. Finally, if P
is symmetric, we find F−P/Q = F
+
P−/Q = F
+
P/Q and using (10) yet another time gives F
+
P,Q =
1
2FP/Q.
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ii). For a proof we refer to [3, Theorem 3.1], but the assertion can also be quickly derived from
(10) and (A.38).
iii). We begin by showing (A.43). In the case z = 0 we first observe that P ((−∞, 0]) = 0 and
P ([0,∞)) = 1, and hence (10) together with (A.38) gives
FP/Q(0) =
∫
(0,∞)
P
(
(−∞, 0]) dQ(t) + ∫
(−∞,0)
P
(
[0,∞)) dQ(t) = Q((−∞, 0)) = FQ(0) ,
where in the last step we used Q({0}) = 0. Let us now consider the case z < 0. For t > 0 we then find
P
(
(−∞, zt]) = 1[b,∞)(zt) = 0 ,
while for t < 0 we obtain P ([zt,∞)) = 1(−∞,b](zt) = 1[bz−1,∞)(t). By (10) and (A.38) we thus get
FP/Q(z) =
∫
(−∞,0)
1[bz−1,∞)(t) dQ(t) = Q
(
[bz−1, 0]
)
= FQ(0)− lim
ε↘0
FQ(bz
−1 − ε) .
Similarly, for z > 0 and t > 0 we find
P
(
(−∞, zt]) = 1[bz−1,∞)(t)
while for z > 0 and t < 0 we get P ([zt,∞)) = 1. Together with (10) and (A.38) this yields
FP/Q(z) =
∫
(0,∞)
1[bz−1,∞)(t) dQ(t) +Q
(
(−∞, 0]) = Q([bz−1,∞))+ FQ(0)
= FQ(0) + 1− lim
ε↘0
FQ(bz
−1 − ε)) ,
and hence we have shown (A.43).
To establish (A.44), it suffices to observe that
F+P,Q(z) = Q
({y ∈ R : b/y ≤ z and y > 0}) = {0 if z ≤ 0
Q
(
[bz−1,∞)) if z > 0 .
Let us finally assume that the density fQ is piecewise continuous, that is
N := {t ∈ R : fQ is not continuous at t}
is finite. Then the fundamental theorem of calculus shows that FQ is differentiable on R \ N and
F ′Q(z) = fQ(z) for all z 6∈ N . Using (A.43) we consequently find for z0 6= 0 with bz−10 6∈ N that
F ′P/Q(z0) = −
∂FQ(bz
−1)
∂z
(z0) = bz
−2
0 fQ(bz
−1
0 ) .
In particular, F ′P/Q is piecewise continuous and the fundamental theorem of calculus thus shows that
F ′P/Q is a Lebesgue density of P/Q.
The next lemma establishes some simple lower bounds on certain ratio probabilities.
Lemma A.2. Let P and Q be two probability measures on R with Q({0}) = 0. Then for all ε > 0 the
following two estimates hold:
P/Q
(
(−∞, z]) ≥ P ([−εz,∞)) ·Q([−ε, 0))+ P (−∞, εz]) ·Q((0, ε]) if z < 0 (A.47)
P/Q
(
[z,∞)) ≥ P ([εz,∞)) ·Q((0, ε])+ P (−∞,−εz]) ·Q([−ε, 0)) if z > 0 . (A.48)
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Proof of Lemma A.2: We begin by showing (A.47). To this end, we observe that for z < 0 and
y ∈ [−ε, 0) we have zy ≤ −εz, and hence we find
P ⊗Q({(x, y) ∈ R2 : x ≥ zy and y < 0}) ≥ P ⊗Q({(x, y) ∈ R2 : x ≥ zy and y ∈ [−ε, 0)})
≥ P ⊗Q({(x, y) ∈ R2 : x ≥ −εz and y ∈ [−ε, 0)})
= P
(
[−εz,∞)) ·Q([−ε, 0)) .
Analogously, we obtain for z < 0 that
P ⊗Q({(x, y) ∈ R2 : x ≤ zy and y > 0}) ≥ P ⊗Q({(x, y) ∈ R2 : x ≤ εz and y ∈ (0, ε]})
= P
(−∞, εz]) ·Q((0, ε]) .
Combining both estimates with (10) then yields (A.47). The proof of (A.48) is similar, namely, for
z > 0 we have
P ⊗Q({(x, y) ∈ R2 : x ≥ zy and y > 0}) ≥ P ⊗Q({(x, y) ∈ R2 : x ≥ εz and y ∈ (0, ε]})
= P
(
[εz,∞)) ·Q((0, ε])
as well as
P ⊗Q({(x, y) ∈ R2 : x ≤ zy and y < 0}) ≥ P ⊗Q({(x, y) ∈ R2 : x ≤ −εz and y ∈ [−ε, 0)})
= P
(−∞,−εz]) ·Q([−ε, 0)) .
Combining these two estimates with an equation analogous to (10), namely
P/Q
(
[z,∞)) = P ⊗Q({(x, y) ∈ R2 : x ≥ zy and y > 0})
+ P ⊗Q({(x, y) ∈ R2 : x ≤ zy and y < 0}) ,
then yields (A.48).
Example A.3 (Normal Ratios). For σP , σQ > 0 consider the distributions P := N (0, σ2P ) and
Q := N (0, σ2Q). Then we have
fP/Q(z) =
σP · σQ
pi
· 1
σ2Qz
2 + σ2P
, z ∈ R,
see e.g. [3, Equation (3.3)]. In other words, P/Q is the Cauchy distribution with location parameter
x0 = 0 and scale parameter γ = σP /σQ. This leads to
FP/Q(z) =
1
pi
arctan
(σQ · z
σP
)
+
1
2
, z ∈ R.
Finally, by the symmetry of N (0, σ2P ) and N (0, σ2Q) and Equation (A.41) we find F−P,Q(z) = F+P,Q(z) =
1
2FP/Q(z) for all z ∈ R.
Example A.4 (Normal Denominators). For b > 0 and σ > 0 consider the distributions P := δ{b}
and Q := N (0, σ2). Since Q has the Lebesgue density fQ given by fQ(t) = 1√
2piσ2
exp(− t2
2σ2
) for t ∈ R,
we then find using (A.45) that
fP/Q(z) =
b√
2piσ2 z2
exp
(
− b
2
2σ2z2
)
, z 6= 0.
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Note that this density has two modes at ± b√
2σ
and it vanishes at 0. Furthermore, part iii) of Propo-
sition 2.7 shows that
FP/Q(z) =

1
2
− Φ
( b
σz
)
if z < 0
1
2
if z = 0
1
2
+ Φ
(
− b
σz
)
if z > 0 ,
F+P,Q(z) =
0 if z ≤ 01− Φ( b
σz
)
if z > 0 ,
where Φ denotes the cumulative distribution function of the standard normal distribution N (0, 1).
Example A.5 (Asymmetric Uniform Ratios). For β > 0 and α > 0 consider the distributions
P := U [0, β] and Q := U [−α, α]. Plugging their densities fP = 1β1[0,β] and fQ = 12a1[−a,a] into (A.42)
gives
fP/Q(z) =
1
4αβ
min
{
α2, β2z−2
}
=

α
4β
if z ∈ [−βα , βα]
β
4α
· z−2 if z < −βα or z > βα ,
(A.49)
and by integrating this density we obtain
FP/Q(z) =

− β
4αz
if z ≤ −βα
2β + αz
4β
if z ∈ [−βα , βα]
1− β
4αz
if z ≥ βα .
(A.50)
Finally, for z ≤ 0, Equation (A.38) immediately shows F+Pb,Pa(z) = 0, and for z > 0 we obtain
F+Pb,Pa(z) =
1
2αβ
∫ α
0
∫ zt∧β
0
1 ds dt =
1
2αβ
∫ α
0
min{zt, β} dt .
Now, in the case z ≤ βα we have zt ≤ β for all t ∈ [0, α], and hence we find F+Pb,Pa(z) = α4β z, while in
the case z ≥ βα , we obtain
F+Pb,Pa(z) =
1
2αβ
∫ βz−1
0
zt dt+
1
2αβ
∫ α
βz−1
β dt =
1
2αβ
· β
2
2z
+
β
2αβ
(
α− β
z
)
=
1
2
− β
4αz
.
Summarizing these calculation, we have found
F+P/Q(z) =

0 if z ≤ 0
α
4β
z if z ∈ [0, βα]
1
2
− β
4αz
if z ≥ βα .
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Example A.6 (Symmetric Uniform Ratios). For β > 0 and α > 0 consider the distributions
P := U [−β, β] and Q := U [−α, α]. Then an easy calculation shows that the density fP/Q coincides with
(A.49), and therefore FP/Q coincides with (A.50). Unlike in Example A.5, however, the distributions
P and Q are now symmetric, and therefore part i) of Proposition A.1 shows that F+P,Q =
1
2FP/Q.
Example A.7 (Uniform Denominators). For b > 0 and α > 0 consider the distributions P := δ{b}
and Q := U [−α, α]. Then the Lebesgue density fQ of Q is given by fQ = 12a1[−a,a] and by iii) of
Proposition 2.7 therefore we obtain that
fP/Q(z) =
0 if z ∈
[− bα , bα]
b
2α
· z−2 if z < − bα or z > bα .
Moreover, using FQ(z) = max{0,min{1, α+z2α }}, part iii) of Proposition 2.7 further yields
FP/Q(z) =

− b
2αz
if z ≤ − bα
1
2
if z ∈ [− bα , bα]
1− b
2αz
if z ≥ bα
F+P,Q(z) =
0 if z ≤
b
α
1− b
2αz
if z ≥ bα .
B Appendix: Geometric set operations
Given a set A ⊂ Rd, the convex hull A of A is the smallest convex set containing A. If A is finite, say
A = {y1, . . . , yk}, then A can be computed by
coA =
{
y ∈ Rd : ∃λ1, . . . , λk ≥ 0 with λ1 + · · ·+ λk = 1 and y =
k∑
j=1
λjyj
}
.
Moreover, a set K ⊂ Rd is called a cone, if for all x ∈ K and α > 0 we have αx ∈ K. It is well known,
see e.g. [13, page 30] that a cone K is convex, if and only if K + K ⊂ K. Moreover, the conic hull
coniA of a set A is the smallest convex cone containing A. If A is of the form A = {y1, . . . , yk}, then
coniA can be computed by
coniA =
{
y ∈ Rd : ∃λ1, . . . , λk ≥ 0 with y =
k∑
j=1
λjyj
}
,
and for such sets A, both coA and coniA are closed. Moreover, for all A ⊂ Rd we have coA ⊂ coniA.
In addition, given an A ⊂ Rd, the dual cone of A is defined by
A? :=
{
y ∈ Rd : 〈y, x〉 ≥ 0 for all x ∈ A} .
Obviously, A? is always a convex, closed cone. Moreover, we obviously have (coniA)? ⊂ A?, and
since the converse implication is also straightforward, we actually have (coniA)? = A?. Furthermore,
A?? = A if and only if A is a closed convex cone, see e.g. [13, page 43], and by combining these results
we find A?? = (coniA)?? = coniA for arbitrary sets A ⊂ Rd. Finally, it is straightforward to check
that ([0,∞)d)? = [0,∞)d, cf. also [13, page 91]. The next lemma, which is probably well-known but
could not be found in the literature, characterizes the finite sets A satisfying coniA = [0,∞)d.
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Lemma B.1. Let A = {x1, . . . , xn} be a finite set with A ⊂ [0,∞)d. Then the following statements
are equivalent
i) We have coniA = [0,∞)d.
ii) For all k = 1, . . . , d there exist jk ∈ {1, . . . , n} and αk ≥ 0 such that αkxjk = ek.
Proof of Lemma B.1: We first observe that i) holds if and only if for all y ∈ [0,∞)d there exist
λ1, . . . , λn ≥ 0 such that y = λ1x1 + · · · + λnxn. Since for y ∈ [0,∞)d there also exist µ1, . . . , µd ≥ 0
with y = µ1e1 + · · ·+µded, we conclude that i) holds if and only if the following condition is satisfied:
EC) For all k = 1, . . . , d there exist αk,1, . . . , αk,n ≥ 0 with ek = αk,1x1 + · · ·+ αk,nxn.
ii) ⇒ i). Clearly, ii) implies Condition EC), and this implies i) as previously discussed.
i) ⇒ ii). It suffices to show that EC) implies ii). To this end, we denote the l-th coordinate of
xj by xj,l, that is xj = (xj,1, . . . , xj,d). Moreover, we fix a k ∈ {1, . . . , d} and by EC) we choose
αk,1, . . . , αk,n ≥ 0 such that
ek = αk,1x1 + · · ·+ αk,nxn . (B.51)
Considering (B.51) for the l-th coordinate with l 6= k then gives
0 =
n∑
j=1
αk,jxj,l . (B.52)
Now, our assumptions guarantee αk,jxj,l ≥ 0, and hence (B.52) implies ak,j = 0 for all j ∈ {1, . . . , n}
with xj,l > 0. Consequently, in the k-th coordinate, (B.51) reduces to
1 =
∑
j∈J
αk,jxj,l ,
where J := {j : xj,l = 0 for all l 6= k}. However, this equation implies that there is a j ∈ J with
αk,jxj,k > 0. The choice αk := x
−1
j,k then yields αkxjk = ek.
The conic hull of an A ⊂ Rd is the smallest convex cone containing A. If one is only interested in
the smallest cone containing A, one needs to consider the ray of A, which is
rayA :=
{
tx : x ∈ A, t > 0} .
The next simple lemma, which is needed for Lemma D.5, shows that rayA is measurable if A ⊂ Sd−1
is measurable.
Lemma B.2. Let A ⊂ Sd−1 be measurable. Then rayA is also measurable.
Proof of Lemma B.2: We define φ : (0,∞) × Rd \ {0} → Rd by φ(t, x) := tx. Then the pre-image
of A under φ is given by
φ−1(A) :=
{(‖x‖−12 , x) : x ∈ rayA} . (B.53)
Indeed, if we have an (t, x) ∈ φ−1(A), then tx = φ(t, x) ∈ A implies both x ∈ t−1A ⊂ rayA and
‖tx‖ = 1. This shows the inclusion “⊂”. Conversely, if x ∈ rayA, then there exist t > 0 and y ∈ A
with x = ty. This implies t−1‖x‖2 = ‖y‖2 = 1, and hence t = ‖x‖2. The latter gives ‖x‖−12 ·x = y ∈ A.
Let us now consider the map ψ : Rd \ {0} → (0,∞) × Rd \ {0} defined by ψ(x) := (‖x‖−12 , x).
Clearly, ψ injective, and therefore (B.53) yields ψ−1(φ−1(A)) = rayA. Now the measurability of A,
φ, and ψ shows that rayA is measurable.
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Lemma B.3. For all A,B ⊂ Sd−1 the following statements are true:
i) If A ∩B = ∅, then rayA ∩ rayB = ∅.
ii) We have ray(A ∪B) = rayA ∪ rayB.
Proof of Lemma B.3: i). Let us assume that there is a z ∈ rayA∩rayB. Then we find some x ∈ A,
y ∈ B, s, t > 0 such that z = sx and z = ty. This implies ‖z‖2 = |s| ·‖x‖2 = s and ‖z‖2 = |t| ·‖y‖2 = t,
and consequently, we find x = s−1z = s−1ty = y. In other words, we have x ∈ A ∩B.
ii). The inclusion “⊂” is essentially trivial, and the converse inclusion follows from A ⊂ A∪B and
the monotonicity of ray(·).
C Appendix: Some function classes
Definition C.1. A function f : Rd → Rm is called positively homogeneous, if for all α > 0 and all
x ∈ Rd we have
f(αx) = αf(x) .
Obviously, every linear function f : Rd → Rm is positively homogeneous. Moreover, every norm
‖ ·‖ : Rd → R is positively homogeneous, and | · |+ : R→ R is also positively homogeneous. Combining
these examples with the help of the following trivial lemma gives a wealth of positively homogeneous
functions.
Lemma C.2. Let f, g : Rd → Rm, h : Rm → Rk, and f1, . . . , fm : Rd → R be positively homogeneous
functions and λ ∈ R. Then the following functions are also positively homogeneous:
λf + g : Rd → Rm
h ◦ f : Rm → Rk
(f1, . . . , fm) : Rd → Rm .
The next simple lemma shows that positively homogeneous functions vanish at the origin.
Lemma C.3. Let f : Rd → Rm be a positively homogeneous function. Then we have f(0) = 0.
Proof of Lemma C.3: For x = 0 and α = 2 we have f(0) = f(2x) = 2f(x) = 2f(0). This implies
f(0) = 0.
In the following, we denote the set of positively homogeneous, R-valued functions f : Rd → R by
PH(Rd) Moreover, for a subset X ⊂ Rd we define
PH(X) := {f : X → R ∣∣ ∃ g ∈ PH(Rd) such that g|X = f} .
The next result will be used to show that PH(X) is a closed subset of some commonly considered
spaces.
Lemma C.4. Let X ⊂ Rd be subset and (fn) ⊂ PH(X) be a sequence such that there exists a function
f : X → R with
f(x) = lim
n→∞ fn(x)
for all x ∈ X. Then we have f ∈ PH(X).
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Proof of Lemma C.4: Let us pick gn ∈ PH(Rd) such that (gn)|X = fn for all n ≥ 1. For y ∈ rayX
we then find some t > 0 and x ∈ X with y = tx. This gives
gn(y) = tgn(x) = tfn(x)→ tf(x) .
Since this holds for all possible such representations y = tx, while the limit limn→∞ gn(y) is unique,
we conclude that setting g(y) := tf(x) is actually independent of the chosen representation y = tx of
y. Now, this definition ensures gn(y)→ g(y) for all y ∈ rayX. For y ∈ rayX and α > 0 we thus have
g(αy) = lim
n→∞ gn(αy) = α limn→∞ gn(y) = αg(y) .
Let us define g(y) := 0 for all y 6∈ rayX. Since for such y we have g(αy) = 0 = αg(y) for all α > 0,
we then see that g is positively homogeneous. Moreover, for x ∈ X we have
g(x) = lim
n→∞ gn(x) = limn→∞ fn(x) = f(x) ,
and thus we find g|X = f . This gives f ∈ PH(X).
Corollary C.5. Let X ⊂ Rd be a compact subset. Then PH(X)∩C(X) is a closed subspace of C(X).
Proof of Corollary C.5: Let us fix a sequence (fn) ⊂ PH(X) ∩ C(X) and an f ∈ C(X) with
‖fn − f‖∞ → 0. Then Lemma C.4 shows f ∈ PH(X) and hence we have f ∈ PH(X) ∩ C(X).
Corollary C.6. Let P be a probability measure on Rd. Then, for all p ∈ [1,∞), the space PH(Rd) ∩
Lp(P ) is a closed subspace of Lp(P ).
Proof of Corollary C.6: Let us fix a sequence (fn) ⊂ PH(Rd) ∩ Lp(P ) and an f ∈ Lp(P ) with
‖fn−f‖Lp(P ) → 0. By considering a subsequence we may assume without loss of generality that there
exists a measurable N ⊂ Rd with P (N) = 0 and fn(x) → f(x) for all x ∈ X := Rd \N . Lemma C.4
then shows f|X ∈ PH(X), and thus we can pick a g ∈ PH(Rd) with g|X = f|X . Since P (X) = 1 we
conclude both ‖fn − g‖Lp(P ) → 0 and g ∈ Lp(P ).
D Appendix: Some specific distributions
Recall, that for a ∈ R the incomplete gamma function is defined by
Γ(a, x) :=
∫ ∞
x
e−t ta−1dt , x ≥ 0.
Note that Γ(a, x) < ∞ for all x > 0, and for a > 0 the gamma function Γ(a) := Γ(a, 0) is also finite.
Our first result provides bounds on certain ratios of the gamma function.
Lemma D.1. For all d ≥ 1 we have
√
d− 1/2 ≤
√
2 · Γ(d+12 )
Γ(d2)
≤
√
d− 1/4 .
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Proof of Lemma D.1: We first note that in [10] the following refinement of Gautschi’s inequality,
see [6], has been established:
√
x+ 1/4 ≤ Γ(x+ 1)
Γ(x+ 1/2)
≤
√
x+
√
3− 1
2
, x > 0.
Moreover, using Γ(1) = 1 and Γ(1/2) =
√
pi one easily checks that this inequality also holds for x = 0.
Considering x := d/2−1/2 and using √3−2 ≤ −1/4 for the upper bound then gives the assertion.
The gamma function can also be approximated by a generalization of Stirling’s formula. Namely
we have
Γ(a) =
√
2pi
a
·
(a
e
)a · eµ(a) , (D.54)
where 0 < µ(a) < 112a . It is also well-known that for fixed a > 0 and x ≥ a the incomplete gamma
function satisfies
min{1, a}xa−1e−x ≤ Γ(a, x) ≤ max{1, a}xa−1e−x ,
see e.g. [15, Lemma A.1.1]. Note that for a > 1, δ > 0, and x = (1 + δ)a, the upper bounds reads as
Γ(a, (1 + δ)a) ≤ aa(1 + δ)a−1e−(1+δ)a . (D.55)
The following lemma presents an alternative upper bound on Γ(a, x), which improves the last inequal-
ity. In [1], it is attributed to [14], but since the latter article is difficult to obtain, we present the short
proof for the sake of completeness.
Lemma D.2. For all a > 1 and x > a− 1 we have
Γ(a, x) ≤ x
x− a+ 1 · x
a−1 e−x .
Proof of Lemma D.2: We define B := xx−a+1 . A simple calculation then shows a− 1 = B−1B x, and
by integration by parts we find
Γ(a, x) =
∫ ∞
x
e−tta−1 dt = −e−tta−1
∣∣∣∞
x
+ (a− 1)
∫ ∞
x
e−tta−2 dt = xa−1e−x +
B − 1
B
x
∫ ∞
x
e−tta−2 dt
≤ xa−1e−x + B − 1
B
· Γ(a, x) ,
Now the assertion follows by a simple transformation.
To appreciate Lemma D.2 we apply it to a > 1, δ > 0, and x = (1 + δ)a. This gives
Γ(a, (1 + δ)a) ≤ 1 + δ
1 + aδ
· aa(1 + δ)a−1e−(1+δ)a . (D.56)
In other words, compared to (D.55) the new bound is better by the factor of 1+δ1+aδ , and for cases with
δ → 0 and aδ →∞ this extra factor changes the asymptotics.
Lemma D.3. Let X1, . . . , Xd be i.i.d. random variables with Xi ∼ N (0, σ2) for some σ > 0. For
X := (X1, . . . , Xd) ∈ Rd we then have
E‖X‖2 = σ ·
√
2 · Γ(d+12 )
Γ(d2)
, Var ‖X‖2 = dσ2 − σ2 ·
(√
2 · Γ(d+12 )
Γ(d2)
)2
.
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Moreover, the mode is given by mode ‖X‖2 = σ
√
d− 1 and the density of the distribution of ‖X‖2 is
f(x) = 1[0,∞)(x) ·
21−d/2
Γ(d2)
· σ−d · xd−1e−σ−2x2/2 , z ∈ R . (D.57)
Finally, for all s > 0 we have
P
(‖X‖2 ≥ s) = Γ(d2 , s22σ2 )
Γ(d2)
. (D.58)
Proof of Lemma D.3: Let us consider Yi := σ
−1Xi and Y := (Y1, . . . , Yd). Then Z := ‖Y ‖2 is
χd-distributed, and it is well-known that
EZ =
√
2 · Γ(d+12 )
Γ(d2)
, modeZ =
√
d− 1 , VarZ = d− 2 ·
(
Γ(d+12 )
Γ(d2)
)2
,
where the latter can also be easily derived using the formula for EZ and the fact Z2 ∼ χ2d, and thus
EZ2 = d. Moreover, the distribution of Z has the Lebesgue density
fZ(z) = 1[0,∞)(z) ·
21−d/2
Γ(d2)
· zd−1e−z2/2 , z ∈ R .
Now, (D.57) easily follows from ‖X‖2 = σZ and f(x) = |σ|−1fZ(x/σ) for x ∈ R. For the proof of
(D.58) we first note that (D.57) yields
P
(‖X‖2 ≥ s) = ∫ ∞
s
f(x) dx =
21−d/2
Γ(d2)
· σ−d ·
∫ ∞
s
xd−1e−σ
−2x2/2 dx .
Moreover, by the substitution t := ϕ(x) := x
2
2σ2
we obtain∫ ∞
s
xd−1e−σ
−2x2/2 dx = 2d/2−1 · σd ·
∫ ∞
s
(
ϕ(x)
)d/2−1
e−ϕ(x)ϕ′(x) dx = 2d/2−1 · σd ·
∫ ∞
ϕ(s)
td/2−1e−t dt ,
and combining both equations gives (D.58).
The next lemma, which will be needed to compute the directions of randomly initialized weight
vectors, is a classical result from multi-dimensional calculus, see e.g. [5, Satz 14.8].
Lemma D.4. Let Sd−1 be the Euclidean sphere in Rd and σd−1 be the surface measure on Sd−1. For
all Lebesgue integrable functions f : Rd → [0,∞) we then have∫
Rd
f dλd =
∫
Sd−1
∫ ∞
0
f(rξ) rd−1 dr dσd−1(ξ) .
For the following theorem recall that we have seen in Lemma B.2 that rayA is measurable for all
measurable A ⊂ Sd−1.
Theorem D.5. Let f : Rd → [0,∞) be a Lebesgue probability density. On Sd−1 we define
µf (A) :=
∫
rayA
f dλd ,
for all measurable A ⊂ Sd−1. Then the following statements hold true:
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i) µf is a probability measure.
ii) The measure µf is absolutely continuous with respect to the surface measure σ
d−1 on Sd−1.
Moreover, the σd−1-density h of µf is σd−1-almost surely given by
h(ξ) =
∫ ∞
0
f(rξ) rd−1 dr , ξ ∈ Sd−1.
Proof of Theorem D.5: i). This immediately follows from Lemma B.3 and ray Sd−1 = Rd \ {0}.
ii). Using Lemma D.4 we see that the measure µf can be evaluated by
µf (A) =
∫
Rd
1rayA · f dλd
=
∫
Sd−1
∫ ∞
0
1rayA(rξ) · f(rξ) rd−1 dr dσd−1(ξ)
=
∫
Sd−1
1A(ξ) ·
∫ ∞
0
f(rξ) rd−1 dr dσd−1(ξ)
=
∫
A
h(ξ) dσd−1(ξ)
where in the second to last step we used 1rayA(rξ) = 1A(ξ) for all ξ ∈ Sd−1 and all r > 0.
Let us now recall some facts about sub-Gaussian random variables. To this end, we denote, for a
given a random variable X, its sub-Gaussian norm by ‖X‖Ψ2 , that is
‖X‖Ψ2 := inf
{
t > 0 : E exp
(
X2/t2
) ≤ 2} .
We say that X is sub-Gaussian if ‖X‖Ψ2 <∞. Some simple properties of ‖ · ‖Ψ2 and characterizations
of sub-Gaussian random variables can be found in [16, Chapter 2.5]. In particular recall from there
that ‖X‖Ψ2 ≤ 1√ln 2‖X‖∞ for all bounded X. In addition, we have ‖αX‖Ψ2 = |α| · ‖X‖Ψ2 whenever
‖X‖Ψ2 <∞. Finally, since the moment generating function of a Z ∼ χ21 is
EetZ =
1√
1− 2t , t ∈ [0, 1/2),
it is easy to check that ‖X‖Ψ2 =
√
8/3 for X ∼ N (0, 1).
Now, [16, Theorem 3.1.1], or more precisely, Inequality (3.3) in its proof, provides the following
concentration of the Euclidean norm. Note that some tedious calculations along the lines of its proof
will actually provide a value for the universal constant in this estimate.
Theorem D.6. There exists a universal constant K > 0 such that for all d ≥ 1, all i.i.d. random
variables X1, . . . , Xd with cX := max{1, ‖X1‖Ψ2} <∞ and EX21 = 1, and all t > 0 the random vector
X = (X1, . . . , Xd) satisfies
P
(∣∣ ‖X‖2 −√d ∣∣ ≥ t) ≤ 2 exp(−Kt2
c4X
)
.
Lemma D.7. Let Y be a symmetric random variable. Then we have 2E|Y |2+ = EY 2.
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Proof of Lemma D.7: Let PY be the distribution of Y . Then a simple calculation shows
E|Y |2+ =
∫
R
|y|2+ dPY (y) =
∫
(0,∞)
y2 dPY (y) .
Moreover, an analogous calculation shows
EY 2 =
∫
R
y2 dPY (y) =
∫
(−∞,0)
y2 dPY (y) +
∫
(0,∞)
y2 dPY (y) =
∫
(0,∞)
y2 dPY (y) +
∫
(0,∞)
y2 dPY (y) ,
where in the last step we used the symmetry of PY . By combining both equations we obtain the
assertion.
Size Dimension Naive Error
air-quality-bc 8991 10 .23426
air-quality-co2 7674 10 .24630
air-quality-no2 7715 10 .28620
air-quality-nox 7718 10 .28838
appliances-energy 19735 29 .19163
bejing-pm25 41757 12 .18521
bike-sharing-casual 17379 12 .26868
bike-sharing-total 17379 12 .37169
carbon-nanotubes-u 10721 5 .63039
carbon-nanotubes-v 10721 5 .63114
carbon-nanotubes-w 10721 5 .57816
chess-krvk 28056 22 4.63674
cycle-power-plant 9568 4 .45208
facebook-comment-volume 40949 52 .05440
five-cities-beijing-pm25 19062 14 .24504
five-cities-chengdu-pm25 21074 14 .19888
five-cities-guangzhou-pm25 20074 14 .16495
five-cities-shanghai-pm25 21436 14 .16315
five-cities-shenyang-pm25 19038 14 .13064
gas-sensor-drift-class 13910 128 1.72854
gas-sensor-drift-conc 13910 128 .34322
indoor-loc-alt 21048 520 .60629
indoor-loc-lat 21048 520 .49678
indoor-loc-long 21048 520 .62644
insurance-benchmark 9822 85 .23686
naval-propulsion-comp 11934 14 .58878
naval-propulsion-turb 11934 14 .60000
nursery 12960 8 1.23560
online-news-popularity 39644 58 .02757
parkinson-motor 5875 19 .47159
parkinson-total 5875 19 .44588
protein-tertiary-structure 45730 9 .58272
skill-craft 3338 18 1.44795
sml2010-dining 4137 17 .37693
sml2010-room 4137 17 .37896
wall-follow-robot-2 5456 2 1.00466
wall-follow-robot-24 5456 24 1.00466
wall-follow-robot-4 5456 4 1.00466
wine-quality-all 6497 12 .87319
wine-quality-white 4898 11 .88555
Table 2: Characteristics of the regression data sets. The naive error is the standard deviation of the labels. Note that
this equals the root mean square error one obtains when predicting all labels by the label mean.
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Size Dimension Naive Error
abalone 2870 8 .46760
adult 45222 88 .24784
anuran-calls-families 6585 22 .32878
anuran-calls-genus 5743 22 .27738
anuran-calls-species 4599 22 .24375
avila 12495 10 .31397
bank-marketing 41579 29 .11407
bank-marketing-additional 39457 34 .11124
chess 3196 36 .47778
chess-krvk 8747 22 .47948
crowd-sourced-mapping 9003 28 .16594
default-credit-card 30000 23 .22120
eeg-eye-state 14980 14 .44880
epileptic-seizure-recognition 4600 178 .50000
firm-teacher-clave 8606 16 .49965
first-order-theorem-proving 6118 51 .41746
gas-sensor-drift-class 5935 128 .49301
gesture-phase-segmentation-raw 5719 19 .48418
gesture-phase-segmentation-va3 5691 32 .48164
htru2 17898 8 .09157
human-activity-smartphone 3850 561 .49506
indoor-loc-building 15545 520 .37215
indoor-loc-relative 19937 520 .16698
insurance-benchmark 9822 85 .05966
landsat-satimage 3041 36 .49589
madelon 2600 500 .50000
magic-gamma-telescope 19020 10 .35163
mushroom 8124 111 .48203
musk 6598 166 .15414
nomao 34465 120 .28562
nursery 8588 8 .49674
occupancy-detection 20560 7 .23103
page-blocks 5242 10 .06276
pishing 11055 30 .44306
polish-companies-bankruptcy-1year 7027 64 .03857
polish-companies-bankruptcy-2year 10173 64 .03932
polish-companies-bankruptcy-3year 10503 64 .04713
polish-companies-bankruptcy-4year 9792 64 .05259
polish-companies-bankruptcy-5year 5910 64 .06937
seismic-bumps 2584 15 .06579
smartphone-human-activity-postural 3937 561 .49733
spambase 4601 57 .39404
thyroid-all-bp 3621 31 .04336
thyroid-all-hyper 3621 31 .02624
thyroid-all-hypo 3528 31 .05300
thyroid-all-rep 3621 31 .03314
thyroid-ann 7034 21 .05232
thyroid-dis 3621 31 .01547
thyroid-hypo 2700 25 .05037
thyroid-sick 3621 31 .06214
thyroid-sick-eu 3163 26 .09263
turkiye-student-evaluation 5045 32 .28622
wall-follow-robot-2 4302 2 .48745
wall-follow-robot-24 4302 24 .48745
wall-follow-robot-4 4302 4 .48745
waveform 3353 21 .49418
waveform-noise 3347 40 .49447
wilt 4839 5 .05394
wine-quality-all 4974 12 .42984
wine-quality-type 6497 11 .24611
wine-quality-white 3655 11 .39863
Table 3: Characteristics of the classification data sets. The naive error is the classification error one obtains when
predicting all labels by the most frequent label in the data set.
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ReLU BN He zero ReLU He zero ReLU sphere hull -5 SeLU SNN zero SeLU ball hull -5
air-quality-bc .02530 ± .00292 .01196 ± .00180 .00440 ± .00145 .01194 ± .00147 .00500 ± .00237
air-quality-co2 .08348 ± .00397 .08002 ± .00367 .07965 ± .00344 .08288 ± .00379 .08301 ± .00382
air-quality-no2 .11367 ± .00402 .10787 ± .00335 .10280 ± .00428 .11682 ± .00413 .11251 ± .00483
air-quality-nox .09470 ± .00494 .09003 ± .00510 .08819 ± .00520 .09709 ± .00517 .09496 ± .00656
appliances-energy .16003 ± .00480 .15697 ± .00521 .15340 ± .00503 .15975 ± .00544 .15571 ± .00500
bejing-pm25 .08911 ± .00494 .08247 ± .00287 .07907 ± .00212 .08960 ± .00507 .08452 ± .00507
bike-sharing-casual .08728 ± .00277 .08206 ± .00272 .07928 ± .00277 .09032 ± .00352 .08406 ± .00393
bike-sharing-total .11556 ± .00437 .08749 ± .00333 .08482 ± .00336 .09592 ± .00428 .09043 ± .00417
carbon-nanotubes-u .02898 ± .00304 .00870 ± .00066 .00698 ± .00032 .01480 ± .00122 .00790 ± .00090
carbon-nanotubes-v .02865 ± .00274 .00882 ± .00075 .00684 ± .00028 .01469 ± .00110 .00774 ± .00081
carbon-nanotubes-w .04039 ± .00588 .02767 ± .00784 .02653 ± .00826 .03153 ± .00682 .02719 ± .00817
chess-krvk .86500 ± .06194 .64335 ± .05549 .65755 ± .07172 .61139 ± .04152 .60320 ± .05796
cycle-power-plant .10698 ± .00347 .10796 ± .00309 .10231 ± .00280 .10844 ± .00314 .10641 ± .00322
facebook-comment-volume .04380 ± .00522 .03969 ± .00407 .03960 ± .00439 .03931 ± .00442 .03876 ± .00410
five-cities-beijing-pm25 .12805 ± .00451 .11656 ± .00528 .10534 ± .00414 .12682 ± .00711 .11904 ± .00930
five-cities-chengdu-pm25 .09419 ± .00327 .08413 ± .00437 .07236 ± .00258 .09695 ± .00462 .08745 ± .00785
five-cities-guangzhou-pm25 .10083 ± .00378 .09168 ± .00420 .08352 ± .00315 .10180 ± .00513 .09401 ± .00557
five-cities-shanghai-pm25 .08837 ± .00492 .08078 ± .00471 .07116 ± .00309 .10006 ± .00758 .08700 ± .00969
five-cities-shenyang-pm25 .08365 ± .00389 .08042 ± .00423 .07186 ± .00409 .09358 ± .00535 .08494 ± .00562
gas-sensor-drift-class .30161 ± .03595 .26132 ± .01914 .25606 ± .02185 .26386 ± .02746 .22851 ± .02435
gas-sensor-drift-conc .06566 ± .00671 .06371 ± .00727 .06101 ± .00763 .06929 ± .00789 .06206 ± .00793
indoor-loc-alt .10042 ± .00448 .11511 ± .00469 .11593 ± .00454 .12702 ± .00482 .11949 ± .00606
indoor-loc-lat .05177 ± .00307 .05622 ± .00237 .05638 ± .00249 .06228 ± .00251 .05837 ± .00280
indoor-loc-long .04911 ± .00268 .05376 ± .00248 .05392 ± .00257 .06013 ± .00208 .05619 ± .00341
insurance-benchmark .24313 ± .00383 .23266 ± .00169 .23282 ± .00185 .23248 ± .00178 .23311 ± .00210
naval-propulsion-comp .03547 ± .00415 .01820 ± .00267 .01282 ± .00125 .02112 ± .00281 .01733 ± .00318
naval-propulsion-turb .05278 ± .00651 .02964 ± .00338 .02085 ± .00213 .03209 ± .00485 .02602 ± .00545
nursery .14147 ± .00881 .14218 ± .00607 .13022 ± .00639 .14373 ± .00797 .12493 ± .00959
online-news-popularity .02950 ± .00528 .02838 ± .00559 .02758 ± .00582 .02748 ± .00585 .02753 ± .00587
parkinson-motor .22291 ± .01097 .19748 ± .01999 .17068 ± .00970 .21589 ± .02503 .19149 ± .01818
parkinson-total .21398 ± .00892 .18817 ± .01803 .16559 ± .01358 .20614 ± .02277 .18171 ± .02464
protein-tertiary-structure .34592 ± .00509 .36797 ± .00410 .36324 ± .00378 .37246 ± .00565 .36773 ± .00682
skill-craft 1.0793 ± .03394 .98190 ± .02792 .96239 ± .02505 .96871 ± .02526 .96336 ± .02762
sml2010-dining .05634 ± .00463 .03843 ± .00348 .02596 ± .00254 .05654 ± .00346 .03899 ± .00968
sml2010-room .05644 ± .00487 .03822 ± .00315 .02560 ± .00268 .05613 ± .00400 .03938 ± .00869
wall-follow-robot-2 .24423 ± .01781 .28668 ± .02252 .13948 ± .01446 .30612 ± .01957 .15895 ± .01872
wall-follow-robot-24 .46616 ± .02051 .45095 ± .01833 .42010 ± .01924 .46025 ± .02151 .42825 ± .02262
wall-follow-robot-4 .29135 ± .02797 .33636 ± .02852 .20635 ± .01813 .32603 ± .02370 .20907 ± .02429
wine-quality-all .69474 ± .01304 .69292 ± .01101 .68479 ± .01074 .70403 ± .01195 .69209 ± .01074
wine-quality-white .70564 ± .01742 .72052 ± .01344 .69593 ± .01238 .72320 ± .02031 .70725 ± .01243
Average raw rank 4.0000 2.8500 1.4500 4.1500 2.5500
Average adjusted rank 4.0000 2.8250 1.4500 4.1625 2.5625
Fraction adjusted best runs .1000 .0250 .7500 .0500 .1000
Fraction adjusted worst runs .5000 .0250 .0000 .4750 .0000
Aver. rel. perform. 1.5582 1.1975 1.0168 1.3395 1.1087
90 percent av. rel. perform. 1.2688 1.1123 1.0058 1.2319 1.0754
Worst rel. perform. 5.6457 2.6813 1.1543 2.6769 1.5360
90 percentile rel. perform. 2.6389 1.4847 1.0895 2.1522 1.2345
80 percentile rel. perform. 1.6353 1.2642 1.0126 1.5581 1.1629
70 percentile rel. perform. 1.3409 1.1448 1.000 1.2833 1.1305
Table 4: Comparison of all considered methods on the regression data sets. The numbers in the upper part of the table
are the average root mean squared test errors the corresponding standard deviations. Red and orange entries indicate
the best-performing method for each data set, where red entries indicate those methods that are significantly better than
the second best method according to a paired two-sample t-test with a significance level of 95%. Similarly, blue and
green entries indicate the worst-performing method, and blue entries indicate those methods that are significantly worse
than the best method according to a paired two-sample t-test with with a significance level of 95%.
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ReLU BN He zero ReLU He zero ReLU He hull -5 ReLU ball hull +5 SeLU SNN zero SeLU ball hull -5
abalone .19530 ± .02380 .19628 ± .01635 .18828 ± .01255 .18963 ± .01213 .19743 ± .01377 .19012 ± .01211
adult .15258 ± .00406 .15405 ± .00345 .15461 ± .00345 .15337 ± .00399 .14984 ± .00383 .15054 ± .00338
anuran-calls-families .00714 ± .00239 .00949 ± .00254 .00876 ± .00254 .00960 ± .00234 .01034 ± .00294 .01016 ± .00359
anuran-calls-genus .00230 ± .00137 .00251 ± .00135 .00249 ± .00128 .00270 ± .00155 .00320 ± .00159 .00306 ± .00147
anuran-calls-species .00143 ± .00117 .00126 ± .00138 .00128 ± .00100 .00148 ± .00127 .00141 ± .00119 .00117 ± .00107
avila .21498 ± .03992 .14942 ± .02356 .08478 ± .01887 .10157 ± .01682 .14361 ± .02613 .07778 ± .03048
bank-marketing .09800 ± .00262 .09662 ± .00271 .09647 ± .00260 .09576 ± .00241 .09443 ± .00266 .09513 ± .00272
bank-marketing-additional .09278 ± .00300 .09293 ± .00290 .09190 ± .00292 .09118 ± .00263 .09005 ± .00278 .09040 ± .00270
chess .00850 ± .00478 .01128 ± .00543 .01044 ± .00462 .01116 ± .00526 .01109 ± .00488 .01053 ± .00550
chess-krvk .12936 ± .01610 .12726 ± .01502 .12375 ± .01179 .12745 ± .00999 .10803 ± .01281 .11160 ± .01219
crowd-sourced-mapping .01552 ± .00222 .01949 ± .00313 .01984 ± .00295 .01986 ± .00262 .02107 ± .00314 .02131 ± .00321
default-credit-card .18356 ± .00478 .17971 ± .00428 .18096 ± .00410 .18011 ± .00449 .17968 ± .00420 .18045 ± .00446
eeg-eye-state .42543 ± .01986 .43007 ± .00874 .34647 ± .03366 .34489 ± .03762 .42316 ± .00948 .31452 ± .04123
epileptic-seizure-recognition .05085 ± .00862 .04407 ± .00728 .04198 ± .00765 .04304 ± .00595 .05459 ± .00775 .05409 ± .00824
firm-teacher-clave .02111 ± .00371 .02110 ± .00301 .02179 ± .00388 .02046 ± .00342 .02059 ± .00370 .02029 ± .00322
first-order-theorem-proving .20655 ± .01246 .21915 ± .01241 .20946 ± .01355 .20902 ± .01192 .22261 ± .01286 .21559 ± .01108
gas-sensor-drift-class .00146 ± .00110 .00261 ± .00135 .00229 ± .00124 .00236 ± .00148 .00251 ± .00148 .00224 ± .00132
gesture-phase-segmentation-raw .00470 ± .00213 .00514 ± .00192 .00531 ± .00213 .00540 ± .00230 .00628 ± .00233 .00666 ± .00227
gesture-phase-segmentation-va3 .15788 ± .01175 .17166 ± .01173 .15120 ± .01146 .15559 ± .01124 .17122 ± .01054 .15342 ± .01214
htru2 .02027 ± .00201 .02013 ± .00192 .02015 ± .00184 .02011 ± .00174 .02007 ± .00174 .02039 ± .00158
human-activity-smartphone .00000 ± .00000 .00000 ± .00000 .00000 ± .00000 .00000 ± .00000 .00000 ± .00000 .00000 ± .00000
indoor-loc-building .00007 ± .00015 .00007 ± .00013 .00008 ± .00014 .00009 ± .00015 .00009 ± .00015 .00010 ± .00016
indoor-loc-relative .09112 ± .00520 .09473 ± .00492 .09438 ± .00510 .09586 ± .00468 .09540 ± .00573 .09347 ± .00485
insurance-benchmark .06116 ± .00280 .06010 ± .00035 .06016 ± .00048 .06008 ± .00024 .06048 ± .00106 .06054 ± .00089
landsat-satimage .00085 ± .00121 .00099 ± .00128 .00089 ± .00142 .00095 ± .00115 .00138 ± .00134 .00141 ± .00166
madelon .43400 ± .02286 .42346 ± .01897 .42535 ± .02426 .41812 ± .02118 .43146 ± .03040 .42846 ± .02108
magic-gamma-telescope .12444 ± .00548 .13173 ± .00474 .12745 ± .00512 .12834 ± .00414 .13234 ± .00549 .12454 ± .00544
mushroom .00000 ± .00000 .00000 ± .00000 .00000 ± .00000 .00000 ± .00000 .00000 ± .00000 .00000 ± .00000
musk .00531 ± .00265 .00812 ± .00392 .00793 ± .00344 .00769 ± .00337 .00905 ± .00430 .00672 ± .00383
nomao .03761 ± .00228 .03929 ± .00191 .03909 ± .00246 .03875 ± .00253 .03933 ± .00244 .03934 ± .00199
nursery .00024 ± .00037 .00024 ± .00031 .00026 ± .00031 .00026 ± .00031 .00029 ± .00038 .00026 ± .00031
occupancy-detection .00873 ± .00129 .00899 ± .00136 .00888 ± .00129 .00892 ± .00140 .00929 ± .00158 .00915 ± .00145
page-blocks .01680 ± .00368 .01752 ± .00424 .01668 ± .00364 .01661 ± .00385 .01786 ± .00434 .01704 ± .00384
pishing .03572 ± .00406 .03766 ± .00454 .03753 ± .00408 .03667 ± .00408 .03625 ± .00396 .03703 ± .00361
polish-companies-bankruptcy-1year .03918 ± .00037 .03913 ± .00017 .03919 ± .00025 .03918 ± .00027 .03910 ± .00010 .03912 ± .00032
polish-companies-bankruptcy-2year .03935 ± .00013 .03935 ± .00013 .03933 ± .00010 .03933 ± .00010 .03932 ± .00007 .03939 ± .00018
polish-companies-bankruptcy-3year .04721 ± .00021 .04719 ± .00017 .04718 ± .00016 .04717 ± .00014 .04719 ± .00017 .04736 ± .00047
polish-companies-bankruptcy-4year .05262 ± .00014 .05258 ± .00000 .05262 ± .00017 .05264 ± .00020 .05258 ± .00000 .05301 ± .00054
polish-companies-bankruptcy-5year .06934 ± .00045 .06973 ± .00098 .06985 ± .00117 .06988 ± .00121 .06978 ± .00104 .06978 ± .00187
seismic-bumps .06820 ± .00396 .06642 ± .00133 .06669 ± .00218 .06592 ± .00129 .06747 ± .00258 .06723 ± .00340
smartphone-human-activity-postural .00000 ± .00000 .00000 ± .00000 .00003 ± .00018 .00000 ± .00000 .00000 ± .00000 .00000 ± .00000
spambase .08345 ± .04778 .06777 ± .00926 .06565 ± .01041 .06460 ± .00859 .07012 ± .00913 .06580 ± .00847
thyroid-all-bp .03106 ± .00467 .03208 ± .00556 .03247 ± .00494 .03172 ± .00491 .03266 ± .00514 .03272 ± .00577
thyroid-all-hyper .01818 ± .00374 .01768 ± .00374 .01777 ± .00361 .01724 ± .00398 .01724 ± .00401 .01821 ± .00362
thyroid-all-hypo .05423 ± .00287 .05451 ± .00188 .05457 ± .00206 .05400 ± .00178 .05380 ± .00242 .05301 ± .00301
thyroid-all-rep .02977 ± .00499 .03261 ± .00358 .03170 ± .00426 .03137 ± .00406 .03120 ± .00387 .02954 ± .00473
thyroid-ann .05237 ± .00103 .03575 ± .00644 .02572 ± .00397 .02605 ± .00395 .02838 ± .00664 .02490 ± .00514
thyroid-dis .02025 ± .00298 .01785 ± .00177 .01862 ± .00262 .01749 ± .00171 .01790 ± .00265 .01801 ± .00229
thyroid-hypo .02126 ± .00489 .02063 ± .00489 .02085 ± .00533 .02059 ± .00521 .01963 ± .00448 .02074 ± .00484
thyroid-sick .04701 ± .01530 .04121 ± .00734 .03906 ± .00809 .04061 ± .00783 .03903 ± .00818 .03366 ± .00600
thyroid-sick-eu .00009 ± .00050 .00000 ± .00000 .00000 ± .00000 .00000 ± .00000 .00006 ± .00045 .00000 ± .00000
turkiye-student-evaluation .10483 ± .04106 .11648 ± .05614 .03529 ± .00584 .03947 ± .00625 .02994 ± .00590 .02390 ± .00478
wall-follow-robot-2 .29972 ± .15443 .00704 ± .00367 .00172 ± .00139 .00170 ± .00141 .00669 ± .00369 .00149 ± .00115
wall-follow-robot-24 .24149 ± .06723 .05886 ± .00940 .05264 ± .00935 .05231 ± .00928 .05036 ± .00868 .04769 ± .00882
wall-follow-robot-4 .36927 ± .10264 .01617 ± .00631 .00792 ± .00298 .00727 ± .00346 .00985 ± .00476 .00609 ± .00283
waveform .08217 ± .01124 .07732 ± .00985 .07586 ± .00992 .07411 ± .00984 .07554 ± .01045 .07708 ± .00915
waveform-noise .08728 ± .00990 .08182 ± .00943 .08045 ± .01126 .08128 ± .00946 .08513 ± .01060 .08218 ± .01092
wilt .01447 ± .00293 .02731 ± .00526 .01292 ± .00304 .01389 ± .00320 .02460 ± .00565 .01288 ± .00323
wine-quality-all .28849 ± .01452 .28878 ± .01248 .28396 ± .01204 .28554 ± .01177 .29699 ± .01188 .28924 ± .01120
wine-quality-type .00475 ± .00195 .00729 ± .00229 .00560 ± .00232 .00554 ± .00177 .00685 ± .00251 .00540 ± .00199
wine-quality-white .27967 ± .02046 .28454 ± .01782 .27932 ± .01482 .27959 ± .01555 .29123 ± .01654 .28992 ± .02082
Average raw rank 3.6885 3.9508 3.2213 2.9590 3.8115 3.3689
Average adjusted rank 3.6230 3.9180 3.2295 3.0000 3.8852 3.3443
Fraction adjusted best runs .4098 .1967 .1967 .2459 .2459 .3115
Fraction adjusted worst runs .3115 .1639 .0984 .0656 .1967 .1803
Aver. rel. perform. 5.2716 1.2728 1.0801 1.0878 1.2155 1.0731
90 percent av. rel. perform. 1.0655 1.0890 1.0467 1.0499 1.1114 1.0339
Worst rel. perform. 188.9658 4.8571 1.5272 1.6485 4.2794 1.5853
90 percentile rel. perform. 1.9479 1.5230 1.2253 1.2772 1.6083 1.2878
80 percentile rel. perform. 1.1972 1.2537 1.1274 1.1616 1.3453 1.0557
70 percentile rel. perform. 1.0541 1.1033 1.0753 1.0965 1.1594 1.0379
Table 5: Comparison between He-et-al. with and without batch normalization, the original SeLU, and our new initial-
ization strategies. Our new strategies outperform the three standard approaches both in terms of ranking and reliability.
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