Context. Most sub-mm emission line studies of galaxies to date have targeted sources with known redshifts where the frequencies of the lines are well constrained. Recent blind line scans circumvent the spectroscopic redshift requirement, which could represent a selection bias. Aims. Our aim is to detect emission lines present in continuum oriented observations. The detection of such lines provides spectroscopic redshift information and yields important properties of the galaxies. Methods. We perform a search for emission lines in the ALMA observations of five clusters which are part of the Frontier Fields and assess the reliability of our detection. We additionally investigate plausibility by associating line candidates with detected galaxies in deep near-infrared imaging. Results. We find 26 significant emission lines candidates, with observed line fluxes between 0.2-4.6 Jy km s −1 and velocity dispersions (FWHM) of 25-600 km s −1 . Nine of these candidates lie in close proximity to near-infrared sources, boosting their reliability; in six cases the observed line frequency and strength are consistent with expectations given the photometric redshift and properties of the galaxy counterparts. We present redshift identifications, magnifications and molecular gas estimates for the galaxies with identified lines. We show that two of these candidates likely originate from starburst galaxies, one of which is a so-called jellyfish galaxy that is strongly affected by ram pressure stripping, while another two are consistent with being main sequence galaxies based in their depletion times. Conclusions. This work highlights the degree to which serendipitous emission lines can be discovered in large mosaic continuum observations when deep ancillary data are available. The low number of high-significance line detections, however, confirms that such surveys are not as optimal as blind line scans. We stress that Monte Carlo simulations should be used to assess the line detections significances, since using the negative noise suffers from stochasticity and incurs significantly larger uncertainties.
Introduction
One of the goals of modern astrophysics is to characterize galaxies at high redshift. Measuring the properties of galaxies at different redshifts can help to understand how they grew and what physical factors dominated their evolution. Observations of high redshift galaxies at the far infrared (FIR) and millimeter (mm) wavelengths are crucial in this respect, since they can reveal the state of the interstellar medium (ISM). Continuum observations at these wavelengths trace cold dust emission in galaxies, allowing constraints on dust masses and temperatures, as well as total star-formation rates (SFRs), which may be obscured from optical and near-infrared (NIR) observations. Emission line observations, on the other hand, allow measurements of gas densities, A&A proofs: manuscript no. aanda temperatures, metallicities, and kinematics, as well as alternative measures of SFRs and galaxy dynamics.
Emission lines are produced by several mechanisms in different phases of the ISM (for a recent review, see ). The relatively short wavelength coverage of FIR and mm instruments has limited the extent of line observations to focus mainly on individual galaxies with known redshifts, whereby specific lines are targeted at their corresponding restframe wavelengths.
Recently, blind line-scan surveys have been undertaken to search for emission lines over relatively large frequency coverage and areas on the sky (Aravena et al. 2012; Lentati et al. 2015) . Decarli et al. (2014a) presented the first blind molecular line-scan over the Hubble Deep Field North (Williams et al. 1996) using the IRAM Plateau de Bure Interferometer (PdBI). The survey was designed to cover the 3 mm atmospheric band to search for CO emission lines spanning a wide range of redshifts. Such observations eliminate biases associated with targeted emission line observations in galaxies with high SFRs and/or stellar masses. However, it can be more difficult to associate emission line candidates to galaxies, particularly if no deep imaging is available.
The Atacama Large Millimeter/submillimeter Array (ALMA) has recently opened up the possibility of performing blind line-scan campaigns over larger areas and larger frequency ranges in a reasonable amount of time. For instance, the ALMA Spectroscopic Survey (ASPECS; Walter et al. 2016 ) observed a 1 arcmin 2 region in the Hubble Ultra Deep Field (HUDF; Beckwith et al. 2006 ) over the full 1 mm (band 6) and 3 mm (band 3) atmospheric bands available to ALMA. ASPECS enabled the detection of CO emission lines over a wide redshift range, as well as the detection of the [C II] 158 µm emission line in z ∼ 6-8 galaxies (Aravena et al. 2016c ). The key factor allowing these kind of surveys is the large spectral coverage achieved at good sensitivity, which strongly improves the chances of blindly detecting multiple lines.
A less complete method for searching for emission lines is to use large area continuum surveys. ALMA offers 7.5 GHz of frequency coverage per setup, allowing line searches over limited spectral windows. A large area deep survey may have a sufficiently high probability of having a bright line-emitting galaxy at the correct redshift to be detectable. This method has been used already in some ALMA observations with mixed success (Matsuda et al. 2015; Kohno et al. 2016) .
In this paper we present a search for emission lines in five cluster fields of the ALMA Frontier Fields survey (ALMA-FFs; González-López et al. 2017, hereafter GL17) . The main goal of the ALMA-FFs is to detect lensed high-redshift galaxies at 1.1 mm continuum, but the data were acquired in such a way as to facilitate useful lines searches as well. The ALMA coverage builds on the Frontier Fields (FFs) Survey (Lotz et al. 2017) , 1 , a legacy project that combines the power of gravitational lensing by massive clusters (with magnifications of µ>5-10 over up to several arcmin 2 regions and 100's of multiple images) with extremely deep multi-band HST and Spitzer imaging of six lensing clusters and adjacent parallel fields (Coe et al. 2015) . Of particular relevance here is the fact that the deep ancillary data and spectroscopic redshift coverage of these fields allow immediate assessment of any line candidates.
This paper is organized as follows: in §2 we outline the observations and imaging procedures; in §3 we discuss our linesearch method; in §4 we present the emission lines candidates; in 1 http://www.stsci.edu/hst/campaigns/frontier-fields/ II] 5.974 -6.073 6.381 -6.491 §5 we discuss the properties of the counterparts to the emission line candidates and in §6 we summarize our results. Throughout this paper, we adopt a cosmology with H 0 = 67.8 km s −1 Mpc −1 , Ω m = 0.307 and Ω Λ = 0.693 (Planck Collaboration et al. 2014) . Errors are given at 1σ confidence unless stated otherwise.
Data

Observations
We use the data taken as part of the band 6 ALMA-FF survey (programs #2013.1.00999.S in cycle 2 and #2015.1.1425.S in cycle 3). In GL17, we presented the configuration, reduction and continuum imaging of the cycle 2 observations. Full details of the cycle 3 observations will be presented in González-López et al. (in preparation) . Here we briefly summarize the observations.
Five galaxy clusters belonging to the FFs sample were observed with ALMA using the 12 m array: Abell 2744 (z=0.308); MACSJ0416.1-2403 (z=0.396); MACSJ1149.5+2223 (z=0.543); Abell 370 (z=0.375), Abell S1063 (z=0.348); hereafter A2744, MACSJ0416, MACSJ1149, A370, and AS1063, respectively.
2 Each field was covered with 126 pointings to create mosaics spanning an area of ≈ 4.6 square arcminutes within the half power "region" formed by the individual beams at the edge (i.e. their Half Power Beam Width (HPBW)). The spectral configuration setup was the same for the five fields. The Local Oscillator frequency was set to 263.14 GHz (≈1.1 mm), with two spectral windows (SPWs) placed in each sideband. The correlator was set to Frequency Division Mode (FDM) with a bandwidth of 1875 MHz and a channel spacing of 0.488 MHz. This setup yielded a total frequency coverage of 7.45 GHz after factoring in SPW overlaps. Figure 1 shows the redshift coverage for a variety of bright emission lines expected from high redshift galaxies, given our observational setup. Table 1 shows the specific redshift ranges where bright lines can be detected. While the frequency coverage is limited, each field contains ∼ 4000 galaxies coupled with strong lensing.
We requested channel averaging inside the correlator with an averaging factor of N = 16, resulting in a final spectral resolution of 7.813 MHz (∼ 9 km s −1 ). The final mosaics have fairly homogeneous sensitivity except for a small region of MACSJ1149 (see Fig. 4 of GL17). 
Imaging
We created data cubes of the observations using natural weighting, which provides the best sensitivity since it optimally weights all baselines according to their scatter. A set of spectral dirty cubes were created for each of the SPWs with spectral resolutions of 2, 4, 8 and 16 times the native resolution. The sensitivity as a function of frequency is presented in Fig. 2 . In the lower and upper sidebands, we obtain sensitivity ranges of ≈0.8-1.0 and ≈0.9-1.3 mJy beam −1 over a 15.626 MHz channel, respectively, for the five clusters. The sensitivity is fairly flat, with similar shapes for the five fields. Worse sensitivity is observed in the edge channels for several clusters.
Emission line search
Method
We need to find emission lines with different flux densities and line widths in the data cubes generated for each SPW. The measured full width half maximum (FWHM) for CO emission lines commonly lies between ∼ 100 km s −1 to ∼ 1000 km s −1 ). This wide span in line width produces challenges for search methods. For a given line width, a spectral channel of a similar or smaller width will return the highest sensitivity. Searching for very wide lines in high resolution spectral channel data or looking for narrow lines in low resolution spectral channel data will result in sub-optimal searches. The optimal case is when the FWHM of the emission line is resolved by three to five spectral channels.
To optimize the line search for different line widths and to limit the number of spectral convolutions required over a large number of channels, we generated four data cubes per SPW, each with a different spectral resolution. ). This set of spectral resolutions should return good sensitivity for a wide range of line widths. Given the channel resolutions of the cubes, we expect that bright emission lines should appear in more than one cube, since adjacent channel resolutions are not so different.
The most common assumption made to find and fit emission lines is that they can be described by a Gaussian profile. This assumption is usually sufficient to describe emission lines at high redshift and low signal-to-noise (S /N). For bright emission lines, however, the kinematic structure can result in non-Gaussian profiles, e.g., rotating disks or mergers. Since we do not expect high S /N detections here, because of the blind nature of this survey and the low probability of having a bright line-emitting galaxy at the correct redshift, we do not expect to resolve the kinematic features of the emission lines. Therefore assuming a Gaussian shape for emission line search is justified.
The first step in the search is to take each data cube and convolve it with a Gaussian in the spectral axis. The σ convolution values used for the Gaussian convolution range from 2 to 48 times the native resolution, giving a maximum Gaussian convolution with FWHM∼ 500 km s −1 for the lowest resolution cube. After the convolution using the different σ convolution values, we take the rms in each spectral channel and select those cells with S /N ≥ 5. The spaxels with high S /N should represent the positions in the sky and frequency where a line candidate is located.
Because of the multiple binning of the data cubes, and the multiple line searches performed on the same cubes assuming different line widths, estimating the significance of an observed S /N is not necessarily straightforward. We need to estimate the expected number of cells that will have a given S /N by chance assuming our search procedure in the data cubes.
False rate detection through simulations
Here we estimate the false detection rate (FDR) of an emission line candidate with a given S /N. FDR is the probability that a detected signal with S /N is produced by noise in the data. To estimate the FDR, we perform the same search for emission lines as above but in simulated data cubes. To simulate comparable data cubes, we need to understand what the noise distribution in the data cubes is. We assume here that the noise in the ALMAFFs data can be approximated by a Gaussian distribution; The sensitivity is relatively homogeneous as a function of frequency, with variations up to ∼ 30% due largely to the transmission of the atmosphere, as the same shape is observed in all five clusters. The atmospheric transmission at these frequencies is fairly flat, with no strong features present in any of SPWs. Higher 1σ level values are observed near the edges of some SPWs (MACSJ1149 in particular), due to the loss of sensitivity at the edges and/or the combination of executions after transforming to the barycenter frequency reference. test this hypothesis by comparing the noise distribution of our data with simulated cubes created assuming a Gaussian noise distribution. The simulated data cubes are created as follows:
1. We select the cells in the real data cubes where the Primary Beam correction (PBC) is higher than or equal to 0.5. The selected cells are replaced randomly adopting a Gaussian noise distribution, with each cell being independent of the rest, both in spatial and spectral space. 2. The simulated spectral channels are then convolved with the exact synthesized beam of the original data cubes to obtain roughly the same independent angular elements. At this point the data cubes resemble those generated from real interferometric data.
Posterior spectrally binned data cubes are then created from the simulated data cubes in the same manner as the original cubes. A comparison between the real and simulated noise distribution is shown in Fig. 3 . We plot the S /N distribution of all the cells in all the channels for each SPW in MACSJ0416, together with the 95% confidence region assessed by simulating over 100 data cubes. We find that the noise distribution is well described by a Gaussian distribution for |S /N| ≤ 5.0. The strong deviations seen beyond S /N < −5 and S /N > 5 can be explained by smallnumber statistics; given the large number of pixels, we expect only a few 5σ fluctuations, which can themselves suffer from stochasticity. It is important to note that because of this behavior in the edges of the distribution, extra care must be taken when using the negative pixels as a noise reference since the tails of the related and non-Gaussian. However, in practice, we do not see strong deviations in our data. We can only speculate that this is because we are dealing with low fluxes and no bright sources, detected with many antennas, which allow the data to obey the central limit theorem. noise distribution need not be symmetrical, even when the overall noise is Gaussian. The latter could introduce additional uncertainty in the number of false positive detections when using negative pixels as a reference to estimate the FDR for emission line and continuum searches (hereafter the "negative image FDR"). For example, Dunlop et al. (2016) found that the FDR number derived from the negative continuum image for their ALMA observations over the Hubble Ultra Deep Field (HUDF) was 29 sources, a factor of roughly three higher than the 10 sources expected from Gaussian statistics based on the number of independent beam elements in the image. Most critically, even after applying a correction factor of two to the number of independent elements in interferometric observations, as recommended by Condon (1997) ; Condon et al. (1998) , the HUDF negative image FDR remains a factor of ≈ 1.5 higher than expectations from Gaussian statistics. This highlights that caution should be exercised when using the negative counts to estimate the noise distribution. We propose that Monte Carlo simulations can yield a more realistic understanding of the true number of independent elements in interferometric observations and provide a better estimate of the true uncertainties.
In each simulated SPW, a search for emission lines is performed. The total number of emission lines detected in the simulated cubes is then used to estimate the probability of a particular observed emission line with a given S /N to appear in a given simulated observation (combination of the four individual SPWs). We define this probability as P S /N = N >S /N /N total , with N S /N being the number of simulated observations with a line with signal-to-noise equal or higher than S /N and N total being the total number of simulated observations.
To understand uncertainties in the sample, we initially apply a liberal threshold to include all emission lines candidates with P S /N ≤ 0.99. This choice of P S /N effectively includes only those The black dashed curve shows the S /N histogram expected from a pure Gaussian noise distribution, while the green shaded regions correspond to the 95% range based on over 100 simulated SPWs with the same characteristics as the real data. Importantly, while deviations from the perfect Gaussian distribution can be seen above/below roughly ±5σ in the real SPWs, most of these can be explained by lownumber statistics, as the same behavior is observed in the simulations up to S /N = 6. Thus one should be cautious about claims of detections based on positive excesses when reflecting the negative side of the noise distribution, as these methods have systematic uncertainties which can over-or underestimate the true significance.
lines with S /N≥5.5-5.9, depending on the cluster and the particular SPW; lower S /N values will have P S /N=2.0 = P S /N=5.0 = 1.0, meaning there is a 100% chance that at least one line is produced by noise (see Figs. 3 and 4) . This cut yields a total of 26 candidates, as shown in Table 2 . However, only two of these line candidates, MACSJ0416-EL01 and A370-EL01, appear to be detected at high significance (i.e, with P S /N < 0.05) based on their line properties alone. We compare the results from the simulations to what is expected when using the negative image FDR as reference. For the latter, we estimate the probability of an emission line with S /N of being false by taking
where N neg is the number of emission lines with ≥ S /N found in the negative data while N pos is the number found in the positive ("real") data. This means that for equal numbers, there is a 100% probability that the line is produced by noise. Alternatively, if there there are twice as many positive lines as negative ones, we assume there is a 50% probability of each positive line being real. A comparison between simulations and negative image FDR probabilities for each cluster is shown in Fig. 4 .
We see that using the negative image FDR as a reference for estimating the probability of a line of being false returns a much noisier and sharper probability distribution for all of the clusters. At a given S/N value, it can strongly under-or overestimate the probability, since it is dominated by small number statistics. Using simulations allow us to more accurately assign probabilities and understand the true detection rate at low S /N.
To confirm weaker real emission lines, we investigate the NIR and 1.1 mm counterparts of all of our candidates. . Probability of an emission line with a given S /N of being produced by noise for the five clusters. Solid curves correspond to the probabilities given by the simulations, while dashed curves correspond to the probabilities estimated from the negative data.
Association with optical/NIR counterparts
Clearly galaxies with high SFRs are likely to be detectable both with HST and/or ALMA in continuum and in molecular emission lines. Because of this, we expect that an emission line candidate co-spatial to a NIR detected galaxy should increase the probability of this candidate being real and thus use the NIR images for this purpose. However, the lack of a NIR or 1.1 mm counterpart does not necessarily imply that the emission line is noise. A galaxy which remains undetected both in HST/F160W and ALMA continuum at 5σ could still have a S FR ∼ 40 M yr −1 at z > 2 and S FR ∼ 30 M yr −1 at z ∼ 1, based on spectral energy distribution fitting. In such cases, it should still be possible to detect CO, [N II] or [C II] lines. For instance, we find that CO could be detected at z ∼ 2 from J > 5 CO lines when a high CO excitation level (r 54 ∼ 0.39) is present in combination with strong dust extinction (A V > 7). Detections of [N II] and [C II] lines can be made to lower SFRs and extinctions (A V > 3) at z ∼ 6.
Thus, some weak line candidates which lack NIR counterparts could still be real. Unfortunately, in such cases, confirmation and identification of line candidates will only be possible with deeper mm observations, which is beyond the scope of this study. Thus we restrict our analysis of weak emission line candidates to those with nearby optical/NIR detected sources.
Based on the number and spatial distribution of NIR detections in the FFs, a given random position within any of the clusters should have a 35% probability of lying within 1 . 0 of a NIR galaxy, a 10% probability of being within 0 . 5 and a 2% probability of being as close as 0 . 2. Thus, out of the 26 initial emission lines candidates, we expect to find just by pure chance ≈9 at <1 . 0 from a NIR source, ≈3 with <0 . 5 and < ∼ 1 as close as 0 . 2. By comparison, we have 15, 10, and 6 line candidates Article number, page 5 of 21 A&A proofs: manuscript no. aanda within these respective separations, implying ≈6-7 real detections based on spatial coincidence alone.
For a given emission line candidate, we estimate the probability P sep of an emission line candidate being randomly associated to the nearest galaxy with angular separation sep. We estimate P sep using two approaches. In the first method, we calculate the corrected-Poissonian probability (Downes et al. 1986 ) of p = 1−exp(n π sep 2 ), where n is the source density (n ∼ 0.1−0.2 arcsec −2 for the clusters). In the second method, we compare the measured separations against the separation distribution expected for random simulated positions (this method should account for any source clustering which might be present in the HST images). We confirmed that both estimators return similar probabilities and are a function of the separation for the line candidates. For the final P sep we use the corrected-Poissonian estimator. We then calculate the overall emission line candidate probability as P = P S /N ×P sep . We select as reliable emission line candidates those candidates with P ≤ 0.05 and P S /N ≤ 0.99. This implies that if we replace the data with simulated cubes, in 5% of the simulations we will find at least one significant line candidate with the same S /N and separation to an optical galaxy. Using line candidates with P S /N ≤ 0.99 means that for weaker lines, the overall probability P will be dominated by the separation between the line candidate and the NIR nearest source. The typical positional uncertainties of the HST sources are ≤0 . 1, while they are ≈10% of the beam size (∼0 . 05-0 . 15) for the ALMA observations (GL17). Despite such small positional errors, separations larger than 0 . 2 might be legitimately expected between FIR emission lines and optical/NIR continuum emission, since FIR lines could be produced inside of completely obscured star forming regions while the optical/NIR emission could arise from surrounding unobscured regions. At the same time, emission associated with outflowing or infalling material might also lead to larger physical offsets between emission lines and the continuum. Table 2 presents the 26 emission line candidates with P S /N ≤ 0.99. Among these, we find nine candidates with P ≤ 0.05; one in A2744 and MACSJ1149, two in MACSJ0416 and A370, and three in AS1063. However, we do not consider MACSJ1149-EL01 further since the NIR counterpart identified from the F160W catalog is not confirmed upon visual inspection. The detection S /N of the remaining eight ranges from 5.6 to 7.6, with the lowest having an associated probability of P S /N = 0.985 and the highest a P S /N = 0.000. Note that the different beam sizes in each field mean that equivalent S /N values will have somewhat different P S /N values.
Results
The angular separations between the reliable emission line candidate centroids and the nearest galaxies range from 0 . 0 to 1 . 6, with the largest separation observed in MACSJ0416-EL01, where the high S /N of the detection allows it to be selected even though it does not lie close to any NIR galaxy. In Figures  A.1 and A.5 we present HST color images of all 26 candidates overlaid with the line and continuum emission S /N contours. In two cases, A2744-EL01 and MACSJ0416-EL03, the emission line candidates are associated with 1.1 mm continuum selected galaxies (GL17; Laporte et al. 2017) , effectively boosting their detection to P < 0.01.
In Table 3 , we list the line central frequencies, amplitudes, widths, and integrated fluxes obtained from fitting a Gaussian function to the spectra extracted at the centroid positions of the line candidates, assuming point sources. Three of the reliable line candidates (A2744-EL01, A370-EL01 and AS1063-EL03) have line widths > 100 km s −1 , which are comparable to similar level CO emission lines reported in the literature. On the other hand, one line candidate has a width of only 25±5 km s −1 , which is quite small compared to published emission lines widths at high redshift. The spectra of the emission line candidates together with the Gaussian fits are shown in Figures A.1 and A.5.
We can compare the flux estimated from assuming a point source with that obtained from integrating the collapsed line. The fluxes agree for most of the reliable emission line candidates. However, for A2744-EL01 we find an integrated flux of 4.3 ± 0.6, at least twice as large as obtained when assuming a point source ( Table 2 ), indicating that the line could be resolved; this adds additional confidence to its detection. In Fig. 5 we additionally present velocity channel contours from the blue and red wings of the corresponding emission line for A2744-EL01. There appears to be a central unresolved component in both component maps, but significantly more extended emission in the red wing. The extended structure has a signal-to-noise of ≈4.3 over the 32 native channels (≈ 290 km s −1 ) included in the red wing. Some of the extended emission appears to spatially overlap with the offset bright, extended continuum source, A2744-ID01.
Discussion
Bright emission lines at high redshift
With several reliable line candidates in hand, the next step is to identify which molecular species and transition might be detected. We adopt the brightest emission lines observed at high redshift as possible identifications. For galaxies at z < 3, the brightest emission lines correspond to lines from CO with upper level transitions in the range J=1-8 or atomic carbon (CI) J=1-2; other CI lines are generally considered too weak to be relevant (Walter et al. 2011) . At z∼4.5, a possible candidate is the 205 µm transition of [N II] , which Decarli et al. (2014b) demonstrated as viable based on detections in a submillimeter galaxy (SMG) and two Lyman−α emitters (LAEs) belonging to the system BRI1202-0725 at z = 4.7. Lastly, at z ∼ 6.2 the [C II] emission line at the 158 µm transition is expected to be detectable at our observed frequencies Capak et al. 2015; Willott et al. 2015) .
We also estimate the emission line integrated flux expected for the sources detected in continuum at 263.14 GHz and presented in GL17. We use the relation presented by Scoville et al. (2016) to estimate the molecular gas mass and CO line luminosity based on the continuum flux density. As shown in Laporte et al. (2017) , all the continuum detections are expected to be in the redshift range of z=1-3, for which we could potentially detect CO lines with 5 ≤ J ≤ 8. For the faintest source detected in GL17, with S ν ≈ 0.4 mJy, we obtain a molecular gas mass of ∼ 4 × 10 10 M in that redshift range. Article number, page 7 of 21 A&A proofs: manuscript no. aanda 
Redshift and line identification
We describe below the process by which we identify the most likely molecular transition(s) for each of the eight most reliable emission line candidates. We make the implicit assumption here that the photometric or spectroscopic redshift of the nearest counterpart applies also to the emission line, in order to limit the possible line identifications we might detect. We use the NIR photometry of the nearest counterpart to estimate the SFR by fitting the spectral energy distribution using the high-redshift MAGPHYS code (da Cunha et al. 2008 (da Cunha et al. , 2015 .
A2744-EL01:
This line candidate is found in between three potential counterpart galaxies. The closest galaxy corresponds to the red circle marked in Fig. A.1 . The emission line also lies at the edge of a bright galaxy 1 to the south of the line peak. However, despite lying relatively close to both galaxies, the emission line clearly extends toward the morphologically disturbed galaxy associated with the 1.1 mm continuum source A2744-ID02 reported in GL17 and Laporte et al. (2017) . Given the low source density of ALMA 1.1 mm continuum detections in FF clusters, and the low number of reliable emission line candidates, the probability of a chance match within 2 is low ( 1%). We thus favor the scenario where the emission line is somehow physically associated with A2744-ID02. The NIR counterpart of A2744-ID02 appears to be extended along an East-West axis, with 2-3 faint NIR objects ("clumps") lying on either side of the extended 1.1 mm continuum emission and fainter "bridge" emission extending both in between these clumps as well as toward a bright compact peak of NIR emission ∼ 1 . 5 to the west of the ALMA continuum source. The resolved continuum emission appears to be elongated roughly coincident with a suppression in the F160W emission, suggesting that the ALMA source may arise from a dusty region that divides the faint F160W clumps, which may represent less-obscured regions from a single extended object with strong and variable extinction.
The redshift for A2744-ID02 is reported in Laporte et al. (2017) as z ≈ 2.482 for the brightest red clump. However, it should be noted that this redshift is estimated from the 4000Å break and not from any clear emission lines in the NIR. Based on this, the best identification for A2744-EL01 would be CO(8-7) at z = 2.61975±0.0003, which we consider as tentative.
MACSJ0416-EL01:
With a line detection of S /N = 6.4, this is one of only two candidates that are likely to be real based on the line detection alone. Surprisingly, the nearest galaxy lies ∼ 1.6 from the emission line candidate. Such large distance implies that the line has a low probability of being physically related to this galaxy, and there is no obvious line identification near the counterpart redshift. The other nearby galaxies at larger separations also do not appear to be related to the emission line. Therefore we cannot find a reliable counterpart to the emission line candidate. We consider the possibility of the counterpart galaxy being strongly obscured. As already discussed above, an obscured galaxy with SFR< 30−40 M yr −1 could remain undetected in the current HST and ALMA observations over a range of redshifts from z = 1 − 6. The only way to confirm and identify this associated transition of this emission line is through deeper observations of both this and other potential transitions.
MACSJ0416-EL03:
This candidate is similar to A2744-EL01, in that it lies near a galaxy that is detected in 1.1 mm continuum with S/N=4.6, MACSJ0416-ID06. This 1.1 mm contin-uum source belongs to a sample of lower significance (S /N < 5) detections selected by their close association to NIR galaxies, to be presented in González-López et al. (in preparation). Thus we favor a scenario whereby the emission line is related to the counterpart of MACSJ0416-ID06, and not to the nearest source marked by the red circle. The line and 1.1 mm continuum association imply a detection probability of P < 0.01. The NIR galaxy has been detected as part of the Grism Lens-Amplified Survey from Space (GLASS; Treu et al. 2015 ) with a redshift of z = 1.849. However, at this redshift none of the bright line transitions plotted in Fig. 1 agree as an identification for the observed emission line. Thus we additionally explore the photometric redshift range in hope of finding an identification to this line. Using the high-redshift MAGPHYS code (da Cunha et al. 2008 (da Cunha et al. , 2015 ; González-López et al. in preparation) we obtain a photometric redshift of z = 1.87 +0.32 −0.33 , in strong agreement with the GLASS redshift. The closest line to that redshift would be CO(7-6) at z = 1.96016 ± 0.00003. The detection of CI(2-1) would confirm the line identification, but unfortunately its expected frequency of 273.4 GHz is outside the SPW coverage. The discrepancy between the observed frequency and the spectroscopic redshift, as well as the fact that the line width is of only ∼ 32 km s −1 suggest that this line is not reliable. Therefore we consider this identification as tentative.
MACSJ1149-EL03:
We assume this line has a counterpart galaxy as marked in Fig with respect to the optical redshift (i.e., in good agreement). We consider this line identification to be secure.
A370-EL04:
This line appears spatially coincident with the counterpart galaxy marked in Fig. A.3 . The photometric redshift for the galaxy is z ph = 0.40 +0.55 −0.23 . This is consistent with the cluster redshift (z = 0.375) although the large uncertainties easily allow z < ∼ 1.0. The closest lines shown in Fig. 1 are CO(3-2) , which would put the galaxy at z = 0.27640±0.00001, in the foreground of the cluster, or CO(4-3), which would put the line at z ≈ 0.7. At z = 0.27640 ± 0.00001 we obtain a SFR = 0.01
, which is fairly low to explain the observed line flux. As such, the line appears real, but since no secure identification can be made we consider it tentative.
AS1063-EL01: The line appears associated with a cluster galaxy (z GLASS = 0.350) marked in Fig. A.3 . Based on Fig. 1 , the best line identification corresponds to CO(3-2) at a measured redshift of z CO = 0.35080 ± 0.00001, showing a velocity shift of only ∼ 180 km s −1 with respect to the optical redshift (in good agreement within the uncertainty of the GLASS redshift). We consider this line identification to be secure.
AS1063-EL03:
The line appears robustly coincident with galaxy marked in Fig. A.3 . The photometric redshift for the source is z ph = 2.91 +0.57 −0.53 . The closest line would correspond to CO(9-8) at z = 3.0695 ± 0.0002, in good agreement with the photometric redshift. The second option is that the line corresponds to CO(8-7) at z = 2.6177 ± 0.001, which is still accommodated within the error bars of the photometric redshift. We adopt CO(9-8) since it lies closer to the best-fit photometric redshift. We estimate SFR = 2.6 +1.2 −1.0 M yr −1 using MAGPHYS. We do not attempt to estimate the SFR from the line flux, since the line emission is likely to be dominated by our assumption about the CO excitation. We consider this line identification to be tentative.
AS1063-EL08: As can be seen in Fig. A.4 , photometry for the nearest counterpart galaxy is plagued by scattered light from the cluster members. This leaves photometric redshift estimates highly uncertain. Thus we consider the line identification as only tentative.
In summary, A370-EL01 and AS1063-EL01 are classified as secure identifications with CO(3-2). A2744-EL01, MACSJ0416-EL03, A370-EL04 and AS1063-EL03 are classified with a tentative identification with CO emission lines. And MACSJ0416-EL01, MACSJ1149-EL03 and AS1063-EL08 do not have any clear identifications. We remark that seven out of the nine reliable line candidates were selected mainly by their association to NIR sources. Out of those, five return tentative or secure line identifications given their spectroscopic or photometric redshifts. This consistency is reassuring and strengthens the case that such associations to NIR sources are real. The best case is AS1063-EL01, where the close association to a NIR galaxy and the availability of a spectroscopic redshift combined were able to fully confirm a line candidate detected with low-significance.
Emission line widths
We now want to check whether the observed line widths are consistent with the observed galaxy counterparts. The narrowest emission lines that have been robustly observed at high redshift are on the order of FWHM ∼ 50 km s −1 Decarli et al. 2014b Decarli et al. , 2016 Walter et al. 2016 ). More than half of our emission line candidates have line widths near or lower than this value, implying that they may not be real. On the other hand, we need to take into account that our observations are more sensitive to narrower emission lines than previous observations, because of the improved ALMA sensitivity coupled with the observation of strong-lensing fields.
On the other hand, the method used to find emission line candidates is likely biased toward selecting narrow emission lines. Any method that selects emission line candidates based only on their observed signal-to-noise will show such a bias toward narrow emission lines, independent of the technique used to estimate the FDR. Narrow emission lines at a given signal-to-noise are more likely to be produced by noise than broader ones, this happens because narrow emission lines allow for a search over a larger number of independent elements (spectral channels) compared to broader lines. Because of this, when searching for low signal-to-noise line candidates, noise contamination will readily produce false lines dominated by narrow emission lines rather the broad ones.
In conclusion, we acknowledge that the narrow emission line candidates selected have a higher probability of being false, based on the nature of the search itself and the low number of robustly detected narrow emission lines at high redshift in the literature. Imposing a reasonable velocity width cut at FWHM ≥ 50 km s −1 would reduce the number of reliable line candidates from nine to seven. However, we retain such narrow emission line candidates since they could represent the exploration of a 
Notes. Models used for µ parametric in A2744: CATSv3, CATSv3.1, Sharonv3, Zitrin-NFWv3, Zitrin-LTM-Gaussv3, GLAFICv3 Models used for µ parametric in MACSJ0416: CATSv3, CATSv3.1, Sharonv3, Zitrin-NFWv3, Zitrin-LTM-Gaussv3, GLAFICv3 Models used for µ parametric in AS1063: CATSv1, Sharonv1, Sharonv2, Zitrin-NFWv1, Zitrin-LTMv1 and Zitrin-LTM-Gaussv1 Models used for µ all in A2744: CATSv3, CATSv3.1, Sharonv3, Zitrin-NFWv3, Zitrin-LTM-Gaussv3, GLAFICv3, Williamsv3 Models used for µ all in MACSJ0416: CATSv3, CATSv3.1, Sharonv3, Zitrin-NFWv3, Zitrin-LTM-Gaussv3, GLAFICv3, Williamsv3, Williamsv3.1, Diegov3 Models used for µ all in AS1063: CATSv1, Sharonv1, Sharonv2, Zitrin-NFWv1, Zitrin-LTMv1, Zitrin-LTM-Gaussv1, Williamsv1 and Mertenv1
References.
(1) Bradač et al. (2005) ; (2) new parameter space opened by the ALMA sensitivity and lensing fields observations.
Magnification values
We use the tentative redshift identifications for the emission line candidates behind the clusters to more precisely estimate their magnification values. We estimate the magnification values as in Coe et al. (2015) , by taking the 16th, 50th and 84th percentiles of the magnification values (representing the central ≈ 68%, or 1σ range, of the magnification distribution) estimated from both a range of parametric mass models and from all available models in FF archives. For A2744 and MACSJ0416 we only use the v3 or newer models, since these account for the most recent published redshifts and multiple image identifications. When no v3 models are available (such as for MACSJ1149), we use the latest available for each modeler. For AS1063 we use the only two models available: Zitrin-NFWv1 and Zitrin-LTM-Gaussv1. In Table 4 we present the derived magnification values for the sources with tentative redshifts using the magnification webtool 4 . All of the secure or tentative sources are consistent with having µ < ∼ 2, similar to what was found for the ALMA-FF 1.1 mm continuum detected sources (GL17; Laporte et al. 2017 ).
Molecular gas
For the emission line candidates with the most reliable identifications, A2744-EL01, MACSJ0416-EL03, A370-EL01 and AS1063-EL01, we estimate the amount of molecular mass inferred from the corresponding line detections. We do not include AS1063-EL03, because the CO(9-8) line is not easy to model. In the first two cases the lines are tentatively identified with high J values (CO(7-6) and CO(8-7)), while the latter correspond to CO(3-2). Our estimate of the molecular mass will be limited by two associated uncertainties, the conversion factor (α CO ), which relates the CO(1-0) luminosity to molecular gas, and the CO excitation level of the galaxies. The conversion factor depends strongly on the properties of the galaxy and whether they are in a normal star-forming or starburst phase. We use the value found for local Ultra Luminous Red Galaxies (ULIRGs) of α CO = 0.8 ± 0.8 M /(K km s −1 s −1 pc 2 ) for dusty star-forming galaxies (DSFGs) at high redshift (Downes & Solomon 1998) and α CO = 3.6±0.8 M /(K km s −1 s −1 pc 2 ) for low redshift / cluster sources given their low estimated SFRs.
The CO excitation ladder depends on the temperature and density of the molecular gas. Without more information about the emitting galaxies, it is highly uncertain to estimate the excitation level from CO(8-7) and CO(7-6) to CO(1-0). We rely here on the values determined for SMGs of L CO(8−7) /L CO(1−0) = L CO(7−6) /L CO(1−0) = R 71 ∼ 0.39. For CO(3-2), we use a value of R 31 ∼ 0.56. For A2744-EL01, MACSJ0416-EL03, A370-EL01, and AS1063-EL01, we obtain intrinsic molecular masss of M H2 = (2.4 ± 0.4) × 10 10 × α CO 0.8
R 71 0.39
0.56 M and M H2 = (2.0 ± 0.6) × 10 9 × α CO 3.6
0.56 M , respectively.
The molecular mass values calculated for the four galaxies above can be used to estimate the expected continuum flux densities adopting relation from Scoville et al. (2016) . For A2744-EL01, the expected continuum level is ∼0.4 mJy; this should have been detected in the S /N ≥ 5 analysis presented in GL17. The associated continuum source A2744-ID01 has a flux density of 1.570±0.073 mJy, which is in reasonable agreement (although with a puzzling spatial offset). For the other three emission line sources, the expected continuum level is <0.1 mJy, which is of the same order as the rms values of the continuum images. Such low values expected for the continuum emission would explain the lack of continuum counterparts for the majority of emission line candidates shown in Figure A. 1. In the case of MACSJ0416-EL03, we actually detect continuum at low significance; this 'enhanced' continuum is presumably within the dispersion of the estimate.
We can then estimate the depletion timescales over which the star-formation would use up the available molecular gas, t dep = M H2 /SFR. We find depletion times of t dep ∼ 0.1 Gyr and t dep ∼ 0.02 Gyr for A2744-EL01 and MACSJ0416-EL03 respectively. Alternatively, for the cluster galaxies A370-EL01 and AS1063-EL01, we find depletion times of t dep ∼ 0.9 Gyr and t dep ∼ 0.07 Gyr, respectively. For A370-EL01 we use a SFR = 4.6 M yr −1 and SFR = 28 M yr −1 for AS1063 (estimated from Hα observations, see below).
At z ∼ 2, starburst galaxies show depletion timescales in the range ∼ 0.01 − 0.1 Gyr, while main-sequence (MS) galaxies are expected to have ∼ 0.3 − 0.6 Gyr (Saintonge et al. 2013; Aravena et al. 2016a) . MACSJ0416-EL03 is in the middle of the range of depletion timescales for starburts galaxies, supporting the usage of α CO = 0.8 estimated for starburst-like DSFGs at z > 1. A2744-EL01 is in the top end of the depletion timescale range for starburst galaxies. If we use α CO = 3.6, as estimated for color selected galaxies at z ∼ 1.5 , we would obtain a molecular mass of M H2 ∼ 1.1 × 10 11 × α CO 3.6 R 81 0.39
1.9
µ M and a depletion time of t dep ∼ 0.6 Gyr, in the middle of the range for MS at z ∼ 2. We conclude that, assuming our correct identification of the emission line candidate, MACSJ0416-EL03 would correspond to a starburst galaxy while A2744-EL01 would be similar to a MS galaxy, both at z ∼ 2.
Likewise, for A370-EL01 and AS1063-EL01, the first galaxy shows a depletion time in the range of MS galaxies while the latter shows depletion times comparable to starburst galaxies. For the case of A370-EL01, even using α CO = 0.8 would give a depletion time near MS galaxies. Vulcani et al. (2016) presented Hα observations for several galaxies of the FFs, from which the host galaxy of A370-EL01 is classified as a galaxy undergoing a major merger, with highly concentrated Hα emission. The host galaxy of AS1063-EL01 is classified as a socalled 'jellyfish' galaxy with signs of ram pressure stripping, as the Hα emission is asymmetric, typical of jellyfish galaxies falling onto galaxy clusters. The gas in such galaxies appears partially stripped, with substantial Hα emission showing offset from the optical emission; in this case the offset is ∼ 1.1 kpc. It is important to note that the stripping direction is the same as the offset observed between the nuclear optical emission and the CO(3-2) emission detected by ALMA (see Fig. A.3) . It has been observed that the denser molecular gas is not perturbed as much as the atomic hydrogen gas in the infalling galaxies (Ebeling et al. 2014; Vollmer et al. 2001 ). Our observations would confirm this scenario, where the hydrogen gas has been almost completely removed but the denser molecular gas is still near the center. (Vulcani et al. 2016 ) also suggested a merger signature for AS1063-EL01, again supporting the starbursting phase observed.
Comparison with blind line scan surveys
We compare our results with those obtained in ASPECS in ALMA bands 3 + 6 . While the goal of our observations was to obtain a large area continuum image at 1.1 mm, ASPECS aimed to obtain spectral scan observations covering a large frequency coverage (212-272 GHz) over the smaller HUDF area (≈ 1.5 square arcminutes). In ASPECS, 11 emission lines are blindly detected, with the faintest emission line flux there being roughly equal to the faintest emission line discovered in this study, with ≈ 0.22 Jy km s −1 . The emission line detection rate in ASPECS is 0.13 ± 0.04 GHz −1 square arcmin −1 with the errors given by Poisson statistics. Applying the same restriction of P S /N ≤ 0.6 (eight sources) as for ASPECS, we obtain a detection rate of 0.05
square arcmin −1 in the ALMA-FFs. This substantially lower detection rate in the ALMA-FFs could be a product of the different observational design (continuum vs. line scan), cosmic variance or due to differences in how FDR is estimated. Only when we take the whole list of 26 lines candidates (assuming P S /N ≤ 0.99) do we obtain a detection rate of 0.15
square arcmin −1 , more in line with the ASPECS results, although not directly comparable.
Summary and conclusion
We have presented here an exhaustive emission line search through the band 6 ALMA observations of five Frontier Fields.
We searched for emission lines in the spectral cubes generated from the ALMA observations, recovering 26 emission line candidates with P S /N ≤ 0.99 (i.e., S /N>5.6). Two of these are considered secure based on their low probability of being produced by noise (P S /N ≤ 0.05). We also identified line candidates which are located in close proximity to galaxies detected in HST NIR images and estimate the probability of finding such separations by chance. From this, we identified nine reliable emission lines candidates that have a low probability (P = P S /N P sep ≤ 0.05) of being false based on their S /N and association to a NIR galaxy.
We used the HST photometry to estimate the photometric redshift of the counterpart galaxies and/or spectroscopic redshifts from the literature, allowing us to identify likely molecular line transitions for reliable line candidates. For six out of the nine line candidates, we find secure or tentative line transition identifications based on the redshift and observed line frequencies. For these, we further compared the observed line fluxes with those estimated from the observed SFRs and redshifts to weed out inconsistent identifications.
From the reliable CO lines identification, we estimate molecular gas masses for the counterpart galaxies in the range of M H2 = (0.2 − 2.4) × 10 10 M . These imply depletion times in the range ∼ 0.1 − 0.9 Gyr. Because of this, we conclude that A2744-EL01 and AS1063-EL01 have depletion times consistent with starburst galaxies, while MACSJ0416-EL03 and A370-EL01 are more consistent with main sequence galaxies. We also note that AS1063-EL01 is associated with a jellyfish galaxy that shows signatures of stripping by ram pressure, as traced by offset Hα. The direction and level of offset between the NIR continuum, Hα and CO(3-2) emission are consistent with the scenario where the less dense atomic hydrogen is stripped first/easier than the more dense molecular gas, as the CO emission arises from a region closer to the nucleus of the galaxy.
For the emission lines still considered as tentative, spectroscopic redshifts for the NIR galaxies could help reveal whether the lines are real and correspond to expected bright emission lines. Alternatively, confirmation of other molecular transitions would help constrain the identification possibilities.
We have shown that the combination of large area ALMA continuum observations and deep optical and NIR images can be successfully used to search for the detection of serendipitous emission lines. However, the narrow frequency coverage afforded by a single ALMA frequency setup clearly limits the detectability of secure bright emission lines to specific ranges of redshifts. Broader frequency coverage is required to assemble more complete samples, as well as improve the ability to confirm tentative line detections via the detection of multiple line transitions.
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