We consider supervised document classification where a semantic network is used to augment document features with their hypernyms. A novel document representation is introduced in which the contribution of the hypernyms to document similarity is determined by semantic network edge weights. We argue that the optimal edge weights are not a static property of the semantic network, but should rather be adapted to the given classification task. To determine the optimal weights, we introduce an efficient gradient descent method driven by the misclassifications of the k-nearest neighbor (k NN) classifier. The method iteratively adjusts the weights, increasing or decreasing the similarity of documents depending on their classes. We thoroughly evaluate the method using ten randomly chosen datasets and seven training set sizes on the problem of classifying PubMed documents indexed with the MeSH biomedical ontology. Using the k NN classifier, the method is shown to statistically significantly outperform the commonly used bag-of-words representation as well as the more advanced hypernym density representation (Scott & Matwin 98).
Introduction
Semantic networks have been shown to offer opportunities for improving the performance of both supervised and unsupervised machine learning methods in a variety of classification tasks. Several semantic similarity measures have been proposed and applied in particular to word sense disambiguation-type problems, where the similarity between each ambiguous word candidate and the context words can be used to choose between the candidates (see e.g. (Budanitsky & Hirst 01; Patwardhan et al. 03) for recent evaluations). Methods applying semantic networks to document classification, where the class labels are not themselves part of the semantic network have also been proposed, although they are not as widely studied. For instance, semantic networks have been used to augment the terms occurring in documents with their synonyms (Gomez-Hidalgo & deBuenaga Rodriguez 97) and hypernyms (Scott & Matwin 98; Bloehdorn & Hotho 04) , thus incorporating the information encoded in semantic networks on the level of features. Semantic networks have also been applied in modeling document similarity for a kernel-based document classification method (Basili et al. 05) .
The similarity of terms is typically presented as a static property that can be directly measured either from the semantic network (Leacock & Chodorow 98; Agirre & Rigau 96) , from external (unlabeled) data (Resnik 95), or using a combination of the two (Jiang & Conrath 97) . In this paper, we consider the special case of similarity through the hyponymy/hypernymy relation, which is the focus of most proposed measures of semantic relatedness.
We have previously argued that in supervised classification tasks the similarity of terms should be considered dependent on the task and data (Ginter et al. 04) . Simply put, terms commonly related to documents of the same class should be considered similar, while terms related to documents of different classes should be considered dissimilar to aid the classification method in distinguishing between the classes. To illustrate this idea, consider the fragment of a semantic network shown in Figure 1 . Common measures of semantic similarity would assign high relatedness to the terms astronaut and cosmonaut as they are immediate hyponyms of the same term, space traveller. In most classification tasks, considering astronaut and cosmonaut essentially synonymous terms would be appropriate. In a document representation, this can be naturally realized by considering the term space traveller to be highly relevant to documents containing either of its two hyponyms. However, we suggest that in a hypothetical document classification task where the goal is to distinguish between documents about American and Russian space efforts, space traveller should not be considered relevant to documents containing either astronaut or cosmonaut to avoid increasing the similarity between documents of different classes.
We now discuss some desirable properties for a datadependent semantic document representation and means of realizing them. We assume that each document has been assigned a set of direct terms from a semantic network (e.g. terms that are mentioned in the document, or relevant keywords that have been assigned to the document). The representation should then determine the relevance of each semantic network term for each document. It is natural to limit this measure of relevance between 0 and 1, and to assign the value 1 to each direct term. As illustrated by the astronaut/cosmonaut example, hypernyms of direct document terms are typically relevant and their relevance values should be allowed to vary in a datadependent fashion. We suggest that terms that are neither direct terms nor hypernyms of direct terms in a document are not relevant to that document and can be assigned the relevance value 0: for example, if astronaut is the only direct term, there is no reason to assume that either cosmonaut or air traveller are relevant. Finally, relevance should not increase with distance from the direct term: if, for example, astronaut is the only direct term, traveller should be considered at most as relevant as space traveller. This implies a representation where relevance propagates from direct terms to more general terms, decreasing according to the data-dependent strengths of connections between hyponyms and hypernyms.
We have previously introduced a data-driven method for determining hypernym relevance for document classification (Ginter et al. 04) , where relevance was limited to the two cases "fully relevant" and "irrelevant", achieving a modest yet statistically significant 0.9 percentage unit average performance increase from a 81.7% bag-of-words baseline (average precision measure). In this paper, we present a method that applies a finer-grained concept of relevance and shows a more substantial performance advantage.
Document representation
Let T be a finite set of possible terms that are organized in a semantic network according to the semantic relation of hyponymy. Let t, t ∈ T be terms. We denote by t ≺ t the relation when t is a hyponym of t. Further, t ≺ t denotes the relation when t is an immediate hyponym of t, that is, the relation encoded by the semantic network. Hyponymy (≺ ) is the transitive closure of immediate hyponymy (≺).
For example, we have astronaut ≺ space traveller , astronaut ≺ traveller , but astronaut ⊀ traveller . The immediate hyponymy relation between the terms in T is commonly represented as a directed graph, such as the graph in Figure 1 , with an edge from t to t whenever t ≺ t. Hyponymy (≺ ) is by definition an asymmetric relation, and the corresponding directed graph is thus acyclic.
We define a document representation that implements the intuitions discussed in Section 1. Let D be a set of documents and let d ∈ D be a document with the set of direct terms T (d) ⊆ T . As discussed previously, the document d is represented not only by the direct terms in T (d) but also by their hypernyms. The proposed document representation implements this property through the notion of activation a t (d) ∈ [0, 1] of a term t ∈ T with respect to the document d that represents the relevance of t to d. For any term t that belongs to T (d), a t (d) is by definition set to 1, the maximum possible activation value. The activation of any other term recursively depends on the activations of its immediate hyponyms so that the activation of hypernyms of direct terms typically results in a nonzero value. The activation of the remaining terms is zero by definition.
We say that a term t ∈ T is affected by a document
That is, t is affected by d if t is either a direct term of d or a hypernym of a direct term. The set of all terms affected by a document d is denoted Aff (d). Let us further define the base of a term t ∈ T with respect to a document d as the set of immediate hyponyms of t that are affected by d. Formally,
Unless t is a direct term, its activation is based on the activations of the terms in Base t (d). For each term t in the base of t, the contribution of t to the activation of t is controlled by a weight w t t that is associated with the relationship t ≺ t. By definition, 0 ≤ w t t ≤ 1 for all weights in the semantic network. The activation a t (d) is computed as the weighted sum of the activations of the terms in Base t (d). Thus,
where t k ∈ T , 1 ≤ k ≤ m, and m = |T |. Figure 2 illustrates the concepts introduced so far.
Note the following special cases of the document representation. If all weights in the network are set to 0, the document is represented by the set of its direct terms and the representation is thus equivalent to the common bag-of-words (BoW) representation-here we do not consider the case where duplicate terms occur. If all weights are set to 1, the document is represented by the set of its direct terms together with all their hypernyms, an intuitively plausible representation as well.
Weight update algorithm
In this section, we describe an algorithm that optimizes the semantic network weights in order to maximize the classification performance on a given document classification task. The algorithm thus implements the adaptive component of the proposed method. In short, the algorithm initializes all weights to 1 and then iteratively adjusts the weights until no more improvement in classification performance can be achieved. The algorithm implements the gradientdescent search strategy.
Document similarity and classification
We calculate the similarity between any two documents d i , d j ∈ D from their normalized activation vectors with the commonly used dot-product measure
The weight update algorithm is based on the knearest neighbor (k NN) classifier. Given a training set of documents D, a document similarity measure, and a document d to be classified, the k NN classifier computes a set N (d, k, D) ⊆ D of k documents most similar to d, also termed as the k-neighborhood. The document d does not itself belong to its k-neighborhood. The class assigned to d is the majority class among the documents in its k-neighborhood.
Weight update
The weight update algorithm implements the following intuition. As the documents are classified using the k NN classifier, a misclassification of a document d means that the majority of the documents in N (d, k, D) are of a different class than d. The misclassification could therefore be corrected by modifying the k-neighborhood so that it would contain a majority of documents with the same class as that of d. This can be achieved by adjusting the semantic network weights, and thus the document representation, so that the similarity between d and its k-neighbors with a different class decreases and the similarity between d and its k-neighbors with the same class increases. As there is only one, global set of weights, any change affects all the documents and therefore directly optimizing the similarity of d with its k-neighbors also indirectly affects the similarity of d with all other documents. Generally, documents with the same class are "pulled" towards d while documents with another class are "pushed" away from d. Naturally, this effect is strongest for the k-neighbors of d, whose similarity with d is optimized directly. As the other class k-neighbors are "pushed" away from d, they are replaced in the k-neighborhood by same class documents that are "pulled" towards d. Other variations of the general scheme are possible as well. For example, the k-neighborhoods could be optimized for all documents rather than only for those that were misclassified.
Let us consider two documents
The objective is to either increase or decrease sim(d i , d j ) by modifying the semantic network weights. Let us define the vector w of all weights in the semantic network in an arbitrary but fixed order
where n is the total number of weights. We then define the weight gradient ∇w(
Adding the gradient ∇w(d i , d j ) to the weight vector w leads to an increase of sim
. The formula to compute the partial
with respect to a weight w rs is fully specified jointly by Equations 5, 11, and 12 in Appendix A which also details the derivation leading to the formula.
A learning rate constant η ∈ R, η > 0, is introduced to control the magnitude of the weight adjustment by the gradient. The weight vector w is then updated according to the rule
The complete weight update algorithm is introduced in Algorithm 1. In each iteration, the weight adjustments δ∇w(d i , d j ) are summed into w over all the document pairs (d i , d j ) where d i was misclassified and d j belongs to its k-neighborhood. Subsequently, w , scaled by the learning rate η, is added to the weight vector w. Finally, each weight w k in w is clipped such that the constraint 0 ≤ w k ≤ 1 holds. The iteration is finished using some stopping criterion, for example the classification performance failing to increase, which signals that the algorithm has reached a local optimum.
w ←1 while not done:
classify di using D \ {di} as training set if misclassified di then:
Algorithm 1: Pseudocode of the weight update algorithm.
Implementation issues
An efficient implementation of the algorithm can be achieved through the following observation. Let us consider a weight w rs and a term t such that t is not a hypernym of s. From the definition of activation, it is clear that a t (d) is constant with respect to w rs and thus
∂ a t (d)
∂ wrs = 0. Consequently, when computing
, it is only necessary to evaluate Equation 12 for s and its hypernyms instead of all terms in T . The computation time of a single partial derivative
∂ wrs is thus constant with respect to |T |. It depends on the number of terms affected by d i and d j , which is typically several orders of magnitude smaller than |T |.
Combining this observation and an efficient computation of the partial derivatives based on a linear walk through the semantic network in topological order, we were able to implement the computation of w with the complexity O(cM ) with respect to the training set size M . Roughly, the constant c quadratically depends on the number of terms affected by the documents d i and d j and linearly depends on the k-neighborhood size.
Evaluation
In this section, we discuss the evaluation datasets, the experimental setup and the baseline methods.
Datasets
To evaluate the methods, a set of document classification tasks was required where the direct terms of documents belong to a semantic network. We consider datasets consisting of articles from the PubMed biomedical literature database 1 , where each article has been manually assigned a set of relevant terms from the MeSH ontology 2 . This approach allows us to evaluate the method using large datasets and the use of manually assigned direct terms to represent the documents avoids the potential sources of error related to automatic mapping to a semantic network.
The datasets were formed as follows: for each dataset, a journal was selected that contains at least 2000 MeSH-indexed articles with abstracts; here we use the 10 journals we selected randomly in (Ginter et al. 04). Then, for each of the 10 journals, we randomly selected 2000 articles that have appeared in the journal (as positives) and 2000 that have appeared elsewhere (as negatives). Each task is then a binary classification problem where the documents must be classified either as originating from the journal or not. Since the journals are usually focused on a subdomain, these classification problems model document classification by topic.
To determine the performance of the methods with respect to different training set sizes, we formed for each dataset seven different training sets, the largest consisting of 1000 positive and 1000 negative examples (the other 2000 being used for testing). Smaller training sets were formed by downsampling so that the size is repeatedly halved.
Methods and performance measurement
We evaluate the proposed document representation with and without the adaptive component. In the fixed representation, the semantic network weights are all set to one constant value w f ix , 0 ≤ w f ix ≤ 1, determined from the data. In the adaptive representation, the weights are computed using the algorithm introduced in Section 3, using a stopping criterion where iteration ends when the average performance increase on the training set over the last three rounds drops below 0.05%.
We compare the performance of the fixed and adaptive representations against two baselines, the commonly used bag-of-words (BoW) representation and a modification of the hypernym density (HD) representation (Scott & Matwin 98). In the BoW representation, each document is represented by its direct terms. In the HD representation, each document d i is represented by a multiset consisting of all direct terms of d i , together with their hypernyms up to a distance h from any of the direct terms. We modified the HD representation as follows. We found that in our case coercing the multiset into a set results in an improvement of performance, and thus we apply this step in our evaluation. Further, infrequent terms are not discarded. The HD normalization step is performed by the classifiers. Note that for h = 0 the HD representation is equivalent to the BoW representation, and for h = ∞ it is equivalent to the fixed representation with w f ix = 1.
The main evaluation was performed using the k NN classifier. In this evaluation, the parameters of the various methods-k for BoW, k, h for HD, k, w f ix for fixed, and k, η for adaptive-were selected separately in each fold by cross-validated grid search on the training set. To assess the applicability of the representations to other classification methods, we also performed a limited evaluation using Support Vector Machines (SVM), a state-of-the-art machine learning method (Vapnik 98). For this evaluation, only the SVM regularization parameter C was separately selected, while other parameters were set to their k NN optimum values.
We measure the performance of the various methods using average 5 × 2 cross-validated accuracy, reporting differences in accuracy as well as relative decreases in error rate to better estimate the performance of the methods with respect to different baselines. To assess the statistical significance of results for individual datasets, we use the robust 5 × 2 cross-validation test (Alpaydin 99). To assess the overall significance across all datasets, we use the standard two-tailed paired t-test.
Results and discussion
Results with k NN are given in Table 1 , and average differences are plotted in Figure 3 . Averages are also given in Table 2a .
As can be seen in Figure 3 , the adaptive method statistically significantly outperforms all others for all except the smallest training set size. For training set sizes 62 and larger, the adaptive method outperforms BoW by 5-6 percentage units, reflecting a relative decrease in error rate systematically over 20% and approaching 30% for large dataset sizes. The fixed and HD representations also perform well against BoW, both achieving a statistically significant increase in accuracy of 3-4 percentage units (12-20% relative decrease in error rate) for all but the smallest training set size. The differences between these two representations suggest a small (0.1-0.4 percentage unit) advantage to the HD representation, but this difference is largely not statistically significant. Against the fixed and HD representations, the adaptive method offers an accuracy increase between 1 and 3 percentage units, that is, a systematic relative decrease in error rate of 10-14% for all but the smallest training set size.
Further, the average absolute performance advantage of the adaptive method over the BoW baseline grows with increasing training set size from 31 to 250 examples, and falls thereafter. In contrast, in terms of relative decrease in error rate this performance advantage grows almost monotonically, indicating that the adaptive method works better given more data. As the documents were assigned on average only 10 Results averaged over all datasets. The number displayed by each difference denotes the number of individual datasets for which the difference was statistically significant (p < 0.05, 5×2cv test). Full circle, as opposed to empty circle, denotes the average difference over all ten datasets being statistically significant (p < 0.05, t-test).
MeSH terms and the MeSH ontology contains almost 23000 nodes, reliable optimization of the edge weights is expected to be difficult with very small training sets. Nevertheless, the adaptive method works remarkably well with as few as 62 training examples. We now present the results of the evaluation with SVM. The average SVM results over the ten datasets are given in Table 2b . The BoW baseline is again outperformed by the other three representations for all training set sizes, with relative decrease in error rate ranging between 12-18% for the fixed representation, 10-17% for the HD representation, and 6-13% for the adaptive method. These differences are statistically significant for all training set sizes for the fixed and HD representations and for training set sizes of 500 and larger for the adaptive method.
We observe that when applied to SVMs, the fixed and HD representations outperform the adaptive method. The difference is statistically significant for most training set sizes larger than 62, where the relative decrease in error rate over the adaptive method ranges between 2-9%. The SVM classification principle substantially differs from that of k NN. Clearly, the adaptive method does not optimize a criterion beneficial for SVM classification, and hence modification of the adaptive strategy is required to increase applicability to SVM classification. Nevertheless, as the fixed representation outperforms both the BoW and HD representations for larger training set sizes (the latter difference is mostly not statistically significant), the general strategy appears to apply well also to SVM.
Conclusions and future work
In this paper, we have developed the idea that semantic networks can be used to develop an adaptive document similarity measure. We have discussed desirable properties for such a measure and presented a document representation that implements these properties. Further, we have introduced a gradient descent-based algorithm driven by misclassifications that adapts the representation to data. We have evaluated the representation and the algorithm against the BoW, fixed and HD representations with ten randomly selected datasets from the PubMed biomedical literature database using MeSH 2005 terms as features.
Our results indicate that the proposed adaptive method can statistically significantly outperform the commonly used BoW representation and the more advanced HD representation as well as our new representation with fixed weights over a range of training set sizes from 62 to 2000, for which the relative decrease in error rate ranged between 20-30% against BoW and 10-14% against the fixed and HD representations.
A separate evaluation with Support Vector Machines indicated that while the semantic networkbased document representations give a statistically significant improvement over the BoW baseline and the proposed representation performs as well as the HD representation, the gradient descent component of the adaptive method, driven by k NN misclassifications, requires modification to apply beneficially to SVMs. A possible future direction would thus be to introduce the gradient descent algorithm into the SVM training phase, potentially leading to further performance improvements for the classifier.
We conclude that the proposed adaptive similarity measure can successfully determine term-document relevance in a data-dependent manner, increasing performance in supervised document classification tasks. As future work, several aspects of the proposed method can be studied, such as the setting of the initial weights, the learning rate, and the stopping criterion. An additional natural extension of the method is to consider relationships other than hyponymy as activation paths. Careful analysis of these and other properties may offer further opportunities for the use of semantic networks in document classification.
A Derivation of the formula for
This appendix details the derivation of the formula to compute the value of
. Starting from (4), the partial derivative is solved and the final formula is obtained jointly from Equations 5, 11, and 12.
where
In the following, we solve Q(d i , d j ); the formula for Q(d j , d i ) follows by symmetry.
Combining (7) and (8) yields
Substituting from (9) into (6) gives
Substituting t for u in the second term of (10) gives 
The value of
∂ wrs is computed recursively by (12). The recursion ends when t , t = (r, s). Substituting from (12) into (11) and subsequently from (11) into (5) completes the formula.
