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1 Introduction
Biometrics - recognition of persons based on how they look or behave, is the main subject of research at the
Chair of Biometric Pattern Recognition (BPR) of the Services, Cyber Security and Safety Group (SCS) of the
EEMCS Faculty at the University of Twente. Examples are finger print recognition, iris and face recognition.
A relatively new field is 3D face recognition based on the shape of the face rather that its appearance. This
paper presents a method for 3D face recognition developed at the Chair of Biometric Pattern Recognition
(BPR) of the Services, Cyber Security and Safety Group (SCS) of the EEMCS Faculty at the University
of Twente and published in 2011 [9]. The paper also shows that noteworthy performance gains can be
obtained by optimisation of an existing method, see also [11]. The method is based on registration to an
intrinsic coordinate system using the vertical symmetry plane of the head, the tip of the nose and the slope of
the nose bridge. For feature extraction and classification multiple regional PCA-LDA-likelihood ratio based
classifiers are fused using a fixed FAR voting strategy. We present solutions for correction of motion artifacts
in 3D scans, improved registration and improved training of the used PCA-LDA classifier using automatic
outlier removal. These result in a notable improvement of the recognition rates. The all vs all verification
rate for the FRGC v2 dataset jumps to 99.3% and the identification rate for the all vs first to 99.4%. Both
are to our knowledge the best results ever obtained for these benchmarks by a fairly large margin.
This paper is organised as follows. Section 2 presents the basic method (called FaceUT3D). In Section
3 motion correction and in Section 4 improved registration are described. Section 5 addresses classifier
optimisation, improved training and outlier removal. Section 6 contains experiments and results. Finally,
section 7 gives conclusions.
2 Basic FaceUT3D face recognition method
The FaceUT3D method consists of the following steps:
• Registration - in order to compare 3D facial surfaces, these have to be aligned. This process is called
registration
• Classifier - two aligned 3D facial surfaces are compared using a classifier that outputs a similarity
score
• Fusion of multiple region classifiers - the FaceUT3D recognition system uses many classifiers trained
for specific areas of the face
In the following subsections, the different steps are explained.
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2.1 3D face registration method
Our registration method does not map one point cloud to another as e.g. in Iterative Closest Point (ICP) based
methods, but transforms each point cloud to an intrinsic coordinate system. We use the vertical symmetry
plane of the face, tip of the nose and the slope of the bridge of the nose to define the intrinsic coordinate
system. These geometrical structures are stable under variation of facial expressions. To define an intrinsic
coordinate system, three angles and an origin must be determined, see Figure 1. The symmetry plane defines
two angles: θ ,φ . The nose tip defines the origin and the angle of the nose bridge defines the third angle: γ .
The intrinsic coordinate system is spanned by the vectors~u,~v and ~w. The v-axis is chosen such that the angle
with the nose bridge is pi6 rad. This will generally place faces in a frontal position.
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Figure 1: Left: the intrinsic coordinate system with u-, v- and w-axis of the 3D face is defined by its origin
in the tip of the nose and 3 rotation angles: φ , θ γ ; Right: definition of tilt using the nose bridge.
The symmetry plane is found by generating projections of the point cloud to range images of which the
image plane is perpendicular to a hypothesised symmetry plane and subtracting the mirrored range images.
The smallest difference corresponds to the most likely symmetry plane. A list of possible symmetry plane
candidates is kept and a simple nose template is used to select the best candidate, as the nose should be
divided in two by the symmetry plane. The symmetry plane is first estimated from a sub-sampled point
cloud to improve speed and subsequently improved using the full point cloud. In order to detect the nose
tip and the slope of the nose bridge a profile of the face is extracted by projecting all points of the point
cloud near the symmetry plane on the symmetry plane. A rough position of the nose was already available
from the symmetry plane estimation. The nose bridge is found by fitting a straight line to the profile in the
nose area. The tip of the nose is the intersection of this line and a vertical line through the point with largest
x-coordinate in the profile in the nose area (see Figure 1).
A range image is created by projecting all points in the point cloud to a plane perpendicular to the
symmetry plane. Post processing is performed using filtering to fill in holes and remove spikes.
2.2 PCA-LDA-likelihood ratio classifier
For comparison of the 3D range images, we use a classifier based on the likelihood ratio, but specifically
designed to perform a one-to-one classification. The likelihood ratio that two facial images X and Y are of
the same subject is defined as:
LR(same subj|X,Y) = p(X,Y|same subj)
p(X,Y|diff subj) , (1)
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Where the within subject probability p(X,Y|same subj) is the conditional probability of two images
X and Y given that they are of the same subject and the between subject probability p(X,Y|diff subj) is
the conditional probability given they are recordings of different subjects. If we assume that the within
distribution of all subjects is normal with the same within class covariance Cw, but with different means and
the total distribution of all facial images of all subjects is normally distributed with total covariance Ct and
mean µt , then a simple expression can be derived for the likelihood ratio. First a transformation is applied to
the images that shifts the data, decorrelates and scales the total distribution such that it becomes white and
simultaneously decorrelates the within distribution:
x = T(X−µt)
y = T(Y−µt) (2)
Obtaining the transformation T involves Principle Component Analysis (PCA) using Singular Value
Decomposition (SVD) of the total distribution. Also a dimensionality reduction is applied and only the p
largest singular values are retained. A second SVD is applied to the within class data to decorrelate the
within subject data. The l smallest singular values are retained that give the best discrimination between
subjects.
After this transformation, the total distribution of all facial images x and y of all subjects is normal with
mean zero and the identity matrix as covariance matrix and the within subject distribution is normal with
diagonal covariance matrix Σw. The dimensionality of x and y is l.
The resulting expression for the log of the likelihood ratio (LLR) becomes, see [12]:
LLR(same subj|x,y) ∝−(x−Py)TD(x−Py)+xTx, (3)
Where P = I− Σw and D = (Σw(2− Σw))−1 are diagonal matrices. In expression 3 constant terms
are ignored. Expression 3 deviates slightly from the standard expression for LDA based classifiers, where
instead of Py the class mean is used and D = Σ−1w . Since in a typical biometric case, only few reference
samples are available (often only a single one), the class means are not available and expression 3 is the
proper expression to use and gives better performance.
To test if two facial images are of the same subject, the log likelihood ratio is compared to a threshold.
If it is above the threshold, the two images are regarded as coming from the same subject. The threshold is
defined by the required operating point in terms of False Accept Rate (FAR) and False Rejection Rate (FRR)
and normally obtained using a test set of facial images. A high threshold results in a low FAR, but a high
FRR and vv. The FAR is an estimate for the probability that two images from different subjects are classified
as the same, while the FRR estimates the probability that two images of the same subject are classified as
different subjects.
2.3 Fusing multiple regions
We defined a set of 30 overlapping regions, see Figure 2, where the white area is included and the black area
is excluded. The regions were chosen in such a way that for different types of local variation they would
allow stable features for comparison. Examples of such regions are those that leave out the upper or the
lower part of the face because of variation in hair, caps etc. or variation in expression of the mouth.
For identification, we use majority voting of the rank 1 classification results of the individual classifiers.
The gallery image with the most votes is the rank 1 result of the fused classifier.
We developed a voting fusion approach for the verification scenario as well. First decision thresholds Ti
are determined for all region classifiers using a separate calibration dataset for a fixed FAR that is the same
for all region classifiers. To determine the fused score for the comparison of a probe to a reference image,
the scores LLRi for each region classifier i are compared to the threshold Ti of the region classifier and the
decisions are accumulated:
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Figure 2: Regions used for different classifiers.
V(same subj|x,y) =
=
all regions
∑
i
{
1, LLR(same subj|x,y)i > Ti
0, otherwise
(4)
The number of votes is the fused score and is compared to a threshold Tv to reach a decision:
D(same subj|x,y) =
{
1, V(same subj|x,y)> Tv
0, otherwise (5)
The threshold Tv must be determined using a second dataset and again is tuned for a specific FAR or
FRR which is not necessarily the same as the one used in obtaining the thresholds Ti of the individual region
classifiers. We call the FAR that is used to obtain the first set of thresholds Ti the projected FAR: pFAR. The
optimal setting for pFAR can be different from the FAR required for the fused classifier. We refer to this
voting approach as Fixed Far Vote Fusion (FFVF).
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3 Motion correction
One of the most common 3D scanners used for 3D face acquisition is the laser based scanner like the Minolta
Vivid 900/910 scanner used to acquire the FRGC v2 data. A disadvantage of these scanners is that they are
slow. If a subject moves during acquisition, motion artifacts occur. Examples of motion artifacts are shown
in Figure 3.
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Figure 3: FRGC images with motion artifacts
The motion artifacts are caused by the subjects moving their heads while scanning. Scanning takes
several seconds and normally takes place in vertical direction. This means that if the head moves, when
the top of the head is scanned the position of the head is in a slightly different position relative to when the
bottom of the head is scanned. This results in a plastic deformation and not a rigid transformation (rotations
and frontalisation are handled in the registration stage, see section 2.1).
Motions of the head in front of the scanner can be movements from left to right, mostly caused by moving
the balance from one leg to the other, from back to front and up and down. The latter movement is far less
frequent than the first two, because it requires the subject to rise, sit down or jump up and down. A quick
investigation showed that by far most of the motions are from left to right. Motion from left to right results
in the asymmetric, bent noses in Figure 3. This means the motion results in a deformation of the face which
cannot be corrected by registration, which only handles rigid transformations. Normally, it is very hard to
estimate motion from a single recording. However, because most faces are nearly symmetric, we came up
with a simple approach to correct for the left to right type of motion: if we assume the face is symmetric,
every horizontal line of a registered face should also be symmetric. If we force this symmetry around the
vertical centre line of the range image, the left-right motion will be compensated for. The motion correction
operates on the range image and consists of the following steps:
1. For every line y calculate a symmetry score sy(d) by shifting the line over d and subtracting the depths
on the left of the image from those of the right and accumulating the absolute value of the differences.
2. Average symmetry scores over a vertical range yr of a few pixels (or mm).
3. Select shifts with the best symmetry scores.
4. Improve the found horizontal shift to sub pixel accuracy using parabola fitting.
5. Shift each line of the range image with the resulting sub pixel accuracy shifts using linear interpolation.
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The resulting range images before and after motion compensation for the examples in Figure 3 are given
in Figure 4. Clearly, the motion compensation works well as all the noses are straight in the motion corrected
images.
Figure 4: Range images of 3D data from Figure 3 without (top) and with (bottom) motion correction. To see
the difference between the original and motion corrected range images, focus on the centre of the top of the
nose (between the eyes) and the tip of the nose. In the uncorrected images the latter is not straight below the
former, whereas in the corrected images it is. The maximum shift is 5 pixels or 7.5 mm
4 Fine registration
In the complete registration process, the estimation of the vertical symmetry plane is very reliable and ac-
curate, because it uses much of the available data. The estimation of the tip of the nose and the slope of
the bridge of the nose on the other hand, relies on far less data, namely the profile of the face around the
nose. This might result in a less reliable and less accurate estimate of these parameters. Because the PCA-
LDA-likelihood ratio-based feature extraction and matching processes are extremely fast (up to millions of
comparisons per second), it is possible to generate range images for a number of small variations of the reg-
istration parameters for a probe image and pick the one that gives the best score. Because the inaccuracies
in the registration parameters are mainly caused by the variation in the estimation of the vertical position of
the nose tip and the slope of the nose bridge, only 2 parameters need to be varied: v and γ in the intrinsic
coordinate system of Figure 1.
5 Classifier optimisation
5.1 Outlier removal
It is well known that PCA and LDA are sensitive to outliers in the training data. In LDA the class mean must
be estimated from a limited number of samples (often less than 10 samples per subject are available).
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We propose a new approach to outlier detection based on genuine likelihood ratio scores where the
choice of the threshold is determined by the performance of the classifier. The basic idea is to find candidate
outliers in the training set, remove those from the training set, then retrain the classifier and check if the
updated classifier performs better than the original.
The procedure operates on the individual region classifiers and not on the fused classifier. We assume
that initially a PCA-LDA-likelihood ratio classifier has been trained on a training set. Next from the training
set, the likelihood scores for all genuine comparisons (i.e. for all variations of 2 images A and B of the same
subject) are calculated. We reason that low scores are most likely caused by an outlier. Low scores are scores
that are below a certain threshold t. Initially, the threshold t is chosen such that a small set of genuine pairs
with low scores is selected (some 1-10 pairs). There are 3 possibilities for a genuine comparison of images
A and B: either A or B or both A and B cause the low score and are therefore possibly outliers. To determine
which is true, we compare images A and B with the other images of the same subject. If more than half of
the comparisons of image A (or B) with other images of the same subject result in low scores as well, A (or
B) is considered a candidate outlier. Next the candidate outliers are removed from the training set and the
classifier is retrained. If the retrained classifier performs better on a separate evaluation set than the original
classifier, the candidate outliers are considered as real outliers and removed permanently from the training
set. The whole procedure is repeated but now with a higher threshold t until the performance of the classifier
does not improve anymore.
6 Experiments and results
To evaluate the performance of biometric recognition systems, generally two metrics are used: identification
rate (IR) and verification rate (VR). Identification means finding the identity corresponding with a facial
image in a gallery of facial images with known identity. If the list contains N subjects, this means N com-
parisons have to be performed. The subject in the gallery that gives the highest comparison score is selected.
The IR gives the fraction of images for which the highest scoring subject is the correct one. The IR is also
called rank-1 score. Verification means a person claims an identity by providing a reference face image
(e.g. in a passport) and the identity is verified by comparing a live image with the reference image. If the
comparison score is above a certain threshold, then the verification is positive, else it is rejected. The VR is
the fraction of correct positive verifications. The VR is often measured at a certain False Accept Rate (FAR).
i.e. the fraction of false positive verifications (two images of different subjects result in a comparison score
above the threshold). Defining the FAR also fixes the threshold.
For Evaluation of 3D face recognition systems, a benchmark was defined in the so-called Face Recogn-
tion Grand Challenge (FRGC), see [7]. A database is made available consisting of 4007 3D images of 466
subjects with a resolution of 0.6 mm. Standard protocols are defined for evaluation which were followed
here. Identification and verification results are presented in the following sections.
6.1 Identification
For the identification experiment, the 4007 images of the FRGC v2 dataset are split into a gallery and a probe
set. The gallery set consists of the first image of each subject, resulting in a set of 466 images. Most of these
first images are neutral images, but not all of them. The remaining 3541 images are used as a probe set.
Table 1 shows for top-ranking methods the maximum rank-1 performance that was reported. Table 1
also shows the times required for identification of a single probe image to a gallery of 466 subjects from
the FRGC v2 data. Identification takes in this case 1 registration/preprocessing of the probe image and 466
comparisons. Our approach gives the highest rank-1 performance and is the fastest method as well.
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Method Total time [sec] rank-1 score
Queirolo [8] 1864 98.4%
Faltemier [4] 1312 97.2%
Al-Osaimi [2] 50.6 96.5%
Kakadiaris [6] 15.5 97.0%
Alyu¨z [3] 131 97.5%
Wang [10] 3.2 98.3%
Spreeuwers [9] 2.5 99.0%
Spreeuwers 2014 0.6 99.4%
Table 1: Rank-1 scores and estimated times for identification of a single probe using a gallery of 466 subjects
of the FRGC v2 data.
6.2 Verification
According to the FRGC protocol, the verification rate (VR) at FAR=0.1% is reported for 3 different masks
of the data: mask I (within semester recordings), mask II (within year recordings) and mask III (between
semester recordings). The results of the verification experiments are shown in Table 2. As can be observed,
the optimised version of our method again performs best: 99.3% for the all vs all as well as for mask I-III.
The margin to the second best score is in this case also nearly a full 1%.
verification rate @ FAR=0.1%
mask mask mask all vs
Method I II III all
Kakadiaris [6] 97.2 97.1 97.0
Faltemier [4] 94.8 93.2
Alyu¨z [3] 85.8 86.0 86.1
Al-Osaimi [2] 94.6 94.1 94.1
Queirolo [8] 96.6 96.5
Wang [10] 98.0 98.0 98.0 98.1
Spreeuwers [9] 94.6 94.6 94.6 94.6
Inan [5] 98.3 98.4
Spreeuwers (2014) 99.3 99.3 99.3 99.3
Table 2: Comparison of verification rates at FAR=0.1% on FRGC v2 data to top performing 3D face recog-
nition methods
7 Conclusions
We developed a fully automatic 3D face recognition approach which registers 3D point clouds to an intrinsic
coordinate system defined by the vertical symmetry plane through the nose, the slope of the nose and the
tip of the nose and determines a similarity score by fusion of many region PCA-LDA-likelihood ratio based
classifiers, using voting. We present a number of optimisations to this method: first we describe motion com-
pensation, based on the symmetry of the face. Next we present fine registration by calculating range images
for a number of small variations to the registration parameters and selecting the one that gives the high-
est score. We also introduce an automatic outlier removal approach, which further improves classification
performance and trained the region classifiers using more and better quality data.
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We present standard benchmark results on the FRGC v2 dataset consisting of 466 subjects and a total of
4007 images. For the all vs all verification test, we obtained 99.3% verification rate at FAR=0.1%, almost a
full 1% higher than any earlier published results. For the rank-1 identification performance in the all vs first
test, we obtained a recognition rate of 99.4%, again a full 1% higher than the competition.
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