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Abstract
Using a global symbol calculus for pseudodifferential operators on tori,
we build a canonical trace on classical pseudodifferential operators on non-
commutative tori in terms of a canonical discrete sum on the underlying
toroidal symbols. We characterise the canonical trace on operators on the
noncommutative torus as well as its underlying canonical discrete sum on
symbols of fixed (resp. any) non–integer order. On the grounds of this
uniqueness result, we prove that in the commutative setup, this canonical
trace on the noncommutative torus reduces to Kontsevich and Vishik’s
canonical trace which is thereby identified with a discrete sum. A similar
characterisation for the noncommutative residue on noncommutative tori
as the unique trace which vanishes on trace–class operators generalises
Fathizadeh and Wong’s characterisation in so far as it includes the case
of operators of fixed integer order.
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1 Introduction
Pseudodifferential operators on smooth manifolds are treated locally: to a lo-
cal chart, one can associate a symbol of a given pseudodifferential operator as a
smooth map on an open subset of Rn. Only the local structure of Rn is used and
there is no global notion of symbol of a pseudodifferential operator. This ap-
proach is natural for general smooth manifolds where one can hardly avoid local
coordinates to extract geometrical information. However, on manifolds carrying
more symmetries (Lie groups, homogeneous spaces) one can use this extra data
to develop a richer, and global notion of symbol calculus of pseudodifferential
operators [RT4, NR].
In 1979, Agranovich [A1] introduced such a calculus for pseudodifferential
operators on the circle S1, using Fourier series, and launched the notion of pe-
riodic symbol of pseudodifferential operators on the torus Tn. The general idea
for the periodic quantisation on the torus can be summarized in the following
way. If a ∈ C∞(Tn), then one defines the discrete Fourier transform of a as a
function on the lattice Zn (the Pontryagin dual of Tn)
FTn(a)(k) :=
∫
Tn
e−2πix·ka(x)dx.
One then discretises the problem by using this Fourier transform instead of
the Euclidean one in the very definition of a pseudodifferential operator on the
torus. More precisely, the quantisation map is defined as
Op(σ) : a 7→
∑
k∈Zn
ek σ(k)FTn(a)(k)
where ek(x) := e
2πix·k. Operators of this type were called periodic pseudodif-
ferential operators. It turns out, and it is non–trivial, that periodic pseudod-
ifferential operators actually coincide with pseudodifferential operators on the
torus seen as a closed manifold [A2, M, McL, TV]. What is actually new here,
compared to the classical pseudodifferential calculus, is the possibility to in-
vert the quantisation map, as it is injective, which leads to a global (periodic)
symbol calculus of pseudodifferential operators on the torus. Namely, if A is a
pseudodifferential operator, then the (global) symbol of A is
σA : Z
n → C∞(Tn) , k 7→ A(ek)e−k .
Naturally, symbols on the torus are not maps from Rn to C∞(Tn) (in contrast
to the Euclidean case), but are actually defined on the Pontryagin dual Zn of the
torus. This discretization of the notion of symbol, which itself comes from the
compactness of the torus as an abelian Lie group, calls for discrete–type analytic
tools (finite difference operators, finite difference Leibniz formulae, etc.), which
differ from the ones used in the global calculus on the Euclidean space Rn (see
[NR]).
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The Lie group structure of the torus allows to apply harmonic analysis tech-
niques directly to the pseudodifferential calculus. Such techniques used in the
case of a torus, as well as extensions to other Lie groups (SU(2) for example)
have been further investigated by Ruzhansky and Turunen in [RT1, RT2, RT3,
RT4, T]. Aside from its elegance, the global calculus approach is useful for it has
applications in hyperbolic partial differential equations, global hypoellipticity,
L2-boundedness, and numerical analysis (see [RT4] and references therein).
The goal of this article is to investigate traces on the global pseudodifferential
calculus in the situation where the underlying manifold is now a noncommuta-
tive geometrical object, namely the noncommutative torus.
Connes’ definition of noncommutative (compact, spin) manifold is based on
the notion of spectral triple [C2]. If (A,H, D) is a spectral triple, A plays the
role of the coordinate algebra (of smooth functions on the manifold), H is the
Hilbert space of spinors, and D is the (abstract) Dirac operator acting on H.
The idea is that the algebra A is not necessarily commutative. There are many
examples of noncommutative spaces, and the noncommutative torus, described
by the Fre´chet algebra Aθ, where θ is the deformation matrix, is probably the
most simple one, as well as possibly the most commonly used in noncommutative
quantum field theory.
In 1980, Connes [C1] defined a pseudodifferential calculus on the noncom-
mutative torus, in the more general setting of C∗–dynamical systems (see also
[B1, B2]). The symbols of this calculus are maps from Rn into the algebra Aθ.
This calculus was used in [CT] and [FK1] to give a noncommutative version
of the Gauss–Bonnet theorem, and more recently for the computation of the
(noncommutative equivalent of the) scalar curvature [CM, FK2, FK3]. In [FW]
the notion of a noncommutative residue on classical pseudodifferential operators
on the noncommutative two–torus was introduced, and it was proved that up
to a constant multiple, it is the unique continuous trace on the algebra of such
operators modulo infinitely smoothing operators.
However, since symbols are here defined on the whole space Rn, the quan-
tisation map is not injective as such. In order to recover a (global) symbol
map, fully exploit techniques available on the space of symbols and construct
non–singular traces, we modify the definition of symbols as in the commutative
case. We define symbols as maps from the Pontryagin dual of Tn, namely the
standard lattice Zn, into the algebra Aθ of the noncommutative torus. Follow-
ing the terminology of Ruzhansky and Turunen we call symbols on Zn toroidal
symbols and their corresponding operators toroidal operators.
We use this global symbol calculus to construct and characterise the (non-
commutative equivalent) of the canonical trace. Recall that on a closed smooth
manifold the canonical trace is (up to a multiplicative factor) the unique linear
extension of the ordinary trace to non trace–class classical pseudodifferential
operators of non–integer order [MSS] which vanishes on brackets in that class.
On classical pseudodifferential operators of fixed non–integer order, a trace is a
linear combination of the canonical trace and a singular trace called the leading
symbol trace [LN-J]. On the one hand, non–integer order operators build a class
of operators on which the noncommutative residue vanishes but on the other
hand, the canonical trace does not extend as a linear form to the algebra of
integer order operators where the residue becomes a relevant linear form. This
dichotomy between the residue and the canonical trace was clarified in one of
the authors’ thesis work [N-J] followed by [LN-J] and carries out to the non-
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commutative setup as it shall become clear from our main classification result
Theorem 6.6. In contrast with the canonical trace of Kontsevich and Vishik
which is built from an integral of the symbol of a pseudodifferential operator
on a closed manifold, our canonical trace on noncommutative tori is built from
a discrete sum involving the symbol of a toroidal pseudodifferential operator.
In the commutative setup, this global symbolic approach nevertheless leads to
Kontsevich and Vishik’s canonical trace on ordinary tori seen as closed man-
ifolds. Our results actually offer a generalisation of uniqueness results both
from the commutative setup to the noncommutative setup and from the con-
tinuous to the toroidal setup. These characterisations are nevertheless derived
under the assumption that the linear forms be either exotic (Definition 5.1) or
ℓ1–continuous (Definition 5.5), two assumptions that can probably be circum-
vented although they seem to be needed in our approach. In their classification
of traces on the noncommutative two–torus which easily generalises to higher
dimensional tori, Fathizadeh and Wong [FW] required that the trace be singular
and continuous instead of exotic.
This paper is organised as follows. After some preliminaries on the noncom-
mutative torus in Section 2, we extend in Section 3 the global pseudodifferential
calculus on the ordinary torus [RT1] to noncommutative tori. This calculus
has the remarkable feature that unlike the usual pseudodifferential calculus on
closed manifolds, the quantisation map sets up a one to one correspondence be-
tween symbols and operators (Proposition 3.11). Via this bijection, the compo-
sition product on noncommutative toroidal pseudodifferential operators yields a
star–product (10) on noncommutative toroidal symbols, just as the Weyl–Moyal
product can be derived from the global Weyl quantisation map on Rn.
We show (Theorem 3.12) that noncommutative toroidal pseudodifferential
operators equipped with the composition of operators, build an algebra. Known
regularity properties of pseudodifferential operators on compact manifolds gen-
eralise to toroidal pseudodifferential operators (Theorem 3.15). In Section 4 we
use smooth extensions of discrete symbols, a notion already introduced in the
commutative setup [RT1, RT4]. This allows to define the notion of extension
map (Definition 4.1) which associates to any discrete symbol σ a smooth ex-
tension of σ. Extension maps provide a way us to transfer known concepts for
symbols on Rn to noncommutative toroidal symbols such as quasihomogeneity
(Proposition 4.7) and polyhomogeneity. In particular, we consider the subspace
of noncommutative toroidal classical symbols (Definition 4.8) and subclasses
of that algebra such as the class of non–integer order classical noncommutative
toroidal symbols and that of fixed order. We furthermore relate the star–product
on toroidal symbols to the star–product on their extensions (Theorem 4.13), a
relation which is useful to prove traciality in the toroidal setup.
Using an extension map, in Section 5 we build a canonical discrete sum on
noncommutative toroidal non–integer order classical symbols from its integral
counterpart on non–integer order classical symbols on Rn. Since traciality of
linear maps on toroidal symbols implies Zn–translation invariance (Lemma 5.9),
we derive the characterisation of traces from that of Zn–translation invariant
linear forms on toroidal symbols. The corresponding uniqueness results (The-
orems 5.17 and 5.19) are new to our knowledge and interesting in their own
right. The characterisation of Zn–translation invariant linear forms on toroidal
symbols is in turn derived via an extension map from the characterisation of Zn–
translation invariant linear forms on symbols on Rn (Proposition 5.15) already
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investigated in [P2, Proposition 5.40].
Section 6 presents our main result (Theorem 6.6), namely the characterisa-
tion of the canonical discrete sum (resp. the noncommutative residue) on non-
commutative toroidal non–integer (resp. integer) order classical symbols and of
the corresponding canonical trace (resp. noncommutative residue) on noncom-
mutative toroidal non–integer (resp. integer) order classical pseudodifferential
operators. Along with these results we provide refined characterisations on sym-
bols and operators of fixed order similar to the ones derived in [N-J] and [LN-J].
The commutative counterpart of Theorem 6.6 stated in Corollary 6.8 yields
a characterisation of traces on toroidal symbols of fixed order. It also yields
back known characterisations of the noncommutative residue [W1, W2] and the
canonical trace [KV, LN-J, MSS, N-J] on certain classes of pseudodifferential
operators on the torus seen as a particular closed manifold. In particular, this
uniqueness result provides an alternative description of the canonical trace on
tori in terms of a canonical discrete sum already investigated from another point
of view in [P2].
The strategy that we follow for the proof of Theorem 6.6 is based on several
steps. First, we observe that the classification on the operator level is a direct
consequence of the one on the symbol level since the quantisation map is an al-
gebraic and topological isomorphism between noncommutative toroidal symbols
and operators (Proposition 3.11 and (12)). In Section 5.2 we show that traces
on noncommutative toroidal symbol spaces are closed and Zn–translation in-
variant (Lemma 5.9). This way we can reduce the problem to a (commutative)
classification of Zn–translation invariant linear forms on subsets of ordinary
toroidal symbols. This classification described in Section 5.3 is interesting for
its own sake and relies on an extension procedure from toroidal symbols to
symbols on Rn combined with a classification of Zn–translation invariant linear
forms on symbols on Rn (Theorem 5.17 and Theorem 5.19). This yields the
(projective) uniqueness part of the theorem: any exotic trace on the algebra of
integer order noncommutative toroidal classical symbols is proportional to the
noncommutative residue whereas a trace on non–integer order noncommutative
toroidal classical symbols which is continuous on L1–symbols is proportional to
the canonical sum. In the final step we check the tracial properties for these
linear forms (Propositions 6.2 and 6.3).
To have a characterisation of the canonical trace on the noncommutative
torus is fundamental since the canonical trace provides a building block to con-
struct a holomorphic calculus on pseudodifferential operators on the noncom-
mutative torus. Among other things, such a calculus yields back the residue
as a complex residue. In a forthcoming paper, we shall extend to this non-
commutative setup known properties of traces of holomorphic families and the
corresponding defect formulae [PS].
2 Preliminaries on the noncommutative torus
Let θ be an n× n antisymmetric real matrix. Let Aθ denote the twisted group
C∗–algebra C∗(Zn, c) where c is the following 2–cocycle for the abelian group
Zn:
c(k, l) = e−πi 〈k,θl〉 , k, l ∈ Zn .
Recall that C∗(Zn, c) is the enveloping C∗-algebra of the Banach convolution
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algebra L1(Zn, c). Any element a of L1(Zn, c) can be uniquely decomposed as a
convergent series a =
∑
k∈Zn akUk where the (Uk) are the Weyl elements, and
ak ∈ C for all k ∈ Zn. The Weyl elements are unitaries in Aθ that satisfy U0 = 1
and
UkUl = c(k, l)Uk+l. (1)
Note that c(k, l) c(l, k) = 1 so that
UkUl =
c(k, l)
c(l, k)
UlUk = e
−2πi 〈k,θl〉UlUk.
Thus when θ has integer entries, the Weyl elements commute. In this case
Uk = e
iπ
∑
l<m klθlmkmek, where ek(x) := e
2πix·k is the k–th phase function
[G-BVF, Section 12.2].
We define for all a ∈ L1(Zn, c),
t(a) := a0 (2)
and extend (by norm continuity) t as a (normalized) trace on Aθ.
When n = 2 and θ =
(
0 θ0
−θ0 0
)
where θ0 /∈ Q, t is the unique normalized trace
on Aθ [C3, Corollary 50]. For general n the trace t on Aθ is unique, whenever
θ satisfies some appropriate condition (see for instance [G-BVF, Prop. 12.11]).
Let Aθ denote the involutive subalgebra of L1(Zn, c) consisting of series of
the form
∑
k akUk where (ak) ∈ S(Zn), the vector space of sequences (ak) that
decay faster than the inverse of any polynomial in k. We fix the following inner
product on Aθ:
〈a, b〉 := t(ab∗) ∀ a, b ∈ Aθ .
Let H be the GNS Hilbert space corresponding to the previous inner product.
The associated GNS representation π yields an n–dimensional regular spectral
triple which is the noncommutative n–torus with deformation matrix θ:
(Aθ,H⊗ C2
[n/2]
,D := δj ⊗ γj)
where Aθ acts as π(a) ⊗ Id on H⊗ C2[n/2] and where for all j ∈ { 1, · · · , n }, δj
is the derivation on Aθ given by
δj
(∑
k∈Zn
akUk
)
:=
∑
k∈Zn
akkjUk , (3)
considered as a densely defined operator in H. The γj , j ∈ { 1, · · · , n }, stand
for the Dirac matrices. The fact that t ◦ δj = 0 (on Aθ) for all j ∈ { 1, · · · , n }
will play an important role in the following.
The algebra Aθ can also be seen as the smooth elements of Aθ, for the
continuous action of the torus Tn on Aθ defined on the unitaries (Uk)k by
αs(Uk) := e
2πi s· kUk, where s ∈ Rn. The infinitesimal generators of this action
are precisely the derivations (2πiδj)j . Using these derivations, we equip Aθ with
a structure of Fre´chet ∗–algebra where the topology is given by the following
seminorms:
pα(a) := ‖δα(a)‖ , α ∈ Nn,
where δα := δα11 · · · δαnn , and ‖·‖ is the norm associated to the scalar product
〈·, ·〉. Let ∆ denote the operator ∑j δ2j on Aθ. We will also use the notation
〈ξ〉 :=
√
|ξ|2 + 1 for all ξ ∈ Rn.
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Remark 2.1. When θ has integer entries, Aθ = A0 is isomorphic to the (com-
mutative) algebra (under pointwise multiplication) of smooth functions on the
(commutative) torus A := C∞(Tn).
Lemma 2.2. The seminorms qN (N ∈ N), given by qN (a) := supk∈Zn〈k〉N |ak|
for all a =
∑
k akUk ∈ Aθ, corresponding to S(Zn), yield the same topology as
the seminorms pα.
Proof. Let α ∈ Nn and a ∈ Aθ. We have pα(a) ≤
∑
k∈Zn |ak|〈k〉|α|, which
implies the estimate
pα(a) ≤
(∑
k∈Zn
〈k〉−n−1
)
q|α|+n+1(a) .
Let N ∈ N. Since 〈(1 +∆)N (a), Uk〉 = 〈k〉2Nak, we get
qN (a) ≤ q2N (a) ≤
∥∥(1 +∆)N(a)∥∥ ,
so the result follows.
Definition 2.3. Let j ∈ { 1, · · · , n } and B be a given algebra. The forward
difference operator ∆j is the linear map B
Z
n → BZn defined by
∆j(σ)(k) := σ(k + ej)− σ(k) (4)
where (ej)1≤j≤n is the canonical basis of R
n.
If α ∈ Nn, we set ∆α := ∆α11 · · ·∆αnn , which is also denoted by ∆αk to specify
the relevant variable.
Remark 2.4. It is a feature of the calculus of finite differences that ∆j is not a
derivation of the algebra (with pointwise product) BZ
n
. Indeed, if σ, τ ∈ BZn ,
then ∆j(στ) = ∆j(σ)Tej (τ) + σ∆j(τ), where Tl(τ) := τ(· + l). However, there
is a Leibniz formula adapted to this calculus (see [RT4, Lemma 3.3.6], the proof
extends directly to functions valued in arbitrary algebras): if σ, τ ∈ BZn , then
∆α(στ) =
∑
β≤α
(
α
β
)
∆β(σ)Tβ∆
α−β(τ) . (5)
For σ : Zn → Aθ, and l ∈ Zn, let σl denote the map from Zn into C given
by σl(k) := (σ(k))l. Hence, for any k ∈ Zn, σ(k) =
∑
l σl(k)Ul.
3 Toroidal symbols and associated operators
3.1 Toroidal symbols
Definition 3.1. Let B be a Fre´chet algebra with a given family of seminorms
(pi)i∈I . A function σ : Z
n → B is a (discrete) toroidal symbol of order m ∈ R
on B, if for all (i, β) ∈ I × Nn, there is a constant Ci,β ∈ R, such that for all
k ∈ Zn,
pi(∆
βσ(k)) ≤ Ci,β〈k〉m−|β| . (6)
The space of all discrete symbols of orderm on B is denoted by SmB (Zn). We de-
fine similarly the space of (smooth) toroidal symbols SmB (R
n) on B by supposing
σ ∈ C∞(Rn,B), and replacing ∆β by the usual operator ∂βξ :
pi(∂
β
ξ σ(ξ)) ≤ Ci,β〈ξ〉m−|β| , ∀ξ ∈ Rn.
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Remark 3.2. In the following we shall mainly be concerned with the following
symbol spaces: SmAθ (Z
n), SmAθ (R
n), Sm
C
(Zn) and Sm
C
(Rn).
Remark that we have C∞(Rn, C∞(Tn)) ≃ C∞(Rn×Tn), so that SmA (Rn) is
the usual symbol space on the commutative torus (see Remark 2.1). Similarly,
Sm
C
(Rn) is the usual space of symbols that are independent of the variable x on
the commutative torus.
Example 3.3. If j ∈ { 1, · · · , n }, the map k 7→ kjU0 is a symbol in S1Aθ (Zn).
Moreover, any element of Aθ can be seen as a symbol in S0Aθ (Zn), through the
injection Aθ → S0Aθ (Zn), a 7→ (k 7→ a).
By the discrete Leibniz formula (5), the space of all symbols on Aθ, de-
noted by SAθ (Z
n) := ∪m∈RSmAθ (Zn), is an R–graded algebra under pointwise
multiplication. The ideal of smoothing symbols is S−∞Aθ (Z
n) := ∩m∈RSmAθ (Zn).
The space SmAθ (Z
n) is a Fre´chet space for the seminorms
p
(m)
α,β (σ) := sup
k∈Zn
〈k〉−m+|β|pα(∆βσ(k)) . (7)
Lemma 3.4. (i) Let a ∈ Aθ and σ ∈ SmAθ (Zn). Then
Opθ(σ)(a) :=
∑
k∈Zn
ak σ(k)Uk
is absolutely summable in Aθ.
(ii) If σ ∈ SmAθ (Zn), the linear operator Opθ(σ) : a 7→ Opθ(σ)(a) is continu-
ous from Aθ into itself.
(iii) If a ∈ Aθ, the linear operator Opθ(·)(a) : σ 7→ Opθ(σ)(a) is continuous
from SmAθ (Z
n) into Aθ.
Proof. Let α ∈ Nn. The Leibniz formula
δα (ak σ(k)Uk) =
∑
γ+γ′=α
(
α
γ
)
δγ(σ(k)) δγ
′
(akUk)
combined with (6) yields the existence of a constant Cα > 0 such that for all
k ∈ Zn,
pα(ak σ(k)Uk) ≤ Cα|ak|〈k〉|α|+m
∑
γ≤α
p
(m)
γ,0 (σ) .
As a consequence, we obtain for all k ∈ Zn:
pα(ak σ(k)Uk) ≤ Cα〈k〉−n−1qN (a)
∑
γ≤α
p
(m)
γ,0 (σ) (8)
where N ≥ |α| +m+ n+ 1. This yields (i) and (iii), and (ii) follows from (8)
and Lemma 2.2.
We have the following relation between discrete and smooth symbols:
Lemma 3.5. Let B be either Aθ or C. The restriction map r : BRn → BZn,
σ 7→ σ|Zn maps SmB (Rn) into SmB (Zn) for all m ∈ R. In particular, it sends
smoothing symbols to smoothing discrete symbols.
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Proof. The proof is similar to the proof of the “if” part of [RT4, Theorem
4.5.2].
There is also a relation between symbols with values in Aθ and complex
valued symbols:
Lemma 3.6. Let σ ∈ SmAθ (Rn). Then for any l ∈ Zn, the function σl defined
by ξ 7→ t(σ(ξ)U−l) belongs to SmC (Rn). Moreover, for any β ∈ Nn and N ∈ N,
there is a constant Cβ,N > 0 such that for all ξ ∈ Rn
|∂βξ σl(ξ)| ≤ Cβ,N〈ξ〉m−|β|〈l〉−N .
The same properties hold for discrete symbols, replacing ∂βξ by difference oper-
ators.
Proof. Let N ∈ N, β ∈ Nn, and σ ∈ SmAθ (Rn). From 〈δj(a), b〉 = 〈a, δj(b)〉 for
all a, b ∈ Aθ, and j ∈ { 1, · · · , n }, we deduce that for all a ∈ Aθ, and l ∈ Zn,
〈a, Ul〉 = 〈l〉−2N
∑
|µ|≤2N cµ,N 〈δµ(a), Ul〉 where the cµ,N are positive coefficients
such that 〈l〉2N = ∑|µ|≤2N cµ,N lµ for all l ∈ Zn. This yields the following
estimate for all ξ ∈ Rn:
|∂βξ σl(ξ)| = |〈∂βξ σ(ξ), Ul〉| ≤ 〈l〉−2N
∑
|µ|≤2N
cµ,N
∥∥∥δµ(∂βξ σ(ξ))∥∥∥
≤ Cβ,N 〈ξ〉m−|β|〈l〉−2N
where Cβ,N :=
∑
|µ|≤2N cµ,Np
(m)
µ,β (σ). The case of discrete symbols is similar.
Let σ ∈ SAθ (Zn) and σ[j] ∈ SmjAθ (Zn) for j ∈ N where mj ∈ R, mj > mj+1,
and limj→∞mj = −∞. As in the commutative toroidal calculus, the notation
σ ∼∑∞j=0 σ[j] means that σ −∑Nj=0 σ[j] ∈ SmN+1Aθ (Zn) for all N ∈ N.
If σ, τ ∈ SmAθ (Zn), the notation σ ∼ τ means that σ − τ ∈ S−∞Aθ (Zn).
We extend the previous notations to the case of smooth symbols on the
noncommutative torus, i.e. when σ, τ , σ[j] belong to SAθ (R
n).
As in the commutative toroidal calculus, it is possible to build symbols from
asymptotics:
Lemma 3.7. Let B be either Aθ or C. If σ[j] ∈ SmjB (Zn) (resp. SmjB (Rn)) for
j ∈ N where mj ∈ R, mj > mj+1, and limj→∞mj = −∞, then there exists
σ ∈ Sm0B (Zn) (resp. Sm0B (Rn)) such that σ ∼
∑∞
j=0 σ[j].
Proof. For the case of smooth symbols, the proof is similar to the standard
(commutative) case of symbols on Rn, and for the case of discrete symbols, the
proof is similar to [RT4, Theorem 4.1.1].
Definition 3.8. We define t¯ as a continuous linear map t¯ : SmAθ (Z
n)→ Sm
C
(Zn)
given by
t¯(σ) : k 7→ t(σ(k)) = σ0(k) ,
where t is the trace defined in (2). This map is compatible with the natural
injection ιθ : S
m
C
(Zn)→ SmAθ (Zn) defined by
ιθ(τ) : k 7→ τ(k)U0
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in the sense that t¯ ◦ ιθ = IdSm
C
(Zn).
We define similarly the pointwise trace on smooth symbols (i.e. from SmAθ (R
n)
to Sm
C
(Rn)), still denoted by t, and the natural injection from complex valued
smooth symbols Sm
C
(Rn) to Aθ–valued smooth symbols SmAθ (Rn) is still denoted
by ιθ.
3.2 Toroidal pseudodifferential operators
Definition 3.9. A toroidal pseudodifferential operator of order m is a continu-
ous linear operator Aθ → Aθ of the form Opθ(σ) for a symbol σ ∈ SmAθ (Zn). We
denote by Ψmθ (T
n) := Opθ(S
m
Aθ
(Zn)) the space of pseudodifferential operators
of orderm, and we further set Ψθ(T
n) := ∪mΨmθ (Tn), Ψ−∞θ (Tn) := ∩mΨmθ (Tn).
Remark 3.10. The space Ψm0 (T
n) := Op0(S
m
A (Z
n)) is the standard space
Ψm(Tn) of pseudodifferential operators on the commutative torus [RT4, Theo-
rem 5.4.1] (see Remark 3.2).
One of the features of the toroidal calculus (as well as other global calculi)
is the one to one correspondence between pseudodifferential operators and sym-
bols. This feature also holds in the noncommutative setting:
Proposition 3.11. (i) The quantisation map Opθ : S
m
Aθ
(Zn) → Ψmθ (Tn) is a
bijection.
(ii) The inverse (dequantisation) map Op−1θ satisfies for all A ∈ Ψmθ (Tn)
and k ∈ Zn,
Op−1θ (A)(k) = A(Uk)U−k . (9)
Proof. (i) The linear map Opθ is surjective by definition. If Opθ(σ) = 0, then in
particular Opθ(σ)(Uk) = σ(k)Uk = 0 for all k ∈ Zn. This implies that σ(k) = 0
for all k ∈ Zn, and so σ = 0.
(ii) One easily checks that Opθ Op
−1
θ = IdΨmθ (Tn) and Op
−1
θ Opθ = IdSmAθ (Z
n),
where Op−1θ is the linear map defined in (9).
The quantisation map Opθ therefore extends to a bijective linear map Opθ :
SAθ (Z
n)→ Ψθ(Tn) compatible with the filtration and induces a bijective linear
map Opθ : S
−∞
Aθ
(Zn)→ Ψ−∞θ (Tn).
As the following result shows, pseudodifferential operators can be composed
and their composition is also a pseudodifferential operator. Transporting the
composition product on Ψθ(T
n) over to the symbol space SAθ (Z
n) yields a star–
product on SAθ (Z
n), just as the Weyl–Moyal product can be derived from the
global Weyl quantisation map on Rn.
Theorem 3.12. Let A ∈ Ψmθ (Tn), and B ∈ Ψm
′
θ (T
n). Then AB ∈ Ψm+m′θ (Tn).
More precisely, if σ ∈ SmAθ (Zn) and τ ∈ Sm
′
Aθ
(Zn) then
Opθ(σ) Opθ(τ) = Opθ(σ ◦θ τ)
where we have set
(σ ◦θ τ)(k) :=
∑
l∈Zn
τl(k)σ(l + k)Ul (10)
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The bilinear map ◦θ : SmAθ (Zn) × Sm
′
Aθ
(Zn) → Sm+m′Aθ (Zn) is called the star–
product of σ and τ .
Consequently, Ψθ(T
n) is an R–graded algebra under composition of operators.
Moreover, Ψ−∞θ (T
n) is an ideal of Ψθ(T
n). We call Ψ−∞θ (T
n) the ideal of
smoothing operators.
Proof. We want to show that ρ : k 7→ AB(Uk)U−k lies in Sm+m
′
Aθ
(Zn). A
straightforward computation shows that for any k ∈ Zn,
ρ(k) =
∑
l∈Zn
τl(k)σ(l + k)Ul = (σ ◦θ τ)(k).
Thus, it is enough to check that
∑
l ρ
(l), where ρ(l) : k 7→ τl(k)σ(l + k)Ul,
is absolutely summable in the Fre´chet space Sm+m
′
Aθ
(Zn). Let α, β ∈ Nn. A
computation based on the discrete Leibniz formula (5) shows that for all l, k ∈
Zn,
δα∆βkρ
(l)(k) =
∑
α′≤α
∑
β′≤β
(
α
α′
)(
β
β′
)
lα−α
′〈∆β′k τ(k), Ul〉 δα
′
∆β−β
′
k σ(l + k + β
′)Ul .
Let N ∈ N, and write 〈l〉2N = ∑|µ|≤2N cµ,N lµ where cµ,N are non–negative
coefficients. Using the fact that 〈δj(a), b〉 = 〈a, δj(b)〉 for all 1 ≤ j ≤ n, we
obtain
lα−α
′〈∆β′k τ(k), Ul〉 = 〈l〉−2N
∑
|µ|≤2N
cµ,N 〈δµ+α−α
′
∆β
′
k τ(k), Ul〉 .
This yields the following estimate:∥∥∥δα∆βkρ(l)(k)∥∥∥ ≤〈l〉−2N ∑
(α′,β′,µ)∈Fα,β,N
(
α
α′
)(
β
β′
)
cµ,N p
(m′)
µ+α−α′,β′(τ)
p
(m)
α′,β−β′(σ) 〈k〉m
′−|β′| 〈k + l + β′〉m−|β−β′| .
where Fα,β,N is the finite set { (α′, β′, µ) ∈ N3n : α′ ≤ α, β′ ≤ β , |µ| ≤ 2N }.
Peetre’s inequality: 〈x+ y〉t ≤ √2|t| 〈x〉t 〈y〉|t|, which holds for any real number
t and any x, y in Rn, yields
〈k + l + β′〉m−|β−β′| ≤ (
√
2〈β′〉)|m−|β−β′|| 〈l〉|m−|β−β′|| 〈k〉m−|β−β′|
and hence
p
(m+m′)
α,β (ρ
(l)) ≤ 〈l〉−2N+|m|+|β|Cα,β,N
∑
(α′,β′,µ)∈Fα,β,N
p
(m′)
µ+α−α′,β′(τ)p
(m)
α′,β−β′(σ) .
(11)
where Cα,β,N := max(α′,β′,µ)∈Fα,β,N
(
α
α′
)(
β
β′
)
cµ,N (
√
2〈β′〉)|m−|β−β′||. Choosing
N such that −2N + |m|+ |β| < −n leads to the desired summability.
Note that the space SAθ (Z
n), endowed with the star–product ◦θ, is an R–
graded algebra, and S−∞Aθ (Z
n) is an ideal of this algebra. Moreover, by (11),
the star–product is continuous as a bilinear map from SmAθ (Z
n) × Sm′Aθ (Zn)
into Sm+m
′
Aθ
(Zn). As a result, the composition of operators is continuous from
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Ψmθ (T
n)×Ψm′θ (Tn) into Ψm+m
′
θ (T
n) with respect to the topology on Ψm+m
′
θ (T
n)
induced by that of Sm+m
′
Aθ
(Zn) via the isomorphism Opθ.
With the notation of Theorem 3.12 we have for all σ, τ ∈ SAθ (Zn),
[Opθ(σ),Opθ(τ)] = Opθ ({σ, τ}θ) (12)
where we have set [A,B] := AB − BA, and {σ, τ}θ := σ ◦θ τ − τ ◦θ σ is called
the star–bracket (or simply commutator) of σ and τ .
Consider the derivation δj defined in (3). We denote by δ¯j : S
m
Aθ
(Zn) →
SmAθ (Z
n) the map defined as
δ¯j(σ)(k) := δj(σ(k)) for all k ∈ Zn . (13)
Similarly, if α ∈ Nn we denote by δ¯α : SmAθ (Zn)→ SmAθ (Zn) the map defined as
δ¯α(σ)(k) := δα(σ(k)) for all k ∈ Zn.
Example 3.13. Let σ ∈ SmAθ (Zn). For all j ∈ {1, · · · , n},
{σ, kjU0}θ = δ¯jσ , (14)
{σ, Uej}θ = ∆j(σ)Uej +
∑
l∈Zn
σl
[
Ul, Uej
]
. (15)
Remark 3.14. Note that the map t¯ given in Definition 3.8 is a trace on SAθ (Z
n)
when endowed with the pointwise product, but it is not a trace on the star–
product algebra (SAθ (Z
n), ◦θ).
The Sobolev space Hs (s ∈ R) associated to the noncommutative torus is
defined as the Hilbert completion of Aθ for the following scalar product:
〈a, b〉s :=
∑
k∈Zn
〈k〉2sakbk ,
where a =
∑
k∈Zn akUk and b =
∑
k∈Zn bkUk.
If s = 0, the space H0 is the space H introduced in Section 2.
Theorem 3.15. (i) Any pseudodifferential operator of order m is continuous
from Hs into Hs−m, for all s ∈ R.
(ii) Any pseudodifferential operator A of order m < −n is trace–class on H.
Moreover, TrA =
∑
Zn
t(σA) where σA := Op
−1
θ (A) is the symbol of A.
Proof. (i) The proof is similar to [RT4, Proposition 4.2.3].
(ii) Since (Uk) is an orthonormal basis of H, it is enough to check that∑
k〈A(Uk), Uk〉 is absolutely summable. By definition of the quantisation map,
we have for all k ∈ Zn: A(Uk) = σA(k)Uk. Thus, 〈A(Uk), Uk〉 = t(σA(k)). If
σA ∈ SmAθ (Zn), we have |t(σA(k))| ≤ C〈k〉m for a constant C independent of k.
The result follows.
4 Classical toroidal symbols via extension maps
As in the commutative toroidal calculus we proceed to singling out a subclass
of symbols and associated operators, namely the classical or (one–step) polyho-
mogeneous ones. In this section we use B to denote either Aθ or C.
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4.1 Extended toroidal symbols
We shall now use the extension of a toroidal symbol [RT1, Section 6], [RT4,
Section 4.5], which is a key tool to transpose well–known concepts for symbols
on Rn to toroidal symbols.
As before, for any fixed k ∈ Zn, let Tk denote the translation on symbols
σ 7→ σ(k+ ·). For B = C, by [P2, Prop. 2.52], given a symbol σ of order m, the
translated symbol Tkσ is a symbol with the same order as σ (see below Remark
4.11).
Definition 4.1. Let σ ∈ SB(Zn). An extension of σ is a symbol σ˜ in SB(Rn)
such that σ˜|Zn = σ.
We define an extension map as a linear map e : SB(Z
n)→ SB(Rn)
- which sends SmB (Z
n) continuously into SmB (R
n) for all m ∈ R,
- such that e(σ) is an extension of σ for all σ in SB(Z
n),
- which commutes with translations: e ◦ Tk = Tk ◦ e for all k ∈ Zn.
Definition 4.2. An extension map e from SC(Z
n) into SC(R
n) is normalised if
for all σ ∈ Sm
C
(Zn) with m < −n,∫
Rn
e(σ) =
∑
k∈Zn
σ(k) . (16)
An extension map e from SAθ (Z
n) into SAθ (R
n) is called Aθ–compatible if we
have e(aσb) = ae(σ)b for all a, b ∈ Aθ, where we identify Aθ with its image
through the canonical injection a 7→ (k 7→ a) fromAθ into S0Aθ (Rn), or S0Aθ (Zn).
An extension map e from SAθ (Z
n) into SAθ (R
n) is called t–compatible if it
commutes with the pointwise traces : e ◦ ιθ ◦ t = ιθ ◦ t ◦ e.
Remark 4.3. If e : SAθ (Z
n) → SAθ (Rn) is an Aθ–compatible extension map,
then for all j = 1, . . . , n
e ◦ δj = δj ◦ e,
where δj are the maps defined in (13), and hence, for all α ∈ Nn, e◦ δα = δα ◦ e.
Lemma 4.4. (i) The set of normalised extension maps from the space SC(Z
n)
into SC(R
n) is nonempty.
(ii) The set of (Aθ , t)-compatible extension maps from SAθ (Zn) into SAθ (Rn)
is nonempty.
(iii) If σ˜ and σ˜′ are two extensions of a given symbol σ in SB(Z
n), then
σ˜ ∼ σ˜′. In particular, if e, e′ are two extension maps, then e− e′ maps SB(Zn)
into S−∞B (R
n).
(iv) For all σ, τ ∈ SB(Zn), e(στ) ∼ e(σ)e(τ).
Proof. (i, ii) Let ρ1 ∈ C∞(R, [0, 1]) be an even function such that supp ρ1 ⊂
]− 1, 1[ and ρ1(x) + ρ1(1 − x) = 1 for all x ∈ [0, 1]. Define ρ : Rn → [0, 1] such
that ρ(x) = ρ1(x1)ρ1(x2) · · · ρ1(xn) for all x = (x1, . . . , xn) ∈ Rn. Note that
ρ ∈ S(Rn) and ρ(0) = 1. Define e : SB(Zn)→ BRn as
e(σ)(ξ) :=
∑
k∈Zn
ρ̂(ξ − k)σ(k) ,
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where ρ̂ is the Fourier transform of ρ. Following the same arguments of the proof
of (the “only if” part of) [RT4, Theorem 4.5.3], we see that e is an extension
map from SB(Z
n) into SB(R
n). Moreover, e is a normalised extension map if
B = C since∫
Rn
e(σ) =
∑
k∈Zn
(∫
Rn
ρ̂(ξ − k) dξ
)
σ(k) = ρ(0)
∑
k∈Zn
σ(k) =
∑
k∈Zn
σ(k),
and one easily checks that e is an (Aθ, t)–compatible extension map if B = Aθ.
Let us now prove the continuity of the extension map e : SAθ (Z
n)→ SAθ (Rn).
Let σ ∈ SAθ (Zn). By definition, e(σ)(ξ) :=
∑
k∈Zn ρ̂(ξ − k)σ(k) . Thus, from
[RT4, Lemma 4.5.1], given a symbol σ and multiindices α, β ∈ Nn (see (7)) we
obtain:
∂βξ (δ
α
e(σ))(ξ) =
∑
k∈Zn
(∂βξ ρ̂)(ξ − k) (δ
α
σ)(k)
=
∑
k∈Zn
(∆
β
φβ)(ξ − k) (δασ)(k)
= (−1)|β|
∑
k∈Zn
φβ(ξ − k) (∆βδασ)(k),
where ∆j = I − t∗−ej , ∆
β
= ∆
β1
1 · · ·∆
βn
n , and where the φβ are rapidly decaying
functions in S(Rn). Using the notation ξ − Zn := { ξ − k : k ∈ Zn } and
Peetre’s inequality, the above computation implies that for all σ ∈ SmAθ (Zn),
and all α, β ∈ Nn,∥∥∥∂βξ (δαe(σ))(ξ)∥∥∥ ≤ ∑
k∈Zn
|φβ(ξ − k)|
∥∥∥(∆βδα(σ))(k)∥∥∥
≤ p(m)α,β (σ)
∑
k∈Zn
|φβ(ξ − k)| 〈k〉m−|β|
≤ p(m)α,β (σ)
∑
η∈ξ−Zn
|φβ(η)| 〈ξ − η〉m−|β|
≤ 〈ξ〉m−|β|p(m)α,β (σ)2|m−|β||
∑
η∈ξ−Zn
|φβ(η)| 〈η〉|m−|β||
≤ 〈ξ〉m−|β|Cβ,mp(m)α,β (σ),
where Cβ,m := supξ∈Rn gβ,m(ξ), and gβ,m is the bounded (Z
n–periodic) function
ξ 7→ 2|m−|β||∑η∈ξ−Zn |φβ(η)| 〈η〉|m−|β||. This yields the following estimate
p
(m)
α,β (e(σ)) ≤ Cβ,mp(m)α,β (σ),
from which we deduce the continuity of the extension map e for the Fre´chet
topologies of symbols spaces.
(iii) This follows from a straightforward modification of the proof for the
commutative case [RT4, Theorem 4.5.3].
(iv) This follows from (iii).
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Recall that a symbol τ ∈ SB(Rn) is positively homogeneous of degree m ∈ C
if τ ∈ SRe(m)B (Rn) and τ(tξ) = tmτ(ξ) for all t > 1 and |ξ| ≥ 1. We will denote
by HSmB (R
n) the space of all positively homogeneous symbols of degree m in
S
Re(m)
B (R
n). The following fact will be used later in the crucial Lemma 5.9:
Lemma 4.5. Let m ∈ C. The space HSmB (Rn) is a closed subspace of the
Fre´chet space S
Re(m)
B (R
n).
Proof. Define for all t > 1, Lt : σ 7→ σ(t·) − tmσ. It is easy to check that
Lt is a continuous linear operator from S
Re(m)
B (R
n) into itself. By definition,
HSmB (R
n) = ∩t>1L−1t (C∞B ) where C∞B denotes the space of all smooth func-
tions Rn → B that are zero outside the open unit ball. We have C∞B =
∩|ξ|≥1(δξ ◦ ι)−1(0), where ι is the canonical continuous inclusion of SRe(m)B (Rn)
into C∞(Rn,B) and δξ is the continuous linear map σ 7→ σ(ξ) from C∞(Rn,B)
into B. Thus, C∞B is closed in SRe(m)B (Rn), and the result follows.
Definition 4.6. A symbol σ ∈ SB(Rn) is called positively quasihomogeneous
symbol of degree m ∈ C if there exists a positively homogeneous symbol τ of
degree m ∈ C such that τ ∼ σ. We will denote by QSmB (Rn) the space of all
positively quasihomogeneous symbols of degree m.
Proposition 4.7. Let m ∈ C and σ ∈ SRe(m)B (Zn). The following are equiva-
lent:
(i) There exists an extension map e : SB(Z
n) → SB(Rn), such that e(σ) ∈
QSmB (R
n).
(ii) For any extension map e : SB(Z
n)→ SB(Rn), e(σ) ∈ QSmB (Rn).
If one of these conditions is satisfied, we say that σ is positively quasihomo-
geneous of degree m, and we write σ ∈ QSmB (Zn).
Proof. This follows directly from Lemma 4.4.
4.2 The algebra of noncommutative toroidal classical sym-
bols
Recall that a symbol σ ∈ SB(Rn) is classical (or one-step polyhomogeneous)
of order m ∈ C if there exists a sequence (σ[m−j])j∈N such that σ[m−j] ∈
SRe(m)−j(Rn) is positively homogeneous of degree m − j and such that σ ∼∑
j σ[m−j]. Equivalently, we can replace homogeneous by quasihomogeneous
in this definition. We denote by CSmB (R
n) the space of all classical symbols
of order m ∈ C, CSB(Rn) is the set of all classical symbols, CSZB(Rn) is the
space of all classical symbols of integer order, and CS /∈ZB (R
n) is the set of all
classical symbols of non–integer order. Recall that if σ ∈ CSmB (Rn) then there
is a unique sequence ([σ]m−j)j such that [σ]m−j is an equivalence class (modulo
smoothing symbols) of a positively quasihomogeneous symbol of degree m− j,
and σ ∼∑σ[m−j] for all sequences (σ[m−j])j such that σ[m−j] ∈ [σ]m−j for all
j ∈ N.
We now extend these usual definitions to the case of discrete symbols:
Definition 4.8. Let m ∈ C. A classical (or polyhomogeneous) symbol of order
m is a symbol σ ∈ SRe(m)B (Zn) such that there is a sequence (σ[m−j])j∈N satis-
fying σ ∼ ∑j σ[m−j] and σ[m−j] ∈ QSm−jB (Zn) for all j ∈ N (see Proposition
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4.7). Such a sequence will be called positively quasihomogeneous resolution of
σ. If σ[m−j] ∈ HSm−jB (Zn) for all j ∈ N the sequence (σ[m−j])j will be called
positively homogeneous resolution of σ.
We let CSmAθ (Z
n) be the space of all classical symbols of order m and
Cℓmθ (T
n) := Opθ(CS
m
Aθ
(Zn)) be the space of all classical operators of orderm on
Tn. The set of all classical symbols is denoted by CSAθ (Z
n) := ∪m∈CCSmAθ (Zn).
Similarly, we define CSm
C
(Zn) the space of all classical symbols of order m
with constant coefficients.
Lemma 4.9. (i) Let σ, σ′ ∈ QSmB (Zn) be such that σ − σ′ ∈ SRe(m)−1B (Zn).
Then σ ∼ σ′.
(ii) Let σ ∈ CSmB (Zn). Then there exists a unique sequence of ∼-equivalence
classes ([σ]m−j)j∈N with [σ]m−j ∈ QSm−jB / ∼ such that σ ∼
∑
j σ[m−j] for any
sequence (σ[m−j])j∈N with σ[m−j] ∈ [σ]m−j.
If σ ∈ CSB(Zn), and s ∈ C, we set [σ]s to be [σ]m−j when there is j ∈ N
and m ∈ C such that σ ∈ CSmB (Zn) and s = m− j, and zero otherwise.
Proof. (i) Define τ := σ − σ′ ∈ SRe(m)−1B (Zn) ∩ QSmB (Zn). Let e be an ex-
tension map SB(Z
n) → SB(Rn). It follows from Proposition 4.7 that e(τ) ∈
S
Re(m)−1
B (R
n)∩QSmB (Rn). Thus, there is τ ′ ∈ SRe(m)−1B (Rn) such that e(τ) ∼ τ ′
and τ ′(tξ) = tmτ ′(ξ) for all t > 1 and |ξ| ≥ 1. Moreover, there is C ∈ R such
that for all ξ ∈ Rn, ‖τ ′(ξ)‖ ≤ C〈ξ〉Re(m)−1. As a consequence, we obtain for all
t > 1 and for all ξ ∈ Rn\B(0, 1), (B(0, 1) is the ball with center 0 and radius
1),
‖τ ′(ξ)‖ ≤ Ct−Re(m)〈tξ〉Re(m)−1 = Ct−1 (1/t2 + |ξ|2)(Re(m)−1)/2
which implies that τ ′(ξ) = 0 when |ξ| ≥ 1, and in particular that τ ′ is com-
pactly supported. As a consequence, τ ′ and therefore e(τ), belong to S−∞B (R
n).
Lemma 3.5 now yields that τ ∈ S−∞B (Zn).
(ii) The existence is clear by definition of CSmAθ (Z
n). To prove uniqueness,
suppose that (cm−j)j and (c
′
m−j)j are two such sequences, and let (σ[m−j])j
(resp. (σ′[m−j])j) be a sequence such that σ[m−j] ∈ cm−j (resp. σ′[m−j] ∈ c′m−j)
for all j. If we prove that σ[m−j] ∼ σ′[m−j] for all j ∈ N, we are done. Let us
check this for j = 0. We have σ − σ[m] and σ − σ′[m] belong to SRe(m)−1B (Zn).
Thus, σ[m] − σ′[m] ∈ SRe(m)−1B (Zn). Since σ[m] − σ′[m] ∈ QSmB (Zn), (i) implies
that σ[m] ∼ σ′[m]. Suppose now that σ[m−j] ∼ σ′[m−j] for all j ∈ { 0, · · · , p } for
some p ∈ N. We have ∑p+1j=0 σ[m−j] − σ′[m−j] ∈ Sm−(p+2)B (Zn), which implies by
induction hypothesis, that σ[m−(p+1)] − σ′[m−(p+1)] ∈ Sm−(p+2)B (Zn). Thus, (i)
implies that σ[m−(p+1)] ∼ σ′[m−(p+1)].
Lemma 4.10. Let m ∈ C. The following are equivalent:
(i) σ ∈ CSmB (Zn).
(ii) There exists an extension map e : SB(Z
n) → SB(Rn) such that e(σ) ∈
CSmB (R
n).
(iii) For any extension map e : SB(Z
n)→ SB(Rn), e(σ) ∈ CSmB (Rn).
Moreover, if σ ∈ CSmB (Zn), and e is an extension map SB(Zn) → SB(Rn),
then e(σ[m−j]) ∼ (e(σ))[m−j] for all σ[m−j] in the equivalence class [σ]m−j and
(e(σ))[m−j] in the equivalence class [e(σ)]m−j . In other words, taking extensions
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and taking quasihomogeneous parts are commuting operations modulo smoothing
terms.
Proof. (i)⇒ (iii) Suppose that σ is in CSB(Zn) and let e be an extension map.
Let (σ[m−j])j be a sequence such that σ ∼
∑
j σ[m−j] and σ[m−j] ∈ QSm−jB (Zn).
We have for all j ∈ N, e(σ) − e(∑ji=0 σ[m−i]) ∈ SRe(m)−j−1B (Rn). Thus since
e(σ[m−i]) ∈ QSm−iB (Rn) for all i = 0, . . . , j, we obtain that e(σ) ∈ CSmB (Rn).
(iii)⇒ (ii) This is straightforward.
(ii) ⇒ (i) Suppose that there is an extension map e such that e(σ) ∈
CSmB (R
n). Let (σ[m−j])j be a sequence such that e(σ) ∼
∑
j σ[m−j] and σ[m−j] ∈
QSm−jB (R
n). Lemma 3.5 implies that σ −∑ji=0(σ[m−i])|Zn ∈ SRe(m)−j−1B (Zn)
for all j ∈ N. Since e((σ[m−i])|Zn) − σ[m−i] ∈ S−∞B (Rn) by Lemma 4.4 (iii), it
follows that e((σ[m−i])|Zn) ∈ QSm−iB (Rn), and thus (σ[m−i])|Zn ∈ QSm−iB (Zn).
This yields the result.
The last statement follows from Lemma 4.9.
Remark 4.11. Note that CSmB (Z
n) is stable under the Zn–translations Tl.
Indeed, if e : SB(Z
n) → SB(Rn) is an extension map, then a Taylor expansion
shows that Tl maps CS
m
B (R
n) into CSmB (R
n). Since Tl ◦ e = e ◦ Tl, it follows
that Tl maps CS
m
B (Z
n) into CSmB (Z
n). Similarly, note by Remark 4.3, that the
space CSmAθ (Z
n) is stable under the δj maps given in (13).
Lemma 4.12. (i) If e is a t–compatible extension map SAθ (Z
n) → SAθ (Rn),
then eC := t ◦ e ◦ ιθ is an extension map SC(Zn) → SC(Rn) and we have
eC ◦ t = t ◦ e. In other words, we can permute extensions of symbols and
pointwise traces.
(ii) t maps CSmAθ (Z
n) (resp. QSmAθ(Z
n)) into CSm
C
(Zn) (resp. QSm
C
(Zn))
for all m ∈ C. Similarly, this holds for spaces of smooth classical symbols.
(iii) For all m ∈ C and σ ∈ CSmAθ (Zn), we have t(σ[m−j]) ∼ (t(σ))[m−j]
for all σ[m−j] ∈ [σ]m−j and (t(σ))[m−j] ∈ [t(σ)]m−j . The same property holds
for a smooth symbol σ ∈ CSmAθ (Rn). In other words, taking pointwise traces
and taking quasihomogeneous parts are commuting operations modulo smoothing
terms.
Proof. (i) This follows straightforwardly from the definition of t–compatible
extension map.
(ii) We first check the case of smooth classical symbols. Let σ ∈ CSmAθ (Rn).
Let (σ[m−j])j be a sequence such that σ ∼
∑
j σ[m−j] and σ[m−j] ∈ QSm−jAθ (Rn).
We have for all j ∈ N, t(σ) − t(∑ji=0 σ[m−i]) ∈ SRe(m)−j−1C (Rn). Thus, it is
enough to check that t maps QSmAθ (R
n) into QSm
C
(Rn). This follows from the
linearity of t. The case of discrete symbols follows from (i) and from the case
of smooth symbols.
(iii) This follows directly from (ii).
Theorem 4.13. (i) If σ, τ ∈ SAθ (Zn), then
σ ◦θ τ ∼
∑
α∈Nn
1
α! (∂
α
ξ e(σ))|Zn δ¯
ατ,
17
and for any extension map e,
e(σ ◦θ τ) ∼
∑
α∈Nn
1
α! (∂
α
ξ e(σ)) δ¯
αe(τ) .
(ii) Let σ be a symbol in CSmAθ (Z
n) and τ ∈ CSm′Aθ (Zn), and let (e(σ)[m−j])j,
(e(τ)[m′−j])j be positively homogeneous resolutions of respectively e(σ) and e(τ),
where e is an extension map. Then
e(σ ◦θ τ) ∼
∑
j
(σ ◦θ τ)e[m+m′−j]
where
(σ ◦θ τ)e[m+m′−j] :=
∑
|α|+i+i′=j
1
α! (∂
α
ξ e(σ)[m−i]) δ
α
e(τ)[m′−i′]
belongs to HSm+m
′−j
Aθ
(Rn). In particular, the star–product ◦θ of toroidal symbols
maps CSmAθ (Z
n) × CSm′Aθ (Zn) into CSm+m
′
Aθ
(Zn). Thus, the set CSAθ (Z
n) =
∪m∈CCSmAθ (Zn) is a monoid under the star–product ◦θ. Note that this is not
an algebra, as it is not stable under addition.
Proof. (i) Without loss of generality we can assume that the extension map e
is an (Aθ, t)–compatible extension map. From Theorem 3.12 and the fact that
Tlσ = (Tle(σ))|Zn , a Taylor expansion of Tle(σ) allows to deduce that for all
N ∈ N,
σ ◦θ τ =
∑
l∈Zn
∑
|α|≤N
lα
α! (∂
α
ξ e(σ))|ZnτlUl +R
σ
N,l
where RσN,l := (
∑
|α|=N+1
N+1
α! l
α
∫ 1
0 (1− t)N∂αξ e(σ)(·+ tl)dt τlUl)|Zn . The abso-
lute summability of (R˜l)l in S
m+m′−N−1
Aθ
(Rn), where
R˜l :=
∑
|α|=N+1
N+1
α! l
α
∫ 1
0
(1 − t)N∂αξ e(σ)(·+ tl)dt (e(τ))lUl,
follows from an application of Leibniz formula, Peetre’s inequality and Lemma
3.6. This implies that σ◦θ τ ∼
∑
α∈Nn
1
α! (∂
α
ξ e(σ))|Zn δ¯
ατ . Applying now e yields
e(σ ◦θ τ) ∼
∑
α∈Nn e(
1
α! (∂
α
ξ e(σ))|Zn δ
α
τ). Since e(στ) ∼ e(σ)e(τ) (Lemma 4.4
(iv)) and e(δ
α
τ) = δ
α
e(τ) (Remark 4.3), we get the result.
(ii) This follows directly from (i).
As a direct consequence of Theorem 4.13, we obtain:
Corollary 4.14. Let σ ∈ CSmAθ (Zn) and τ ∈ CSm
′
Aθ
(Zn) be two symbols, and let
(e(σ)[m−j])j , (e(τ)[m′−j])j be positively homogeneous resolutions of respectively
e(σ) and e(τ), where e is an extension map. Then the star–bracket { σ, τ }θ lies
in CSm+m
′
Aθ
(Zn), and
e({ σ, τ }θ) ∼
∑
j
∑
|α|+i+i′=j
1
α!
(
(∂αξ e(σ)[m−i]) δ
α
e(τ)[m′−i′]
− (∂αξ e(τ)[m′−i′]) δ
α
e(σ)[m−i]
)
. (17)
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Remark 4.15. Note that in contrast with scalar valued symbols σ in CSm
C
(Zn)
and τ in CSm
′
C
(Zn) for which the star–bracket { σ, τ } lies in CSm+m′−1
C
(Zn),
in the noncommutative setup one should expect { σ, τ }θ not to lie in the space
CSm+m
′−1
Aθ
(Zn) for σ ∈ CSmAθ (Zn) and τ ∈ CSm
′
Aθ
(Zn).
Let B be either Aθ or C. The set of all integer order classical symbols
∪m∈ZCSmB (Zn), which is denoted by CSZB(Zn), forms a subalgebra of the algebra
〈CSB(Zn)〉 of linear combinations of elements of the monoid CSB(Zn). We shall
use for convenience the notation CS<−nB (Z
n) := ∪Re(m)<−nCSmB (Zn). Let us
denote by CS /∈ZB (Z
n) the set CSB(Z
n)\CSZB(Zn). We define CℓZθ (Tn) as well as
Cℓ/∈Zθ (T
n) = Cℓθ(T
n)\CℓZθ (Tn) similarly.
5 Traces and translation invariant linear forms
As in the previous section we use B to denote either Aθ or C, and unless other-
wise specified, m denotes a complex number.
5.1 Linear forms on toroidal symbols
We call a functional λ on a subset S of a vector space V into C a linear form
if for any v1, v2 ∈ S and α1, α2 ∈ C, λ (α1v1 + α2v2) = α1λ(v1) + α2λ(v2)
whenever α1v1 + α2v2 ∈ S.
Definition 5.1. A linear form on the subset (submonoid) CSAθ (Z
n) of the
monoid (SAθ (Z
n), ◦θ) is exotic (resp. singular) if it vanishes on symbols whose
order has real part < −n (resp. on smoothing symbols), and a linear form λ on
Cℓθ(T
n) is exotic (resp. singular) if the corresponding linear form λ ◦ Opθ on
CSAθ (Z
n) is exotic (resp. singular), or equivalently if λ vanishes on operators
whose order has real part < −n (resp. on smoothing operators).
Remark 5.2. Note that symbols (resp. operators) whose order has real part
< −n, are in ℓ1(Zn,Aθ) (resp. trace–class onH by Proposition 3.15 (ii)), so that
an exotic trace vanishes on ℓ1(Zn,Aθ)–symbols (resp. trace–class operators).
Remark 5.3. The terminology “exotic” is borrowed from [Sc], whereas the
terminology “singular” is widespread in the literature on pseudodifferential op-
erators. Clearly, exotic linear forms are singular but a singular trace need not
be exotic, as we shall see later (Remark 6.5) with leading symbol traces on cer-
tain trace–class operators; see also [AGPS] where the existence of a trace which
vanishes on finite rank operators but not on all trace–class operators is shown.
Definition 5.4. Let T, S be subsets of an algebra. A linear form on S is called
a T –trace on S if it vanishes on commutators of the form [A,B] := AB − BA
where A,B ∈ T and [A,B] ∈ S. If S = T the linear form is called a trace on T .
Unless otherwise specified, a trace on classical symbols is understood in the
sense of a CSAθ (R
n)–, resp. CSAθ (Z
n)–trace (here the commutator is defined
with ◦θ), and similarly for traces on classical pseudodifferential operators. We
shall in particular consider CSAθ (R
n)–, resp. CSAθ (Z
n)–traces on CSmAθ (Z
n)
(resp. CSmAθ (R
n)) for a fixed complex order m.
19
Definition 5.5. An ℓ1–continuous linear form on a subset S ⊆ CSB(Zn) (resp.
S ⊆ CSB(Rn)) is a linear form such that λ|S∩CSm
B
(Zn) (resp. λ|S∩CSm
B
(Rn)) is
continuous for the ℓ1(Zn,B) (resp. ℓ1(Rn,B)) topology whenever Re(m) < −n.
We say that a linear form on a subset S ⊆ Cℓθ(Tn) is L1–continuous if
λ ◦Opθ is ℓ1–continuous on Op−1θ (S).
Let us recall three useful linear forms on sets of classical symbols on Rn (see
e.g. [P1, P2]).
Let λ be a linear form on CSB(Z
n) and let s be a complex number. The
map σ 7→ λ(σ[s]) which assigns the value 0 to smoothing symbols, and assigns
the value λ(σ[s]) to non–smoothing symbols σ, where σ[s] is an element of [σ]s,
is well defined since λ(σ[s]) does not depend on the choice of σ[s] in [σ]s. It is a
singular linear form by construction and it is exotic whenever s ≥ −n.
The standard noncommutative residue res on CSC(R
n), defined as
res(σ) :=
∫
Sn−1
σ[−n](ξ) dS(ξ) , (18)
where dS is the volume form on Sn−1 induced by the canonical volume form on
Rn, is an exotic and hence singular linear form.
The cut–off integral on CSC(R
n), defined as the linear form
−
∫ cut–off
Rn
σ := f.p.
R→∞
∫
B(0,R)
σ , (19)
coincides with the usual Lebesgue integral on CS<−n
C
(Rn) and is ℓ1–continuous.
The cut–off discrete sum on CSC(R
n), defined in [P2, Definition 5.26] as the
finite part of the discrete sum on integer points of an expanded polytope N∆:
−∑cut−off
Zn
σ := f.p.
N→∞
∑
N∆∩Zn
σ , (20)
coincides with the usual discrete sum
∑
Zn
on CS<−n
C
(Rn).
We set Zn := Z ∩ [−n,+∞[. When restricted to the set CS /∈ZnC (Rn) of all
classical symbols whose order lies in C\Zn, the cut–off integral −
∫ cut–off
Rn
(resp.
the cut–off discrete sum −∑cut–off
Zn
) does not depend on a rescaling R → t R [P2,
Exercise 3.22] (resp. N → tN) for any positive t (resp. nor does it depend on the
choice of polytope ∆ [P2, Theorem 5.28]), and is called the canonical integral
−∫
Rn
(resp. canonical discrete sum −∑
Zn
).
Let us further define a class of singular forms which was introduced in [PR]
in the context of infinite dimensional geometry and which will arise in our char-
acterisation of traces.
Definition 5.6. Let m ∈ C. A leading symbol form on classical symbols on Rn
of order m is a map
CSmC (R
n) −→ C
σ ∼
∑
j
σ[m−j] 7−→ L(σ[m]),
where L : QSm
C
(Rn) → C is a linear map and (σ[m−j])j∈N is any positively
quasihomogeneous resolution of σ.
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A leading symbol form on CSm
C
(Rn) induces one on CSm
C
(Zn) as follows.
Given a linear map L : QSm
C
(Rn)→ C, the linear form on CSm
C
(Zn) defined by
L ◦ e ◦ (·)[m] = L ◦ (·)[m] ◦ e
is a singular linear form on CSm
C
(Zn) independent of the choice of the extension
map e.
5.2 From traces to translation invariant linear forms
In this paragraph we relate Zn–translation invariant linear forms on symbols
with linear forms that vanish on star–brackets. In the following, m is an arbi-
trary complex number.
Given a linear form λ on CSmAθ (Z
n) and l ∈ Zn we set T ∗l λ(σ) = λ(Tlσ),
where as before, Tl denotes the translation on symbols σ 7→ σ(l + ·). Since
CSmAθ (Z
n) is stable under the translation Tl (see Remark 4.11), T
∗
l λ is a linear
form on CSmAθ (Z
n).
Definition 5.7. A linear form λ : CSmAθ (Z
n)→ C is closed if λ ◦ δ¯j = 0 for all
j ∈ {1, · · · , n}, where δ¯j is the map defined in (13).
A linear form λ : CSmAθ (Z
n) → C is Zn–translation invariant if it satisfies
one of the following two equivalent conditions:
1. T ∗l λ = λ for all l ∈ Zn,
2. λ ◦ ∆j = 0 for all j ∈ {1, · · · , n}, where ∆j is the forward difference
operator introduced in (4).
Remark 5.8. The implication 1. ⇒ 2. follows from setting l := ej . The im-
plication 2. ⇒ 1. follows from setting l = ∑nj=1 ljej and using induction on
|l| =∑nj=1 lj .
Part (iii) of the following lemma shows that traces on noncommutative
toroidal symbols are Zn–translation invariant and closed. Part (i), which is
inspired from an analogue statement on the two dimensional noncommutative
torus proved in [FW], yields a noncommutative counterpart for a factorisation
through the fibre for traces on pseudodifferential operators on closed manifolds.
Lemma 5.9. (i) Let λ be a closed linear form on CSmAθ (Z
n). Then, λ factorises
in a unique way through t¯. In other words, there is a unique linear form on
ι−1θ (CS
m
Aθ
(Zn)) = CSm
C
(Zn)
λ¯ := λ ◦ ιθ : CSmC (Zn)→ C, such that λ = λ¯ ◦ t¯ .
(ii) Let λ be a closed linear form on CSmAθ (Z
n). Then for any σ ∈ CSmAθ (Zn)
and k ∈ Zn,
λ((Tk − I) (σ)) = λ ({ σ ◦θ U−k, Uk }θ)− λ ({{σ, Uk}θ, U−k}θ) .
(iii) Let λ be a CSAθ (Z
n)–trace on CSmAθ (Z
n), i.e.
λ ({σ, τ}θ) = 0 for all σ, τ ∈ CSAθ (Zn) such that {σ, τ}θ ∈ CSmAθ (Zn) .
Then λ is closed and Zn–translation invariant.
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Proof. (i) For any σ ∈ CSmAθ (Zn), k ∈ Zn,
σ(k) = σ0(k)U0 +
∑
l∈Zn\{ 0 }
σl(k)
pl
δIl(Ul)
where for all l 6= 0, Il := { j ∈ { 1, · · · , n } : lj 6= 0 } 6= ∅, δIl :=
∏
j∈Il
δj , and
pl :=
∏
j∈Il
lj 6= 0. We deduce from this the following equality
σ(k) − σ0(k)U0 =
n∑
j=1
δj
∑
l∈Aj
σl(k)
pl
δIl\{ j }(Ul)
 (21)
where Aj := { l ∈ Zn\{ 0 } : 1, · · · , j − 1 /∈ Il and j ∈ Il }. Define for all
j ∈ { 1, · · · , n },
τ (j)(k) :=
∑
l∈Aj
σl(k)
pl
δIl\{ j }(Ul) =:
∑
l∈Aj
τ (j,l)(k) .
We claim that τ (j) is a classical symbol. Note that for all (j, l) such that
j ∈ { 1, · · · , n }, l ∈ Aj , and all α ∈ Nn,
∥∥(pl)−1δαδIl\{ j }(Ul)∥∥ ≤ 〈l〉|α|. It
follows from Lemma 3.6 that for all α, β ∈ Nn, and N ∈ N, there is a constant
C such that
p
(Re(m))
α,β (τ
(j,l)) ≤ C〈l〉−N .
In particular, the family (τ (j,l))l∈Aj is absolutely summable in S
Re(m)
Aθ
(Zn), and
its sum τ (j) ∈ SRe(m)Aθ (Zn). Let e be an (Aθ, t)–compatible extension map. By
continuity of e, it follows that
e(τ (j)) =
∑
l∈Aj
e(τ (j,l)) .
Since e is (Aθ , t)–compatible, e(τ (j,l)) = e(σ)l(pl)−1δIl\{ j }(Ul). Moreover, since
σ is a classical symbol, e(σ) ∈ CSmAθ (Rn). Let (σ[m−i])i be a sequence of symbols
such that σ[m−i] ∈ HSm−iAθ (Rn), and e(σ) ∼
∑
i σ[m−i]. Fix q ∈ N and l ∈ Zn.
We have e(σ)l =
∑q
i=0(σ[m−i])l + R
(q+1)
l , where R
(q+1) ∈ Sm−q−1Aθ (Rn). Thus,
setting ρ(i,j,l) := (σ[m−i])l(pl)
−1δIl\{ j }(Ul), we obtain
e(τ (j)) =
q∑
i=0
∑
l∈Aj
ρ(i,j,l) +
∑
l∈Aj
R
(q+1)
l (pl)
−1δIl\{ j }(Ul) .
Using again Lemma 3.6, we obtain the absolute summability of (ρ(i,j,l))l in
S
Re(m)−i
Aθ
(Rn), and of (R
(q+1)
l (pl)
−1δIl\{ j }(Ul))l in S
Re(m)−q−1
Aθ
(Rn). By Lemma
4.5,
∑
l∈Aj
ρ(i,j,l) belongs to HSm−iAθ (R
n), and the claim follows.
To conclude the proof, note that (21) can now be reformulated as
σ − ιθ ◦ t(σ) =
n∑
j=1
δj(τ
(j)) .
Applying now λ on either side of this equality yields the result.
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(ii) A computation shows that for any k in Zn and any σ in CSmAθ (Z
n)
σ ◦θ Uk = (Tkσ)Uk and Uk ◦θ σ = σUk +
∑
l∈Zn
σl[Uk, Ul],
from which it follows that
{σ, Uk}θ = (Tk − I) (σ)Uk +
∑
l∈Zn
σl [Ul, Uk]. (22)
Applying λ on either side of (22) yields
λ({σ, Uk}θ) = λ((Tk − I) (σ)Uk) + λ
(∑
l∈Zn
σl [Ul, Uk]
)
.
By (i), λ factorizes through t¯, and by (1),
t¯
(∑
l∈Zn
σl [Ul, Uk]
)
= t¯
(∑
l∈Zn
σl−k 2i sin(πlθk)Ul
)
= 0 ,
therefore we obtain for any τ ∈ CSmAθ (Zn) and k ∈ Zn,
λ((Tk − I) (τ)Uk) = λ({τ, Uk}θ). (23)
If we multiply (22) by U−k and use the fact that [Uk, U−k] = 0, we get
(Tk − I) (σ) = { σ, Uk }θ U−k +
∑
l∈Zn
σl[Uk, UlU−k] . (24)
Moreover, a direct computation shows that
τU−k = τ ◦θ U−k − ((T−k − I)τ)U−k
holds for any symbol in CSmAθ (Z
n). Applied to the symbol τ = { σ, Uk }θ this
formula combined with (24) yields
(Tk − I)σ = { σ, Uk }θ ◦θ U−k − (T−k − I) ({ σ, Uk }θ)U−k +
∑
l∈Zn
σl[Uk, UlU−k]
= { σ ◦θ U−k, Uk }θ − (T−k − I) ({ σ, Uk }θ)U−k +
∑
l∈Zn
σl[Uk, UlU−k]
(25)
since {U−k, Uk }θ = 0.
Note that
t¯
(∑
l∈Zn
σl[Uk, UlU−k]
)
= t¯
(∑
l∈Zn
σl (e
−2πikθl − 1)Ul
)
= 0 . (26)
Applying λ on either side of (25), and using (26) as well as the fact that λ
factorizes through t¯, we get
λ((Tk − I) (σ)) = λ({ σ ◦θ U−k, Uk }θ)− λ((T−k − I) ({ σ, Uk }θ)U−k) (27)
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If we replace k by −k in (23) and then apply it to τ := {σ, Uk}θ, we obtain
λ ((T−k − I) ({σ, Uk}θ)U−k) = λ ({{σ, Uk}θ, U−k}θ) ,
which, combined with (27), yields the desired equality.
(iii) By (ii), it is enough to check that λ is closed. But this follows directly
from (14).
The definition of Zn–translation invariant, exotic and singular linear forms
on CSmAθ (Z
n) is naturally extended to linear forms defined on CSm
C
(Zn).
Combining (i) and (iii) of the previous lemma yields:
Corollary 5.10. Any CSAθ (Z
n)–trace λ on CSmAθ (Z
n) is Zn–translation in-
variant and closed. Moreover the linear form λ := λ ◦ ιθ is a Zn–translation
invariant linear form on CSm
C
(Zn) satisfying λ = λ ◦ t. If λ is singular (resp.
exotic, resp. ℓ1–continuous), then so is λ.
5.3 Classification of translation invariant linear forms on
(commutative) toroidal symbols
As the Corollary 5.10 shows, finding CSAθ (Z
n)–traces on CSmAθ (Z
n) reduces
to its commutative counterpart, namely finding Zn–translation invariant linear
forms on CSm
C
(Zn), an issue we deal with in this section.
In the following [σ] denotes the equivalence class of a symbol modulo smooth-
ing symbols.
By definition, a leading symbol form is singular and we shall need a few
properties of singular linear forms.
Lemma 5.11. (i) The map
Φ : SC(Z
n)/S−∞
C
(Zn)→ SC(Rn)/S−∞C (Rn)
defined by Φ([σ]) = [e(σ)], where e is an extension map, is well defined, and
independent of the choice of e.
(ii) The map Φ is a linear isomorphism. Moreover, Φ−1([σ]) = [σ|Zn ] for all
σ ∈ CSC(Rn).
(iii) If λ is a linear form on CSm
C
(Zn), then the linear form on CSm
C
(Rn)
λ˜ : σ 7→ λ(σ|Zn)
satisfies λ = λ˜ ◦ e for every extension map e. If λ is singular (resp. exotic,
Zn–translation invariant), then so is λ˜. Moreover, when λ is singular, λ˜ =
λ˙ ◦ Φ−1 ◦ [·], where λ˙ denotes the quotient linear map on CSm
C
(Zn)/S−∞
C
(Zn)
associated to λ.
Proof. (i) Let σ, σ′ be two symbols such that σ ∼ σ′. Then e(σ) ∼ e(σ′),
which implies that Φ is well defined. Let e and e′ be two extension maps, and
σ ∈ SC(Zn). Then e(σ) ∼ e′(σ) by Lemma 4.4 (iii), which implies that Φ is
indeed independent of e.
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(ii) The map Φ is clearly linear. Suppose that Φ([σ]) = 0 for a symbol σ ∈
SC(Z
n). Then, for an extension map e, e(σ) is smoothing. Thus, by Lemma 3.5,
σ is smoothing, and [σ] = 0. Therefore, Φ is injective. It remains to show that
Φ is surjective. Let [σ] ∈ SC(Rn)/S−∞C (Rn), and let e be an extension map. We
have σ ∼ e(σ|Zn) by Lemma 4.4 (iii), and therefore [σ] = [e(σ|Zn)] = Φ([σ|Zn ]).
(iii) This is straightforward.
The singularity of a linear form is preserved under composition with the
extension map.
Lemma 5.12. Let µ : CSm
C
(Rn)→ C be a linear form and let e be any extension
map. If µ is singular (resp. exotic, Zn–translation invariant), then so is µ ◦ e.
Proof. The facts that µ◦e is singular, resp. exotic, resp. Zn–translation invariant
follow respectively from the facts that e preserves the order (Lemma 4.10), and
that e commutes with translations (Definition 4.1).
The noncommutative residue (resp. the canonical integral) introduced in
(18) (resp. (19)) is an Rn– (and hence Zn–) translation invariant linear form on
symbols on CSm
C
(Rn) with m ∈ Z (resp. m ∈ C \ Zn) in view of [P2, Corollary
2.59] (resp. [P2, Theorem 2.61]). For exotic linear forms there is a one to one
correspondence between Zn–translation invariance, Rn–translation invariance
and Stokes’ property of a linear form [P2, Proposition 5.34], a property we are
about to define.
Definition 5.13. A linear form λ on CSm
C
(Rn) is said to satisfy Stokes’ property
if for all i = 1, . . . , n and for all σ ∈ CSm
C
(Rn), λ ◦ ∂ξi(σ) = 0.
For the sake of completeness we provide the proof of the fact that Zn–
translation invariance implies Stokes’ property for exotic linear forms since we
will use this fact explicitly.
Proposition 5.14. [P2, Proposition 5.34] Let λ be an exotic linear form on
CSm
C
(Rn). If λ is Zn–translation invariant then it satisfies Stokes’ property.
Proof. Let σ be a symbol in CSm
C
(Rn). For any vector ~p in Zn the translated
symbol t∗~pσ := σ(· + ~p) also lies in CSmC (Rn) as can be seen from a Taylor
expansion of ξ 7→ σ(ξ+ ~p) at ~p = ~0 [P2, Proposition 5.52]. More precisely, there
is an integerK ≥ 2 such that for any ~p ∈ Zn the remainder term R~pK(σ) := t∗~pσ−∑K−1
|α|=0 ∂
α
ξ σ
~pα
α! lies in L
1(Rn). Since λ is exotic and Zn–translation invariant this
implies that for any ~p in Zn we have
0 = λ
(
t∗~pσ − σ
)
=
K−1∑
|α|=1
λ(∂αξ σ)
~pα
α!
+ λ(R~pK(σ)) =
K−1∑
|α|=1
λ(∂αξ σ)
~pα
α!
.
Thus λ(∂αξ σ) = 0 for any α ∈ Nn such that 1 ≤ |α| < K. Choosing α =
(0, · · · , 0, 1, 0 · · · , 0) with the 1 at the i–th slot yields λ(∂ξiσ) = 0 and hence
Stokes’ property.
The following proposition characterises Zn–translation invariant linear forms
on symbols on Rn. Recall that Zn = Z ∩ [−n,+∞[. For any m ∈ C we denote
by Hm
C
(Rn) the space of smooth functions f from Rn\{ 0 } into C, such that
f(tξ) = tmf(ξ) for all t > 0 and ξ ∈ Rn\{ 0 }.
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Proposition 5.15. (i) Let m ∈ Zn. Any Zn–translation invariant exotic linear
form on CSm
C
(Rn) is a linear combination of a leading symbol form and the
restriction of the noncommutative residue to CSm
C
(Rn).
In particular, any Zn–translation invariant exotic linear form on CSZ
C
(Rn) is
proportional to the noncommutative residue (compare with [P2, Proposition
5.40]).
(ii) Let m ∈ C \ Zn. Any Zn–translation invariant exotic linear form on
CSm
C
(Rn) is a leading symbol form.
(iii) Any Zn–translation invariant exotic linear form on CS /∈Zn
C
(Rn) van-
ishes.
Proof. We note that (iii) easily follows from (ii) since leading symbol forms do
not extend beyond a symbol set of fixed order. Let us prove (i) and (ii).
Let m ∈ C and let λ be a Zn–translation invariant exotic linear form on
CSm
C
(Rn). Since λ is exotic, it induces a linear form λj on every H
m−j
C
(Zn)
with j ∈ N defined by λj(f) = λ(f χ) for any f in Hm−jC (Rn) and any excision
function χ around 0. Moreover, the induced linear form λj vanishes on every
Hm−j
C
(Rn) with Re(m) + n < j. Thus, applied to a symbol σ ∼∑j f[m−j]χ in
CSm
C
(Rn) the linear form λ vanishes if Re(m) < −n and reads
λ(σ) =
∑
0≤j≤Re(m)+n
λj(f[m−j]) if Re(m) ≥ −n. (28)
We henceforth assume that Re(m) ≥ −n. By Proposition 5.14 the linear
form λ satisfies Stokes’ property as a result of its Zn–translation invariance.
Since ∂ξiχ has compact support it follows that
λj(∂ξig) = λ(∂ξig χ) = −λ(g ∂ξiχ) = 0
for any i ∈ {1, · · · , n} and any g ∈ Hm−j+1
C
(Rn) with j ∈ N∗. Let f ∈
Hm−j
C
(Rn) for some j ∈ N. If m− j 6= −n, then f(ξ) = 1m−j+n
∑n
i=1 ∂ξi(ξif(ξ))
so that λj(f) = 0. If m − j = −n then h(ξ) := f(ξ) − res(f) |ξ|−n has van-
ishing residue. It follows from [FGLS, Lemma 1.3] that h =
∑n
i=1 ∂ξihi for
some homogeneous functions hi ∈ H−n+1C (Rn). Thus λj(h) = 0 and hence
λj(f) = C res(f) with C := λj(ξ 7→ |ξ|−n) = λ(ξ 7→ |ξ|−n χ(ξ)) independent of
χ and j. Setting f = f[m−j] for some j ∈ N, σ[m] := f[m]χ, and inserting the
result back in (28) yields
λ(σ − σ[m]) =
∑
0<j≤Re(m)+n
λj(f[m−j]) = 0 if m /∈ Zn,
and
λ(σ − σ[m]) = C
∑
0<j≤Re(m)+n
res(f[m−j]) δm−j+n = C res(σ) if m ∈ Zn,
where δm−j+n is the Kronecker delta function.
Summing up we find that λ(σ) = λ(σ[m]) if m /∈ Zn and λ(σ) = λ(σ[m]) +
Cres(σ) otherwise, which yields the announced characterisation.
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Remark 5.16. In the case thatm = −n, the restriction of the noncommutative
residue to CS−n
C
(Rn) is an example of a leading symbol form, so we have that
any Zn–translation invariant exotic linear form on CS−n
C
(Rn) is a leading symbol
form.
The following theorem yields a characterisation of Zn–translation invariant
exotic linear forms on integer order toroidal symbols, which is new to our knowl-
edge.
Theorem 5.17. The toroidal noncommutative residue, defined for all symbols
σ in CSC(Z
n) by
restor(σ) := res ◦e (σ) =
∫
Sn−1
e(σ)[−n](ξ) dS(ξ), (29)
where e is an extension map, is independent of the choice of e. It is a Zn–
translation invariant exotic linear form on CSC(Z
n).
(i) Let m ∈ Zn. Any Zn–translation invariant exotic linear form on the space
CSm
C
(Zn) is a linear combination of a leading symbol form and the restriction
of the toroidal residue restor to CSm
C
(Zn).
(ii) Let m ∈ C \ Zn. Any Zn–translation invariant exotic linear form on
CSm
C
(Zn) is a leading symbol form.
(iii) Any Zn–translation invariant exotic linear form on CSZn
C
(Zn) is pro-
portional to the restriction of the toroidal residue restor to CSZn
C
(Zn).
Proof. The facts that restor is exotic and Zn–translation invariant follow from
the Zn–translation invariance of the residue res (18) on symbols on Rn combined
with Lemma 5.12. The fact that restor is independent of the choice of the
extension map follows from Lemma 4.4 (iii).
Let m ∈ C. By Lemma 5.11 (iii), given an exotic Zn–translation invariant
linear form λ on CSm
C
(Zn), the corresponding linear form λ˜ on CSm
C
(Rn) is
exotic and Zn–translation invariant. The statements (i) and (ii) then follow
from Proposition 5.15 which classifies λ˜ according to whether m lies in Zn or
not. If λ˜ is proportional to res then λ is proportional to restor. If λ˜ is a
linear combination of the leading symbol form and res then so is λ a linear
combination of the induced leading symbol form on toroidal symbols and restor.
The statement (iii) is a consequence of the fact that a leading symbol form on
CSm
C
(Zn) does not extend to CSZn
C
(Zn).
Lemma 5.18. Let m be a complex number with real part smaller than −n.
Any Zn–translation invariant ℓ1–continuous linear form on the space of symbols
CSm
C
(Zn) is proportional to
∑
Zn
(the standard summation over Zn).
Proof. Given σ ∈ CSm
C
(Zn) where Re(m) < −n, we define for all N ∈ N,
σN :=
∑
k∈[−N,N ]n∩Zn σ(k)δk, where δk is the Kronecker delta function. By
linearity and translation invariance, λ(σN ) = λ(δ0)
∑
k∈[−N,N ]n∩Zn σ(k). By
ℓ1–continuity, taking the limit as N goes to infinity yields the result.
For a normalised extension map e, we have
∑
Zn
σ =
∫
Rn
e(σ) by definition
for any σ in CS<−n
C
(Zn), which motivates the following definition. Recall from
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Section 5.1 that −∑
Zn
is the discrete cut–off sum which defines a Zn–translation
invariant linear extension on CS /∈Zn
C
(Rn) and which extends the ordinary dis-
crete sum
∑
Zn
.
The following theorem yields a characterisation of Zn–translation invariant
ℓ1–continuous linear forms on non–integer order toroidal symbols, which is new
to our knowledge.
Theorem 5.19. (i) The toroidal canonical discrete sum, defined on CS /∈Zn
C
(Zn)
as
−∑tor
Zn
:= −∫
Rn
◦ e (30)
where e is a normalised extension map, is independent of the choice of e. It
is a Zn–translation invariant ℓ1–continuous linear form on CS /∈Zn
C
(Zn) and co-
incides with the usual summation on symbols whose order has real part < −n.
(ii) Let m ∈ C\Zn. Any Zn–translation invariant ℓ1–continuous linear form
on CSm
C
(Zn) is proportional to the toroidal canonical discrete sum −∑tor
Zn
.
Consequently, any Zn–translation invariant ℓ1–continuous linear form on
CS /∈Z
C
(Zn) is proportional to the toroidal canonical discrete sum −∑tor
Zn
. In par-
ticular we have
−∑tor
Zn
= −∑
Zn
◦ e (31)
where e is any (non necessarily normalised) extension map.
Proof. (i) The fact that −∑tor
Zn
coincides with the summation over Zn on symbols
whose order has real part < −n follows from the fact that e is a normalised
extension map (Definition 4.2). In particular, −∑tor
Zn
is ℓ1–continuous (Definition
5.5). Moreover, −∑tor
Zn
is Zn–translation invariant as a consequence of the Zn–
translation invariance of the cut–off integral (19) on non–integer order symbols
on Rn combined with Lemma 5.12. To check that it does not depend on the
choice of e, let e, e′ be two normalised extension maps and define
λ0 := −
∫
Rn
◦ e−−
∫
Rn
◦ e′.
It is clear from what precedes that the restriction of λ0 to classical symbols
of order in Z∩] − ∞,−n[ is zero. Moreover, λ := (λ0)|CS /∈Z
C
(Zn) is an exotic
Zn–translation invariant linear form on CS /∈Z
C
(Zn). By Proposition 5.15 (iii), λ
vanishes and hence
−
∫
Rn
◦ e = −
∫
Rn
◦ e′.
(ii) Let m ∈ C \ Zn. Any Zn–translation invariant ℓ1–continuous linear
form λ on CSm
C
(Zn) restricts to a Zn–translation invariant ℓ1-continuous lin-
ear form on CS
m−[m]−n−1
C
(Zn) = CSm
C
(Zn) ∩ CS<−n
C
(Zn). By Lemma 5.18
this restriction is proportional to the standard summation
∑
Zn
, hence the
existence of a constant C such that λ|
CS
<−n
C
(Zn)
= C
∑
Zn
. The linear form
λ1 := λ − C −
∑tor
Zn |CSm
C
(Zn) is therefore an exotic Z
n–translation invariant lin-
ear form on CSm
C
(Zn). As a consequence, its extension λ˜1 is an exotic Z
n–
translation invariant linear form on CSm
C
(Rn). By Proposition 5.15 (iii), λ˜1 is a
leading symbol form, which implies that λ1 is a leading symbol form. Therefore,
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λ is a linear combination of a leading symbol form and the toroidal canonical
discrete sum. Since λ is ℓ1–continuous, it is actually proportional to the toroidal
canonical discrete sum −∑tor
Zn
.
Consequently, any Zn–translation invariant ℓ1–continuous linear form on
CS /∈Z
C
(Zn) is proportional to −∑tor
Zn
. Equation (31) then follows from the Zn–
translation invariance of the ℓ1–continuous linear form −∑
Zn
◦ e on CS /∈Zn
C
(Zn)
as a result of the Zn–translation invariance of the linear form−∑
Zn
on CS /∈Zn
C
(Rn)
[P2, Corollary 5.35].
Remark 5.20. We could equally well have taken (31) as a definition setting
−∑tor
Zn
:= −∑
Zn
◦ e
for any (non necessarily normalised) extension map e, and derived (30) as a
property.
6 Classification of traces on (noncommutative)
toroidal symbols and operators
For fixed m ∈ C, we consider traces on CSmAθ (Zn) and Cℓmθ (Tn) in the sense of
resp. CSAθ (Z
n)– and Cℓθ(T
n)–traces (see Definition 5.4).
6.1 Main classification result
The linear forms on symbols in CSC(Z
n) introduced in Section 5.1 induce traces
on corresponding subsets of CSAθ (Z
n) and of Cℓθ(T
n). In this section we
describe these traces and their classification.
Remark 6.1. Since Opθ is a topological and algebraic isomorphism between
CSmAθ (Z
n) and Cℓmθ (T
n) for allm ∈ C (see Proposition 3.11 and Equation (12)),
we can reduce the problem of the classification of traces on subsets of Cℓθ(T
n),
to the problem of the classification of traces on subsets of CSAθ (Z
n).
Proposition 6.2. The linear form on CSAθ (Z
n) defined by
resθ(σ) :=
∫
Sn−1
e(t(σ))[−n](ξ) dS(ξ) = res ◦ e ◦ t(σ)
is independent of the chosen t–compatible extension map e : SC(Z
n)→ SC(Rn).
It is an exotic (and hence singular) trace on (CSAθ (Z
n), ◦θ), called the symbolic
noncommutative residue.
The linear form on Cℓθ(T
n) defined by
Resθ := resθ ◦Op−1θ
is an exotic trace on Cℓθ(T
n), called the noncommutative residue.
Proof. The second statement follows from the first one using the bijectivity of
the map Opθ (see Remark 6.1). Let us prove the first statement. Thanks to
Lemma 4.10 and Lemma 4.12 (i) and (iii) we can permute the three operations
29
t, e, and (·)[−n] in resθ. This way, for a t–compatible extension map e, for any
σ ∈ CSAθ (Zn) we have
resθ(σ) =
∫
Sn−1
t(e(σ)[−n]) dS (32)
where e(σ)[−n] ∈ [e(σ)]−n is chosen in HS−nAθ (Zn).
Since resθ = res
tor ◦ t, the fact that it is an exotic linear form independent of
the extension map e chosen to define restor, is a direct consequence of Theorem
5.17 and Corollary 5.10.
To prove that resθ is a trace we use Stokes’ property on the unit sphere as
in the usual proof of the cyclicity of the noncommutative residue res.
Let σ ∈ CSrAθ (Zn) and σ′ ∈ CSr
′
Aθ
(Zn). By (17) and (32), we have for a
given extension map e,
resθ{ σ, σ′ }θ =
∑
|α|+i+i′=r+r′−n
1
α!
∫
Sn−1
t
(
(∂αξ e(σ)[r−i]) δ
α
e(σ′)[r′−i′]
− (∂αξ e(σ′)[r′−i′]) δ
α
e(σ)[r−i]
)
dS , (33)
the sum being set to zero when r + r′ − n /∈ N. Using Stokes’ property on
the unit sphere, namely the fact that
∫
Sn−1
∂ξjf dS = 0, when f is positively
homogeneous of degree −n + 1, we see that the result follows from several
integrations by parts with respect to the variable ξ in (33), and applications of
the formulae t(δj(ρ)ρ
′) = −t(ρδj(ρ′)) and t(ρρ′) = t(ρ′ρ), which are valid for
all symbols ρ, ρ′ in SAθ (R
n).
Proposition 6.3. The linear form on CS /∈ZnAθ (Z
n) defined by
−∑θ := −∫
Rn
◦ e ◦ t
is independent of the choice of the normalised t–compatible extension map e. It
is an ℓ1–continuous trace, called the canonical discrete sum. This trace coincides
with
∑
Zn
◦ t on symbols whose order has real part < −n.
The linear form on Cℓ/∈Znθ (T
n) defined by
TRθ := −
∑
θ ◦Op−1θ
is an L1–continuous trace on Cℓ/∈Znθ (Tn), called the canonical trace. This trace
coincides with the operator trace on operators whose order has real part < −n.
Proof. The second statement follows from the first one using the bijectivity
of the map Opθ (see Remark 6.1). Let us prove the first statement. Thanks
to Lemma 4.12 (i) we can permute t and e in −∑θ. Thus, for a t–compatible
extension map e we have
−∑θ = −∫
Rn
◦ t ◦ e. (34)
By Theorem 5.19 (i) and Corollary 5.10, the linear form −∑θ = −∑torZn ◦ t is
independent of the normalised extension map e chosen to define −∑tor
Zn
, and it
is an ℓ1–continuous linear form. Indeed, on symbols whose order has real part
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< −n, it coincides with ∑
Zn
◦ t = ∫
Rn
◦ t ◦ e. Similarly, on operators whose
order has real part < −n we have TRθ = Tr ◦ t where Tr is now the ordinary
trace on trace–class operators.
We now prove that −∑θ is a trace. Let σ, σ′ in CSAθ (Zn) be such that
{ σ, σ′ }θ ∈ CS /∈ZnAθ (Zn), then by Theorem 4.13
−∑θ{ σ, σ′ }θ ∼ ∑
α∈Nn
1
α!
−
∫
Rn
t
(
(∂αξ e(σ)) δ¯
αe(σ′)− (∂αξ e(τ)) δ¯αe(σ)
)
. (35)
As in the commutative case, this term vanishes since the finite part of the
integral, over a ball of radius sufficiently large, of homogeneous terms of non–
integer degree vanishes.
Proposition 6.4. Given a linear map L : QSm
C
(Rn) → C, the linear form on
CSmAθ (Z
n) defined by
L ◦ e ◦ t ((·)[m])
is a singular trace on CSmAθ (Z
n) called a leading symbol trace on CSmAθ (Z
n).
The linear form on Cℓmθ (T
n) defined by
L ◦ e ◦ t (Op−1θ (·)[m])
is a singular trace on Cℓmθ (T
n) called a leading symbol trace on Cℓmθ (T
n).
Proof. From Theorem 4.13 (see also Remark 4.15), for any σ ∈ CSmAθ (Zn) and
τ ∈ CSm′Aθ (Zn), the commutator { σ, τ }θ belongs to the space CSm+m
′
Aθ
(Zn), and
moreover by Remark 3.14,
t ({ σ, τ }θ) ∈ CSm+m
′−1
C
(Zn)
so the homogeneous term of degree m in any positively quasihomogeneous reso-
lution of t ({ σ, τ }θ) vanishes. A leading symbol form L ◦ e ◦ t((·)[m]) therefore
vanishes on star–brackets of symbols. It follows from (12) that the leading
symbol form L ◦ e ◦ t(Op−1θ (·)[m]) vanishes on operator brackets. This justifies
calling these linear forms leading symbol traces on their respective algebras.
Remark 6.5. Leading symbol traces on Cℓmθ (T
n) with Re(m) < −n provide
examples of traces that are singular but not exotic since they do not vanish on
the set Cℓmθ (T
n) whose elements are trace–class operators. By Lemma 5.18,
leading symbol traces are not ℓ1– (resp. L1)–continuous for symbols (resp. for
operators), hence the fact that under an ℓ1– (resp. L1)–continuity assumption,
these traces are ruled out of the classification result below.
We now state our main result which is the noncommutative toroidal gen-
eralisation of known characterisations of traces on classical pseudodifferential
operators on Tn (for general closed manifolds see [LN-J, N-J] for the case of
fixed order, and [P2, Sc] for an overview).
Theorem 6.6. Let m be a complex number.
1. If m ∈ Zn, any exotic trace on CSmAθ (Zn) is a linear combination of a
leading symbol trace and the restriction of resθ to CS
m
Aθ
(Zn).
Consequently, any exotic trace on CSZnAθ (Z
n) is proportional to the restric-
tion of resθ to CS
Zn
Aθ
(Zn).
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2. If m ∈ Zn, any exotic trace on Cℓmθ (Tn) is a linear combination of a
leading symbol trace and the restriction of Resθ to Cl
m
θ (T
n).
Consequently, any exotic trace on CℓZnθ (T
n) is proportional to the restric-
tion of Resθ to Cℓ
Zn
θ (T
n).
3. If m /∈ Zn, any ℓ1–continuous trace on CSmAθ (Zn) is proportional to the
restriction of −∑θ to CSmAθ (Zn).
Consequently, any ℓ1–continuous trace on CS /∈ZAθ (Z
n) is proportional to the
restriction of −∑θ to CS /∈ZAθ (Zn).
4. If m /∈ Zn, any L1–continuous trace on Cℓmθ (Tn) is proportional to the
restriction of TRθ to Cℓ
m
θ (T
n).
Consequently, any L1–continuous trace on Cℓ/∈Zθ (Tn) is proportional to the
restriction of TRθ to Cℓ
/∈Z
θ (T
n).
Proof. As noted in Remark 6.1, items 2. and 4. are respectively straightforward
consequences of items 1. and 3.. We now prove 1. and 3..
Let λ be a CSAθ (Z
n)–trace on CSmAθ (Z
n). By Corollary 5.10, λ is closed and
Zn–translation invariant and the linear form λ := λ◦ ιθ defines a Zn–translation
invariant linear form on CSm
C
(Zn) satisfying λ = λ ◦ t. If λ is exotic (resp.
ℓ1–continuous), so is λ exotic (resp. ℓ1–continuous).
Let m ∈ Zn and let λ be exotic. By Theorem 5.17 (i), the linear form λ is
a linear combination of a leading symbol form and restor, so that λ is a linear
combination of a leading symbol form and resθ.
Let m ∈ C\Zn and let λ be ℓ1–continuous. By Theorem 5.19 (ii), the linear
form λ is proportional to −∑tor
Zn
, so that λ is proportional to −∑θ.
The tracial properties of these linear forms follow from Proposition 6.2,
Proposition 6.3 and Proposition 6.4.
Remark 6.7. Item 2. in Theorem 6.6 compares with the classification result by
Fathizadeh and Wong [FW, Theorem 4.4] since both give a characterisation of
traces on CℓZθ (T
2) (n = 2). Our classification holds under the assumption that
the trace be exotic whereas Fathizadeh and Wong’s holds under the assumption
that the trace be singular and continuous.
Further fixing the order of the operators as in Theorem 6.6 offers a generalisation
of these classification results on traces on noncommutative tori.
6.2 The commutative case
Theorem 6.6 has a commutative counterpart obtained by setting θ = 0 which
is interesting for its own sake since it yields a characterisation of traces on
toroidal symbols of fixed order. It also yields back known characterisations
of the noncommutative residue [W1, W2] and the canonical trace [KV, LN-J,
MSS, N-J] on certain classes of pseudodifferential operators on the torus seen as a
particular closed manifold. Our results in the commutative case are nevertheless
weaker than those quoted here since we require that the trace be either exotic
or ℓ1–continuous.
As before we shall identify A0 and A = C∞(Tn) (see Remark 2.1). Recall
that CSmA (R
n) can be identified with the usual space of classical symbols of order
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m and CℓmA (T
n) with the usual space of classical pseudodifferential operators of
order m on the commutative torus Tn.
A symbol σ in CSmA (Z
n) is an A–valued map on Zn and any extension
e(σ) an A–valued map on Rn. Taking the trace t amounts to integrating over
the torus Tn so that in view of Lemma 4.12 which allows us to permute the
integration, the map σ 7→ σ[−n] and the extension map e, for θ = 0 the symbolic
noncommutative residue reads for σ ∈ CSA(Zn)
res0(σ) =
∫
Sn−1
∫
Tn
(e(σ))[−n](ξ) dS(ξ) = res
(∫
Tn
e(σ)
)
and the toroidal canonical discrete sum reads for σ ∈ CS /∈ZnA (Zn),
−∑0(σ) := −∫
Rn
∫
Tn
e(σ) = −∑
Zn
∫
Tn
e(σ),
independently of the choice of normalised extension map e.
Similarly, a leading symbol linear form on CSmA (Z
n) is of the form
σ 7−→ L
(∫
Tn
(e(σ))[m]
)
,
for some linear form L : QSm
C
(Rn)→ C.
In the following, Res denotes the usual noncommutative Wodzicki residue
[W1, W2], and TR the usual Kontsevich and Vishik canonical trace [KV, LN-J,
MSS, N-J] on closed manifolds (here the torus).
Corollary 6.8. Let m be a complex number.
1. If m ∈ Zn, any exotic trace on CSmA (Zn) is a linear combination of a
leading symbol linear trace and the restriction of res0 to CS
m
A (Z
n).
Consequently, any exotic trace on CSZnA (Z
n) is proportional to the restric-
tion of res0 to CS
Zn
A (Z
n).
2. For an operator A in Cℓ(Tn), we have
Res0(A) = res0
(
Op−10 (A)
)
= Res(A). (36)
If m ∈ Zn, any exotic trace on Cℓm(Tn) is a linear combination of a
leading symbol linear trace and the restriction of Res to Cℓm(Tn).
Consequently, any exotic trace on CℓZn(Tn) is proportional to the restric-
tion of Res to CℓZn(Tn).
3. If m /∈ Zn, any ℓ1–continuous trace on CSmA (Zn) is proportional to the
restriction of −∑0 to CSmA (Zn).
Consequently, any ℓ1–continuous trace on CS /∈ZA (Z
n) is proportional to the
restriction of −∑0 to CS /∈ZA (Zn).
4. For an operator A in Cℓ/∈Zn(Tn), we have
TR0(A) = −
∑
0Op
−1
0 (A) = TR(A). (37)
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If m /∈ Zn, any L1–continuous trace on Cℓm(Tn) is proportional to the
restriction of TR to Cℓm(Tn).
Consequently, any L1–continuous trace on Cℓ/∈Z(Tn) is proportional to the
restriction of TR to Cℓ/∈Z(Tn).
Proof. This is a straightforward consequence of Theorem 6.6 in which we have
set θ = 0.
The identifications (36) (resp. (37)), follow from the fact that Res0 and Res
(resp. TR0 and TR), enjoy the same characterisation as traces on operators on
the torus.
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