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Abstract. We describe a simple and consistent quantum mathematical model
that simulates the possible role of quantum interference and sink effects in the
nonphotochemical quenching (NPQ) in light-harvesting complexes (LHCs). Our model
consists of a network of five interconnected sites (excitonic states) responsible for the
NPQ mechanism: (i) Two excited states of chlorophyll molecules, ChlA∗ and ChlB∗,
forming an LHC dimer, which is initially populated; (ii) A “damaging” site which
is responsible for production of singlet oxygen and other destructive outcomes; (iii)
The (ChlA − Zea)∗ heterodimer excited state (Zea indicates zeaxanthin); and (iv)
The charge transfer state of this heterodimer, (ChlA− − Zea+)∗. In our model, both
damaging and charge transfer states are described by discrete electron energy levels
attached to their sinks, that mimic the continuum part of electron energy spectrum, as
at these sites the electron participates in quasi-irreversible chemical reactions. All
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five excitonic sites interact with the protein environment that is modeled using a
stochastic approach. As an example, we apply our model to demonstrate possible
contributions of quantum interference and sink effects in the NPQ mechanism in the
CP29 minor LHC. Our numerical results on the quantum dynamics of the reduced
density matrix, demonstrate a possible way to significantly suppress, under some
conditions, the damaging channel using quantum interference effects and sinks. The
results demonstrate the possible role of interference and sink effects for modeling,
engineering, and optimizing the performance of the NPQ processes in both natural
and artificial light-harvesting complexes.
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41. Introduction
The first step in photosynthesis is the capture of photons, which occurs predominantly
in the light-harvesting complexes (LHCs). The LHCs of the photosystems I and II (PSI
and PSII) consist of hundreds of light-sensitive, protein bound chlorophyll molecules. A
quantum of sunlight, which is absorbed by a chlorophyll molecule, has rather high energy,
on the order of 1.5− 2.5eV . Nature has developed a mechanism to transfer this locally
excited electron energy (exciton) very efficiently (∼ 95%) from the peripheral LHC
to the reaction center (RC), where charge separation and complex chemical reactions
take place. Because a network of the exciton transfer (ET) through the LHC to
the RC includes many light-sensitive molecules and is rather complicated and quasi-
random, the dynamics of the ET must be very rapid in order for the exciton not to
be lost to fluorescence, thermal fluctuations of the protein environment, and other
electromagnetic processes. Indeed, the dynamics of the ET is rather fast, from one
to tens of picoseconds. It was recently demonstrated, that quantum coherent effects
survive (and significantly enhance the efficiency) in LHCs and RCs during the primary
processes of ET for times of order of hundreds of femtoseconds, even at room temperature
[1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15]. (See also references therein.)
The structure of the LHC PSII (supercomplex) is very complicated, and includes
more than 300 light-sensitive chlorophyll (Chla and Chlb) molecules, which contain
excitonic sites (similar to connected quantum dots in solids) connected in a very
complicated network. (See, for example, [16], and references therein.) These excitonic
sites are embedded in a protein environment that operates as (i) the thermal bath and
noise generator for excitonic sites of light-sensitive Chls and (ii) an external media that
changes in time its geometrical configuration (conformations) into different operational
modes. In particular, it is well-known that if even one amino acid in the protein sequence
is modified, this can potentially change the protein conformation or alter the energy
levels of Chls and their ability to function. These conformational modifications result
in changes of locations and energy levels of the light-sensitive sites including interacting
carotenoids and, consequently, the light-harvesting properties of the whole system [17].
In order to better characterize the ET properties inside the peripheral light-
harvesting supercomplex, it is conventionally divided into (i) the most peripheral
“major” LHCs [16, 18] which have a trimeric structure, and (ii) minor complexes more
closely associated with the PSII RC which include CP24, CP26, CP29, CP43, and CP47,
located between the RC and the peripheral LHCII complex [16]. All these LHCII and
minor complexes include a network of chlorophylls and carotenoids that absorb the solar
quanta, and, as it was mentioned above, transfer the excitons from the antenna to the
RC.
Note, that the sun energy is so diluted, that when modeling the exciton dynamics,
under normal sunlight intensity, it is often assumed that only the lowest-lying singlet
excited states of chlorophylls are required [16]. At the same time, when the solar flux
levels exceed the capacity of downstream electron transfer processes, the RC becomes
5saturated, and several “damaging” channels are opened. These damaging channels result
in unwanted photo-damaging effects, that can destroy the whole organism. This process
is called photoinhibition [19, 20].
Photosynthetic organisms have evolved many mechanisms which protect them
from damaging processes associated with high sunlight intensity [21]. One of these
mechanisms, is “nonphotochemical quenching” (NPQ). NPQ is induced by the low pH
of the thylakoid lumen and involves multiple steps including the pH dependent de-
epoxidation of violoxanthin to zeaxanthin to dissipate excess excited states as heat.
Many scientific teams have been involved for years in theoretical and experimental
analysis, and in mathematical modeling of these NPQ mechanisms [22, 23, 24, 25, 26,
27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49]. (See
also references therein.) But because the LHC network is very complicated and because
NPQ mechanisms involve many complex physiological aspects of the photosynthetic
organisms, still neither the detailed location of excitonic sites inside the antenna nor
the detailed mechanisms responsible for quenching processes have been established. For
example, models describing the NPQ mechanisms vary, from relatively simple, which
involve three [31] or four [32] excitonic and charge transfer states, to very complicated,
which involve 26 nonlinear ordinary differential equations with 78 fitting parameters
[41].
At the same time, some components of the NPQ are generally accepted. For
example, it is generally believed that NPQ is regulated by protonation processes and,
correspondingly, by the magnitude of the trans-membrane pH gradient across the
thylakoid membrane. (See, for example, [30, 41, 48], and references therein.) It is also
believed by many that the NPQ requires the presence of the antenna-associated PsbS
(plants) or LhcSR (green algae) and other proteins which regulate the NPQ process by
as of yet unknown mechanisms [21, 24, 25, 26, 27, 30, 32, 33, 38, 39, 41, 42, 44, 45, 46,
47, 48, 50, 51, 52, 53, 54].
Overall, however, it would be useful to have a simple and consistent quantum-
mechanical mathematical model which (i) is linear for the reduced density matrix
elements (as required by quantum mechanics) and (ii) allows one to analyze, describe
and better understand some important fragments of these very complicated and multi-
functional NPQ mechanisms.
In this paper, we introduce a simple quantum mathematical model which allows
us to simulate a possible role of quantum interference (coherent) effects and quantum
effects due to the interaction of discrete energy levels (associated with light-sensitive
sites) with the continuum parts of the electron energy spectrum (sinks), in the NPQ
mode. For purposes of illustration of our approach, our model is based on the NPQ
analysis used in [28, 30, 32, 33], in which the formation of the carotenoid zeaxanthin
(Zea) and a creation of the (Chl−Zea)∗ heterodimer and charge transfer state (CTS),
(ChlA− − Zea+)∗, were discussed in the CP29 and others minor antenna complexes,
in the NPQ phase. (For creation of the (Chl − Zea)∗ heterodimer see, for example,
[34, 35, 36].) In particular, in [33], one possible role of the charge-transfer quenching
6(CTQ) was considered in three minor antenna complexes, CP29, CP26, and CP24. The
authors of [33] argued that the CTQ in CP29 involves (i) a delocalized state of the
strongly coupled dimer of the two chlorophylls, ChlA5 and ChlB5, (ii) a heterodimer
which includes the Zea molecule, and (iii) the CTS of this heterodimer.
Our model includes five excited discrete excitonic and charge transfer states which
could be responsible for the NPQ mechanism: (i) Two excited states of chlorophylls,
ChlA∗ and ChlB∗, which can be initially populated either in the excited state of a single
ChlA∗ or ChlB∗ (when the dimer is weakly coupled), or in the excited eigenstate(s) of
the dimer, (ChlA−ChlB)∗, when the dimer is strongly coupled; (ii) A damaging excited
electron state, D∗, which is responsible for production of damaging outcomes such as
very reactive singlet oxygen, and others; (iii) The (ChlA − Zea)∗ heterodimer excited
state; and (iv) The CTS of this heterodimer, (ChlA− − Zea+)∗.
In our model, the two sites, D∗ and (ChlA− − Zea+)∗, are described by discrete
electron energy levels interacting with their continuum spectra (sinks). This approach
is in many aspects relevant to modeling of unstable quantum systems, such as heavy
nuclei, solid-state nano-systems, and others [55, 56, 57, 58, 59, 60]. In this case, the
initial system (reactant) undergoes an irreversible (or quasi-irreversible, with possible
recurrences) decay through some channels (reactions) into the final state(s) (product(s)).
We associate one sink with the damaging state, |0〉, and another sink with the CTS,
|4〉. These two sinks play, in some respect, a similar role as two potential quenching
channels, but with particular functions.
We assume, that when the light intensity is high enough, the PSII RC is closed
by the mechanism(s) similar to the Coulomb blockade regime in a quantum dot, in
solids. Namely, if one electron populates already the small quantum dot (RC), the
second electron cannot occupy the same energy level in the dot, but could occupy the
next excited level in the dot, which usually requires large additional energy, if the dot
is small. But because at high light intensity, the number of photons that correspond to
the first excited chlorophyll state increases, the next exciton may appear. In this case,
when this “extra” exciton populates the LHC chlorophyll dimer, its electron cannot be
transfered to the PSII RC. Instead, it can be transfered to the damaging state, |0〉, or to
participate in the NPQ, or to be involved in many different processes. So, in our model,
we do not use directly the highly excited states of the chlorophyll molecules. But they
can easily be included in our model.
The electron of the initially populated exciton, in the NPQ regime, exists in different
“forms”: (i) It can belong to the exciton which travels through the network of the LHC,
and only slightly reducing (or accumulating from the environment) its energy; (ii) It
can be absorbed by the damaging sink, |S0〉, and participate in creation of damaging
product states; or (iii) Can be absorbed by the sink, |S4〉, of the CTS, and participate in
non-harmful chemical reactions. This last option is called a CTQ. Certainly, according
to quantum mechanics, this electron can also exist in a superposition of all these and
other states of our model. Each sink in our model is characterized by two parameters:
the rate, Γ0 (Γ4), of transfer into the sink, |S0〉 (|S4〉), from the corresponding attached
7discrete state, |0〉 (|4〉), and the efficiency (cumulative time-dependent probability), η0(t)
(η4(t)), of being absorbed by this sink. Note, that both Γ0 and Γ4, characterize only
the rates of destruction of the exciton in the LHC, and do not describe the following
processes with the occurred electron in the damaging and the charge transfer reactions.
In this sense, our model describes only the primary NPQ processes related to the ET,
and does not describe the processes which occur in both sinks. The later occur on
relatively large time-scales, and require a detailed knowledge of the structures of the
sinks, and additional methods for their analysis.
All five excitonic sites interact with their protein environment, which we model by
the stochastic process of stationary telegraph noise. Note, that there are many different
approaches for modeling the influence of the protein environment on the excitonic and
electron sites in bio-systems [7, 9, 11, 12, 18, 61, 62, 63, 64, 65, 66, 67, 68, 69, 70,
71, 72, 73, 74, 75, 76, 77, 78]. Some of them use a thermal bath (for example, as a
set of harmonic oscillators in the initial Gibbs distribution, at a given temperature);
some approaches use the external sources of noise; and some approaches are based
on hybrid schemes [76, 77]. From our viewpoint, in the case of bio-systems in a non-
functionalmode, it is reasonable to use a thermal bath as the source of fluctuations which
the electron sites experience from the protein environment. But when bio-systems are
operating in their functional modes, the question of the proper modeling of the action
of protein environment on embedded network of excitonic and electron sites is more
complicated. It is most likely that some environmental modes act on the excitonic and
electron sites as thermal bath modes, some as external noise (generators), and some
even as regular forces. In particular, this can be the case for very fast primary ET
dynamics in which many modes of the environment do not have time to approach their
equilibrium states. (See also discussions on this issue in [65, 79].) We have chosen the
model of the random telegraph noise mainly for two reasons: (i) We believe that the
influence of the interference and sink effects on the NPQ process, which we consider,
can be reasonably described by a stochastic environment. (ii) The set of linear ordinary
differential equations for the ET, which we derive, is exact and closed. This allows us to
derive “exact” numerical solutions, and to avoid dealing with the uncertainties caused
by different approximations used. This is especially important when the interaction
constants between the excitonic sub-system and the environment are sufficiently large,
as often happens in bio-systems at room temperature [61, 62], and it becomes impossible
to derive an exact and closed system of equations for the excitonic (and electron) reduced
density matrix.
In the NPQ regime, when structural changes in the CP29 complex occur (in
particular, due to protonation, PsbS protein involvement, and other processes [24, 25,
26, 27, 28, 30, 32, 33, 38, 39, 41, 44, 45, 46, 47, 48]), the excited state(s) of the LHC
chlorophyll dimer, (ChlA− ChlB)∗, is realized and is initially populated. In this case,
we numerically find the conditions required to suppress the damaging channel, for both
limits of weakly and strongly coupled (ChlA − ChlB)∗ LHC dimers. In particular, for
the case of a strongly coupled dimer, we demonstrate the suppression of the damaging
8channel caused by the simultaneous action of quantum interference effects and sinks.
In order to demonstrate our results, we explicitly calculate all averaged over noise
density matrix elements for the discrete states as well as the “efficiencies” of both the
damaging channel, η0(t), and the charge transfer channel, η4(t). For concreteness, we
apply our results to describe a possible contribution of quantum interference and sink
effects in the NPQ mechanism in the CP29 minor complex. At the same time, we should
note that we do not intend here to fit our numerical results with the experimental results
on the NPQ process in the CP29 complex. There are two main reasons for this. First,
we do not think that this fitting is reasonable at present time, because many details are
currently unknown, such as the location of the responsible excitonic sites and states,
characteristics of the LHC dimer and heterodimer in the NPQ mode, the values of rates
between sites and to the sinks, and other important parameters. Second, by varying
many fitting parameters, (such as energy levels, values of interaction matrix elements,
rates to the sinks, interaction constants between sites and noise, decay rate of noise
correlations), one can match the particular results of numerical simulations with the
particular experimental results. Instead, our main intention here is to discuss a possible
role of quantum interference and sink effects in the NPQ mechanism. One advantage
of our model is that it can be easily generalized including as many as needed excitonic
states, CTSs and damaging channels, much more complex networks of interconnected
excitonic sites, and a proper combination of thermal environment and external noise, in
order to model the protein environment in the NPQ mode.
Our main results include:
1. An exact and closed system of linear ordinary differential equations for the av-
eraged over noise excitonic density matrix, which describes the influence of quantum
interference effects, sinks, and noise on the NPQ process in the LHCs.
2. Numerical experiments for a variety of different parameters and initial conditions of
our model. We demonstrated the regimes of suppression of the damaging channel for
both weakly and strongly coupled (ChlA− ChlB)∗ LHC dimer.
3. A demonstration of how, for the strongly coupled (ChlA − ChlB)∗ LHC dimer, in-
terference effects play a significant role in blocking the damaging channel.
4. A quantitative parameter which characterizes the magnitude of blocking the dam-
aging channel. This parameter is the probability of finding the electron in the sink of
the damaging channel (efficiency). If this parameter equals unity, the damaging channel
is completely open. If this parameter is zero, the blocking of the damaging channel is
100%.
5. A demonstration of the significant contribution of sinks in the performance of the
NPQ mechanism, and an effectiveness of utilizing simultaneously both interference and
sinks effects for strongly coupled (ChlA− ChlB)∗ LHC dimer, in the NPQ mode.
6. A demonstration, for a weakly coupled LHC dimer, of the robustness of the NPQ
regime in relation to the initial population of the LHC dimer.
7. A demonstration of the presence of collective quantum coherent effects, in the NPQ
9process.
The paper is organized as follows. In Sec. II, we describe our model and introduce
its main characteristics. In Sec. III, we present the mathematical formulation of our
model. In Sec. IV, we describe the approach based on noise-assisted ET. In Sec. V, we
present the characteristic properties of the LHC dimer. In order to better characterize
the interference effects in the NPQ regime, we consider in Sec. VI, a simplified three-
level system. The results of numerical simulations for the total system are presented in
Sec. VII. In the Conclusion, we summarize our results. Appendices, A and B, include
the derivation of the main equations.
2. Description of the model
Our model includes five discrete excitonic energy states (see Fig. 1): |n〉, n = 0, ..., 4,
and two sinks, |S0〉 and |S4〉. The sink, |S0〉, interacts with the “damaging state”,
|0〉. The sink, |S4〉, interacts with the CTS, |4〉. All discrete states are interconnected
through the matrix elements, Vmn, in the Hamiltonian (1). All discrete energy levels
interact with the external protein noisy environment.
Figure 1. Schematic of our model consisting of five discrete states, |n〉, (n = 0, ..., 4),
and two independent sink reservoirs, |S0〉 (connected to the damaging state), and |S4〉
(connected to the charge transfer state). The rectangle indicates the initially populated
dimer, (ChlA− ChlB)∗.
Below, for concreteness, we will use the notations and the basic components
responsible for the NPQ process similar to those used in [32, 33]. But the values of
parameters will be varied in order to demonstrate the different dynamical regimes in
our model, related to the performance of the NPQ mechanism. We use the following
notation. The discrete electron state, |1〉 ≡ |ChlA∗5〉, is the excited electron state of
chlorophyll, A5. The discrete electron state, |2〉 ≡ |ChlB∗5〉, is the excited electron
state of chlorophyll, B5. So, in our model only two chlorophylls, A5 and B5, each
with an excited electron state, participate in the NPQ process, as in [33]. The discrete
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state, |3〉 ≡ |(ChlA5 − Zea)∗〉, is the heterodimer excited state. The discrete state,
|4〉 ≡ |(ChlA−5 −Zea+)∗〉, is the CTS of the heterodimer. The state, |0〉 ≡ |damage〉, is
a discrete part of the damaging state (channel).
Fig. 1 demonstrates the NPQ regime in which (i) the weakly or strongly coupled
dimer (shown in the rectangle) is realized based on two site states, |1〉 and |2〉, (ii)
initially one of two eigenstates of the dimer is populated. (For a weakly coupled dimer,
this corresponds approximately to the initial population, either ChlA∗ (|1〉) or ChlB∗
(|2〉).)
The sink, |S0〉, is the continuum part of the damaging state (channel), |0〉. The
sink, |S4〉, is the continuum part of the CTS (channel), |4〉. All matrix elements, Vmn, in
the Hamiltonian (1) describe the interactions between the discrete excitonic states. The
parameters, Γ0 and Γ4 (see below), characterize the rates of escape from the discrete
states, |0〉 and |4〉, to their corresponding sinks. Note, that the dynamics of escape
from a discrete energy level to its associated continuum can be described by a single
rate, Γ0 (or Γ4), only in the approximation of an infinitely wide band of the sink. (The
Weisskopf-Wigner model [80, 81].) For narrow or intermediate band of the sink, the
dynamics of escape to the continuum is more complicated, and cannot be described by
a single rate. (See, for example, [16, 84].) But for the purposes of this paper, we will
use the Weisskopf-Wigner approximation for both sinks, assuming that for narrow or
intermediate band of the sink, a single average (or renormalized) escape rate could be
used.
In our model, the dimer shown in Fig. 1 can, in principle, interact with the site,
|3〉, in two different ways: (1) Both matrix elements, V13 and V23 (not shown in Fig. 1)
are active (non zero). In this case, both chlorophylls, A5 and B5, of the dimer interact
with the site, |3〉. (2) The matrix element, V23 = 0, so only ChlA∗5 interacts with the
site, |3〉. Note, that for the CP29 minor complex, case (2) is more realistic as, according
to [33], ChlB5 is located further away from Zea (∼ 13A˚) than is ChlA5 (∼ 6A˚). For
simplicity, we use case (2) in our numerical simulations. But consideration of case (1)
does not present any difficulties.
An important part of our model is the stochastic protein environment. We use
an interaction of the system with the environment in the form of “diagonal” stationary
telegraph noise, ξ(t), which acts on all five discrete states, |n〉, and does not include “non-
diagonal” components. Note, that our model allows a generalization by considering
independent noises acting on different excitonic sites [78]. We also assume that the
interaction constants with noise can be different at all five sites (discrete energy levels).
However, if one chooses equal constants of interaction with noise, ξ(t), at all five different
sites, the effect of noise disappears. (The same occurs if one uses a thermal bath instead
of noise.) This does not happen if independent noises act on different sites [78].
Here we would like to make three comments. First, diagonal noise (or a diagonal
thermal bath) was previously used (with some conditions) in the Marcus theory [61, 62],
and in many of its generalizations, including the description of coherent quantum effects
in ET in LHCs, mentioned above. Note, that the interaction with diagonal noise leads
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to the relaxation processes of the ET indirectly–only through the matrix elements, Vnm
in the Hamiltonian, below. On the other hand, a non-diagonal noise (or a non-diagonal
interaction with the thermal bath) leads also to direct relaxation processes [73]. Second,
the effects of non-diagonal noise (or a non-diagonal interaction with the thermal bath)
could be important under some conditions [73, 82, 83], which we do not discuss here
(as they are believed to reveal themselves on time-scale larger than the primary ET
processes considered here). Third, usually the protein environment is modeled by a
thermal bath, instead of external (classical) noise [61, 62]. The main difference is that the
long-time asymptotic leads for a thermal bath to a Gibbs distribution (in the diagonal
representation of the system Hamiltonian). At the same time, for noise, the long-time
asymptotic leads to equal distribution. (See, for example, [71, 72, 84], and references
therein.) Because room temperature corresponds to, T ≈ 25meV , the difference
between these two asymptotics becomes significant for the redox potential (distance
between the donor and acceptor energy levels), ǫ > 25meV . As mentioned above,
there are also the hybrid approaches which allow one to model a thermal environment
using stochastic processes [76, 77]. We use an approach based on a noisy environment
mainly for the following three reasons: First, we believe that for our purposes the noisy
environment is an adequate approach, since the NPQ mechanism in our model leads
to rapid saturation (stationary regime), which usually reveals itself on a time-scale less
than the time of equilibration in the system with only discrete electron energy levels.
Second, as mentioned above, it should be expected that most bio-systems operate in the
functional mode (including the NPQ), in noisy not thermal environment, or at least,
in combination. Third, the use of random telegraph noise allows us to derive an exact
system of linear ordinary differential equations for the reduced density matrix, which
describes the NPQ process in our model. (For an approach based on a thermal bath at
room temperature, with a relatively strong constant of interaction between the system
and the bath, the exact system of equations is not known [62]. Moreover, a controlled
perturbation theory also does not exist at present.) This is important for our analysis,
as our main intention is to describe the dynamics of the NPQ process, which is much
easier to do by using an exact system of equations.
3. Mathematical formulation
3.1. The Hamiltonian
Generally, we consider the system with N discrete energy levels (excitonic sites),
with each level coupled to its independent sink. The corresponding time-dependent
Hamiltonian has the form,
H(t) =
N∑
n=1
En|n〉〈n|+
∑
m,n
βmn(t)|m〉〈n|
12
+
N∑
n=1
Nn∑
in=1
(Ein |in〉〈in|+ Vnin|n〉〈in|+ Vinn|in〉〈n|), (1)
where, m,n = 1, 2, . . . , N . Each site, n, has the exciton energy, En. The functions,
βmn(t), generally describe the time-dependent matrix elements between different sites,
noise, and possible regular time-dependent forces. The matrix elements, Ein and Vinn,
describe the energy levels of the sink attached to the site, n, and the interaction between
the site, n, and the attached sink, correspondingly. We assume that the energy levels of
all sinks are sufficiently dense, so one can perform an integration instead of a summation
over the index, in. Then, we have,
H(t) =
∑
n
En|n〉〈n|+
∑
m,n
βmn(t)|m〉〈n+
∑
n
∫
E|E〉〈E|gn(E)dE
+
∑
n
(∫
αn(E)|n〉〈E|gn(E)dE + h.c.
)
(2)
where, gn(E) = dn/dE, is the density of electron states, and Vnin → αn(E).
3.2. The non-Hermitian Hamiltonian and the Liouville equation
Using the standard Feshbach projection method [80, 85, 86, 87], one can show that
in the Weisskopf-Wigner pole approximation [80, 81, 88] the N -level system interacting
with N independent sinks can be described by the effective non-Hermitian Hamiltonian,
H˜ = H− iW, where,
H =
∑
n
εn|n〉〈n|+
∑
m,n
βmn(t)|m〉〈n|, (3)
is the dressed Hamiltonian, and the non-Hermitian part is,
W = 1
2
∑
n
Γn|n〉〈n|. (4)
In (3), ǫn is the renormalized energy, En, of the state, |n〉, and the parameter, Γn, in
(4) is the tunneling rate to the n-th sink, Γn = 2π|αn(En)|2gn(En) (see Appendix A).
The dynamics of the system can be described by the Liouville equation (see
Appendices A and B),
ρ˙ = i[ρ,H]− {W, ρ}, (5)
where {W, ρ} =Wρ+ ρW.
We define the ET efficiency of tunneling to all N sinks as,
η(t) = 1− Tr(ρ(t)) =
∫ t
0
Tr{W, ρ(τ)}dτ. (6)
This can be expressed as the sum of time-integrated probabilities of trapping an electron
into the n-th sink [89, 90],
ηn(t) = Γn
∫ t
0
ρnn(τ)dτ, (η(t) =
N∑
n=1
ηn(t)). (7)
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We call, ηn(t) (0 ≤ ηn(t) ≤ 1) the efficiency of the n-th sink. In particular, for our
five-site model, presented in Fig. (1), a complete suppression of the damaging channel
at all times means that both, η0(t) = 0 and ρ00(t) = 0 (the probability of finding the
electron in the state, |0〉).
4. Noise-assisted ET in the NPQ mode
In the presence of noise, the quantum dynamics of the ET can be described by the
following effective non-Hermitian Hamiltonian (for details see Appendix B),
H˜ =
∑
n
εn|n〉〈n|+
∑
m,n
λmn(t)|m〉〈n|+
∑
m6=n
Vmn|m〉〈n|
−iΓ0
2
|0〉〈0| − iΓ4
2
|4〉〈4|, m, n = 0, 1, . . . 4, (8)
where, λmn(t), describes the influence of noise. The diagonal matrix elements of noise,
λnn(t), are responsible for decoherence. Then, the relaxation in this case occurs only if
Vmn 6= 0. The off-diagonal matrix elements, λmn(t) (m 6= n), lead to direct relaxation
processes.
Below we restrict ourselves to consider only the diagonal noise effects. Then, one can
write, λmn(t) = λnδmnξ(t), where λn is the interaction constant at site, n. We consider
stationary telegraph noise to be described by the random variable, ξ(t) = ζ(t) − ζ¯, so
that,
〈ξ(t)〉 = 0, (9)
χ(t− t′) = 〈ξ(t)ξ(t′)〉, (10)
where, χ(t − t′) = σ2e−2γ|t−t′|, is the correlation function of noise. The average value,
〈ζ(t)〉 = ζ¯, is included in the renormalization of the excited electron energy at each site,
n, in Eq. (8) as: εn → εn + dnζ¯.
Writing the effective non-Hermitian Hamiltonian as, H˜ = H− iW, where,
W = Γ0
2
|0〉〈0|+ Γ4
2
|4〉〈4|, (11)
we find that the evolution of the average components of the density matrix is described
by the following closed system of ordinary differential equations (see Appendix B):
d
dt
〈ρ〉 = i[〈ρ〉,H]− {W, 〈ρ〉} − iB〈ρξ〉, (12)
d
dt
〈ρξ〉 = i[〈ρξ〉,H]− {W, 〈ρξ〉 − iB〈ρ〉 − 2γ〈ρξ〉, (13)
where B =
∑
m,n(dm − dn)|m〉〈n| and dm = λmσ. We set 〈ρξ〉 = 〈ξρ〉/σ. The average,
〈 . . . 〉, is taken over the random process.
By manipulating the rates, Γ0,4, of tunneling into the sinks, one can modify the
dynamics of the whole system. The approach based on sinks, has been used to model
the ET dynamics in photosynthetic complexes. (See, for example, [65, 66, 91, 92], and
references therein.) Below, we will use this approach to model a possible role of quantum
interference effects and sinks in the NPQ mechanism.
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5. Characteristics of an LHC dimer
The importance of the different LHC dimers based on chlorophyll molecules in the ET
in LHCs and RCs is widely recognized [17, 28, 32, 33, 37, 42, 43, 79, 93, 94]. (See also
references therein.) Following [28, 32, 33], we will assume that in the NPQ mode, in the
photosynthetic complex (we choose, CP29, for concreteness) an LHC dimer is realized
consisting of the excited states of two neighboring chlorophylls, ChlA∗5 and ChlB
∗
5 . To
characterize the states of the isolated LHC dimer, we consider in this sub-section in the
Hamiltonian (1) only two states, |1〉 and |2〉, and the interaction between them,
Hdimer = E1|1〉〈1|+ E2|2〉〈2|+ (V12|1〉〈2|+ h.c.). (14)
This dimer has two orthogonal eigenstates, which in the basis of the site states,
|1〉 =
(
1
0
)
, |2〉 =
(
0
1
)
, (15)
have the form,
|ϕ−〉 = 2|V12|√
(δ +
√
δ2 + 4|V12|2)2 + 4|V12|2
(
1
− δ+
√
δ2+4|V12|2
2V12
)
, (16)
with the energy eigenvalue, E− = (E1 + E2)/2−
√
δ2 + 4|V12|2/2, and
|ϕ+〉 = 2|V12|√
(δ +
√
δ2 + 4|V12|2)2 + 4|V12|2
(
δ+
√
δ2+4|V12|2
2V21
1
)
, (17)
with the energy eigenvalue, E+ = (E1 + E2)/2 +
√
δ2 + 4|V12|2/2, where, δ = E1 −E2.
Here we would like to note, that the eigenstates of the dimer depend significantly on
the sign of the matrix element, V12, of the interaction between two chlorophylls [42, 43].
To see this, suppose, for simplicity, that δ = 0, so that the unperturbed excited energy
levels of both chlorophylls are degenerate, E1 = E2 = E. As follows from (16) and (17),
in this case, |ϕ−〉 = (1/
√
2)(|1〉 − sign(V12)|2〉), and |ϕ+〉 = (1/
√
2)(sign(V12)|1〉+ |2〉).
Then, in principle, both V12 > 0 and V12 < 0 situations can be realized in natural
LHCs [43]. Indeed, suppose that the excitons associated with the excited states of two
chlorophylls interact mainly through the dipole-dipole interaction. Then, the geometries
of the chlorophyll molecules and the orientations of their transitional dipole moments
become important. In particular, in the degenerate case, δ = 0, when V12 > 0, the
antisymmetric eigenstate, |ϕ−〉 = (1/
√
2)(|1〉 − |2〉), is the ground state of the dimer,
with the eigenenergy, E− = E − |V12|. When V12 < 0, the symmetric eigenstate,
|ϕ−〉 = (1/
√
2)(|1〉+ |2〉), is the ground state of the dimer, with the same energy. Note,
that the interaction of the two chlorophylls, which form the dimer, can have a rather
complicated dependence on the distance between them. Namely, the Fo¨rster dipole-
dipole type of interaction for relatively large distances (& 1nm) can be modified for the
Dexter mechanism for small distances (. 1nm), which involves the electron exchange
interaction [95].
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When the two chlorophylls, A1 and A2, form the strongly coupled dimer, so
that |V12/δ| & 1, the parameter, δ, can be small, but the matrix element of their
interaction can become large enough, if the chlorophylls are near each other. In this
case, ∆E ≈ 2|V12|. This sort of the chlorophyll dimer is realized in the so-called H-
aggregate quasi-parallel molecules. The upper-lying state, |ϕ+〉, is called the “bright”
(“dipole-allowed”) state, and the low-lying state, |ϕ−〉, is called the “dark” (“dipole-
forbidden”) state that traps the exciton [43].
5.1. Weakly and strongly coupled LHC dimers
Introduce the parameter,
µd = |V12/δ|. (18)
It is easy to see that when µd ≪ 1, both eigenstates, (16) and (17), become close to the
unperturbed states (15) of two separated chlorophylls. In this case, the LHC dimer is
called “weakly coupled”. The LHC dimer is called “strongly coupled” when, the value
of µd is not too small. We can say that the LHC dimer is strongly coupled if, µd & 1.
As was indicated in [33], the dihedral angle between ChlA5 and ChB5 is ≈ 410. So,
we assume in the following that V12 > 0. In this case, the energy level of the eigenstate,
|ϕ+〉, is located above the energy level of the eigenstate, |ϕ−〉, with an energy gap
between them, ∆E = E+ − E− =
√
δ2 + 4|V12|2.
For the CP29 antenna complex, the exciton Hamiltonian is presented in [94], for the
non-NPQ mode. In particular, the LHC dimer based on two chlorophylls, (Chla604 −
Chlb606)∗, was specified: εa604 ≈ 1.839eV , εb606 ≈ 1.938eV ; Va604,b606 ≈ 8.3meV . So, in
this case, the energy gap between these two chlorophylls is: δ = εa604−εb606 ≈ −99meV .
For this dimer, the value of the parameter µd is: µd = |δ/Va604,b606| ≈ 0.08≪ 1. So, this
dimer should be considered to be weakly coupled. (Note that the heterodimers based
on two chlorophylls, A and B, are also weakly coupled in many other bio-systems, not
only in the CP29 antenna complex.)
However, below, in our numerical simulations, we will consider both weakly and
strongly coupled cases for the dimer, (ChlA−ChlB)∗, in Fig. 1 (shown in the rectangle).
The main reason is that in the NPQ mode, when the protein environment experiences
conformational modifications, the characteristics of the dimer, (ChlA − ChlB)∗, can
also change. Indeed, the reconstruction energy and the interaction matrix element, V12,
could increase significantly. Also, because of protonation in the NPQ mode, the local
electric fields on the sites can change, resulting in modification of the redox potential.
Then, the weakly coupled dimer could become a strongly coupled dimer. Additional
experimental efforts are required in order to determine when this occurs.
5.2. Remarks on the initial conditions
Both above states, |ϕ+〉 and |ϕ−〉, are eigenstates only of the isolated dimer. When the
dimer is formed, its interaction with sunlight should include an additional term in the
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Hamiltonian (14): Hp = −dˆ ~E, where dˆ is the operator of the optical dipole transition,
and ~E is the electric field of sunlight. Then, in frequency units, this additional term is
proportional the the Rabi frequency, ΩR = dE. In this case, the above states, |ϕ+〉 and
|ϕ−〉, are not eigenstates of the system. Also, this dimer interacts in real systems with
other sites, which makes the Hamiltonian (14) even more complicated. So, the dark
state, |ϕ−〉, can be significantly populated. Another way to populate the dark state is
through the non-radiative transition: |ϕ+〉 → |ϕ−〉 [42].
In the numerical simulations below, when populating initially the LHC dimer,
(ChlA−ChlB)∗, we mainly use the initial condition for the wave function of the whole
system shown in Fig. 1: |ϕ(0)〉 = |ϕ−〉. In this case, when the dimer is strongly coupled,
µd & 1, the initial wave function is delocalized over the two chlorophylls. But when the
dimer is weakly coupled, µd ≪ 1, the initial wave function is mainly localized on the
ChlA∗. In a few cases in the NPQ mode, we also considered that the upper state of the
LHC dimer, |ϕ+〉, was initially populated.
6. Non-NPQ regime: Interference effects, two-level limit, influence of sink
and noise
Here we consider a simplified version of the system presented in Fig. 1. This reduced
three-level system is shown in Fig. 2. It describes the interaction of the LHC dimer,
(ChlA− ChlB)∗ (shown in the rectangle, in Fig. 2), with the discrete damaging level,
|0〉, and its sink, |S0〉. In numerical simulations, we use different parameters for the
dimer, and different initial conditions.
Figure 2. Schematic of a reduced model-three-level system. The rectangle indicates
the initial population of the dimer. The state, |0〉, is a damaging state; |S0〉 is the
damaging sink.
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We also would like to mention here that the system shown in Fig. 2 consists not
only of the “main” chlorophyll LHC dimer (1− 2), but also on the dimers, (1− 0) and
(2 − 0). In particular, below in sub-section 6.2, we will use the notation for the LHC
dimer, (1−0), similar to the “main” LHC dimer. Namely, the parameter, µ10 ≡ |V10/δ10|
(δ10 = ε1 − ε0), will be used, which characterizes if this dimer is strong (µ10 & 1) or
weak (µ10 ≪ 1).
6.1. Qualitative analysis of the interference effects
To understand qualitatively a possible influence of the quantum interference effects in
both non-NPQ and NPQ modes (suppression of the channel, |0〉, and its sink, |S0〉), we
first consider instead of (1) the following simplified Hamiltonian (see Fig. 2, without a
sink, |S0〉, and noise),
H¯3 = E0|0〉〈0|+E1|1〉〈1|+E2|2〉〈2|+(V12|1〉〈2|+V10|1〉〈0|+V20|2〉〈0|+h.c.), (19)
with the additional condition: E1 = E2 = E (δ = 0), and all real matrix elements,
Vnm 6= 0 (n,m = 0, 1, 2). This case corresponds to a strongly coupled dimer, µd = ∞.
We represent the wave function as,
|ϕ(t)〉 = c0(t)|0〉+ c1(t)|1〉+ c2(t)|2〉. (20)
The system of equations for the complex amplitudes, c0,1,2(t), is,
ic˙0 = E0c0 + V01c1 + V02c2, (21)
ic˙1 = Ec1 + V12c2 + V10c0, (22)
ic˙2 = Ec2 + V21c1 + V20c0. (23)
By adding the second and the third equations, we have: ic˙ = Ec+ Vintc+ 2V c0, where
we use the notations: c(t) = c1(t) + c2(t), V12 = V21 = Vint, V10 = V20 = V = V
∗.
Making the substitutions: c(t) = A(t)e−i(E+Vint)t, c0(t) = A0(t)e
−iE0t, we have for A(t)
and A0(t),
iA˙ = 2V ei(E+Vint−E0)tA0, (24)
iA˙0 = V e
i(E+Vint−E0)tA. (25)
Assume, that initially the dimer eigenstate, |ϕ−〉, is populated. This means that,
c1(0) = −c2(0) = 1/
√
2. Then, A(0) = 0, and also, A0(0) = 0 (as the damaging state,
|0〉, is not initially populated). In this case, A0(t) = 0, for all times. This means
that due to the “destructive” quantum interference effects, the damaging state, |0〉, is
not populated (blocked) for all times. Note, that this result does not depend on the
difference between the energy of the dimer, E, and the energy of the damaging state,
E0.
6.2. Numerical simulations for strongly and weakly coupled dimers
Below, in numerical simulations, we choose ~ = 1. Then, the values of parameters in
energy units are measured in ps−1, and 1ps−1 ≈ 0.66meV . Time is measured in ps.
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(a) (e)
(b) (f)
(c) (g)
(d) (h)
Figure 3. (Color online) Three-level system, presented in Fig. 2, without sink and
noise. Time dependence (in ps) of the density matrix components: ρ00(t) (red),
ρ11(t) (blue), ρ22(t) (green). Parameters: V10 = V20 = 30, ε1 = 60; (a) V12 = 20,
ε0 = 0, δ = −10; (b) V12 = 12, 6, ε0 = 0, δ = −150; (c) V12 = 20, ε0 = −90,
δ = −10; (d) V12 = 12, 6, ε0 = −90, δ = −150. Initial conditions: |ϕ(0)〉 = |ϕ−〉.
This corresponds to: ρ11(0) = 0.621, ρ22(0) = 0.379, ρ12 = ρ21 = −0.485 (a,c);
ρ11(0) = 0.993, ρ22(0) = 0.007, ρ12 = ρ21 = −0.083 (b,d). Left: V10 = V20. Right:
V10 = −V20.
We consider here two cases, of strongly (µd & 1) and weakly (µd ≪ 1) coupled
chlorophyll dimer. As mentioned above, the additional dimer, (1 − 0), will be involved
in our analysis, which is characterized by two parameters, µ10 and δ10.
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(a) (b)
(c) (d)
Figure 4. (Color online) Three-level system. Time dependence (in ps) of the efficiency
of sink, η0(t) (dashed lines), and the density matrix components: ρ00(t) (red curves),
ρ11(t) (blue curves), ρ22(t) (green curves). Parameters: V10 = V20 = 30, ε1 = 60,
Γ0 = 2; (a) V12 = 20, ε0 = 0, δ = −10; (b) V12 = 12, 6, ε0 = 0, δ = −150; (c)
V12 = 20, ε0 = −90, δ = −10; (d) V12 = 12, 6, ε0 = −90, δ = −150. Initial
conditions: |ϕ(0)〉 = |ϕ−〉.
(a) (b)
Figure 5. (Color online) Weakly coupled LHC dimer. Time dependence (in ps) of the
density matrix components. Parameters: V12 = 12, 6, ε = ε2 − ε1 = 150, γ = 10. (a)
Population of the LHC dimer in the absence of noise: ρ22(t) (blue), ρ11(t) (orange).
(b) Population, ρ11(t), in the presence of noise: d21 = 100 (black), d21 = 150 (red),
d21 = 200 (green). Initial conditions: ρ11(0) = 0, ρ22(0) = 1.
In Fig. 3, we demonstrate the dynamics of the density matrix components for the
system with the Hamiltonian (19) (without a sink and noise), for both strongly and
weakly coupled dimers.
Strongly coupled LHC dimer, (ChlA − ChlB)∗, µd = 2: In Fig. 3a, the energy level
of the damaging state, |0〉, is relatively close to the energy level of the ChlA∗ (state
|1〉): δ10 ≡ ε1 − ε0 = 60. In this case, the parameter, µ10 ≡ |V10/δ10| = 0.5, and the
dimer, (1 − 0), is also strongly coupled. As one can see from Fig. 3a, when V10 = V20,
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(a) (e)
(b) (f)
(c) (g)
(d) (h)
Figure 6. (Color online) Total system with noise (dashed lines correspond to the
system without noise). Time dependences (in ps) of the efficiencies of sinks, η0(t)
(red) and η4(t) (blue). Parameters: V10 = V20 = 30, V13 = V34 = 25, ε1 = 60, ε3 = 45,
ε4 = 30, Γ0 = 2, Γ4 = 10, γ = 10, d0 = 0, d1 = 60, d3 = 45, d4 = 30. (a) V12 = 20,
ε0 = 0, δ = −10, d2 = 70. (b) V12 = 12, 6, ε0 = 0, δ = −150, d2 = 210. (c) V12 = 20,
ε0 = −90, δ = −10, d2 = 70. (d) V12 = 12, 6, ε0 = −90, δ = −150, d2 = 210. Initial
conditions: |ϕ(0)〉 = |ϕ−〉. Left (a,b,c,d): V10 = V20 . Right (e,f,g,h): V10 = −V20.
Dotted lines correspond to d0 = −90 (resonance noise for the transition (1− 0)).
the “destructive” interference effects significantly suppress the damaging channel, |0〉.
However, the situation changes completely when V10 = −V20. (See Fig. 3e.) This
modification in the population, ρ00(t), of the damaging channel was expected in the
considerations in sub-section 6.1.
In Fig. 3c, the energy level of the damaging state, |0〉, is located relatively far from the
energy level of the ChlA∗ (state |1〉): δ10 ≡ ε1 − ε0 = 150. In this case, the parameter,
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µ10 ≡ |V10/δ10| = 0.084 ≪ 1, and the LHC dimer, (1 − 0), is weakly coupled. Still, as
one can see by comparing two dependences, ρ00(t), corresponding to red curves in Fig.
3c (V10 = V20) and in Fig. 3g (V10 = −V20), the “destructive” interference effects still
contribute significantly to the suppression of the damaging channel.
Weakly coupled LHC dimer, (ChlA − ChlB)∗, µd = 0.084≪ 1: In Fig. 3b, the energy
level of the damaging state, |0〉, is located relatively close to the energy level of the
ChlA∗ (state |1〉): δ10 ≡ ε1−ε0 = 60. In this case, the parameter, µ10 ≡ |V10/δ10| = 0.5,
and the LHC dimer, (1−0), is strongly coupled. The initial condition, |ϕ−〉, corresponds
to the initial population of the state, |1〉, with high probability, ρ11(0) = 0.993. Then,
the dynamics approximately follows that of the two-level system, (1 − 0). Using the
well-know expression for the two-level system, ρmax00 ≈ 4V 210/(δ210 + 4V 210) × ρ11(0), we
have: ρmax00 ≈ 0.5. By comparing Fig. 3b and Fig. 3f, one can see that the interference
effects do not play a role in the dynamics of the damaging channel (red curves).
Finally, we consider the case of a weakly coupled dimer, presented in Fig. 3d. The
energy level of the damaging state, |0〉, is located relatively far from the energy level of
the ChlA∗ (state |1〉): δ10 ≡ ε1 − ε0 = 150. (Similar to the case presented in Fig. 3c.)
In this case, the parameter, µ10 ≡ |V10/δ10| = 0.084 ≪ 1, and the LHC dimer, (1 − 0),
is weakly coupled. The dynamics follows approximately that of the effective two-level
systems, |1〉 − |0〉. So, we have: ρmax00 ≈ 4V 210/(δ210 + 4V 210)× ρ11(0) ≈ 0.14. As one can
see by comparison two dependences, ρ00(t), corresponding to the red curves in Fig. 3d
(V10 = V20) and in Fig. 3h (V10 = −V20), the “destructive” interference effects give a
very little contribution to the suppression of the damaging channel.
One conclusion from the above results could be the following. For a strongly coupled
dimer, quantum interference effects could significantly contribute to the suppression of
the damaging channel. For a weakly coupled dimer, quantum interference effects do
not practically contribute to the suppression of the damaging channel. Below, these
conclusions will be confirmed when considering the total system, presented in Fig. 1.
6.3. Non-NPQ regime: Influence of sink
In this sub-section, we add the sink, |S0〉, to the three-level system shown in Fig. 2.
The sink is characterizes by two parameters (see Sec. 3), the rate, Γ0, and the efficiency,
η0(t),
η0(t) = Γ0
∫ t
0
ρ00(τ)dτ. (26)
In Fig. 4, we demonstrate the results of the numerical simulation of the system presented
in Fig. 2, with the same parameters and initial conditions used in Fig. 3a-d. As was
discussed in sub-section 6.2, this corresponds to both strongly and weakly coupled dimer,
and with the additional condition, V10 = V20. This last condition results in the influence
of the interference effects on suppression of the damaging channel, |0〉 (without sink)
for a strongly coupled dimer.
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As one can see from Eq. (26), the efficiency of the sink, |S0〉, on the dynamics of the
system depends significantly on the population, ρ00(t), of the discrete damaging level,
|0〉. Then, we should expect that in the two cases of strongly coupled dimer, shown in
Figs. 3a,c, the efficiency, η0(t), of the damaging channel will be less than in all other
cases. Our simulations presented in Fig. 4 demonstrate this is indeed the case. We
have chosen the rate, Γ0 = 2. For parameters chosen in Fig. 4a, the saturation of the
damaging channel is rather slow, tsat > 500ps. For the parameters chosen in Fig. 4c, the
dynamics of the saturation of the damaging channel is even slower, tsat > 1000ps. But, as
expected, the saturation dynamics of the damaging channel becomes significantly faster
for parameters chosen in Figs. 4b,d, tsat ≈ 20ps and tsat ≈ 100ps, correspondingly.
6.4. Influence of noise on the dimer population
In this sub-section we briefly discuss the dynamics of population of the isolated LHC
chlorophyll dimer, (ChlA−ChlB)∗, under the influence of noise. So, the discrete level,
|0〉, and the sink, |S0〉, are absent.
Suppose that the LHC dimer, presented in Fig. 2, has the parameters: ε ≡ ε2−ε1 =
150ps−1 ≈ 99meV and V12 = 12.6ps−1 ≈ 8.3meV . This is the case for the LHC dimer
based on Chlb606 and Chla604 in the CP29 [94]. Then, the parameter, µd = 0.084≪ 1,
and the dimer is weakly coupled. Suppose that initially the Chlb606 is populated,
ρ22(0) = 1 and ρ11(0) = 0. Without the influence of the environment (noise in our
case), the population of the Chla604 will remain very small for all times, as shown in
Fig. 5a. As it is well-known, the influence of noise significantly changes this result.
(See Fig. 5b.) The important issue is the optimal amplitude of noise which provides
a maximal rate of approach the stationary state. As one can see from Fig. 5b, this
“resonant” amplitude of noise is: d21 ≈ ε, where d21 ≡ (d2 − d1)σ. In this case,
the stationary regime (saturation) is approached at times, tsat ≈ 0.5ps. (See also the
experimental results [96].) Qualitatively, a similar “resonant” influence of the thermal
environment is contained in the well-known Marcus theory for ET rates: ε ≈ λ, where
λ is the reconstruction energy. (See, for example, [62], and references therein.)
7. Results of numerical simulations for the total system
Here we present the results of our numerical simulations for the complete model shown
in Fig. 1, which includes five discrete energy levels, two sinks, and noise. Our
simulations were done by numerically solving the equations, (12) and (13), for the
average components of the density matrix, 〈ρmn(t)〉 (n,m = 0, ..., 4), and for the
efficiencies of the sinks, η0,4(t).
As follows from Eqs. (6) and (7), for the complete system with two sinks and noise,
the following normalization condition is satisfied,
4∑
n=0
〈ρnn(t)〉+ η0(t) + η4(t) = 1, (27)
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(a) (b)
Figure 7. (Color online) Total system with noise. Time dependencies (in ps) of
the efficiencies of sinks, η0(t) (red, orange) and η4(t) (blue, green). Parameters:
V10 = V20 = 30, V13 = V34 = 25, ε1 = 60, ε3 = 45, ε4 = 30, Γ0 = 2, Γ4 = 10,
d0 = 0, d1 = 60, d3 = 45, d4 = 30. (a) V12 = 12, 6, ε0 = 0, δ = −150, d2 = 210. (b)
V12 = 12, 6, ε0 = −90, δ = −150, d2 = 210. Initial conditions: |ϕ(0)〉 = |ϕ−〉 (blue,
red). Initial conditions: |ϕ(0)〉 = |ϕ+〉 (green, orange).
(a) (b)
Figure 8. (Color online) Total system with noise. Time dependence (in ps) of
the averaged density matrix components: 〈ρ00(t)〉 (red), 〈ρ11(t)〉 (blue), 〈ρ22(t)〉
(green). (a) Initial conditions: |ϕ(0)〉 = |ϕ−〉. (b) Initial conditions: |ϕ(0)〉 = |ϕ+〉
. Parameters: V10 = V20 = 30, V12 = 12, 6, V13 = V34 = 25, ε0 = −90, ε1 = 60,
ε2 = 210, ε3 = 45, ε4 = 30, Γ0 = 2, Γ4 = 10, d0 = 0, d1 = 60, d2 = 210, d3 = 45,
d4 = 30.
where the efficiencies of the sinks, |S0〉 and |S4〉, are,
η0(t) = Γ0
∫ t
0
〈ρ00(τ)〉dτ, η4(t) = Γ4
∫ t
0
〈ρ44(τ)〉dτ, (28)
and Γ0 and Γ4, are the rates into the corresponding sinks. The normalization condition,
(27), requires that the total probability of finding the electron among five discrete levels
and in two sinks is unity for all times.
In order to implement successfully the NPQ mechanism in our model, based on the
interference and sink effects discussed above, some conditions must be satisfied. First,
the implementation of the NPQ mechanism requires small values for both, 〈ρ00(t)〉
(probability on the damaging discrete state, |0〉) and for η0(t) (cumulative probability
on the damaging sink, |S0〉). In our model, the quenching due to interference and sinks
means that the initial energy accumulated in the state of the dimer (say, |ϕ−〉) does
not transfer efficiently into the damaging state, |0〉, and its sink, |S0〉, but instead is
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efficiently transfered to the discrete states, |3〉 (heterodimer) and |4〉 (charge state), and
to the sink, |S4〉.
In Fig. 6, we demonstrate the typical results of numerical simulations for the
efficiencies of both sinks, η0(t) (red curves) and η4(t) (blue curves), for the total system
shown in Fig. 1, with two sinks and noise. (Dashed curves correspond to the absence of
noise.) Both strongly and weakly coupled LHC dimer were simulated. The parameters
of the dimers and the damaging state, |0〉, are the same as in Fig. 3. Additionally, the
discrete states, |3〉 and |4〉, were added, and their sinks, |S0〉 and |S4〉, correspondingly.
The amplitudes of noise, dn (n = 0, ..., 4), were chosen close to those discussed in the
literature. In particular, the discussed in [84] “resonant conditions” (d2 − d1 = ε2 − ε1)
were used for the dimer transition, |2〉 ←→ |1〉, for both strongly and weakly coupled
LHC dimers. This provides a rapid re-population of the states, 1〉 and 2〉. (See Fig.
5b.) The noise correlation decay rate was chosen to be, γ = 10ps−1. The rates to
sinks were: Γ0 = 2ps
−1 and Γ4 = 10ps
−1. The left panel in Fig. 6, corresponds to the
choice of matrix elements, V10 = V20, for which the interference effects reveal themselves
for a strongly coupled dimer. The right panel corresponds to the choice of matrix
elements, V10 = −V20, for which the interference effects do not influence suppression of
the damaging channel.
As one can see from the results presented in Fig. 6, the saturation of both
efficiencies, η0(t) and η4(t), appears at relatively short times, tsat = 2 − 4ps. Note
that in the saturation regime, all density matrix elements approach zero. For a strongly
coupled LHC dimer (Figs. 6a,c), the interference effects contribute to a suppression of
the damaging channel, |S0〉. (Compare Figs. A.8a,c and Figs. 6e,g.) The best NPQ
regime corresponds to a strongly coupled LHC dimer, with the energy of the damaging
state far from the energy lever of the ChlA∗ (Fig. 6c). But also for a weakly coupled
LHC dimer, with the energy of the damaging state far from the energy lever of the
ChlA∗, the contribution of the damaging channel, |S0〉, in the NPQ process is relatively
small, η0(t) ≈ 10%.
In Figs. 6c,d,g,h (dotted lines), we present the results for the “resonant” condition,
d1 − d0 = ε1 − ε0. In this case, the population, ρ00(t), of the damaging state increases,
resulting in increasing the efficiency, η0, of the damaging channel. As the result, NPQ
performance drops to η4 ≈ 80%.
Concluding this section, we note that, according to our results and for chosen
parameters, the efficiency of the NPQ mechanism by a charge transfer state can achieve,
η4 ≈ 80− 90%.
7.1. Dependence on the initial population of the weakly coupled LHC dimer
As demonstrated above for a weakly coupled LHC dimer, the interference effects do not
play a role in the NPQ regime. (Compare Figs. 3b,d and Figs. 3f,h.) The question
remains of whether or not the initial population of either the ChlA∗ or ChlB∗ of the
weakly coupled LHC dimer will make a significant difference in the performance of
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the NPQ mechanism. The results of the numerical simulations on the efficiencies of
both sinks are shown in Fig. 7. We have chosen a weakly coupled LHC dimer, with
δ = ε1 − ε2 = −150ps−1 ≈ −99meV . In Fig. 7a, the damaging state, |0〉, was below
the state, |1〉, by 60ps−1 ≈ 39.6meV . In Fig. 7b, the damaging state, |0〉, was below
the state, |1〉, by 150ps−1 ≈ 99meV . The blue and red curves in Fig. 7 describe the
dynamics of η0(t) and η4(t), correspondingly. These curves correspond to the initial
population of the LHC dimer eigenstate, |ϕ−〉. (See Figs. 3,b,d.) This initial condition
corresponds to the initial population of the ChlA∗ with high probability, ρ11 ≈ 0.993.
The green and orange curves in Fig. 7 correspond to the initial population of the dimer
eigenstate, |ϕ+〉. This initial condition corresponds to the initial population of the
ChlB∗ with the probability, ρ22 ≈ 0.993. As one can see from Fig. 7, the dynamics of
the efficiencies of both sinks, is essentially independent of the chosen initial conditions.
Even though the dynamics of the efficiencies, η0(t) and η4(t), are approximately
the same in Fig. 7, for both initial population of the weakly coupled LHC dimer, the
time-dependences of the density matrix elements are different. In Fig. 8, all parameters
were chosen as in Fig. 7b (weakly coupled dimer with a low energy level, |0〉). Fig.
8a corresponds to the initial population: |ϕ(0)〉 = |ϕ−〉 ≈ |1〉. Fig. 8b corresponds
to the initial population: |ϕ(0)〉 = |ϕ+〉 ≈ |2〉. As one can see, the dynamics of the
density matrix components, ρ11(t) (blue curves) and ρ22(t) (green curves), are different
for different initial conditions. At the same time, the dynamics of the population of
the damaging state, ρ00(t) is similar for both initial conditions, resulting in similar
dependences of the efficiencies shown in Fig. 7, for different initial conditions.
We also would like to mention the presence of coherent quantum oscillations in
our numerical simulations for both diagonal and non-diagonal density matrix elements,
similar to those shown in Fig. 8. These oscillations demonstrate that even in the
presence of sinks and noise, the quantum dynamics in the NPQ mode reveals that both
damaging and charge transfer processes are partly reversible.
8. Conclusion
We introduced a simple quantum-mechanical model which is intended to better
understand a possible role of interference and sink effects in NPQ processes in LHCs.
Our model includes two sites of the LHC dimer based on the excitonic states of ChA∗,
and ChlB∗, the sites of the heterodimer, (ChlA − Zea)∗, and its charge transfer state
(ChlA−−Zea+)∗, and two sinks. One sink is responsible for the damaging channel, and
the second sink is responsible for the charge transfer processes. The protein environment
is modeled by a random telegraph process. The implementation of the NPQ regime
requires that the efficiency of the charge transfer sink significantly exceeds the efficiency
of the damaging sink. Our numerical simulations demonstrate that the efficiency of
the charge transfer channel can approach 80 − 90%, for reasonable parameters of the
system. Still, the efficiency of the NPQ regime can be improved by optimizing the
parameters of the system. We also demonstrated that if the dimer is strongly coupled,
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interference effects can play a significant role in the performance of the NPQ mechanism.
However, for a weakly coupled dimer, the interference effects are not significant. A noisy
environment plays a significant role in the NPQ mode, as it provides an effective re-
population of the exciton among the chlorophylls, the heterodimer states, and sinks.
To verify how the effects of the interference and sinks are related to the quenching
mechanisms in natural light-harvesting bio-complexes, additional experimental studies
are needed. The main question is whether or not the formation of the LHC dimer
based on the excited states of two chlorophylls indeed is important in the NPQ mode.
(See discussions on this issue in [33, 43], and in references therein.) The LHC dimer,
(ChlA5 − ChlB5)∗, in the CP29 minor complex, is characterized by two parameters:
(i) the energy gap, δ, between the excited states of two non-interacting chlorophylls,
and (ii) the matrix element, VAB, of their interaction. If the dimensionless parameter,
|VAB/δ| ≪ 1, the LHC dimer is weakly coupled. That is usually the case for two
chlorophylls, A and B, in different bio-systems. For a weakly coupled LHC dimer,
in the NPQ mode, the ChlB∗ may play a role of rapid re-population of the exciton
inside the LHC dimer, due to the strong (“resonant”) interaction with the environment.
When |VAB/δ| & 1, the dimer is most pronounced (strongly coupled) and has two
(symmetric and antisymmetric) states. In this case, the interference effects can increase
the efficiency of the NPQ performance. But additional experiments are needed to verify
that a strongly couple LHC dimer is indeed realized in the NPQ mode.
We also mention that, as our numerical results demonstrate, in the NPQ mode
quantum coherent effects occur. This can be studied by using recently available 2D
femtoseconds spectroscopy, and other techniques.
Different generalizations of our model are possible. Namely, our model can be easily
generalized for more complicated networks of light-sensitive molecules, heterodimers,
charge states, and damaging channels. The protein environment can be modeled
by using the hybrid approaches, which are now available. Because in the NPQ
mode, not only single but multi-exciton states could play a role, they also should be
included in the future research. The future research should also include a detailed
analysis of the structures of sinks. Namely, instead of characterizing the sinks by
such phenomenological parameters as rates and efficiencies, the studies of the interfaces
between the LHC and sinks and the internal structures of the sinks will provide better
understanding for the NPQ processes. This research is now in progress.
We believe that our results will be useful for better understanding the NPQ
processes in natural bio-complexes and for engineering artificial NPQ systems.
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Appendix A.
The non-Hermitian Effective Hamiltonian
We consider the time-dependent Hamiltonian of the N -level system coupled with
independent sinks (with continuum spectra) through each level:
H =
N∑
n=1
En|n〉〈n|+
∑
m,n
βnm(t)|n〉〈m|
+
N∑
n=1
Nn∑
in=1
(Ein |in〉〈in|+ Vnin|n〉〈in|+ Vinn|in〉〈n|), (A.1)
where m,n = 1, 2, . . . , N . We assume that the sinks are sufficiently dense, so one can
perform an integration instead of a summation over sink states. We have,
H =
∑
n
En(|n〉〈n|+
∑
m,n
βmn(t)|n〉〈m|+
∑
n
∫
E|E〉〈E|gn(E)dE
+
∑
n
(∫
αn(E)|n〉〈E|gn(E)dE + h.c.
)
, (A.2)
where gn(E) is the density of states, and Vnin → αn(E).
With the wave function written as,
|ψ(t)〉 =
∑
n
(
cn(t)|n〉+
∫
cnE(t)|E〉gn(E)dE
)
, (A.3)
the Schro¨dinger equation,
i
∂|ψ(t)〉
∂t
= H(t)|ψ(t)〉, (A.4)
takes the form,
ic˙n(t) = Encn(t) +
∑
m
βnm(t)cm(t) +
∫
α∗n(E)cnE(t)gn(E)dE, (A.5)
ic˙nE(t) = EcE(t) + αn(E)cn(t). (A.6)
Equation (A.6) can be formally integrated with respect to time, taking cnE(0) = 0.
Substituting the result in Eq. (A.5), we obtain the following system of integro-
differential equations, describing the non-Markovian dynamics of the quantum system:
ic˙n(t) = Encn(t) +
∑
m
βnm(t)cm(t)− i
∫ t
0
cn(s)e
−iE(t−s)ds
∫
|αn(E)|2gn(E) dE. (A.7)
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Transforming to the interaction representation with cn(t) = an(t)e
−iEnt−iϕn(t), where
ϕn(t) =
∫ t
0
βnn(τ)dτ , we obtain
ia˙n(t) =
∑
m6=n
βnm(t)am(t)e
−i∆mn(t)
−i
∫ t
0
an(s)e
−i(E−En)(t−s)e−i(ϕn(t)−ϕn(s))ds
∫
|αn(E)|2gn(E) dE, (A.8)
where ∆mn(t) = (Em −En)t + ϕm(t)− ϕn(t).
It is not possible to proceed analytically further without additional assumptions.
In what follows, we use the Markov approximation, which can be justified under the
following assumptions. Let us assume that, gn(E) and |αn(E)|, are slowly varying
functions of E. Then, the main contribution to the integral,
∫
(. . .)dE, occurs in the
time-interval |t − s| . 2π/δn, where, δn, is bandwidth of the band with the density of
states gn(E). In the Markov approximation, only a contribution at t = s in the integral
on the r.h.s. of Eq. (A.8) can be taken into account. This corresponds to the limit,
δn →∞. (See discussion in Ref. [97].)
Using the Markov approximation, we obtain,
ia˙n(t) =
∑
m6=n
βnm(t)am(t)e
−i∆mn(t) − ian(t)
∫ t
0
e−i(E−En)(t−s)ds
∫
|αn(E)|2gn(E) dE,(A.9)
Since for |t − s| > 2π/δn, the contribution in the integral over E is zero, one can
approximate the integral over s as follows [97]:∫ t
0
e−i(E−En)(t−s)ds ≈
∫ ∞
0
e−i(E−En)τdτ = −iP
{ 1
E − En
}
+ πδ(E −En), (A.10)
where P denotes the principal value. Substituting this result in (A.9), we find,
ia˙n(t) =
∑
m6=n
βnm(t)am(t)e
−i∆mnt − an(t)(∆(En) + i
2
Γn, (A.11)
where
∆(En) = P
∫ |αn(E)|2gn(E)dE
E − ǫn , (A.12)
Γn = 2π
∫
|αn(E)|2gn(E)δ(E − En) dE = 2πgn(En)|αn(En)|2. (A.13)
Returning to the variables, cn(t), we obtain,
ic˙n(t) = εncn(t) +
∑
m
βnm(t)cm(t)− iΓn
2
cn(t), (A.14)
where Γn = Γn(En) and εn = En −∆(En).
Representing the wave function, |ψN(t)〉 =
∑
n cn(t)|n〉, we find that the dynamics
of the N -level system interacting with the continuum spectra (N independent sinks) is
described by the Schro¨dinger equation,
i
∂|ψN (t)〉
∂t
= H˜|ψN (t)〉, (A.15)
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where, H˜ = H − iW, is the effective non-Hermitian Hamiltonian, with the Hermitian
part represented by the dressed Hamiltonian,
H =
∑
n
εn|n〉〈n|+
∑
m,n
βmn(t)|m〉〈n| (A.16)
and the non-Hermitian part is,
W =
1
2
∑
n
Γn|n〉〈n|. (A.17)
Equivalently, the dynamics of this system can be described by the generalized
Liouville equation,
iρ˙ = H˜ρ− ρH˜† = [H, ρ]− i{W, ρ}, (A.18)
where ρ is the density matrix projected on the discrete states, and {W, ρ} =Wρ+ ρW.
Appendix B.
Equations of motion in the presence of noise
We consider the N -level system with each level coupled to an independent sink (modeled
by a continuum energy spectrum). In the Weisskopf-Wigner pole approximation
[80, 81, 88], the N -level system interacting with the continuum is governed by the
effective non-Hermitian Hamiltonian, H˜ = H− iW, where,
W = 1
2
∑
n
Γn|n〉〈n|, (B.1)
and the Γn, are the tunneling rates to the sinks. (For details see Appendix A.)
The dynamics of this system can be described by the generalized Liouville equation,
ρ˙ = i[ρ,H]− {W, ρ}, (B.2)
where {W, ρ} =Wρ+ρW. To include the effects of a thermal bath, we use the reduced
density matrix approach leading to the master equation:
dρ
dt
= i[ρ,H]− {W, ρ} + Lρ, (B.3)
where the superoperator, L, describes a coupling to the bath.
We assume that the Hamiltonian, H(t), depends on some control parameters, λi.
The noise associated with fluctuations of these parameters is described by random
functions, δλi(t). For simplicity, we restrict ourselves to only one fluctuating parameter,
δλ(t), denoting it as, ξ(t). The generalization to many parameters is straightforward.
Expanding the Hamiltonian to first order in ξ(t), we obtain,
H = H0 + Vξ(t). (B.4)
Using (B.4), one can represent Eq. (B.3) as,
dρ(t)
dt
= i[ρ(t),H0] + i[ρ(t), ξ(t)V]− {W, ρ} + Lρ(t). (B.5)
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For the average density matrix, this yields,
d〈ρ(t)〉
dt
= i[〈ρ(t)〉,H0] + i[〈X(t)〉,V]− {W, 〈ρ(t)〉}+ L〈ρ(t)〉, (B.6)
where 〈X(t)〉 = 〈ξ(t)ρ(t)〉, and the average 〈. . .〉 is taken over the random process
describing the noise.
Further we assume that fluctuations are produced by the random telegraph process
(RTP) with the correlation function, χ(τ) = σ2e−2γτ . Employing the differential formula
for RTP [98, 99, 100],( d
dt
+ 2γ
)
〈ξ(t)R[t; ζ(τ)]〉 =
〈
ξ(t)
d
dt
R[t; ξ(τ)]
〉
, (B.7)
where, R[t; ξ(τ)], is an arbitrary functional, we obtain from Eq. (B.6) the following
closed system of differential equations:
d〈ρ(t)〉
dt
= i[〈ρ(t)〉,H0] + i[〈ρξ(t)〉,Λ]− {W, 〈ρ(t)〉}+ L〈ρ(t)〉, (B.8)
d〈ρξ(t)〉
dt
= i[〈ρξ(t)〉,H0] + i[〈ρ(t)〉,Λ]− {W, 〈ρξ(t)〉} − 2γ〈ρξ〉+ L〈ρξ(t)〉, (B.9)
where 〈ρξ(t)〉 = 〈ξ(t)ρ(t)〉/σ and Λ = σV.
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