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ABSTRACT
The purpose of this study was to analyze the effect of mass diffusion in a high speed reacting
flow field. Diffusion processes have typically been neglected in high speed reacting flows
as the time scales associated with convective and reactive processes are found to be much
shorter than diffusive time scales. However, diffusion may become important in secondary
flow structures such as shear layers.
There are several diffusion models that can be used in reactive simulations. The benefits
and numerical cost of each model are discussed along with implementations of the models in
previous works. The effects of including thermal diffusion into the models are also discussed.
Since thermal diffusion effects are expensive to simulate, it is important to know how they
affect the accuracy of the simulation results.
The High Speed Combustion and Detonation (HSCD) code was used to simulate a two
dimensional reflected shock flow field in a reactive H2-O2 mixture. The goal was to evaluate
the effect of diffusion on the flow field. The HSCD code was first validated with Cantera by
analyzing the mass diffusion flux in a freely propagating flame. When Soret diffusion was
included the HSCD code results matched Cantera well. Ignition delay times were compared
with experimental results. The ignition delay times were found to be within the error bars
of the experimental results. The two modes of ignition, strong and weak, were observed in
the simulations. In the simulations, the strong ignition events were unaffected by diffusion
effects while the weak ignition events were affected by diffusion. Weak ignition occurred
earlier then predicted by constant volume combustion calculations. The diffusion model
choice in the HSCD code noticeably changed the values for diffusion flux. The mass diffusion
flux due to temperature gradients was found to vary for different temperatures at low initial
temperatures while was unaffected by changes in temperature at high initial temperatures.
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CHAPTER 1
INTRODUCTION
The impact of diffusion models on numerical simulations is studied with applications to
reacting, compressible flow fields. Diffusion models are primarily chosen such that they
provide the required level of accuracy while not being prohibitively expensive. Each diffusion
model has an associated level of accuracy and cost. The goals of the present study are
to evaluate levels of diffusion models for high speed applications such as deflagration-to-
detonation transition (DDT), detonation and hypersonic flows.
Broadly defined, diffusion is the transfer of mass, momentum and energy through collisions
between molecules. One of the main modes of mass transport in reacting flow fields is
mass diffusion. Mass diffusion involves the movement of the molecular species due to mass
concentration gradients, pressure gradients, temperature gradients and body force effects.
These causes have different orders of impact on the overall diffusion [1].
Concentration gradients through which molecules are forced from areas of high concen-
tration to areas of lower concentration are typically considered the main driving force in
mass diffusion. In combustion systems, temperature gradients have the next largest impact
on mass diffusion. Temperature gradients cause lighter molecules to move toward the hot-
ter region and force heavier objects toward the colder region. This effect, known as the
Soret effect, is commonly neglected due to having a smaller impact on the diffusion then the
concentration gradients. Ern and Giovangigli looked at the impact of thermal diffusion in
regards to planer and counter-flow flames [2]. This work was continued by de Charentenay
and Ern who saw that multicomponent transport with thermal effects was more important
in turbulent flames than in laminar flames [3]. It shows that neglecting diffusion in nu-
merical simulations can provide wrong results for low speed flames. Pressure gradients and
body forces also may cause mass diffusion. These two mechanisms, however, are normally
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neglected because they generally have a negligible effect in most situations.
A major question is the role of diffusion in high speed reacting flows where high speed
designates flows with characteristic Mach numbers larger then one. Commonly, the diffusion
time scale is found to be much longer then the overall convection reaction time scales and
diffusive processes are neglected. It has been shown that as the flame speed is increased the
role of diffusion becomes less significant [4, 5]. Clarke and Singh et al. argue that diffusion
should not be needed to accurately describe a high speed flame. Oran et al. argue for
the inclusion of diffusion in detonation simulations. Their argument for diffusion was not
to increase the accuracy of the simulation but that including diffusion provides additional
numerical stability in highly resolved areas [6]. Diffusion also may be important for capturing
three dimensional effects such as mixing in a detonation shear layer [7]. This idea can be
extended into other high speed reacting flows such as DDT and hypersonic flows where the
dominate time scale is much shorter then the diffusion time scale. In both examples, there
may be a secondary flow feature where the diffusion time scale comes into play.
The following chapter reviews previous work completed on the impact of diffusion models
in reacting flows. The next chapter explains the numerical setup that was used for the
simulations. Next, the results of several simulations are discussed. This chapter will show
how aspects of diffusion models impact the high speed combustion flows considered. The
last chapter contains a summary of the conclusion found by analyzing the results from the
simulations. Two appendixes are included, the first details how diffusion velocities were
calculated in the simulation. The second contains codes I wrote that were used in the
simulations.
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CHAPTER 2
DIFFUSION BACKGROUND
In order to describe a multicomponent reacting gas mixture, the overall mass, momentum
and energy continuity equations are needed. An additional continuity equation is required for
each species in the mixture. For reference the overall continuity equations for a reacting gas
mixture are shown in Eq. 2.1 to Eq. 2.5. The additional required species mass conservation
equations are shown in Eq. 2.6.
∂ρ
∂t
+ ρ∇ · ~u = 0 (2.1)
ρ
Du
Dt
= −∂p
∂x
+
∂τxx
∂x
+
∂τyx
∂y
+
∂τzx
∂z
+ ρfx (2.2)
ρ
Dv
Dt
= −∂p
∂y
+
∂τxy
∂x
+
∂τyy
∂y
+
∂τzy
∂z
+ ρfy (2.3)
ρ
Dw
Dt
= −∂p
∂z
+
∂τxz
∂x
+
∂τzy
∂y
+
∂τzz
∂z
+ ρfz (2.4)
ρ
D
Dt
(
e+
U2
2
)
= ρq˙ +
∂
∂xj
(
k
∂T
∂xj
)
− ∂(ujp)
∂xj
+
∂(ujτkj)
∂xk
+ ρ~f · ~u (2.5)
∂Yi
∂t
+ ~u · ∇Yi = w˙i
ρ
− ∇ · (ρYi
~Vi)
ρ
(2.6)
in these equations i indicates for all individual species present. ~Vi refers to the species, i,
diffusion velocity.
In the above equations there is an additional velocity term not present in single species
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formulation. This velocity term is the diffusion velocity and allows individual species to have
different velocities. Note that in simulations these equations are commonly transformed into
a series of flux equations.
∂ρ
∂t
+∇ · (ρ~u) = 0 (2.7)
∂ρu
∂t
+∇ · (ρu~u) = −∂p
∂x
+
∂τxx
∂x
+
∂τyx
∂y
+
∂τzx
∂z
+ ρfx (2.8)
∂ρv
∂t
+∇ · (ρv~u) = −∂p
∂y
+
∂τxy
∂x
+
∂τyy
∂y
+
∂τzy
∂z
+ ρfy (2.9)
∂ρw
∂t
+∇ · (ρw~u) = −∂p
∂z
+
∂τxz
∂x
+
∂τzy
∂y
+
∂τzz
∂z
+ ρfz (2.10)
∂
∂t
[
ρ
(
e+
U2
2
)]
+∇·
[
ρ
(
e+
U2
2
)
~u
]
= ρq˙+
∂
∂xj
(
k
∂T
∂xj
)
−∂(ujp)
∂xj
+
∂ujτkj
∂xk
+ρ~f ·~u (2.11)
This means that the mass diffusion flux, not the diffusion velocity is the parameter that is
being solved for. The mass diffusion flux can easily be found through Eq. 2.12 after finding
the species velocity value.
(ρU)i = ρYiVi (2.12)
The next step in diffusion calculations is actually determining the value for the diffusion
velocities. An expression for the diffusion velocities has been developed from kinetic theory.
This formulations was developed in bulk by Hirschfelder, Curtiss and Bird [8, 9]. Kinetic
theory shows that the species diffusion velocities are related to four key parameters; mass
concentration gradients, pressure gradients, body forces and temperature gradients. Shown
below in Eq. 2.13 is the full equation.
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∇Xj =
nsp∑
k=1
XjXk
Djk
(Vk − Vj) + (Yj −Xj)
(∇p
p
)
+
(
ρ
p
) nsp∑
k=1
YjYk(fj − fk)
+
nsp∑
k=1
[(
XjXk
ρDjk
)(
DTk
Yk
− D
T
j
Yj
)](∇T
T
) (2.13)
The body force term is typically neglected due to being very small compared to other
forces and will not be part of this study [10]. The pressure force is also typically small
compared to the other forces and is neglected [10]. With these assumptions the modified
equation for diffusion velocity is shown in Eq. 2.14.
∇Xj =
nsp∑
k=1
XjXk
Djk
(Vk − Vj) +
nsp∑
k=1
[(
XjXk
ρDjk
)(
DTk
Yk
− D
T
j
Yj
)](∇T
T
)
(2.14)
Another common assumption is to neglect the thermal diffusion force, however this will
be retained as it is the largest second order force [10]. At this point the diffusion velocities
can be solved for directly by using this equation. Due to the computational requirements,
however, this is typically not completed. The computations cost of solving this directly
scales as N3 where N is the number of chemical species present. This makes the other
models attractive due to their cost scaling as N2. The different models to be discussed later
simplify this equation in different ways to achieve this reduced cost.
2.1 Diffusion Coefficients
The binary diffusion coefficient is a derived value that describes the interaction between
two dissimilar molecules. It is used in calculating diffusion in every diffusion model. This
coefficient is unique for every species pair. It is a function of the reduced mass, Lennard-
Jones collisional diameter and Lennard-Jones potential well depth. The binary diffusion
coefficient is given by:
Djk =
3
16
√
2πk3bT
3/mjk
pπσ2jkΩ
(1,1)∗
jk
(2.15)
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where kb is Boltzmann’s constant, mjk is the reduced molecular mass, σjk is the reduced
collisional diameter and Ω
(1,1)∗
jk is one of the collision integrals. These values are calculated
using the following relations:
mjk =
mi ×mj
mi +mj
(2.16)
σij = 0.5(σi + σj) (2.17)
The collision integral is calculated from empirical fits to experimental data [11]. However
the two most common integrals used, Ω(1,1)∗ and Ω(2,2)∗, have been fit to an equation by
Monchick and Mason [12]. However, they are generally found by look-up in a table. Tables
are provided in Hirschfelder et al. [9]. These tables are a function of T ∗ which is itself a
function of the Lennard-Jones potential.
T ∗ =
T
ǫjk/kb
(2.18)
where
ǫjk =
√
ǫjǫk (2.19)
The multicomponent diffusion coefficient is used for the multispecies diffusion model. It is
a effective diffusion coefficient for a species that couples contributions from the other species
based on the mass and mole fractions.
Dm,i =
1− Yi∑nsp
j 6=i Xj/Dij
(2.20)
For advanced calculations where thermal effects are being included, the thermal diffusion
coefficient is calculated. This coefficient is calculated using the following equation:
KTi =
1
5kbN2
nsp∑
k=1
(6C∗ik − 5)
Dik
[
nimiak − nkmkaa
mi +mk
]
(2.21)
where C∗ik and ak are defined as the following:
6
C∗ik =
Ω
(1,2)∗
ik
Ω
(1,1)∗
ik
(2.22)
ai = λ
◦
i
[
1 +
1.065
2
√
2ni
nsp∑
k 6=i
nkφik
]−1
(2.23)
with φik and λ
◦
i defined as:
φik =
[
1 + (λ◦i /λ
◦
k)
1/2 (mi/mk)
1/4
]2
[1 +mi/mk]
1/2
(2.24)
λ◦i =
8.322× 103
σ2iΩ
(2,2)∗
ii
(
T
mi
)1/2
(2.25)
2.2 Diffusion Models
There are several different levels of diffusion modeling used in simulations. Giacomazzi et
al. completed an overview of several of the models including their relative accuracy and
computational cost [1]. There are many factors that go into the choice of diffusion model.
These factors include the overall accuracy of the model, inclusion of temperature effects,
pressure effects, body force effects, the computational cost and number of species included
in the simulation.
Fick’s law of diffusion is the most basic of these models and requires the least amount of
computations. It is also restricted to two species and neglects thermal diffusion effects, body
force effects, and pressure effects [13]. The requirement of a binary system can be relaxed to
allow Fick’s law to be applied to multiple species as discussed in Hirschfelder and Curtiss [9].
Due to the approximations, detailed in section 2.2.6, that are used in this method, mass may
not be conserved. In order to correct for this, a correction velocity is added to the convection
fluid velocity allowing overall mass to be conserved. The correction velocity is found by
adding the net individual mass flux values together. The next level of modeling includes using
the multicomponent diffusion coefficients and an iterative method. The iterative model was
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developed by Jones and Boris, and Oran and Boris and then improved by Giovangigli [14–16].
These models are discussed in more detail below.
2.2.1 Fickian Diffusion
Fickian diffusion is the simplest model used to calculate diffusion velocities. It also has the
most restrictions. First, it may only be used for a binary gas system. Fickian diffusion also
assumes that concentration gradients are the only mechanism for diffusion. Thus thermal
diffusion, pressure forces, and body forces are neglected in terms of causing diffusion. The
diffusion velocity for Fick’s law is:
V1 = −D12∇Y1
Y1
(2.26)
Similarly the diffusion velocity for the second species is easily found by switching the index
values.
V2 = −D21∇Y2
Y2
. (2.27)
2.2.2 Stefan-Maxwell Equations
Combustion systems typically have many more than two species in the flow field. However,
Fick’s law can be modified to allow for more than two species. This modification produces
the Stefan-Maxwell equations, also know as the Hirschfelder and Curtiss approximation.
This approximation retains the requirements of negligible thermal diffusion, negligible body
forces and small pressure changes. Eq. 2.28 shows the Stefan-Maxwell equations.
∇Xj =
N∑
k=1
XjXk
Djk
(~Vk − ~Vj) j = 1, . . . , N (2.28)
This formulation is also not commonly used in numerical simulations due to the compu-
tational cost of the matrix inversion required to solve for the Vj values.
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2.2.3 Multicomponent Diffusion Coefficient
Multicomponent diffusion is a more accurate level of diffusion model. It allows for multiple
species. However, it still only considers diffusion due to concentration gradients. This model
uses the multicomponent diffusion coefficients instead of the binary diffusion coefficients.
The equation for diffusion velocity looks very similar to that for Fick’s law and is given to
be
Vi = −Dm,i∇Xi
Xi
. (2.29)
This model is computationally more expensive than Fickian diffusion due to the calculation
ofDm,i. The model cost scales asN
2 where N is the number of species in the simulations [17].
This is less expensive, however, than the exact diffusion calculations which scale as N3. Thus
multicomponent diffusion is typically used when there are many species in the simulations.
While the model can be used as is above, mass may not be conserved. This will be
discussed in more detail shortly. To ensure mass conservation an additional step is taken.
First, all but one of the diffusion velocities are found using Eq 2.29. The last diffusion
velocity is then given by
nsp∑
i=1
YiVi = 0 (2.30)
which is solved for the nthsp velocity. This then ensures that mass will be conserved. The
species that should be used for this last step is the diluting species, if one present [18]. This
ensures that chemical energy is not added or removed from the system.
2.2.4 Iterative Diffusion Velocity Model
Jones and Boris created an algorithm to calculate multispecies diffusion velocities [14]. This
algorithm is implemented into a code called DFLUX and is used in later works by Oran
and Boris and others [19, 20]. This algorithm works through iterating on a solution until
an acceptable convergence level is reached. It starts by modifying Eq. 2.13 to separate the
9
diffusion source terms from the diffusion velocity as follows
Gi =
N∑
k=1
XjXk
Djk
(Vk − Vj) (2.31)
Gi ≡ ∇Xi + (Yj −Xj)
(∇p
p
)
+
(
ρ
p
) N∑
k=1
YjYk(fj − fk)
+
N∑
k=1
[(
XjXk
ρDjk
)(
DTk
Yk
− D
T
j
Yj
)](∇T
T
) (2.32)
The multicomponent diffusion coefficient, calculated from Eq. 2.20 is also used in this
model. The diffusion velocity term is then expanded via a perturbation expansion and the
first term is chosen to be
V 0i = −
(
ρ− ρi
ρ
)
N2Dm,i
(N − ni)ni Gi (2.33)
The second-order expansion terms follow the same construction and are
δVi = −
(
ρ− ρi
ρ
)
N2Dm,i
(N − ni)ni δGi. (2.34)
Successive expansion terms, δδVi, . . . , are in the same form as Eq. 2.34. The source term
is also expanded as follows
G
0
i = Gi (2.35)
δGi ≡
nsp∑
k=1
[
ρi
ρ
δik +
ni
Dik
(
(ρ− ρk)
ρ
)
Dm,k
(N − nk)
(˙1− δik)
]
=
nsp∑
k=1
AikGk (2.36)
Additional expansion source terms can be found by adding additionalAik terms to Eq. 2.36.
Note that this model by design ensures mass conservation. The equations above are com-
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bined such that the diffusion velocity can then be found
Vi = −
(
ρ− ρi
ρ
)
N2Dm,i
(N − ni)ni [(1 + A+ AA + . . . )G]i (2.37)
The authors assert that this model will be within the error inherent of the diffusion
coefficients with only two to three expansion terms. Jones and Boris include the algorithm
for the method in the original paper.
2.2.5 Exact Solution
The equations derived from kinetic theory can also be solved directly to get an exact solution
for the diffusion velocities. This method is computationally expensive. It does, however,
remove errors associated with the other diffusion model equations as it is accurate to the level
of the overall kinetic theory. The species diffusion velocities are found by solving Eqs. 2.38-
2.39. These equations are the same as Eq. 2.13 except written in a slightly different form.
Additionally, Eq. 2.40 needs to be satisfied to ensure total mass conservation [19].
nsp∑
k
nink
N2Dik
(Vk − Vi) = Gi (2.38)
Gi ≡ ∇
(ni
N
)
−
(
ρi
ρ
− ni
N
) ∇P
P
−KTi
∇T
T
(2.39)
nsp∑
i
ρiVi = 0 (2.40)
This formulation for mass diffusion comes originally from Hirschfelder, Curtiss, and Bird [9].
When using this form of the equations, the source term Gi can easily be changed to see the
effect of its various components. For example if we neglect all the terms except for the
concentration gradient term, we find the Stefan-Maxwell equations.
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2.2.6 Mass Correction
When implementing a diffusion model, care must be taken to ensure that mass is conserved.
There are two primary ways that mass may not be conserved in a simulation. First, the
model itself may be non-conservative and naturally not ensure mass conservation. This can
be seen in the Stefan-Maxwell equations and multicomponent model. Mass may also be lost
due to numerical error.
Poinsot explains two methods of correction to ensure that mass is conserved [18]. The
first is to lump any change of mass into the diluting species. This is only appropriate if the
system is highly diluted with a non-reacting species, e.g. nitrogen or argon. This method
was mentioned previously in the multicomponent section.
A better and more common method is to use a correction velocity in the model equations.
This correction velocity is added to the convection velocity. This corrects for any change
in mass. This is preferable to the previous method because it works on all the species
simultaneously. Thus it does not require a highly diluted system. The velocity correction
value is found from the following:
V ci =
N∑
k=1
Dk
Wk
W
∂Xk
∂xi
=
N∑
k=1
Dk
∂Yk
∂xi
(2.41)
Dk =
1− Yk∑nsp
j 6=k Xj/Djk
(2.42)
where i indicates the spacial direction, j and k subscripts indicates species, N is total
number of species, W is molecular weight, Djk is binary diffusion coefficient, X is mole
fraction, and Y is mass fraction.
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CHAPTER 3
PREVIOUS IMPLEMENTATIONS
3.1 Method Comparison
The iterative method of Jones and Boris, seen in section 2.2.4, was thoroughly analyzed and
improved by Giovangigli [14,16]. In this paper Giovangigli showed that the iterative method
was convergent. Interestingly, he also showed that Hirschfelder and Curtiss approximation
is recovered in the iterative model as the first approximation. He also showed that using an
additional term substantially reduced the error in the multicomponent diffusion matrix.
Giacomazzi et al. gives another review of the cost and relative accuracy of different dif-
fusion model [1]. Included are multicomponent methods with direct inversion for diffusion
coefficients, first-order multicomponent model, Hirschfelder and Curtiss model, and Fick’s
law. An exact cost analysis is given but unfortunately, an comparison of absolute accuracy
is not included, only a comparison of relative accuracy is included.
There have been other more specific studies into the impact of multicomponent diffusion
coefficients on flames. One such study by Ern and Giovangigli compared three different
diffusion models, two multicomponent models (one with thermal diffusion and one without)
and one “diagonal mass” model without thermal diffusion in a diffusion flame [2]. They
found in diffusion flames there was not much difference between the multicomponent without
thermal diffusion and the “diagonal mass” without diffusion. A larger difference was seen
between the two multicomponent models. They found that thermal diffusion is especially
important in the hydrogen/air systems.
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3.2 Impact of thermal diffusion
In many typical combustion applications, Soret diffusion is reportedly observed to have a
second order effect on the flow field. However this effect should not necessarily be considered
negligible. Several studies have shown that the Soret effect can have a noticeable impact on
the flow field. Recently, Yang et al. showed that Soret diffusion has a noticeable effect on
hydrogen/air flames [21]. This study looked at the effect of including the Soret effects of
hydrogen radicals and molecules together and separately. In regards to the laminar flames,
they found the flame speed to be decreased with Soret diffusion included.
3.3 Clarke
Clarke has looked at the impact of diffusion on flames in several papers [4,22]. Clarke (1983)
looked at the convection, diffusion, and the reaction rate balance at different Mach numbers
conditions. This was completed by manipulating non-dimensionalized equations to get a
single equation relating convective, diffusive and the reaction rate terms
dT
dξ
− d
2T
dξ2
= AθNexp(nθ − θ/T )(Tb − T ) (3.1)
where ξ is a dimensionless parameter based on local diffusion length, θ is activation energy,
A is a constant, Tb is the maximum burned temperature and N and n are variables to be
varied.
This equation was then analyzed for different cases and found that at high Mach numbers
only the convection and reaction terms balanced. As the flame Mach number was decreased,
the diffusion term becomes of greater importance in the equation balance. A balance between
the reactive terms and the diffusion and convection terms was also evaluated using the
Damko¨hler number. It was found that as the Mach number was decreased the diffusion
term had a stronger influence in the structure of the flame and we recover the “thermal
flame” or deflagration solution [22].
In later work, Clarke shows that diffusion is negligible in flames propagating faster then
the normal adiabatic flame speed [4]. He calls these flames “fast flames” as they are not
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propagated by the traditional diffusion process. This work was completed by performing an
asymptotic analysis of the flow field.
3.4 Singh, Lieberman, Shepherd
Further investigation into the relative roles of diffusion, convection and reaction processes
was continued by Sing, Lieberman and Shepherd [5]. In this report a one dimensional
stoichiometric methane combustion wave was analyzed. The traditional forms of the mass,
momentum, energy and species equations while neglecting viscosity were used. The GRI
Mech 1.2 was used for the kinetics calculations. The mass diffusion flux was calculated
using a form of Fick’s law with the velocity correction factor. Note that mass diffusion
fluxes due to pressure gradients, temperature gradients and external forces were neglected.
Details of the numerical method used and special constraints due to the high Mach number
flow condition were also mentioned. This was also a steady state simulation.
The flow field being studied was that behind a shock wave propagating down a tube. The
shocked flow conditions found behind the shock were used as the input into the simulation.
Two main simulations were completed. First, the adiabatic wave speed of a combustion wave
behind different incident shock strengths was found. For a methane air system an adiabatic
burning velocity can be found for Mach numbers up to 5.
The second was to study the relative importance of diffusive to convective and reactive
processes for a varying inflow. The results also show quantitative agreement with Clarke’s
hypothesis that diffusion may be neglected for higher flame velocities. They found that
diffusion processes contribute to the flow until a flame speed of approximately 20 m/s is
reached. Above that speed the diffusion effects do not contribute much to the flow. They
did not, however, say that diffusion was necessarily unimportant for detonations. These
studies have all been one dimensional while it is well known that a detonation is highly
three dimensional. They noted that diffusion may be important in one of the transverse flow
directions and should be studied further.
Contrast these results with our hydrogen-oxygen mixture. Diffusion is typically seen to
be more important with lighter molecules such as hydrogen. There are also several time and
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Figure 3.1: Top: Schematic of physical flow field. Bottom: Schematic of simulated flow
field. Image adapted from Singh et al. [5]
spacial scales in our flow fields. For example, the reflected shock has an associated shear
layer and triple point as well as the mixing region downstream of the main shock foot.
3.5 Arienti and Shepherd
Arienti and Shepherd completed two numerical experiments to evaluate the effect of diffusion
on irregular detonations [23]. The first experiment was to simulate the effect of mixing
between the two streams of a triple point. First, polar calculations were used to find the
inflow conditions and contact surface conditions. Perfect mixing was assumed between the
“hot” and “cold” streams of the triple point. CV calculations were performed using various
mixtures of the two states. They inferred from their results that molecular and thermal
transport may take a role in reducing induction time.
The second experiment was designed to model a triple point shear layer. Figure 3.2 shows
a schematic of the simulation set up. Two streams were set up with a temporary boundary
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between them. At the start of the simulation the boundary is removed and the reactants
are allowed to diffuse into each other and react. This allowed for temporal resolution to be
seen. Fick’s diffusion with the velocity correction was used. They again found that diffusion
was important for the formation of the laminar flame. The induction time for the flame
was reduced by approximately the same amount as was found in the first model with a 0.95
mixing rate. They also found that the radical concentration may have an influence on the
ignition rate in some mixtures. When the hot stream in the 2H2-O2-11N2 case was replaced
with inert N2 at the same temperature, the ignition delay time was found to be longer. Other
mixtures were found to be insensitive to the removal of the radical pool. Unfortunately, it
is not written which cases were unaffected by the change.
“Hot”
 Reactants
“Cold”
Reactants
Figure 3.2: Schematic of second numerical experiment. On left are the “hot” reactants and
on right are the “cold” reactants. At t=0 the two gases are allowed to diffuse into each
other and react.
3.6 Massa, Austin and Jackson
Massa, Austin and Jackson completed several numerical experiments to investigate the ig-
nition process in triple-point shear layers [7]. This work was motivated by a desire to
understand the difference in triple-point shear layer ignitions between flows with different
activation energy levels. It was found that higher activation energy flow fields contained
additional luminescence due to reacting hot spots [24]. These hot spots were not seen in
low and medium activation energy flows. The flow field modeled in these simulations was
the shear layer after the triple-point. This model has two initial gas conditions; one initial
condition was that of the post Mach steam subsonic reacted gas and the other a supersonic
unreacted gas that had pasted through the incident and transverse wave. Three different
gas mixtures were used to get a low, medium and high activation energy flow.
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The first work completed was a linear stability analysis on the flow field. The goal of
this was to examine the impact that the activation energy had on the development of the
Kelvin-Helmholtz instability. They found that the lower activation energy flows had a larger
flame region between the hot and cold streams. The higher activation energy case had
a much smaller reaction zone. They also noted that the chemical reactions and mixing
stabilized the instabilities and reduced the instability growth rate. They found the medium
activation energy had the highest instability growth rate while the high activation energy had
the instability develop further downstream then the other cases due to having the smallest
instability growth rate.
A series of two dimensional Navier-Stokes simulations were completed to analyze the
flow behind the triple point. The simulation had two parallel inflow fluid streams with
inflow conditions as described previously. Figure 3.3 shows a schematic of the numerical
domain for the simulation. The lower activation energy case was the only case with a
steady ignition solution. The vortical structures also developed downstream of the ignition
point and thus do not affect the ignition in this case. The medium and high activation
energy flows did not exhibit a steady solution. In these flows a transverse ignition front
formed and propagated through the unreacted mixture. This ignition front is the case of
the additional luminescence due to large pressure spike and high temperature peak. They
conclude that molecular diffusion is one of the driving forces for the cold stream ignition due
to the transverse ignition front.
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Figure 3.3: Schematic of numerical domain of two dimensional Navier-Stokes simulation of
triple point shear layer. Image adapted from Massa, Austin and Jackson [7].
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CHAPTER 4
NUMERICAL SETUP
The present project involves investigating the effect that different diffusion mechanisms have
on the outcome of a reflected shock tube simulation. A reflected shock tube flow was chosen
because of the different structures found in the flow field, including shock bifurcation, shear
layer and recirculation area, which may be influenced by diffusion. For example, Arienti and
Shepherd showed that diffusion across shear layer accounted for a decrease in the ignition
delay time [23]. Figure 4.1 shows a schematic of the flow features found in the simulation.
This simulation uses the High Speed Combustion and Detonation (HSCD) code developed
by Khokhlov [25]. In this specific simulation, a 2D reflected shock was created. The bottom
and right boundaries are no-slip isothermal walls, the top boundary is a reflecting surface
and the left boundary is a zero-gradient inflow/outflow boundary. The physical domain of
the simulation is 10 cm x 2.5 cm. A stoichiometric H2-O2, eight species kinetic mechanism
by Conaire et al. was used in this simulation [26]. Figure 4.2 shows an image from the
simulation of a reflected shock from a Mach 2.57 initial shock.
The initial incident shock Mach numbers ranged from 2.52 to 2.60. Currently for this
simulation the diffusion model being used is the multicomponent diffusion model explained
in Section 2.2.3. This implementation does not include mass diffusion due to temperature
gradients.
Several functions were added to the HSCD code in order to study the effect of different
diffusion models. The code additions are include in the Appendix. Listing B.1 contains
the code used to calculate the thermal diffusion coefficients. Listing B.2 contains the code
additions to the h2o2 module. The h2o2 module contains functions used for chemical kinetics,
shock calculations, and some transport properties. Listing B.3 is the code that was used to
post-calculate the mass diffusion flux values using previously computed data.
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Reected Shock
Recirculation ZoneBoundary Layer
Shear Layer
Shock Bifurcation
Figure 4.1: Schematic of reflected shock bifurcation
Figure 4.2: Image of the temperature field of a reflected shock in a Mach 2.57 2H2-O2
condition from HSCD simulation. Image shows the reflected shock traveling from right to
left.
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CHAPTER 5
RESULTS
The results section is split up into several subsections. The validation results of the HSCD
diffusion model with Cantera is presented in section 5.1. The second and third subsection
results show the impact that diffusion has on the reflected shock tube simulations. The
second subsection evaluates the effect of diffusion on the ignition delay time. It also examines
how diffusion effects the ignition process. The third subsection examines the differences
in diffusion mass flux between the different models when applied to a ignition kernel. A
sensitivity analysis for different diffusion models implemented in Cantera for the test case
of a laminar flame are presented in section 5.4.
5.1 Validation of HSCD diffusion model with Cantera
The mass diffusion flux calculation code needed to be validated after implementation. This
was achieved by comparing against results calculated by Cantera. Cantera is a combustion
software suite created to solve reacting flow simulations [27]. Cantera contains implementa-
tions to perform one-dimensional reactive flow calculations with diffusion multicomponent
modeling.
A freely propagating flame was investigated using Cantera to simulate the free flame. The
inflow boundary is set to have constant temperature, pressure and mass fractions while the
outflow boundary is set to have a zero gradient in all variables. The overall inflow mass flux
is then allowed to change as the solution is iterated until a steady solution is found. Cantera
automatically resolves areas with large gradient changes. For this simulation Cantera uses
approximately 180 grid points in the solution. The majority of grid points are added into
the flame reaction zone. This simulation used multicomponent diffusion properties and
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calculates diffusion terms due to mass gradients and temperature gradients.
After simulating a free flame, a data file was created that contained temperature, pressure
density, species mass faction at all the grid points. Another file was created that contained
the diffusion mass flux values at the grid points. The first file was used as an input file into
a script that calculated the diffusion mass fluxes using the HSCD code. This comparison
was to check that the HSCD code was giving the same diffusion mass fluxes as Cantera.
Flame location
Burned ProductsUnburned Reactants
Temperature pro!le
Figure 5.1: Schematic of free flame simulated by Cantera.
The mass diffusion fluxes through the flame as calculated by Cantera are shown in Fig 5.2.
Figure 5.3 shows the mass diffusion fluxes using the HSCD code and exact diffusion model
including the Soret effect. As expected the mass diffusion flux values from Cantera and
the HSCD code follow the same trends. Two local peak values mass flux are found for
O2, HO2 and H2O2. The other species; H, H2, O, OH and H2O have only one peak value.
The diffusion flux of each species is compared at these peaks to find the percent difference
between the two models. The results are shown in Table 5.1. The first O2 peak has the
highest percentage difference between Cantera and HSCD code.
Thermal effects on mass diffusion were investigated by using the HSCD code without
Soret effects on the laminar flame data. In this simulation, mass diffusion was only affected
by concentration gradients. Figure 5.4 shows the mass flux values for the species through
the flame. We see that H2 and O2 curve trends change. The H2 diffusion flux is reduced
by 18.56 percent at the peak. Without thermal effects, the O2 molecules are only driven
in the downstream direction and the first peak is no longer found. The remaining peak is
10.16 percent larger. This shows the temperature gradient drives the O2 molecules in the
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upstream direction. The other peaks have changed by less and are shown in Table 5.2.
Table 5.1: Percent differences in diffusion mass flux for the local maximums of each species
between the Cantera and HSCD results.
Species % Difference Absolute Difference (g/cm3/s)
H 2.37 1.25E−4
H2 3.57 1.42E−3
O 1.35 1.80E−4
O2 2.08 2.16E−3
O2 26.59 1.84E−3
OH 0.22 4.11E−5
H2O 1.33 1.41E−3
HO2 0.14 4.37E−7
HO2 0.10 5.75E−7
H2O2 1.07 9.04E−7
H2O2 0.52 4.38E−7
Table 5.2: Percent differences in diffusion mass flux for the local maximums of each species
between the HSCD and HSCD (no Soret diffusion) results.
Species % Difference Absolute Difference (g/cm3/s)
H 7.02 4.75E−4
H2 10.23 3.78E−3
O 0.76 1.02E−4
O2 4.83 5.17E−3
OH 0.02 3.39E−6
H2O 1.64 1.74E−3
HO2 0.97 5.37E−5
HO2 3.74 1.17E−6
H2O2 2.67 2.22E−6
H2O2 2.00 1.71E−6
5.2 Reflected Shock Simulations
The reflected shock tube simulation was completed for several different incident shock Mach
numbers. For each Mach number two simulations were completed; one with diffusion effects
and one without diffusion effects. The simulations were compared to see any macroscale
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Figure 5.2: Diffusion mass fluxes from Cantera
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Figure 5.3: Diffusion mass fluxes from HSCD code using the output from Cantera. These
calculated fluxes include the Soret effect.
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Figure 5.4: Diffusion mass fluxes from HSCD code using the output from Cantera. These
calculated fluxes do not include the Soret effect.
change in flow structure. There was no global change observed in flow structure between
the two simulations.
5.2.1 Ignition Delay
The ignition delay time is defined as the time it takes for the gas to ignite after the shock
reflects in the shock tube, based on the maximum of the temperature derivative with respect
to time. The effect of diffusion on the induction delay time was investigated. The results
are shown in Table 5.3. While we see that diffusion does not effect the ignition delay time
for the higher Mach numbers, the lower Mach numbers simulations are affected by including
diffusion. The diffusion causes ignition to occur earlier then in the simulations without
diffusion. The source of this effect was further investigated.
These results can be compared to previous shock tube induction time studies. Figure 5.5
shows the calculated simulation induction time compared with two experimental studies.
These studies were done by Steinberg and Cohen [28,29]. These two studies were chosen as a
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Table 5.3: Simulated ignition delay times with and without diffusion included for various
conditions.
Incident Mach Number
Ignition Delay Time (µs)
With Diffusion Without Diffusion
2.52 129.5 173.5
2.53 137.5 140.0
2.57 51.0 51.0
2.60 30.0 30.0
comparison because an undiluted hydrogen-oxygen mixture was used for the tests. Induction
delay time experiments are notoriously noisy as seen in the scatter of the experimental results.
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Figure 5.5: Comparison of simulated ignition delay time with previous experimental results.
Constant volume (CV) combustion calculations were also completed. Reflected shock
tube ignition events can be approximetly modeled as a constant volume combustion event.
Calculations were completed for the same post-reflected shock conditions of the HSCD sim-
ulations. Figure 5.5 also shows the results for these calculations. We see that the CV
calculations for the higher temperature events match with the HSCD simulations while the
lower temperature events do not match the simulations.
Time series data were used to examine the ignition delay times for the completed simu-
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lations. Five distinct locations were chosen along the top edge of the simulation domain,
corresponding to the centerline of the physical domain. Another five locations where chosen
0.3 cm from the bottom wall. These locations are shown in Fig 5.6. At each location an
average of all the variables was found for a square of size 0.1 cm x 0.1 cm. These data
were then used to find derivative of temperature with respect to time (dT/dt) as a function
time. The maximum value of dT/dt is frequently used to quantify ignition delay times. The
temperature profile at each location as a function of time was also extracted.
5.00 cm   3.75 cm 2.50 cm 1.25 cm 0.05 cm
2.50 cm
10.00 cm   
0.3 cm
2.15 cm
Figure 5.6: Schematic of locations where time series data was collected. The colors of the
boxes correspond with the line colors in Figures 5.7 - 5.10. Locations listed above boxes
indicated distance from the reflecting wall.
The results from two Mach numbers are included. Figure 5.7 shows the dT/dt time series
for the Mach 2.60 case. Figure 5.8 shows the temperature time series for the Mach 2.60 case.
The results for the Mach 2.53 case are shown in Fig. 5.9 and Fig. 5.10. In each diagram
there are two lines for each location along the tube. The darker line shows the time trace at
the centerline while the lighter line is for the location 0.5 cm from the bottom wall.
Modes of ignition in reflected shock tubes can be divided into two main categories, strong
and weak ignitions. These two modes of ignition have been studied in previous works by
Voevodsky and Soloukhin, Oran et al., and Thomas and Bambrey [6,30,31]. Strong ignitions
are characterized by a single ignition point that occurs near the end wall of the shock
tube. This ignition mode occurs at higher shock temperatures caused by higher initial Mach
numbers. Weak ignitions occur at lower temperatures and are characterized by a non-uniform
ignition with several ignition points. These points merge together and form a single reaction
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Figure 5.7: dT/dt time series for Mach 2.60 case.
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Table 5.4: HSCD temperature and pressure results for completed simulations.
Mach Post Reflected Shock Ignition
Number Temperature (K) Pressure (atm) Mode
2.52 1027.2 3.08 Weak
2.53 1033.2 3.11 Weak
2.57 1058.1 3.27 Strong
2.60 1076.45 3.38 Strong
wave front [30]. Both modes of ignition are seen in the results.
Strong ignition occurs in the Mach 2.57 and Mach 2.60 simulation. Figure 5.11 shows a
sequence of images containing a strong ignition. The middle image shows the ignition kernel
forming in the corner. The kernel rapidly expands and forms along the entire back wall.
Weak ignition occurs in the Mach 2.52 and Mach 2.53 simulations. Figure 5.12 shows
the progression of a weak ignition in the Mach 2.53 simulation. Several ignition source are
seen in the middle image. Both ignition points are located next to sources of high vorticity
compared to the freestream vorticity. The bottom image shows the kernels expanding with
the right kernel merging with a third ignition site in the corner.
Voevodsky and Soloukhin found the limit between strong and weak ignitions. They used
a reflected shock tube to heat the gas to conditions such that it undergoes an ignition
event. They spanned a wide range of temperatures and pressures. The report the type
of ignition resulting from temperatures between 700 K to 1200 K and pressures between
0.3 atm and 3 atm. These conditions reported are the post reflected shock conditions.
The dividing temperature for a 3 atm post reflected shock pressure was found to be 1070
K [30]. The post reflected shock conditions are shown in Table 5.4 along with the ignition
mode. This simulation has a slightly higher post reflected shock pressure then the Voevodsky
and Soloukhin results. However the transition to a strong ignition was seen at a lower
temperature in the HSCD simulation. Other previous studies did not look for a dividing
line between the two ignition modes [32].
There is significant difference in ignition between the diffusion and non-diffusion Mach 2.52
case. As the reflected shock travels down the tube in the diffusion case, hot spots are seen
in the recirculation zone. One of these hot spots starts a single ignition kernel. This ignition
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Figure 5.11: Time sequence of a strong ignition in a Mach 2.60 simulation. Time post
shock reflection: Top image: 26 µs, Middle image: 28 µs, Bottom image: 30.5 µs.
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Figure 5.12: Time sequence of a weak ignition in a Mach 2.53 simulation. Time post shock
reflection: Top image: 118.5 µs, Middle image: 123.5 µs, Bottom image: 126.5 µs.
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kernel expands and consumes the rest of the fuel. The non-diffusion case exhibits different
characteristics. Several hot spots are seen to form in the flow field. Nearly simultaneously,
several of these hot spots ignite and can be seen to form well defined ignition kernels, seen
in Figure 5.13, and proceed to consume the rest of the gas.
Figure 5.13: Images of ignitions for the two Mach 2.52 simulations. On top is the
simulation including diffusion. On the bottom is the simulation without diffusion effects.
Note the difference in ignition kernels and location.
5.3 Model Comparison
The next results deal with the comparison between the multispecies diffusion results and
the exact diffusion models. One area with higher areas of mass diffusion is near the igni-
tion kernel. This is due to the rapidly changing concentrations through the reaction zone.
Figure 5.14 shows the mass diffusion flux through the ignition zone using the multispecies
diffusion model. Figure 5.15 and Figure 5.16 show the mass diffusion flux using the exact
diffusion model with and without thermal effects included respectively.
There are several interesting things to note from these results. We first see that the
exact diffusion and multispecies results do not match. This shows that there can be quite a
difference between the different diffusion models. The second thing to note is that thermal
effects are secondary to the concentration effects.
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Figure 5.14: Mass diffusion flux through ignition spot using the multispecies diffusion
model.
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Figure 5.15: Mass diffusion flux through ignition spot using the exact diffusion model
including thermal effects.
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Figure 5.16: Mass diffusion flux through ignition spot using the exact diffusion model
without including thermal effects.
5.4 Diffusion Model Evaluation
As discussed previously, the choice of diffusion model can impact the results of a simulation.
In this analysis we are looking at the effect that the diffusion model has on a freely prop-
agating flame’s velocity. This velocity is known as the laminar diffusion flame speed. This
section of analysis was completed using Cantera to simulate one-dimensional freely propa-
gating flames. Differences in the laminar flame speed using different diffusion models are
found by changing the initial temperature, pressure and equivalence ratio. The two diffusion
models used in this analysis were a mixture-average and multicomponent formulation.
The first set of simulations varied the equivalence ratio from 0.5 to 2.0 for three different
initial pressures: 0.1 atm, 1.0 atm and 10.0 atm. An initial temperature of 300 K was used.
The results for these simulations are shown in Figure 5.17 to 5.19. The second simulation
varied the initial temperature from 300 K to 700 K while setting the equivalence ratio at 1 and
the pressure at 1.0 atm. The results from this second simulation are shown in Figure 5.20.
We see that in all three different pressure cases that as the equivalence ratio is increased the
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Figure 5.17: Laminar flame speed comparison using different diffusion models at P = 1.0
atm.
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Figure 5.18: Laminar flame speed comparison at P = 0.1 atm
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Figure 5.19: Laminar flame speed comparison at P = 10.0 atm
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Figure 5.20: Laminar flame speed comparison at P = 1 atm and φ = 1 with different initial
mixture temperatures.
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laminar flame speed values diverge. The low pressure shows the lowest overall divergence
between the two cases but has the highest percentage difference. The high pressure and
atmospheric case have roughly the same absolute difference but the atmospheric case has a
higher percentage difference in flame speeds. This is due to the laminar flame speed being
lower for the atmospheric case. At the stoichiometric ratio and atmospheric pressure, the
difference between the two flame speeds is approximately 4.1% .
A second set of simulations were completed holding the pressure at 1 atm and the equiv-
alence ratio at 1 while varying the inflow temperature from 300 K to 700 K. As the tem-
perature is increased the calculated laminar flame speeds diverge. The mixture-averaged
model flame speed is approximately 3.9% higher then the multicomponent model through
the entire temperature range considered.
We can also look at the effect that initial temperature has on the mass flux diffusion.
This was done through another series of simulations using Cantera. The mass flux due to a
temperature gradient was found for a given composition for a range of initial temperatures.
Also, a set of eight different concentrations were used. The different initial temperatures will
show how the temperature will affect the diffusion due to temperature gradients. At each
initial temperature the diffusion coefficients will be different. Note that the actual temper-
ature gradient does not matter within each simulation as the mass flux due to temperature
gradients is linearly related to the actual temperature gradient. Thus, the mass flux can
be scaled to meet the actual gradient for a direct comparison. Figure 5.21 shows one such
simulation.
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CHAPTER 6
CONCLUSION
Reflected shock tube simulations were completed using different diffusion models with the
goal of studying their effect on the simulations. A one dimensional flame, simulated in
Cantera, was used to validate the diffusion models in the HSCD code with Cantera. The
peak values of diffusion mass flux for each species through the flame were extracted. All but
one peak matched within a four percent difference with Cantera. The first O2 diffusion peak
had a difference of approximately 27% from the Cantera model. However, this may not be
too concerning considering the magnitude of this peak is small compared to the other major
species’ peaks. It was also seen that thermal diffusion has a noticeable effect on the diffusion
flux. When the diffusion flux calculations did not include thermal diffusion effects, the peak
value differences increased. The shape of the H2 and O2 mass flux curves on a macro scale
changed. For example, the O2 diffusion flux no longer contains a negative portion and only
one peak is seen in the simulation without thermal effects.
Two-dimensional reflected shock simulations were completed at Mach numbers of 2.52,
2.53, 2.57 and 2.60 with the HSCD code. Each of these runs were conducted with and
without diffusion. Diffusion was seen to not have an effect on the higher Mach number
cases. When diffusion was included with the lower Mach number cases the ignition delay
time decreased. Differences in the ignition mode may be the cause of this difference. The
higher shock Mach numbers heat the gas to a high enough temperature such that a strong
ignition occurs. Since the gas is heated high enough from the reflected shock, a single ignition
kernel forms in the corner or along the end wall. The lower Mach number conditions heat
the mixture less and a weak ignition occurs. Several flame kernels develop further away from
the end wall in the weak ignitions. The ignition delay time changed only in the cases where
weak ignition occurs indicating that diffusion may play a role in this ignition mode. The
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ignition delay times were also compared with experimental results and found to be within
the bounds of previous results. However as noted previously, this experimental data is very
noisy and does not have an accurate associated trend.
The diffusion model effect on Cantera and the HSCD code was also studied. It was found
that the exact diffusion model and multispecies diffusion model implemented in the HSCD
code did not match. Also, as expected, thermal effects played a secondary role in the mass
diffusion flux calculation. The effects of diffusion model choice could was also shown in
Cantera by studying the laminar flame speed. It also shows that the diffusion model has
a greater impact on fuel rich systems. Lastly, the effect of initial temperature on the mass
diffusion flux due to temperature gradients was found. The diffusion mass flux varied for
low initial temperatures. As the temperature was increased, the mass diffusion flux value
leveled out and was unaffected by changes in temperature.
6.1 Future Work
There are several directions that can be taken with the simulations after this initial work.
First, more simulations could be completed in the intermediate conditions, above Mach 2.53
and below Mach 2.57. This would give us a better idea of where of the temperature dividing
line between strong and weak ignitions. The lower Mach number simulations could be re-
peated with slight variations in input conditions. Additionally, three dimensional simulations
should be completed to see the affect of the additional dimension on ignition.
There are several areas of the HSCD code that should be improved. Thermal diffusion
should be implemented. Additional simulations could then be run to see how this addition
affected the results. Another large area to be improved is post-processing of the data.
Obtaining time series information is particularly difficult due to the size of the data files.
This makes brute force methods of extracting data expensive and time consuming.
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APPENDIX A
SOLVING FOR DIFFUSION VELOCITIES USING
HSCD
Diffusion velocities can be found exactly by solving the matrix equations:
∑
k
nink
N2Dik
(vdk − vdi) = Gi
Ns∑
i=1
ρivdi = 0
where Dik are the binary diffusion coefficients, vd are diffusion velocities, and G is a source
term such as ∇(ni
N
). This can be solved by inverting the matrix that is formed. This matrix
has the following form:
A× vd = G
Aik =
XiXk
Dik
− βYiYk i, k = 1, . . . , Nsp
Akk = −
(( nsp∑
i=1,i6=k
XiXk
Dik
)
+ βYkYk
)
k = 1, . . . , Nsp
Yi is mass fraction, Xi is mole fraction, and β is set to some positive non-zero value. These
are referred to as the modified Stefan-Maxwell equations by Giovangigli [33]. The matrix,
A, is then inverted and the diffusion velocities are found. I would like to implement this
into the code like we talked about when I visited. I have already made up a small code that
utilizes LAPACK. The code to call the LAPACK function is found in “diff vel dgesv.f90”.
For this script to work, two other files are included. “diffusion-velocities.inp” contains
temperature, pressure and molar amounts of the different species. “diffusion forces.inp”
contains the example Gi source terms. Both of these files are used for this sample script.
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APPENDIX B
CODES
Listing B.1: diffusion mod.f90
1 module d i f fu s i on mod
2
3 use numbers mod
4 use constant mod , only : avogadro , bo l t z
5 use h2o2 physics amk mod
6
7 integer (kind=FTT Int ) , parameter : : n po in t s = 29
8
9 real (kind=FTT Double ) , dimension( n po in t s ) : : t s t a r d a t a
10 real (kind=FTT Double ) , dimension( n po ints , 3 ) : : omega star
11
12
13 ! Data from HCB (1954)
14 data t s t a r d a t a ( : ) / 0 . 3 , 0 . 5 , 0 . 75 , 1 . 0 , 1 . 25 , 1 . 50 , 2 . 0 , 2 . 5 , 3 . 0 ,
3 . 5 , 4 . 0 ,
15 & 5 . 0 , 6 . 0 , 7 . 0 , 8 . 0 , 9 . 0 , 10 . 0 , 20 . 0 , 30 . 0 , 40 . 0 , 50 . 0 ,
60 . 0 , 70 . 0 , 80 . 0 , 90 . 0 ,
16 & 100 .0 , 200 .0 , 300 .0 , 400 .0 /
17
18 ! omega 11
19 data omega star ( : , 1 ) / 2 . 662 , 2 . 066 , 1 . 667 , 1 . 439 , 1 . 296 , 1 . 198 ,
1 . 075 , 0 . 9996 , 0 . 9490 , 0 . 9120 ,
20 & 0 .8836 , 0 . 8422 , 0 . 8124 , 0 . 7896 , 0 . 7712 , 0 . 7556 ,
0 . 7424 , 0 . 6640 , 0 . 6232 ,
21 & 0 .5960 , 0 . 5756 , 0 . 5596 , 0 . 5464 , 0 . 5352 , 0 . 5256 ,
0 . 5170 , 0 . 4644 , 0 . 4360 , 0 .4170 /
44
22
23 ! omega 12
24 data omega star ( : , 2 ) / 2 . 256 , 1 . 705 , 1 . 375 , 1 . 204 , 1 . 102 , 1 . 034 ,
0 . 950 , 0 . 8987 , 0 . 8640 , 0 . 8373 ,
25 & 0 .8167 , 0 . 7847 , 0 . 7607 , 0 . 7420 , 0 . 7260 , 0 . 7127 ,
0 . 7013 , 0 . 6293 , 0 . 5909 ,
26 & 0 .5651 , 0 . 5459 , 0 . 5307 , 0 . 5181 , 0 . 5075 , 0 . 4984 ,
0 . 4903 , 0 . 4403 , 0 . 4135 , 0 .3955 /
27
28 ! omega 22
29 data omega star ( : , 3 ) / 2 . 785 , 2 . 257 , 1 . 841 , 1 . 587 , 1 . 424 , 1 . 314 ,
1 . 175 , 1 . 093 , 1 . 039 , 0 . 9999 ,
30 & 0 .9700 , 0 . 9269 , 0 . 8963 , 0 . 8727 , 0 . 8538 , 0 . 8379 ,
0 . 8242 , 0 . 7432 , 0 . 7005 ,
31 & 0 .6718 , 0 . 6504 , 0 . 6335 , 0 . 6194 , 0 . 6076 , 0 . 5973 ,
0 . 5882 , 0 . 5320 , 0 . 5016 , 0 .4811 /
32
33
34 contains
35 ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
36 subroutine t h e rma l d i f f u s i o n r a t i o ( T, P, rhos , d i f f u s i o n r a t i o )
37 ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
38 ! t r an s po r t s e t u p ( ) must be c a l l e d f i r s t b e f o r e c a l l s to t h i s
subrou t ine
39
40 implicit none
41 integer (kind=FTT Int ) : : i , k , n i
42 real (kind=FTT Double ) : : T, P, rho , s d i f f u s i o n r a t i o , N, temp
43 real (kind=FTT Double ) , dimension( n r ea c tant ) : : rhos ,
d i f f u s i o n r a t i o , lambda , a i , Y ak , Y, Ns ,
44 & X
45 real (kind=FTT Double ) , dimension( n reactant , n r ea c tant ) : : c s t a r
, Dij
46
47 rho = sum( rhos )
48 Y = rhos / rho
45
49 Y ak = Y / anum
50
51 Ns = rho ∗ avogadro ∗ Y ak
52 N = sum(Ns)
53
54 ! X = Ns/N
55 ! wr i t e (∗ ,∗ ) X
56 ! wr i t e (∗ ,∗ ) Ns , N, ’ n va lues ’
57 cal l b ina ry d i f fu s i on amk (T, P, Y, Dij )
58 ! wr i t e (∗ ,∗ ) T, P
59 ! wr i t e (∗ ,∗ ) Y, Dij
60 cal l thermal conduct iv i ty amk (T, Y ak , a i )
61 ! wr i t e (∗ ,∗ ) T, Y ak
62 ! wr i t e (∗ ,∗ ) a i
63 cal l c s t a r i k c a l c ( T, c s t a r )
64 ! wr i t e (∗ ,∗ ) c s t a r
65
66 do i = 1 , n r ea c tant
67
68 s d i f f u s i o n r a t i o = zero
69 ! wr i t e (∗ ,∗ ) ’ i loop ’
70 do k = 1 , n r ea c tant
71
72 ! temp = (6 .0∗ c s t a r ( i , k ) −5.0)/Dij ( i , k )
73 ! wr i t e (∗ ,∗ ) ’ temp : ’ , temp
74
75 s d i f f u s i o n r a t i o = s d i f f u s i o n r a t i o + (6 . 0∗ c s t a r ( i , k )
−5.0)/Dij ( i , k ) ∗
76 & ( (Ns( i ) ∗anum( i ) ∗ a i ( k ) − Ns(k ) ∗anum(k ) ∗ a i ( i ) ) / (
anum( i ) + anum(k ) ) )
77 enddo
78 d i f f u s i o n r a t i o ( i ) = s d i f f u s i o n r a t i o
79 enddo
80
81 ! wr i t e (∗ ,∗ ) ’ t h i s i s a t e s t ’ , d i f f u s i o n r a t i o (1)
82 d i f f u s i o n r a t i o = d i f f u s i o n r a t i o / ( 5 . 0D0 ∗ bo l t z ∗ N∗∗two )
46
83
84 return
85 end subroutine t h e rma l d i f f u s i o n r a t i o
86
87
88 ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
89 subroutine thermal conduct iv i ty amk ( T, Y ak , a i )
90 ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
91 !
92 ! Ca l cu l a t e s dynamical v i s c o s i t y o f a mixture
93 !
94 ! Input : T − temperature (K)
95 ! Y − chemical v a r i a b l e s
96 ! Output a i − thermal c ondu c t i v i t y components (
g cm / K sˆ3 )
97 !
98 ! t r an s po r t s e t u p ( ) must be c a l l e d f i r s t b e f o r e c a l l s
to t h i s subrou t ine
99 !
100 ! Based on formulas 7−6.1 to 7−6.13 . . . o f Oran & Boris
,
101 ! Numerical S imu lat ions . . . Edi t ion I I . 2001
102 !
103 implicit none
104 real (kind=FTT Double ) : : T, Y ak ( n r ea c tant ) , a i ( n r ea c tant )
105 real (kind=FTT Double ) : : cv ( n r ea c tant ) ,
106 + sum , omega 22 , x , Eucken factor
107 integer (kind=FTT Int ) : : i , k
108
109 cal l cv t ( T, cv )
110 ! wr i t e (∗ ,∗ ) T, cv
111 ! wr i t e (∗ ,∗ ) Y ak
112 ! wr i t e (∗ ,∗ ) f i c
113 do i = 1 , n r ea c tant
114 Eucken factor = 0 .115D0 + 0.345D0 ∗ ( cv ( i ) + one )
115 sum = zero
47
116 do k = 1 , n r ea c tant
117 sum = sum + ( Y ak (k ) ∗ f i c ( i , k ) )
118 end do
119 x = log ( T ∗ e p s i l o n i n v e r s e ( i ) )
120 omega 22 = p7 + x ∗ ( p6 + x ∗ ( p5 + x ∗ ( p4 + x ∗ ( p3 + x ∗
( p2 + x ∗ p1 ) ) ) ) )
121 a i ( i ) = c f a c t o r ( i ) ∗ Eucken factor ∗ Y ak ( i ) / ( omega 22 ∗
sum )
122 ! wr i t e (∗ ,∗ ) sum
123 end do
124
125 a i = a i ∗ s q r t ( T )
126
127 end subroutine thermal conduct iv i ty amk
128
129
130 ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
131 subroutine c s t a r i k c a l c ( T, c s t a r i k )
132 ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
133 ! Boris and Oran Ed . 2 : Eq 7−6.14
134 implicit none
135 integer (kind=FTT Int ) : : l oc , i , k
136 real (kind=FTT Double ) : : T, percent , omega11 , omega12 , T star
137 real (kind=FTT Double ) , dimension( n reactant , n r ea c tant ) : :
c s t a r i k
138
139
140
141 do i = 1 , n r ea c tant
142 do k = i , n r ea c tant
143
144 T star = T / e p s i l o n i j ( i , k )
145
146 cal l i n t e r p Ts ta r ( T star , loc , percent )
147
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148 omega11 = omega star ( loc , 1 ) + percent ∗( omega star ( l o c +1 ,1)−
omega star ( loc , 1 ) )
149 omega12 = omega star ( loc , 2 ) + percent ∗( omega star ( l o c +1 ,2)−
omega star ( loc , 2 ) )
150
151 c s t a r i k ( i , k ) = omega12/omega11
152 c s t a r i k (k , i ) = c s t a r i k ( i , k )
153 enddo
154 enddo
155
156 return
157
158 end subroutine c s t a r i k c a l c
159
160
161 ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
162 subroutine i n t e r p Ts ta r ( Tstar , loc , percent )
163 ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
164 implicit none
165 integer (kind=FTT Int ) : : l oc , i
166 real (kind=FTT Double ) : : Tstar , percent
167
168 i=1
169 i f ( Tstar<t s t a r d a t a (1 ) ) then
170 write (∗ ,∗ ) ’ e r r o r in i n t e r p t s t a r tooo low ’
171 return
172 endif
173
174 do while ( t s t a r d a t a ( i ) < Tstar )
175 i = i + 1
176
177 i f ( i>n po in t s ) then
178 write (∗ ,∗ ) ’ Error in i n t e rp Ts ta r ’
179 return
180 end i f
181 enddo
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182
183 l o c = i−1
184 percent = ( Tstar − t s t a r d a t a ( l o c ) ) /( t s t a r d a t a ( l o c +1) −
t s t a r d a t a ( l o c ) )
185
186 return
187 end subroutine i n t e r p Ts ta r
188
189
190 end module d i f fu s i on mod
Listing B.2: h2o2 mod amk.f90
1
2 real (kind=FTT Double ) , dimension( n r ea c tant ) : : epsilon AMK ,
3 & sigma AMK
4 data epsilon AMK (1) / 145 .0D0 / ! H
5 data epsilon AMK (2) / 38 .0D0 / ! H2
6 data epsilon AMK (3) / 80 .0D0 / ! O
7 data epsilon AMK (4) / 107 .4D0 / ! O2
8 data epsilon AMK (5) / 80 .0D0 / ! OH
9 data epsilon AMK (6) / 572 .0D0 / ! H2O
10 data epsilon AMK (7) / 107 .4D0 / ! HO2
11 data epsilon AMK (8) / 107 .4D0 / ! H2O2
12
13 data sigma AMK(1) / 2 .05D0 / ! H
14 data sigma AMK(2) / 2 .920D0 / ! H2
15 data sigma AMK(3) / 2 .75D0 / ! O
16 data sigma AMK(4) / 3 .458D0 / ! O2
17 data sigma AMK(5) / 2 .750D0 / ! OH
18 data sigma AMK(6) / 2 .605D0 / ! H2O
19 data sigma AMK(7) / 3 .458D0 / ! HO2
20 data sigma AMK(8) / 3 .4558D0 / ! H2O2
21
22 ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
23 subroutine transpor t setup amk
50
24 ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
25 implicit none
26
27 integer (kind=FTT Int ) : : i , j
28
29 do i = 1 , n r ea c tant
30 do j = 1 , n r ea c tant
31 s i gma i j ( i , j ) = 0 .5D0 ∗ (sigma AMK( i ) + sigma AMK( j ) )
32 e p s i l o n i j ( i , j ) = sq r t ( epsilon AMK ( i ) ∗ epsilon AMK ( j ) )
33 m i j ( i , j ) = (anum( i )∗anum( j ) ) /(anum( i )+anum( j ) )
34 enddo
35 enddo
36
37 return
38 end subroutine transpor t setup amk
39
40 ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
41 subroutine b ina ry d i f fu s i on amk (T, P, Y, D)
42 ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
43 use constant mod
44 implicit none
45
46 integer (kind=FTT Int ) : : i , j
47 real (kind=FTT Double ) : : T, P, Y(8 ) , D(8 ,8 ) , Ts , omega11
48
49
50 do i = 1 , n r ea c tant
51 do j = i , n r ea c tant
52
53 Ts = T/ e p s i l o n i j ( i , j )
54 ! i f (Ts > 79.50D0) then
55 ! wr i t e (∗ ,∗ ) Ts
56 ! e n d i f
57 omega11 = 1.069d0∗Ts∗∗(−0.1580d0 ) + 0 .3445d0∗exp (−0.6537d0∗
Ts) +
58 + 1.556d0∗exp (−2.099d0∗Ts) + 1 .976d0∗exp (−6.488d0∗Ts
51
)59 D( i , j ) = 3 .0D0/16 .0D0 ∗ s q r t ( p i2 ∗ ( bo l t z ∗T) ∗∗3 .0D0 / m i j (
i , j ) ∗ avogadro) /
60 + (P ∗ pi ∗ ( s i gma i j ( i , j ) /1 .0 d8 ) ∗∗two ∗ omega11 )
61
62 ! D( i , j ) = 0.0026280 d0∗ s q r t (T∗∗3.0D0∗(anum( i )+anum( j ) ) /(2.0
d0∗anum( i )∗anum( j ) ) ) /
63 ! + (P ∗ s i gma i j ( i , j ) ∗∗2.0 d0∗omega11 )
64 D( j , i ) = D( i , j )
65 end do
66 enddo
67
68
69 return
Listing B.3: diffusion .f
1 program d i f fu s i on amk
2
3
4 ! cgs un i t s ! !
5
6 use constant mod , only : avogadro
7 use h2o2 physics amk mod
8 use d i f fu s i on mod
9
10 implicit none
11
12 integer (kind=FTT Int ) , parameter : : nodes = 1000
13
14 integer (kind=FTT Int ) : : i , j , k , m, n t e s t s , imax
15 real (kind=FTT Double ) : : g r id ( nodes ) , U( nodes ) , V( nodes ) , t n ( nodes ) ,
16 + rho n ( nodes ) , p n ( nodes ) , Y n( nodes , 8 ) , n2 , ar ,
17 + X n( nodes , 8 ) , Xsum n( nodes ) , N n ( nodes , 8 ) , rhos n ( nodes , 8 ) ,
18 + W mix( nodes ) , D(8 ,8 ) , de lx (8 ) , G0( nodes , 8 ) , A(8 ,8 ) , row sum ,
19 + d i f f v e l n ( nodes , 8 ) , d i f f v e l (8 ) , de ly ( nodes , 8 ) ,
52
20 + gradmax , Ds (8 ) , mu, c , Yk n ( nodes , 8 ) , K t (8 ) , delT
21
22 real (kind=FTT Double ) : : junk (6 ) , junk2 (2 ) , x t e c ( nodes ) , y t e c ( nodes )
23
24 character∗65 : : fname , finame , foname
25 character ∗150 : : h e ade r l i n e
26
27 real (kind=FTT Double ) , parameter : : beta = two
28
29 write (∗ , ’ ( / / ’ ’ −−−−−−−−−−−−−−−−−−−−−−−−’’) ’ )
30 write (∗ , ’ ( ’ ’ D i f f u s i o Ve lo c i ty t e s t ’ ’ ) ’ )
31 write (∗ , ’ ( ’ ’ −−−−−−−−−−−−−−−−−−−−−−−−’’) ’ )
32
33 open (unit=10, f i l e =’ d i f f v e l l i s t . inp ’ , form=’formatted ’ )
34 read ( 1 0 , ’ ( i 1 0 ) ’ ) n t e s t s
35
36 do m = 1 , n t e s t s
37
38 read (10 ,∗ ) fname
39 finame = trim ( fname ) / / ’ . dat ’ ! ’ . csv ’
40
41 open(unit=20, f i l e=finame , form=’formatted ’ )
42 read (20 ,∗ ) h e ade r l i n e
43
44 do i = 1 , nodes
45 ! read (20 ,∗ ) g r i d ( i ) , U( i ) , V( i ) , t n ( i ) , rho n ( i ) , p n ( i ) , Y n( i
, : )
46 ! read (20 ,∗ ) x t e c ( i ) , y t e c ( i ) , junk ( : ) , U( i ) , V( i ) , rho n ( i ) , p n
( i ) , t n ( i ) , junk2 ( : ) , Y n( i , : ) ! f o r from t e c p l o t
47 ! f o r wi th s p e c i f i c e x t r a c t f o r d i f f u s i o n p ro j e c t
48 read (20 ,∗ ) x t e c ( i ) , y t e c ( i ) , junk2 ( : ) , U( i ) , V( i ) , rho n ( i ) , p n
( i ) , t n ( i ) , Y n ( i , : )
49 ! wr i t e (∗ , ’ ( 9 g12 . 3 ) ’) g r i d ( i ) , Y n( i , : )
50 enddo
51 g r id = x t e c ! f o r from t e c p l o t
52 close (20)
53
53
54 rho n = rho n ! ∗ 0.001D0
55 p n = p n ! ∗ 10.0D0
56 g r id = gr id ∗ 10d0 ! t h i s i s to conver t from the i n t e r n a l hscd run .
shou ld be changed e l s ewhere w i l l make t h i s in terms o f cm ! ∗
100.0D0 ! comment f o r hscd code
57
58 do i = 1 , nodes
59 W mix( i ) = zero
60 do j = 1 , 8
61 W mix( i ) = W mix( i ) + Y n( i , j ) /anum( j )
62 enddo
63 W mix( i ) = one/W mix( i )
64 enddo
65
66
67 do i = 1 , nodes
68 X n( i , : ) = W mix( i ) ∗Y n( i , : ) /anum ( : )
69 Xsum n( i ) = sum(X n( i , : ) )
70 rhos n ( i , : ) = rho n ( i ) ∗Y n( i , : )
71 N n( i , : ) = avogadro ∗ X n( i , : )
72 ! wr i t e (∗ , ’ ( 9 g12 . 3 ) ’) X n( i , : ) , Xsum n( i )
73 enddo
74
75
76 ! new d i f f u s i o n s t a r t s here . a l l se tup b e f o r e t h i s
77 cal l t r a n spo r t s e tup
78 cal l transpor t setup amk
79
80 do k = 1 , nodes
81
82 i f ( k == 1)then
83 de lx ( : ) = −1.0D0∗((−x n (k+2 , :) + 4∗x n (k+1 , :)−3∗x n (k , : ) ) /( g r id
(k+2)−g r id (k ) ) )
84 delT = −1.0D0∗((− t n (k+2) + 4∗ t n (k+1)−3∗ t n (k ) ) /( g r id (k+2)−
g r id (k ) ) )
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85 write (∗ ,∗ ) ’ k ==1 ’
86 else i f ( k == nodes ) then
87 de lx ( : ) = ((3∗ x n (k , : )−4∗x n (k−1 , :)+x n (k−2 , :) ) /( g r id (k )−g r id (k
−2)) )
88 delT = ((3∗ t n (k )−4∗ t n (k−1)+t n (k−2)) /( g r id (k )−g r id (k−2)) )
89 write (∗ ,∗ ) ’ k == nodes ’
90 else
91 de lx ( : ) = ( x n (k+1 , :)−x n (k−1 , :) ) / ( g r id (k+1)−g r id (k−1) )
92 delT = ( log ( t n (k+1))−l o g ( t n (k−1) ) ) / ( g r id (k+1)−g r id (k−1))
93 de ly (k , : ) = ( y n (k+1 , :)−y n (k−1 , :) ) / ( g r id (k+1)−g r id (k−1))
94 end i f
95
96 cal l b ina ry d i f fu s i on amk ( t n (k ) , p n (k ) , Y n (k , : ) , D)
97
98 cal l t h e rma l d i f f u s i o n r a t i o ( t n (k ) , p n (k ) , rhos n (k , : ) , K t )
99
100 G0(k , : ) = de lx ( : ) + ( K t ∗ delT )
101 ! wr i t e (∗ , ’ ( i4 ,9 e14 . 6 ) ’) k , g r i d ( k ) , G0( k , : )
102
103
104 do i = 1 , n r ea c tant
105 row sum = zero
106 do j = 1 , n r ea c tant
107 i f ( i .NE. j ) then
108 A( i , j ) = X n(k , i ) ∗X n(k , j ) /D( i , j ) ! − be t a ∗Y n(k , i )∗Y n
(k , j )
109 row sum = row sum + A( i , j )
110 end i f
111 end do
112 A( i , i ) = −1.0D0 ∗ ( row sum) ! + be t a ∗Y n(k , i )∗Y n(k , i ) )
113 end do
114
115 do i = 1 , n r ea c tant
116 do j = 1 , n r ea c tant
117 A( i , j ) = A( i , j ) − beta ∗Y n(k , i ) ∗Y n(k , j )
118 enddo
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119 enddo
120
121
122
123 c$$$ gradmax = −1.0
124 c$$$ do i = 1 , n r ea c tant
125 c$$$ i f ( gradmax < abs (G0(k , i ) ) ) then
126 c$$$ gradmax = abs (G0(k , i ) )
127 c$$$ imax = i
128 c$$$ endif
129 c$$$ enddo
130 c$$$
131 c$$$ do i = 1 , n r ea c tant
132 c$$$ A( imax , i ) = Y n(k , i )
133 c$$$ enddo
134 c$$$ G0(k , imax ) = zero
135
136 i f ( k == 170) then
137 write (∗ ,∗ ) ’ g0 ’
138 write (∗ , ’ ( 8 e14 . 5 ) ’ ) G0(k , : )
139 do i = 1 ,8
140 write (∗ , ’ ( 8 g17 . 8 ) ’ ) A( i , : )
141 enddo
142
143 endif
144
145
146 cal l d i f f v e l d g e s v ( n reactant , A, G0(k , : ) , d i f f v e l )
147
148 c$$$ do i = 1 , n r ea c tant
149 c$$$ row sum = zero
150 c$$$ do j = 1 , n r ea c tant
151 c$$$ i f ( i /= j ) then
152 c$$$ row sum = X n(k , j ) /D( i , j )
153 c$$$ endif
154 c$$$ enddo
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155 c$$$ Ds( i ) = ( one − Y n(k , i ) ) /row sum
156 c$$$ enddo
157
158 c$$$ cal l t r a n spo r t s e tup
159 c$$$
160 c$$$ Yk n(k , : ) = Y n(k , : ) /anum ( : )
161 c$$$ cal l t r a n s p o r t c o e f f i c i e n t s 2 ( T n (k ) , Yk n (k , : ) , mu, c , Ds )
162 c$$$
163 c$$$ d i f f v e l n (k , : ) = −rhos n (k ) ∗Y n(k , : ) /X n(k , : ) ∗Ds ( : ) ∗G0(k , : )
164
165 c$$$ do i = 1 , nchem
166 c$$$ ! d i f f = ( D0( k ) ∗ D1( k ) )
167 c$$$ ! + / ( D0( k ) + D1( k ) + 1.0D−50 ) ∗ dtx ( i )
168 c$$$ d i f f f l u x (k ) = Ds( i ) ∗ ( Y0(k ) / sum(Yk n(k , : ) ) )
169 c$$$ + − Y1(k) ∗ sum Y1 inv )
170 c$$$ sum anum = sum anum + anum(k )
171 c$$$ sum flux = sum flux + anum(k ) ∗ d i f f f l u x (k )
172 c$$$ end do
173 c$$$
174 c$$$ f l u x c o r r e c t i o n = sum flux / sum anum
175 c$$$
176 c$$$ do k = 1 , nchem
177 c$$$ f ( i ,5+k ) = f ( i ,5+k ) + d i f f f l u x (k ) − f l u x c o r r e c t i o n
178 c$$$ end do
179
180
181
182 d i f f v e l n (k , : ) = d i f f v e l ∗ rhos n (k , : )
183
184 i f ( k == 40) then
185 write (∗ ,∗ ) ’A’
186 do i = 1 ,8
187 write (∗ , ’ ( 8 g17 . 8 ) ’ ) A( i , : )
188 enddo
189 write (∗ ,∗ ) ’ g0 ’
190 write (∗ , ’ ( 8 e14 . 6 ) ’ ) G0(k , : )
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191 write (∗ , ’ ( 8 e14 . 5 ) ’ ) X n (k , : )
192 write (∗ , ’ ( 8 e14 . 5 ) ’ ) Y n (k , : )
193 write (∗ , ’ ( 8 e14 . 5 ) ’ ) delX
194 write (∗ , ’ ( 8 e14 . 5 ) ’ ) delY (k , : )
195 write (∗ , ’ ( 8 e14 . 5 ) ’ ) d i f f v e l
196 write (∗ , ’ ( 8 e14 . 5 ) ’ ) d i f f v e l n (k , : )
197 endif
198
199 ! wr i t e (∗ , ’ ( i4 ,9 e14 . 6 ) ’) k , g r i d ( k ) , X n(k , 2 ) , Y n( k , 2 ) , d e l x (2) , de l y
( k , 2 ) , d i f f v e l (2) , d i f f v e l n (k , 2 )
200 ! wr i t e (∗ , ’ ( i4 ,9 e14 . 6 ) ’) k , g r i d ( k ) , X n(k , 4 ) , Y n( k , 4 ) , d e l x (4) , de l y
( k , 4 ) , d i f f v e l (4) , d i f f v e l n (k , 4 )
201 ! wr i t e (∗ , ’ ( i4 ,9 e14 . 6 ) ’) k , g r i d ( k ) , X n(k , : )
202 ! wr i t e (∗ , ’ ( i4 ,9 e14 . 6 ) ’) k , g r i d ( k ) , d i f f v e l
203 ! wr i t e (∗ , ’ ( i4 ,9 e14 . 6 ) ’) k , g r i d ( k ) , d i f f v e l n (k , : )
204 ! wr i t e (∗ ,∗ ) ’ ’
205
206 enddo
207
208 foname = trim ( fname ) // ’ massFlux . p l t ’
209 open(unit=30, f i l e=foname , form=’formatted ’ , access=’sequential ’ )
210 write ( 3 0 , ’ ( a ) ’ ) ’ T i t l e=” pr e s sur e ’// trim ( fname ) // ’ ” ’
211 write ( 3 0 , ’ ( a ) ’ ) ’ Va r i ab l e s = ” g r id ” , ” temperature” , ” pr e s sur e ” , ” rho” , ”U
” , ”Hy” , ”H2y” , ”Oy” , ”O2y” , ”OHy” , ’//
212 + ’ ”H2Oy” , ”HO2y” , ”H2O2y” , ”delyH” , ”delyH2” , ”delyO” , ”delyO2” ’//
213 + ’ , ”delyOH” , ”delyH2O” , ”delyHO2” , ”delyH2O2” , ”Hyf” , ”H2yf” , ”Oyf” , ”O2yf” ,
”OHyf” , ”H2Oyf” , ”HO2yf” , ”H2O2yf” ’
214 write ( 3 0 , ’ ( a , i6 , a ) ’ ) ’ZONE I = ’ , nodes , ’ , J=1, DATAPACKING=POINT’
215
216 do i = 1 , nodes
217 ! wr i t e (30 , ’ (27 g15 . 6 ) ’) g r i d ( i ) , t n ( i ) , p n ( i ) , Y n( i , : ) , (G0( i , : ) /
W mix( i )∗anum( : ) ) , d i f f v e l n ( i , 1 : 8 )
218 write (30 , ’ ( 27 g15 . 6 ) ’ ) g r id ( i ) , t n ( i ) , p n ( i ) , rho n ( i ) , U( i ) , X n ( i
, : ) , G0( i , : ) , d i f f v e l n ( i , 1 : 8 )
219 end do
220 close (unit=30)
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221
222
223 cal l t r a n spo r t s e tup
224 cal l transpor t setup amk
225
226 do i = 1 ,8
227 Y n (1 , i ) = 0 .125
228 enddo
229
230 write (∗ ,∗ ) ’ thermal d i f f u s i o n ra t i o ’
231 cal l t h e rma l d i f f u s i o n r a t i o (300 .0 d0 , 1013250.0d0 , Y n ( 1 , : ) , K t )
232
233 do i = 1 ,8
234 write (∗ , ’ ( 1 e14 . 5 ) ’ ) K t ( i )
235 end do
236
237
238 end do
239
240 end program d i f fu s i on amk
59
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