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The results of this paper are concerned with initial value problems of the 
form 
(PE) $ I’,;;3 ;yy ‘p x(cJ = x0 , 
, , YE, YPO) = Yo 9 o=$, 
where x and y are vectors, t is a real variable and E is a small positive param- 
eter. Of particular concern is a method for obtaining expansions for the 
solution of (PC) in terms of the parameter E which are valid as P -+ 0. 
A. B. Vasil’eva [l] and W. Wasow [2] considered this problem under the 
condition that the Jacobian 
det !$ (4 x, Y, 0) 
be nonzero near the solution x = v(t), y = 1,4(t) of the reduced problem 
PO) 
x’ =f(4 2, y, 0) 40) = x0 , 
0 = g(t, x, y, 0). 
The behavior of the solution of (PG) near points where this condition fails 
has been studied by L. S. Pontryagin [3]. In particular, he considered the case 
where the matrix 
(J) $ (4 dt), w 0) 
is nonsingular for to < t < t, but has zero as a simple eigenvalue for t = tr . 
This occurs, for example, when the solution of (PO) passes through a point 
where two (or more) “roots” of the equation 
meet. 
g(t, *> Y, 0) = 0 (4 
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In [4] and [5], M. Iwano and T. Saito investigated the behavior of solutions 
of system (PJ as E -+ 0 when the function g(t, x, y, 0) is linear in y. That is, 
they assumed g(t, X, y, c) has the form 
g(t, x, Y, 4 = 4t)y + EGG, x, Y, 4, 
where A(t) is a (possibly singular) diagonal matrix. 
However, when purely nonlinear systems are considered, the equation (A) 
may have isolated roots even though the matrix (J) is singular. The purpose 
of this paper is to obtain expansions for the solution of (PJ in this case. To 
be precise, expansions are found for solution of initial value problems of the 
form 
x’ =f(x, y, 4, 40) = x0 , 
l Y’ = g(y) + 4x9 y, 4, Y(O) = Yo 9 (1) 
where the equation 
.dY) = 0 
has an isolated root, say y = 0, but all the first derivatives of the components 
of g with respect to the components of y vanish at y = 0. Thus, the matrix (1) 
vanishes identically. 
The restriction to autonomous systems is made only to simplify the nota- 
tion. The results are equally valid when f, g and h depend explicitly on t in a 
sufficiently smooth manner. Also, g may depend explicitly on x, however, the 
restrictions in this case seem rather special and are discussed in Section 3. 
Certain problems in which a submatrix of 
is negative definite can be treated by combining the results of Vasil’eva 
with those of Theorem 2, the main result of this paper. Such combinations 
of methods are not discussed here. 
Suppose that x = q(t) is the solution of the reduced problem 
x’ =f(x, 0, O), x(O) = x0 , (2) 
with interval of existence 0 < t < T. The expansions for solutions of (1) 
for 0 < t < T are then found in the following way. The interval 0 < t < T 
is divided into two parts: 0 < t < E / log E 1 = t, , and t, < t < T. Expan- 
sions are found for the first interval 0 < t < t, by considering the “stretched” 
system which is obtained from (1) by performing the change of variables 
s = (t/c): 
dx 
- = d(x, y, 4 ds x(O) = x0 f 
2 = g(y) + 4% Y, 4 Y(O) = Yo - (3) 
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Since this system depends on E in a smooth way, classical methods can be 
applied to obtain expansions for the solution in the form of a power series in E. 
The coefficients in these expansions depend on s, and their behavior as 
functions of E after going back through the transformation s = (t/e) must be 
determined. When this is done, the original expansion is seen to give the 
desired representation on the interval 0 < t < t, . The argument for the 
remainder of the interval is similar. Direct substitution of a formal representa- 
tion for the solution into system (1) gives rise to a recursive system of dif- 
ferential equations which can be solved once initial values are chosen. The 
initial values are obtained in terms of the values at t = t, of the expansion 
found for the interval 0 < t < t, . 
The construction of these expansions is based on a convergence result 
given in [6] which appears as Theorem 1 here. Section 1 contains Theorem 1 
and the hypotheses needed for the main result of this paper. The expansions 
are formally derived in Section 2, and the main result, Theorem 2, is stated 
in Section 3. Section 4 is devoted to the proof of Theorem 2. 
1. PRELIMINARIES 
Let EN denote the N-dimensional (real) euclidean space. If 
z = (xl ,..., zN) E EN, 
we write j z / = C ] xi ] . 
Theorem 2 is stated for initial value problems of the form (1) where 
x, f E Em and y, g, h, E En. Throughout this paper the functions f, g and h 
are assumed to have continuous derivatives of ail orders. This condition can 
be weakened, but it facilitates the presentation. 
Theorem 2 is based on the convergence result Theorem 1. The following 
assumptions are used in Theorem 1. 
First, suppose 
(I) g(0) = 0. Furthermore, suppose this root y = 0 of the equation 
g(y) = 0 is isolated in the sense that there exists a positive real number R 
such that g(y) f 0 for all y E En with 0 < j y ] < R. 
Formally setting E = 0 in system (I) gives 
x’ =f(x, y, O), 0 = g(Y)* 
With assumption (I), this can be written near y = 0 in the more convenient 
form 
x’ =f (x9 0, Q x(0) = xg . (2) 
Suppose next that 
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(II) system (2) has a solution x = q(t) which exists for 0 < t < T for 
some T > 0. 
Let I = [0, T] and 
S, = {(x, y) E Em+n : /x--(t)j+/yj~RforsometEI). 
The final assumption used in Theorem 1 deals with a second auxiliary 
system. We refer to the system 
dr 
x = L?(Y) (4) 
which is obtained by formally setting E = 0 in (3) as the boundary layer 
system associated with system (1). S ince g(0) = 0, y = 0 is a solution of the 
boundary layer system. Suppose that 
(III) the solution y = 0 of (4) is asymptotically stable as s--t 00. That is, 
there exists a strictly increasing, continuous function d(r), r 3 0, with 
d(0) = 0 and a strictly decreasing, continuous function u(s), s 2 0, with 
lim(s -+ co) u(s) = 0 such that if 
Y = w, Yo) 
is the solution of (4) which satisfies Y(0, ys) = y0 , then 
I %Y,) I d 4 yo I) 44 
forallly,/<RandO<s<co. 
It should be pointed out that if g is allowed to depend on t, system (4) 
takes the form (with the transformation s = (t - 7)/e) 
where 7 is treated as a parameter. In this case, Theorem 1 remains valid if 
conditions (I) and (III) are assumed to hold uniformly in t, 7 ~1. 
The following theorem is the basis for the construction of solutions of (1). 
It was first stated by A. N. Tihonov [7]. Its proof appears as Lemma 4, [6], 
and is only outlined here. 
Let x = X(t, e), y = Y(t, E) denote the solution of system (1) which 
satisfies X(0, C) = X0 , Y(0, 6) = Y, , and let x = Q(t) denote the solution 
of system (2) which satisfies Q(O) = X0 . 
THEOREM 1. Let conditions (I)-(III) be satisjied. Then for 
I x0 - W) I + I yo I 
sujiciently small, 
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(i) W, E), Y(4 ) E exists over 0 < t < T for small E, and 
(ii) 1 X(t, l ) - G(t) 1 + 1 Y(t, E) / -+ 0 as E --+ 0 uniformZy on sets of the 
form 0 < t, < t < T. 
The proof of Theorem 1 proceeds as follows. The stability condition (III) 
is used to construct a Liapunov function for system (4). This function is then 
used to define sets which are invariant with respect to the solutions of 
system (1) for small E. These invariant sets along with an argument originally 
due to Tihonov are then used to show that / Y(t, E) 1 = o(1) as E + 0 uni- 
formly on t, < t < T. Attention is then directed to the first equation in 
system (1). A standard argument involving continuous dependence of solu- 
tions of that equation on initial conditions and E completes the proof. 
An important condition for Theorem 2 is 
(IV) the Jacobian matrix (ag/ay) (y) is negative semi-definite for all y, 
1 y 1 < R. That is, the quadratic form 
is nonpositive for every .$ E En, 1 y j < R. 
The following examples show that the conditions (III) and (IV) are inde- 
pendent. It g(y, , ya) = col(- y13 + ysa, - yrys - ys6), condition (III) is 
satisfied because V(y, , ys) = y12 + ya2 is a Liapunov function for the asso- 
ciated boundary layer system. However, one of the principal minors of the 
Jacobian matrix g, is - y1 - 5ys4 whose sign is not constant. Thus, the 
matrixg, is not negative semi-definite (see [8], p. 308). On the other hand, the 
function g(y, , ys) = col( - ys , yi) satisfies (IV) but not (III). 
2. THE FORMAL DERIVATION OF THE EXPANSION 
We begin, as Vasil’eva does, by considering the “stretched” system (3). 
Since the right-hand side of this system depends on E in a smooth manner, 
one should be able to expand the solution of (3) in terms of powers of E. 
Moreover, these expansions should reduce to the solution, x = x0 , y = Bs(s), 
of 
dx -= 
02 Op 40) = x0 , 
dr 
x = g(Y), Y(O) = Yo 9 
when E is set equal to zero. Therefore, we shall expand f (x, y, E) and 
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g(y) + E~(x, y, l ) in their formal Taylor expansions about x = x0 , y =: B,,(s), 
E = 0. Then we substitute these expansions along with the formal expansions 
x = x0 + A,(s) E + A,(s) 2 + ... = xg i- f A,(s) ET, 
r=l 
y = B,(s) + B,(s) E + B,(s) 2 + ..* = go BN ET, 
into system (3). Equating coefficients of like powers of E in the result gives 
the following set of differential equations. To simplify the notation we intro- 
duce the abbreviations * = d/ds, f, for the Jacobian matrix with components 
af,/ax, , and similarly for f, , g, , etc. 
A, = f (x,, B,,(s), 0) 
a, = g,(W)) 4 + 4x, 9 B&h 0) 
A, =f&o 9 4,) 0) 4-l + f,bo 3 4, > 0) L 
+ PA; A, >.-., A,-,, 4 ,.a-, K-J 
B, = g,(W)) B, + q&; A, ,..., A,-, , B, ,...> 4-A 
(6) 
for Y = 2, 3,.... The functions p, , q7 here are polynomials in A, ,..., A,-, , 
B r , . . . . B,-, whose coefficients are linear combinations of derivatives off, g 
and h evaluated at x = x0 , y = B,( s ), E = 0. Their form is considered more 
carefully in the proof of Lemma 1. 
The system (6) can be solved successively once initial values are chosen 
for the A, and B, . In order that the expansion (5) satisfy the correct initial 
conditions in (3), we take 
A,(O) = 0, 
B,(O) = 0, for Y = 1, 2,.... (7) 
The functions A,. , B, found by successively solving (6) and (7) give rise to 
expansions which represent the solution of (1) for t near 0. To obtain expan- 
sions which are valid in the remainder of the interval, we consider system (1). 
In the light of Theorem 1, it would seem natural to attempt to find expan- 
sions for the solutions of (1) which reduce to x = y(t), y = 0 when E is set 
equal to zero. Thus, we expand f (x, y, E) and g(y) + ~h(x, y, C) in their 
formal Taylor expansions about x = v(t), y = 0, E = 0. These expansions, 
along with the formal expansions 
y = /J(t) 6 + B?,(t) 3 + .*. = g1 Bm ET? 63) 
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are substituted then into system (1). Equating the coefficients of like powers 
of E in the result, we obtain the following set of differential equations. 
4 =.fz(P)(Q 0, 0) % +f,(v(Q 0, 0) PI +fkfw, 0, (9, 
0 = i&/(O) 81 + &?+)9 07 0)s PI> 
4 =f&?J, O,O) % +jlh, O,O)P, + p&P; %>"',%-1 > A >***3 BT--I)> 
,t%l = g,(O) 8, + Q&P; 011 Y', %-1 > PI ,.*v, A-J, (97) 
for r = 2, 3,.... Here the functions P, , Q,. are polynomials in LYE ,..., 01,-r , 
P 1 ,..., &-r whose coefficients are linear combinations of derivatives off, g and 
h evaluated at x = p)(t), y = 0, E = 0. 
One question which arises at this point is: Can the system (9r), r = 1, 2,..., 
be solved successively once initial conditions are given? 
If g,,(O) is nonsingular, /3r is uniquely determined and, inductively, /?r is 
determined uniquely by LYE ,..., ‘~,.-r , j$ ,..., j$-r . Thus, once initial condi- 
tions for the C+ are selected, all of the functions 01~ , a12 ,..., /I1 , ,B, ,... can be 
determined. This was the the case treated by Vasil’eva. 
If on the other hand, g,(O) = 0, the above method will not work, and some 
additional conditions are needed. First, if equation (9J is to be satisfied, we 
must assume h(p(t), 0,O) = 0. With this, equations (9) can be written as 
The functions Qr must be examined to determine whether or not the 
equations (10) have solutions which exist on 1. These functions can be written 
as 
Qzb; 011, PI) = Q(8) + hoi, + k,P, + h, 
Qr+dv~; al >..., ar 3 81 ,..-, Br) = km, + P, + Q?l 8, 
+ Q&i % ,*.*, %-1 9 B 1 ,*.*,8,-J 
for r = 2, 3,4,... The components of the function Q(&) are homogeneous 
polynomials of degree two in the components @l),..., /?I”)) of & . The coeffi- 
cients appearing in Q and the matrix Q,,M are exclusively second derivatives 
of the components of g evaluated at y = 0. The functions QT are polynomials 
in the components of a1 ,..., 01+.-r , fir ,..., /$.-r . 
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If the conditions 
& (0) = 0, i,j, K = 1, 2 ,...) ?l, 
3 
(11) 
are satisfied, then Qs is linear in its dependence on cyr and /3r . System (10) 
then becomes a recursive system of linear differential equation which can be 
solved successively for a1 , /3r , 01s , p2 ,.... 
If, on the other hand, conditions (11) are not satisfied, further conditions 
are needed. Suppose the system (lOi), h as a solution which exists on I for any 
choice of initial condition (cY~,, ; ,6r,) and satisfies 
for some positive constants K, K1 , Ks . Also, suppose that the matrix 
Q" = (fl B1'"' & (0)) 
is negative semi-definite. With these assumptions, the proof of Theorem 2 
proceeds just as if conditions (11) were satisfied. Because of this, Theorem 2 
is stated and proved only with conditions (11). 
Another question now arises: What initial conditions should be chosen 
for m? , jgr in order that the expansions (8) represent the solution of (1) for 
t,<t<T? 
Theorem 2 below shows that expansions (8) represent solutions of (1) 
asymptotically as E -+ 0 on the interval t, = E 1 log E [ < t < T for any choice 
of a!,(~ 1 log E I), /&(E I log E I) which satisfy 
In particular, the choice 
is shown to be correct. 
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3. STATEMENT OF THE MAIN THEOREM 
Let x = x(t, E), y = y(t, C) denote the solution of system (1) and v(t) the 
solution of system (2). The following theorem is proved in the next section. 
THEOREM 2. Let conditions (I)-(IV) be satisfied. AZso, suppose that 
h(p(t), 0, 0) = Ofor t E I and that 
-fg (0) = 0 
3 
and 
for i,j, h = I,..., n. 
& (0) = 0 
2 
Then JOY 1 y,, 1 suficiently small: 
(i) The functions RN(t, E), SJ,t, E) defined by 
x(t, c) - 5 A,(s) 8 = l RN(t, e) 
9-l 
y(t, l ) - 2 B,(s) E+ = eNsN(t, l ) 
r-0 
(12) 
satisfy h(t, 4, &(t, ) E +Oas~-+OuniformlyforO~t<t,=a~log~~ 
where A, ,..., A, , B, ,..., B, are determined by solving (6) and (7). 
(ii) The function pN(t, E), aN(t, E) defined by 
x(t, 6) - q(t) - f al(t) ET = l phr(t, 6) 
?==l 
(13) 
satisfy pN(t, E), uN(t, E) -+ 0 as E + 0 uniformly for t, < t < T where 
011 ,***, ax , B 1 ,-a*, /$,, are determined by solving (10) with the initial conditions 
4,) = 4 log l I>, 
/WJ = &(I log E I), Y = l,..., N. (14) 
The proof of Theorem 2 remains valid in the case where g depends expli- 
citly on x provided it can be shown that the function P defined by 
g (x(4 4, Y(4 4) = a 4 (15) 
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is bounded uniformly for t, < t < T, 0 < E < E,, for any solution x = x(t, E), 
y = y(t, E), of (1). In this case, Lemma 4 remains valid since the fundamental 
matrix given in (25) is bounded uniformly for t, < t < T. Unfortunately, 
condition (15) is not necessarily satisfied for systems which have properties 
(I)-(IV). For example, let g(x, yi , ya) = col( - yig, - ya3 + x2y1s), f = 0, 
h = 0. The sytem composed of these functions satisfies conditions (I)-(W) 
for x0 3 1. Since yl(t, C) = •~/~yi,,(e + y$-1/8, we have (ag,/&c) = 0 and 
(ag,/&c) = 2xyi6 = O(C~/~), but not of order O(E). In general, it is difficult 
to check that (15) holds. 
4. THE PROOF OF THEOREM 2 
Theorem 2 is proved by showing that the partial sums 
and 
satisfy systems of differential equations which are “close” to system (1) on the 
intervals 0 < t < t, and t, < t < T, respectively. Lemma 4 then provides a 
comparison between the solutions of (1) and those of the approximating 
equations. The notation is considerably simplified by the use of the standard 
Landau o- and O-order relations. 
LEMMA 1. Let the hypotheses of Theorem 2 be satisfied. There exist positive 
numbers a, , a2 ,... such that 
44 = WI 1% 6 I”“), 
&s(s) = O(l log E I”“), 
uniformly for 0 < s < 1 log E I . 
PROOF. We prove this lemma by mathematical induction. First, 
4) = j-:f (xo , B,(u), 0) du, 
G(s) = s:, 4s, 4 h(xo , 4,(u), 0) du, 
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where ~(s, U) is the fundamental matrix for 
which satisfies n(u, U) = identity. 
If A is an N x N matrix, let A(A) denote the largest eigenvalue of 
(A + .@‘)/2, the symmetric part of A. It is possible to calculate /\(A) by the 
following formula 
X(A)=supI-$$-:,$tC’andffO/. 
T. Wazewski [9] has shown that 
Because of condition (IV), h(g,) < 0. Thus, ~(s, U) is bounded uniformly 
for 0 < u < s < co. Also, 1 B,(u) 1 < R for u > 0. It follows from these 
statements that there is a constant K such that 
I 4(s) I d K I 1% 6 I > I W) I < K I 1% E I , 
for all 0 < s < 1 log E / . 
Now, assume that for each Iz = l,..., N - 1, there are positive numbers 
a, and Kk such that 
I 44 I < Kc I log E la’, 
I &c(s) I < JGx I log E Iah, 
for 0 < s < I log E I . From (6) and (7) we have 
BN(S) = j: x(S, U) qN(U) du. 
This leads to the inequalities 
I 4~) I < K I log E I {sup I 4+&4 I + sup I 4-M I + sup I Pi44 I>, 
I J%,(S) I d K I log E I {sup I ~d4 I>, 
for 0 < s < 1 log E 1 where K is a constant independent of E and the suprema 
aretakenoverO<u<]logE]. 
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The function p,, , qp are dominated in norm by finite linear combinations of 
terms of the form 
(I A, I + I B, I + 1)“’ (I A, I + I B, l>i” ..* (I A,-, I + I B,,-, I)% 
where i r , . . . , & are some nonnegative integers. It follows that / AN(s) ] , 1 BN(s) I 
are dominated by constant multiples of powers of 1 log c 1 for 0 < s ,< / log E 1 
and 0 < E < E,, . This completes the proof of Lemma 1. 
LEMMA 2. Let the hypotheses of Theorem 2 be satisfied. For each N = 1,2,... 
xi' -f(&, YN, c> = o(EN), 
l Y;v - g( YN) - ch(X, , Yj,V , C) = o(EN), (18) 
uniformly for 0 < t < t, . 
PROOF. This proof proceeds just as that of a similar lemma of Vasil’eva 
(see Wasow [lo], p. 270). 
We begin by establishing that 
dx, 
~ - <f (XN , YN , c) = O(cN), 03 
dYN - - g( YN) - Eh(xN , yN, e> = O(EN), ds (1% 
or 0 < s < / log E j . 
The functions X, , YN were so constructed that the first N derivatives 
with respect to E of the components of the left-hand side of (19) vanish at 
E = 0. By Taylor’s formula, each component of the left-hand side of (19) 
is equal to its (N + I)-st derivative with respect to E evaluated at some E*, 
0 < E* < E, multiplied by E N+l /( N + l)! These (N + 1)st derivatives are 
bounded in norm by finite sums of bounded functions multiplied by powers 
of A, , B, . By Lemma 1, we see that this remainder is actually of the form 
8 multiplied by a factor of order o(l) uniformly for 0 < s < / log E 1 . 
Thus, (19) is proved. 
Replacing differentiation with respect to s by differentiation with respect 
to t (recall ES = t) in (19) and dividing the first equation in the result by E 
gives 
XfN -f (x, , YN , <) = o(cN--l), 
EY& - ,f(Y,) - Eh(X, , YN, l ) = O(e”), 
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uniformly for 0 < t < t, . The above argument goes through for N replaced 
by N + 1, hence 
-G+, - f(xN+l , YN+1 ,d = o(e”) 
(20) 
EYk+1 - g(yN+,) - ch(XN+l , yN+l , E) = O(EN+l). 
Since X,,, = X, + A,+,(s) P+l and YN+r = YN + B,+,(s) l Nf1, we have 
that Xh+r = XL + o(cN) and Yk+r = Yi + o(E”) for 0 < t :$ t, . Also, 
and 
dyN+l) + &xN+l > yN+l f 4 = g(Y,> + 4x, , YN ,e) + O(EN). 
Substituting this information into (20) gives the desired result that X, , YN 
satisfy (18). 
LEMMA 3. Under the hypotheses of Theorem 2, for each N = 1,2,..., 
Uh - f(UN , VN ,c> = O(EN), 
l & - g( VN) - eh( UN, VN , l ) = o(EN), 
(21) 
for t, < t < T. 
PROOF. The proof Lemma 3 follows those of Lemma 1 and 2 very closely. 
Let rr(t, U) denote the fundamental matrix for the system 
x’ =f2(&), (40) x +f ?!(P)(t), 0, O)Y, 
Y’ = 4&(t), 0, 0) x + h,(dt)> 0, 0) Y, 
which satisfies V(U, u) = identity. Clearly, n-(t, U) is uniformly bounded for 
0 < u < t < T. The equations (10) with initial conditions (13) can then be 
solved using the variations of constants formula 
colMt)> i%(t)) = p(t, tJ ~01 (4 ($) > & (+))+ ~:c4t, 4f&(4, 0, 0) du, 
and 
colMt>, i%(t)> = 44 4) co++) 2 K(+)) +~:-(t, 4 cW’&), Q:(u)) du, 
for r = 2, 3,.... 
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An easy induction proof based on these representations for the solutions 
of (10) and (13) using Lemma 1 shows that the functions c+(t), ,k$(t) are 
dominated in norm by finite sums of bounded functions multiplied by powers 
of / log E / for t, < t < T. This leads, b y an argument similar to that used 
to derive (1 S), to the result of Lemma 3. 
We must now compare the solutions of (18) and (21) with the solution of (1) 
on 0 < t < t, and t, < t < T, respectively. 
Consider the nonlinear system 
2’ = F(t, x), (22) 
where z, F E EP and F is continuously differentiable for to < t < t, and 
z E D, some region in Ep. Denote by x(t, to , z,J the solution of (22) which 
satisfies z(t, , to , x0) = a0 . Now consider a perturbation of system (22), 
w’ = F(t, w) + G(t, w) (23) 
where G(t, w) is continuously differentiable for to < t < t, , w ED. Let 
w(t, t, , w,,) denote the solution of (23) which satisfies w(t, , t, , wO) = w,, . 
We have the following result of F. Brauer ([I I]; Theorem 1) which is stated 
here without proof. 
LEMMA 4. Suppose h(F,(t, x)) is bounded on [t, , tl] x D, and let D, be a 
convex subset of D with the property that x,, E D, implies z(t, t, , q,) E D for 
t, < t < t, . If w(t, t, , w,) ED for t, < t < t, , then there is a constant K 
such that 
I w(t, to , wo) - x(t, to , ~0) I < K I wo - zo I + I s 1, I G(o> 40, to 9 wo)) I dj 
for to < t < t, . 
(24) 
We will apply this lemma by replacing (22) by (1) and (23) by (18) and (21), 
respectively. First, replace z and F in (22) by col(x, y) and col( f (x, y, E), 
(l/~)g(y) + h(x, y, E)), respectively. Let to = 0 and t, = t, . Also, replace w 
and G(t, w) in (23) by col(X, , YN) and col( fi(t, E), h,(t, E)), respectively, 
where fi(t, E) = o($‘) and h,(t, c) = o(Pl) for 0 < t < t, . Finally, let 
fz@,Y, 6) 
M(x’ ” ‘) = (h,(x, y, l ) 
f z/(x, YT 4 
k/(X? Y, c> + U/4&(Y) 1 - 
(25) 
In this application of Lemma 4, X(F,(t, x)) becomes h(M(x, y, s)). To see that 
X(M(x, y, E)) is bounded uniformly for (x, y) E SR and 0 < E < l o , consider 
the quadratic form 
tTME = tTM*E + ET diag (0, +g,(y)) t, 
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where M*(x, y, l ) = M(x, y, 6) - diag(O, (l/c) g,(y)). Since g,(y) is negative 
semi-definite for 1 y 1 < R and the matrix M* is bounded, there is a constant 
K,, such that 
forall(x,y)ESR,O<e<EOand[EE”. 
It follows from Theorem 1 that there is R, < R and or < ~a such that the 
solutions of both (1) and (18) exist for 0 < t < t, , 0 < E < l 1 , and remain 
in SR providing they lie initially in S, I . Then by Lemma 4 there is a constant 
K such that 
I a 4 - XN(4 4 I + I Y(C 4 - YN(4 4 I 
The right side of this estimate is of order 0(&l). Thus, 
I x(4 4 - xN+lk 4 I + I Y(4 4 - Y,+,(4 c) I = 44 (26) 
uniformly for 0 < t < t, . Because of the relations between X,,, , YN+l 
and X, , YN established after equation (20), the first conclusion of Theorem 2 
is proved. 
A similar argument shows that there is a constant K such that 
1 & 6) - UN@, c> 1+ 1 Y(6 c) - VN(& l )1 
< K 1 +c > 6) - UN& > 6) 1 + 1 Y(tc > e) - vN@, , c) 1 I 
+ ,I6 IIf&, 4 I + I W, 4 II do/ . 
Since U,(t, , 6) = X,(t, , E) and VN(tt-, l ) = YN(tE , E), the first two terms 
of the right side are of order o(P). The same kind of argument used in (26) 
establishes the second conclusion of Theorem 2. 
This completes the proof of Theorem 2. 
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