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ABSTRACT 
We study the LD& factorization of banded Toeplitz matrices. We show 
that, under fairly general conditions, the L, M, and D factors exhibit exponen- 
tial convergence along diagonals. We also give explicit formulas for the limiting 
values. Our method of proof involves a generalization to matrices of the theory 
of continued fractions of quadratic irrationals. 
1. INTRODUCTION 
Our primary focus in this paper is the special class of matrices of any 
dimension which are Toeplitz and banded with lower band n and upper 
band m, with m I: n. Note that n and m represent the banding size 
and not the dimension. We will refer to these types of matrices as (n, m)- 
banded. In the sequel, we will pay no attention to dimension, viewing our 
matrices as being of very large dimension or essentially infinite dimensional 
(down and to the right). 
Our goal is to prove some facts about the LDti decomposition of such 
a matrix, under fairly general assumptions. In this decomposition, L(M) 
is a unipotent lower triangular n-banded (m-banded) matrix and D is di- 
agonal. In [II] for example, recursion formulas are given for the entries 
of the factors. In [16], algorithms are given for computing these factors, 
particularly in the blocked case (our results cover this case as well). It 
does not seem, however, that the general problem of explicit or asymptotic 
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formulas has been addressed before. Most of the literature on these types 
of matrices deals with inversion. See for example the paper by Meek [15] 
for a survey of the results up to 1983. The papers by Trench [18], Barrett 
[I], Gover and Barnett [12], and MacLeod [14] address the inverse prob- 
lem since 1984. Of special note is the paper the Eijkhout and Polman [4], 
who consider the inverse problem by means of something very close to the 
LDM factorization but they must assume that the matrix is a diagonally 
dominant M-matrix. Our result is much more general than theirs since it 
makes no direct assumptions about the sign or size of the entries. 
Though we have not investigated it thoroughly, there seems to be a 
connection with our results and both the Ricatti equation and the Wiener- 
Hopf equation of linear stochastic systems. For completeness, we cite the 
following references which deal with these equations and their relation to 
banded Toeplitz operators. A good starting point on the Wiener-Hopf 
equation is the book by Gohberg and Fel’dman [6], as well as the related 
papers [7-10, 191. There is extensive literature on the Ricatti equation; we 
explicitly mention the books by Bittanti, Laub, and Willems [2] and Caines 
[3] and the papers [13, 171. 
Roughly speaking, we will show that under fairly general conditions 
(1) the sequence formed by the entries in any subdiagonal of L or M is 
converging exponentially-in other words, for very large dimensions, 
L and M are approximately Toeplitz; 
(2) the sequence formed by the diagonal D converges exponentially. 
The conditions can be readily checked by a simple computation (e.g., com- 
puting the roots of some polynomial). In general, we will be able to give 
explicit formulas for the entries in L, M, and D. 
We remark that the inverse of T can be computed by computing the 
inverse to each of the factors L, M, and D (the latter problem is trivial). 
It is easy to see that the theory of linear recurrences provides a simple 
means to get explicit formulas for the inverse of a banded Toeplitz matrix. 
Because L and M are banded almost Toeplitz matrics, this theory can 
be adapted to solve the inverse problem for these matrices too (see, for 
example, [4] and also [5]). 
The paper is structured as follows. In the next section, we discuss some 
general facts about the problem and indicate roughly the methodology we 
will employ. In Section 3 we give the details in the (1, 1)-banded case, 
(l-banded or tridiagonal for short). In Section 4 we show how the method- 
ology for this case can be generalized to block l-banded (block tridiagonal) 
matrices. This section is the heart of the paper and has the most general 
results. Finally, in Section 5 we show how the blocking method is applied 
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to the (n, m)-banded case. Some further remarks and observations are 
contained in the Appendix. 
2. RECURSION FORMULAS FOR THE ENTRIES IN L, M, AND D 
In this section we state the well-known recursion formulas for the entries 
in L, M, and D. We then give a couple of very general remarks and indicate 
the general theory that we will apply in later sections to the solution of the 
problem. 
So, let T be an (n, m)-banded Toeplitz matrix which we notate as 
T = toep(b,, &_I,. . . , bl, a, cl,. . . , c,). 
In other words, T has a on the main diagonal, bl on the first subdiagonal, 
bz on the second subdiagonal,. . . , b, on the nth subdiagonal, cl on the 
first superdiagonal , . . . , c, on the mth superdiagonal, and zeros in the 
rest of the matrix. We assume throughout and without loss of generality 
that a is real and positive. The b’s and c’s are assumed to be complex 
unless otherwise stated. 
Then it can be shown, because of the banded nature of T (see, for 
example, [ll, Chapter 5]), that the entries of L, M, and D can be computed 
from the recursion formulas (for k = 1,. . . , i = 1,. . . , n and j = 1,. . . , m) 
dk = a - 2 lk,k-pmk,k-pdk--pr (1) 
p=l 
min(n-i,n) 
C lk+i,k-pmk,k-pdk-p 
p=l 
m-j 
c mk+j,k-pb,k-pdk-_p 
p=l 
where D = diag(dr, . . . , dk, . . .), L = (&), and A4 = (mij). 
We will need to show under what conditions these intertwined sequences 
converge and in which cases the convergence is exponential. Note that 
as i increases, the recurrence formula for &+i,k has fewer terms in the 
summation. In particular, we observe that 
1 bn k+n,k = -7 
dk 
(4) 
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so that instead of what appear to be n + 1 different sequences for L and 
D, there are actually only n of them. A similar statement holds for M. 
In the l-banded case, these recurrences can be reformulated into some- 
thing involving the general theory of continued fractions. That theory 
provides a complete solution to the problem in this case. 
In the more general case, we proceed by blocking the matrix into l- 
banded block form. The matrix recurrences are analogues of the n = 1 case 
and a similar though more complicated methodology works here. These 
details we worked out in Sections 4 and 5. 
3. THE l-BANDED CASE 
When our matrix T is l-banded, it is relatively easy to show that L, M, 
and D have the required properties. We assume that the three nonzero 
constants in T are a along the diagonal, b along the subdiagonal, and c 
along the superdiagonal. So, in the notation above, b1 = b and cl = c. We 
then have by (l)-(4) that 
dk = a - lk,k-lmk,k-1dk-1, (5) 
lk+l,k = b/dk, (6) 
mk+l,k = C/dk (7) 
for k 2 2 and with dl = a, 121 = b/a and rn2i = c/a. Combining these, we 
have 
dk = a - bc/dk_1, (8) 
which is a simple recurrence reminiscent of continued fractions. Using that 
theory, we can show that if a2 # 4bc and y~/yr is not a root of unity, then 
dk = y1 ’ - (72/++’ 
1 - (Y2lYl)k ’ 
and if a2 = 4bc then 
dk= (F)(q), 
where y1 = (a + v’m)/2 and yz = (u - v’n)/2. We take the 
positive square root when 4bc < a2. (If y2/y1 is a root of unity, then 
the LDM factorization of this matrix will not exist.) We see that these 
constants satisfy 
7172 = bc 
71 +y2 = a. 
BANDED TOEPLITZ MATRICES 101 
Given this form for dk, it is a simple matter to show that for a2 # 4bc 
lk+l,k = 
and for a2 = 4bc 
lk+l,k = 
(a) (k+l)) 
mk+l,k = 
(a) (k+lJy 
and that (5), (6), and (7) are all satisfied for all k 2 1. This then provides 
our explicit formulas. 
Observe that if 4bc is real and greater than a2, then ]yi] = ]yz] and these 
three sequences dk, &+l,k, and mk+l,k do not converge, but oscillate. If 
4bc = a2, then there is harmonic convergence. In all other cases, ]yr] > ]n] 
and the sequences converge exponentially to yi, b/yl, and c/y1 respectively. 
Interestingly enough, in no case do we get unbounded growth. 
As an aside, note that if a, b, and c are rational numbers (or integers) 
and 4lbcl < a2, then the limiting values will be real quadratic irrational 
numbers. 
Even though it is not required in the proof of the above (once the 
explicit formulas are given), it will be instructive for the general case to see 
how these formulas can be determined. 
First note that (6) and (7) imply that it suffices to get an explicit 
formula for dk, which we do as follows. Write dk = pk/qk. From (B), we 
see that pk and qk are polynomials in a, b, c and that they satisfy the mixed 
recurrences (k > 1) 
qk = Pk-1, 
Pk = wk-1 - bk-1, 
PO = 1, PI = a, qfJ = 0. 
[More precisely, if we define pk and qk by the above recursions, then pk/qk 
is a solution of (S)]. But substituting the first of theses into the second, we 
deduce that for k > 2 
Pk = aPk-1 - b’k-2, 
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a linear 2-term recurrence reminiscent of the Fibonacci recurrence. Solving 
this recurrence explicitly, we find that when a2 # 4bc, 
k+l 
pk = -fl -e&+1 
71 - 72 ’ 
and when a2 = 4bc, 
Pk = (k + I)(@)” 
where yi = (a + J-)/2 and yz = (a - d-)/2. Pushing these 
formulas for pk back through the definitions, we deduce the formulas above 
directly. 
We have assumed implicitly that p,+ # 0 for all k, but this can easily be 
checked, since this will fail if and only if yz/yi is a (k + 1)st root of unity. 
4. THE BLOCK TBIDIAGONAL TOEPLITZ CASE 
In this section we will prove a very general result about LDii# block 
factorizations of block tridiagonal Toeplitz matrices. The general case of 
banded Toeplitz matrices will be a corollary of this result. Our general 
result is stated in Theorem 7. In the next subsections we establish some 
notation, state our basic assumptions, and prove some preliminary lemmas 
and propositions. 
4.1. Preliminaries 
We will let T denote a block tridiagonal Toeplitz matrix of the form 
T = toep(B, A, C), 
where A, B, and C are n x n matrices. We assume that all kn x kn(k 1 1) 
principal minors of T are invertible. Later we will see how this assumption 
can be reformulated. We assume that A and B are invertible and n 2 2. 
We do not need to assume that C is invertible. We let A = B-l C and l? = 
B-l A. For a scalar parameter z, set U(z) equal to the matrix I,--Pz+Az2, 
where 1, is the n x n identity matrix. Finally, set U(Z) = det U(z), a 
polynomial of degree n + m = n + rank C, and V(z) = adj V(z), the 
adjoint or adjugate of U(z). Note that V(z) is a matrix of polynomials of 
degee at most n + m - 2. 
We make the following general assumptions: 
1. The polynomial U(Z) has simple roots. 
2. For any root y of U(Z), the rank of U(y) is n - 1. 
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As we will see later, assumption 2 will be a consequence of assumption 1, 
in a strange sort of way (see Section 4.4). We conjecture, more generally, 
that the rank of U(y) is n minus the multiplicity of y as a root of U(Z), 
but we have no proof of this fact, except in special cases (see Appendix A). 
Later on, we will add an additional assumption about the relative sizes of 
the roots. 
Let LbDbMi be a block LDM factorization of T where Db is block 
diagonal and Lb and Mb are block unipotent lower triangular and block (1, 
0)-banded (thus having 1, on their diagonal and one nonzero block subdi- 
agonal). The size of the blocks will be n x n. Write Db = diag(Di, D2, . . .), 
and let Lk and Mk, k 2 1, denote the block subdiagonal entries of Lb and 
IV,, , respectively. By our assumption about the invertibility of the principal 
minors of T, we know that each Dk is invertible. 
We now state a preliminary proposition. 
PROPOSITION 1. With the notation and assumptions above, the blocks 
in Lb, Mb, and Db can be expressed explicitly in the form 
DI, = BP&PPk, Lk = BP;lPk-lB-l, M; = P,lPk_lB-‘C 
where 
n+m 
pk = c @&, 
l=l 
and yl are the roots of u(.z) and the matrices Cl are determined by special 
values of V(z). 
PROOF. From the definition of Lb, Mb, and & it is easy to see that 
these sequences satisfy the recursion formulas (for Ic 2 2) 
Dk = A - Lk_1Dk_1M;_,, 
LI, = BD,l, 
M; = D;‘C, 
with the initial conditions D1 = A, LI = BA-l, and Mi = A-l C. By 
simple algebra, we can deduce that Dk also satisfies the recurrence 
DI = A, 
Dk = A-BD&C, k>2 (9) 
This is very reminiscent of (8) above, which in fact is just the special case 
n = 1. Thus, a similar method will work here. In this proof however, we 
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must be careful about the order of factors. Consequently, some expressions 
will be a bit more complicated than in the n = 1 case. 
We want to express Dk as a “quotient” and get linear recurrences for 
the numerator and denominator. We do this as follows. Let PI, and Qk be 
two sequences of n x n matrices defined by (k 2 1) 
&k = P,+_rB-r, 
Pk = Pk_rB-lA - Qk_rC, 
PO = I,, PI = I?, Qo = 0 
Then it is not too difficult to show that the sequence Qk’Pk satisfies 
the same recurrence and initial conditions as Dk. Consequently, Dk = 
&;‘Pk = BP-’ k_lPk. The formulas in the proposition for Lk and ikfk are 
immediate from this. Now, the recurrence for Pk, k 2 2, can be rewritten 
as 
PI, = &_rr - Pk-sA. 
So it is clear that Pk E z[r, A], ‘. 1e , is expressible as polynomials in A and 
r with integer coefficients. 
Cur goal is to provide explicit formulas for PI, as functions of the roots 
of U(Z) and special values of V(z). This will prove the proposition. 
We proceed as follows. Let f(z) be the formal power series 
f(Z) = 2 Pkzk. 
k=O 
Then by simple algebra, using the recursion formula and the initial condi- 
tions for Pk, we find that 
f(z) = (I, - rz + Az’)-l = U(z)-‘. 
We can compute this inverse (since it always exists if Iz( is small enough) 
using the relationship X-l = (l/det X) adj X. We then see immediately 
that f(z) has the form 1 
f(z) = & V(z) 
Note that U(Z) has constant term equal to 1. Later, in Appendix A, we 
will demonstrate a few more properties of this polynomial in special cases. 
Since we are assuming that U(Z) has only simple roots, we can factor it 
over @ as 
n+m 
u(z) = n (1 - YG). 
kl 
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The above form for f(z) implies that we can use partial fraction decompo- 
sitions of the entries of f(z) to write 
n+m 
f(z) = 2 kc”’ 
where the Cl’s are n x n constant matrices, i.e., do not depend on z. Note 
here that the factor preceding Cl in the above expression is a scalar. This 
then shows that 
n+m 
pk = c cl+, 
l=l 
as stated in the proposition. 
To complete the proof, we have to show that each Cl is a special value of 
V(z). By the definition of partial fraction decomposition and the simplicity 
of the roots, we see that 
(10) 
and this proves the claim. ??
We make four remarks. First, the 71’s are the roots of some polynomial 
that can be computed directly from A, B, and C in T. There are two 
ways to compute the coefficients Cl. The above formula is one approach. 
Another is simply to use the theory of partial fractions directly. 
Second, as an aside, we mention that the methodology we have utilized 
above might be referred to as a special case of the theory of continued 
fractions for matrices. In particular, it is related to computing square 
roots of matrices, analogous to be continued fraction method of quadratic 
irrationals. 
Third, if T is a general banded Toeplitz matrix, then T can be parti- 
tioned or blocked into the above T = toep(B, A, C) in a such a way that B 
is automatically invertible. Generically, A will also be invertible as well, as 
will be the principal block minors of T. In Section 5, we give more details 
concerning this blocking. In that section, we show how our main result 
carries over to this somewhat special case. 
Fourth, the assumption on the invertibility of the principal minors can 
be reformulated as follows. All we require is that Pk be invertible for all lc, 
since this implies that Dk is invertible. These two assumptions are in fact 
equivalent. As we will see later [see Equation (25)], for all sufficiently large 
106 JAMES LEE HAFNER 
k this can be reduced to a single computation, namely det (Ci f. . . + Cn) # 
0 (for some suitable labeling of the roots). This is the block analogue of the 
assumption made in the previous section about the ratio yz/yi not being 
a root of unity. See also the remarks at the end of Section 4.4. 
4.2. Some Notation and Lemmas 
The above analysis does not solve the problem of when we have con- 
vergence of the sequences Dk, Lk, or iV&, nor does it give us an explicit 
formula independent of inverses (obviously a practical consideration). In 
this section we will provide some notation and prove some lemmas about 
matrices that will be need to deal with this problem. 
To this end, let T be a positive integer, Xi,. . ,X, be n x n matrices, 
and xl,... ,x, be scalars. We define two new functions of matrices, called 
sdet and sadj (the “s” represents “sum”), as follows. Let 
x10, .) 
X2(2, .) 
fqXl,X2,...,&) = . 
H 
, 
L(n, .) 
where Xi(i, .) is the ith row of the ith matrix (of the ordered list, as opposed 
to the matrix of subscript i). In other words, R forms a new matrix whose 
ith row is the ith row of its ith argument. 
Let S, be the symmetric group on the n symbols 1,. . . , n. 
For any n x n matrix X, let X(z?) be the (n - 1) x (n - 1) matrix X 
with the ith row and jth column removed. 
Define the functions sdet and sadj by 
sdet(Xr,. . , L) = c dWX,(l), . . . ,X,(,)), 
OES, 
and 
sadj(Xr,. . . ,Xn-r) = ((-l)ifjsdet(Xi(z2), . . . ,X+I(%~)))~ 
Note that when n = 2 the sadj has only one argument, and in this case it 
agrees with the adj. (When n = 1, the same can be said for sdet and det.) 
Finally, for a set of indices 1 5 ir 5 is 5 . . . 5 i, 5 r, let 
“(il, i&. . . )  in) = 
1 
nL=, ni(il, i2,. . , in)!’ (11) 
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where ni(ii, iz,. . . , in) is the number of occurrences in the list, ii, i2, . . . , h 
of the value i. 
The functions sdet and sadj turn out to have many useful properties. 
For example, these two functions are independent of the ordering of their 
arguments, as is easily seen from the definitions. They are also useful 
for expanding determinants and adjoints of sums of matrices, as the next 
two lemmas show. More properties of these functions are given in the 
succeeding lemmas. 
LEMMA 2. We have 
w(ii ,..., i,)sdet(X,, ,..., XG,)zici, . ..Q.,. 
l<il<...<&‘<T 
(12) 
Furthermore, if the matrices Xl are rank one, then 
sdet(Xi, ,..., Xz,,)ztl...zi,. 03) 
ljil<...<i,<r 
LEMMA 3. We have 
x sadj(Xi,, . . . i&_l)Gl “‘G_1. (14) 
Furthermore, if the matrices Xl are rank one, then 
c sadj(Xi,, . . . , XL_,) xi1 . . . x,,_, . (15) 
l<il<.,.<&,-l<r 
PROOF. The proof of (12) can be given by a careful expansion of 
the determinant expression on the left and some rearranging of the terms. 
Equation (14) in the second lemma follows immediately from the first by 
noting that the entries in the adj are determinants of sums of (n - 1) x (n - 1) 
matrices. We leave the rest of the details of these proofs to the reader. 
The proof of (13) goes as follows. If the matrices are rank one, then any 
R-matrix in an expansion of sdet in (12) with repeated subscripts will have 
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two linearly dependent rows coming from the same matrix. Consequently, 
each of the determinant terms will be zero, and the corresponding sdet will 
be zero. In particular, if r < n then the whole determinant on the left is 
zero, and if r = n then there is only one sdet term in the expansion: 
det 2x1~1 
( ) 
= sdet(Xi,. . . ,Xn)zi...zn =det(Xi +...+X,)zi...~~. 
l=l 
(16) 
Similarly, since sadj is defined in terms of sdet, if two matrices are 
repeated in a term, then its corresponding sadj will be identically zero, and 
this justifies (15). Also, as above, if F < n - 1 then the adj is identically 
zero, and if r = n - 1 then there is only one term and the adj can be 
computed via the sadj, or vice versa: 
= sadj(X1,...,X,-l)(zl...~~-l) 
= adj(Xi +... + X,_i)21...&-1. (17) 
The next lemma shows orthogonality between sadj matrices and matri- 
ces in its argument in special cases. 
LEMMA 4. IfX E {X1,X2,... ,X,-l} and all of these matrices are 
rank one, then sadj(Xl, X2,. . . ,X,-r) . X = 0. 
PROOF. Expand the sadj and the product as follows: 
sadj(Xi,...,X,_i).X = c ((-l)i+3 
UES,,-1 
x detQ(X,(i)(z2), . . . , -Q,-I,(~)))” . X. 
The first (complicated) matrix factor in each term of the above sum is the 
adjoint of some matrix which has a row proportional to every row in X. 
Consequently, each entry in the product of this with X is the deter- 
minant of a singular matrix. Thus every term is zero, and the lemma is 
proved. ??
In our next lemma we give a direct and perhaps surprising connection 
between sdet and sadj. 
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LEMMA 5. Let Xl, . . . , X, be n x n matrices. Then for any 1 < i < n, 
sdet(Xr,. . . , Xn) = tr[sadj(Xr, , . . , Xi,. . . , XQ) . Xi], 
where ?i means that this matrix is excluded from the list. 
PROOF. We will verify the identity for i = n. The fact that it holds 
more generally is a consequence of the fact that sdet is independent of the 
ordering of its argument, as mentioned above. To prove the identity in the 
case i = n we expand the trace on the right side of the equality: 
tr[sadj(Xr,. . . ,X,-r). Xn] 
= ek(-l)i+j sdet(Xr(G), . . . , Xn_r(G))X,(i,j) 
i=l j=1 
= 2 e(-l)ifl c [detfi(XOcr,($), . . . ,X,(,-,,(G))] -G(G) 
j=l i=l CES,,-I 
= 2 c ~(-l)"f3[detR(X,(l)(~), . . . J&c,-l,(G>)]X,(i,j) 
j=l UES,,_I i=l 
72 
= c c detfi(-G(q,. . . , X,(j-l), X,, -Gj+1,. . . , &+l)) 
j=l UES,,_I 
= c detQ(X+, . . . ,X,(,)) 
UES,, 
= sdet(Xr,. . . , Xn). 
This completes the proof. ??
Our last lemma of this section shows that for rank one matrices, the 
product of an sadj and another matrix on the right is invariant up to scalar 
factors on the left. We make this more precise. 
LEMMA 6. Let Xl, . . . ,X, be ranic one matrices of size n x n. Let 
Yl,..., Y, be any n x n matrices. Then 
sadj(Xr,. . ,&-1).X, = 4x1, Yl,....L, Yn) 
xsadj( YrXr,. . , YTL-l&b-l) y7Jk, 
where s(Xl , Yr , . . X,, Y,) is a scalar. 
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PROOF. The case of n = 2 can be proved by hand, so we assume that 
n 1 3. Since each matrix Xi is of rank one, it can be represented as an 
outer product of two vectors. So let ~1, ~1,. . . , u,, v, be vectors of length 
n such that Xi = Ui vi. We will first prove the following equalities: 
sadj(Xr,. . . ,X,-l) . X, 
= S(Ul,. . ., ~,)sadj(erv~,...,e,_rw~_,)e,v,!, (18) 
= s(~r,...,~~)adj(ervf +...+e,-rvi_r)e,vA (19) 
= S(U1,. . . ) ?&)( v,, . . .) V,)%$ (20) 
where s(ur,. . . , u,) is a scalar depending only on the vectors ~1, . . . , u,, 
the vectors e,, 1 5 i 5 n, are the canonical basis vectors for IR” with 1 in 
the ith component and zeros elsewhere, and the vector (VI,. . . , Vn)t is a 
function of the vectors vr , . . , IJ,_ 1. We will see an explicit formula for this 
vector shortly. 
The fact that the right side of (18) equals (19) is just an application of 
(17) with the Zi = 1 for all i. 
To prove that (19) equals (20), we calculate 
adj(ervi +...f en-r&r) = adj 
- 
‘ul - 
- u2 - 
- h-1 - 
0 . . . 0 
0 . . 0 Vl 
0 . . . 0 v2 
IX I I . . . . . . 0 . . 0 Vn 
= (VI, V2,..., VJt4, 
where the matrix on the right side of the first equality has its first n - 1 
rows formed by the vectors ~1,. . . , v,-_~ and its last row is all zeros. We 
see from this that ( VI, . , Vn) t is just the vector of nonzero minors of 
the matrix erwi +...+ en_-lvh_l. From this formula, the third equality is 
immediate. 
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The proof of the equality (18) is still left. For this, let 
ui = (Uii, I&, . . ) UiJ 
so that uz = c,“=, eju%j. Now by Lemma 3 and (17), we have 
sadj(Xi, . . . , &._I) 
= adj(uivi + ..’ + u~_iv,!+.i) 
=adj( ~$e+&) 
x ‘Llz,j, . . . %-,%-I 
x %,j, . . . ui,*_,j,_, , 
where w (i,, j*) is a factor similar to the weight factor in (11). An explicit 
formula for this is not needed, as we will see in the next paragraph. We 
only need to realize that this factor is equal is 1 if none of the indices are 
repeated. 
In this last expression, any term with repeated subscript on the v or 
e must be zero. To see this, first note that if two e-terms are repeated 
then the resulting matrix has two columns of zeros. Hence these terms 
vanish. Second, if two v-terms are repeated, then the resulting matrix has 
one column of zeros and two identical columns. This matrix has rank at 
= )‘ 
U 
adj(ej,vE+...+ej,,_,v~_l)ul,l 
l~j,<~..<j,,_,<?l 
Vl . . 0 
v2 . . 0 
‘L11,, .
0 
I 
..
0 . . . 
0 . . . 
most n - 2, and so its adjoint is zero. 
Thus, 
sadj(Xi,. . . ,X,-i) 
V7l . . . 0 
. . 
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where in the last expression, the only nonzero column (Vr Vz . . Vn)t oc- 
curs in the column whose index does not appear in the list jr,. . . ,jn_l, and 
this is unique because of the limits of the summation, 
To complete the proof of 
and collect terms. We get 
sadj(Xr, . . . , Xn_r)un 
(18), we expand U, via the canonical basis 
Now any term in the above sum for which i is equal to any jl must be zero. 
For the other terms, the term is a scalar times the vector (VI,. . . , Vn)t. 
Factoring this out and summing the scalars proves (18), in conjuction with 
(19) and (20). 
To complete the proof of the lemma, we have only to note two things. 
First, up to scalars, we see that the matrix sadj(Xr, . . . , Xn) . X, depends 
only on the v-factor of each Xi, and the scalar factor depends only on 
the u-factors. Second, multiplying Xi on the left by Yi affects only the 
u-factor. This proves the lemma. H 
We remark that the scalar ~(~11,. . . , IL,) in (18) seems to be related 
to the determinant of the matrix formed by these column vectors, but we 
don’t need that for the proof. 
This completes all our general lemmas and notation. We are now pre- 
pared to return to the study of the convergence problem for the block 
tridiagonal Toeplitz matrices. 
4.3. Asymptotic Formulas 
Recall that our goal is asymptotic formulas for the matrices Dk, Lk, 
and Mk which are related via the formulas 
LkDk = B, 
D&f; = C, 
Dk = &,% 
Qk = Pk-lB-l, 
n+m 
Pk = c CrYi”, 
kl 
(21) 
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where the numbers l/yl, 1 = 1,. . , n+ m, are the roots of u(z), and Cl, 1 = 
l,..., n + m, are essentially special values of the V(z). 
As noted earlier, the explicit formula for PI, above gives a rough solution 
to the problem of expressing & (and so also Lk and Mk), but doesn’t 
provide much clear understanding. The following theorem, our main result, 
gives much more information. As before, we continue with our general 
assumptions intact. 
THEOREM 7. Assume that the roots ye satisfy 
IYll 2 lY2l r ... 2 I% > IYn+ll 2 I-Y31 
forj = n+2,..., n + m, and assume that det( Cr + . . . + Cn) # 0. Let A& 
be matrices defined by 
h*=~y:‘adj(C~+...+~~+...+C,).C~. 
l=l 
Then 
>rnm Dk = 
det( Cr + . . . + Cn) ’ 
B A+ 
(22) 
iimm Lk = BA- B-l 
det(Cr +...f Cn)’ 
iim,Mi = 
A-B-‘C 
det(Cr f...+ Cn)’ 
(23) 
(24) 
The convergence to these limits is exponential, at the rate of 0( IY~+~/Y~/ “). 
PROOF. The first thing we observe is that the rank of each matrix Cl 
is one. This is because by (10) each is the adjoint of V(z) evaluated at a 
root of U(Z) and this matrix, by assumption, has rank n - 1. We will use 
this fact without further mention in the rest of this proof. 
To prove (22) we need only expand asymptotically the product P&Pk. 
We do this by first representing the factor PIJl via the determinant-adjoint 
formula. We compute the determinant first. By Lemma 2 and (16), 
detPk.-r = c sdet(Cl,,..., C~,,) (n, ‘. %.)k-l 
l<ll<~..<l,<n+m 
= (~l...~~)~-‘{sdet(Cl,...,C,)+ O(l~n+l/ynIk-l)} 
= h .-.x)k-l{det(G + ... + Cd + 0(ly,+lly,lk-1)}.(25) 
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We see from this calculation that Pk is invertible for all sufficiently large k 
under the assumptions stated in the theorem. 
Similarly, by Lemma 3, 
adj Pk-1 
= c sadj(C~,,...,C~._,)(yl,...YL-l)k-’ 
= h-h)k-l c sadi(Gl,. . . , CL-,) 
l<ll<~~~<b,-l~n+m 
To compute the product P,&PI, we use these two formulas, (17), and 
Lemma 4 to deduce that 
1 
= det(Pk_l) adj(Pk-1) pk 
Z-Z 
A+ + wh+llmlk-') 
det(C1 $...f C,) 
Multiplying this formula by B on the left and letting k tend to infinity, 
we complete the proof of (22). 
To prove (23) we could try to invert this formula, but that looks too 
difficult. Instead we go back to Proposition 1 where Lk is written as 
The rest of the calculation is just as above, with the roles of Pk and P&i 
reversed. The proof of (24) is analogous. 
This completes the proof of the main theorem. ??
4.4. Remarks on the Main Theorem 
We make a few remarks before applying this theorem to the (unblocked) 
banded Toeplitz matrix. 
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First, if we weaken the assumptions concerning the order of magni- 
tude of the roots yl so that we have equality at the one critical point 
(~~1 = [~~+i(, then there is no convergence and the sequence Dk demon- 
strates oscillatory behavior. In this case, there may be more terms in the 
expansion than what we show here. The methodology should be sufficient 
to make this distinction in particular cases. It is interesting (and perhaps 
surprising) that there is only one critical inequality governing the conver- 
gence or divergence of these sequences. 
Second, we observe that once we have established that a limit, say Doe, 
for Dk exists, then we can prove much more. In particular, we find that 
the polynomial V(z) factors as 
u(z) = In - zr + z2A = (In - zB-~D~)(& - zD,'C) = ul(z)u2(z), 
say. The proof of this fact comes from expanding the right hand side and 
observing that B-lD,D&’ C = A (trivially) and B-ID, + D&l C = I? by 
sending k to infinity in (9) and then multiplying on the left by B-‘. For 
the sequel, let ui(z) = det U%(z) and Vi(z) = adj Vi(z) for i = 1,2. 
The observation above has some interesting consequences. It means 
that this methodology was used to factor a quadratic matrix polynomial 
equation, in other words, to compute a matrix square root. This should 
not be too surprising, since the same methodology works for the rationals. 
Furthermore and more importantly, it means that the polynomial u(z) 
factors as ui (z)us(z), where znui (l/z) is the characteristic polynomial of 
the matrix B-l D, and us(z) that of the matrix D&l C. In other words, 
the numbers l/yl are naturally partitioned into two sets of eigenwalues for 
some explicit matrices. Also, we have V(z) = V~(Z) VI(Z). From this 
we deduce that the matrices Cl can be computed as a product as follows. 
Suppose, for example, that yi is an root of ui(z) (and so the reciprocal of 
an eigenvalue of B-’ Dm). Then 
Cl = _yl V2(lln) Vl(llYl) 
u2(~lrlb:(lln) . 
Note that the first factor involving Vs is never zero when the roots of u(z) 
are simple. 
A consequence of this is the following fact: the matrices Cl have rank 1. 
In other words, assumption 1, together with the existence of a limit for the 
sequence Dk, implies assumption 2. Strangely, we used assumption 2 to 
deduce the limiting behavior, and now we show the converse. However, we 
point out that assumption 2 was not really essential for the computation. 
Without this assumption, we can proceed as follows. The expansions for 
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det PI, and adj PI, can still be made, though they would certainly be more 
complicated. We would then still be able to deduce limiting behavior and 
so conclude that the Cl are rank 1. This in term would then be used to 
simplify the resulting expressions for the limits in the theorem. 
Our third remark is that even if we drop our assumption 1, then it 
should be possible to complete the above analysis anyway. The expan- 
sions for det PI, and adj Pk would be much more complicated and more 
terms should survive, but these are more notational than technical difficul- 
ties. Again, the methodology should be complete enough to see how these 
things are behaving and to compute the limit when it exists. With careful 
bookkeeping, it might then be possible to prove our conjecture relating the 
rank of Cl to the multiplicity of the root yl (as we did above in the case of 
all roots having multiplicity 1). 
Fourth, by Lemma 5, (16), and (17), we see that the scalar factor in 
the denominator is simply the trace of any of the matrix products in the 
expression for A* (discounting the power of 7~). This balance was rather 
striking when it was first encountered. 
Fifth, we believe (and conjecture) that under our general assumptions 
on u(z) and U(z) the condition on det (Cl+. .+ Cn) is redundant, i.e, that 
is can be deduced from these assumptions. This condition almost certainly 
holds generically in any case. We expect that any proof (or disproof) of 
this fact must rely on the simplicity of the roots of u(z) and on (10). 
Sixth, our assumption on the invertibility of the block principal minors 
of T, or on the invertibility of Pk for all Ic, can be relaxed for this main 
asymptotic result. The reason for this is as follows. We can reblock T in 
the form 
T= 
Ao c,t 0 ..’ 
B. A C 0 ... 
0 B A C 0 ‘.. 
. . . . . . . . . . 
. . . I 
where A0 is nkc x nb, and BO and Cc are n x n lo for some kc sufficiently 
large (i.e., such that Pk is invertible for all k 2 /Q). We can then replace 
the general assumption of invertibility of all principal minors of T by the 
invertibility of the one principal minor A 0. The effect of this reblocking is 
to change only the initial conditions for the Pk recurrence (in effect shifting 
them to later in the sequence). A similar calculation is carried out in more 
detail in the next section. 
Furthermore, since each Cl has rank 1, the matrix in the product of 
the above adj with Cr depends only on the second factors in outer product 
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factorizations of the Cl and a scalar depending on the first factors. This 
is part of the essence of Lemma 6. These observations may make the 
computation of these matrices and so the limiting matrices A* easier to 
handle. 
5. THE BANDED CASE 
In this section we show how the theory above for block tridiagonal ma- 
trices can be applied to a very general class of banded (ubblocked) Toeplitz 
matrices. So let T be a (n, m)-banded Toeplitz matrix with n > m 2 2. 
Then write 
T = toep(b,, . . . , bl, a, cl,. . , cn), 
where b, # 0 and we set ck = 0 for lc = m + 1,. . , n. We block T into a 
block tridiagonal Toeplitz matrix by T = toep(B, A, C), where 
b,_l . . b2 bl a 
0 b, b,_l ... bz 
and 
C= 
C?l 0 . . . .., 0 
c,-1 c, 0 ... 0 
. . . . . . . . . : 
c2 
. . . . 0 
Cl c2 ... G-1 cn 
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We assume that T in this form satisfies the conditions of the previous sec- 
tions. Note however that the condition b, # 0 guarantee us the invertibility 
of B. 
An application of our main theorem only provides a block LJ, Dt,Mt 
factorization of our matrix T. We still need to do two things. First, show 
how to obtain the unblocked LDMt factorization. Second, show that the 
(sub) diagonals of this unblocked factorization converge when the blocks 
converge. 
We show how to obtain the entries of the unblocked LDMt factorization 
from the blocked form as follows. Simply expand each block matrix Dk in 
its own LDMt factorization (an easy computation, since the dimension is 
small) and pull the L and M factors out of the diagonal and into factors 
Lb and Mb respectively. More precisely, if 
T = toep(B, A, C) = LbDt,Mi 
is the block decomposition of T with 
and 
Mb = 
In 0 ..’ 
Ml In 0 . ‘. 
0 Mz I,, 0 . . . 
. . . . . . -. . . . , 
and if for each k = 1, . we write Dk = LL 0; (ML) t with Li and ML unipo- 
tent lower triangular and 0; diagonal (unblocked), then the unblocked 
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LDMt factorization of T has D = diag (Di , Di, . . .) and 
L= 
M= 
L: 0 ... 
LlL’1 Li 0 ... 
0 LZL; L; 0 ... 
. . . . ‘. . . . 
M; 0 ... 
MIM; M,’ 0 . . . 
0 M2M,’ M; 0 ’ ... 
. 
. *. . . . . . . . I 
119 
By the uniqueness of this factorization, L will be n-banded and M will be 
m-banded (in spite of their appearance). This means that Lk L’, and Mk ML 
will be upper triangular for every Ic. 
Under the assumptions that Dk (and so Lk and &ik) is converging, 
it is clear that the (sub)diagonals of D, L, and M are also converging in 
the following sense: every nth element (regardless of starting point) of 
the diagonal D and subdiagonals of L and M is converging. What we 
need to show next is that the limit of each of these n sequences along any 
(sub)diagonal is the same. 
To do this, restructure the blocking of T as 
a 
b A C 0 ... 
T= 
i: 
ct 0 . . . 
0 B A C 0 ... 
. . . . . . ‘. ‘. . . . . . 
Here, bt = (bl , ba, . . . , b,), ct = (cl, ~2, . . . , cn), and A, B, and C are as 
before. Now we can attempt the shifted block LDMt factorization with 
4 D;‘) . . 
0 0 . . . 
0 0 0;“’ 0 . . . 
., . . . . ‘. . . 
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Lb”) = 
and 
1 O... 
&“I 1, O... 
0 Ljs) J 0 . . . 
0 0 L;) 1 n 0 . . . 
. . . . . . . . . . . . . 
1 0.. . 
m(s) 1, 0 . . . 
0 My I, 0 .‘. 
0 0 M,(S) I, 0 ... 
. . ‘. . . . . . . . 
where the superscript (s) represents “shift.” 
Computing the recursion relations for these shifted sequences Di”‘, LPI, 
and Mis), we find that the recurrence relations are exactly as for the un- 
shifted sequences but that the initial conditions have changed. In effect, 
Dl’“’ = A _ a. I(“) . (&‘) t instead of D1 = A, where I(‘) = (l/a) . b and 
rrt(‘) = (l/a) c. Pushing this through the methodology above, we find 
that the generating function for the shifted sequence Pf’ is 
f’“‘(z) = (I - r(s) a)(]- rz + 112y = &(I - I+Lz) V(.z), 
where I’cS) = aB_’ l(“) (m’“))“. Note that the denominator has not 
changed, so that the roots have not changed. This also implies that the 
coefficient matrices for the partial fraction decomposition of this generating 
function satisfy 
i.e., they have changed from the unshifted version simply by a multiplicative 
factor on the left. 
But Lemma 6 tells us that each term in the summation for Ah changes 
only by a scalar factor. The fact that the det in the denominator for the 
limiting expressions (for Dk, LI, or Mk) is the trace of any of these factors 
[Lemma 5 and (IS)] implies that this scalar factor is the same for each term 
and that the limiting matrices A* are invariant under this shift. 
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From this we easily deduce that the sequence of a (sub)diagonal in the 
unblocked LDMt factorization converges to a single limit (and does not 
have n different limit points). 
We also observe that the rate of convergence will be exponential, at least 
as fast as O(l~,+ily,l”l~), P rovided that this quotient does not lie on the 
unit circle. Interestingly, it can be shown in an elementary fashion or by 
appealing to the theory of resultants that the roots of the polynomial U(Z) 
in this case are exactly the nth powers of the roots of the z-transform of the 
(unblocked) matrix T. Hence, the computation of the rate of convergence 
can be done directly from this z-transform. 
Note that in this proof we never used the recursion formulas (l)-(3). 
These formulas may be better for actual computation, but we could not find 
a proof of convergence using them directly without additional assumptions, 
e.g., that T was an M-matrix as in [4]. 
We add two final remarks. First, the proof above that the shifted blocks 
converge to the same limit can be easily seen to show that if T is banded and 
eventually Toeplitz (at some finite point, not in the limit), then the limit 
of the D, L, and M matrices will be independent of these initial conditions. 
The second final remark is the following. To compute what the lim- 
iting values are along any (sub)diagonal of the LDMt factorization, one 
needs only compute the first column and row of the block convergent D, 
= limk,, Dk, not the entire matrix nor L, or M,. The reasons for this 
are the following. First, the limit along the unblocked diagonal matrix D 
must be the (1,l) entry of D,. This is because when we write D, = 
L&Dk(MA)t, then D&, is a constant diagonal matrix whose (common) 
entry is D,( 1,l). Furthermore, the first n - 1 subdiagonals of L will ap- 
proach the corresponding n - 1 values in the first column of Lk below 
the main diagonal. (These will also match up with the superdiagonals in 
&Lk). But these values are easily seen from the basic recursion formulas 
to be the corresponding entries in D, divided by D,(l, 1). Finally, the 
last subdiagonal of L will be the (1,l) entry in the matrix L,L&. But by 
(4) this is just b,/D,(l,l). S imilarly, the first row of D, gives all the 
entries in MA and so the limiting values of the diagonals of M. Hence the 
first column and row of D, are sufficient to compute the limiting behavior 
of the full LDMt factorization. 
APPENDIX. PROPERTIES OF U(z) AND U(Z) IN SPECIAL CASES 
In this appendix we will do two things. First, we will prove that in the 
in the case of n-banded symmetric Toeplitz matrices, the polynomial U(Z) 
which determines the convergence properties is symmetric. Next we will 
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discuss some conjectures and observations about the matrix U(z) = I, - 
Pz + Az2. 
Before proving the first result of this section we set up a small bit of 
notation. We will use the superscript t to represent “transpose” as before, 
and the superscript T to represent the persymmetric transpose, i.e., the 
transpose with respect to the SW-NE diagonal of a matrix. Let J be 
the matrix with 1 on this diagonal and 0 elsewhere. So, for example, in 
dimension 3, we have 
0 0 1 
.I= 0 10 
( 1 1 0 0 
It is then easy to see that for any square matrix X, XT = JXt I. This 
implies that for square matrices X and Y, we have 
(XY)T = YTXT, 
and that the operation of persymmetric transpose commutes with the op- 
erations of inverse and transpose. We say that a matrix X is persymmetric 
if XT = X. Furthermore, it is also easy to verify that det XT = det X. 
We are now ready to prove the following. 
PROPOSITION 8. Let A and B be n x n persymmetric matrices with 
A symmetric as well as B invertible. Let r = B-lA and A = BplBt, and 
for a scalar variable z, let u(z) = det U(z) = det(I, - Pz + Az2). Then 
2%(1/z) = U(Z). 
PROOF. We begin with the following calculation: 
z2”u(1/z) = det Inz2 ( -l’z+A) 
= det [ A(Ae1z2 - A-‘I’z + In) 1 = detAdet A-‘z2 - A-‘I’z + I, 
( > 
= det AV1z2 - A-‘l?z + I, 
( > 
= det [Aptz2 - (A-‘Qtz + I,] 
= det 1 (A-t)T_z2 -[(A-'r)t]Tz+In}, (26) 
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because det A = det B-‘det Bt = 1 and det is invariant under the opera- 
tion of transpose and persymmetric transpose. Now observe that 
because B is persymmetric. Similarly, 
because A and B are persymmetric and A is symmetric. From these cal- 
culations, we see that the last determinant in (26) is equal to 
det (AZ2 - rz + In) = U(Z), 
and this proves the proposition. ??
Note that Toeplitz matrices are, by definition, persymmetric, so the 
above proposition applies to the n-banded symmetric Toeplitz matrices as 
a special case (where C = Bt ). This symmetry implies that if y is a root 
of u(z), then so is l/y. With our notation above, we see that in this case 
7n = l/y,+r, so that the rate of convergence of the sequences Dk, Lk, and 
Mk is O( 1~~ 1 -2k). This also shows that there will be convergence in this 
case if and only if U(Z) has no roots on the unit circle (if it had a root on 
the unit circle, then 7n would be there also). 
As conjectured above, we believe that there is direct connection between 
the roots of this polynomial and the rank of the matrix U(z) evaluated at 
these roots. In contrast to the remarks in Section 4.4, we can show that 
there is a two-to-one matching between the roots and the eigenvalues of 
some related matrix under the special condition that the matrix A = I,. 
This condition is equivalent to C = B. We state this property in the form 
of a proposition. 
PROPOSITION 9. Let T be a block tridiagonal Toeplitz matrix of the 
from T = toep(B, A, B) with B invertible. Let r = B-IA, U(z) = I,, - 
rz + I,z2, and u(z) = det U(z). Then there exists a two-to-one matching 
between the roots of u(z) and the eigenvalues of I? given by y + y’ = X. 
PROOF. First note that the polynomial U(Z) is symmetric. Second, 
z-~u(z) = (-l)n char(z + l/z, r), 
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where char(A,I’) is the characteristic polynomial of I?. Consequently, for 
each eigenvalue Xi, i = 1, . . . , n, of I there are two (symmetric) roots of 
u(z), namely the roots of the equation z + l/z = A. In other words, 
Furthermore, if we compute the characteristic polynomial of U(z) in this 
case, we can show that the multiplicity, say pr, of a root y of u(z) implies 
the rank of U(y) is n -p-,, as conjectured above. To see this, observe that 
char(A, U(z)) = char(A, Inn(l + z2) - I?z) 
= det[&(l + Z’ - A) - I’z] 
= fi (1t Z2 - xi2 -A), 
i=l 
where the product is over the eigenvaues of r. Now if we evaluate this 
expression at a root y of u(z), we see that the eigenvalues of U(y) are 
exactly the numbers. 
1+y2-Aiy, i = l,...,TZ. 
But the matching noted above shows that at least one of these numbers is 
zero and there are ,LL~ such numbers. Hence U(y) has zero as an eigenvalue 
with multiplicity py and so has rank n - ~_l~. ??
We would like to thank the following people for their patience and for 
many useful conversations: Eduardo Rodriguez, Ekkehard Blanz, John Tom- 
lin, and Gabriel Taubin. Special thanks go to Myron Flickner for many con- 
versations, and for bringing this problem to our attention. We should also 
mention that Mathematics, a product of Wolfram Research, Inc., played an 
essential role in our formulation of correct general statements by providing 
an environment for experimentation, both symbolically and numerically. 
Finally, we thank Paul Algoet for his observations and for pointing out the 
connection with the Ricatti and Wiener-Hopf equations. 
Special thanks are also due the referee for some comments that both 
improved the exposition and helped to correct some weaknesses in our as- 
sumptions in an earlier draft to this paper. 
BANDED TOEPLITZ MATRICES 125 
REFERENCES 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
W. W. Barrett, Toeplitz matrices with banded inverses, Linear Algebra Appl. 
57:131-145 (1984). 
S. Bittanti, A. J. Laub, and J. C. Willems, The Ricatti Equation, Springer- 
Verlag, 1991. 
P. Caines, Linear Stochastic Systems, Wiley, 1988. 
V. Eijkhout and B. Polman, Decay rates of inverses of banded M-matrices 
that are near to Toeplitz matrices, Linear Algebra Appl. 109:247-277 (1988). 
M. Flickner, J. Hafner, E. Rodriguez, and J. Sanz, Periodic quasi-orthogonal 
spline bases and applications to least-squares curve fitting of digital images, 
IBM Research Report, RJ 9420 (82672), July 1993. 
I. Gohberg and I. A. Fel’dman, Convolution Equations and Projection Methods 
for their Solution, Transl. Math. Monographs 41, Amer. Math. Sot., 1974. 
I. Gohberg, M. A. Kaashoek, and P. Lancaster, General theory of regular 
matrix polynomials and band Toeplitz operators, Integral Equations and Op- 
erator Theory 11:776-882 (1988). 
I. Gohberg, L. Lerer, and L. Rodman, On canonical factorizations of operator 
polynomials, spectral divisors and Toeplitz matrices, Integral Equations and 
Operator Theory 1:176-214 (1978). 
I. Gohberg, L. Lerer, and L. Rodman, Stable factorizations of operator poly- 
nomials, I. Spectral divisors simply behaved at infinity, J. Math. Anal. Appl. 
74:401-431 (1980). 
I. Gohberg, L. Lerer, and L. Rodman, Stable factorizations of operator poly- 
nomials, I. Main results and applications to Toeplitz matrices, J. Math. Anal. 
Appl. 75: l-40 (1980). 
G. Golub and C. van Loan, Matrix Computations, John Hopkins U.P. Balti- 
more, 1983. 
M. J. C. Gover and S. Barnett, Generating polynomials for matrices with 
Toeplitz or conjugate-Toeplitz inverse, Linear Algebra Appl. 61:253-275 
(1984). 
P. Lancaster, A. C. M. Ran, and L. Rodman, Hermitian solutions of the 
discrete algebraic Ricatti equation, Internat. J. Control 44:777-802 (1986). 
A. J. MacLeod, Instability in the solution of banded Toeplitz systems, IEEE 
Trans. Acoust. Speech Signal Process. 37:1449-1450 (1989). 
D. S. Meek, The inverses of Toeplitz band matrices, Linear Algebra Appl. 
49:117-129 (1983). 
J. Rissanen, Algorithms for triangular decomposition of block Hankel and 
Toeplitz matrices with application to factoring positive matrix polynomials, 
Math. Comp. 27:147-154 (1973). 
126 JAMES LEE HAFNER 
17 J. Rissanen and L. Barbosa, Properties of infinite covariance matrices and 
stability of optimum predictors, Inform. Sci. 1:221-236 (1969) 
18 W. F. Trench, Explicit inversion formulas for Toeplitz band matrices, SIAM 
J. Algebraic Discete Methods 6:546-554 (1985). 
19 G. Wilson, Factorization of the covariance generating function of a pure 
moving average process, SIAM J. Numer. Anal. 6:1-7 (1969). 
Received 23 December 1992; final manuscript accepted 11 October 1993 
