Abstract-According to the property of different modulations, the wireless ad hoc network can be treated as a new type of network named multi-rate/multi-range wireless network (M2WN). By the property of M2WN, this paper proposes a new multicast routing protocol, named as multi-rate/multi-range multicast routing protocol (M3RP), to reduce the end-to-end transfer delay as well as to reduce the network resource consumption. Simulation results show that M3RP can achieve higher packet delivery ratio, lower network resource consumption, and lower average end-to-end transfer delay than the conventional minimum-hops approach with fixed data rate especially in heavy traffic load.
I. INTRODUCTION
The IEEE 802.11b [2] and IEEE 802.lJg standards [3] have been discussed and designed to provide data rates: 1, 2, 5.5, 11, 22, and 33 Mb/s using complementary code keying (CCK), packet binary convolutional code (PBCC), PBCC-22 and PBCC-33 technologies of data rates: 6, 9, 12, 18, 24, 36, 48, and 54 Mb/s using orthogonal frequency division multiplexing (OFDM) and CCK-OFDM technologies. On the other hand, the amendment of the IEEE 802.1 la standard [1] , which adopts OFDM technology operating on 5.15-5.35 GHz and 5.725-5.825 GHz bands, has the ability to provide eight higher data rates: 6, 9, 12, 18, 24, 36, 48, and 54 Mb/s using high-level quadrature amplitude modulation (QAM) [10] . Fourteen data rates enable wireless communications to have the capability of various transmission rates.
With the characteristics of different modulation schemes used in the family of IEEE 802.11, a higher level modulation scheme requires a higher signal-to-noise ratio (SNR) E5N0, consequently, this will decrease the transmission distance (range). According to this property, the MANET would be formed as a new type of networks named as multi-rate/multirange wireless networks (M2WNs) [9] . Fig. 1 shows an example of M2WNs, which nodes are located in a two-dimensional plane communicate with each other by different transmission rates according to received SNR. The motivation of this paper is that if the network can always adopt the highest transmission rate to transmit data frames, the network would have more time slots to be used by other transmission pairs.
Transmitting packets to a specific group of hosts identified by a single destination address is the trend in modern computer networks and is referred to as the multicast communications. The term multicast means the sending of a packet from one sender to multiple receivers with a single operation. In MANETs, in order to facilitate the multicast mechanism, many multicast routing protocols [4] , [5] , [8] have been designed to provide multicast communications. However, for instance, the on-demand multicast routing protocol (ODMRP) [5] and the multicast ad hoc on-demand distance vector (MAODV) [8] only consider fixed transmission rate and minimum-hop count approach for routing decision. These approaches will not be suitable for and reflect the characteristics of M2WNs appropriately since they do not consider a shorter delay multicast route and a minimum number of forwarding nodes to minimize the dominating time of the networks.
The remainder of this paper is organized as follows. In Section II, we introduce some related works regarding the multirate transmission model and illustrate the multicast tree cost function. We describe the operations of the proposed M3RP in details in Section III. The performance of M3RP is simulated and analyzed in Section IV. Finally, some conclusions and remarks are given in Section V.
II. RELATED WORKS
A. The Relationship of Rate and Range A higher-level modulation scheme requires a higher SNR to obtain the same specified bit error rate (BER). With the proper design of transmit signal and receiver structures, incorporating such concepts as "matched filtering," the symbol SNR will satisfy the equation E5N, = PrTs N0 where P, is the receive signal waveform power, T, is the symbol period, and No is the noise floor power spectral level. If white noise with a power spectral density level of No is past through a filter with impulse response h(t) or transfer function H(f), then the output power is equal to N h l2 where ll h 2 f7c Ih(t)k2dt f= c H(f) 2df independent of the shape of h(t) or H(f). Fig. 2 . Since the nodes are mobile, the network topology graph changes with time. An instance I of multicast routing problem consists of a set of sources S (S C V) and a set of receivers R (R C V). The set M = S U R is referred to as members of the multicast group. For a given graph G and instance I, a multicast routing algorithm defines a multicast tree, which determines the path followed by each packet sent by a source to all members. A multicast tree may contain some nodes which are not multicast group members as forwarding nodes and denoted by F.
Assume n frames are queued in node i and the (n + 1)th frame would spend a queuing delay n Lk Q(i) = E (DkT(rij) + ) (1) k=1 Tij where Dk(rij) represents the expected contention delay of the k-th queuing frame of node i, rij is the maximum transmission rate from node i to node j, and Lk is the frame length of the k-th frame. The queuing delay estimation function Q(i) can be found in [9] . Consider a multicast tree T = (Vm, E) where be simply calculated by summing up transmission costs of F (including multicast source node). The multicast tree cost (MTC) function is given as follows:
(2)
where E, (i,j) {L/ maxrrij C Vm}. The term maxrij represents the highest available transmission rate which can reach all of its successors.
III. THE MULTI-RATE/MULTI-RANGE MULTICAST ROUTING PROTOCOL (M3RP) A. The Initiation Process
Initially, a MS would flood advertisement (ADVERT) packets, as shown in Fig. 3(a) , to all nodes in the network. The GID is used to identify the multicast group and the GSN is used to determine the freshness of the multicast group. The GSN is increased by one when an ADVERT is created. The ADVERT is sent in base transmission rate (e.g., 2 Mb/s) to achieve the longest transmission distance, thus reaches maximum number of nodes. Fig. 4(a) illustrates the announcement process of the initiation process where node v, broadcasts an ADVERT for announcing the multicast session.
Each node has to maintain a multicast request table, which is consisted of <GID MSIP MTC Expiration time>, where the GID is treated as a multicast group entry and the expiration time is refreshed when receiving a new ADVERT. Request table will be used when a node wishes to join a multicast group later.
B. Joining a Multicast Group
When receiving an ADVERT packet, the intended node checks the MTC of its request table whether it is zero or not. If the MTC is zero, the node could reply a join acknowledgment (JACK) packet to an MS via unicasting if it acquires a route to the MS. Otherwise, it initiates a route discovery process to find a route to the desired MS.The frame format of JACK is shown in Fig. 3 The GSN is used to verify how freshness of the multicast tree is and updated when the multicast tree changes. The direct receivers field records successors of the node in multicast tree. The forwarding rate indicates the transmission rate used to serve its successors and MTC is the evaluated cost (e.g., delay time) by C(T) that will be spent in transmitting a packet from source to all multicast members. The expiration time of the multicast group is updated periodically by announced ADVERTs.
Taking Fig. 4(b) for example, node c replies a JACK to MS (node vl) for joining the multicast group. Node v2 is the intermediate node and receives the JACK from node V3. It records this information and becomes a forwarding node of the multicast group for node v3 positively. The MTC is equal to the path transmission time (PTT) of v -V2 -) V3. The PTT is the estimated end-to-end delay that a packet expects to spend on transmission from source to destination. The estimation function of PTT is given in [9] and the link is considered as asymmetric which means the PTT of path v -V2 -) v3 iS different from path v3 V2 vI.
In route discovery process, the intended node uses the lowest transmission rate to broadcast a join request (JREQ) packet, as shown in Fig. 3(b) , to find the route. The routing table of M3RP is the same as AODV [7] except the additional field PTT. The route discovery process will be terminated when JREQ reaches Vm, which has a "fresh enough" membership of the multicast group.
When a node receives a JREQ, it will check whether it satisfies the JREQ or not. If it satisfies the JREQ, it would reply a join reply (JREP), as shown in Fig. 3(c) , along the reverse path back to the intended node. Otherwise, it updates the PTT by adding its Q(i) and E,(i, j), and broadcasts the JREQ to its neighbors. Fig. 5 process algorithm in detail. This process will involves the reverse route establishment and forward route setup process. Fig. 6 illustrates an example of a sequence of multicast join processes in M2WNs. Nodes vI, v2, and V3 represent the MS, forwarding node, and multicast member, respectively. Node V5 is a new intended node and would like to join the multicast group. Initially, node V5 does not have a route to the MS and then performs the route discovery process for finding a route to the multicast group. First, node V5, shown in Fig. 6(a) , broadcasts the JREQ to its neighbors and JREQ reaches node V4. Node V4, after receiving the JREQ, then forward the JREQ to its neighbors (nodes v2 and V3). Node v2 is the forwarding node and node V3 is the multicast member. These two nodes will reply a JREP to the intended node V5 immediately. After a time period, node V5 would choose the minimum cost route (V2 -) V4 -) V5) and reply a JACK via unicast to node v2 for establishment of this route. Node V4 automatically becomes a forwarding node after receiving the JACK shown in Fig. 6(c) .
C. Leaving a Multicast Group
If a node wishes to leave the multicast tree, it ought to invoke a node pruning process. If the multicast member is a leaf node of the multicast tree, it only unicasts a LEAVE message, shown in Fig. 3(e) , to its predecessor on the multicast tree. The predecessor, after receiving the LEAVE message, will delete the related multicast group information from its multicast table according to the multicast member deletion algorithm shown in Fig. 7 . Otherwise, the multicast member is an intermediate node of the multicast tree and then changes its role as a forwarding node.
D. Multicast Tree Maintenance
Since the topology of MANETs is changing frequently, the multicast tree should be maintained timely with the change of If a multicast member moves closer to its predecessor, the forwarding data rate may be changed to a higher value than previous data rate. The change of transmission rate can be noticed by periodically increasing the transmission rate of the forwarding node to test the result. If the test succeeds, the forwarding node adjusts the new forwarding data rate according to its current receiving nodes. Otherwise, the forwarding node continuously uses previous rate to forward data. We note that the number of successor nodes may be more than one. Therefore, the data rate will not be raised if there is any one successor that cannot receive the data due to the increment.
Case 2: the link's data rate becomes a lower value or link has broken.
When a new node joins the multicast tree with a lower data rate or a multicast member moves away from the forwarding node, the link's data rate may change to a lower value than previous data rate (e.g., from 11 Mb/sec to 5.5 Mb/sec). This status can be determined by the receiver when it misses the upcoming data. There are two kinds of possible that the mobile node moves out the original transmission range and needs lower data rate to communicate, or the link is broken due to moving out the lowest data rate's transmission range. In either condition, the receiver will broadcast a repair packet (REPAIR), shown in Fig. 3(f) , with the lowest transmission rate to require a route reconstruction. This process is same as join process as described in Section III-B.
Case 3: a shorter route to the multicast source. A multicast member may receive a duplicate packet from different senders. This may be caused by two reasons. One is due to moving into other forwarding node's transmission range and the other is due to the change of transmission rate by the forwarding node. Fig. 8 shows a multicast member v6 moving into a member and forwarding node v1 and receiving the multicast data from it. The node v6 will notice that there is a shorter route to the source via node v1 by comparing the hop count indicated in the data packet. Thus, node v6 sends a JREQ to node v1 following the join process and migrates to node v1.
After successfully switching to the new predecessor, node v6 will send a LEAVE packet to its old predecessor for forwarding route pruning. As this example, after receiving the LEAVE, nodes v5 is a forwarding node and sends a LEAVE to V4 for forwarding route pruning. The forwarding route pruning will be processed until reaching a node which still has successors or is a multicast member.
E. Synchronization
The M3RP uses the MTC to estimate and select a lowest cost route to the multicast tree. Therefore,all members have to synchronize the MTC timely if topology changes. To alleviate the synchronization overhead, the MTC value is updated over the whole multicast members only when the MTC is changed due to new intended nodes joining or connected nodes leaving the multicast group or topology changes caused by mobility.
When a multicast member that generates the JREP receives the JACK from the intended node, it will send a MTC update (MTCU) message, shown in Fig. 3(g Fig. 9 shows the influence of multicast traffic load on two multicast protocols by varying the packet generation rate. We can see that M3RP obtains higher performance on packet delivery ratio than MAODV and ODMRP both in 50 and 100 nodes, denoted as MAODV-50, MAODV-100, etc., conditions. This implies that M3RP takes advantage on shorter delivery time and thus has more sufficient time slots to deliver more packets. Moreover, it is an important key that shorter transmission time will get higher successful transmissions especially in the highly changeable networks such as MANETs. Fig. 9 (b) and (c) show the network resource consumption ratio and the average end-to-end delay, respectively. We can see that M3RP can use less network resource to achieve lower end-to-end multicast transmission delay and thus promotes the performance of multicast transmissions. The delay is bounded by the limited buffer. The ODMRP uses much more resource to maintain the mech structure and it's not suitable to be used in the heavy and overcrowding traffic .This is an advantage of using multi-rate transmissions on multicast.
V. CONCLUSIONS
This paper proposes a multi-rate/multi-range multicast routing protocol (M3RP) for multicast in M2WNs. A tree cost function is investigated and proposed for the M3RP to construct a multicast tree with lower network resource consumption and lower end-to-end transfer delay compared to conventional minimum-hop approaches. We present a series of performance evaluation of M3RP and compare it with MAODV, which has been shown to perform well and is perhaps the previously best-studied on-demand multicast protocol for ad hoc networks. Simulation results show that M3RP outperforms MAODV even in heavy traffic load. 
