In an accompanying paper, we used waveform tomography to obtain a velocity model between two boreholes from a real crosshole seismic experiment. As for all inversions of geophysical data, it is important to make an assessment of the final model, to determine which parts of the model are well-resolved and can confidently be used for geological interpretation. In this paper we use checkerboard tests to provide a quantitative estimate of the performance of the inversion and the reliability of the final velocity model. We use the output from the checkerboard tests to determine resolvability across the velocity model. Such tests can act as good guides for designing appropriate inversion strategies. Here we discovered that, by including both reference-model and smoothing constraints in initial inversions, and then relaxing the smoothing constraint for later inversions, an optimum velocity image was obtained. Additionally, we noticed that the performance of the inversion was dependent on a relationship between velocity perturbation and checkerboard grid-size: larger velocity perturbations were betterresolved when the grid-size was also increased. Our results suggest that model assessment is an essential step prior to interpreting features in waveform tomographic images.
I N T RO D U C T I O N
Waveform tomography is a powerful tool that can yield quantitative images of physical properties of the earth media. Compared to traveltime tomography, a velocity image generated by waveform tomography will have significantly better resolution. However, one significant question remains, 'how reliable is the velocity image, and can we use it to make a direct geological interpretation?' Can we use the observed velocity contrasts to distinguish individual geological layers? In this paper, we conduct a series of checkerboard tests on a waveform tomographic velocity model that was obtained from a real crosshole seismic data set. The aims of these test are to reveal the resolving power of the inversion when dealing with real data, and to provide an indication of reliability of the inversion result.
Generally speaking, a geophysical tomographic solution is not unique. It depends on the quality of the data, data selection, the inversion method employed, and the model parametrization. Tomographic resolution can be very poor in regions where the distribution of sources and receivers is irregular. Additionally, it is common to apply model constraints to the inverse problem to produce a practical solution. The effect of these factors upon the inversion solution is difficult to quantify, especially when dealing with real seismic data. It is thus questionable whether we can use the final velocity model to infer the earth's properties correctly.
In this paper we use checkerboard tests to verify the final velocity model obtained from a waveform tomographic inversion. Checkerboard testing has been used commonly in traveltime tomography (Inoue et al. 1990; Zelt 1998; Zelt & Barton 1998; Morgan et al. 2002) , but has not yet been used in an application of waveform tomography to real seismic data. We set up a checkerboard consisting of rows and columns of alternating positive and negative velocity anomalies, superimposed on the final velocity model. The velocity perturbations are a percentage of the actual velocity value, and thus are spatially varying. Based on the checkerboard model, we generate a synthetic data set using the same frequency-domain finite difference scheme as in the inversion itself, and then invert these data using exactly the same method, procedure, constraints, and parametrization as used for the tomographic inversion of the real data. Resolvability at any point of the model space is defined in terms of the ratio of recovered velocity anomaly to the real velocity perturbation.
In the resolution analysis tests, we test the effect of: the referencemodel constraint, the model smoothness constraint, and the effect of the combination that we applied in the inversion of the real data. We also mimic the real data acquisition with an irregular source/receiver geometry. Then we test the effect of the irregular ray coverage in the real experiment by setting up an ideal crosshole configuration, consisting of regular sources for each of the cells in one borehole and regular receivers spanning over all cells at the other borehole. Finally, we test the effect of varying the magnitude of the velocity perturbation and the cell-size of the checkerboard.
R E A L D ATA WAV E F O R M T O M O G R A P H Y
A waveform tomography example with real data is presented in an accompanying paper (Wang & Rao 2006) . In this real data example, the two boreholes are parallel and 300 m apart. The depth range that we choose to invert for is from 2497 to 3022 m. In the inversion, we have 175 source points in one vertical borehole and 175 receiver points in the other. Source intervals and receiver intervals are both 3 m.
Following Pratt (1999) , Pratt & Shipp (1999) , Ravaut et al. (2004) and Sirgue & Pratt (2004) , the waveform tomography is performed in the frequency domain (Wang & Rao 2006) . Fig. 1(a) shows the amplitudes of the real crosshole seismic data at frequency 260 Hz. In the inversion, we divide the velocity model into 100 × 175 cells with a cell size of 3 m, which is equal to the source and receiver interval. We use a traveltime inversion result as an initial model, and obtain the final velocity model shown in Fig. 1(b) . The layer structure in the middle part of image appears laterally continuous across the section. Deeper layers are discontinuous and faulted. A number of low-velocity layers also appear on the image. The waveform tomographic image in Fig. 1(b) contains velocity contrasts that may reflect individual geological layers, but the question of model reliability remains.
We have used a number of constraints in the real data inversion to combat problems with the data noise, uneven ray coverage and the non-linearity of the problem (Wang & Rao 2006) . The inverse problem is based on the minimization of a least-squares objective function as the following:
where the superscript H denotes the complex conjugate transpose. This objective function consists of two parts. In the first part, the data minimization term, P obs is a vector of the observed data, and The velocity model generated from waveform tomography. P (m) is a vector of the forward modelled data for the current model m, and C D is the covariance operator in the data space with units of (data) 2 , which defines the estimated uncertainties in the data set. In the second part, the model constraint term, m 0 is a reference model, C M is called the model covariance matrix with units of (model parameter) 2 . The scalar μ is a trade-off parameter that controls the relative weights of the data contribution and the reference-model constraint.
Introducing a smoothness constraint in the inversion, we may express the objective function as
where D is a dimensionless smoothing operator. Denotingm = Dm, we have
the same expression as the objective function (1).
In the waveform tomography, we have used a reference-model constraint and a model smoothness constraint. In order to assess their effects on waveform tomography, we set up a series of checkerboard tests to test the capability of waveform tomography in reconstructing the velocity anomalies.
C H E C K E R B OA R D T E S T O N T H E I N V E R S I O N R E S U LT
We design a checkerboard velocity model as shown in Fig. 2 magnitude is spatially varying. To start with we choose a small perturbation of only ±1 per cent, so that the iterative procedure of waveform inversion satisfies linear conditions. Our inverse problem is now to perform the waveform tomography a step further, using exactly the same strategy and parameters as we used in the real data inversion, to see whether the inversion is able to recover the perturbation imposed onto the velocity model.
Test 1: inversion with reference-model constraint only
In this first test, we use the objective function in eq. (1), which includes data minimization and a reference-model constraint. The reference model m 0 we use in the inversion is the real data inversion result without perturbation (Fig. 1b) , and the trade-off parameter is set as μ = 0.3, following Rao & Wang (2005) . The initial model is also the m 0 model that is 'close' to the real solution (the perturbed model, Fig. 2a) . Fig. 3(a) is the reconstructed velocity model, and Fig. 3(b) is the recovered perturbation pattern. The top and bottom portions of the model are not well resolved, as there are no sources/receivers at the top and bottom edges of the model. In most parts of the model, the vertical resolution is better than the horizontal resolution, as we can see that the anomaly boundary between positive (red) and negative (dark) pixels is defined sharply in the vertical direction but relatively blurred in the horizontal direction.
As the reference model and initial model are close to the solution (only ±1 per cent difference) and the input data are noise free, we would expect the result of this test to be the same as the one without using a model constraint (we conducted the experiment and found that the difference between two was indeed negligible). However, when we deal with real data, the use of a model constraint is justified as it prevents divergence in the inversion process from divergence, caused by data noise and the non-linearity of the problem. We use the inversion result of Test 1 as a benchmark for other inversion tests with different constraints.
Test 2: the combined effect of reference-model constraint and smoothness constraint
Test 2 is the same as Test 1 but also includes a velocity smoothing operator. For frequency domain waveform tomography, the smoothness constraint must be used, in order to generate a reasonable solution.
We obtain the velocity model in Fig. 4(a) , with the recovered perturbation pattern shown in Fig. 4(b) . Use of the smoothness constraint results in reduced resolution, as we see the velocity perturbation being averaged at the boundaries between neighbouring anomaly pixels and the recovered perturbation pattern is not as sharp as Test 1, especially in the middle part far away from the two boreholes. To a certain degree, adding some constraint at middle portion between two wells could efficiently reduce uncertainty in inversion. But tests in the accompanying paper (Wang & Rao 2006) suggest that a well-log constraint has less effect to final result of waveform inversion than we usually see in a traveltime inversion. More iterations might help in this case but, for a direct comparison between tests, we still use five iterations for the inversion of each frequency group.
However, use of the smoothness constraint is likely to improve the stability of the inversion in real data cases. Hence, in the next test, we try to optimize the application of the reference-model constraint and the velocity smoothing operator in an inversion.
Test 3: an optimal use of the two constraints
In Test 3, we use the reference-model constraint and the smoothness constraint together for the first three iterations but only the referencemodel constraint for the subsequent two iterations. The result shown in Fig. 5 is significantly better than the result of Test 2 (Fig. 4) . Comparing the result of Test 3 with the result of Test 1 (Fig. 3) , we also see that the shape of the variable velocity boundaries has been better recovered, especially in the middle portion of the two wells. In fact the result of Test 3 is close to optimal, as it is very similar to the result of Test 1 which is without the smoothness constraint.
Test 4: the effect of ray coverage
In the previous three tests, we mimicked the true acquisition configuration in the real data case, as shown in Fig. 1(a) , in which many traces were missing. That is, for each shot, we did not have exactly 175 receivers at the receiver borehole. Therefore, we edited the synthetic data set by decimating some traces prior to inversion. Fig. 6 (a) displays the ray coverage, defined in terms of ray density, the (normalized) total length of (curved) ray segments that pass through each cell. To test the effect of the original ray coverage, we now set up Test 4 with an ideal acquisition geometry where, for each shot, we have exactly 175 receivers spanning over the receiver borehole. In this way, we have the maximum ray coverage, as shown in Fig. 6(b) , for the case with two parallel vertical boreholes.
In Test 4, we simply repeat the inversion procedure of Test 3, i.e., three iterations with both the reference-model constraint and the smoothness constraint, followed by two iterations using only the model constraint. The result is shown in Fig. 7 , which is better than the result of Test 3 shown in Fig. 5 , especially the middle portion at the 2800-2950 m in depth, where the ray coverage is much better with a regular geometry than it is for an irregular geometry.
It seems straightforward that a better ray coverage will result in a better recovery of the perturbation pattern in waveform tomography. But more importantly, this test demonstrates that regions with poor recovery in Test 3 were not caused by the inversion strategy we adopted.
R E S O LVA B I L I T Y A N A LY S I S
In order to quantitatively assess the resolving power of the waveform inversion, we now compare the reconstructed and real velocity models. We define a measurement at a node as
where v i are the true velocity perturbations, and ṽ i are the recovered velocity perturbations. We refer to the measurement R, calculated within a rectangle space in the (x, z) plane, as the 'resolvability', as it indicates the ability of the inversion to recover the given perturbation at any particular point in the model. Fig. 8 is a quantitative representation of the resolving power of the inversion. Resolvability above 0.6 indicates a well-recovered checkerboard structure. When estimating the resolvability R, we use M = 5 × 5 = 25 around any specific node, which is small enough to reflect a local similarity between the true and reconstructed models. Since the grid spacing is approximately <λ/4, a quarter of a wavelength, the size of the patch is roughly one wavelength in size. The shortest spatial wavelength that can be recovered from crosshole tomography is a half wavelength (Wu & Toksöz 1987) . The resolvability defined here is actually a ratio of zero-leg 2-D auto- (Fig. 5b). correlations of velocity perturbations, and the radius of the patch is almost exactly a half of the wavelength.
Compared with Tests 1 and 2 (Figs 8a and b, respectively), Test 3 (Fig. 8c) has a better resolving power, as the resolvabilities of the middle portion between 2750 and 2950 m in depth and the portion between 2550 and 2600 m in depth have been improved. Test 4 (Fig. 8d) shows the best resolvability, if we have an ideal acquisition geometry with better ray coverage than the actual data acquisition. Considering a real data case where the model constraint and smoothness constraint must be used in the inversion, Test 3 is an optimal choice for production use.
The resolvability in the checkerboard test above is a direct measure of the reliability of the final inversion result of the real seismic tomography shown in Fig. 1(b) .
R E S O L U T I O N T O D I F F E R E N T P E RT U R B AT I O N R AT E S
Having tested the effects of different inversion constraints and the effects of different ray coverages, and concluded the strategy of Test 3 is optimal for the real data waveform inversion, we now summarize our tests on the resolving power of waveform tomography for increased velocity contrasts. We design a set of checkerboards with different amounts of velocity perturbation, and in the inversion we use the same scheme as Test 3 in the previous section.
Figs 9-12 are four tests with different velocity perturbation rates: ±2, ±3, ±4 and ±5 per cent. Each figure shows the perturbed velocity model (a), velocity perturbation pattern (b), the reconstructed checkerboard model (c), and correspondingly the recovered perturbation pattern (d). Note that each perturbation pattern display has different colour scale, as the amount of velocity anomaly differs. Note also that the anomaly block sizes are different for different perturbation magnitudes. The anomaly block sizes that we use in Figure 8 . Resolvability analysis of Test 1 (a), Test 2 (b), Test 3 (c) and Test 4 (d). Test 3 has an optimal resolvability when inverting with the true acquisition configuration, and Test 4 has the best resolvability if we have an ideal acquisition geometry with a good ray coverage.
Figs 9-12 are 18, 24, 27 and 33 m, corresponding to ±2, ±3, ±4 and ±5 per cent velocity perturbations, respectively. From this set of tests, we have two straightforward observations.
(1) For a fixed perturbation rate, longer-wavelength variations are better recovered. (2) As the velocity perturbation is increased, the smallest checkerboard size that can be well-resolved also increases. These observations suggest that, when we discuss the resolution defined in terms of the wavelength of an anomaly, we need to consider its magnitude as well. That is, we should consider a normalized wavelength or a ratio of wavelength to magnitude of an anomaly in the context of waveform tomography.
C O N C L U S I O N S
In this paper, we have conducted a series of checkerboard tests to assess the performance of waveform tomography in the inversion of real crosshole seismic data. We have made a quantitative measurement of resolvability to investigate the reliability of the inversion, and to provide an indication of degree of confidence in the inverted velocity field.
The resolvability analysis assists us in designing an appropriate inversion strategy. For example, when using both the referencemodel and smoothness constraints in the inversion of real data, if we use both constraints first and then relax the smoothness constraint at later iterations, we can obtain an optimal solution. We can further improve the resolvability with a regular source/receiver geometry.
In addition, the resolvability analysis reveals that, for different amplitudes in velocity perturbation, the spatial resolution differs significantly. A good recovery of the velocity perturbation was only possible when the spatial size of the positive and negative anomalies was increased proportionally with perturbation amplitude.
In summary, checkerboard tests and resolvability analyses can be used to guide the geological and lithological interpretation of features shown in waveform tomographic images.
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