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Congruence subgroups from quantum representations of mapping class groups
by
Joseph J. Ricci
Ng and Schauenburg proved that the kernel of a (2+1)-dimensional topological quantum
field theory representation of SL(2,Z) is a congruence subgroup. Motivated by their
result, we explore when the kernel of an irreducible representation of the braid group B3
with finite image enjoys a congruence subgroup property. In particular, we show that in
dimensions two and three, when the projective order of the image of the braid generator
σ1 is between 2 and 5 the kernel projects onto a congruence subgroup of PSL(2,Z) and
compute its level. However, for each odd integer r equal to at least 5, we construct a pair
of non-congruence subgroups associated with three-dimensional representations. Our
techniques use classification results of low dimensional braid group representations and
the Fricke-Wohlfarht theorem in number theory, as well as Tim Hsu’s work on generating
sets for the principal congruence subgroups of PSL(2,Z).
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Chapter 1
Introduction
The double cover SL(2,Z) of the modular group PSL(2,Z) naturally occurs in quantum
topology as the mapping class group of the torus. Let Σg,n be the orientable genus g
surface with n punctures and denote by Mod(Σg,n) its mapping class group. A (2+1)-
dimensional topological quantum field theory (TQFT) or equivalently a modular tensor
category affords a projective representation of Mod(Σg,n) which we refer to as a quantum
representation. An amazing theorem of Ng and Schauenburg [NS10] says that the kernel
of a quantum representation of SL(2,Z) is always a congruence subgroup. The modular
group is also disguised as the three-strand braid group B3 through the central extension:
1→ 〈(σ1σ2)3〉 → B3 → PSL(2,Z)→ 1.
Each simple object of the modular tensor category C associated to a (2 + 1)-TQFT gives
rise to a representation of B3. Are there versions of the Ng-Schauenburg congruence
kernel theorem for those braid group representations? We initiate a systematical inves-
tigation of this problem and find that a naive generalization does not hold.
1
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To pass from a quantum representation of B3 to one of the modular group PSL(2,Z),
we consider only irreducible representations ρX : B3 → GL(d,C) associated to a simple
object X of a modular tensor category C. Then the generator (σ1σ2)3 of the center of B3
acts by a scalar of finite order. By tensoring ρX with a root of unity, we obtain a repre-
sentation of the modular group ρX : PSL(2,Z) → GL(d,C). According to the property
F conjecture, the representations ρX should have finite images if the squared quantum
dimension d2X of X is an integer. So, to generalize the Ng-Schauenburg result, it makes
sense to look at simple objects with Property F. For the Ising anyon σ, the kernel is
indeed a congruence subgroup, but the kernel for the anyon denoted as G in D(S3) is
not [CHW15]. Therefore, when a Property F anyon has a congruence subgroup property
is more subtle. In this paper we systematically explore the low dimensional irreducible
representations of B3 with finite images, and determine when the kernel is a congruence
subgroup.
In addition to the intrinsic mathematical interest, this research has potential application
in physics. Topological quantum computation relies on braiding anyons and so unitary
representations of braid groups arise naturally here. The matrices contained in the im-
age of a B3 representation can also be used as quantum gates for topological quantum
computations. Therefore, the congruence property of B3 representations might even find
application to quantum information processing [Wan10]. Whether the kernel is a con-
gruence or non-congruence subgroup may relate to some interesting properties of the
associated gate set.
Another motivation of this research is to study the vector-valued modular forms (VVMF)
associated to congruence subgroups (see [Gan14] and the references therein). VVMFs
provide deep insight for the study of TQFTs and conformal field theories (CFTs). Since
2
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the general VVMF theory applies also to non-congruence subgroups, TQFT representa-
tions of B3 provide interesting test ground of the theory and conversely, VVMF could
provide deep insight into the study of the TQFT representations of B3 even in the non-
congruence case.
Our main results essentially come in two varieties. First, for two or three-dimensional
representations of B3 with finite image such that the projective order of σ1 is less than 5,
we are able to prove that the kernel is always a congruence subgroup. On the other hand,
we provide a construction for non-congruence subgroups associated to three-dimensional
representations of B3. In fact, for any odd integer r equal to 5 or more, we can con-
struct representations such that σ1 maps to an element of order 2r and the kernel is a
non-congruence subgroup. Therefore, the uniformity exhibited in the Ng-Schauenburg
theorem does not extend to quantum representation of B3.
Let us summarize the structure of this work. In chapter 2, we introduce the machinery
required to define the our so-called quantum representations. In the case of quantum
representations of the braid group, our construction admits a pictorial description of the
representations compatible with the definition of the braid group as a group of braid
diagrams with the operation of stacking. Two formulations are provided; one using cat-
egorical language and one using 6j symbols.
In chapter 3, the language of congruence subgroups of the modular group is introduced.
To every finite index subgroup of the modular we can associate an integer called the
geometric level. It turns out that the geometric level is a central ingredient in proving
our main results. In this chapter we also prove the Fricke-Wohlfahrt theorem and, com-
bined with the work of Hsu, we establish a criterion for determining when a finite index
3
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subgroup of the modular group is a congruence subgroup which requires only checking a
few equalities. This is easily programmed by a computer, for instance.
In chapter 4, we record the results of Rowell, Tuba, and Wenzl which will important
tools for our classification. Then we are able to prove our main results. First, we explore
representations in dimension two. After a series of reductions, we find there are only a
small number of equivalence classes of representations that satisfy the conditions we are
interested in and show each one has a kernel that projects onto a congruence subgroup
of PSL(2,Z). The story is similar in dimension three for those representations mapping
σ1 to a matrix of projective order less than 6, but fails to persist for all irreducibles.
In chapter 5, we explore our results within the context of the Property F conjecture.
Whenever X is a Property F anyon, the kernels of the afforded representations of B3
are either congruence or non-congruence subgroups. Therefore we can classify anyons as
either congruence or non-congruence type.
In chapter 6, we provide some directions in which to take this work and some potential
areas of application. It could be interesting to understand the role of the congruence
property of a representation when it is the multiplier of a vector-valued modular form.
Another option could be to explore vector-valued modular forms which are invariant in
some sense with respect to a finite index subgroup of the modular group and understand
how the congruence property fits into this theory.
4
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Quantum representations of
mapping class groups
In this chapter we will define the notion of a fusion category, which can be regarded as
the quantum version of a finite group. There are several equivalent ways of defining a
fusion category. One approach is using categorical language, which is elegant but leaves
calculations difficult. Another approach is using 6j symbols which naturally allows for
explicit calculations. This is analogous to defining a connection in differential geometry
either coordinate-free or with Christoffel symbols. Since we have application to quantum
computation in mind we will go the route of 6j symbols. We will see that a braided 6j
fusion system (and therefore equivalently a braided fusion category) amounts to a collec-
tion of complex numbers that determine the matrix entries to certain representations of
the braid groups, regarded as the mapping class group of the marked disc. Our goal will
be to keep track of this data diagrammatically using objects called fusion trees. If the
braiding additionally satisfies a certain non-degeneracy condition, the data of the fusion
system also defines representations of the mapping class groups surfaces with genus.
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2.1 6j fusion systems
A 6j fusion system axiomatizes the numerical data that goes along with the categorical
definition of a fusion category. First, we will define a label set, which behaves similar to
a group.
Definition 2.1.1 A label set is a finite set L together with a distinguished element 1
and an involution (−)∗ : L → L such that 1∗ = 1. Elements of L are called labels and
1 is called the trivial label. The map (−)∗ is called the duality.
A fusion rule is the generalization of the binary product that is a part of a group structure.
However, a fusion rule allows us to combine two elements of a label set and outputs a
sum of a labels rather than a single label.
Definition 2.1.2 Denote by NL the set of functions from L to N. A function − ⊗ − :
L × L → NL is called a fusion rule if it satisfies the following conditions. First let
us make some notation. Given two labels a and b, formally write a ⊗ b = ⊕N cabc where
N cab = (a⊗ b)(c). When no confusion can arise, we will write ab instead of a⊗ b. Using
this notation, −⊗− is a fusion rule if for all a, b, c, d ∈ L:
(i) (a⊗ b)⊗ c = a⊗ (b⊗ c), that is,
∑
x∈L
NxabN
d
xc =
∑
x∈L
NxbcN
d
ax
(ii) N ca1 = N
c
1a = δca.
(iii) N1ab = N
1
ba = δba∗.
A fusion rule is called multiplicity-free if N cab ∈ { 0, 1 } for all a, b, c ∈ L. We will
be primarily discussing multiplicity-free fusion rules (and will emphasize those which are
not when they arise).
6
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A triple of labels (a, b, c) is admissible if N cab 6= 0. An automorphism of a fusion rule
is a permutation α of L satisfying
N
α(z)
α(x)α(y) = N
z
xy
for all x, y, z ∈ L.
Example 2.1.3 Every finite group G gives rise to a label set and fusion rule by
setting L = G, the trivial label to be the group identity, g∗ = g−1, and g⊗h = gh.
Such systems arise via the representation category of a finite abelian group.
Example 2.1.4 This example is due to Tambara and Yamagami [see [TY98]].
Given a finite group G, let m be some symbol not appearing as an element of G.
Then we get a fusion rule on the label set L = G unionsq {m } given by
g ⊗ h = gh, m⊗ g = g ⊗m = m, m⊗m = ⊕g∈Gg
for g, h ∈ G.
Example 2.1.5 When G = Z2 in the example above, the resulting fusion rule is
called the Ising fusion rule. The 3 elements of the label set are usually denoted
{ 1, σ, ψ } in the literature where 1 is the trivial label. The fusion rules take the
form
σ ⊗ σ = 1⊕ ψ, ψ ⊗ ψ = 1, σ ⊗ ψ = ψ ⊗ σ = σ.
Although quite simple, this fusion rule is quite important. It is closely related
to the Chern-Simmons-Witten SU(2)-TQFT at level 2 or equivalently the purifi-
cation of RepUqsl2C where q is an appropriate choice of 16th root of unity. It
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arises as a Temperley-Lieb-Jones algebroid with Kauffman variable A = ie−pii/16
[see [Wan10]].
Example 2.1.6 For this example, we must first give a few definitions. Let H be
a C-algebra. Then H ⊗H inherits a natural algebra structure, as do the higher
tensor powers of H. An algebra homomorphism ∆ : H → H ⊗ H is called a
comultiplication. For an element x of H, we will write ∆(x) =
∑
(x) x
′ ⊗ x′′
(this is called Sweedler notation). An algebra homomorphism ε : H → C is
called a counit and can also be viewed as a one-dimensional representation of H.
Let H be an algebra, ∆ a comultiplication, ε a counit, Φ =
∑
i xi ⊗ yi ⊗ zi an
invertible element of H ⊗ H ⊗ H, and `, r invertible elements of H. Then the
tuple (H,∆, ε,Φ, `, r) is a quasi-bialgebra if for all x ∈ H:
(i) (id⊗∆)(∆(x)) = Φ((∆⊗ id)(∆(x)))Φ−1,
(ii) (ε⊗ id)(∆(x)) = `−1a`, (id⊗ε)(∆(x)) = rar−1,
(iii) (id⊗ id⊗∆)(Φ)(∆⊗ id⊗ id)(Φ) = Φ234(id⊗∆⊗ id)(Φ)Φ123,
(iv) (id⊗ε⊗ id)(Φ) = r ⊗ `−1
where Φ123 = Φ ⊗ 1 and Φ234 = 1 ⊗ Φ. This is reminiscent of the definition
of bialgebra with the generalization that the comultiplication is not coassociative.
Instead, it is replace by the associator conditions involving Φ. The element Φ
is sometimes called the Drinfeld associator of H. Suppose further S is an anti-
automorphism of H and there are elements a and b in H such that for all x ∈ H
∑
(x)
S(x′)ax′′ = ε(x)a,
∑
(x)
x′bS(x′′) = ε(x)b
8
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and ∑
i
xibS(yi)azi = 1,
∑
i
S(x¯i)ay¯ibS(z¯i) = 1,
where Φ−1 =
∑
i x¯i ⊗ y¯i ⊗ z¯i. Then we call the tuple (H,∆, ε,Φ, `, r, S, a, b)
a quasi-Hopf algebra . Again, the definition here is similar to a traditional
Hopf algebra but it slightly more general. When the structure maps of a quasi-
bialgebra or quasi-Hopf algebra is clear or not explicitly needed we will just refer
to it by the underlying algebra. Let H be a semisimple quasi-Hopf algebra with
finitely many isomorphism classes of irreducible representations, say represented
by V1, . . . , Vn where V1 is the trivial representation induced by the counit of H.
When V and W are representations of H, the comultiplication and antipode of
H turn V ⊗W and V ∗ into representations of H too. Since H is semisimple, we
know that there are non-negative integers Nki,j so that for all i and j we can write
Vi ⊗ Vj ∼= ⊕kV ⊕N
k
i,k
k . Then we can obtain a label set and fusion rule by taking
L = { 1, . . . , n }, the trivial label to be 1, and the fusion rule i ⊗ j = ⊕kNki,jk.
The duality is determined by taking the dual representation of Vi. In this case
a triple (i, j, k) is admissible if and only if an isomorphic copy of Vk appears in
the decomposition of Vi ⊗ Vj into its irreducible summands.
One way to produce a lot of examples of quasi-Hopf algebras is using the quantum
double construction, due to Drinfeld ([Dri90]). Let G be a finite group. There is
a quasi-Hopf algebra denoted D(G), whose underlying algebra structure is that
of C[G] ⊗ C[G]∗. In particular, a basis of D(G) can identified with tensors of
the form g ⊗ δh where g ∈ G and δh(k) = δh,k. The quasi-Hopf alegbra structure
of D(G) is well known, as it its representation theory. In particular, D(G) is
semisimple and its irreducible representations are parameterized by pairs (Cg,Π)
9
Quantum representations of mapping class groups Chapter 2
where Cg is the conjugacy class of some g ∈ G and Π is an irreducible represen-
tation of the centralizer of g.
In their paper [[CHW15]], the authors examined the case of G = S3, the sym-
metric group on three elements. The conjugacy classes of S3 are Ce = { e },
C(12) = { (12), (13), (23) } , and C(123) = { (123), (132) } and the respective cen-
tralizers of interest are isomorphic to S3, Z2, and Z3 respectively. The three irre-
ducible representations of D(S3) corresponding to S3 are labelled A,B,C where A
is the trivial representation, and B and C correspond to sign and 2-dimensional
representations. Continuing, the letters D and E are used for the two irreps 1
and -1 coming from Z2 and finally F,G,H are used to label the three irreducibles
corresponding to the trivial, e2pii/3 and e4pii/3 representations of Z3. Thus, we get
a label set L = {A,B,C,D,E, F,G,H }. The fusion rules are listed below.
⊗ A B C D E F G H
A A B C D E F G H
B B A C E D F G H
C C C A⊕B ⊕ C D ⊕ E D ⊕ E G⊕H F ⊕H F ⊕G
D D E D ⊕ E A⊕C⊕F⊕
G⊕H
B⊕C⊕F⊕
G⊕H
D ⊕ E D ⊕ E D ⊕ E
E E D D ⊕ E B⊕C⊕F⊕
G⊕H
A⊕C⊕F⊕
G⊕H
D ⊕ E D ⊕ E D ⊕ E
F F F G⊕H D ⊕ E D ⊕ E A⊕B ⊕ F H ⊕ C G⊕ C
G G G F ⊕H D ⊕ E D ⊕ E H ⊕ C A⊕B ⊕G F ⊕ C
H H H F ⊕G D ⊕ E D ⊕ E G⊕ C F ⊕ C A⊕B ⊕H
We will be interested in this example throughout this work and refer back to it
from time to time.
The label set and fusion rule correspond to the isomorphism classes of simple objects and
tensor product of a fusion category. Another ingredient is the associativity of the tensor
product which is captured below.
10
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Definition 2.1.7 Let L be a label set with a fixed fusion rule. A sextuple of labels
(a, b, c, d, n,m) is admissible if (a, b,m), (m, c, d), (b, c, n), and (a, n, d) are all admissi-
ble. Given a function F : L6 → C, we write F abcd;nm for F (a, b, c, d, n,m) and F abcd for the
matrix with (n,m)-entry F abcd;nm where the indices n and m range over all labels making
(a, b, c, d, n,m) admissible. We say F is a 6j symbol system if:
(i) F satisfies the admissibility condition:
(1) If (a, b, c, d, n,m) is not admissible, then F abcd;nm = 0.
(2) Each matrix F abcd is invertible.
(ii) F satisfies the pentagon axiom: for all a, b, c, d, e, f, p, q, m ∈ L, we have
∑
n∈L
F bcdq;pnF
and
f ;qeF
abc
e;nm = F
abp
f ;qmF
mcd
f ;pe .
We also call the numbers {F abcd;nm } the F -symbols. Below we distinguish those 6j symbol
systems satisfying additional axioms corresponding to the unit and rigidity axioms in a
fusion category. Let Gabcd = (F
abc
d )
−1 and Gabcd;nm be the (n,m)-entry of G
abc
d .
Definition 2.1.8 A 6j symbol system is a 6j fusion system if:
(i) F satisfies the triangle axiom: F abcd = I whenever 1 ∈ { a, b, c }.
(ii) F satisfies the rigidity axiom: for any a ∈ L, we have F aa∗aa;11 = Ga∗aa∗a∗;11 .
Example 2.1.9 Let G be a finite group considered as a fusion rule. Then the
6j fusion systems of G are exactly the 3-cocycles f : G×G×G→ C. Note that
if (a, b, c, d, n,m) is admissible then necessary d = abc, m = ab, and n = bc. So
then f(a, b, c, d, n,m) = F a,b,cd;n,m = F
a,b,c
abc,bc,ab = f(a, b, c) is really just a function of
11
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the first three arguments. Then, if a, b, c, d, e, f, p, q, m ∈ G and both sides of
∑
n∈L
F bcdq;pnF
and
f ;qeF
abc
e;nm = F
abp
f ;qmF
mcd
f ;pe
are non-zero, then this forces e = abc, f = abcd, n = bc,m = ab, p = cd, and
q = bcd so that the equality reduces to
f(b, c, d)f(a, bc, d)f(a, b, c) = f(a, b, cd)f(ab, c, d)
which is exaclty the 3-cocycle condition.
Example 2.1.10 Let H be a quasi-bialgebra and let Φ be the Drinfeld associator
of H. For any three H-modules U, V, and W , the action of Φ induces a H-module
isomorphism
FU,V,W : (U ⊗ V )⊗W → U ⊗ (V ⊗W )
given by FU,V,W ((u⊗ v)⊗w) = Φ · (u⊗ (v⊗w)). Then for all H-modules X, the
map FU,V,W induces a linear map
FUVWX : Hom(X,U ⊗ (V ⊗W ))→ Hom(X, (U ⊗ V )⊗W )
from which the F−symbols can be determined. Axioms in the definition of quasi-
bialgebra guarantees the resulting coefficients satisfy the pentagon and definition
of 6j fusion system.
The two definitions below explain what it means for two 6j fusion systems to be the same.
Definition 2.1.11 Let L be a label set with a fixed fusion rule. Two 6j fusion systems
F and F˜ are gauge equivalent if there is a function f : L3 → C mapping (a, b, c) to
fabc such that:
12
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(i) fabc 6= 0 if (a, b, c) is admissible.
(ii) f 1aa = f
a1
a = 1 for all a ∈ L.
(iii) f satisfies the rectangle axiom: for all a, b, c, d, n,m ∈ L,
f bcn f
an
d F
abc
d;nm = F˜
abc
d;nmf
ab
m f
mc
d .
Definition 2.1.12 Two 6j fusion systems are equivalent if they are gauge equivalent
up to an automorphism of the label set.
Example 2.1.13 Let G be a finite group, viewed as a label set as in Example
2.1.3. Then 6j fusion systems with this fusion rule are in bijection with the set of
orbits H3(G,C)/Aut(G). If G ∼= Zn, then H3(G,C) ∼= G. A generating 3-cocyle
is given by
h(x, y, z) = e2piix¯(y¯+z¯−y+z)/n
2
where a¯ is the residue of a modulo n. The cocycle h corresponds to the 6j symbols
h(x, y, z) = F x,y,zxyz,yz,xy. For m = 3, the cocycles h and h
2 differ by the nontrivial
automorphism of Z3. Therefore there are just two inequivalent fusion systems
with fusion rule given by Z3.
As we said before, a fusion category is the quantum analog of a finite group. A braided
fusion category is then the analog of an abelian group, where the braiding corresponds
to a commutativity condition.
Definition 2.1.14 A braiding on a 6j symbol system with label set L is a function
R : L3 → C mapping (a, b, c) to Rabc such that:
(i) Rabc 6= 0 if (a, b, c) is admissible.
13
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(ii) R satisfies the hexagon axiom: for all a, b, c, d, e,m ∈ L,
(Rcae )
±1F bacd;em(R
ba
m)
±1 =
∑
n∈L
F bcad;en(R
na
d )
±1F abcd,nm.
A 6j fusion system together with a choice of braiding R is called a braided 6j fusion
system.
We also call the numbers {Rabc } the R-symbols. The next two definitions are the version
of pivotality and sphericality for 6j fusion systems, accounting for the compatible twist.
Definition 2.1.15 A 6j fusion system is pivotal if there is a choice of roots of unity ta
for each label a ∈ L satisfying the pivotal axioms:
(i) t1 = 1.
(ii) ta∗ = t
−1
a .
(iii) t−1a t
−1
b tc = F
abc∗
1;a∗cF
bc∗a
1;a∗aF
c∗ab
1;b∗b for all admissible triples (a, b, c).
The numbers { ta } are called the pivotal coefficients. A 6j fusion system together with
a choice of pivotal coefficients is called a pivotal 6j fusion system. We say a pivotal
6j fusion system is a spherical 6j fusion system if ta ∈ {−1, 1 } for all a ∈ L.
Definition 2.1.16 A braided 6j fusion system together with a choice of spherical coeffi-
cients is called a ribbon 6j fusion system .
2.2 Braid group representations from braided 6j fu-
sion systems
The axioms for the data of a braided 6j fusion system provide exactly the conditions
required to define a collection of representations of the braid groups. The fusion rules for
14
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a 6j fusion system can be expressed diagrammatically and the F -symbols and R-symbols
relate diagrams to each other. We will see that the pentagon and hexagon axioms are far
from arbitrary conditions, but rather provide exactly the coherence that our we would
hope our diagrammatic choices exhibit.
2.2.1 Fusion trees
Let (L,⊗, F, R) be a (multiplicity-free) braided 6j fusion system and let C be a corre-
sponding fusion category. Whenever N cab is nonzero, there is a one-dimensional vector
space Hom(Xc, Xa ⊗ Xb) for some simple objects Xa, Xb, and Xc corresponding to the
labels a, b, c. We can express this pictorially in a fusion tree as shown below (we think
of the tree as representing a map Xc → Xa ⊗Xb):
a b
c .
We can also draw fusion trees for starting choices of more than two labels, corresponding
to maps from a simple object into a higher-fold tensor product. If (a, b,m) and (m, c, d)
are both admissible then we can draw the fusion tree
a b
m
c
d .
Notice that we chose to have the vertex on the left fork on the tree. However, since the
objects (Xa ⊗ Xb) ⊗ Xc and Xa ⊗ (Xb ⊗ Xc) are isomorphic, there is an isomorphism
between Hom(Xd, (Xa⊗Xb)⊗Xc) and Hom(Xd, Xa⊗(Xb⊗Xc)). Hence there are change
of basis coefficients from fusion trees of the above form to those of the form
15
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a b c
n
d .
These coefficients are exactly the 6j symbols. We express the change of basis as
a b
m
c
d
=
∑
n
F abcd;nm
a b c
n
d
and call this relation an F−move (because the coefficients are collected in the so-called
F -matrix). We can extend this relation to any fusion trees with more than three top
labels. However, we must immediately address a consistency question that arises from
our choice above. If we have a fusion tree with four labels at the top then there are
multiple ways to apply series of F -moves to arrive two expressions involving the same
fusion trees, we would expect that these agree. Fortunately, the pentagon axiom will give
us exactly the consistency that we need. Let us demonstrate this. First, we can apply
two F -moves to write
a b
m
c
e
d
f
=
∑
p
Fmcdf ;pe
a b
m p
c d
f
=
∑
p,q
F abpf ;qmF
mcd
f ;pe
a
q
b
p
c d
f
.
(2.1)
16
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On the other hand, we can apply three F -moves to arrive at fusion trees of the same
shape as those above. This yields the expansion
a b
m
c
e
d
d
=
∑
n
F abce;nm
a
n
b c
e
d
f
=
∑
n,q
F andf ;qeF
abc
e;nm
a
q
d
n
b c
f
=
∑
n,q,p
F bcdq;pnF
and
f ;qeF
abc
e;nm
a
q
b
p
c d
f
and this should agree with 2.1. Accordingly, for each choice of labels a, b, c, d, e, f,m, p, q
we must have ∑
n∈L
F bcdq;pnF
and
f ;qeF
abc
e;nm = F
abp
f ;qmF
mcd
f ;pe
which is exactly the pentagon axiom for a 6j fusion system. Therefore the diagrammatic
choices we have made are a natural way to visualize the hom-spaces in a fusion category
and the data and axioms of a 6j fusion system. It is a theorem of Mac Lane that the
pentagon axiom is enough to guarantee that any two series of F -moves can be applied
to a fusion tree with more than four labels on the top and the results will be consistent.
Now we will incorporate the braiding into these diagrams. Naturally,
17
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ba
represents a map from Xb ⊗Xa to Xa ⊗Xb with its inverse
a b
and so
ba
c
is another fusion tree for the labels (a, b, c). Since we are working with only multiplicity-
free fusion rules, the above tree must be a multiple of
a b
c .
Indeed, the correct choice is
ba
c
= Rabc
a b
c
and
18
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a b
c
= (Rbac )
−1
a b
c
where Rabc is the R−symbol determined by the braiding.
Consider now the different ways of resolving a fusion tree with three nodes at the top
with braidings applied first to the two leftmost nodes and then to the two rightmost
nodes. On one hand we can first apply an R−move to write
b c a
m
d
= Rbam
b ac
m
d
.
Then an F−move and another R−move give
Rbam
b ac
m
d
=
∑
e∈L
F bacd;emR
ba
m
b
e
c a
d
=
∑
e∈L
Rcae F
bac
d;emR
ba
m
b c a
e
d
.
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On the other hand, we can first apply an F−move and then isotope the fusion tree.
Indeed,
b c a
m
d
=
∑
n∈L
F abcd;nm
b c a
d
n
=
∑
n∈L
F abcd;nm
b c a
d
n
We can then resolve these trees using an R−move followed by an F−move to write
∑
n∈L
F abcd;nm
b c a
d
n =
∑
n∈L
Rnad F
abc
d;nm
b c
n
a
d
=
∑
n,e∈L
F bcad,enR
na
d F
abc
d;nm
b c a
e
d
Then for all labels a, b, c, d, e,m ∈ L we must have
Rcae F
bac
d;emR
ba
m =
∑
n∈L
F bcad,enR
na
d F
abc
d;nm.
By exchanging the braiding for its inverse in the previous calculations, we are able to
derive
(Rcae )
−1F bacd;em(R
ba
m)
−1 =
∑
n∈L
F bcad,en(R
na
d )
−1F abcd;nm.
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so if we combine these two equations we have exactly the hexagon axiom for the braiding.
Accordingly, this tells us are can move and resolve crossings in the diagrams in different
orders as shown in the resolutions above and the resulting calculations will agree. We
will now show that the hexagon axiom will further imply that the braid relation for the
braid group holds and so the fusion trees are actually bases for vector spaces admitting
braid group representations whose coefficients are given by braiding and 6j symbols.
2.2.2 The braid group
First introduced by Artin ([Art47]), the braid groups are well-studied an ubiquitous
in various areas of mathematics and physics. Let us give the algebraic and geometric
definition. For each natural number n, the braid group on n-strands Bn is given by the
famous presentation
Bn = 〈σ1, . . . , σn−1 | σiσj = σjσi if |i− j| > 1, σiσi+1σi = σi+1σiσi+1〉.
The elements of Bn can also be described visually via the identification
σi =
1
1
2
2
· · ·
i i+ 1
i i+ 1
· · ·
n− 1
n− 1
n
n
and then the group multiplication corresponds to stacking diagrams from the bottom up.
Therefore if σ and τ are two braids then στ is the braid with τ at the bottom followed
by stacking σ on top of this diagram and then resizing.
The first relation in the above presentation is often called far commutativity and the
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second is called the braid relation. Far commutativity can be visualized as
σiσj =
1
1
· · ·
i
i+ 1
i+ 1
i
· · ·
j j + 1
j j + 1
· · ·
n
n
=
1
1
· · ·
i i+ 1
i i+ 1
· · ·
j
j + 1
j + 1
j
· · ·
n
n
= σjσi
which shows that we can move crossing past each other when they do not interact with the
same strands. The braid relation σiσi+1σi = σi+1σiσi+1 then translates to the equation
σiσi+1σi =
1
1
· · ·
i i+ 1
i+ 1
i+ 2
i i+ 2
· · ·
n
n
=
1
1
· · ·
i i+ 1 i+ 2
i i+ 1 i+ 2
· · ·
n
n
= σi+1σiσi+1
involving isotopy of three strands.
2.2.3 An action of braids on fusion trees
One of the main features of fusion trees and braided 6j fusion systems is the ability to
recover braid group representations from all of the data of the F− and R− symbols. In
particular, denote by Vi,n,k the vector space spanned by trees withn nodes on top labeled
by i and lone node on bottom labelled k. We claim that whenever this vector space is
nonzero, then the data of the 6j fusion system is exactly the matrix entries of a collection
of representations of the n-strand braid group Bn on this vector space with respect to
the bases of admissibly labelled fusion trees. Suppose Vi,n,k has dimension m. Then a
basis of Vi,n,k consists of m fusion trees of form
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i i
x1
i
x2
i i
xn−2
i
k
. . .
· · ·
.
for interior labels x1, x2, . . . , xn−2 such that each trivalent vertex is admissible. Let us
denote this tree by Yx1,...,xn−2 .
Let us now define a collection of linear maps. For j = 1, . . . , n− 1, let Tj : Vi,n,k → Vi,n,k
determined by applying the braiding to the j and j+1 leaves of the fusion trees Yx1,...,xn−2 .
There are two scenarios. The map determined by T1 is necessarily diagonal in the basis
of admissibly labelled trees with vertices on the left. Observe that
T1(Yx1,...,xn−2) =
i i
x1
i i
k
· · ·
. . .
= Riix1
i i
x1
i i
k
· · ·
. . .
= Riix1Yx1,...,xn−2 .
For j > 1, the maps Tj are determined by resolving the braiding on inner strands using
F− and R−moves. We will explicitly calculate the coefficients shortly. Each Tj is
invertible and is determined by apply the inverse braiding the j and j + 1 leaves of the
fusion tree. Indeed, let Gj be the linear map determined by stacking the inverse braiding
on the j and j + 1 ends. Then
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Gj(Tj(Yx1,...,xn−2)) =
i
xj−2
i
· · · · · ·
i
xj−1
xj
i
k
= Yx1,...,xn−2
and so Gj = T
−1
j . If we define a function ρi,n,k : Bn → GL(Vi,n,k) by ρi,n,k(σj) = Tj then
we claim this gives a representation. Let us first prove this for the case of n = 3.
Lemma 2.2.1 Suppose Vi,3,k is nonzero. Then ρi,3,k : B3 → GL(Vi,3,k) is a group repre-
sentation.
Proof: It is just a matter of showing that the braid relation holds for the
stacking action.
(σ1σ2σ1) · Yx =
i i i
x
k
=
∑
a∈L
F iiik,ax
i i i
a
k
=
∑
a∈L
F iiik,ax
i i i
a
k
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where the second equality follows from the hexagon axiom. Then
∑
a∈L
F iiik,ax
i i i
a
k
=
∑
a∈L
F iiik,ax
i i i
a
k
=
i i i
x
k
= (σ2σ1σ2) · Yx
and hence (σ1σ2σ1) ·Yx = (σ2σ1σ2) ·Yx which shows that ρi,3,k is a representation.
We can use this lemma to handle the general case.
Proposition 2.2.2 Let n ≥ 3 and suppose Vi,n,k is nonzero. Then ρi,n,k : Bn →
GL(Vi,n,k) is a group representation.
Proof: Write ρ = ρi,n,k. If |j−k| > 1 then is it clear that ρ(σjσk) = ρ(σkσj)
since we can slide the crossings past each other as they involve disjoint pairs of
strands. Any pair σj, σj+1 generates a copy of B3 so the braid relation holds by
applying Lemma 2.2.1 locally to the j, j + 1, and j + 2 leaves of the fusion trees.
These representations arising from 6j fusion systems are what we will call quantum
representations of the braid group. The final result we will record in this section tells
us the coefficients for the action of each σj with respect to the basis of admissibly labelled
trees.
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Lemma 2.2.3 Suppose Vi,n,k is nonzero. Then
σj · Yx1,...,xn−2 =

Riix1Yx1,...,xn−2 if j = 1∑
z,w∈LG
xj−2ii
xj ;wz R
ii
z F
xj−2ii
xj ;zxj−1Yx1,...,xj−2,w,xj ,...,xn−2 if j > 1
where x0 = i.
Proof: The stacking action can be visualized with the diagrams below,
where xj−1 denotes the interior label for j = 1, . . . , n and x0 = i.
σj · Yx1,...,xn−1 =
i
xj−2
i
· · · · · ·
i
xj−1
xj
i
k
and we can use F− and R− moves to resolve this diagram and write down a
formula for the coefficents of the action of σj on Yx1,...xn . Indeed,
26
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i
xj−2
ii
xj−1
xj
i
k
· · · · · ·
=
∑
z∈L
F xj−2iixj ;zxj−1
i
xj−2
xj
ii
z
i
k
· · · · · ·
=
∑
z∈L
Riiz F
xj−2ii
xj ;zxj−1
i
xj−2
xj
ii
z
i
k
· · · · · ·
=
∑
z,w∈L
Gxj−2iixj ;wz R
ii
z F
xj−2ii
xj ;zxj−1
i
xj−2
i
w
i
xj
i
k
· · · · · ·
.
Example 2.2.4 Recall the Ising fusion rule from the beginning of the section.
The label set is { 1, σ, ψ } and the fusion rules are
σ ⊗ σ = 1⊕ ψ, ψ ⊕ ψ = 1, σ ⊗ ψ = ψ ⊗ σ = σ.
Observe that the vector space Vσ,3,σ is two-dimensional and admits basis vectors
Y1 =
σ σ
1
σ
σ
and
Yψ =
σ σ
ψ
σ
σ
.
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The action of σ1 on these vectors is diagonally by the R−symbols, i.e.
ρσ,3,σ(σ1) =
Rσσ1 0
0 Rσσψ
 =
e−pii/8 0
0 e3pii/8
 .
The matrix F σσσσ allows us to compute the action of σ2. We can choose F
σσσ
σ to
be of the form
1√
2
1 1
1 −1

so therefore
ρσ,3,σ(σ2) = (F
σσσ
σ )
−1
e−pii/8 0
0 e3pii/8
F σσσσ = 12
e−pii/8 + e3pii/8 e−pii/8 − e3pii/8
e−pii/8 − e3pii/8 e−pii/8 + e3pii/8

Example 2.2.5 The Fibonacci theory is the fusion system with label set L =
{ 1, τ } together with the fusion rule τ ⊗ τ = 1⊕ τ . Then Vτ,3,τ has basis
Y1 =
τ τ
1
τ
τ
and
Yτ =
τ τ
τ
τ
τ
.
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The representation ρτ,3,τ is determined by R
ττ
1 = e
−4pii/5, Rτττ = e
3pii/5 and
F ττττ =
 φ−1 φ−1/2
φ−1/2 −φ−1

where φ = 1+
√
5
2
is the golden ratio. One reason for interest in this representation
is that it is known (see [FLW00]) that the image of ρτ,3τ is a universal gate set
for quantum computation.
Another example comes from the D(S3) fusion system described before.
Example 2.2.6 Recall the labels A,B,G of D(S3), presented in Example 2.1.6
and consider the vector space VG,3,G. The fusion rules G ⊗ G = A ⊕ B ⊕ G,
G ⊗ A = G, and G ⊗ B = G imply that VG,3,G is three-dimensional with basis
vectors
YA =
G G
A
G
G
, YB =
G G
B
G
G
, YG =
G G
G
G
G
.
The R- and F - symbols for D(S3) were determined in [CHW15]. They have
been chosen so that the representations derived therein are unitary. We have
RGGA = e
4pii/3, RGGB = −e4pii/3, and RGGG = e2pii/3. Also,
FGGGG =

1
2
1
2
1√
2
1
2
1
2
− 1√
2
1√
2
− 1√
2
0

from which the representation can be computed.
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2.3 Categorical perspective
For completeness, we include the categorical definitions that go along side the vocabulary
of a 6j fusion system introduced in the previous sections. We will assume basic familiarity
with categories, functors, and natural transformations. For a category C and objects A
and B of C, denote by C(A,B) the set of morphisms from A to B.
Definition 2.3.1 Let k be a field. We say a category C is k-linear if for each pair of
objects A,B in C, the hom-space C(A,B) is a k-vector space. An object A of C is said to
be simple if C(A,A) is a one-dimensional k-vector space.
We will only consider C−linear categories.
2.3.1 Monoidal and fusion categories
The starting point for all of the categorical structures that we will consider is a discussion
of monoidal categories. All of the more complicated structures will have an underlying
monoidal structure.
Definition 2.3.2 A monoidal category is a category C together with a bifunctor
−⊗− : C × C → C
called a tensor product, an object I of C called the unit object, and natural families
of isomorphisms
αA,B,C : (A⊗B)⊗ C → A⊗ (B ⊗ C)
ρA : A⊗ I → A λA : I ⊗ A→ A
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called respectively the associator, the right unitor and the left unitor, such that the
diagrams
((A⊗B)⊗ C)⊗D
(A⊗ (B ⊗ C))⊗D
A⊗ ((B ⊗ C)⊗D) A⊗ (B ⊗ (C ⊗D))
(A⊗B)⊗ (C ⊗D)
αA,B,C⊗1D
αA,B⊗C,D
1A⊗αB,C,D
αA,B,C⊗D
αA⊗B,C,D
and
(A⊗ I)⊗B A⊗ (I ⊗B)
A⊗B
αA,I,B
ρA⊗1B 1A⊗λB
commute.
The term tensor category is reserved for those linear monoidal categories. One way to
simplify the investigation of monoidal categories is to consider those wherein the associ-
ators and unitors are all trivial.
When consider maps between monoidal categories, we want functors that also transport
the monoidal structure from one category to another. We can never have true equality
in categories; the correct addition to include is a natural transformation between the two
monoidal structures in the target category. We give the full definition below.
Definition 2.3.3 Let C be a monoidal category with associators α, left unitor λ and right
unitor ρ. We say C is strict in the case that α, λ, and ρ are all equal to the identity
natural transformation.
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Definition 2.3.4 Let C and D be monoidal categories with respective unit objects IC and
ID. A monoidal functor is a functor F : C → D together with a natural transformation
fA,B : F (A)⊗F (B)→ F (A⊗B) and morphism f : ID → F (IC) such that for all objects
A,B,C of C the diagrams
(F (A)⊗ F (B))⊗ F (C)
F (A⊗B)⊗ F (C)
F ((A⊗B)⊗ C)
F (A)⊗ (F (B)⊗ F (C))
F (A)⊗ F (B ⊗ C)
F (A⊗ (B ⊗ C))
fA,B⊗idF (C)
fA⊗B,C
αF (A),F (B),F (C)
idF (A)⊗fB,C
fA,B⊗C
F (αA,B,C)
F (A)⊗ ID
F (A)
F (A)⊗ F (IC)
F (A⊗ IC)
ρF (A)
idF (A)⊗f
fA,IC
F (ρA)
and
ID ⊗ F (B)
F (B)
F (IC)⊗ F (B)
F (IC ⊗B)
λF (B)
f⊗idF (B)
fIC ,B
F (λB)
commute. A monoidal functor is called a monoidal equivalence if the underlying func-
tor F is an equivalence of categories. In this case we say that C and D are monoidally
equivalent .
The following theorem allows us to simplify many discussions as we can speak only of
those strict categories but then transport the results back to the non-strict case. This is
due to MacLane.
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Theorem 2.3.5 ([Lan78]) Every monoidal category is canonically monoidally equiva-
lent to a strict monoidal category.
So far, it should be clear that we are generalizing the structure exhibited by, say, the
category of representations of some group or algebra. In this case, another piece to
include is the corresponding dual objects. The formal definition is provided next.
Definition 2.3.6 Let C be a monoidal category and let A be an object of C. A left dual
for A is an object A∗ of C together with morphisms
eA : A
∗ ⊗ A→ I, dA : I → A⊗ A∗
such that the diagrams
A I ⊗ A (A⊗ A∗)⊗ A A⊗ (A∗ ⊗ A) A⊗ I Aλ
−1
A dA⊗1A αA,A∗,A 1A⊗eA ρA
1A
and
A∗ A∗ ⊗ I A∗ ⊗ (A⊗ A∗) (A∗ ⊗ A)⊗ A∗ I ⊗ A∗ A∗ρ
−1
A∗ 1A∗⊗dA α
−1
A∗,A,A∗ eA⊗1A∗ λ−1A∗
1A∗
commute. In this case, we also say A is a right dual for A∗. An object A is called left
(resp. right) rigid if it has a left (resp. right) dual. We say A is rigid if it has both
a left and right dual. A monoidal category C is left (resp. right) rigid if every object
of C is left (resp. right) rigid and C is rigid if every object of C is rigid.
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Continuing with the motivating example of the category of representations of a finite
group, recall that this category is semisimple and has finitely many isoclasses of simple
objects. This idea is incorporated into the following definition, which is the ultimate goal
of this section.
Definition 2.3.7 A fusion category (over a field k) is a rigid semisimple k-linear
monoidal category, with only finitely many isomorphism classes of simple objects, such
that the unit object is simple.
Before moving on to the next section, we connect the definitions here back to the begin-
ning of this chapter. Plainly, we want to express that fusion categories are the same as
6j fusion systems, up to the appropriate caveats.
Theorem 2.3.8 ([Yam02, ENO05])
(i) There is a bijection between 6j fusion systems up to equivalence and fusion cate-
gories over C up to C-linear monoidal equivalence.
(ii) (Ocneanu rigidity) There are only finite many equivalence classes of fusion cate-
gories with a given fusion rule.
2.3.2 Ribbon and premodular categories
In the next few sections, we will describe some of the addition structures and properties
that monoidal and fusion categories can have, culminating with the definition of a modu-
lar tensor category. The first thing to discuss is braidings for monoidal categories, which
is a sort of commutativity condition on the tensor product in the monoidal category.
Definition 2.3.9 Let C be a monoidal category. A braiding for C is a natural family
of isomorphism
cA,B : A⊗B → B ⊗ A
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such that the diagrams
(A⊗B)⊗ C
(B ⊗ A)⊗ C
B ⊗ (A⊗ C)
B ⊗ (C ⊗ A)
A⊗ (B ⊗ C)
(B ⊗ C)⊗ A
cA,B⊗1C αA,B,C
αB,A,C
1B⊗cA,C
cA,B⊗C
αB,C,A
and
A⊗ (B ⊗ C)
A⊗ (C ⊗B)
(A⊗ C)⊗B
(C ⊗ A)⊗B.
(A⊗B)⊗ C
C ⊗ (A⊗B)
1A⊗cB,C α−1A,B,C
α−1A,C,B
cA,C⊗1B
cA⊗B,C
α−1C,A,B
commute. A braided monoidal category is a monoidal category together with a chosen
braiding.
Let C be a braided fusion category. For each object X of C and natural number n,
the hexagon axioms for the braiding imply that there is a group homomorphism ρX,n :
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Bn → End(X⊗n) where ρX,n(σi) = id⊗i−1X ⊗cX,X ⊗ id⊗n−i−1X (suppressing associators).
Then whenever Y is another object of C such that Hom(Y,X⊗n) is nonzero, there is a
representation ρX,n,Y : Bn → GL(Hom(Y,X⊗n)) determined by
ρX,n,Y (σi) =
(
f 7→ ρX,n(σi) ◦ f
)
In this way, a braided fusion category provides a wealth of representations of the braid
groups. Under the correspondence between braided 6j fusion systems and and braided
fusion cateogries, these are the same quantum representations defined in the earlier sec-
tions.
To get from braided categories to modular categories, we need an another structure,
called a twist, which satisfies a certain compatibility condition with the braiding.
Definition 2.3.10 Let C be a braided monoidal category. A twist for C is a natural
family of isomorphisms
θA : A→ A
such that θA⊗B = cB,A ◦ (θA⊗θB)◦ cA,B. A braided monoidal category with a chosen twist
is called a balanced monoidal category.
The next definition generalizes the transpose map on dual vector spaces induced by a
linear map.
Definition 2.3.11 Let C is a left rigid monoidal category and let A and B be objects of
C. To each morphism f : A → B we can assign a morphism f ∗ : B∗ → A∗ given by the
composition f ∗ = λA∗(eB ⊗ 1A∗)(1B∗ ⊗ f ⊗ 1A∗)α−1B∗,A,A∗(1B∗ ⊗ dA)ρ−1B∗. The morphism f ∗
is called the dual morphism of f .
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Definition 2.3.12 Let C be a balanced rigid monoidal category with twist θ. We say C
is a ribbon category if
θA∗ = θ
∗
A
for all objects A of C.
Definition 2.3.13 We call a ribbon fusion category a premodular category.
2.4 Modular categories and quantum representations
Definition 2.4.1 For a premodular category C with braiding c and twist θ, we can define
a trace for morphisms f : A→ A. Indeed, the composition
I A⊗ A∗ A⊗ A∗ A∗ ⊗ A I.dA (θAf)⊗1 cA,A∗ eA
gives an elements of C(I, I) and since I is simple, this composition must be of equal
to tr(f) idI for some scalar tr(f) ∈ C. For an object A of C we define the quantum
dimension of an object A, denoted dimA, to be tr(idA). Let Irr(C) be a complete set
of isomorphism classes of simple objects of C. Then we can define the global quantum
dimension of C, denoted by dim C where
(dim C)2 =
∑
X∈Irr(C)
dim(X)2.
Definition 2.4.2 Let C be a premodular category with braiding c and twist θ and let
{X0 = I,X1, . . . , Xn } be a complete set of isomorphism classes of simple objects of C.
Define si,j to be the scalar tr(cXj ,Xi ◦ cXi,Xj). Since the vector spaces End(Xi) are one-
dimensional, there are scalars θi so that θXi = θi idXi for all i = 0, . . . , n. Then we can
define
s = (si,j) t = (θiδi,j)
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for i, j = 0, . . . n. These are respectively called the S−matrix and T−matrix of C. A
premodular category is called modular if s is invertible.
Proposition 2.4.3 In a modular category C with S−matrix s and T−matrix t,
s2 = (dim(C))e, e2 = I, (st)3 = p+C s2, et = te
where p±C =
∑
i θ
±
i dim(Xi) and e = (δi,j∗). In particular, s and t define a projective
representation of the mapping class group of the torus.
We call these representations defined above quantum representations. We have so far
demonstrated that we can define representations of the mapping class group of the n-times
punctured disc as well as the torus. It is natural to wonder if we can define representations
for the mapping class group of any surface. It turns out that in a modular category, the
projective representations of the mapping class group of the torus can be extended to any
surface with genus greater than one. Quantum representations of mapping class groups
has received considerable attention (see [And06, FK06, Fun99, LW05, FWW02, BW18,
Blo18]). We will be focusing on quantum representations of the three-strand braid group,
although similar problems could be formulated for other mapping class groups.
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Chapter 3
A congruence subgroup problem for
quantum representations
Our main goal throughout this work is to explain a construction of congruence and
non-congruence subgroups associated to representation of the three-strand braid group,
especially quantum representations. In this section, we introduce the vocabulary for
finite index and congruence subgroups of the special linear groups. The fact that the
three-strand braid group admits SL(2,Z) as a quotient will then be the bridge between
braid group representations and congruence subgroups.
3.1 Finite index subgroups of the special linear groups
Let N be a positive integer at least equal to two and denote by SL(N,Z) the group of
N × N matrices with integer entries and determinant equal to one. This is a normal
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subgroup of GL(N,Z) as it is the kernel of the homomorphism
GL(N,Z)→ Z
A 7→ detA.
One way of understanding an infinite discrete group like SL(N,Z) is to understand its
finite quotients or more generally its finite index subgroups. There are obvious candidates
for finite index subgroups of SL(N,Z). For each positive integer d, denote by SL(N, d)
the finite group SL(N,Z/dZ). There is a surjective homomorphism
rd : SL(N,Z)→ SL(N, d)
which is induced by the reduction mod d homomorphism Z → Z/dZ. As SL(N, d) is
a finite group, we can construct a finite index subgroup of SL(N,Z) by pulling back a
subgroup of SL(N, d) along rd. The simplest example would be to look at the preimage
of the identity i.e. the kernel of rd. These have a special name.
Definition 3.1.1 Let rd : SL(N,Z) → SL(N, d) be the homomorphism induced by re-
ducing entries modulo d. The kernel of this map is called the principal congruence
subgroup of level d.
We see that the finite index subgroups G of SL(N,Z) fall into two classes - those which
arise as the preimage of a subgroup of SL(N, d) and those which do not. In the former
case, G must contain the principal congruence subgroup of some level.
Definition 3.1.2 A finite index subgroup G of SL(N,Z) is called a congruence sub-
group if G contains a principal congruence subgroup. The minimal integer d such that
G contains the principal congruence subgroup of level d is called the level of G. If G
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does not contain any principal congruence subgroups then G is called a non-congruence
subgroup.
It is natural to wonder to what extent congruence subgroups account for the finite index
subgroups of SL(N,Z). It turns out that this was answered by Bass, Serre, and Lazard
and separately by Mennicke.
Theorem 3.1.3 ([BSL64, Men65]) Every finite index subgroup of SL(N,Z) is a con-
gruence subgroup if and only if N is greater than two.
In particular, we see that SL(2,Z) is the only special linear group which admits non-
congruence subgroups. For all other values of N , the only finite index subgroups of
SL(N,Z) arise via the construction outlined above.
3.2 SL(2,Z)
Let us narrow our attention to the case of SL(2,Z) and the congruence subgroup prob-
lem. The group SL(2,Z) is ubiquitous in mathematics, appearing in numerous areas
including number theory, hyperbolic geometry, and topology. Abstractly, SL(2,Z) has
the presentation
SL(2,Z) = 〈x, y | x2 = (xy)3, x4 = 1〉 (3.1)
given by an amalgamated free product of Z4 and Z6. This presentation can be realized
using the matrices
S =
0 −1
1 0
 , T =
1 1
0 1

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by setting x = S and y = ST . Another set of generators (although for a different
presentation) is given by T and the matrix
U =
1 0
1 1

and the two generators are related by the equation TST = U or S = T−1UT−1. The sub-
group { I,−I } of SL(2,Z) is a normal subgroup and quotient group is called PSL(2,Z).
When no confusion arises we will denote the projective image of a matrix A by the
same letter. In particular, we can identity the matrices S and T above with elements of
PSL(2,Z) as well. There is a well known isomorphism (see [Alp93])
Z2 ∗ Z3 ∼= PSL(2,Z)
which maps the order two generator of Z2 ∗ Z3 to S and the order 3 generator to ST .
Historically (although not uniformly), the group PSL(2,Z) is often denoted Γ, and we
will use this abbreviation. Let us write q : SL(2,Z) → Γ for the quotient map. We
shall introduce some special notation for the principal congruence subgroups of SL(2,Z)
and Γ. Denote by Γ˜(d) the principal congruence subgroup of level d of SL(2,Z) and Γ(d)
the principal congruence subgroup of level d of Γ (its preimage under the quotient map q).
Example 3.2.1 In this example we show that Γ˜(2) = 〈T 2, U2,−I〉. Since
T 2 =
1 2
0 1

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and
U2 =
1 0
2 1

it is clear that 〈T 2, U2,−I〉 ⊆ Γ˜(2). Now we need to establish the other inclusion.
This can be done essentially using the division algorithm. Suppose
A =
a b
c d

is an element of Γ˜(2). First, if c = 0 then A is necessarily of the form
±1 2m
0 ±1

since detA = 1 and A ≡ I mod 2. Then A = ±T 2m is an element of 〈T 2, U2,−I〉.
Similarly, if b = 0 then A = ±U2n for some n and so again A ∈ 〈T 2, U2,−I〉. So
assume that neither b = 0 nor c = 0. Since a is odd and c is even and nonzero,
we know that either |a| > |c| or |a| < |c|. If |a| > |c|, we can write a = 2kc + r
for some r such that |r| < |c|. Then
T−2kA =
1 −2k
0 1

a b
c d
 =
a− 2kc b− 2kd
c d
 =
r b− 2kd
c d

and now |r| < |c|. Then write c = 2`r + s where |s| < |r| so that
U−2`T−2kA =
r b− 2kd
s d− 2`r

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and again the bottom left entry is of smaller absolute value than the upper left
entry. Continuing this way, we can multiply by appropriate even powers of T
and U until we arrive at a remainder of 0. Since each term in the product is an
element of Γ˜(2), we know that the 0 cannot be in the top left entry. Therefore
we arrive at a matrix of the form
±1 2m
0 ±1

which we have already considered. Thus we see that any element of Γ˜(2) can be
written as a product of −I and powers of T 2 and U2.
Theorem 3.1.3 tells us that SL(2,Z) is the only special linear group which exhibits finite-
index subgroups not arising as preimages of subgroups of SL(2, d) for some d. In fact,
more is true. If we let n(r) be the number of index r subgroups of SL(2,Z) and nc(r)
the number of those that are congruence subgroups, then
nc(r)
n(r)
→ 0
as r → ∞. So it is the non-congruence subgroups of SL(2,Z) which account for nearly
all of its finite index subgroups, (see [Sto84]).
Now, this leads to a natural problem: given a finite index subgroup of SL(2,Z), determine
whether it is a congruence subgroup. This is sometimes referred to as the congruence
subgroup problem. We often pass back and forth between SL(2,Z) and PSL(2,Z) and
in general there is no harm here.
Proposition 3.2.2 If G is a finite index subgroup of SL(2,Z) and q : SL(2,Z) → Γ is
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the quotient map then G is a congruence subgroup of SL(2,Z) if and only if q(G) is a
congruence subgroup of PSL(2,Z).
Proof: Suppose Γ˜(d) ⊆ G ⊆ SL(2,Z). Then q(Γ˜(d)) ⊆ q(G) ⊆ Γ. But
q(Γ˜(d)) = Γ(d) so q(G) is a congruence subgroup of Γ.Conversely, if G is a
subgroup of Γ then let G be the corresponding subgroup of SL(2,Z) so that
q(G) = G. If q(Γ(d)) ⊆ G then taking the preimage under q we see Γ˜(d) ⊆ G.
3.2.1 A family of non-congruence subgroups of SL(2,Z)
The purpose of this section is to give an example of an infinite family of non-congruence
subgroups of SL(2.Z) and Γ. This family is interesting because its construction is similar
to the one we will provide at the end of the next chapter. Both families arise as kernels
of homomorphisms and are in that way a bit mysterious. The example here arises as
the kernels of the quotient maps from SL(2,Z) to the alternating groups An. This is our
starting point.
Theorem 3.2.3 ([DW71]) For n ≥ 3, the alternating groups An are generated by an
element or order two and an element of order three.
In particular, since Γ is isomorphic to the free product Z2 ∗ Z3, we can realize these
alternating groups as quotients of Γ and therefore of SL(2,Z). Denote the kernel of
the quotient map SL(2,Z) → An by Kn. This is a family of finite index subgroups of
SL(2,Z) and we claim that each of these is a non-congruence subgroup. First, we need
the following lemmas.
Lemma 3.2.4 Let H = G1 × · · · ×Gm where each Gi is a finite group. If S is a simple
group quotient of H then S is a simple quotient of one of the Gi.
45
A congruence subgroup problem for quantum representations Chapter 3
Proof: Since S is a simple quotient of H, there is a composition series of H
with S as a composition factor. Also, if we let Hi = G1 × · · · ×Gi × 1× · · · × 1,
then
1 E H1 E · · · E Hm = H
is a normal series for H with factors Hi/Hi−1 ∼= Gi for i = 1, . . . ,m. Therefore,
by the Jordan-Ho¨lder theorem, there is some i so that S is a composition factor
of Gi. Equivalently, S is a simple quotient of Gi.
Next we need to identify the composition factors of SL(2, pr).
Lemma 3.2.5 Let p be a prime and r ≥ 1 an integer. If C is a composition factor of
SL(2, pr) then C is isomorphic to one of the following:
(i) a cyclic group.
(ii) PSL(2, p).
Proof: There is a surjective map SL(2, pr) → SL(2, p) given by reducing
entries mod p. The kernel Kpr of this map is known to be a p−group, whose
composition factors are all cyclic of order p. Therefore the composition factors of
SL(2, pr) are cyclic of order p together with the composition factors of SL(2, p).
First consider when p is less than 5. There are isomorphisms SL(2, 2) ∼= S3 and
SL(2, 3) ∼= A4, which are both solvable and hence their composition factors are
all cyclic groups. Now for p at least 5, recall that the quotient SL(2, p)/ { I,−I }
is the simple group PSL(2, p). Hence the composition factors are cyclic of order
2 and PSL(2, p).
Lemma 3.2.6 Let n be a positive integer and p a prime. The solutions to
n! = (p− 1)p(p+ 1)
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are
• n = 3, p = 2,
• n = 4, p = 3, or
• n = p = 5.
Proof: When n < p there are no solutions since then n! is not divisible by
p. When n = p, we can reduce the equation to
(p− 2)! = p+ 1
and the only prime solution is p = 5. This gives the solution n = p = 5. If
n = p+ 1 then we can reduce the equation to
(p− 2)! = 1
so p = 2 or p = 3 giving the other two solutions above. When n > p + 1 we
claim there are no solutions. We can divide n! by (p− 1)p(p+ 1) and the result
will be an integer greater than one, so there can be no solutions.
We can bring these three lemmas together to prove the following proposition which
essentially proves our examples are non-congruence subgroups.
Proposition 3.2.7 For any n ≥ 6, the alternating group An is not a quotient of SL(2, d)
for any d ≥ 2.
Proof: Suppose An is a quotient of SL(2, d). If we write d = p
r1
1 · · · prmm
then the Chinese Remainder Theorem implies
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SL(2, d) ∼= SL(2, pr11 )× · · · × SL(2, prmm )
and since An is simple for n ≥ 5, by by 3.2.4 there is some i so that An is a
(simple) quotient of SL(2, prii ). Then An is a composition factor of SL(2, p
ri
i ).
Certainly An is not cyclic so by 3.2.5 there must be an isomorphism An ∼=
PSL(2, pi). Then considering orders,
n!
2
=
(p2i − 1)pi
2
so by 3.2.6 we see n ≤ 5. This is a contradiction and so we se that An is not a
quotient of SL(2, d).
Finally, we can prove that each of the Kn are non-congruence subgroups.
Corollary 3.2.8 For any n ≥ 6, the kernel Kn does not contain any of the subgroups
Γ(d). Therefore, Kn is a non-congruence subgroup.
Proof: If Kn contains Γ(d) then we can denote by Kn the quotient Kn/Γ(d)
and write
An ∼= SL(2,Z)/Kn ∼= (SL(2,Z)/Γ(d))/(Kn/Γ(d)) ∼= SL(2, d)/Kn
which shows that An is a quotient of SL(2, d), contradicting 3.2.7.
So we have arrived at our family of non-congruence subgroups.
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3.3 The geometric level of a finite index subgroup
and the Fricke-Wohlfahrt theorem
Proposition 3.2.2 tells us that solving the congruence subgroup problem in SL(2,Z) or Γ
are equivalent problems. With this in mind we will work primarily in Γ. In the beginning
of this chapter we associated to each congruence subgroup G a number called its level
which is the minimal integer d such that Γ(d) is a subgroup of G. More generally, given
any finite index subgroup G of Γ, we can associate to it an integer called its geometric
level. Recall that T denotes the image of the matrix
1 1
0 1

in Γ. Now Γ permutes the cosets of G, acting by left multiplication. If G is a finite index
then this action corresponds to a permutation representation on a finite set and therefore
induced a homomorphism to a finite symmetric group. The geometric level of G is the
order of T under this homomorphism.
Definition 3.3.1 Let G be a subgroup of Γ with finite index µ and let p : Γ → Sµ be
the coset representation afforded by G, where Sµ is the symmetric group on µ elements.
Define the geometric level of G, denoted geolevel(G) to be the order of the element
p(T ) in Sµ.
The following lemma will be of use.
Lemma 3.3.2 Let G be a finite index subgroup of Γ. Then
geolevel(G) = min
{
k ≥ 1 ∣∣ 〈〈TN〉〉 ⊆ G } .
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In particular, if G = kerϕ for some homomorphism ϕ then geolevel(G) equals the order
of ϕ(T ).
Proof: Let geolevel(G) = d. Then T d acts trivially on the G−cosets of
Γ so we have T dgG = gG for all g ∈ G. Then g−1T dg ∈ G for all g and so
〈〈T d〉〉 ⊆ G. We claim that d is minimal. Suppose k is the smallest positive
integer for which 〈〈T k〉〉 ⊆ G. Then given g ∈ G, write g−1T kg = x ∈ G and
observe that T kgG = gxG = gG so T k ∈ ker p. Since k is the smallest integer
for which this is true, it must be that k = d. Therefore, we see that
geolevel(G) = d = min
{
k ≥ 1 ∣∣ 〈〈T k〉〉 ⊆ G } .
If further G is normal so that G = kerϕ for some homomorphism ϕ then
geolevel(G) = d = min
{
k ≥ 1 ∣∣ T k ∈ kerϕ } = |ϕ(T )|.
Our goal will be to prove that when G is a congruence subgroup then geolevel(G) =
level(G). Lemma 3.3.3 will be our first step.
Lemma 3.3.3 Suppose G is a congruence subgroup. Then geolevel(G) ≤ level(G).
Proof: Let n = level(G) and d = geolevel(G). Since Γ(n) ⊆ G and Γ(n) is
normal, we see that 〈〈T n〉〉 ⊆ G. But since geolevel(G) = m, we know m is the
least integer for which this is true. Therefore m ≤ n.
It is a nontrivial theorem due to Fricke and Wohlfahrt that when G is a congruence
subgroup, then its level and geometric level agree. The following lemmas are a series of
reductions that will allow us to ultimately prove the Fricke-Wohlfahrt theorem.
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Lemma 3.3.4 Let k and n be positive integers and suppose A ∈ Γ(k). If the off-diagonal
entries of A are divisible by n then AB ∈ Γ(n) for some B ∈ 〈〈T k〉〉.
Proof: Let A ∈ Γ such that the off-diagonal entries of A are divisible by n.
Define a function Φ : Γ→ Γ by
Φ
a b
c d
 =
 a ad− 1
1− ad d(2− ad)
 .
Note that if V = TU
−1
T 3U
−1
T then
Φ
a b
c d
 = (ST d−1S)−1(V T a−1V −1)T d−1
hence Φ(A) is an element of 〈〈T k〉〉 since a−1 = d−1 = 0 mod k. As both b and
c are divisible by n and ad − bc = 1, we have ad = 1 mod n and so A = Φ(A)
mod n. Equivalently, AΦ(A)−1 ∈ Γ(n). Thus we can take B = Φ(A)−1.
Lemma 3.3.5 Let k and n be positive integers and suppose A ∈ Γ(k). If the diagonal
entires of A are relatively prime to n then there is a matrix C ∈ 〈〈T k〉〉 so that the off
diagonal entries of CA are divisible by n.
Proof: Let
A =
a b
c d

where gcd(a, n) = 1. Then a is a unit mod n say with inverse a′. We can write
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c = mc˜ and let p = −a′c˜. Then
(STmS)−pA =
 1 0
mp 1

a b
c d
 =
 a b
c+ amp d+ bmp

and c + amp = m(c˜− a′ac˜) is congruent to 0 mod n. Let d˜ = d + bmp. Taking
the determinant of (STmS)−pA, we see that d˜ is relatively prime to n. Therefore
we can also choose ` so that b+ d˜m` = 0 mod n. In this case,
Tm`(STmS)−pA =
1 m`
0 1

 a b
c+ amp d˜
 =
 ∗ b+ d˜m`
c+ amp d˜

has both off diagonal entries congruent to 0 mod n. Take C = Tm`(STmS)−p.
Lemma 3.3.6 Let k and n be positive integers. For any A ∈ Γ(k) there is M ∈ 〈〈T k〉〉
so that the diagonal entries of AM are relatively prime to n.
Proof: If the diagonal entries of A are already relatively prime to n are done.
Otherwise, gcd(a, n) 6= 1 or gcd(d, n) 6= 1. Suppose first that gcd(a, n) 6= 1.
Since ad− bc = 1 we know gcd(a, b) = 1. Then since a = 1 mod k, we also have
gcd(a, bk) = 1. Recall Dirichlet’s theorem on primes in arithmetic progressions:
Suppose r and s are relatively prime integers. Then
{ r + st | t ∈ Z }
contains infinitely many prime numbers. In particular, taking r = a and s = bk
we can choose an integer p so that a + bkp is a prime number larger than n.
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Then
A(ST kS)−p =
a b
c d

 1 0
mp 1
 =
a+ bkp b
c+ dkp d

has upper left entry relatively prime to n. If further gcd(d, n) = 1 thenA(ST kS)−p
has diagonal entires relatively prime to n and we are done, takingM = (ST kS)−p.
Otherwise, let a˜ = a + bmk, let c˜ = c + dmk and note that a˜d − bc˜ = 1 so
gcd(c˜, d) = 1. As gcd(d, k) = 1, just as above we can choose ` so that d+ c˜k` is
a prime number larger than n. Then
A(ST kS)−pTm` =
a˜ b
c˜ d

1 m`
0 1
 =
a˜ ∗
c˜ d+ c˜kp

and A(ST kS)−pTm` has diagonal entries relatively prime to n. Hence we can set
M = (ST kS)−pTm`.
These three lemmas together imply the following:
Lemma 3.3.7 Let k and n be positive integers. Then Γ(k) ⊆ 〈〈T k〉〉Γ(n)〈〈T k〉〉.
Proof: Let A ∈ Γ(k). Then by 3.3.6, there is some M ∈ 〈〈T k〉〉 so that
AM has diagonal entries relatively prime to n. Lemma 3.3.5 tells us we can
choose C ∈ 〈〈T k〉〉 so that CAM has off-diagonal entires divisible by n. Lastly,
Lemma 3.3.4 implies CAMB ∈ Γ(n) for some B ∈ 〈〈T k〉〉. Rearranging, we see
A ∈ 〈〈T k〉〉Γ(n)〈〈T k〉〉.
The Fricke-Wohlfahrt now follows as a corollary of the previous Lemma.
Theorem 3.3.8 (Fricke-Wohlfahrt theorem) Suppose G is a congruence subgroup of
Γ. Then the level of G equals the geometric level of G.
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Proof: Let d = geolevel(G) and n = level(G). Then Γ(n) ⊆ G and
〈〈T d〉〉 ⊆ G. By Lemma 3.3.7, Γ(d) ⊆ 〈〈T d〉〉Γ(n)〈〈T d〉〉, therefore Γ(d) ⊆ G.
Since level(G) = n, it must be that d ≥ n. However, by Lemma 3.3.3 we know
that n ≤ d, so it must be that d = n.
Our main use of the Fricke-Wohlfahrt theorem is Corollary 3.3.9, which gives us a way
to decide whether G is a congruence subgroup as long as we can compute its geometric
level. In the cases we will be considering, G will be the kernel of a representation and so
the geometric level of G will be the order of the image of T under the representation.
Corollary 3.3.9 Suppose G is a finite index subgroup of Γ with geometric level d. If
Γ(d) 6⊆ G then G is non-congruence subgroup.
3.3.1 Generators for Γ(d)
Corollary 3.3.9 can actually be put to practical use. If S is a generating set for Γ(d) then
it is enough to check if S ⊆ G. Later, we will be interested exclusively in the case that
G = ker ρ for a finite-dimensional representation ρ with finite image and so it would be
sufficient to check whether the elements of S are sent to the identity under ρ. Fortunately,
in [Hsu96], Tim Hsu was able to construct reasonably small normal generating sets for
all the principal congruence subgroups of Γ and we record his results below.
Proposition 3.3.10 Let d be an integer greater than one. Write d = ek where e is a
power of two and k is odd and let Gd be the corresponding set of elements corresponding
to d listed below. Then in any of the above cases, Γ(d) = 〈〈Gd〉〉.
(i) (d is odd) If e = 1 then let t(d) be the multiplicative inverse of 2 mod d and
Gd =
{
T d, (U2T−t(d))3
}
.
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(ii) (d is a power of two) If k = 1 then let f(d) be the multiplicative inverse of 5 mod
d and set Pd = T
20U f(d)T−4U−1. Then
Gd =
{
T d, (PdU
5TU
−1
T )3, (TU
−1
T )−1Pd(TU
−1
T )Pd
}
.
(iii) (d even, not a power of two) If e > 1 and k > 1 then let a be the unique integer
mod d so that
a = 0 mod e
a = 1 mod k
and let b be the unique integer mod d so that
b = 0 mod k
b = 1 mod e.
Write t(d) for the multiplicative inverse of 2 mod k and f(d) for the multiplicative
inverse of 5 mod e,let
x = T a z = T b
y = Ua w = U b,
and pd = z
20wf(d)z−4w−1. Then Gd is given by
{
T d, [x,w], (xy
−1
x)4, (xy
−1
x)2(x
−1
y)3, (xy
−1
x)2(xt(d)y−2)3,
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(zw
−1
z)2(pdw
5zw
−1
z)−3, (zw
−1
z)
−1
pd(zw
−1
z)pd, w
25pdw
−1
p
−1
d
}
.
We can combine this with Corollary 3.3.9 to get the following result. This will be a
central tool for our main results.
Corollary 3.3.11 Let H be a finite group. Suppose ϕ : Γ→ H is a homomorphism and
let d be the order of ϕ(T ). Then kerϕ is a congruence subgroup if and only if Gd ⊆ kerϕ.
In this case, level(kerϕ) = d.
Proof: By 3.3.2, kerϕ has geometric level equal to the order of d. If kerϕ
is a congruence subgroup then level(kerϕ) = d by the Fricke-Wohlfahrt theorem
and we must have Γ(d) ⊆ kerϕ. So clearly Gd ⊆ kerϕ. Now suppose Gd ⊆ kerϕ.
Then since kerϕ is normal, we see 〈〈Gd〉〉 ⊆ kerϕ as well. In particular, kerϕ
contains Γ(d), so kerϕ is a congruence subgroup of level at most d. If kerϕ
contains Γ(k) for some k < d then T k ∈ kerϕ, which contradicts d being the
order of ϕ(T ).
3.4 The Ng-Schauenburg theorem for quantum rep-
resentations and our main problem
The bridge between this and the previous chapter is the Ng-Schauenburg theorem, pre-
sented below. It establishes a connection between quantum representations of SL(2,Z)
and congruence subgroups.
Theorem 3.4.1 ([NS10]) Let C be a modular category and ρC the quantum representa-
tion of SL(2,Z) associated to C. Then the kernel of the ρC is a congruence subgroup.
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This provides us with motivation for our main problem. We know from Chapter 2
that given any modular tensor category C we can associated to every surface a projective
representation of its mapping class group. If we replace the torus by the n-times punctures
disc, we obtain the quantum representations of Bn discussed in Chapter 2. Recall that
B3/Z(B3) ∼= Γ, so we can associate to subgroups of B3 the same congruence or non-
congruence property of subgroups of Γ. In particular, given an irreducible quantum
representation of B3 with finite image, we can first replace it by a representation that
factors through the quotient map pi. This is because the center acts by some scalar by
Schur’s Lemma and so we can scale this away. In this case we end up with a finite
representation of Γ and so it makes sense to ask whether or not the kernel of this induced
representation is a congruence subgroup. Is there a way to compute the level or geometric
level in terms of the data of the representation. The corollary at the end of the previous
section gives us the first step towards answering these questions. Let Gd be the set of
generators of Γ(d) in Hsu’s theorem.
Theorem 3.4.2 Let ρ : B3 → GL(n,C) be a representation with finite image that factors
through pi and let d be the order of ρ(σ1). Then pi(ker ρ) is a congruence subgroup of Γ if
and only if pi−1(Gd) ⊆ ker ρ.
Proof: Since ρ factors through pi, there is an induced representation ρ¯ of
Γ, which also has finite image. Then by 3.3.11, we see that pi(ker ρ) = ker ρ¯ is a
congruence subgroup if and only Gd ⊆ ker ρ¯ where d is the order of ρ¯(T ). But
ρ(σ1) = ρ¯(pi(σ1)), so taking preimages, the result follows.
We now have a systematic approach to deciding whether or not a (quantum or otherwise)
representation of B3 gives rise to a congruence subgroup via the kernel of a possibly
scaled version of the representation. The next step, which is carried out in Chapter 4,
is to parametrize the space of two or three dimensional irreducible representations of
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B3 with finite image and for those which factor through pi, decide whether the induced
kernel is a congruence subgroup. We can specialize Hsu’s work to the case of a matrix
representation. Since the representations we will be concerned with have finite image,
the image of the generators T and U must have finite projective order and finite order.
So while they may seem quite specific, the two hypotheses in subsequent proposition are
actually quite generic to our situation.
Proposition 3.4.3 Let H be a finite group and ρ : Γ→ H a homomorphism and write
ρ(T ) = A and ρ(U) = B−1. Suppose Ar is central and the order of A is an even composite
integer d that is not a power of 2 and let Gd, a, b, t(d), f(d), x, y, z, w, pd be an in 3.3.10.
(i) If d divides 24, a is a multiple of r, 12a is a multiple of d, 3at(d) is a multiple
of d and ρ(pd) is a central element of order at most 2, then ker ρ is a congruence
subgroup of level d if ρ((zw−1z)2) = ρ(pd(w5zw−1z)3).
(ii) If b is a multiple of r, 12b is a multiple of d, and (17 − f(d))b is a multiple of d
then ker ρ is a congruence subgroup of level d if ρ((xy−1x)2) = ρ((y2x−t(d))3).
Proof: Let us consider each case separately. Note that A and B have the
same order since they are conjugate. According to 3.3.11, we know that ker ρ is
a congruence subgroup if and only if Gd ⊆ ker ρ. Then we must show that each
element of
{
T d, [x,w], (xy
−1
x)4, (xy
−1
x)2(x
−1
y)3, (xy
−1
x)2(xt(d)y−2)3,
(zw
−1
z)2(pdw
5zw
−1
z)−3, (zw
−1
z)
−1
pd(zw
−1
z)pd, w
25pdw
−1
p
−1
d
}
.
is mapped to the identity under ρ. Since A has order d, we see that ρ(T d) is
the identity, so we need only be concerned with the elements above other than
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T d. First let us suppose the hypotheses of (i). As a is a multiple of r, the
element ρ(x) = Aa is central so that [x,w] ∈ ker ρ. Next, we can compute
ρ((xy−1x)4) = A12a which must be the identity since 12a is a multiple of d.
Also ρ((xy−1x)2(x−1y)3) = A6aA−6a is the identity and ρ((xy−1x)2(xt(d)y−2)3) =
A12a+3at(d) = A3at(d) but since 3at(d) is a mutliple of d, we know this is trivial. We
can compute ρ((zw−1z)−1pd(zw−1z)pd) is the identity since ρ(pd) is central and
of order at most 2. Finally, since d divides 24, we know that ρ(w25pdw
−1p−1d ) =
ρ(w24) = B−24b = (B24)−b is the identity since B24 is. Hence, we can conclude
ker ρ is a congruence subgroup of level d if ρ((zw−1z)2) = ρ(p6(w5zw−1z)3), since
then Gd ⊆ ker ρ.
Now let us consider the second scenario described above. Since b is a multiple of r,
we know that Ab is central in H. Then ρ(pd) = ρ(z
20wf(d)z−4w−1) = A(17−f(d))b
which must be the identity since (17 − f(d))b is a multiple of d. Therefore
pd ∈ ker ρ so that ρ((zw−1z)−1pd(zw−1z)pd) is the identity. We can then compute
ρ((zw
−1
z)2(pdw
5zw
−1
z)−3) = A12b and this is the identity since 12b divides d.
This also implies ρ(w25pdw
−1pd) = ρ(w24) = B−24b is the identity. As b is a
multiple of r, we know that ρ(w) = Ab is central in H, so then [x,w] ∈ ker ρ.
Again because 12b divides d we know that ρ((xy−1x)4) = A−12b(ABA)4 is trivial.
Lastly, ρ((xy−1x)2) = A6b(ABA)2 = A6b and ρ((y−1x)3) = A−6b(BA)3 = A6b so
that (xy−1x)2(x−1y)3 ∈ ker ρ. Thus, we are able to conclude that ker ρ is a
congruence subgroup of level d if ρ((xy−1x)2) = ρ((y2x−t(d))3).
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Chapter 4
Congruence subgroups and
low-dimensional representations of
B3
This chapter is devoted to presenting the main results in our work in understanding the
congruence subgroup problem for quantum representations of B3. It is broken up into
three sections. The first section examines our problem for two-dimensional representa-
tions. We are able to show through a series of reductions and lemmas that the space of
two-dimensional irreducible representations of B3 with finite image that factor through
the quotient map pi : B3 → Γ is parametrized by a finite set. The same holds in di-
mension three for the subset of representations with the projective order of the image of
σ1 being between 3 and 5. The Tuba and Wenzl classification of low-dimensional rep-
resentations is our main tool here, together with the work of Rowell and Tuba. Tuba
and Wenzl showed that for two and three dimensional irreducible representations ρ of
B3, the equivalence class of ρ is completely determined by the set spec(ρ(σ1)). They also
provides us with a standard representative for each equivalence class, which is a function
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of the eigenvalues of ρ(σ1). Rowell and Tuba provided a condition on the eigenvalues of
ρ(σ1) which determined whether the image ρ(B3) is a finite group. Our parametrization
is deduced by combining their results into an algebraic condition on eigenvalues of ρ(σ1)
which determine when the representation ρ factors through pi and has finite image. We
can then apply the corollary to Hsu’s theorem (3.3.11) to each representation. In di-
mension two, we find that all representations have kernels that project onto congruence
subgroups of Γ. The same is true for the three dimensional representations with the the
projective order of the image of σ1 between 3 and 5. However, we are able to explicitly
provide examples of irreducible three-dimensional representations with finite image that
factor through pi such that the projective order is any odd integer greater than or equal
to 5 and pi(ker ρ) is a non-congruence subgroup of Γ. In particular, the Ng-Schauenburg
Theorem does not generalize to quantum representations of B3 under this formulation.
Nonetheless, we are still able to classify many representations and construct interesting
examples of non-congruence subgroup of Γ. Moreover, we can show that some of our
examples arise via quantum representations.
4.1 Two-dimensional representations
Let us first examine the situation for two-dimensional representations. First, we have
the following easy proposition.
Proposition 4.1.1 Let λ1 and λ2 be nonzero complex numbers. Then ρλ1,λ2 : B3 →
GL(2,C) given by
ρλ1,λ2(σ1) =
λ1 λ1
0 λ2
 , ρλ1,λ2(σ2) =
 λ2 0
−λ2 λ1

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defines a representation of B3.
Proof: Let
A =
λ1 λ1
0 λ2

and
B =
 λ2 0
−λ2 λ1
 .
Then we need to show that ABA = BAB. It is an easy calculation to show that
ABA =
 0 λ21λ2
−λ1λ22 0
 = BAB
so that ρλ1,λ2 does indeed define a representation.
We will use the notation ρλ1,λ2 throughout the rest of this work. Tuba and Wenzl were
able to classify irreducible representations of B3 and SL(2,Z) by the spectrum of the im-
age of the braid generator. In dimension two, their result takes the following form. From
the above we can see that spec(ρλ1,λ2(σ1)) = {λ1, λ2 }. The Tuba-Wenzl (TW) classi-
fication tells us that in fact irreducible two-dimensional representations are determined
by the spectrum of the image of σ1 and (almost) any two non-zero complex numbers
determine an irreducible representation, namely ρλ1,λ2 . Moreover, we get a condition on
the eigenvalues to ensure that the representation factors through the quotient map pi.
Theorem 4.1.2 ([TW01])
(i) Let N2 be the zero set of λ
1
1 + λ1λ2 + λ
2
2. There is a bijection between conjugacy
classes of irreducible 2-dimensional representations of B3 and S2-orbits of C2 \N2.
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(ii) Suppose ρ : B3 → GL(2,C) is irreducible and spec(ρ(σ1)) = {λ1, λ2 }. Then ρ is
equivalent to ρλ1,λ2. Furthermore, ρ factors through pi if and only if −(λ1λ2)3 = 1.
Example 4.1.3 The representation ρ1,1 : B3 → GL(2,C) is the composition of
the projection
σ1 7→ T, σ2 7→ U−1
followed by the inclusion SL(2,Z) ↪→ GL(2,C). Observe that
ρ1,1(σ1) =
1 1
0 1
 , ρ1,1(σ2) =
 1 0
−1 1

which are T and U−1 respectively.
Rowell and Tuba provided criteria to determine when the image of an irreducible repre-
sentation of B3 is finite from the eigenvalues of σ1. We provide the version of their results
for dimension two below. In this case, the finiteness is guaranteed whenever the projec-
tive order of the matrix assigned to σ1 is between 2 and 5. First, recall the definition of
projective order.
Definition 4.1.4 Let A be an n × n matrix with eigenvalues λ1, λ2, . . . , λn. Define the
projective order of A to be
po(A) = min
{
t > 1
∣∣ λt1 = · · · = λtn }
where this is allowed to be infinite. The projective order of a matrix is invariant under
scaling. That is, po(A) = po(θA) for all θ ∈ C∗. Equivalently, po(A) can be defined to
be the order A viewed as an element of PGL(d,C).
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Theorem 4.1.5 ([RT10]) Suppose ρ : B3 → GL(2,C) is an irreducible representation.
Write spec(ρ(σ1)) = {λ1, λ2 }. Then ρ(B3) is finite if and only if λ1 and λ2 are distinct
roots of unity and 2 ≤ po(ρ(σ1)) ≤ 5.
Example 4.1.6 We know that the image of ρ1,1 cannot be finite since its image
is SL(2,Z). As po(ρ1,1(σ1)) = 1, this confirms the sharpness of the lower bound
above.
Example 4.1.7 Let us revisit the representation ρσ,3,σ from Example 2.2.4 as-
sociated to the Ising fusion rule. We have
ρσ,3,σ(σ1) =
e−pii/8 0
0 e3pii/8
 , ρσ,3,σ(σ2) = 1
2
e−pii/8 + e3pii/8 e−pii/8 − e3pii/8
e−pii/8 − e3pii/8 e−pii/8 + e3pii/8

so that spec(ρσ,3,σ(σ1)) = { e−pii/8, e3pii/8 }. Then we see that ρσ,3,σ is equivalent
to ρepii/8,e3pii/8, is irreducible, and has finite image since po(ρσ,3,σ(σ1)) = 4.
Example 4.1.8 Recall the Fibonacci representation ρτ,3τ . Since R
ττ
1 = e
4pii/5
and Rτττ = e
3pii/5, we see that po(ρτ,3,τ (σ1)) = 10. This is consistent with what
we should expect since the image of ρτ,3τ is dense in SU(2) (so certainly not
finite).
If we combine the above result with Theorem 4.1.2 then we can derive an algebraic
condition on the eigenvalues of the image of σ1 under an irreducible representation to
determine when the image image is finite and the representation factors through the
quotient map pi : B3 → Γ.
Corollary 4.1.9 Suppose ρ : B3 → GL(2,C) is an irreducible representation with finite
image that factors through pi. Then ρ is equivalent to ρλ,e2piij/rλ for some r with 2 ≤ r ≤ 5,
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j ∈ Z×r , and some λ such that
λ6 + e−6piij/r = 0. (4.1)
Proof: Since ρ(B3) is finite, by 4.1.5, we can write spec(ρ(σ1)) = {λ, e2piij/rλ } for
some r between 2 and 5 and j ∈ Z×r . In particular, ρ is equivalent to ρλ,e2piij/rλ, by the
Wenzl classification. Tuba-Wenzl also implies −(λe2piij/rλ)3 = 1 since ρ factors through
pi. Then
λ6 + e−6piij/r = 0
as claimed.
4.1.1 Projective order lemmas
The Tuba-Wenzl classification and the above lemma tell us that for each r between 2
and 5 and j ∈ Z×r and each solution to λ6 + e−6piij/r = 0, the representations ρλ,e2piij/rλ
factor through pi. Accordingly, there is an irreducible representation ρr,j,λ of Γ so that
ρλ,e2piij/rλ = ρr,j,λ◦pi. However, Corollary 4.1.9 does not provide an exact parametrization,
as their is some redundancy. Here we give a series of lemmas with the goal of parametriz-
ing the space of (equivalence classes of) irreducible two-dimensional representations of
Γ that have finite image. By applying the above results and few more reductions, we
are able to show that there are just finitely many options and list them all. These rep-
resentations are in bijection with a complete list of isomorphism classes of irreducible
two-dimensional representations of B3 with finite image that factor through pi, so we will
have obtained a complete list of all representations we need to inspect. The strategy
is to classify the representations according to the projective order of the image of σ1.
Following Rowell and Tuba, we need only consider projective orders between 2 and 5.
Let us start with projective order 2.
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Lemma 4.1.10 Suppose ρ : Γ→ GL(2,C) is an irreducible representation with finite im-
age such that po(ρ(T )) = 2. Then ρ is equivalent to ρ2,1,λ for some λ ∈ { 1, e2pii/6, e4pii/6 }.
Here we continue with those representations mapping σ1 to a matrix of projective order
3,4, or 5.
Proof: Let A = ρ(T ). Since po(A) = 2, we know that spec(A) = {λ,−λ }
for some eigenvalue λ of A. By Tuba-Wenzl, we see that λ6 = 1 so that λ is a
6th root of unity. If λ is a 6th root of unity, then so is −λ, hence the only unique
cases are λ = 1, e2pii/6, or e4pii/6.
Lemma 4.1.11 Suppose ρ : Γ→ GL(2,C) is an irreducible representation with finite im-
age such that po(ρ(T )) = 3. Then ρ is equivalent to ρ3,1,λ for some λ ∈ { e(1+2k)pii/6 | 0 ≤ k ≤ 5 }.
Proof: Let A = ρ(T ) and let λ ∈ spec(A). Since po(A) = 3, we know
that the other eigenvalue of A is either e2pii/3λ or e4pii/3λ. If it is e4pii/3λ, write
µ = e4pii/3λ, so that spec(A) can be written {µ, e2pii/3µ }. By the Tuba-Wenzl
classification, we see that µ6 + 1 = 0 so therefore ρ is equivalent to a represen-
tation of the form ρ3,1,λ where λ ∈ { e(1+2k)pii/6 | 0 ≤ k ≤ 5 }.
Lemma 4.1.12 Suppose ρ : Γ→ GL(2,C) is an irreducible representation with finite im-
age such that po(ρ(T )) = 4. Then ρ is equivalent to ρ4,1,λ for some λ ∈ { e(3+4k)pii/12 | 0 ≤ k ≤ 5 }.
Proof: Let A = ρ(T ). Similarly to the previous lemma, we can arrange is so
that spec(A) = {λ, iλ } for some λ satisfying λ6+i where λ ∈ { e(3+4k)pii/12 | 0 ≤ k ≤ 5 }.
Lemma 4.1.13 Suppose ρ : Γ→ GL(2,C) is an irreducible representation with finite im-
age such that po(ρ(T )) = 5. Then ρ is equivalent to ρ5,1,λ for some λ ∈ { e(9+10k)pii/30 | 0 ≤ k ≤ 5 }
or ρ5,2,λ for some λ ∈ { e(13+10k)pii/30 | 0 ≤ k ≤ 5 }.
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Proof: Let A = ρ(T ). Again applying the technique in the proof of Lemma
4.1.11, we can always arrange it so that spec(A) is of the form {λ, e2pii/5λ }
where λ satisfies λ6 + e4pii/5 = 0 or {λ, e4pii/5λ } for some λ such that λ6 +
e8pii5 = 0 and these exhaust all possibilities when po(A) = 5. Thus ρ is
equivalent to ρ5,1,λ for some λ ∈ { e(9+10k)pii/30 | 0 ≤ k ≤ 5 } or ρ5,2,λ for some
λ ∈ { e(13+10k)pii/30 | 0 ≤ k ≤ 5 }.
This in fact completely classifies all two-dimensional irreducible representations of Γ with
finite image, which we have summarized below.
Theorem 4.1.14 Suppose ρ : Γ → GL(2,C) is an irreducible representation with finite
image. Then ρ is equivalent to one of the representations in the conclusions of Lemmas
4.1.10, 4.1.11, 4.1.12, and 4.1.13.
Proof: Since ρ ◦ pi is an irreducible 2-dimensional representation of B3 with finite
image that factors through pi, we can apply Corollary 4.1.9. Then we see 2 ≤ po(ρ(T )) ≤
5, so that ρ must be equivalent to one of the representations in the four lemmas above.
4.1.2 Congruence kernels for two-dimensional representations
Now that we have a list of all relevant representations in dimension two, we can apply
Hsu′s work to decide which representations give rise to congruence subgroups. There
are essentially three cases: when the order of the image of σ1 is 2, 8, or even composite
but not a power of two. First, recall that 〈〈T 2〉〉 = Γ(2).
Proposition 4.1.15 If ρ is equivalent to one of ρ2,1,1 then ρ(T ) is of order 2 and ker ρ
is a congruence subgroup of level equal to the order of 2.
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Proof: If ρ is equivalent to ρ2,1,1 then the order of ρ(T ) is 2 and so ker ρ is
a congruence subgroup since Γ(2) is normally generated by T 2.
The other outlying case if when d = 8, considered below.
Proposition 4.1.16 If ρ is equivalent to one of ρ4,1,e3pii/12 or ρ4,1,e15pii/12 then the order
of ρ(T ) is 8 and ker ρ is a congruence subgroup of level equal to the order of 8.
Proof: If ρ is equivalent to one of ρ4,1,e3pii/12 , or ρ4,1,e15pii/12 then we can cal-
culate the order of ρ(T ) to be 8. Thus, by 3.3.11, we see ker ρ is a congruence sub-
group if (in the notation of 3.3.10) { (P8U5TU−1T )3, (TU−1T )−1P8(TU−1T )P8 } ⊆
ker ρ. Let us write A = ρ(T ) and B = ρ(U−1). Then in either case,
ρ(P8) = A
20B−f(8)A−4B = B1−f(8) = B−4 = −I,
so clearly (TU
−1
T )−1P8(TU
−1
T )P8 ∈ ker ρ. Finally we can compute
ρ((P8U
5TU
−1
T )3) = (B−1ABA)3 = (AB)3 = I
since ρ is a representation. Thus we see that the kernel of each of the represen-
tations above is a congruence subgroup of level 8.
The most encompassing case if when d is a composite integer that is not a power of 2.
This allows us to apply Proposition 3.4.3.
Proposition 4.1.17 Suppose ρ : Γ → GL(2,C) is an irreducible representation with
finite image such that the order of ρ(T ) is an even composite integer d that is not a
power of two. Then ker ρ is a congruence subgroup of level d.
Proof: By 4.1.14, ρ is equivalent to one of the representations in the con-
clusions of the four projective order lemmas above. Of those that map T to a
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matrix of even composite order which is not a power 2, we have recorded the data
in the hypothesis and conclusion of 3.4.3. In particular, in each case we see that
the kernel of the representation associated to each row is a congruence subgroup
of Γ. First, in the notation of Hsu’s theorem (3.3.10), we list the data for the
representations such that d divides 24, a is a multiple of r, 12a is a multiple of d,
3at(d) is a multiple of d and ρ(pd) is a central element of order at most 2, Then,
we can compute ρ((zw−1z)2) and ρ(pd(w5zw?1z)3) and compare the results, as
in the conclusion of 3.4.3.
r j λ d a 12a t(d) 3at(d) ρ(pd) ρ(zw
−1z)2 ρ(pdw5zw−1z)3
2 1 e2pii/6 6 4 48 2 24 I −I −I
2 1 e4pii/6 6 4 48 2 24 I −I −I
4 1 e7pii/12 24 16 192 2 96 −I I I
4 1 e11pii/12 24 16 192 2 96 −I I I
4 1 e19pii/12 24 16 192 2 96 −I I I
4 1 e23pii/12 24 16 192 2 96 −I I I
Next we list collect the data for the representations such that b is a multiple of
r, 12b is a multiple of d, and (17 − f(d))b is a multiple of d. We then compare
ρ((xy−1x)2) and ρ((y2x−t(d))3).
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r j λ d b 12b f(d) (17− f(d))b t(d) ρ(xy−1x)2 ρ(y2x−t(d))3
3 1 epii/6 12 9 108 1 144 2 −I −I
3 1 e3pii/6 12 9 108 1 144 2 −I −I
3 1 e5pii/6 12 9 108 1 144 2 −I −I
3 1 e7pii/6 12 9 108 1 144 2 −I −I
3 1 e9pii/6 12 9 108 1 144 2 −I −I
3 1 e11pii/6 12 9 108 1 144 2 −I −I
5 1 e9pii/30 20 5 60 1 80 3 −I −I
5 1 e39pii/30 20 5 60 1 80 3 −I −I
5 1 e19pii/30 60 45 540 1 720 8 −I −I
5 1 e29pii/30 60 45 540 1 720 8 −I −I
5 1 e49pii/30 60 45 540 1 720 8 −I −I
5 1 e59pii/30 60 45 540 1 720 8 −I −I
5 2 e3pii/30 20 5 60 1 80 3 −I −I
5 2 e33pii/30 20 5 60 1 80 3 −I −I
5 2 e13pii/30 60 45 540 1 720 8 −I −I
5 2 e23pii/30 60 45 540 1 720 8 −I −I
5 2 e43pii/30 60 45 540 1 720 8 −I −I
5 2 e53pii/30 60 45 540 1 720 8 −I −I
Thus we see each corresponding representation must have a kernel which is a
congruence subgroup of level d.
We can now piece together the three previous results to prove the following result.
Theorem 4.1.18 Suppose ρ : Γ → GL(2,C) is an irreducible representation with finite
image and let d be the order of ρ(T ). Then ker ρ is a congruence subgroup of level d.
Proof: If d is a composite integer that is not a power of 2, then by the above
proposition we see that ker ρ must be a congruence subgroup of level d. The only other
cases are when ρ is equivlanent to ρ2,1,1 or one of ρ4,1,±e3pii/12 but these representations
also have kernels that are congruence subgroup by 4.1.15 and 4.1.16.
As a corollary, we obtain our main result for two-dimensional representations of B3. First
we make a definition.
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Definition 4.1.19 Let ρ : G → GL(d,C) be a representation of a group G. Another
representation ρ′ is called a scaling of ρ there is some scalar θ ∈ C∗ so that for all g ∈ G
we have ρ′(g) = θρ(g). In this case we write ρ′ = θρ and we say a representation is
essentially finite if it has a scaling with finite image. Clearly if ρ is irreducible then so
is θρ for any θ.
We have:
Corollary 4.1.20 Suppose ρ : B3 → GL(2,C) is an irreducible representation with finite
image. Then there is a scaling ρ′ of ρ factoring through pi so that pi(ker ρ′) is a congruence
subgroup of Γ. In this case, pi(ker ρ′) is of level equal to the order of ρ′(σ1).
We can also apply our results to fusion systems and quantum representations.
Corollary 4.1.21 Let (L,⊗, F, R) be a braided 6j fusion system such that the R-symbols
are distinct roots of unity. Suppose for some labels i and k in L the map ρi,3,k is a
two-dimensional irreducible representation of B3. Then there is a scaling ρ of the rep-
resentation ρi,3,k of B3 so that pi(ker ρ) is a congruence subgroup equal to the order of
ρ(σ1).
Example 4.1.22 Let us revisit the two-dimensional representations from the
Ising fusion system. We have spec(ρσ,3,σ(σ1)) = { e−pii/8, e3pii/8 } and since −(e−pii/8e3pii/8)3 =
e7pii/4, we see that ρ3,σ,3 does not factor through pi. If θ is a 6
th root of e−7pii/4 then
θρ3,σ,3 does factor through pi. For example, take θ = e
pii/24. Then spec(θρ3,σ,3) =
{ e23pii/12, ie23pii/12 } so that θρ3,σ,3 is equivalent to ρ4,1,e23pii/12. Therefore the kernel
of θρ3,σ,3 is a congruence subgroup of level 24.
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4.2 Three-dimensional representations
The structure of this section mirrors the previous one. We first reduce the problem to
studying representations of Γ which we can then lift back to B3. We start with the
three-dimensional version of the TW classification.
Proposition 4.2.1 Let λ1, λ2, and λ3 be nonzero complex numbers. Then ρλ1,λ2,λ3 :
B3 → GL(3,C) given by
ρλ1,λ2,λ3(σ1) =

λ1 λ1λ3λ
−1
2 + λ2 λ2
0 λ2 λ2
0 0 λ3
 , ρλ1,λ2,λ3(σ2) =

λ3 0 0
−λ2 λ2 0
λ2 −λ1λ3λ−12 − λ2 λ1

defines a representation of B3.
Proof: This is again a straightforward calculation. Let
A =

λ1 λ1λ3λ
−1
2 + λ2 λ2
0 λ2 λ2
0 0 λ3

and
B =

λ3 0 0
−λ2 λ2 0
λ2 −λ1λ3λ−12 − λ2 λ1
 .
Then we can compute
ABA = (λ1λ2λ3)

0 0 1
0 −1 0
1 0 1
 = BAB
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so indeed ρλ1,λ2,λ3 is a representation.
Again we find that the set of eigenvalues of a three-dimensional irreducible representation
determines its equivalence class. Also, almost all choices of three non-zero complex
numbers produce an irreducible representation and there is a condition on the eigenvalues
to ensure the image of the representation is finite.
Theorem 4.2.2 ([TW01])
(i) Let N3 be the zero set of
{
λ2j + λkλ`
∣∣ { j, k, l } = { 1, 2, 3 } }. Then there is a bi-
jection between conjugacy classes of irreducible 3-dimensional representations of B3
and S3-orbits of C3 \N3.
(ii) Suppose ρ : B3 → GL(3,C) is irreducible and spec(ρ(σ1)) = {λ1, λ2, λ3 }. Then ρ is
equivalent to ρλ1,λ2,λ3. Furthermore, ρ factors through pi if and only if (λ1λ2λ3)
2 = 1.
The next step is to determine which eigenvalues correspond to representations with finite
image. Along with their result in dimension two, Rowell and Tuba also provided a
necessarily and sufficient conditions for a three-dimensional irreducible representation to
have finite image. Their result eliminates more degree of freedom and so we are able
to finally parametrize the space of representations that we are interested in. We will
only consider the situations described in (i) and (iii) below. Case (i) is analogous to the
scenario for two-dimensional irreducibles but the extra dimension allows for some more
freedom, demonstrated in cases (ii) and (iii).
Theorem 4.2.3 ([RT10]) Suppose ρ : B3 → GL(3,C) is an irreducible representation.
Write spec(ρ(σ1)) = {λ1, λ2, λ3 }. Then ρ(B3) if finite if and only if one of the following
occurs:
(i) λ1, λ2, and λ3 are distinct roots of unity and 3 ≤ po(ρ(σ1)) ≤ 5.
73
Congruence subgroups and low-dimensional representations of B3 Chapter 4
(ii) po(ρ(σ1)) = 7 and
1
λ1
spec(ρ(σ1)) is Galois conjugate to { 1, e2pii/7, e2piik/7 } for k = 3
or k = 5.
(iii) po(ρ(σ1)) > 5 and spec(ρ(σ1)) = {λ,−λ, µ } for some distinct roots of unity λ and
µ.
As a corollary we have:
Corollary 4.2.4 Suppose ρ : B3 → GL(3,C) is an irreducible representations with
finite image and 3 ≤ po(ρ(σ1)) ≤ 5. Then ρ is equivalent to ρλ,e2piij/rλe2piik/rλ where
r = po(ρ(σ1)), j, k ∈ Z×r are distinct, and λ satisfies
λ6 = e−4pii(j+k)/r. (4.2)
This gives us an explicit equation to work from to classify three-dimensional irreducible
representations with finite image that factor through pi.
Example 4.2.5 The three-dimensional representation ρG,3,G associated to the
D(S3) fusion system has spec(ρG,3,G(σ1)) = {±e4pii/3, e2pii/3 } so the above theo-
rems tells us that it has finite image and is irreducible.
4.2.1 More projective order lemmas
According to 4.2.3, we should consider those representations mapping σ1 to an element
of projective order between 3 and 5. Working in the other direction, if we let r be an
integer between 3 and 5, let j and k be distinct elements of Z×r , and λ a solution to
λ6 = e−4pii(j+k)/r
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then there is an irreducible representation ρλ,e2piij/rλe2piik/rλ and ρλ,e2piij/rλe2piik/rλ = ρr,j,k,λ◦pi
where ρr,j,k,λ : Γ → GL(3,C) is irreducible and has finite image. Thus, we will classify
the representations ρr,j,k,λ which then gives us a classification for the corresponding ir-
reducible representations of B3. We begin with the case of projective order equal to
3.
Lemma 4.2.6 If ρ : Γ→ GL(3,C) is an irreducible representation with finite image and
po(ρ(T )) = 3 then ρ is equivalent to ρ3,1,2,λ where λ ∈ { 1, e2pii/6 }.
Proof: Let A = ρ(T ). Since po(A) = 3 and the eigenvalues of A are
distinct, then spec(A) is necessarily of the form {λ, e2pii/3λ, e4pii/3λ } where λ6 =
1. However, to account for only distinct cases, we can take λ = 1 or λ = e2pii/6.
Here we continue with the case of projective order 4 or 5.
Lemma 4.2.7 If ρ : Γ→ GL(3,C) is an irreducible representation with finite image and
po(ρ(T )) = 4 then ρ is equivalent to ρ4,1,3,λ where λ ∈ { e2piik/6 | 0 ≤ k ≤ 5 }.
Proof: Let A = ρ(T ) and let spec(A) = {λ1, λ2, λ3 }. Since po(A) = 4 and
each of the λi are distinct, we can say without loss of generality that λ2 must
be either iλ1 or −iλ1. If it is −iλ1 then write µ = −iλ1 so that λ1 = iµ. Then,
renaming elements, we can say that spec(A) is of the form {µ, iµ, µ3 } and µ3
can be either −µ or −iµ. If it is −µ, then set η = iµ so that −µ = iη and
µ = −iη. Thus spec(A) = { η, iη,−iη } where µ satisfies η6 = 1 and therefore, ρ
is equivalent to one of the ρ4,1,3,λ for some λ ∈ { e2piik/6 | 0 ≤ k ≤ 5 }.
Lemma 4.2.8 If ρ : Γ → GL(3,C) is an irreducible representation with finite im-
age and po(ρ(T )) = 5 then ρ is equivalent to ρ is equivalent to ρ5,1,2,λ where λ ∈
{ e(4+5k)pii/15 | 0 ≤ k ≤ 5 } or ρ5,1,3,λ where λ ∈ { e(2+5k)pii/15 | 0 ≤ k ≤ 5 }.
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Proof: We can use the same technique as in the proof above so that spec(A)
is of the form {λ, e2pii/5λ, e4pii/5λ } or {λ, e2pii/5λ, e6pii/5λ }. Applying Corollary
4.2.4, we see that ρ is equivalent to ρ5,1,2,λ where λ ∈ { e(4+5k)pii/15 | 0 ≤ k ≤ 5 }
or ρ5,1,3,λ where λ ∈ { e(2+5k)pii/15 | 0 ≤ k ≤ 5 }.
4.2.2 Congruence kernels for three-dimensional representations
of small projective order
According to 3.3.11, whenever ρ is an irreducible representation of Γ with finite image
such that the order of ρ(T ) is an odd integer d, in order to show that ker ρ is a congruence
subgroup of level d, it is enough to show that (U2T−t(d))3 is in the kernel of ρ, where t(d)
is the multiplicative inverse of 2 modulo d. We shall use this line of reasoning for the
three following propositions, which consider the cases of d = 3, 5, or 15.
Proposition 4.2.9 If ρ : Γ→ GL(3,C) is equivalent to ρ3,1,2,1 then the order of ρ(T ) is
3 and ker ρ is a congruence subgroup of level 3.
Proof: We need to show that (U2T−2)3 is in the kernel of ρ. Equivalently, we
need to show that (B−2A−2)3 is the identity, where A = ρ(T ) and B = ρ(U−1).
Since the orders of A and B are both 3, we can rewrite (B−2A−2)3 as (BA)3
which is necessarily the identity since ρ is a representation.
Proposition 4.2.10 If ρ : Γ → GL(3,C) is equivalent to ρ5,1,2,e8pii/5 or ρ5,1,3,e4pii/5 then
the order of ρ(T ) is 5 and ker ρ is a congruence subgroup of level 5.
Proof: Similar to the above proof, we need only show that ρ(U2T−3)3 =
(B3A2)3 is the identity. This can be done explicitly, for example, with Mathe-
matica.
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Proposition 4.2.11 If ρ : Γ→ GL(3,C) is equivalent to ρ5,1,2,e4pii/15, ρ5,1,2,e14pii/15, ρ5,1,3,e2pii/15,
or ρ5,1,3,e22pii/15 then the order of ρ(T ) is 15 and ker ρ is congruence subgroup of level 15.
Proof: In each case we are to show that (U2T−8)3 maps to the identity. Let
A = ρ(T ) and B = ρ(U−1). Then ρ(U2T−8)3 = (B−2A−8)3 = (B3A2)3 since A5
and B5 are scalar matrices and of order 3. Then, again using Mathematica, we
can compute directly that in each case (B3A2)3 is the identity.
We can apply Proposition 3.4.3 to consider the case where d is an even composite integer
that is not a power of 2, which then exhausts the rest of possible representations with
projective order between 3 and 5.
Proposition 4.2.12 Suppose ρ : Γ → GL(3,C) is irreducible with finite image and
3 ≤ po(ρ(σ1)) ≤ 5 and let the order of ρ(T ) be an even composite integer d that is not a
power of 2. Then ker ρ is a congruence subgroup of level d.
Proof: We know that ρ is equivalent to one of the representations in the
conclusion of 4.2.6, 4.2.7, and 4.2.8. Of those that map T to a matrix of even
composite order which is not a power 2, we have recorded the data in the hypoth-
esis and conclusion of 3.4.3. In particular, in each case we see that the kernel of
the representation associated to each row is a congruence subgroup of Γ. First,
following our corollary to Hsu’s theorem (3.3.10), we list the data for the rep-
resentations such that d divides 24, a is a multiple of r, 12a is a multiple of d,
3at(d) is a multiple of d and ρ(pd) is a central element of order at most 2, Then,
we can compute ρ((zw?1z)2) and ρ(pd(w
5zw?1z)3) and compare the results, as in
the conclusion of 3.4.3.
r j k λ d a 12a t(d) 3at(d) ρ(pd) ρ(zw
−1z)2 ρ(pdw5zw−1z)3
4 1 3 e2pii/6 12 4 48 2 24 I I I
4 1 3 e4pii/6 12 4 48 2 24 I I I
4 1 3 e8pii/6 12 4 48 2 24 I I I
4 1 3 e10pii/6 12 4 48 2 24 I I I
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Next we list collect the data for the representations such that b is a multiple of
r, 12b is a multiple of d, and (17 − f(d))b is a multiple of d. We then compare
ρ((xy−1x)2) and ρ((y2x−t(d))3).
r j k λ d b 12b f(d) (17− f(d))b t(d) ρ(xy−1x)2 ρ(y2x−t(d))3
3 1 2 e2pii/6 6 3 36 1 48 2 I I
5 1 2 e9pii/15 10 5 60 1 80 3 I I
5 1 2 e19pii/15 30 15 180 1 80 8 I I
5 1 2 e29pii/15 30 15 180 1 80 8 I I
5 1 3 e7pii/15 30 15 180 1 80 8 I I
5 1 3 e17pii/15 30 15 180 1 80 8 I I
5 1 3 e27pii/15 10 5 60 1 80 3 I I
Thus we see each corresponding representation must have a kernel which is a
congruence subgroup of level d.
We can summarize the results of this section so far with the following result.
Theorem 4.2.13 Suppose ρ : Γ → GL(3,C) is an irreducible representation with finite
image such that 3 ≤ po(ρ(T )) ≤ 5 and let d be the order of ρ(T ). Then ker ρ is a
congruence subgroup of level d.
Proof: If d is a composite integer that is not a power of 2, then by the above propo-
sition we see that ker ρ must be a congruence subgroup of level d. The other possibility is
that ρ is equivalent to one of ρ3,1,2,1, ρ5,1,2,e8pii/5 , ρ5,1,2,e4pii/15 , ρ5,1,2,e14pii/15 , ρ5,1,3,e4pii/5 , ρ5,1,3,e2pii/15 ,
or ρ5,1,3,e22pi/5 , all of which have kernels that are congruence subgroups of level equal to
the order of the image of T by 4.2.9, 4.2.10, 4.2.11.
As a corollary, we obtain our main result concerning three-dimensional representations
giving rise to congruence subgroups.
Corollary 4.2.14 Suppose ρ : B3 → GL(3,C) is an irreducible representation with finite
image such that 3 ≤ po(ρ(σ1)) ≤ 5. Then there is a scaling ρ′ of ρ factoring through pi
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so that pi(ker ρ′) is a congruence subgroup of Γ. In this case, pi(ker ρ′) is of level equal to
the order of ρ′(σ1).
Again, we can apply this result to fusion systems and quantum representations.
Corollary 4.2.15 Let (L,⊗, F, R) be a braided 6j fusion system such that the R-symbols
are distinct roots of unity. Suppose for some labels i and k in L the vector space Vi,3,k is
a three-dimensional irreducible representation of B3 such that σ1 acts by an element of
projective order between 3 and 5. Then there is a scaling ρ of the representation ρi,3,k of
B3 so that pi(ker ρ) is a congruence subgroup equal to the order of ρ(σ1).
4.3 Non-congruence subgroups from finite braid group
representations
This section is devoted to providing a construction for an infinite family of non-congruence
subgroups of Γ associated to three-dimensional irreducible representations of B3. Our
strategy for this construction is again a consequence of the TW classification, the finite-
ness result of Rowell and Tuba, and Hsu’s generator theorem. More specifically, we will
provide an explicit family of irreducible three-dimensional representations ρα, each of
which factor through pi and whose images are all finite. However, we can show if dα is
the order of ρα(σ1) then the generating set Gdα is not contained in the kernel. In fact, we
will show that one of the elements of Gdα has an eigenvalue that is not equal to 1. Our
first easy lemma is more of an observation about a certain collection of three-dimensional
irreducible representations of B3.
Lemma 4.3.1 Let α = e2piij/r where r is an odd integer greater than 4 and j ∈ Z×r .
Then the representations ρα,−α,α−2 and ρα,−α,−α−2 of B3 factor through pi and have finite
image.
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Proof: Applying the Tuba-Wenzl classification, we see that since α(−α)(±α−2) =
∓1, the representations both factor through pi. Then we can apply the re-
sults from Tuba and Rowell to see that since spec(ρα,−α,±α−2(σ1)) is of the form
{λ,−λ, µ } for distinct roots of unity λ and µ, the image of both representations
must be finite. We can be sure that the spectrums consist of distinct elements
since r is odd and at least 5.
Now that we know ρα,−α,α−2 and ρα,−α,−α−2 for α = e2piij/r have finite image, we will
consider the image of [σr+11 , σ
−r
2 ] under these representations. Recall that pi(σ1) = T and
pi(σ2) = U
−1 so that pi([σr+11 , σ
−r
2 ] = [T
r+1, U r]. It will turn out that this is an element
of G2r with which we should be concerned.
Lemma 4.3.2 Let α = e2piij/r where r is an odd integer greater than 4 and j ∈ Z×r . Let
ρ be one of ρα,−α,α−2 or ρα,−α,−α−2. Then e−6piij/r ∈ spec(ρ([σr+11 , σ−r2 ])).
Proof:
First of all, since r is odd we can write
ρ([σr+11 , σ
−r
2 ]) = ρ(σ1)
r+1ρ(σ2)
−rρ(σ1)−(r+1)ρ(σ2)r
= ρ(σ1)
r+1ρ(σ2)
−(r−1)[ρ(σ2)−1ρ(σ1)2ρ(σ2)]−(r+1)/2ρ(σ2)r−1
and we claim that each of ρ(σ1)
r+1, , ρ(σ2)
r−1, and ρ(σ2)−1ρ(σ1)2ρ(σ2) each have
(0, 0, 1) as a left eigenvector. If this is the case, then call the corresponding eigen-
values λ1, λ2, λ3. The product ρ([σ
r+1
1 , σ
−r
2 ]) then has λ1λ2λ3λ
−1
2 = λ1λ3 as an
eigenvalue.
Now, by construction, the matrix ρ(σ1)
r+1 is upper triangular with bottom right
entry equal to (±α−2)r+1 = α−(2r+2) = α−2 since r is odd and αr = 1.
80
Congruence subgroups and low-dimensional representations of B3 Chapter 4
A straightforward calculation shows
ρ(σ2)
2 =

α−4 0 0
−α2 ± α−1 α2 0
0 0 α2

which we note is block diagonal, consisting of one 2×2 block and one 1×1 block.
Since r − 1 is even, we see ρ(σ2)r−1 also shares this block form. In particular,
(0, 0, 1) is also a left eigenvector of ρ(σ2)
r−1. Another calculation yields
ρ(σ2)
−1ρ(σ1)2ρ(σ2) =

α2 0 0
α2 ∓ α−1 α−4 −α2 ± α−1
0 0 α2

so again (0, 0, 1) is a left eigenvector of ρ(σ2)
−1ρ(σ1)2ρ(σ2) with corresponding
eigenvalue α2. Accordingly, we can be sure that ρ([σr+11 , σ
−r
2 ]) has (0, 0, 1) as a
left eigenvector with corresponding eigenvalue α−2(α2)−(r+1)/2 = α−3.
Lemma 4.3.3 Let r be an odd integer. Then the commutator [T r+1, U r] is an element
of Γ(2r).
Proof: This follows from either Hsu’s theorem or directly computing ele-
ments. Note that since r is odd, r + 1 is the unique integer taken modulo 2r
which is congruent to 0 modulo 2 and 1 modulo r. Therefore, Hsu tells us that
[T r+1, U r] is an element of G2r. Of course G2r ⊆ Γ(2r).
We can now collect the three lemmas above into our main theorems for this section,
which tells us about an association between irreducible representations of B3 and non-
congruence subgroups.
Theorem 4.3.4 Let α = e2piij/r where r is an odd integer greater than 4 and j ∈ Z×r . If ρ
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is equivalent to one of ρα,−α,α−2 or ρα,−α,−α−2 then pi(ker ρ) is a non-congruence subgroup
of Γ with geometric level 2r.
Proof: We know that ρ has finite image and factors through pi. Denote
by ρ¯ the induced representation of Γ. Since r is odd we can compute the order
of ρ¯(T ) to be 2r. Then by 3.3.11, we know that ker ρ¯ is a congruence subgroup
if and only if it contains Γ(2r). The above lemma tells us that Mr ∈ Γ(2r)
but we can compute ρ¯(Mr) = ρ([σ
r+1
1 , σ
−r
2 ]) which, by Lemma 4.3.2, has e
−6piij/r
as an eigenvalue. In particular, ρ¯(Mr) cannot be the identity matrix and so
Γ(2r) is not contained in the kernel of ρ¯. Thus we see that pi(ker ρ) = ker ρ¯ is a
non-congruence subgroup of Γ with geometric level equal to 2r.
Now we can lift this theorem to B3.
Theorem 4.3.5 Let ρ : B3 → GL(3,C) be an irreducible representation such that
spec(ρ(B3)) is of the form {λe2piij/r,−λe2piij/r, λe−4piij/r } or {λe2piij/r,−λe2piij/r,−λe−4piij/r }
for non-zero complex number λ, some odd integer r greater than 4 and j ∈ Z×r . Then
there is a scaling ρ˜ of ρ such that ρ˜ factors through pi and pi(ker ρ˜) is a non-congruence
subgroup of Γ.
Proof: Let α = e2piij/r. Then the representation λ−1ρ is equivalent to
ρα,−α,α−2 or ρα,−α,−α−2 , which, by the above theorem, has finite image, factors
thorugh pi, and has a kernel that projects onto a non-congruence subgroup of Γ.
Example 4.3.6 Let us again return to the representation ρG,3,G determined by
the D(S3) data. Recall that spec(ρG,3,G(σ1)) = { e4pii/3,−e4pii/3, e2pii/3 }. Rear-
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ranging, we can write
{ e4pii/3,−e4pii/3, e2pii/3 } = e−2pii/9 { e14pii/9,−e14pii/9, e8pii/9 }
so that e2pii/9ρG,3,G is equivalent to ρe14pi/9,−e14pii/9,e8pii/9. This spectrum is of the
form
{λe2piij/r,−λe2piij/r, λe−4piij/r }
with λ = e−2pii/9, r = 9, j = 7 so the kernel of e2pii/9ρG,3,G projects onto a non-
congruence subgroup of Γ of geometric level 18.
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Congruence anyons
5.1 Property F and the Property F conjecture
Let C be a strict premodular (or even just braided fusion) category with braiding c and let
Irr(C) = {X0 = I,X1, . . . , Xn } be a complete set of representatives of simple of objects
of C.
Definition 5.1.1 For each i and j we can write Xi ⊗ Xj ∼= ⊕X⊕N
k
ij
k . Then denote by
Ni the matrix with kj entry equal to N
k
ij. This is called the fusion matrix of Xi. Each
matrix Ni is nonnegative; that is, all of their entries are nonnegative.
The next theorem is very important in the theory of fusion categories. A proof can be
found in [Gan60].
Theorem 5.1.2 (Frobenius-Perron) Let A be a square matrix with nonnegative en-
tries. Then A has a nonnegative real eigenvalue λ(A) such that |λ(A)| ≥ λ for all
λ ∈ spec(A). If A is not nilpotent then λ(A) > 0.
This allows us to associate to each simple object in C a positive number. This gives us
a notion of dimension for each object.
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Definition 5.1.3 Let Irr(C) = {X0 = I,X1, . . . , Xn } be a complete set of representa-
tives of isomorphism classes of simple of objects of a fusion category C with respec-
tive fusion matrices Ni. For Xi ∈ Irr(C), let FPdim(Xi) = λ(Ni). This is called the
Frobenius-Perron dimension of Xi. Further define
FPdim(C) =
∑
X∈ Irr(C)
FPdim(X)2.
We say Xi is integral if FPdim(Xi) ∈ Z and we say Xi is weakly integral if FPdim(Xi)2 ∈
Z. We say C is (weakly) integral if each Xi is.
Proposition 5.1.4 ([EGNO16]) Let C be a fusion category and let Irr(C) be a complete
set of representative of isomorphism class of simple objects of C. If X ∈ Irr(C) then
FPdim(X) ≥ 1.
In particular, we see that FPdim(X) is nonzero whenever X is a simple object of a
fusion category C. When C is braided, a fascinating connection between the braid group
representations afforded by C and Frobenius-Perron dimensions has been observed. First,
we need another definition.
Definition 5.1.5 We say an object X has Property F if the image of ρX,n is finite for
all n. If i is the label in a braided 6j fusion system corresponding to the simple object X
then we say that i also has Property F.
Although is has not been proven in general, the following conjecture is true is all known
examples. This is perhaps one of the biggest open questions in the theory of fusion
categories.
Conjecture 5.1.6 ([NR11]) Let X be an object of a braided fusion category C. Then
X is weakly integral in and only if for each n the image of ρX,n is finite.
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In particular, evidence suggests that anyons corresponding to weakly integral simple
objects would never be able to provide a universal gate set and hence their braiding
alone cannot be used to achieve universal quantum computation. However, it is possible
to alter the gate set of a Property F anyon to achieve a universal gate set ([CHW15]).
5.2 Congruence anyons
Here we will define a special class of labels in a braided 6j fusion system.
Definition 5.2.1 Let i be a label with Property F. We say i is congruence type if
for all labels k such that Vi,n,k is nonzero, the representation ρi,3,k has the property that
any irreducible summand is either one-dimensional or can be scaled to be equivalent to
a representation whose kernel projects onto a congruence subgroup of Γ. Otherwise, we
say i is of non-congruence type. If a label is of congruence type then we will call it a
congruence anyon .
We are able to use our results from the earlier chapters to provide a sufficient condition
for a label to be congruence anyon.
Theorem 5.2.2 Let (L,×, F, R) be a braided 6j fusion system and let i ∈ L be a Property
F label. Suppose for all labels k and all irreducible summands ρ of ρi,3,k are either:
(a) one-dimensional,
(b) two-dimensional,
(c) or three-dimensional and 3 ≤ po(ρ(σ1)) ≤ 5.
Then i is congruence type.
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Proof: If every irreducible summand of ρi,3,k satisfies one of the three
conditions above, then it follows from the definition of congruence type label
and Theorems 4.1.20 and 4.2.14 that i is a congruence type label.
Example 5.2.3 Let L = { 1, σ, ψ } be the Ising fusion system. Then
Vσ,3,x ∼=

C2 if x = σ.
0 otherwise.
We know that some scaling of ρσ,3,σ is irreducible and its kernel projects onto a
congruence subgroup of Γ. Therefore, σ is a congruence anyon.
We can also identify one case where we can be sure that a label is of non-congruence
type.
Theorem 5.2.4 Let (L,⊗F,R) be a braided 6j fusion system and let i ∈ L be a Property
F label. Suppose for some k ∈ L, there is an irreducible summand ρ of ρi,3,k so that
spec(ρ(σ1)) is of the form
λ { e2piij/r,−e2piij/r, e−4piij/r }
or
λ { e2piij/r,−e2piij/r,−e−4piij/r } .
Then i is of non-congruence type.
Proof: If spec(ρ(σ1)) is of one of the above forms, then by Theorem 4.3.5,
we see that some scaling of ker ρ projects onto a non-congruence subgroup of Γ.
In particular, i is of non-congruence type.
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Example 5.2.5 Consider the label G from the D(S3) fusion system. We com-
puted spec(ρG,3,G(σ1)) = e
−2pii/9 { e14pii/9,−e14pii/9, e8pii/9 } and ρG,3,G is irreducible
so we see that G a non-congruence anyon.
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Further directions and applications
In this last chapter we will discuss some variations on the problem we discussed and
somepossible applications in other fields.
6.1 Congruence subgroups of mapping class groups
In chapter 4, we saw that the direct analogue of the Ng-Schauenberg Theorem for B3 is
not true. One remedy for this could be to adjust our notion for congruence subgroups of
B3. This definition relied on being able to pull back congruence subgroups of SL(2,Z)
to B3 and the definition of congruence subgroups of SL(2,Z) rely on its description as
a matrix group, rather than as the mapping class group of a surface. Generalizations of
congruence subgroups to other mapping class groups are discussed in [Sty18] and [FM11].
Perhaps it would be possible to find “the correct” version of the NS Theorem for the braid
groups using the definitions from these other sources.
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6.2 Vector-valued modular forms
Representations of Γ are a main ingredient in the theory of vector-valued modular forms.
It would be interesting to understand what role of the congruence subgroup property of
B3 discussed in this work plays in the theory of vector-valued modular forms. Let H be
the upper-half plane.
Definition 6.2.1 Let ρ : SL(2,Z)→ GL(d,C) be a function and w ∈ C. We call the pair
(ρ, w) an admissible multiplier system of rank d if ρ(I2) is the identity, e
−piiwρ(−I2)
is the identity, and the associated automorphy factor ρ˜ determined by
ρ˜w(γ, τ) = ρ(γ)(cτ + d)
w
for γ ∈ SL(2,Z) and τ ∈ H satisfies
ρ˜w(γ1γ2, τ) = ρ˜w(γ1, γ2 · τ)ρ˜w(γ2, τ)
for all γ1, γ2 ∈ SL(2Z) and τ ∈ H. In this case, we call w the weight and ρ the mul-
tiplier of the system. Equivalently, (ρ, w) is admissible if there exists a representation
ρˆ : B3 → GL(d,C) such that ρˆ(σ1σ2)3 = epiiwI.
One can then define a vector-valued modular form for the multiplier system (ρ, w).
Definition 6.2.2 Let (ρ, w) be an admissible multiplier system of rank d. A function
X : H→ Cd is called a vector-valued modular form of weight w with multiplier ρ if
X(γτ) = ρ˜w(γ, τ)X(τ)
for all γ ∈ SL(2,Z) and τ ∈ H and each component function Xi is meromorphic on H.
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Then there are two ways in which to investigate the connections between VVMF and
quantum representations of B3. We have parametrized possible multipliers for rank 2
and 3 multiplier systems. One could study the different properties of VVMFs associated
to multipliers with congruence and non-congruence subgroups as kernels. In another
direction, each the representations we considered in this work give rise to finite index
subgroups of Γ. Similar to the classical case, there is a theory of vector-valued modular
forms for subgroups of Γ and this theory splits naturally into the case of a congruence
or non-congruence subgroup.
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