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Abstract
Detecting an extremely small object in a image has always been an important prob-
lem. The problem of detecting an object with circular Point Spread Function (PSF)
in a focal plane array (FPA) obtained by imaging sensors has several engineering
applications. In a recent work, the maximum likelihood (ML) detector was derived
for image observations that were corrupted by Gaussian noise in each pixel. The pro-
posed ML detector is optimal under the assumption that the FPA contains a circular
object that has its signal intensity spread in multiple image pixels in the form of a
Gaussian point spread function (PSF) with known standard deviation. The efficiency
of estimation is validated by comparing it with Cramér Rao Lower Bound (CRLB).
In this thesis, we develop an approach to estimate the PSF’s covariance, noise covari-
ance, and total energy of the signal. In this thesis, we generalize these results to a
generic (elliptical) PSF.
We applied the proposed method on a real-world application, eye tracking. Eye
tracking is emerging as an attractive method of human computer interaction. In the
last project included in this thesis, we consider the problem of eye gaze detection based
on embedded cameras such as webcams. Unlike infrared cameras, the performance
of a conventional camera suffers due to fluctuations in ambient light. We developed
a novel approach to improve performance. Further, we implemented our proposed
ML approach to detect the center of the iris and showed it to be superior to existing
approaches. Using these approaches, we demonstrate an eye gaze estimation approach
using the embedded webcam of a laptop.
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1.1 Background about Detecting Extremely Small
Object
Detection and tracking of objects in images and videos has been an important and
exciting subject for researchers. Due to the importance of this research in wide-
ranging applications in computer vision, biomedical systems, autonomous systems,
and robotics benefit from the research of detection and tracking of objects in video.
In this thesis, we consider a specific branch of this research domain where the
targets are assumed to be fully describable using a Gaussian point spread function
(PSF). In the remainder of the chapter, we provide a brief introduction to each
remaining chapter in this thesis.
1
1.2 Estimation and Detection of Extremely Small
Objects with Circular and Elliptical Point Spread
Function Using Maximum Likelihood Method
In the second and third chapters, we consider the problem of detecting an object and
estimating its location with circular and elliptical PSF. There are several engineering
applications that need this type of object detection. One of the most important one
is biomedical engineering in which, the objective is to detect malignant features and
other useful health indicators from various types of imaging observations, such as
X-rays, ultrasound images, and mammograms [3, 5, 12,14,16,22,25].
Autonomous vehicle systems have seen lots of progress in recent years. One of the
goals in this application would be detecting circular objects, such as traffic lights [11].
Since the eye can be considered as a circular or elliptical shape, we can extend
the applications of object detection for object with circular PSF to eye detection and
tracking application [4, 18].
Furthermore, monitoring bird migration [6,13] can be a new application for these
studies. Some other applications of image based object detection include detecting
and tracking astroids or any other astronomical object [7] and optical surveillance [?].
There are two common important approaches for object detection which are
matched filtering [1, 17, 20] and template matching [2, 10]. Also there is another
powerful approach which uses Machine Learning that can easily detect any objects
on an image but is not sufficiently accurate.
In estimation and detection, there is an observation and a model which is the
shape of the object. Then, usually by applying an estimation method such as Max-
imum Likelihood (ML), Least Square (LS), Minimum Mean Square Error(MMSE),
Maximum A Posteriori(MAP) and etc., on the model, parameters can be estimated.
In this thesis, we solve the problem of location estimation and object detection, using
2
the ML approach. In tracking, based on the estimated location in previous frames,
we can track object and even predict their next location.
To understand the ML method better we need to explain it from a probability
aspect. The ML method is useful when we have enough information about the obser-
vation, model of the object and noise distribution. In estimation problems, we assume
the observation is comparable with summation of template (PSF) and noise. We need
to know PSF of the object which basically is the model we use as our object. The
next step would be writing the likelihood function based on these three parameters
as
Λ(x) = p(z|x) (1.1)
where Λ is the likelihood function, z is an observation and x is the given pararme-




and p(z|x) can be calculated in different ways. One way is to use noise distribution.
In our problem we assumed the noise is zero- mean which has gaussion distirbution.
The next project is to generalizing the estimation for an object which a generic
point shape which is an ellipse. But why it should be important? When cameras take
pictures, if the object or camera is moving fast, a circle shape can be transformed
into an ellipse shape which is a deformed version of the actual object. In this case,
we need to change our assumption from a circular object to an elliptical object to
have better location estimation. Formulating this problem would be similar to the
previous problem.
3
1.3 Eye-gaze Estimation Using the Maximum Like-
lihood Method
In case of object detection, there has been a powerful tool which can detect compli-
cated objects with high probability. This tool, which is known as Machine Learning,
uses collected datasets and train a model to predict new objects based on the training
phase. Deep learning is a subset of machine learning in artificial intelligence (AI) that
has networks capable of learning unsupervised(non-pre-labled data) from data that
is unstructured or unlabeled. In detecting very small objects, there is no need to use
Machine/Deep Learning which requires a GPU and specially a training phase that
can take hours or even days. Estimation and detection of point objects can be done
easily by estimation methods by considering the probability of observation based on
the assumed model for object’s PSF.
In the fourth chapter, we consider the problem of eye-gaze detection and estima-
tion. Eye-gaze detection and estimation is emerging as an important tool in many
applications, such as, autonomous vehicles, marketing, analytics, medical and psy-
chology. Autonomous vehicles need to detect every object around the vehicle and
move based on the predictions obtained by observation from sensors and cameras,
an eye tracking has been used for driver fatigue detection [?,?,?]. Marketing would
be another important application of eye tracking. Eye tracking in marketing area
is helpful in enhancing user experience [?, ?, ?]. Eye gaze tracking was found to be
a great tool in medical applications [?, ?] and psychological studies [?] in order to
collect data and analyze human behaviour.
After we accomplished location estimation for these types of objects, we tested
our proposed method on an important application to see the performance. We can
assume the eye (i.e. the iris) a circular object, so we applied the ML approach on
the eye-tracking problem. We proposed a template matching method using a general
template to detect face and eye regions. Then we applied the ML method on the
4
detected eye image and estimated the location of the center of the iris. Eye tracking
and eye gaze operations were achieved by detecting the center of the iris in each
frame.
1.4 Organization of the Thesis
This thesis is structured according to the manuscript format with with some minor
modifications compared to the traditional format. The chapters consist of manuscripts
previously written and submitted/published by the author, with first authorship and
explanations about how they are connected to each other. Chapters 2, 3 and 4 are
included in this thesis as written at the times of their submissions, with minor al-
terations to the format and slight modifications to the content in order to maintain
a cohesive thesis structure. As prescribed by the manuscript format, abstracts have
also been omitted.
While a traditional thesis commonly contains a general literature review and prob-
lem statement, and since each chapter has it’s own literature review, these sections
have been omitted from the introduction. Each chapter will provide a literature
review and a problem statement in its introduction which serve the purpose of fa-
miliarizing the reader with both the context of the research and relevant literature.
To include a general literature review and problem statement in this thesis would
introduce unnecessary redundancy.
The remainder of this thesis is organized as follows: Chapter 2, presents a Max-
imum Likelihood approach to estimate the circular object’s properties and to detect
the object in a focal plane array (FPA), which is a type of image obtained by sensors.
The ML approach is shown to minimize the location estimation error. The Cramér
Rao Lower Bound (CRLB), the lowest estimation error variance, is also calculated
and was compared to the root mean square error (RMSE) of the simulated estima-
tions which validates the efficiency of this approach. In this chapter, all auxilliary
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parameters related to the object that were assumed as given in the beginning of the
project, were estimated.
Chapter 3, is a solution to the same problem when the object is considered to have
an elliptical shape. The location of the object is estimated using the ML approach.
The CRLB is calculated once more because of the changes to the shape of the object.
Additionally, in the simulation section, by comparing CRLB to RMSE of simulated
estimations, it is shown that the ML approach is efficient.
In Chapter 4, the ML approach is applied to a real world application which is eye-
gaze detection and eye tracking. Face and eye regions are detected using a template
matching method. Then, the ML approach is applied on the eye image to estimate
the location of the center of the iris. We proposed an algorithm to obtain the eye
gaze from the estimated location of the iris. The results are compared to the previous
methods for this application.
Moreover, Chapter 5 details some possible future work. It is shown that we can
estimate the auxilliary parameters for generic (elliptical) object as well. Also in
eye gaze detection, we want to compare the results and time complexity of template
matching method plus ML approach with deep learning approaches. Finally, Chapter
6 concludes this thesis.
1.5 Bibliography
[1] “Consumer neuroscience: Assessing the brain response to marketing stimuli using
electroencephalogram (eeg) and eye tracking,” Expert Systems with Applications,
vol. 40, no. 9, pp. 3803 – 3812, 2013. pages 4, 60, 81
[2] B. Balasingam, Y. Bar-Shalom, P. Willett, and K. Pattipati, “Maximum likeli-
hood detection on images,” in International Conference on Information Fusion,
2017, pp. 1–8. pages 36, 37, 38, 43, 44, 45, 48
6
[3] Y. Bar-Shalom, H. Shertukde, and K. Pattipati, “Use of measurements from an
imaging sensor for precision target tracking,” IEEE Transactions on Aerospace
and Electronic Systems, vol. 25, no. 6, pp. 863–872, 1989. pages 2, 12, 35, 36
[4] R. Brunelli, Template matching techniques in computer vision: theory and prac-
tice. John Wiley & Sons, 2009. pages 2, 12, 36
[5] P. Chatelain, H. Sharma, L. Drukker, A. T. Papageorghiou, and J. A. Noble,
“Evaluation of gaze tracking calibration for longitudinal biomedical imaging
studies,” IEEE Transactions on Cybernetics, pp. 1–11, 2018. pages 4, 60
[6] H.-D. Cheng, X. Cai, X. Chen, L. Hu, and X. Lou, “Computer-aided detec-
tion and classification of microcalcifications in mammograms: a survey,” Pattern
recognition, vol. 36, no. 12, pp. 2967–2991, 2003. pages 2, 11, 35
[7] A. Czajka, “Pupil dynamics for iris liveness detection,” IEEE Transactions on
Information Forensics and Security, vol. 10, no. 4, pp. 726–735, April 2015. pages
2, 11
[8] W. R. Davis, B. B. Kosicki, D. M. Boroson, and D. Kostishack, “Micro air
vehicles for optical surveillance,” Lincoln Laboratory Journal, vol. 9, no. 2, pp.
197–214, 1996. pages 2, 36
[9] M. Egmont-Petersen and T. Arts, “Recognition of radiopaque markers in X-ray
images using a neural network as nonlinear filter,” Pattern Recognition Letters,
vol. 20, no. 5, pp. 521–533, 1999. pages 2, 11, 35
[10] S. A. Gauthreaux and J. W. Livingston, “Monitoring bird migration with a
fixed-beam radar and a thermal-imaging camera,” Journal of Field Ornithology,
vol. 77, no. 3, pp. 319–328, 2006. pages 2, 11, 36
7
[11] P. S. Gural, J. A. Larsen, and A. E. Gleason, “Matched filter processing for
asteroid detection,” The Astronomical Journal, vol. 130, no. 4, p. 1951, 2005.
pages 2, 11, 35
[12] T. E. Hutchinson, K. P. White, W. N. Martin, K. C. Reichert, and L. A. Frey,
“Human-computer interaction using eye-gaze input,” IEEE Transactions on Sys-
tems, Man, and Cybernetics, vol. 19, no. 6, pp. 1527–1534, Nov 1989. pages 4,
60
[13] F. Lamberti, A. Sanna, and G. Paravati, “Improving robustness of infrared tar-
get tracking algorithms based on template matching,” IEEE Transactions on
aerospace and electronic systems, vol. 47, no. 2, pp. 1467–1480, 2011. pages 2,
12, 36
[14] J. Levinson, J. Askeland, J. Dolson, and S. Thrun, “Traffic light mapping, lo-
calization, and state detection for autonomous vehicles,” in 2011 IEEE Interna-
tional Conference on Robotics and Automation, May 2011, pp. 5784–5791. pages
2, 11
[15] H. Li, K. R. Liu, and S.-C. Lo, “Fractal modeling and segmentation for the
enhancement of microcalcifications in digital mammograms,” IEEE transactions
on medical imaging, vol. 16, no. 6, pp. 785–798, 1997. pages 2, 11, 35
[16] F. Liechti, B. Bruderer, and H. Paproth, “Quantification of nocturnal bird migra-
tion by moonwatching: Comparison with radar and infrared observations (cuan-
tificación de la migración nocturna de aves observando la luna: Comparación con
observaciones de radar e intrarrojas),” Journal of Field Ornithology, pp. 457–468,
1995. pages 2, 11, 36
[17] C. Liu, Y.-L. Liu, E. P. Perillo, A. K. Dunn, and H.-C. Yeh, “Single-molecule
tracking and its application in biomolecular binding detection,” IEEE Journal
8
of Selected Topics in Quantum Electronics, vol. 22, no. 4, pp. 64–76, 2016. pages
2, 11, 35
[18] A. Oliver, J. Freixenet, J. Marti, E. Pérez, J. Pont, E. R. Denton, and R. Zwigge-
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Chapter 2
Maximum Likelihood Detection in
Focal Plane Arrays
2.1 Introduction
Detection of circular point objects on image observation has several scientific and engi-
neering applications in biomedical systems, autonomous vehicle systems, eye tracking
and robotics [14, 15, 24, 30, 32]. One of the important engineering applications is in
biomedical engineering wherein the objective is to detect malignant features and other
useful health indicators from various types of imaging observations, such as X-rays,
ultrasound images, and mammograms [8, 10, 18, 20, 25, 31, 35]. In autonomous vehi-
cles systems, one of the goals is detecting circular objects, such as traffic lights [?],
Other applications of image-based detection include astronomical object detection
and tracking that has a circular shape in the observations [13], because of the long
distance between the observed objects and the camera. Even small error in estima-
tion of its location can cause a huge difference. Eye tracking and Iris detection can
also be assumed an important application of circular object detection and tracking in
which iris is defined as a circular shape [?,?]. It can also be used in monitoring bird
migration [12,19].
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Two common important approaches for point object detection are matched filter-
ing [5, 27,29], and template matching [7, 17].
Several existing applications employ Gaussian PSF to model the observations of
circular objects though imaging sensors. All of these approaches suffer from the fact
that they are unable to provide sub-pixel accuracy for an extremely small object and
neither are they able to offer other insights on achievable error bounds and pixel
design.
The contributions of this chapter are summarized below:
1. Introduction of an iterative covariance of PSF estimator for a unkown object in
FPA. We derived an estimation to predict the covariance of an object’s PSF by
using Newton-Ralphson iterations.
2. Introduction of an noise covariance and total signal energy estimator for a un-
known object in FPA. We derived an estimate to predict the noise covariance
and total signal energy.
3. Introduction of an iterative ML detector of a object with unknown signal strength
in FPA. For objects with unknown total signal intensity, an iterative ML detec-
tor is derived for joint estimation of total signal intensity and object location.
The rest of this chapter is organized as follows: in Section 3.2, the circular object
observation model on imaging sensors is defined. The proposed maximum likelihood
detector (MLD) is derived in Section 3.3. the auxiliary parameters estimation are
derived in 2.4. Simulation results are provided in Section 3.4, and the chapter is
concluded in Section 3.5.
2.2 Signal Model
First, it is needed to assume a circular object which is present at x = [x, y]T int the
focal plane array (FPA) / image, the following point spread function (PSF) describes
12
the density of energy at any given circular ξ = [ξ, η]T of the FPA






(ξ − x)TΣ−1PSF(ξ − x)
}
(2.3)
where it is assumed that the covariance matrix of the point spread function is ΣPSF.





where it is assumed that the variance σ2PSF of the point spread function is the same
in both directions of the FPA. The PSF in (4.116) reduces to













center of  
pixel (i,j) 
Figure 2.1: Geometry of a 3×3 FPA. In this project, we assume that the width of
the pixel separator is negligible. The unit of a is assumed to be in micropixels (µp).
Now, let us assume that the FPA is divided into Lx × Ly square pixels or cells of
dimension a × a (see Figure 2.1 for an example with Lx = Ly = 3). The fraction of
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≈ a2f(xi,j; x) (2.6)
where xi,j = [xi,j, yi,j]
T is the center of the (i, j)th pixel.
Assuming the total signal energy of the object as α, the measured signal energy
in the (i, j)th pixel is given by
zi,j = αa
2f(xi,j; x) + ni,j (2.7)
where, with α the total signal intensity, the noise ni,j in each pixel is assumed zero-





i.e., proportional to the pixel area.
For all the LxLy observations in the FPA, the measurement model in (2.7) can be
written in matrix form as
Z = αa2P(x) + N (2.9)
where the (i, j)th element of the Z,S and N and are given by zi,j,Pi,j(x) = fi,j(x)
and ni,j, respectively.
The SNR is defined to be the ratio between the peak energy of the object and one












In this chapter, we will adopt the same definition for signal-to-noise ratio.
Next, we formulate the problem of object-location estimation and derive the
CRLB.
2.3 Maximum Likelihood for Point-Object Detec-
tion
Given the observed signal intensity at the (i, j)th pixel, the likelihood function is given
by
p(zi,j|x) = N (zi,j − a2αf(xi,j; x); 0, σ2n) (2.12)
Hence, the maximum likelihood estimate of the object position is given by









N (zi,j − a2αf(xi,j; x); 0, s2na4) (2.14)
2.3.1 Derivation of CRLB
The derivation of the CRLB is presented in Appendix ??. Accordingly, the covariance














where J is the Fisher information matrix (FIM). Accordingly, the CRLB in each








In light of the definition of PPSNR in the previous section, it can be noticed that














It is very intuitive that σCRLB is proportional to a, since the increase of pixel width,
a, compromises the detection accuracy. Also, it can be noticed that σCRLB increases
with the decrease of PPSNR.
Figure 3.8 shows CRLB against PPSNR.






































Figure 2.2: CRLB against PPSNR. It must be noted that normalized CRLB is
unchanged regardless of the values of the standard deviation of the (Gaussian) signal
spread σPSF and total energy of the signal α.
It is also insightful to derive the SNR at the ideal matched filter output. First,
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the matched filter is defined as
fMF = f(ξ, η|x, y) (2.18)
The object-due energy at the matched filter output is
ET = αa2
∫ ∫

















Now, the SNR at the matched filter output is given as






≈ PPSNR + 5 (for σPSF = 1) (2.21)
Remark: It is misleading to view σPSF as an advantage towards the MF-gain. The
role of σPSF should be viewed in full context: it is inversely proportional to PPSNR
(see (3.68)) and it is proportional to MF-gain.
2.3.2 Approaches for Obtaining The Maximum Likelihood
Estimate
2.3.2.1 Newton’s Approach
In this subsection, we present an approach for the optimization of (4.118) through
the following two steps:





i ∈ [1, . . . Lx]a, j ∈ [1, . . . Ly]a a grid search gives good initial circular x(κ) =
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[xi,j, yi,j]
T for the next step.
x̂grid = arg max
x∈xgrid
Λ(x) (2.22)
2. Newton’s Refinement. This step starts from x̂(κ) ← x̂grid and iteratively com-
putes




≤ σCRLB + ε (2.24)
where ‖·‖2 indicates 2-norm, σCRLB is given in (3.74) and









are the gradient and Hessian for which the exact expressions can be found in
Appendix ??.
2.3.3 Hypothesis Test for Object Acceptance
Given the MLE of x, x̂ML, the objective is to test the following hypotheses
H1 = There is a object present in the FPA and
x̂ML is its location (2.27)
H0 = No object is present (2.28)
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j=1N (zi,j − a2αf(xi,j ; x̂ML); 0, σ2n)∏Lx
i=1
∏Ly
j=1N (zi,j ; 0, σ2n)
(2.29)









































The condition for object detection is
lnTH1|H0 > ρMLD (2.31)



















































= 0.08 (when σPSF = 1) (2.34)
and when the hypothesis H0 is true, the LLR reduces to
LLR0(x̂ML) ≈ 0 (2.35)
It must be noted that (2.34) and (2.35) are true regardless of the SNR or the size
of the image. The distributions of LLR1 and LLR0 are not Gaussian [?], as such, a
more theoretical analysis of the detection rule is deferred to a future discussion. In
this project, we resort to a Monte-Carlo simulations based approach, which allows to
select a detection threshold at a certain PPSNR for various operating conditions that
are defined in terms of the probability of detection (PD) and the probability of false
alarms (PFA). In Section 3.4, tabulated values of the detection thresholds are given
for various operating conditions.
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where one can notice that the left hand side is the match filter (MF) output. Hence,
given the maximum likelihood estimate, the hypothesis test for reduces to MF detec-
tion. However, it must be kept in mind that the distribution of the MF output is not
Gaussian, as such the optimal receiver operating characteristic (ROC) curves cannot
be readily computed. In this project, the ROC curves are demonstrated through
Monte-Carlo simulations in Section 3.4.
2.3.4 Evaluating PD and PFA
ROC curves can be defined as the curves of probability of detection vs probability
of false alarm. Probability of detection is the probability which the algorithm and
hypothesis test is able to detect object correctly, and probability of false alarm is
probability that the algorithm assumed it is object according to hypothesis test but
it actually is not. First, we would derive the probability of detection and false alarm.
Theoretically evaluation of probabilty of detection (PD) and Probability of false alarm
(PFA) are objected in this section. For a circular x = (x, y) at FPA, the density of

































where θ = {ξ,ΣPSF} and Φ is the standard one-dimensional (1-D) Gaussian CDF.
In [28], a test statistic T is defined which under condition H1, would be
T(Z) = P(x|θ̂)Z = P(x|θ̂)(αa2P(x|θ) + N) (2.38)
Then, by using this approximation
P(x|θ̂) = P(x|θ) +4θ(∇θP(x|θ)T ) (2.39)
T(Z) would be extended to
T(Z) = αa2P(x|θ)TP(x|θ) + P(x|θ)N
+ αa24θ(∇θP(x|θ)T )P(x|θ) +4θ(∇θP(x|θ)T )N
(2.40)
As it is proved in [28], (∇θP(x|θ)T )P(x|θ) would be 0.













R(θ) = αa2P(x|θ)TP(x|θ) (2.42)
PD would be







Similar to PD, PFA would be evaluated under condition H0 as
T(Z) = P(x|θ̂)N (2.44)
Thus, by finding µFA and σ
2
FA as













In simulation section, we conduct simulations based on Monte-Carlo simulations,
which assists to select a detection threshold at a certain PPSNR for various operating
conditions that are defined in terms of the probability of detection (PD) and the
probability of false alarms (PFA). Theoretical and Simulated ROC curves is compared
in 2.5.5.
2.4 Estimating The Auxiliary Parameters
The MLD in the previous section was derived under the assumption that the following
auxiliary parameters are known at the receiver.
 Total signal energy α
 Standard deviation of the noise σn
 The variance of the point spread function σPSF
All three parameters above depend on the application and it is reasonable to assume
their knowledge. For example, the total signal energy can be set to α = 1 after
normalizing the image with respect to the accumulated photons from all the pixels in
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the image frame; the standard deviation of the noise, σn, can be obtained by taking
the sample variance of the de-meaned image frame when there is no object is present;
and the standard deviation of the point spread function, σPSF can be set based on
the nature of the object being sought on the image frame. However, in the absence of
such knowledge, the measures described in this section can be employed to estimate
them.
2.4.1 Total Signal Energy Estimation
The log-likelihood function in (4.119) can be further simplified as















which can be written in the form of






























Hence, the estimate of α, the total signal intensity, is


























where the quantities p and q are defined in (2.49) and (2.50), respectively.
Remark: An initial value for x can be obtained by normalizing the energy of the
entire FPA data to unity and then by following the ML approach in Section 3.3.2
while setting α = 1.
2.4.2 The Noise Covariance Estimation
Let us again start with the log-likelihood function in (4.119)















The derivative of ln Λ(α; Z) with respect to σn is given by























(zi,j − αa2f(xi,j|x))2 (2.55)
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2.4.3 The Point Spread Function Covariance Estimation
Let us again start with the log-likelihood function in (4.119)















The derivative of ln Λ(α; Z) with respect to σPSF is given by























































We need to find the second derivation of the likelihood function in respect to PSF
covariance as



















































Then, we need to use Newton-Ralphson iterations to estimate covariance of the
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point spread function. We need to initialize covariance of the point spread function.
2.5 Simulation Results Using Simulated Data
In this section, we demonstrate the results of our location estimation using Maximum
Likelihood Estimator, PSF covariance estimation, noise covariance estimation and
object’s energy estimation.
2.5.1 Maximum Likelihood Estimator (MLE)
In this step, iterative MLD was implemented on the observations generated by 1000
Monte Carlo runs, to obtain estimated location of the object. In Figure 2.6, the
estimation was made for object’s with covariance of 1. We show the estimation is
efficient by comparing the Root Mean Square Errors (RMSE) with Cramer Rao Lower
Bound (CRLB). In 2.6, in high PPSNRs as expected we have perfect estimation which
the RMSE of location estimation is matched fully with the CRLB values. Although
in low PPSNRs, it is shown that estimation is less efficient and has a small difference
with complete effieceny.
2.5.2 Total Energy Estimation
In Fig 2.4, in higher PPSNRs we have better estimation of total energy. Also in very
low PPSNRs we have less than 3% error.
2.5.3 Point Spread Function Covariance Estimation
As it is formulated in 2.59, using iterative Newton-Ralphon method, we compared the
estimated value with the ground truth using 1000 Monte-Carl runs. The experiments
were done on three cases:
 σPSF = 0.8
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 σPSF = 1
 σPSF = 1.8
The initial guess in Newtone-Ralphson method of this iterative estimation for σPSF
was 1. It is the reason of having the most accuracte estimation in case σPSF = 1. In
other cases, we had sufficient accuracy in estimation even in low PPSNRs (PPSNR
= -10dB). The results are demonstrated in Fig 2.5.
2.5.4 Noise Covariance Estimation
As it is formulated in 2.55, we had our experiment on 100 Monte-Carlo runs and then
compared the estimated value with the ground truth which as it is shown has a small
error in estimating noise covariance.
2.5.5 ROC Curves
Comparison of theoretical ROC curves and simulated ROC curves. In this simulation
1000 Monte-Carlo runs were performed and PPSNR was set to -10, -5. As expected,
we have more confident detections in higher PPSNRs.
2.6 Discussion and Conclusions
In this chapter, the problem of detection and estimating the location and PSF co-
variance of a circular object in a FPA using the Maximum Likelihood method was
targeted. The process of finding the location and PSF covariance was conducted using
the Newton-Ralphson iterative method. We derived the CRLB, and in the simulation
section, through 1000 Monte-Carlo runs, we demonstrated that the ML estimation is
efficient. Also, we derived the PD and PFA theoretically and compared them with
the simulated ones through 1000 Monte-Carlo runs, which validates the performance
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of detection. The noise covariance and total signal energy were estimated based on
the observation data and they were validated by simulations.
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Figure 2.3: RMSE against CRLB. This comparison validates the efficeincy of ML
method for circular object’s location estimation.



































Figure 2.4: Total Energy Estimation. When PPSNR gets higher, the estimation
of signal’s total energy become more accurate.





























(a) σPSF = 1





























(b) σPSF = 1.8






























(c) σPSF = 0.8
Figure 2.5: Point Spread Functions’ Covariance Estimation Three different
σPSFs’ estimation are simulated and compared with the ground truth.
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Figure 2.6: Noise Covariance Estimation The noise is estimated based on the























Figure 2.7: ROC curves This comparison is done based on three cases: 1) σPSF = 1.2
2) σPSF = 1 3) σPSF = 0.8
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Chapter 3
Maximum Likelihood Detection in
Focal Plane Arrays with Generic
Point Spread Function
3.1 Introduction
In the previous chapter, point object detection on image observation was always an
important issue because of its engineering applications such as biomedical systems,
autonomous surveillance systems, object tracking systems, and robotics [?,?,?,?,?].
The objective in biomedical engineering applications is detecting malignant fea-
tures in imaging observations, such as X-rays, ultrasound images, and mammo-
grams [?, ?, ?, ?, ?, ?, ?]. The main objective in autonomous surveillance and object
tracking applications [?, ?, ?, ?, ?] is detecting moving objects from an imaging sen-
sors and tracking them based on sequence infrared sensors [?], and forward looking
infrared (FLIR) imagers, [?,?,?], which are generally referred to as focal plane arrays
(FPA) [?,?]. Some other applications of image-based detection include detecting and
tracking of asteroids or any other astronomical objects [?], monitoring bird migra-
tions [?,?], and optical surveillance [?]. Developing point object detection [?] so that
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it can be applied to general point distribution can be useful as that it is capable of
including all of the previously mentioned applications as well as more.
Matched filtering [?, ?, ?] and template matching [?, ?], which are very similar
approaches, are two common approaches for object detection. In template matching,
an “image template” is employed as the matched filter. The matched filter uses for
exact knowledge of the point spread function (PSF) of the signal source to detect the
object. Gaussian PSF is one of the common models that we consider for a point-object
PSF.
The formal approach for object location estimation and detection was derived
in [?, ?] in the form of a maximum likelihood estimator (MLE) of object locations
that is followed by a optimal matched filter detector; this was further extended in [?].
Also, based on the MLE, an initial approach was derived for multiple objects in [?].
However, none of these approaches considered the more general and practical case
where the point spread function can be of a generic Gaussian shape; this problem is
solved in this chapter.
The contributions of this project are summarized below:
1. Derivation of the optimal ML estimate of single Generic shape object in FPA.
The problem of estimating the position of a point object that is observed by
assuming a Gaussian point spread function on an image is formulated as a
maximum likelihood estimation problem. It is shown that the ML estimates
can be obtained in linear time in terms of the number of pixels in the FPA.
2. Derivation of the Cramér Rao lower bound (CRLB) of the estimation of object
location in FPA. The CRLB corresponding to the above estimation problem is
derived. Where a is the length of the square pixels and the signal to noise ratio
(SNR) of the object is measured in terms of the peak-pixel signal to noise ratio
(PPSNR). This derivation allows one to optimally select the pixel width for
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computationally efficient processing without compromising the required track-

















where a is the pixel width that is assumed to be the same on both directions,
PPSNR stands for peak pixel signal to noise ratio, σd is the fourth root of the
determinant of ΣPSF, i.e.,
σ4d = |ΣPSF| = σ211σ222 − σ212σ221 (3.62)




and σ212 = σ
2








which was the important derivation in [?] under the circular PSF assumption.
3. Derivation of object presence validation hypothesis test in FPA. We derive the
hypothesis test for object detection for checking the presence and absence of
the object.
4. Derivation of receiver operating characteristic (ROC) curves theoretically and
optimal by simulation. ROC curves give an insight about how certain the object
detection would be in different SNRs. It would be a robust measure to validate
the quality of our estimation and detection.
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The rest of this chapter is organized as follows: In Section 3.2, the object with
generic PSF and also the observation model are defined. The proposed maximum
likelihood detector (MLD) is derived in Section 3.3. Simulation results are provided
in Section 3.4 and the chapter is concluded in Section 3.5.
3.2 Signal Model
Presence of a object in the focal plane array (FPA) at x = [x, y]T , leads to the
following point spread function (PSF) that describes the density of energy at any
given point ξ = [ξ, η]T of the FPA [?]








(ξ − x)TΣ−1PSF(ξ − x)
}
(3.64)
where the full covariance matrix of the point spread function is assumed to be ΣPSF.







It is assumed that the FPA is divided into Lx×Ly square pixels of dimension a×a,
also the noise ni,j in each pixel would be proportional to pixel area and zero-mean





where sn is the spatial density of the noise intensity.
[?] for all the LxLy observations in the FPA, gives a measurement model that
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can be written in matrix form as
Z = αa2P(x) + N (3.67)
where, α is the total signal intensity.
The (i, j)th element of the Z,S and N are given by zi,j,Pi,j(x) = fi,j(x) and ni,j,
respectively.
In this thesis, we use PPSNR that is defined to be the ratio between the peak








In next section, we formulate the problem of object-location estimation. Also then
we derive the CRLB to find the best estimation error.
3.3 Maximum Likelihood Object Detection
The maximum likelihood estimation of the single object position by considering full
general covariance for its point spread function and observed signal intensity at the
(i, j)th pixel, is given by









N (zi,j − a2αf(xi,j; x); 0, σ2n) (3.70)
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3.3.1 Derivation of CRLB
















The complete and detailed derivation of the CRLB is presented in Appendix ??
is provide.








As PPSNR is defined in the previous section, it can be noticed that the ΣCRLB



















where σd is the fourth root of the determinant of ΣPSF, i.e.,
σ4d = |ΣPSF| = σ211σ222 − σ212σ221 (3.76)
Remark 1 The following can be observed form the CRLB derived above:
1. CRLB is proportional to a, pixel width (that is assumed to be the same in both
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directions).
2. CRLB is inversely proportional to PPSNR.
3. CRLB is proportional to σ11 in the x direction estimate and to σ22 in the y
direction estimate.
4. CRLB is inversely proportional to the fourth square root of the determinant of
ΣPSF, i.e., σd. This is an important, intuitive and interesting observation: this
shows that as the determinant approaches zero, i.e., as ΣPSF approaches rank
deficiency, the covariance of the estimation error will approach infinity. We
further illustrate this observation in Figure 3.8 using numerical examples.
The Figure 3.8 was generate based on two sets of ΣPSF values: the first set is
given by



















and the second set is given by
ΣPSF ∈
{




















Figure 3.8(a) shows the cross-section of the PSF corresponding to ΣPSF ∈ {Σ1,Σ2,Σ3,Σ4}
at the same height; the corresponding σx,CRLB are shown in Figure 3.8(c). Sim-
ilarly, Figure 3.8(b) shows the cross-section of the PSF corresponding to Σ̃PSF ∈{
Σ̃1, Σ̃2, Σ̃3, Σ̃4
}
at the same height and the corresponding σx,CRLB are shown in
Figure 3.8(d). In both sets, one pf the PSFs is set to have Σ1 = Σ̃1 = I2. This figure
illustrates that, as the PSF becomes more and more towards rank deficiency, i.e., as
the elliptical cross-section of the PSF becomes elongated, the estimation error bound
also increases.
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3.3.2 Approaches for Obtaining the Maximum Likelihood
Estimate
3.3.2.1 Newton’s Approach
First, as [?] presents an approach for the optimization of (4.118), we extended it to
this problem through the following two steps:






[1, . . . Lx]a, j ∈ [1, . . . Ly]a a good initial point would be discovered by a grid
search x(κ) = [xi,j, yi,j]
T for the next iterative step. Thus this search is formu-
lated as
x̂grid = arg max
x∈xgrid
Λ(x) (3.87)
2. Newton’s Refinement. by having initial point from previous step x̂(κ) ← x̂grid in
this step next point is computed iteratively as




≤ ΣCRLB + ε (3.89)
where ‖·‖2 indicates 2-norm, ΣCRLB is given in (3.74) and









are the gradient and Hessian.
In Figure 3.9, the cost function for the above maximization problem is shown for
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corresponding PPSNR values -20 dB, -10 dB, 0 dB and 25 dB, respectively. Figure
3.10 shows the contour plot of the LLR surface at PPSNR = 0 dB.
3.3.3 Hypothesis Test for Object Acceptance
Given the MLE of x, x̂ML, [?] introduced the following hypothesis test
H1 = There is a object present in the FPA and
x̂ML is its location (3.92)
H0 = No object is present (3.93)





j=1N (zi,j − a2αf(xi,j ; x̂ML); 0, σ2n)∏Lx
i=1
∏Ly
j=1N (zi,j ; 0, σ2n)
(3.94)
Now in object detection section, the condition would be
lnTH1|H0 > ρMLD (3.95)













































































3.3.4 Evaluating PD and PFA
Theoretically evaluation of probabilty of detection (PD) and Probability of false alarm
(PFA) are objected in this section. For a point x = (x, y) at FPA, the density of each




























where θ = {ξ,ΣPSF} and Φ is the standard one-dimensional (1-D) Gaussian CDF.
In [?], a test statistic T is defined which under condition H1, would be
T(Z) = P(x|θ̂)Z = P(x|θ̂)(αa2P(x|θ) + N) (3.101)
Then, by using this approximation
P(x|θ̂) = P(x|θ) +4θ(∇θP(x|θ)T ) (3.102)
T(Z) would be extended to
T(Z) = αa2P(x|θ)TP(x|θ) + P(x|θ)N
+ αa24θ(∇θP(x|θ)T )P(x|θ) +4θ(∇θP(x|θ)T )N
(3.103)
As it is proven in [?], (∇θP(x|θ)T )P(x|θ) would be 0.














R(θ) = αa2P(x|θ)TP(x|θ) (3.105)
PD would be






Similar to PD, PFA would be evaluated under condition H0 as
T(Z) = P(x|θ̂)N (3.107)
Thus, by finding µFA and σ
2
FA as













Theoretical ROC curves for more complex shapes of single point object has lower
PD, as it is shown in (3.11).
In next section, we conduct simulations based on Monte-Carlo simulations, which
assists to select a detection threshold at a certain PPSNR for various operating condi-
tions that are defined in terms of the probability of detection (PD) and the probability
of false alarms (PFA).
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3.4 Simulation Results
In this section, we present simulation results of the proposed ML estimator and the
theoretical ROC curves presented in this chapter.
The experiment was performed on an 25 × 25 image. The observation Matrix Z
is generated according to the model (3.67) for PPSNR values ranging from -15 dB
to 25 dB; the object is assumed to be in a random position of x (for convenience,
we considered it at the center of the image). By using the MLE of Section 3.3.2,
x̂ML is obtained. The main comparison which shows the efficiency of our estimation
includes computing the root mean square error (RMSE) of the ML estimates over






where x̂rML(1) is the x-coordinate of the ML estimate at the r
th Monte-Carlo run.
The Covariance Matrix of the point spread function has 4 scenarios throughout the
simulation and the pixel width is kept at a = 0.1.
Figure 3.12 shows a comparison of the NMSE against the corresponding CRLB
for different cases of the PSF. It can be notices that the MLE is always efficient for
ΣPSF = Σ1; the efficiency seemed to be compromised as the ΣPSF moves towards
rank deficiency. This definitely gives a cue for future research with an objective of
obtaining better implementation of the MLE (the present one is implemented using
the Newton-Raphson method).
Figure 3.13 shows a comparison of the theoretically obtained ROC curves com-
pared to the same ones obtained through simulation (please refer [?] for a detailed
description of how simulated ROC curves were obtained). Here, once again, the ob-
servation is that the ROC curves obtained through Monte-Carlo simulations perfectly
align with the theoretically derived ones at reasonably high SNR values. The cause
for their discrepancies (between the theoretical one and the one obtained through
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Monte-Carlo simulation) are two fold: the approximations assumed in the theoretical
derivations of the ROC curve and the implementation of the MLE. Both of these
avenues will be further investigated in future works.
3.5 Discussion and Conclusions
In this chapter, the problem of point object detection in image observations is con-
sidered. In particular, we considered the novel case where the point spread function
(PSF) of the object is assumed to be in a generic form. For this general case, the
Cramèr Rao lower bound (CRLB) of object location estimation is presented in this
thesis for the first time. The derived CRLB is found to be proportional to ΣPSF, the
covariance of the Gaussian point spread function. The maximum likelihood detector
was derived and demonstrated using the Newton-Raphson method and it is found
to be efficient for most practical cases. Further, the receiver operating characteris-
tics (ROC) curve was theoretically derived for the point object detection problem
considered in this project.
The results presented in this chapter extends optimal point object detection using
passive FPA sensors where the object shapes can be elongated, such as a “streaking
object” [?]. The proposed approach in this project can be easily extended to include
improved detection algorithms using multiple consecutive frames of observations.
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(a) Cross-section of PSF for Σ1,Σ2,Σ3,Σ4




























(b) Cross-section of PSF for Σ̃1, Σ̃2, Σ̃3, Σ̃4
PPSNR(dB)



























(c) Computed σx,CRLB for Σ1,Σ2,Σ3,Σ4
PPSNR(dB)



























(d) Computed σx,CRLB for Σ̃1, Σ̃2, Σ̃3, Σ̃4
Figure 3.8: CRLB against PPSNR. The first column (subplots (a) and (c))
shows the cross-section of the PSF and the corresponding CRLB values for ΣPSF ∈
{Σ1,Σ2,Σ3,Σ4}. The second column (subplots (b) and (d)) shows the cross-section
of the PSF and the corresponding CRLB values for Σ̃PSF ∈
{
Σ̃1, Σ̃2, Σ̃3, Σ̃4
}
. For































































(d) PPSNR = 25 dB
Figure 3.9: LLR surface at ΣPSF = Σ2. The cost function becomes intense and
sharp at high SNR values which obviously illustrates the location of the object only

















(a) ΣPSF = Σ1
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(b) ΣPSF = Σ2
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(c) ΣPSF = Σ3
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(d) ΣPSF = Σ4
Figure 3.10: The view from top of LLR surface of different ΣPSFs at PPSNR =
0
PFA ×10-3






















Figure 3.11: Theoretical ROC curves. The ROC curves are plotted for ΣPSF =
{Σ1,Σ2,Σ4,Σ4} at PPSNR = -10 dB. As expected, the detection performance drops
with as the cross-section of the PSF becomes elongated (i.e., as the ratio between the
two eigenvalues of the ΣPSF increases.)
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(a) ΣPSF = Σ1
PPSNR(dB)


















(b) ΣPSF = Σ2
PPSNR(dB)


















(c) ΣPSF = Σ3
PPSNR(dB)


















(d) ΣPSF = Σ4
Figure 3.12: Comparison of CRLB against RMSE. The ML estimate is always
efficient for ΣPSF = Σ1. For other cases, the ML estimate, implemented using the
Newton-Raphson method, is always efficient at high SNR values. However, the effi-
ciency of the ML estimator seems to be slightly compromised at very low SNR values.
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(a) at PPSNR=-10 dB
PFA ×10-7


















(b) at PPSNR= 0 dB
×10-7
















(c) at PPSNR=10 dB
Figure 3.13: Theoretical ROC curve vs Simulated ROC curve, for ΣPSF




Approach to Eye-gaze Tracking
Using Embedded Cameras
4.1 Introduction
In Chapters 2 and 3, we introducted a reliable approach to estimate point objects
with circular and generic PSFs. In this chapter, we apply our method on a real-world
application. Eye-gaze detection is emerging as an important tool in many applica-
tions, such as: autonomous vehicles, marketing, analytics, medical, and psychology.
In autonomous vehicles, eye tracking is being used for driver fatigue detection [?,?,?].
Eye tracking has been the subject of experimental in marketing techniques and in en-
hancing user experiences [?,?,?]. Eye gaze tracking was found to be useful in medical
applications [?,?] and psychological studies [?].
Eye tracking has a long history. One of first major research projects was con-
ducted in 1990 [?], which introduce a workstation computer named Erica for eye gaze
estimation. Eye tracking was conducted with many equipments, such as: glasses [?],
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high resolution cameras [?], and infrared cameras [?], etc. Eye-gaze was estimated us-
ing many different methods, such as convolution neural networks (CNN) [?], Kalman
filter [?], Artificial Neural Network (ANN) [?], and template matching [?]. Con-
volutional neural networks have become popular in recent years due to the power of
GPUs, however, GPUs are too expensive to use in many applications and using CPUs
is computationally expensive.
Deep learning and artificial neural networks have been widely applied in order
to extract eye tracking data from infrared/video cameras [?,?,?,?]. However, these
approaches require enormous computing power for video processing. There is a sig-
nificant need to extract computationally efficient eye tracking data without needing
expensive computing hardware such as GPUs. In this chapter, we develop approaches
to extract features for efficient extraction of eye tracking data from videos.
The contributions of this paper are as follows:
 We demonstrate an efficient approach to detect the center of the iris. This
approach is based on the maximum likelihood detector that is shown to be
efficient for targets that have their tight intensity in the shape of a Gaussian
distribution 4.3.2.
 A novel method to enhance detection in different light conditions for different
skin colors. The proposed method, named the “B&W threshold” method is
shown to work well under different lighting conditions.
 The proposed approach was tested for different head postures. The proposed
algorithm implemented on a dataset collected by authors for different head
rotations, and it worked for a wide range of head rotations, left-to-right 45
degrees, and up-to-down 45 degrees with an accuracy of 95.53%.
 Several validation approaches were introduced to test eye tracking algorithms
such as the ones presented in this project.
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The remainder of this chapter is organized as follows: In Section 4.2, face and eye
detection is described in detail using template matching network. In Section 4.3,
two methods for estimating the center of the iris are introduced. In Section 4.4, an
eye-gaze estimation method is explained. In Section 4.5, the experiments’ results are
demonstrated and decribed, and the chapter is concluded in Section 4.6.
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Wb(i, j) . . . . . Eyes window with the same size of template eyes with top-left coor-
dinate of (i,j)
Ws(i, j) . . . . . . Single eye window with the same size of template single eye with
top-left coordinate of (i,j)
X . . . . . . . . . . . . Raw frames
Xb . . . . . . . . . . . Output frame after black & white conversion (4.111)
Xg . . . . . . . . . . . Gray frame
(x̂f ,ŷf) . . . . . . (x,y)-coordinate of top-left of detected face’s border box (4.111)
(x̂b,ŷb) . . . . . . . (x,y)-coordinate of top-left of detected eyes’s border box (4.112)
(x̂s,ŷs) . . . . . . . (x,y)-coordinate of top-left of detected single eye’s border box (4.113)
x̂Iris,MIN . . . . . . Coordination vector of the center of iris using minimum algorithm
(4.115)
x̂iris,ML . . . . . . . Estimated coordinates of the center of iris using maximum likelihood
algorithm (4.118)
δx0/δy0 . . . . . . Difference of coordinates in x/y-axis from top-left of detected single
eye (left eye) to the center of iris in first frame (4.120)
δxn/δyn . . . . . . Euclidean distance of coordinates in x/y-axis from top-left of detected
single eye (left eye) to the center of iris in next frames (4.121)
∆Xn/∆Yn . . . Direction of looking in x/y-coordinate (4.122)
ξ . . . . . . . . . . . . Coordinatination vector of center of Gaussian distribution (4.116)
(ξ,η) . . . . . . . . . (x,y)-coordinate of center of Gaussian distribution (4.116)
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4.2 Face and Eye Detection
A general block diagram of the proposed gaze estimation scheme is presented in Figure
4.14. The focus of the present section (face and eye detection) is on the second, third













(1) (3)(2) (4) (5) (6) (7)
Figure 4.14: A block diagram of the proposed approach in this project. Step
(2), (3) and (4) can be performed using either (i) generic templates [see Figure 4.15]
or (ii) recovered templates.
these images would be evaluated in a template matching network which pass input
frames through several layers including 3 convolutional layer (face detection, eyes
detection and single eye detection) and 1 contrast enhancement layer. Then, two
methods would be applied on detected single eye image in order to estimate center
of the iris. In the end, gaze points would be obtained. First in face detection step,
the algorithm is searching to find a face in frames. We employ template matching for
face and eye detection. As the name implies, template matching algorithm requires
a template (of the face and eye, respectively). The detection process starts with a
”generic template” at the first frame to identify a face. Then, the detected face is used
as the recovered template in subsequent detections. The generic template is designed
based on inspirations from the Haar Features [?] and previous researches [?].
The proposed approach does not require any training data to track a face in an
image. Similarly, the eyes detection and single eye detection work in a two-phased
manner. In order to detect the pair of eyes, another generic template show in Figure
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4.15 was used, which focus on the two darkest regions of a face.
(a) Face template (b) Eyes template (c) Eye template
Figure 4.15: Generic templates for face and eye detection.
4.2.1 Image Preprocessing
In this chapter, the RGB image is always converted to grey scale. A video frame
is essentially a “triple” matrix, one matrix for red, one for green and the other for
blue. For each pixel we have 3 density values in red, green and blue matrixes. This
conversion combines these 3 density values of a pixel and gives a new parameter as
the density of the pixel in grey image. After doing this for all pixels, we have a
new grey scale matrix (image). Let us denote the grey scale image as Xg which is
M ×N in this chapter. Further, it can be seen from the conversion above that each
elements of Xg can take values between 0 and 255. In next step, due to our generic
template which is a balck & white image., the grayscaled image would be converted
to a black&white image, which is described in details in 4.2.4 section.
4.2.2 Face and Eye Detection Using Generic Template
As it is mentioned, the template face, template eyes and template single eye was
created, for filtering each frame. By having these templates, first step is begun.
First, the presence of a face in the frame should be checked. The presence of a face
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would be validated by a threshold tF which is calculated by comparing correlation
coefficient of 200 portrait images and Template face. The suggested face detection
threshold is computed to be tF =0.2011. How the threshold for face detection is set
using the template matching method would be explained in next section. Similarly,
the eyes and the single eye would be detected in the same manner using the generic
templates and the same tF =0.2011.
4.2.3 Face and Eye Detection Using Recovered Template
Obtained face, eyes and single eye would be saved as next frames’ templates as re-
covered templates. A rational consideration is that the face is moving continuesly in
frames, so by searching only k2 neighboring pixels around the coordinates of detected
face in the previous frame, it is expected to find the face in current frame. The k is
considered 10 in the experiments. Saving the coordinate of face and searching only
k2 adjacent pixels in previous frame, results in significant speed.
Figures 4.16 and 4.17 demonstrate accuracy and advantage of using first frame’s de-
tected face as recovered template for next frames. The advantage is detecting face
by a higher correlation coefficient value in next frames which increases certainty of
detection.
4.2.4 Enhanced Detection During Lighting Fluctuations
In Algorithm 1, how a gray image Xg is converted into a black& white image Xb
using a threshold tH is explained.
Choosing a proper threshold tL for this conversion among different tHs from 0 to
255 is challenging. If threshold is too low, the image becomes brighter, and if the
threshold is high, the image becomes darker. To find the best bightness for detecting
a face with any skin color and in any light conditions, the Black & White (B&W)
Threshold method is proposed in Algorithm 2.
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(c) Correlation cefficients’ surface of generic template face and the
black & white frame.
Figure 4.16: Face detection using a generic template face.
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(c) Correlation cefficients’ surface of recovered template face and the
black & white frame.
Figure 4.17: Face detection using the recovered template face.
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Algorithm 1 Gray2B&W
1: Input: Xg, tH
2: for each pixel in coordinate (x,y) do
3: if Xg(x, y) <= tH then
4: Xb(x, y) = 0
5: else




For only face detection step, in order to overcome illumination problem, the novel
B&W Threshold method is proposed which searches frame in different thresholds
during Xb’s conversion, and find the maximum among maximum values of correlation
coefficients between black & white frame and generic template face. In anoher words,
the algorithm is finding the window that is most likely to have the face among detected
faces in different illuminations.
Template matching needs to be repeated for templates of different sizes. Let
us denote templates of size i as Fit for template face, B
i
t for template eyes and S
i
t
for template single eye. The objective is to find the location which the correlation
coefficient is maximum, so it is necessary to assumed a moving window which is a
part of frame with the same size of Fit as face window Wf(i, j) in coordinate of (i, j).
As it is shown in Fig 4.18 for each coordinate (i, j) there is a two-dimensional matrix
of Wf .
Then the correlation between this face window and template face would be com-
puted. Next step is to move window to the next coordinate and repeat it. The
correlation between Wf(i, j) and F
i
t as











Figure 4.18: Face window in coordinate of (i, j)
denotes the correlation coefficient of Wf(i, j) and F
i
t which CX,F(i, j) = rx(Wf(i, j),F
i
t).
Also presence of a face would be validated as it was mentioned in image preprocessing
section. Thus, after finding the window that is most likely to have the face in the
image, the presence of a face would be determined. If rx(WF(x̂f , ŷf ),F
i
t) is more
than tF = 0.2011, WF(x̂f , ŷf ) is considered as a face, otherwise it would be ignored.
The below agorithm is used to obtain the maximum correlations vector cmax with the
length of 256, for 256 different light thresholds (0 to 255) using the B&W Threshold
method. The B&W Threshold is decribed in details in 2.
After finishing the process of finding the best light threshold tL to find a face, the
computed threshold would be used in next Algorithm 3 to find the coordinates of
face, eyes and single eye, to save the recovered templates for next frames and also to
find Algorithm 3’s inputs in 4, which would be explained in details in Section 4.4.
Further, in finding eyes and single eye, the obtained coordinates of the face ac-
cording to the face detection step would be used. Since it not neccessary to use black
& white image anymore for having an estimation, the face in Xg instead of Xb would
be considered in next steps. The similar maximization problem is considered to find
eyes B̂ and single eye (left eye) Ŝ as well, from detected face F̂ and detected eyes
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Algorithm 2 B&Wthreshold
1: Input: frame Xg, tF
2: Load Generic Face Template: Fit
3: for tH=0:255 do
4: Xb = Gray2B&W(Xg, tH)
5: while Until a Face is detected do
6: for All WF(i, j)s in Xb do




9: cmax(tH) =max CX,F





15: tL ← arg maxtH(cmax)
16: Output: tL
B̂, respectively. To find the coordinates, Wb and Ws are used as eyes window and
single eye window, with size of Bit and S
i
t, moving on detected face and detected eyes,
respectively and similarly to Wf on Xb. The process is shown as










where (x̂b, ŷb) are x,y-coordinate of top-left of detected eyes’ border box and (x̂s, ŷs)
are x,y-coordinate of top-left of detected single eye’s border box.
The Face and eye detection algorithm (FaceDet) is showed in 3.




1: Input: Xg, tL





3: Xb = Gray2B&W(Xg, tL)
4: while Until a Face is detected do
5: for All Wf(i, j)s in Xb do




8: x̂f , ŷf = arg maxx,y CX,F
9: if CX,F(x̂f , ŷf ) >tF then
10: F̂←Wf(x̂f , ŷf )
11: Fit←F̂
12: for All Wb(i, j)s in F̂ do




15: x̂b, ŷb = arg maxi,j CF,B
16: B̂←Wb(x̂b, ŷb)
17: Bit←B̂
18: for All Ws(i, j)s in B̂ do

















t and [x̂f , ŷf ] and δd0
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4.3 Center of Iris Detection
Template matching approach works well when searching for larger Objects such as
face and eye. When it comes to searching smaller objects that span only a few pix-
els, we find that the performance of template matching is inadequate In this section,
we present two alternate approaches, named the “MIN approach” and the “ML ap-
proach” in order to find the center of iris.
Before using estimation methods for center of iris detection, a contrast enhance-
ment transformation was performed on the detected single eye, which makes the iris
bolder in the eye image. The contrast transformation function is decribed briefly in
Figure 4.19.
fc(Ŝ) = Ê (4.114)
This transformation function fc maps density of eye image in coordinate of [i, j]
to other value. It maps the pixels with density of Ŝ(i, j) <= 50 to 20, the pix-
els with density between 51 < Ŝ(i, j) < 90 to 50, the pixels with density between
91 < Ŝ(i, j) < 120 to 120 and the pixels with density of 120 <= Ŝ(i, j) to 255. This
data transformation assists to distinguish eyeball better in different light conditions.
The intervals of this transformation has been chosen regarding to experiments using
real images and manually.
One more step should be taken before using proposed center of iris detection methods,
which is calculating compliment of the eye image matrix. This compliment is calcu-
lated by subtracting density of the eye image’s pixels from 255. The reason that this
compliment is calculated is to have a guassion shape with a maximum point, which
it can be easily found by proposed Minimum and Maxmum Likelihood methods in
next sections.
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(a) Eye image be-
fore transformation
(b) Eye image after
transformation
Figure 4.19: Transformation function which convert detected eye to a high
contrast eye image for better estimation.
4.3.1 Minimum Algorithm (MIN)
By detecting the minimum density among pixels of eye image, center of the iris can
be found which almost always is the darkest spot in an eye image. Obviously in
Figure 4.20, it is shown that the minimum light density of the eye image’s pixels
would lead the proposed algorithm to the pupil which is approximately the center of
iris. The eye image, after the contrast enhancement transformation and converting
to its compliment, is a matrix as Ê, the problem of finding location of the center of
iris among pixels of eye image would be
x̂iris,MIN = arg min
i,j
Ê(i, j) (4.115)
where x̂iris,MIN is coordinate vector of the center of iris using minimum algorithm and
Ê(i, j) is the density in the (i, j)th element of the matrix Ê.
4.3.2 Maximum Likelihood Algorithm (ML)
Maximum likelihood (ML) is our main proposed method to find the most probable
point as a candidate for being center of iris. Here we assume that the light density
around the center of iris takes a Gaussian shape. See Figure 4.21 for an example.
In [?], a maximum likelihood approach was presented to estimate the center of a
Gaussian shaped intensity in an image based on the assumptions that we described
in Figure 4.21, the same ML approach of [?] can be used for center of iris detection.
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(b) Light Density of Detected
Eye






































(b) Light Density along the
Diameter
Figure 4.21: ML Approach Theory. As it is obvious, the compliment of eye
image’s light density, has a peak which by estimating the location of this
peak, we can obtain the center of iris.
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(ξ − x)TΣ−1PSF(ξ − x)
}
(4.116)
where ξ = [ξ, η] is coordinate of center of iris and x = [x, y] is coordinate of another
pixels.





In result section, σ=2 is assumed based on observence of experiments on eye images
with size of 14×28. By using algorithm steps introduced in [?], an appropriate esti-
mation of position of iris in the detected eye image can be achieved. The maximum
likelihood estimation of the iris position in a single eye image by considering ΣPSF, is
given by
x̂iris,ML = arg max
x
Λ(x) (4.118)






N (Êi,j − f(xi,j; x); 0, σ2n) (4.119)
, Êi,j is the observation matrix E at the (i, j)
th pixel, x̂iris,3ML gives the coordinate
of the center of the iris, xi,j = [i, j] is the (i, j)
th pixel’s coordinates, σ2n is noise
variance. Grid search is used to find the most probable candidate which maximizes
the likelihood function in detected single eye image.
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4.4 Gaze Estimation
Gaze estimation usually requires a calibration phase. In this project, without having
a calibration phase, a short step is considered which is finding face, eyes and single
eye only in the first frame after detecting a face. In this step, the user is asked to look
at a certain spot on the screen. In conducted experiments, a block on the top-middle
of the screen was shown to the participant to save the initial state of eye in case of
having a reference point (top-middle of the screen). First, the procedure of eye gaze
estimation using iris vector would be explained and then accuracy of detection on the
screen would be discuss.
4.4.1 Gaze Point
After face, eyes, single eye and center of iris detection, the distance between coordinate






where δx0 is the difference of coordinates in x-axis and δy0 is the difference of
coordinates in y-axis. For next frames, this distance, δdN, would be compared with









Figure 4.22: Iris vector
monitor.
∆DN =






where ∆Xn is gaze point in x direction and ∆Yn is gaze point in y direction. The
iris vector in each frame is demonstrated in Figure 4.22. In 4, the GPest algorithm
is explained.
4.4.2 Accuracy of Detection
The limitation on GP pixels, would come from the values of these parameters:
dx = max ∆Xn −min ∆Xn (4.123)
dy = max ∆Yn −min ∆Yn (4.124)
where dx is number of pixels can be detected in x-axis on monitor and dy is number
of pixels can be detected in y-axis on monitor. So, this algorithm is able to detect
dx × dy pixels on a monitor screen.
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Algorithm 4 GPest






t and [x̂f , ŷf ], δd0
2: Xb = Gray2B&W(Xg, tL)
3: while Until have frames do
4: for For all k2 neighboring Wf(i, j)s around [x̂f ,ŷf ] in Xb do




7: x̂f , ŷf = arg maxx,y CX,F
8: if CX,F(x̂f , ŷf ) >tF then
9: F̂←Wf(x̂f , ŷf )
10: for All Wb(i, j)s in F̂ do




13: x̂b, ŷb = arg maxi,j CF,B
14: B̂←Wb(x̂b, ŷb)
15: for All Ws(i, j)s in B̂ do




18: x̂s, ŷs = arg maxi,j CB,S
19: Ŝ←Ws(x̂s, ŷs)
20: Ê ←fc(Ŝ)





26: Output: Gaze Point
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4.5 Results
In this section, we present the performance analysis of the proposed schemes of
this project. First, in subsection 4.5.1, the proposed B&W threshold method was
evaluated. Then in subsection 4.5.2, center of iris detection is evaluated on BioID
dataset [?]. The accuracy of proposed eye gaze detection is evaulated using two
expereiments in subsections 4.5.3 and 4.5.4 .
4.5.1 B&W Threshold Method Evaluation
The B&W Threshold algorithm computes the light threshold tL. Fig 4.23(a) shows an
experimental setup where the angle between camera-look and the eye-gaze is denoted
as gaze angle θ. In plots 4.23(b), 4.23(c) and 4.23(d), we show the variation of
cmax(tH) against tH.
However, this threshold is sensitive to the gaze angle θ (see Figure 4.23(a)). The
objective here is to find the best gaze angle. Least possible error could be found from
the most correlation coefficient among all θs as it is demonstarted in Fig 4.24.
4.5.2 Center of Iris Estimation Evaluation
Two proposed algorithm, MIN 4.3.1 and ML 4.3.2, were performed on the BioID
dataset [?] which is a set of grayscaled images of different faces in different postures
and situations which also has the ground truth values of their center of irises. Then
they were compared with previously reported methods used in [?, ?, ?, ?, ?, ?].Based
on the given ground truths, results are shown in Tables 4.1. In this evaluation, Acci
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(d) θ = 30
Figure 4.23: B&W threshold method for different gaze angles
where dL and dR are the Euclidean distance between the estimated and the ground
truth of iris center, and D is euclidean distance between pair of the eyes in the ground
truth.
As it is shown in Fig 4.26, we used MIN and ML methods to obtain center of iris after
finding face using B&W threshold method. In Table 4.1, accuracy of the proposed ML
method in comparison with other previous methods in BioID dataset was measured.
Table 4.1: Performance of different methods in center of iris detection in BioIDDataset
Different Methods Accuracy
Campadelli et al. [?] 85.20%
Niu et al. [?] 93.00%
Valenti et al. [?] 91.67%
Cheung et al. [?] 93.42%
Proposed method(MIN) 90.31%
Proposed method(ML) 94.20%
Due to lack of a common dataset among previous approaches for different head
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Figure 4.24: Optimal gaze angle (θ is approximate)
(a) (b) (c)
Figure 4.25: Center of Iris detection using Minimum method.
movements, we performed an experiment on captured images from user moving
his/her head from left to right and from down to up. Based on 100 captured im-
ages, the results shown in Table 4.2 demonstarted that the proposed ML algorithm is
able to detect center of irises with accuracy (defined in 4.125) higher than 90% from
22.5 degrees to the left to 22.5 degrees to the right and also from to 22.5 degrees down
to to 22.5 degrees up.
4.5.3 Eye Gaze Estimation Evaluation
In this subsection, the gaze detection method is evaluated in 10 videos using the
following approach: The entire screen was divided in to 9 × 5 = 45 rectangles of
identical size. Then, one of rectangles is made to be a different color (the marker),





Figure 4.26: Implementing two proposed method in case of center of iris
detection on BioIDDataset. The blue plus is estimation obtained by MIN
algorithm and the red star is estimation obtained by ML algoithm.
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(a) (b) (c)
Figure 4.27: Performance of proposed ML method in different head pose
Table 4.2: Range of accurate detection using different methods of iris detection in
head movement
Different Methods Range of Head movement(in degree)
Torricelli et al. [?] 15.5×15.5×4.1
Sugano et al. [?] 11.4×10.2×1.1
Valenti et al. [?] 16 ×15.5 ×6.2
Cheung et al. [?] 15.5×15.5 × 5
Proposed method(ML) 22.5×22.5×22.5
moved every one second in a right-down-left-down-· pattern, as shown in 4.28(b).
The participants were asked to always follow the marker. In total, the marker was in
45 different positions on the screen; this position serves as the ground truth GP that
was compared to the estimated gaze ĜP . The accuracy of gaze point (GP) detection
is defined as
Accg1 =





where GP is the vector of gaze point ground truth coordinate and ĜP is the
vector of estimated gaze point coordinate. After performing tests reported in Table
4.3, the best results were obtained while Maximum Likelihood method was used and
eGP of this method was equal to 4.47% which means the accuracy of eye tracking on
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(b) Eye-gaze data col-
lection GUI Path
Figure 4.28: First eye gaze experiment
(a) (b) (c) (d)
Figure 4.29: Gaze point results using Maximum Likelihood method in first
experiment of Gaze point evaluation
This experiment is repeated 10 times for different lighting conditions and different
postures. Then the eye-gaze estimation algorithms (MIN and ML) described in Sec-
tion 4.4 is applied on each video. Since the videos were recorded with 30 fps, we had
30 frames for each marker. We used the average of estimated gaze points’ coordinate
vector as obtained gaze point for that marker, ĜP . Table 4.3 summarizes this the
properties of videos and error rate as defined in 4.127.
4.5.4 Performance Evaluation of Eye Gaze Estimation
The second experiment for accuracy validation of proposed method (ML) was per-
formed on a screen which was devided in to 9×5 squares as shown in Figure 4.30.
These square grids are denoted as (0,0), (1,0), ..., (8,0), (0,1), (1,1), ..., (8,4). Square
(0,0) is shown in bright orange and rge remains portion of the screen is made black.
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Table 4.3: Experiment of detection accuracy on collected dataset of videos
Video # Brightness eGP eGP
(0to255) using MIN Method using ML Method
1 40 13.4% 4.3%
2 40 12.1% 5.1%
3 50 12.8% 3.1%
4 60 9.6% 4.2%
5 60 14.2% 3.8%
6 80 9.2% 3.3%
7 80 10.5% 5.4%
8 80 11.5% 4.1%
9 90 11.3% 5.2%
10 120 9.1% 6.2%
The participant was asked to look at the corner blocks for 10 seconds (The camera
was set to record at 20 fps resulting in 200 frames). The above is repeated for other








where nF is number of false detections and nT is number of total detections which in
this experiment was 200 for each block.
Figure 4.30: Second eye gaze experiment
On average, based on 4.127, the accuracy of correct detection was 75.05%. Obvi-
ously, we expected to have Accg2 much less than Accg1. The reason of this difference
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is that in the second experiment, we are using another metric for calculating accuracy
which is very strict. In Accg2, the accuracy is 100% if there were no even 1-pixel errors
in the whole 200 evaluated frames which this condition lowered the accuracy.
4.6 Conclusion
The problem of eye gaze estimation was targeted in this chapter. First, a template
matchig the face detection algorithm was introduced. Then, for enhancement in light
fluctuations, a novel B&W threshold method was introduced. Two methods were
introduced to estimate the center of the iris and eye-gaze: the MIN and ML. The
proposed algorithms was demonstrated using a built-in camera of a laptop. The
experiments for the B&W threshold method, face detection and eye-gaze estimation
were demonstrated in terms of accuracy of estimation. The proposed algorithms,
shows a degree of freedom of 22.5 degrees with a 94.2% detection accuracy of the
center of the iris.
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In Chapters 2 and 3, we had an assumption about noise distribution. The noise










This assumption would affect the likelihood function that is used for estimating
location, size, total energy of signal and other related auxilliary parameters. Another
common distribution used for noise is the Poisson distribution which is more realistic










where λx is the noise mean in x-axis and λy is the noise mean in y-axis. Also i
would be ith pixel in x-axis and j would be jth pixel in x-axis.
Although, we showed that the Gaussian assumption provided an efficient estima-
tion, we can also test the Poisson distribution for noise assumption and then compare
the results with the results obtained by the Gaussian assumption.
In Chapter 3, we derived the location estimation of the object. Similar to what we
have done in Chapter 2, we can estimate auxilliary parameters for generic (elliptical)
object as well in a similar way.


















After these estimations, we will apply our ML detector and estimator on real
applications. We have already took some pictures and applied our circular object ML
detector on them as it is demonstrated in Fig 5.31. We will apply our tests on more
datasets that are provided online.
In Chapter 4, we introduced a novel approach for eye-gaze detection and tracking.
In our future works, we would use deep learning for face detection and test how it can




(b) Center of Iris
Detection
Figure 5.31: Circular object detector mentioned in Chapter 2 was applied
on the photos. For future research, we will use datasets with information about




This thesis considered an estimation/detection problem that started from a simple
case, an object with a circular PSF, and then extended the problem to a more compli-
cated case, an object with generic PSF. Lasty, we applied it to a real-world application.
It was composed of four main chapters. The first chapter provided an introduction
to object/target detection and tracking, and its importance in different applications
such as eye-gaze estimation and tracking. A brief literature review explored research
on point object detection and eye tracking as its application.
Chapter 2 introduces an efficient estimation and detection of an extremely small
object with circular PSF in a FPA. In this chapter, location estimation of the object
was derived based on the likelihood function. A hypothesis test, for target/object
detection was proposed. Additionally, the CRLB was derived and compared in dif-
ferent PPSNRs. Also, the estimations of PSF’s variance, total signal energy, and
noise variance were derived. The ROC curves, in theory was derived to show how
PD and PFA would be changed in different PPSNRs. Furthermore, in the simulation
section, we showed, based on comparing RMSE of location estimation and CRLB,
this ML estimator is efficient. The simulations related to the estimations of the PSF’s
variance, total signal energy and noise variance showed an error that was always less
than 3% for PPSNR = 0dB and PPSNR = −5dB. At the end of this chapter, we
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showed that simulated ROC curves matched the theoretical ones that validates the
accuracy of the detection.
In Chapter 3, we derived location estimation, CRLB, hypothesis test and ROC
curves mentioned in chapter 2, with a generalizing assumption utilizing an object
with a generic PSF. Next, we derived CRLB and showed how it varies in different
PPSNRs. Additionally, efficiency of the location estimation is validated by comparing
RMSE with CRLB. The theoretical PD and PFA were derived to let us plot the ROC
curves. Then, the theoretical and simulated ROC curves were demonstrated, which
indicated how accurate the proposed algorithm was in detecting an object in FPA.
In Chapter 4, eye-gaze tracking was introduced as an application for the first two
chapters. We proposed a template matching algorithm using a generic template for
face and eyes detection in the first frame. We also introduced an enhanced detection
method during lighting fluctuations as in the B&W threshold method. By applying
the estimation methods from chapter 2 on a single eye image, the center of the
iris was detected and center of the iris was estimated. Based on the first frame,
we tracked center of the eye’s location, and next, estimated the eye-gaze. In the
simulation sections, we tested our proposed method on collected and online datasets,
and compared it with previous research.
Finally, Chapter 5 presented future work based on this thesis and provided some
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