Abstract. We study the spectral gaps of the generalized KronigPenney Hamiltonians which possesses two point interactions in the basic period cell. We suppose that each interaction is given by a rotation. We determine whether or not the jth spectral gap of the Hamiltonian is absent for a given j E N.
Introduction
In this paper we study the spectral gaps of the one-dimensional Scbrodinger operators with particular periodic point interactions. We fix
1C E (0,2n). Let For fh,fh E [-n/2,n/2) and

Al,A2 E SO(2)\{±I},
we define the operator H = H(A 1,A2,fh,fh) in L2(R) as follows. Hiroaki NTIKUNI
In Proposition 2.1 we prove that H is self-adjoint. Since the interaction is 2n-periodic, the operator admits a direct integral decomposition (see [9, Section :xm.16] (Xj E (-n, 0) U (0, n). 
The basic spectral properties of H are described as follows. Since ()(H) is independent of 01 and O2, we hereafter discuss only the case where which does not cause any loss of generality. We define in the case where bl b2 > 0, while we put _ {(A'j(n)'~+I(n)) for j even, G j -(Aj(O), Aj+l (0)) for j odd if bl b2 < O. Moreover we set Bj = AA [O, n] Though it is hard to identify the indices of the absent spectral gaps in the case (IV), we can still determine the positions of them in the next theorem.
In order to describe the motivation and background of our study, we give a review on the related works [I, 4, 5, 8, 10, 12] . The concept of the Schr6dinger operators with periodic point interactions was first inspired by Kronig and Penny in 1931. They introduced and discussed in [8] the Hamiltonian which is formally expressed as 1=-00 where t5( x) is the Dirac t5-function at the origin and P E R\ {O}. This operator is nowadays called the Kronig-Penney Hamiltonian and is frequently referred as the most fundamental model in solid states physics. The precise definition of this operator is given through boundary conditions on the lattice 2nZ as follows.
They illustrated the graph of the band function of this operator. With the advance of the theory of point interactions, this Hamiltonian was widely generalized. Gesztesy, Holden, and Kirsch inspired a new class of point interactions. They studied in [4] and [5] the operator in L2(R) of the form
where P E R\{O}. This operator has the formal expression
1=-aJ
They showed that the j-th gap of a(L2) is absent if and only if j = 1 and P = -2n. They also proved that every gap of a(LJ) is present. The t5' -interaction was generalized by Seba [10] (see also [1] ); he proved that the domain of any selfadjoint extension of (-d2/dx2)lc~(R\{O}) in L2(R) of coupled type is expressed as {YEH2(R\{0})I(:/~:~)) =eA(:/~~~))}
with A E SL2(R), e E C, and lei = 1, and vice versa. Seba [10] and Chernoff 
with Cl , C2 E SL2(R). However, the spectral gaps of this operator are too hard to analyze, because it involves ten real parameters. It seems for the author that the absence of gaps in this general setting cannot be determined without imposing any structural assumptions on CI and C2 . We notice that the sets (4) are commutative subgroups of SL2(R). This attracts our attention to the case (1).
We organize this paper as follows. Section 2 is devoted to the proof of basic spectral properties, the self-adjointness of H and Proposition 1.1. In section 3 we locate the absent gaps of a(H), namely, we evaluate the set U:l Bk n Bk+1 in an explicit way. To this end we follow the basic argument in [12] , that is, we reduce the problem to a system of algebraic equations by using the monodromy matrix in the proof of Lemma 3.1. We execute, in Lemmas 3.2-3.6, rather hard tasks than in (12] , because we need the classfication (I)-(IV), while no such classification is used in [12] . We complete the proof of Theorems 1.2 and 1.4 in this section. In section 4 we identify the indices of absent spectral gaps, that is, we
show Theorem 1.3. For this purpose we establish a new characterization of the band edges in terms of the rotation number (see Theorem 4.3). We stress that our characterization is completely different from that for regular potentials; in the latter the rotation number is identically equal to nl2 on the n-th gap for each
Basic Spectral Properties of H
Our first aim in this section is to prove the self-adjointness of H. PROPOSITION 
The operator H=H(A 1,A2,()1,82) is self-adjoint.
PROOF. Using integration by parts, we readily obtain
Dom(H) c Dom(H*).
Let us prove the reverse inclusion. For all j E Z, we define
We introduce the Sobolev space equipped with the norm
We pick U E Dom(H*). By the definition of the adjoint operator, there exists
Hiroald NllKUNI for all rp E Dom(H). In particular, for any rp E Co (I/) and k = 1,2. Thus we get -u" = v E L2(I/) and hence where C is a constant independent of j and k (see [11, Theorem 6 .26]). Taking the summation with respect to j and k, we infer that Next, we show that Integrating (5) by parts and using -u" = v on R\r, we derive
jEZ for all rp E Dom(H). Now we prepare particular test functions in Dom(H). We fix j E Z and take f, g E Co (2nj, 2n(j + 1» which satisfy
For a, bE R, we define and
Substituting rpj for rp in (7), we obtain (8)
If a = 1 and b = 0, then p = eifh. cos !X2 and q = eifh. sin (X2 hold. In this case, (11) implies e-i02 u(2rcj
If a = 0 and b = 1, then p = _e ifh sin !X2 and q = e i02 cos !X2 are valid. In this case we obtain
by (11) . Summarizing (12) and (13), we conclude that
In a similar way, we can gain 
Next we show Proposition 1.1. We consider the equation
where A is a real parameter and the symbol ' stands for the differentiation with respect to x. This differential equation has two solutions Yl (x, A) and Y2(X, A) 
M().);= (Yl(2n+o,).) Y2(2n+0,).)) y;(2n+0,).) y~(2n+0,A)
is called the monodromy matrix of (16). Since det M(A) = e 2i (01+02), the char-
So, A is an eigenvalue of H/l if and only if ei/l is a root of (19). Thus, the sequence
We recall (2) . The components of the monodromy matrix are directly calculated as follows.
(20) (
(ill)' a1b2 -bla2 = 0, alb2 + bla2 = 0, i.e., (IV)' alb2 -bta2 = 0, atb2 + bla2 =F 0. 
we have the following three equalities. 
(28) 
Since 2n -1C = '0, we find that (37) is equivalent to the equation (38) We prove b2 = 0 by contradiction. We assume b2 =1= O. First of all, we show bl =1= O. We also proceed by contradiction. Suppose bl = O. Then we infer by al =I 0 and (35) that b2 = 0 which is a contradiction. Thus we obtain bl =I O. In view of (35) we claim that alb2 Next we consider the latter case of (42). It follows by a2 = ° and alb2 -bla2 i= ° that alb2 i= 0. It follows from and a2 = ° that 
We recall (41). We note that Lemmas 3.2 and 3.3 imply that 0,1 1: S. Since al b2 -bl a2 = 0, the elements of the monodromy matrix take the following forms. 
.jifj
Conversely, we assume that there exists j EN for which A. = TJj satisfies (56).
Plugging..t = (nj/(K -r:))2 into (56), we obtain (54). Substituting (54) and (56) for (48)-(51), we observe M(A.) = I or M(A.) = -I. So we get
Therefore we conclude (3).
We discuss the case (ill) in the following lemma.
If Kin = min, (n,m)eN 2 , gcd(n,m) = 1, me2N, then In a similar way to [12, Lemma 6] , we acquire the conclusion. D
We put an end to this section by proving the following lemma.
LEMMA 3.6 . Assume that (II) is valid Then we have the following statements (1)- (3). 
This means sin KyiI i= O. Substituting (62) and alb2 + b1a2 = 0 for each element of the monodromy matrix, we have
It follows from Yl (2n
Because sin K..Ji =1= 0, this equation reduces to
So we have sin -r..Ji =1= O. Likewise, the equation
Substituting (67) for (68), we have and therefore
Considering (62) and (69) Since the right side of (75) is n-periodic in 8 and since (76) holds, we have
Thus we get lim co(2n -0, A, coo) = -n for A ~ ito. Therefore we obtain the assertion for (X2 E (O,n) . In a similar way we get the claim for (X2 E (-n, 0) . D
We can now characterize the endpoints of the n-th gap as follows.
For n E N, we put Bn = [an,bnl. Likewise, we get the claim in the case (IT). 0
