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ABSTRACT
Recently, research on accelerated stochastic gradient descent
methods (e.g., SVRG) has made exciting progress (e.g., lin-
ear convergence for strongly convex problems). However,
the best-known methods (e.g., Katyusha) requires at least
two auxiliary variables and two momentum parameters. In
this paper, we propose a fast stochastic variance reduction
gradient (FSVRG) method, in which we design a novel up-
date rule with the Nesterov’s momentum and incorporate
the technique of growing epoch size. FSVRG has only one
auxiliary variable and one momentum weight, and thus it
is much simpler and has much lower per-iteration complex-
ity. We prove that FSVRG achieves linear convergence for
strongly convex problems and the optimal O(1/T 2) conver-
gence rate for non-strongly convex problems, where T is the
number of outer-iterations. We also extend FSVRG to di-
rectly solve the problems with non-smooth component func-
tions, such as SVM. Finally, we empirically study the per-
formance of FSVRG for solving various machine learning
problems such as logistic regression, ridge regression, Lasso
and SVM. Our results show that FSVRG outperforms the
state-of-the-art stochastic methods, including Katyusha.
Keywords
Stochastic optimization, variance reduction, momentum ac-
celeration, non-strongly convex, non-smooth
1. INTRODUCTION
In this paper, we consider the following finite-sum composite
convex optimization problem:
min
x∈Rd
φ(x) := f(x) + g(x) =
1
n
∑n
i=1
fi(x) + g(x), (1)
where f(x) := 1
n
∑n
i=1 fi(x) is a convex function that is a
finite average of n convex functions fi(x) : Rd → R, and
g(x) is a “simple” possibly non-smooth convex function (re-
ferred to as a regularizer, e.g. λ1‖x‖2, the `1-norm regular-
izer λ2‖x‖1, and the elastic net regularizer λ1‖x‖2+λ2‖x‖1,
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where λ1, λ2≥0 are the regularization parameters). Such a
composite problem (1) naturally arises in many applications
of machine learning and data mining, such as regularized
empirical risk minimization (ERM) and eigenvector compu-
tation [29, 7]. As summarized in [1, 2], there are mainly four
interesting categories of Problem (1) as follows:
• Case 1: Each fi(x) is L-smooth and φ(x) is µ-strongly
convex (µ-SC). Examples: ridge regression and elastic
net regularized logistic regression.
• Case 2: Each fi(x) is L-smooth and φ(x) is non-strongly
convex (NSC). Examples: Lasso and `1-norm regular-
ized logistic regression.
• Case 3: Each fi(x) is non-smooth (but Lipschitz con-
tinuous) and φ(x) is µ-SC. Examples: linear support
vector machine (SVM).
• Case 4: Each fi(x) is non-smooth (but Lipschitz con-
tinuous) and φ(x) is NSC. Examples: `1-norm regular-
ized SVM.
To solve Problem (1) with a large sum of n component
functions, computing the full (sub)gradient of f(x) (e.g.
∇f(x) = 1
n
∑n
i=1∇fi(x) for the smooth case) in first-order
methods is expensive, and hence stochastic (sub)gradient
descent (SGD), also known as incremental gradient descent,
has been widely used in many large-scale problems [33, 39].
SGD approximates the gradient from just one example or
a mini-batch, and thus it enjoys a low per-iteration com-
putational complexity. Moreover, SGD is extremely sim-
ple and highly scalable, making it particularly suitable for
large-scale machine learning, e.g., deep learning [33]. How-
ever, the variance of the stochastic gradient estimator may
be large in practice [9, 40], which leads to slow convergence
and poor performance. Even for Case 1, standard SGD can
only achieve a sub-linear convergence rate [21, 30].
Recently, the convergence speed of standard SGD has
been dramatically improved with various variance reduced
methods, such as SAG [23], SDCA [27], SVRG [9], SAGA [6],
and their proximal variants, such as [25], [28], [35] and [10].
Indeed, many of those stochastic methods use past full gra-
dients to progressively reduce the variance of stochastic gra-
dient estimators, which leads to a revolution in the area of
first-order methods. Thus, they are also called the semi-
stochastic gradient descent method [10] or hybrid gradient
descent method [38]. In particular, these recent methods
converge linearly for Case 1, and their overall complexity
(total number of component gradient evaluations to find an
-accurate solution) is O((n+L/µ) log(1/)), where L is the
Lipschitz constant of the gradients of fi(·), and µ is the
strong convexity constant of φ(·). The complexity bound
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shows that those stochastic methods always converge faster
than accelerated deterministic methods (e.g. FISTA [5]) [10].
Moreover, [3] and [22] proved that SVRG with minor mod-
ifications can converge asymptotically to a stationary point
in the non-convex case. However, there is still a gap between
the overall complexity and the theoretical bound provided
in [34]. For Case 2, they converge much slower than accel-
erated deterministic algorithms, i.e., O(1/T ) vs. O(1/T 2).
More recently, some accelerated stochastic methods were
proposed. Among them, the successful techniques mainly
include the Nesterov’s acceleration technique [13, 14, 20],
the choice of growing epoch length [16, 4], and the momen-
tum acceleration trick [1, 8]. [14] presents an accelerating
Catalyst framework and achieves a complexity of O((n+√
nL/µ) log(L/µ) log(1/)) for Case 1. However, adding a
dummy regularizer hurts the performance of the algorithm
both in theory and in practice [4]. The methods [1, 8] attain
the best-known complexity ofO(n√1/+√nL/) for Case 2.
Unfortunately, they require at least two auxiliary variables
and two momentum parameters, which lead to complicated
algorithm design and high per-iteration complexity.
Contributions: To address the aforementioned weak-
nesses of existing methods, we propose a fast stochastic vari-
ance reduced gradient (FSVRG) method, in which we design
a novel update rule with the Nesterov’s momentum [17]. The
key update rule has only one auxiliary variable and one mo-
mentum weight. Thus, FSVRG is much simpler and more
efficient than [1, 8]. FSVRG is a direct accelerated method
without using any dummy regularizer, and also works for
non-smooth and proximal settings. Unlike most variance re-
duced methods such as SVRG, which only have convergence
guarantee for Case 1, FSVRG has convergence guarantees
for both Cases 1 and 2. In particular, FSVRG uses a flex-
ible growing epoch size strategy as in [16] to speed up its
convergence. Impressively, FSVRG converges much faster
than the state-of-the-art stochastic methods. We summa-
rize our main contributions as follows.
• We design a new momentum accelerating update rule,
and present two selecting schemes of momentum weights
for Cases 1 and 2, respectively.
• We prove that FSVRG attains linear convergence for
Case 1, and achieves the convergence rate of O(1/T 2)
and a complexity of O(n√1/+√nL/) for Case 2,
which is the same as the best known result in [1].
• Finally, we also extend FSVRG to mini-batch settings
and non-smooth settings (i.e., Cases 3 and 4), and pro-
vide an empirical study on the performance of FSVRG
for solving various machine learning problems.
2. PRELIMINARIES
Throughout this paper, the norm ‖·‖ is the standard Eu-
clidean norm, and ‖·‖1 is the `1-norm, i.e., ‖x‖1 =∑i|xi|.
We denote by ∇f(x) the full gradient of f(x) if it is differen-
tiable, or ∂f(x) a sub-gradient of f(x) if f(x) is only Lips-
chitz continuous. We mostly focus on the case of Problem (1)
when each fi(x) is L-smooth
1. For non-smooth component
functions, we can use the proximal operator oracle [2] or
the Nesterov’s smoothing [19] and homotopy smoothing [36]
1In fact, we can extend all our theoretical results below for
this case (i.e., when the gradients of all component functions
have the same Lipschitz constant L) to the more general
case, when some fi(x) have different degrees of smoothness.
techniques to smoothen them, and then obtain the smoothed
approximations of all functions fi(·).
When the regularizer g(·) is non-smooth (e.g.,g(·)=λ‖·‖1),
the update rule of general SGD is formulated as follows:
xk = arg min
y∈Rd
g(y)+yT∇fik(xk−1)+(1/2ηk)·‖y−xk−1‖2, (2)
where ηk ∝ 1/k is the step size (or learning rate), and ik is
chosen uniformly at random from {1, . . . , n}. When g(x)≡0,
the update rule in (2) becomes xk =xk−1−ηk∇fik(xk−1). If
each fi(·) is non-smooth (e.g., the hinge loss), we need to
replace ∇fik(xk−1) in (2) with ∂fik(xk−1).
As the representative methods of stochastic variance re-
duced optimization, SVRG [9] and its proximal variant, Prox-
SVRG [35], are particularly attractive because of their low
storage requirement compared with [23, 27, 6, 28], which
need to store all the gradients of the n component functions
fi(·) (or dual variables), so that O(nd) storage is required in
general problems. At the beginning of each epoch of SVRG,
the full gradient ∇f(x˜) is computed at the snapshot point x˜.
With a constant step size η, the update rules for the special
case of Problem (1) (i.e., g(x)≡0) are given by
∇˜fik(xk−1) = ∇fik(xk−1)−∇fik(x˜) +∇f(x˜),
xk = xk−1 − η∇˜fik(xk−1).
(3)
[4] proposed an accelerated SVRG method, SVRG++ , with
doubling-epoch techniques. Moreover, Katyusha [1] is a di-
rect accelerated stochastic variance reduction method, and
its main update rules are formulated as follows:
xk = θ1yk−1 + θ2x˜+ (1− θ1 − θ2)zk−1,
yk = arg min
y∈Rd
g(y)+yT ∇˜fik(xk)+(1/2η)·‖y−yk−1‖2,
zk = arg min
z∈Rd
g(z)+zT ∇˜fik(xk)+(3L/2)·‖z−xk‖2,
(4)
where θ1, θ2∈ [0, 1] are two parameters, and θ2 is fixed to 0.5
in [1] to eliminate the need for parameter tuning.
3. FAST SVRGWITHMOMENTUMACCEL-
ERATION
In this paper, we propose a fast stochastic variance reduc-
tion gradient (FSVRG) method with momentum accelera-
tion for Cases 1 and 2 (e.g., logistic regression) and Cases 3
and 4 (e.g., SVM). The acceleration techniques of the clas-
sical Nesterov’s momentum and the Katyusha momentum
in [1] are incorporated explicitly into the well-known SVRG
method [9]. Moreover, FSVRG also uses a growing epoch
size strategy as in [16] to speed up its convergence.
3.1 Smooth Component Functions
In this part, we consider the case of Problem (1) when each
fi(·) is smooth, and φ(·) is SC or NSC (i.e., Case 1 or 2).
Similar to existing stochastic variance reduced methods such
as SVRG [1] and Prox-SVRG [35], we design a simple fast
stochastic variance reduction algorithm with momentum ac-
celeration for solving smooth objective functions, as outlined
in Algorithm 1. It is clear that Algorithm 1 is divided into
S epochs (which is the same as most variance reduced meth-
ods, e.g., SVRG and Katyusha), and each epoch consists of
ms stochastic updates, where ms is set to ms = ρ
s−1 · m1
as in [16], where m1 is a given initial value, and ρ > 1 is a
constant. Within each epoch, a full gradient∇f(x˜s) is calcu-
lated at the snapshot point x˜s. Note that we choose x˜s to be
Algorithm 1 FSVRG for smooth component functions
Input: the number of epochs S and the step size η.
Initialize: x˜0, m1, θ1, and ρ > 1.
1: for s = 1, 2, . . . , S do
2: µ˜ = 1
n
∑n
i=1∇fi(x˜s−1), xs0 = ys0 = x˜s−1;
3: for k = 1, 2, . . . ,ms do
4: Pick isk uniformly at random from {1, . . . , n};
5: ∇˜fis
k
(xsk−1) = ∇fisk (xsk−1)−∇fisk (x˜s−1) + µ˜;
6: ysk = y
s
k−1 − η [∇˜fisk (xsk−1) +∇g(xsk−1)];
7: xsk = x˜
s−1 + θs(ysk − x˜s−1);
8: end for
9: x˜s = 1
ms
∑ms
k=1x
s
k, ms+1 = dρs ·m1e;
10: end for
Output: x˜S
the average of the past ms stochastic iterates rather than the
last iterate because it has been reported to work better in
practice [35, 4, 1]. Although our convergence guarantee for
the SC case depends on the initialization of xs0 = y
s
0 = x˜
s−1,
the choices of xs+10 = x
s
ms and y
s+1
0 = y
s
ms also work well in
practice, especially for the case when the regularization pa-
rameter is relatively small (e.g., 10−7), as suggested in [31].
3.1.1 Momentum Acceleration
When the regularizer g(·) is smooth, e.g., the `2-norm
regularizer, the update rule of the auxiliary variable y is
ysk = y
s
k−1 − η[∇˜fisk (x
s
k−1) +∇g(xsk−1)]. (5)
When g(·) is non-smooth, e.g., the `1-norm regularizer, the
update rule of y is given as follows:
ysk = prox η,g
(
ysk−1 − η∇˜fisk (x
s
k−1)
)
, (6)
and the proximal operator prox η,g(·) is defined as
prox η,g(y) := arg min
x
(1/2η)·‖x− y‖2 + g(x). (7)
That is, we only need to replace the update rule (5) in Al-
gorithm 1 with (7) for the case of non-smooth regularizers.
Inspired by the momentum acceleration trick for acceler-
ating first-order optimization methods [17, 20, 1], we design
the following update rule for x:
xsk = x˜
s−1 + θs(y
s
k − x˜s−1), (8)
where θs ∈ [0, 1] is the weight for the key momentum term.
The first term of the right-hand side of (8) is the snapshot
point of the last epoch (also called as the Katyusha momen-
tum in [1]), and the second term plays a key role as the
Nesterov’s momentum in deterministic optimization.
When θs ≡ 1 and ρ = 2, Algorithm 1 degenerates to the
accelerated SVRG method, SVRG++ [4]. In other words,
SVRG++ can be viewed as a special case of our FSVRG
method. As shown above, FSVRG only has one additional
variable y, while existing accelerated stochastic variance re-
duction methods, e.g., Katyusha [1], require two additional
variables y and z, as shown in (4). In addition, FSVRG
only has one momentum weight θs, compared with the two
weights θ1 and θ2 in Katyusha [1]. Therefore, FSVRG is
much simpler than existing accelerated methods [1, 8].
3.1.2 Momentum Weight
For the case of SC objectives, we give a selecting scheme
for the momentum weight θs. As shown in Theorem 1 below,
it is desirable to have a small convergence factor α, imply-
ing fast convergence. The following proposition obtains the
optimal θ?, which can yield the smallest α value.
Proposition 1. Given the appropriate learning rate η,
the optimal weight θ? is given by
θ? = µηms/2. (9)
Proof. Using Theorem 1 below, we have
α(θ) = 1− θ + θ2/(µηms).
To minimize α(θ) with given η, we have θ?=µηms/2.
In fact, we can fix θs to a constant for the case of SC
objectives, e.g., θs ≡ 0.9 as in accelerated SGD [24], which
works well in practice. Indeed, larger values of θs can result
in better performance for the case when the regularization
parameter is relatively large (e.g., 10−4).
Unlike the SC case, we initialize ys+10 =y
s
ms in each epoch
for the case of NSC objectives. And the update rule of θs is
defined as follows: θ1 =1−Lη/(1−Lη), and for any s>1,
θs = (
√
θ4s−1 + 4θ
2
s−1 − θ2s−1)/2. (10)
The above rule is the same as that in some accelerated op-
timization methods [18, 32, 15].
3.1.3 Complexity Analysis
The per-iteration cost of FSVRG is dominated by the
computation of ∇fis
k
(xsk−1), ∇fisk(x˜s), and ∇g(xsk−1) or the
proximal update (6), which is as low as that of SVRG [9]
and SVRG++ [4]. For some ERM problems, we can save
the intermediate gradients ∇fi(x˜s) in the computation of µ˜,
which requires O(n) additional storage in general. In ad-
dition, FSVRG has a much lower per-iteration complexity
than other accelerated methods such as Katyusha [1], which
have at least one more variable, as analyzed above.
3.2 Non-Smooth Component Functions
In this part, we consider the case of Problem (1) when each
fi(·) is non-smooth (e.g., hinge loss and other loss functions
listed in [37]), and φ(·) is SC or NSC (i.e. Case 3 or 4).
As stated in Section 2, the two classes of problems can be
transformed into the smooth ones as in [19, 2, 36], which can
be efficiently solved by Algorithm 1. However, the smooth-
ing techniques may degrade the performance of the involved
algorithms, similar to the case of the reduction from NSC
problems to SC problems [2]. Thus, we extend Algorithm 1
to the non-smooth setting, and propose a fast stochastic
variance reduced sub-gradient algorithm (i.e., Algorithm 2)
to solve such problems directly, as well as the case of Algo-
rithm 1 to directly solve the NSC problems in Case 2.
For each outer iteration s and inner iteration k, we de-
note by ∂˜fis
k
(xsk−1) the stochastic sub-gradient ∂fisk(x
s
k−1)−
∂fis
k
(x˜s−1)+ ξ˜, where ξ˜= 1
n
∑n
i=1∂fi(x˜
s−1), and ∂fi(x˜s−1) de-
notes a sub-gradient of fi(·) at x˜s−1. When the regularizer
g(·) is smooth, the update rule of y is given by
ysk = ΠK
[
ysk−1 − η
(
∂˜fis
k
(xsk−1) +∇g(xsk−1)
)]
, (11)
where ΠK denotes the orthogonal projection on the con-
vex domain K. Following the acceleration techniques for
stochastic sub-gradient methods [21, 11, 30], a general weighted
averaging scheme is formulated as follows:
Algorithm 2 FSVRG for non-smooth component functions
Input: the number of epochs S and the step size η.
Initialize: x˜0, m1, θ1, ρ > 1, and w1, . . . , wm.
1: for s = 1, 2, . . . , S do
2: ξ˜ = 1
n
∑n
i=1∂fi(x˜
s−1), xs0 = y
s
0 = x˜
s−1;
3: for k = 1, 2, . . . ,ms do
4: Pick isk uniformly at random from {1, . . . , n};
5: ∂˜fis
k
(xsk−1) = ∂fisk (x
s
k−1)− ∂fisk (x˜s−1) + ξ˜;
6: ysk = ΠK
[
ysk−1 − η (∂˜fisk(xsk−1) +∇g(xsk−1))
]
;
7: xsk = x˜
s−1 + θs(ysk − x˜s−1);
8: end for
9: x˜s= 1∑
kwk
∑ms
k=1wkx
s
k, ms+1 = dρs ·m1e;
10: end for
Output: x˜S
x˜s =
1∑
kwk
ms∑
k=1
wkx
s
k, (12)
where wk is the given weight, e.g., wk=1/ms.
4. CONVERGENCE ANALYSIS
In this section, we provide the convergence analysis of
FSVRG for solving the two classes of problems in Cases
1 and 2. Before giving a key intermediate result, we first
introduce the following two definitions.
Definition 1 (Smoothness). A function h(·) : Rd→
R is L-smooth if its gradient is L-Lipschitz, that is, ‖∇h(x)−
∇h(y)‖ ≤ L‖x− y‖ for all x, y ∈ Rd.
Definition 2 (Strong Convexity). A function φ(·) :
Rd→ R is µ-strongly convex (µ-SC), if there exists a con-
stant µ>0 such that for any x, y∈Rd,
φ(y) ≥ φ(x) +∇φ(x)T (y − x) + µ
2
‖y − x‖2. (13)
If φ(·) is non-smooth, we can revise the inequality (13) by
simply replacing∇φ(x) with an arbitrary sub-gradient ∂φ(x).
Lemma 1. Suppose each component function fi(·) is L-
smooth. Let x? be the optimal solution of Problem (1), and
{x˜s, ysk} be the sequence generated by Algorithm 1. Then the
following inequality holds for all s=1, . . . , S:
E[φ(x˜s)−φ(x?)] ≤ (1−θs)E
[
φ(x˜s−1)− φ(x?)
]
+
θ2s
2ηms
E
[‖ys0−x?‖2−‖ysms−x?‖2]. (14)
The detailed proof of Lemma 1 is provided in APPENDIX.
To prove Lemma 1, we first give the following lemmas, which
are useful for the convergence analysis of FSVRG.
Lemma 2 (Variance bound, [1]). Suppose each func-
tion fi(·) is L-smooth. Then the following inequality holds:
E
[∥∥∥∇˜fis
k
(xsk−1)−∇f(xsk−1)
∥∥∥2]
≤ 2L
[
f(x˜s−1)− f(xsk−1) + [∇f(xsk−1)]T (xsk−1 − x˜s−1)
]
.
Lemma 2 is essentially identical to Lemma 3.4 in [1]. This
lemma provides a tighter upper bound on the expected vari-
ance of the variance-reduced gradient estimator ∇˜fis
k
(xsk−1)
than that of [35, 4], e.g., Corollary 3.5 in [35].
Lemma 3 (3-point property, [12]). Assume that z∗
is an optimal solution of the following problem,
min
z
(τ/2)·‖z − z0‖2 + ψ(z),
where ψ(z) is a convex function (but possibly non-differentiable).
Then for any z∈Rd, we have
ψ(z) +
τ
2
‖z − z0‖2 ≥ ψ(z∗) + τ
2
‖z∗ − z0‖2 + τ
2
‖z − z∗‖2.
4.1 Convergence Properties for Case 1
For SC objectives with smooth component functions (i.e.,
Case 1), we analyze the convergence property of FSVRG.
Theorem 1 (Strongly Convex). Suppose each fi(·)
is L-smooth, φ(·) is µ-SC, θs is a constant θ for Case 1, and
ms is sufficiently large
2 so that
αs := 1− θ + θ2/(µηms) < 1.
Then Algorithm 1 has the convergence in expectation:
E
[
φ(x˜S)− φ(x?)
]
≤
(
S∏
s=1
αs
)
[φ(x˜0)− φ(x?)]. (15)
Proof. Since φ(x) is µ-SC, then there exists a constant
µ>0 such that for all x∈Rd
φ(x) ≥ φ(x?) + [∇φ(x?)]T (x− x?) + µ
2
‖x− x?‖2.
Since x? is the optimal solution, we have
∇φ(x?) = 0 3, φ(x)− φ(x?) ≥ µ
2
‖x− x?‖2. (16)
Using the inequality in (16) and ys0 = x˜
s−1, we have
E[φ(x˜s)− φ(x?)]
≤ (1−θ)E[φ(x˜s−1)−φ(x?)]+ θ
2/η
2ms
E
[‖ys0−x?‖2−‖ysms−x?‖2]
≤ (1−θ)E[φ(x˜s−1)−φ(x?)]+ θ
2/η
µms
E
[
φ(x˜s−1)−φ(x?)
]
=
(
1−θ + θ
2/η
µms
)
E
[
φ(x˜s−1)− φ(x?)
]
,
where the first inequality holds due to Lemma 1, and the
second inequality follows from the inequality in (16).
From Theorem 1, it is clear that αs decreases as s in-
creases, i.e., 1 > α1 > α2 > . . . > αS . Therefore, there ex-
ists a positive constant γ < 1 such that αs ≤ α1γs−1 for all
s= 1, . . . , S. Then the inequality in (15) can be rewritten
as E
[
φ(x˜S)−φ(x?)
]≤(α1√γS−1)S [φ(x˜0)−φ(x?)], which im-
plies that FSVRG attains linear (geometric) convergence.
4.2 Convergence Properties for Case 2
For NSC objectives with smooth component functions (i.e.,
Case 2), the following theorem gives the convergence rate
and overall complexity of FSVRG.
Theorem 2 (Non-Strongly Convex). Suppose each
fi(·) is L-smooth. Then the following inequality holds:
E
[
φ(x˜S)− φ(x?)
]
≤ 4(1−θ1)
θ21(S+2)
2
[φ(x˜0)−φ(x?)]+ 2/η
m1(S+2)2
‖x?−x˜0‖2.
2If m1 is not sufficiently large, the first epoch can be viewed
as an initialization step.
3When φ(·) is non-smooth, there must exist a sub-graident
∂φ(x?) of φ(·) at x? such that ∂φ(x?) = 0.
In particular, choosing m1 =Θ(n), Algorithm 1 achieves an
ε-accurate solution, i.e., E[φ(x˜S)]−φ(x?) ≤ ε using at most
O(n
√
φ(x˜0)−φ(x?)√
ε
+
√
nL‖x˜0−x?‖√
ε
) iterations.
Proof. Using the update rule of θs in (10), it is easy to
verify that
(1− θs+1)/θ2s+1 ≤ 1/θ2s , θs ≤ 2/(s+ 2). (17)
Dividing both sides of the inequality in (14) by θ2s , we have
E[φ(x˜s)− φ(x?)]/θ2s
≤1−θs
θ2s
E[φ(x˜s−1)−φ(x?)]+ 1/η
2ms
E[‖x?−ys0‖2−‖x?−ysms‖2],
for all s=1, . . . , S. By ys+10 =y
s
ms and the inequality in (17),
and summing the above inequality over s=1, . . . , S, we have
E
[
φ(x˜S)− φ(x?)
]
/θ2S
≤1−θ1
θ21
[φ(x˜0)−φ(x?)]+ 1/η
2m1
E
[
‖x?−y10‖2−‖x?−ySmS‖2
]
.
Then
E
[
φ(x˜S)− φ(x?)
]
≤ 4(1−θ1)
θ21(S+2)
2
[φ(x˜0)−φ(x?)]+ 2/η
m1(S+2)2
E
[
‖x?−y10‖2−‖x?−ySmS‖2
]
≤ 4(1−θ1)
θ21(S+2)
2
[φ(x˜0)−φ(x?)]+ 2/η
m1(S+2)2
[‖x?−x˜0‖2] .
This completes the proof.
From Theorem 2, we can see that FSVRG achieves the
optimal convergence rate of O(1/T 2) and the complexity of
O(n√1/+√nL/) for NSC problems, which is consistent
with the best known result in [1, 8]. By adding a proximal
term into the problem of Case 2 as in [14, 2], one can achieve
faster convergence. However, this hurts the performance of
the algorithm both in theory and in practice [4].
4.3 Convergence Properties forMini-Batch Set-
tings
It has been shown in [26, 20, 10] that mini-batching can
effectively decrease the variance of stochastic gradient esti-
mates. So, we extend FSVRG and its convergence results to
the mini-batch setting. Here, we denote by b the mini-batch
size and Isk the selected random index set Ik ⊂ [n] for each
outer-iteration s ∈ [S] and inner-iteration k ∈ {1, . . . ,ms}.
Then the stochastic gradient estimator ∇˜fis
k
(xsk−1) becomes
∇˜fIs
k
(xsk−1)=
1
b
∑
i∈Is
k
[∇fi(xsk−1)−∇fi(x˜s−1)]+∇f(x˜s−1). (18)
And the momentum weight θs is required to satisfy θs ≤
1−ρ(b)Lη
1−Lη for SC and NSC cases, where ρ(b)=(n−b)/[(n−1)b].
The upper bound on the variance of ∇˜fis
k
(xsk−1) in Lemma 2
is extended to the mini-batch setting as follows [15].
Corollary 1 (Variance bound of Mini-Batch).
E
[∥∥∥∇˜fIs
k
(xsk−1)−∇f(xsk−1)
∥∥∥2]
≤2Lρ(b)
[
∇f(xsk−1)T(xsk−1−x˜s−1)−f(xsk−1)+f(x˜s−1)
]
.
It is easy to verify that 0≤ ρ(b)≤ 1, which implies that
mini-batching is able to reduce the variance upper bound
in Lemma 2. Based on the variance upper bound in Corol-
lary 1, we further analyze the convergence properties of our
algorithms for the mini-batch setting. Obviously, the num-
ber of stochastic iterations in each epoch is reduced from ms
to bms/bc. For the case of SC objective functions, the mini-
batch variant of FSVRG has almost identical convergence
properties to those in Theorem 1. In contrast, we need to
initialize θ1 = 1− ρ(b)Lη1−Lη and update θs by the procedure in
(10) for the case of NSC objective functions. Theorem 2 is
also extended to the mini-batch setting as follows.
Corollary 2. Suppose fi(·) is L-smooth, and let θ1 =
1− ρ(b)Lη
1−Lη and β=1/Lη, then the following inequality holds:
E
[
φ(x˜S)− φ(x?)
]
≤ 2/η
m1(S+2)2
[‖x?−x˜0‖2]
+
4(β − 1)ρ(b)
(β−1−ρ(b))2(S+2)2 [φ(x˜
0)−φ(x?)].
(19)
Proof. Since
θ1 = 1− (ρ(b)Lη)/(1− Lη) = 1− ρ(b)/(β − 1),
then we have
E
[
φ(x˜S)− φ(x?)
]
≤ 4(β − 1)ρ(b)
(β−1−ρ(b))2(S+2)2[φ(x˜
0)−φ(x?)]+ 2/η
m1(S+2)2
[‖x?−x˜0‖2].
This completes the proof.
Remark 1. When b = 1, we have ρ(1) = 1, and then
Corollary 2 degenerates to Theorem 2. If b = n (i.e., the
batch setting), we have ρ(n)=0, and the second term on the
right-hand side of (19) diminishes. In other words, FSVRG
degenerates to the accelerated deterministic method with the
optimal convergence rate of O(1/T 2).
5. EXPERIMENTAL RESULTS
In this section, we evaluate the performance of our FSVRG
method for solving various machine learning problems, such
as logistic regression, ridge regression, Lasso and SVM. All
the codes of FSVRG and related methods can be down-
loaded from the first author’s website.
5.1 Experimental Setup
For fair comparison, FSVRG and related stochastic vari-
ance reduced methods, including SVRG [9], Prox-SVRG [35],
SVRG++ [4] and Katyusha [1], were implemented in C++,
and the experiments were performed on a PC with an Intel
i5-2400 CPU and 16GB RAM. As suggested in [9, 35, 1],
the epoch size is set to m=2n for SVRG, Prox-SVRG, and
Katyusha. FSVRG and SVRG++ have the similar strat-
egy of growing epoch size, e.g., m1 = n/2 and ρ = 1.6 for
FSVRG, and m1= n/4 and ρ= 2 for SVRG++. Then for
all these methods, there is only one parameter to tune, i.e.,
the learning rate. Note that we compare their performance
in terms of both the number of effective passes (evaluating
n component gradients or computing a single full gradient
is considered as one effective pass) and running time (sec-
onds). Moreover, we do not compare with other stochastic
algorithms such as SAGA [6] and Catalyst [14], as they have
been shown to be comparable or inferior to Katyusha [1].
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Figure 1: Comparison of SVRG [9], SVRG++ [3], Katyusha [1], and our FSVRG method for `2-norm (i.e.,
λ‖x‖2) regularized logistic regression problems. The y-axis represents the objective value minus the minimum,
and the x-axis corresponds to the number of effective passes (top) or running time (bottom).
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Figure 2: Comparison of Prox-SVRG [35], SVRG++ [3], Katyusha [1], and our FSVRG method for elastic
net (i.e., λ1‖x‖2+λ2‖x‖1) regularized logistic regression problems.
5.2 Logistic Regression
In this part, we conducted experiments for both the `2-
norm and elastic net regularized logistic regression problems
on the four popular data sets: IJCNN, Covtype, SUSY, and
Protein, all of which were obtained from the LIBSVM Data
website4 and the KDD Cup 2004 website5. Each example
of these date sets was normalized so that they have unit
length as in [35], which leads to the same upper bound on
the Lipschitz constants Li of functions fi(·).
Figures 1 and 2 show the performance of different methods
for solving the two classes of logistic regression problems,
respectively. It can be seen that SVRG++ and FSVRG
consistently converge much faster than the other methods
in terms of both running time (seconds) and number of ef-
fective passes. The accelerated stochastic variance reduc-
tion method, Katyusha, has much better performance than
the standard SVRG method in terms of number of effective
passes, while it sometimes performs worse in terms of run-
ning time. FSVRG achieves consistent speedups for all the
data sets, and outperforms the other methods in all the set-
tings. The main reason is that FSVRG not only takes advan-
tage of the momentum acceleration trick, but also can use
much larger step sizes, e.g., 1/(3L) for FSVRG vs. 1/(7L)
for SVRG++ vs. 1/(10L) for SVRG. This also confirms that
4https://www.csie.ntu.edu.tw/~cjlin/libsvm/
5http://osmot.cs.cornell.edu/kddcup
FSVRG has much lower per-iteration cost than Katyusha.
5.3 Lasso
In this part, we conducted experiments for the Lasso prob-
lem with the regularizer λ‖x‖1 on the four data sets. We
report the experimental results of different methods in Fig-
ure 3, where the regularization parameter is varied from
λ = 10−4 to λ = 10−6. From all the results, we can ob-
serve that FSVRG converges much faster than the other
methods, and also outperforms Katyusha in terms of num-
ber of effective passes, which matches the optimal conver-
gence rate for the NSC problem. SVRG++ achieves compa-
rable and sometimes even better performance than SVRG
and Katyusha. This further verifies that the efficiency of the
growing epoch size strategy in SVRG++ and FSVRG.
5.4 Ridge Regression
In this part, we implemented all the algorithms mentioned
above in C++ for high-dimensional sparse data, and com-
pared their performance for solving ridge regression prob-
lems on the two very sparse data sets, Rcv1 and Sido0
(whose sparsity is 99.84% and 90.16%), as shown in Figure 4.
The two data sets can be downloaded from the LIBSVM
Data website and the Causality Workbench website6. From
the results, one can observe that although Katyusha outper-
forms SVRG in terms of number of effective passes, both of
6http://www.causality.inf.ethz.ch/home.php
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Figure 3: Comparison of Prox-SVRG [35], SVRG++ [3], Katyusha [1], and FSVRG for Lasso problems.
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Figure 4: Comparison of SVRG [9], SVRG++ [3],
Katyusha [1], and FSVRG for ridge regression prob-
lems with regularization parameter λ=10−4.
them usually have similar convergence speed. SVRG++ has
relatively inferior performance (maybe due to large value for
ρ, i.e., ρ= 2) than the other methods. It can be seen that
the objective value of FSVRG is much lower than those of
the other methods, suggesting faster convergence.
Figure 5 compares the performance of our FSVRG method
with different mini-batch sizes on the two data sets, IJCNN
and Protein. It can be seen that by increasing the mini-
batch size to b=2, 4, FSVRG has comparable or even better
performance than the case when b=1.
5.5 SVM
Finally, we evaluated the empirical performance of FSVRG
for solving the SVM optimization problem
min
x
1
n
n∑
i=1
max{0, 1− bi〈ai, x〉}+ λ
2
‖x‖2,
where (ai, bi) is the feature-label pair. For the binary classi-
fication data set, IJCNN, we randomly divided it into 10%
training set and 90% test set. We used the standard one-
vs-rest scheme for the multi-class data set, the MNIST data
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Figure 5: Results of FSVRG with different mini-
batch sizes on IJCNN (left) and Protein (right).
set7, which has a training set of 60,000 examples and a test
set of 10,000 examples. The regularization parameter is set
to λ=10−5. Figure 6 shows the performance of the stochas-
tic sub-gradient descent method (SSGD) [30], SVRG and
FSVRG for solving the SVM problem. Note that we also
extend SVRG to non-smooth settings, and use the same
scheme in (12). We can see that the variance reduced meth-
ods, SVRG and FSVRG, yield significantly better perfor-
mance than SSGD. FSVRG consistently outperforms SSGD
and SVRG in terms of convergence speed and testing accu-
racy. Intuitively, the momentum acceleration trick in (8) can
lead to faster convergence. We leave the theoretical analysis
of FSVRG for this case as our future research.
6. DISCUSSION AND CONCLUSION
Recently, there is a surge of interests in accelerating stochas-
tic variance reduction gradient optimization. SVRG++ [3]
uses the doubling-epoch technique (i.e., ms+1=2ms), which
can reduce the number of gradient calculations in the early
iterations, and lead to faster convergence in general. In
contrast, our FSVRG method uses a more general grow-
ing epoch size strategy as in [16], i.e., ms+1 =ρms with the
factor ρ> 1, which implies that we can be much more flex-
ible in choosing ρ. Unlike SVRG++, FSVRG also enjoys
the momentum acceleration trick and has the convergence
guarantee for SC problems in Case 1.
The momentum acceleration technique has been used in
accelerated SGD [33] and variance reduced methods [13, 14,
20, 1]. Different from other methods [13, 14, 20], the mo-
7http://yann.lecun.com/exdb/mnist/
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Figure 6: Comparison of different methods for SVM
problems on IJCNN (top) and MNIST (bottom).
mentum term of FSVRG involves the snapshot point, i.e.,
x˜s, which is also called as the Katyusha momentum in [1].
It was shown in [1] that Katyusha has the best known over-
all complexities for both SC and NSC problems. As an-
alyzed above, FSVRG is much simpler and more efficient
than Katyusha, which has also been verified in our experi-
ments. Therefore, FSVRG is suitable for large-scale machine
learning and data mining problems.
In this paper, we proposed a simple and fast stochastic
variance reduction gradient (FSVRG) method, which inte-
grates the momentum acceleration trick, and also uses a
more flexible growing epoch size strategy. Moreover, we pro-
vided the convergence guarantees of our method, which show
that FSVRG attains linear convergence for SC problems,
and achieves the optimal O(1/T 2) convergence rate for NSC
problems. The empirical study showed that the performance
of FSVRG is much better than that of the state-of-the-art
stochastic methods. Besides the ERM problems in Section 5,
we can apply FSVRG to other machine learning problems,
e.g., deep learning and eigenvector computation [7].
APPENDIX: Proof of Lemma 1
Proof. The smoothness inequality in Definition 1 has
the following equivalent form,
f(x2)≤f(x1)+〈∇f(x1), x2−x1〉+0.5L‖x2−x1‖2, ∀x1, x2∈Rd.
Let β1> 2 be an appropriate constant, β2= β1−1> 1, and
∇˜is
k
:=∇˜fis
k
(xsk−1). Using the above inequality, we have
f(xsk)≤f(xsk−1)+〈∇f(xsk−1), xsk−xsk−1〉+0.5L‖xsk−xsk−1‖2
=f(xsk−1)+〈∇f(xsk−1), xsk−xsk−1〉
+0.5β1L‖xsk−xsk−1‖2−0.5β2L‖xsk−xsk−1‖2
=f(xsk−1)+〈∇˜isk , x
s
k−xsk−1〉+0.5β1L‖xsk−xsk−1‖2
+〈∇f(xsk−1)−∇˜isk, x
s
k−xsk−1〉−0.5β2L‖xsk−xsk−1‖2.
(20)
E
[
〈∇f(xsk−1)−∇˜isk , x
s
k−xsk−1〉
]
≤E
[
1
2β2L
‖∇f(xsk−1)−∇˜isk‖
2 +
β2L
2
‖xsk−xsk−1‖2
]
≤ 1
β2
[
f(x˜s−1)−f(xsk−1)−
〈∇f(xsk−1), x˜s−1−xsk−1〉]
+0.5β2LE
[‖xsk−xsk−1‖2] ,
(21)
where the first inequality follows from the Young’s inequal-
ity (i.e. xT y ≤ ‖x‖2/(2β)+β‖y‖2/2 for all β > 0), and the
second inequality holds due to Lemma 2. Note that for
the mini-batch setting, Lemma 2 needs to be replaced with
Corollary 1, and all statements in the proof of this lemma
can be revised by simply replacing 1/β2 with ρ(b)/β2.
Substituting the inequality (21) into the inequality (20),
and taking expectation over isk, we have
E [φ(xsk)]− f(xsk−1)
≤E
[
g(xsk)+〈∇˜isk , x
s
k−xsk−1〉+0.5β1L‖xsk−xsk−1‖2
]
+β−12
[
f(x˜s−1)−f(xsk−1)+
〈∇f(xsk−1), xsk−1−x˜s−1〉]
≤E
[
〈θs∇˜is
k
, ysk−ysk−1〉+0.5β1Lθ2s‖ysk−ysk−1‖2+θsg(ysk)
]
+(1−θs)g(x˜s−1)+β−12
[
f(x˜s−1)−f(xsk−1)+〈∇f(xsk−1), xsk−1−x˜s−1〉
]
≤E
[
〈θs∇˜is
k
, x?−ysk−1〉+β1Lθ
2
s
2
(‖ysk−1−x?‖2−‖ysk−x?‖2)+θsg(x?)
]
+(1−θs)g(x˜s−1)+β−12
[
f(x˜s−1)−f(xsk−1)+〈∇f(xsk−1), xsk−1−x˜s−1〉
]
=E
[
β1Lθ
2
s
2
(‖ysk−1−x?‖2−‖ysk−x?‖2)+θsg(x?)]+(1−θs)g(x˜s−1)
+
〈∇f(xsk−1), θsx?+(1−θs)x˜s−1−xsk−1+β−12 (xsk−1−x˜s−1)〉+β−12 f(x˜s−1)
+E
[〈−∇fis
k
(x˜s−1)+∇f(x˜s−1), θsx?+(1−θs)x˜s−1−xsk−1
〉]−β−12 f(xsk−1)
=E
[
β1Lθ
2
s
2
(‖ysk−1−x?‖2−‖ysk−x?‖2)+θsg(x?)]+(1−θs)g(x˜s−1)
+
〈∇f(xsk−1), θsx?+(1−θs)x˜s−1−xsk−1+β−12 (xsk−1−x˜s−1)〉
+β−12
[
f(x˜s−1)−f(xsk−1)
]
,
where the second inequality follows from the facts that xsk−
xsk−1 = θs(y
s
k− ysk−1) and g(θsysk + (1− θs)x˜s−1) ≤ θsg(ysk) +
(1−θs)g(x˜s−1); the third inequality holds due to Lemma 3
with z∗ = ysk, z = x?, z0 = y
s
k−1, ρ = β1Lθs, and ψ(z) :=
g(z) +〈∇˜is
k
, z−ysk−1〉 (or ψ(z) := 〈∇˜isk +∇g(xsk−1), z−ysk−1〉).
The first equality holds due to the facts that
〈θs∇˜is
k
, x?−ysk−1〉=〈∇˜isk , θsx?+(1−θs)x˜
s−1−xsk−1〉
=
〈∇fis
k
(xsk−1), θsx?+(1−θs)x˜s−1−xsk−1
〉
+
〈−∇fis
k
(x˜s−1)+∇f(x˜s−1), θsx?+(1−θs)x˜s−1−xsk−1
〉
,
and E[∇fis
k
(xsk−1)]=∇f(xsk−1). The last equality follows from
E
[〈−∇fis
k
(x˜s−1)+∇f(x˜s−1), θsx?+(1−θs)x˜s−1−xsk−1〉
]
=0.
〈∇f(xsk−1), θsx?+(1−θs)x˜s−1−xsk−1+β−12 (xsk−1−x˜s−1)〉
=〈∇f(xsk−1), θsx?+(1−θs−β−12 )x˜s−1+β−12 xsk−1−xsk−1〉
≤f(θsx?+(1−θs−β−12 )x˜s−1+β−12 xsk−1)−f(xsk−1)
≤θsf(x?)+(1−θs−β−12 )f(x˜s−1)+β−12 f(xsk−1)−f(xsk−1),
where the first inequality holds due to the fact that 〈∇f(x1),
x2−x1〉≤f(x2)−f(x1), and the last inequality follows from
the convexity of f(·) and 1−θs−β−12 ≥0, which can be easily
satisfied. Combining the above two inequalities, we have
E[φ(xsk)]
≤θsφ(x?)+(1−θs)φ(x˜s−1)+β1Lθ
2
s
2
E
[‖ysk−1−x?‖2−‖ysk−x?‖2],
E[φ(xsk)−φ(x?)]
≤ (1−θs)[φ(x˜s−1)−φ(x?)]+β1Lθ
2
s
2
E
[‖ysk−1−x?‖2−‖ysk−x?‖2].
Due to the convexity of φ(·) and the definition x˜s= 1
ms
∑ms
k=1x
s
k,
then φ
(
1
ms
∑ms
k=1x
s
k
)
≤ 1
ms
∑ms
k=1φ(x
s
k). Taking expectation
over the history of i1, . . . , ims on the above inequality, and
summing it up over k = 1, . . . ,ms at the s-th stage, we
have E[φ(x˜s)−φ(x?)] ≤ θ
2
s
2ηms
E
[‖ys0−x?‖2−‖ysms−x?‖2]+
(1−θs)E[φ(x˜s−1)−φ(x?)]. This completes the proof.
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More Experimental Results
We first present the detailed descriptions for the seven data sets, as shown in Table 1. In particular, we report some
additional experimental results for `2-norm and elastic net regularized logistic regression, ridge regression and Lasso problems,
respectively. Similar to Algorithm 2, we also extend the original SVRG [9] to the setting of non-smooth component functions,
and present a stochastic variance reduced sub-gradient descent (SVRSG) algorithm, as outlined in Algorithm 3.
Algorithm 3 A variant of SVRG for non-smooth component functions
Input: the number of epochs S, the number of iterations m per epoch, and the step size η.
Initialize: x˜0 and w1, . . . , wm.
1: for s = 1, 2, . . . , S do
2: ξ˜ = 1
n
∑n
i=1∂fi(x˜
s−1), xs0 = x˜
s−1;
3: for k = 1, 2, . . . ,m do
4: Pick isk uniformly at random from {1, . . . , n};
5: ∂˜fis
k
(xsk−1) = ∂fisk (x
s
k−1)− ∂fisk (x˜s−1) + ξ˜;
6: xsk = ΠK
[
xsk−1 − η (∂˜fisk(xsk−1) +∇g(xsk−1))
]
;
7: end for
8: x˜s= 1∑
kwk
∑m
k=1wkx
s
k;
9: end for
Output: x˜S
Table 1: Summary of data sets and regularization parameters used in our experiments.
Data sets Sizes n Dimensions d λ λ1, λ2
IJCNN 49,990 22 {10−3, 10−4, 10−5, 10−6, 10−7} {10−4, 10−5, 10−6}
Protein 145,751 74 {10−3, 10−4, 10−5, 10−6} {10−4, 10−5, 10−6}
Covtype 581,012 54 {10−3, 10−4, 10−5, 10−6, 10−7} {10−4, 10−6, 10−6}
SUSY 5,000,000 18 {10−4, 10−5, 10−6, 10−7} {10−4, 10−5, 10−6}
Rcv1 20,242 47,236 10−4 —
Sido0 12,678 4,932 10−4 —
MNIST 70,000 784 10−5 —
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Figure 7: Comparison of SVRG [9], SVRG++ [3], Katyusha [1], and FSVRG for solving `2-norm regularized
logistic regression problems with different regularization parameters. The y-axis represents the objective
value minus the minimum, and the x-axis corresponds to the number of effective passes.
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Figure 8: Comparison of SVRG [9], SVRG++ [3], Katyusha [1], and FSVRG for solving `2-norm regularized
logistic regression problems with different regularization parameters. The y-axis represents the objective
value minus the minimum, and the x-axis corresponds to the running time (seconds).
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Figure 9: Comparison of Prox-SVRG [35], SVRG++ [3], Katyusha [1], and FSVRG for solving elastic net
(i.e., λ1‖x‖2+λ2‖x‖1) regularized logistic regression problems on the four data sets: IJCNN (the first column),
Protein (the second column), Covtype (the third column), and SUSY (the fourth column). Note that the y-
axis represents the objective value minus the minimum, and the x-axis corresponds to the number of effective
passes.
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Figure 10: Comparison of Prox-SVRG [35], SVRG++ [3], Katyusha [1], and FSVRG for solving elastic net
(i.e., λ1‖x‖2+λ2‖x‖1) regularized logistic regression problems on the four data sets: IJCNN (the first column),
Protein (the second column), Covtype (the third column), and SUSY (the fourth column). Note that the
y-axis represents the objective value minus the minimum, and the x-axis corresponds to the running time
(seconds).
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Figure 11: Comparison of SVRG [9], SVRG++ [3], Katyusha [1], and FSVRG for solving ridge regression
problems with different regularization parameters. The y-axis represents the objective value minus the
minimum, and the x-axis corresponds to the number of effective passes.
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Figure 12: Comparison of SVRG [9], SVRG++ [3], Katyusha [1], and FSVRG for solving ridge regression
problems with different regularization parameters. The y-axis represents the objective value minus the
minimum, and the x-axis corresponds to the running time (seconds).
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Figure 13: Comparison of Prox-SVRG [35], SVRG++ [3], Katyusha [1], and FSVRG for solving Lasso
problems on the four data sets: IJCNN, Protein, Covtype, and SUSY. Note that the y-axis represents the
objective value minus the minimum, and the x-axis corresponds to the number of effective passes.
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Figure 14: Comparison of Prox-SVRG [35], SVRG++ [3], Katyusha [1], and FSVRG for solving Lasso
problems on the four data sets: IJCNN, Protein, Covtype, and SUSY. Note that the y-axis represents the
objective value minus the minimum, and the x-axis corresponds to the running time (seconds).
