One of the most important issues of wireless sensor networks is how to transfer information from the network nodes to a base station and choose the best possible path for this purpose. Choosing the best path can be based on different factors such as energy consumption, response time, delay, and data transfer accuracy. Increasing the network lifetime is the most challenging problem. One of the latest energy-aware routing methods is to use the harmony search algorithm in the small-scale sensor networks. The aim of this study is to introduce the harmony search algorithm as a successful metaheuristic algorithm for wireless sensor network routing in order to increase the lifetime of such networks. This study is intended to improve the objective function for energy efficiency in the harmony search algorithm to establish balance between the network energy consumption and path length control. Therefore, it is necessary to choose the initial energy of each node randomly from a certain range as the path energy consumption should be low to choose a path which can consider the residual energy. In other words, a path should be chosen to establish balance between the network energy consumption and the minimum residual energy. The simulation results indicate that the proposed objective function provides a longer lifetime by 26.12% compared with EEHSBR.
Network routing is a method for transferring data and queries from a base station to the nodes selected as targets. On one hand, routing can be regarded as a method of transferring data between sensor nodes. On the other hand, transferring data between sensor network nodes and the final base station can be defined as routing. It is important to find the best path for each sensor node in terms of energy consumption in a way that the fewest nodes are involved, and less energy is consumed.
So far, many studies have been conducted on wireless sensor network routing.
One of the proposed methods is to employ the harmony search algorithm. It is obvious that the objective function definition has a major role in the routing process. Given the fact that the initial energy of each node is chosen randomly from a certain range, it is important to choose a path which can establish a balance between the network energy consumption and the path residual energy.
Therefore, no studies have been conducted on the effect of residual energy in the nodes on a path, a problem which is investigated in this study with respect to the reduction of network energy consumption.
The aim of this study is to define a new objective function for the harmony search algorithm, taken as a successful metaheuristic algorithm, for wireless sensor network routing in order to increase the lifetime of such networks. The harmony search algorithm is a metaheuristic algorithm developed in 2001 [3] .
This algorithm is used in optimization problems [4] . Regarding wireless sensor networks, the harmony search algorithm has been used for clustering [5] , envelopment [6] and positioning [7] .
In a paper [8] , the harmony search algorithm was used to propose a new energy-aware routing method for a small-scale wireless sensor network in 2014.
They also proposed a new energy-efficient objective function. This objective function establishes balance between the network energy consumption and the path length control. This paper has been used along with the harmony search algorithm in this study to increase the network lifetime by introducing an appropriate objective function.
Related Works
The HS algorithm was first developed by Zong Woo Geem. It is inspired by a K. Rahimkhani, F. Forouzesh DOI: 10.4236/wsn.2017. 99019 335 Wireless Sensor Network process in which a musician looks at the best intended harmony [9] . The HS algorithms have successfully been effective for resolving many optimization problems such as the traveling salesman problem [9] , succession planning [10] , high-speed network multicast routing [11] , water distribution network design [12] , web document clustering [13] , transfer pipe network design [14] , and transportation paths [15] . The main use of the HS algorithms is to remove the bandwidth delay constraint on the paths of high-speed multicast networks. [8] used the HS algorithm to solve the WSN problem to maximize the network lifetime. First, they implemented the routing process. Then they improved the harmony memory decryption and the optimization of a new harmony based on the WSN routing attributes. After that, the HS adjusting process was taken into account to propose a routing algorithm including only one specific parameter such as HMCR. However, dynamic matching was introduced for the HMCR parameter to resolve the shortcomings of primary generations and improve the local search. Finally, an effective local search strategy was proposed to improve the convergence speed and accuracy of the algorithm. In addition, the objective function was developed to modify the energy consumption and maximize the network lifetime. This algorithm is used to improve the method proposed by this study.
In [16] proposed the IHSBEER routing algorithm based on saving energy for WSN by using HS. This algorithm is meant to resolve the WSN routing problem with the help of HS. It has resulted in some major developments. First of all, harmony memory decryption has been improved with WSN routing attributes. Second, the new harmony has been improved, too. Then a type of dynamic compatibility has been introduced for HMCR to resolve shortcomings in the primary generation and improve the research capabilities of investigating next generations. At the same time, the matching (compatibility) process of the HS algorithm has been stopped to propose the routing algorithm including fewer parameters. Third, an effective local search algorithm was introduced to improve local search (investigation) capabilities and improve the convergence speed and accuracy of the routing algorithm. In addition, an objective functional model was developed for decreasing energy consumption and considering the path length.
Regarding the applications of wireless sensor networks in real life, it is necessary to optimize the performance to extend the network lifetime. The method proposed by [17] is able to practically develop protocols based on centralized clusters supported by optimization methods in wireless receiver network. Based on this framework, a protocol algorithm was designed and implemented for the wireless receiver network by using HSA, a music-based metaheuristic optimization method. This algorithm has been designed to minimize the distance between cluster members and the cluster head (CHS) and to optimize the energy distributed by the wireless receiver network. In this study, a cluster-based protocol (HSA) was employed in a real case in which the wireless receiver network was equipped with the protocol proposed in the internal environment estab- The results of empirical tests show that the wireless receiver network lifetime was extended by using HSA protocol in comparison with LEACH-C and FCM protocols.
The optimization of energy consumption is the main concern for designing and planning the exploitation of wireless sensor networks. The clustering method is employed to extend the network lifetime by collecting data and balancing energy consumption among the sensor nodes. [18] used the harmony search algorithm to minimize distances inside a node and optimize network energy consumption. A comparison was drawn between cluster-based protocol approaches such as LEACH and heuristic optimization algorithms such as the particle swarm optimization, genetic algorithm, k-means algorithm, and C-Fuzzy clustering algorithms. The simulation results indicate that HSA could decrease the energy consumption and improve the network lifetime.
In wireless sensor networks, the main concern is the network lifetime which depends on the battery or energy unit of sensor nodes existing in the network. [19] investigated energy-efficient algorithms in WSN. They suggested using the harmony search algorithm to select cluster heads in WSN, a method which has shown a better performance compared with the direct transfer of the main cluster protocol. Moreover, functional parameters such as the network lifetime and total energy consumption were investigated to compare LEACH and HAS.
[20] used the hybrid of HSA and the ant colony optimization algorithm as a metaheuristic algorithm to extend the network lifetime in WSN routing. This hybrid algorithm was named HS-ACO in which decreasing energy consumption and distributing energy appropriately among the network nodes extended the network lifetime. This algorithm is able to detect optimal paths and distribute energy among the network nodes appropriately. [21] proposed the energy-aware cluster-based routing scheme (EACBRS) to save energy with the help of hierarchical routing by calculating the optimal number of cluster heads and selecting efficient energy paths towards the sink node. [22] reviewed all the known cluster-based routing algorithms which were mainly focused on energy consumption. Each algorithm was explained in details along with the advantages and disadvantages explained explicitly. Then some of the important criteria such as scalability, message overhead, and algorithm complexity were discussed to compare the cluster-based algorithm.
[23] posed a novel bi-objective optimization problem aimed at jointly minimizing 1) the average Bit Error Rate (BER) of sensing nodes under a majority fusion rule at the central data collection unit; and 2) the mean delay experienced by packets forwarded by such nodes due to multi-hop networking, frequency channel switching time multiplexing at intermediate nodes. [24] proposed the aforementioned Pareto-optimal set of deployment by operating on two different optimization variables: the geographical position on which wireless receivers are In another application, the response time is not important. What matters the most may be the network lifetime or energy consumption. Therefore, another method should be employed in this case. Given the fact that wireless sensor networks depend on the intended application, it will not be easy to select an optimal routing algorithm for all conditions all the time.
The Proposed Method
The routing problem means finding the best path to transfer information from a starting node to the sink node in a way that the lowest amount of energy is wasted in the network. Since each node may tend to send information to the sink node, the proposed algorithm should be able to detect the best path between a starting node and the sink node. This operation is repeated for different starting nodes until a node loses its energy in the network. Sending and receiving information among nodes result in the loss of node energy.
The network lifetime is regarded as the number of times when the nodes can send their information until a node runs out of energy. Therefore, if we can find more paths on which energy is waste less, more nodes can send information. In other words, the network lifetime increases, and the death of the first node is delayed.
The following algorithm is used to detect a path from a starting node to the sink node. It has been proven that WSN routing for network lifetime maximization is an NP-hard problem [7] . Many researchers have tried to develop heuristic and metaheuristic routing algorithms to solve this problem. There are many aspects of improving energy consumption in some applications of wireless sensor networks. Despite some uncertain variables and serious routing constraints in such networks, the majority of metaheuristic algorithms have not provided appropriate designs for routing such networks. This study is intended to develop a routing algorithm based on the harmony search algorithm to consume sufficient energy in a wireless sensor network.
Since the aim of this study is to investigate the effect of an objective function on increasing the network lifetime, the harmony search algorithm was used. Investigating the effect of the objective function of the improved harmony search algorithm can be regarded as a new problem for future studies.
Before describing the proposed method, the relevant hypotheses are stated.
Then the algorithm is dealt with.
Assumptions: assume a wireless sensor network with fixed nodes. Each sensor node can exchange information with the nodes existing within its radio range ( Figure 1 ). Nodes have different powers; however, they share the same radio range. All of the computations are done in the sink. The sink is fixed, and the sizes of sent packets are the same.
The energy consumption model [27] obtained from Equation (1):
In this equation, r E is the energy consumed by an information-sending node, and elec E is the energy needed to send or receive one bit of information.
It does not depend on distance. amp E is the energy needed to strengthen the sent signal over the intended distance, l is the message length. Moreover, d is the distance between a sender and a receiver, and ER is the energy consumed by the receiver. Figure 2 shows the implementation steps of the harmony search algorithm which was used in this paper. Now the problem is described by using the harmony search algorithm.
The First Step: Initiating the Harmony Memory
This memory is a matrix of ( )
size (HMS is the number of detected paths between a source and the sink node), and n shows the number of nodes in the network. Since the longest path of the network is a path on which all nodes exist, all rows of the harmony memory should be generated randomly first.
After generating each row, it should be checked if it is a path, and there is not a loop along it. Therefore, each node detects the nodes existing within its radio range and regards them as the neighboring nodes (with which information can be exchanged). Then the node starts to select L (defined as 5 here) nearest neighboring nodes. Each node uses the recursive method to detect the nearest paths to the sink node. Figure 3 shows a view of path selection in the wireless sensor network.
In this method, some paths are regarded as the harmony matrix element. They are nearly the shortest paths to the destination (sink node). Therefore, the runtime is improved, and inappropriate paths are not selected in this way. Moreover, using this strategy results in the number of HMS paths of different lengths without any loops. After generating the rows, a fitness function is used to determine the fitness value of each row. These values are stored on the last row.
Creating a New Harmony of HM
The harmony matrix has been created so far; however, it does not include the best paths. Therefore, it is necessary to generate new harmonies replacing the worst harmonies, something which will result in movements towards the most appropriate solutions. Then the access to newer harmonies is explained.
A musician has three choices to play the notes in an orchestra: 1) playing famous notes exactly by heart; 2) playing the notes similarly to the notes mentioned (with a little change); and 3) playing random nodes. In the harmony search algorithm, a new harmony vector like
selected in three ways: 1) using the variables existing in the harmony memory; 2)
creating some changes in variables; and 3) creating a variable at random. These three methods are described now. Regarding the first case, as a player can replay the notes he has already played in an orchestra, a variable can be initiated with a value which has already been given to it and exists in the harmony memory no. It is noteworthy that variables share the same position on all rows of the harmony memory matrix; therefore, when a variable chooses the first Regarding the third case, as a musician can play random notes in an orchestra, a variable can choose some values randomly in the harmony search algorithm.
The third method is referred to as randomization hereafter. The use of randomization drives the algorithm towards a global search resulting in a global optimal solution.
Defining the Fitness Function
As explained earlier, the aim of this study is to introduce an appropriate objective function for the harmony search algorithm to increase the most important ( ) ( ) In this algorithm, t max is the maximum number of repetitions, which was considered 100 at the end of this paper. HMS is the number of rows in the harmony memory, and Rnd is a random number between zero and one. HMCR and PAR are numbers between zero and one. They have previously been set. In this pseudo code, the harmony memory rows are monitored for t max times, and a new solution is generated for each row by using randomization and HMC.
The first node of the new solution is exactly the same as the starting node. The other elements are generated by using randomization and HMC. It should be noted that this new solution is temporary. It will finally replace the main row by meeting the fitness function if it is better than the worst solution in the harmony memory. These two parameters are described now.
Randomization: this parameter looks exactly like the selection of an element to generate a path randomly for initiating the harmony memory. In fact, when an element should be generated, a random element is selected by considering the conditions that there is a path without any loops. The selected element should not equal the temporary solution element on the main row. Now there may be a dead end. In other words, there may not be any choices meeting the two main conditions. In this case, the previous step is repeated. In fact, the previous element is regenerated to continue the path. noted that the element itself is among the options. In this case, a dead end may be probable. Therefore, the same procedure should be adopted.
PA: in this case, a row is selected randomly first. Then HMC procedure is employed to select from the elements on the row and improve the proposed path.
After calculating the new row of the fitness function, this row is also calculated to replace the row having the worst values of the fitness function. As mentioned earlier, these operations are repeated 100 times. Finally, a row with the smallest value of fitness function is returned. All of these operations are done for a node regarded as the starting node. Then the next starting node is selected randomly. This procedure is repeated until the first node runs out of energy.
Defining the New Fitness Function
There are three important factors influencing path selection: 1) the average energy consumed along the path; 2) the average energy remaining in the nodes on the path; and 3) the minimum energy remaining the nodes on the path.
The aim of this paper is to define a fitness function which can have the greatest effect on the extension of the network lifetime. To investigate the effect of each factor and see which one has the greatest effect, the objective function should be based on them. Then the intended algorithm is implemented to select the most effective fitness function.
Before introducing the fitness functions, the following definitions should be taken into account:
E min indicates the minimum energy remaining in the nodes on the path x, and E avg indicates the average energy of the nodes participating on the path x. Moreover, E(x) is the total energy consumed (for sending and receiving messages) along the path x and is calculated through the following formula [8] [16]:
In this equation, r E is the energy consumed by the node which sends information, and R E is the energy consumed by the node which receives the information. These values are obtained from Equation (1). Table 1 shows the functions defined as the fitness function. These formulas have been written according to the following hypotheses.
1) An appropriate path is a path having the lowest ( ) E X and highest avg E
and min E (because the minimum objective function is intended). In fact, the objective function should be directly related to ( ) E X and inversely related to the other two factors. Such an objective function results in the detection of shorter with the maximal energy along the path.
2) Equation (1) is used without avg E to investigate its different effects in the previous objective function.
3) The third formula has been based on the hypothesis that path selection is or summation. 6) If the path length is not important, and there is a balance between the path length and the residual energy in the network, it can be assumed that the objective function is inversely related to all three factors. Since avg E is the average energy remaining on the path and depends on the number of nodes on the path, it cannot help choose a longer path because we always consider the average value. However, min E can help choose a longer path with the minimum residual energy because if the minimum residual energy is an appropriate value, the other values of energy will definitely be good, and an appropriate path has been chosen. Thus, it can be considered that the objective function is inversely related to ( ) E X and min E . 7) The seventh formula enables us to choose paths with greatest values of minimum energy remaining in nodes and the lowest energy consumed along the path.
The harmony search algorithm was implemented to compare these functions with each other. Regarding the fitness function, each of these equations were replaced to calculate the network lifetime for each of them. Figure 4 shows the results of the network lifetime for each function. Table 1 . Functions regarded as the fitness function.
(1)
( ) ( ) According to this diagram, Equations ( (1)- (3), and (5)) have considered the effect of energy remaining in the nodes on the selected path. Therefore, the average effect of residual energy can be ignored on the path because the routing loops are not maximized in these functions. Equation (6) resulted in the greatest value of the network lifetime; therefore, the fitness function will be as follows:
Now the defined fitness function is compared with the fitness function proposed by [8] . To investigate the efficiency. Since the aim of this study is to compare the effect of fitness function on the extension of the network lifetime, a comparison was made with the basic algorithm for better evaluation so that the algorithms could be only different in fitness functions. Therefore, comparisons can be made more appropriately.
Simulation and Output Analysis
Java was used to simulate the proposed method. Two experiments were conducted to investigate the performances of the proposed and EEHSBR algorithms. randomly. Figure 5 shows the networks used in this experiment. In this implementation, the radio ranges of all groups were 150 (the same as the radio range in the paper by [8] tance was used to determine the distance between nodes. The information pertaining to the distance between nodes is stored in a matrix which can be used as a connectivity matrix to become aware of connections between two nodes. There is also another matrix used to store the energy. After each routing period, the information is updated in this matrix. In this experiment, the nodes started to send data to the destination periodically until the destination node received 10,000 packets. 2) The standard deviation from the residual energy indicates the standard deviation from energy levels remaining in all nodes of the sensor network.
3) The minimum residual energy indicates the lowest energy level remaining in a node.
4) The network lifetime indicates the number of routing loops until the first node runs out of energy.
In this paper, the proposed algorithm was compared with the EEHSBR algorithm. Some Extensive experiments were conducted:
Experiment 1: in all the ten networks, the energy level was adjusted to 0.5 J.
In each routing period, the starting nodes were selected randomly. Then they started sending packets to the destination node (specified in each sample network).
Experiment 2: in all the ten networks, the energy level was adjusted to a value in [0.4, 0.5] J. In each routing period, the starting nodes were selected randomly.
Then they started sending packets to the destination node (specified in each sample network).
Experiment 3: for the number of different sent packets, the average residual energy and the standard deviation from the average residual energy were investigated and evaluated.
In both cases, there were 10,000 packets sent to the destination node. Then the results were investigated with respect to the four abovementioned parameters.
Experiment 1
Figures 6(a)-(d), show the average residual energy of nodes, the standard deviation from the average residual energy of all nodes, the minimum residual energy, and the network lifetime in different networks.
According to these figures, the average residual energy of network is lower in most cases in the proposed method compared with the EEHSBR algorithm, except for two cases where there are 20 and 50 nodes. The average standard deviation of the proposed method is lower than that of the EEHSBR algorithm. However, when there are 50 and 70 nodes, the EEHSBR has a lower standard deviation. Regarding the minimum residual energy, the proposed method resulted in greater levels, except for the case where there were 100 nodes so that the EEHSBR algorithm was better. Although the average energy consumption was higher in the proposed method, more energy was consumed due to the selection of longer paths compared with the EEHSBR algorithm.
However, nodes of higher energy were used for routing, something which elongates the network lifetime. Given this experiment, the efficiency of the new fitness function is totally tangible for energy consumption, and the harmony search algorithm can use this fitness function to find the optimal path.
According to the diagram in Figure 6 (c), the EEHSBR improved the new fit- According to the diagram in Figure 7( 
Experiment 3
In this experiment, the sensor network includes 100 nodes, and 1200 -1300 packets are sent to the destination node (the same as the paper by [16] ). In each period, the average residual energy and standard deviation are evaluated.
According to Figure 8 , the average standard deviation from the residual energy is lower in the proposed method compared with EEHSBR algorithm.
Moreover, Figure 9 shows the average residual energy of sensor nodes is nearly close or lower than the EEHSBR algorithm. The better the distribution of energy is among sensor nodes, the lower the standard deviation will be from the residual energy of nodes. As observed, the new function decreases standard deviation and increased the average energy consumption to a great extent. Therefore, the network lifetime increases because of an appropriate balance between energy consumption and energy distribution. Although the average energy consumption is higher in the proposed method, nodes of higher energy were used in routing by considering the energy of nodes involved in routing. Therefore, the network lifetime has increased. According to this experiment, the efficiency of the new fitness function is quite tangible for an appropriate distribution of energy consumption, and the harmony search algorithm can use this fitness function to optimize paths well. Wireless Sensor Network 
Conclusions
The aim of this paper was to introduce a new fitness function for the wireless sensor network routing to increase the lifetime of such networks in the harmony which is the minimum residual energy of the nodes on a path; E avg which is the average energy of the nodes participating in a path; and E(X) which is the total energy consumed (for sending and receiving messages) along a path. The most effective function has been selected through some calculations.
According to the selected objective function, it is observed that the minimum residual energy of nodes and the total energy consumed on the path had great effects on the selection of an appropriate path. In fact, an appropriate path can also be selected without considering the average energy of nodes. However, the effect of this value has been considered in the objective function introduced by the EEHSBR algorithm. Since this value depends on the path length, the effect of path length should also be taken into account to avoid selecting long paths.
However, it is not necessary to calculate these two values in the defined objective function here. Therefore, it can be stated that the proposed objective function needs fewer calculations.
The proposed algorithm was compared with the EEHSBR algorithm for efficiency evaluation. There are four important criteria for comparing algorithms: minimum residual energy, average residual energy, the standard deviation from residual energy of nodes, and the network lifetime. Three experiments were conducted to calculate each of these three variables. The first and second experiments were meant to investigate the effect of each algorithm on the network lifetime extension. In the first experiment, all of the nodes are the same. Now some suggestions are made for future studies. Due to its simple structure, the harmony search algorithm can be combined with other metaheuristic algorithms [28] . Therefore, other metaheuristic algorithms can be used to improve the harmony search to solve this problem. For instance, the gravity search algorithm or the ant colony algorithm can be used to determine initial paths for the initiation of the harmony memory.
The proposed algorithm is a centralized algorithm in which all of the calculations are done in the sink. Making the proposed method compatible in a distributed way can be a topic for future works. Furthermore, the proposed function can be used in the improved harmony search to investigate the effect of the objective function in the network lifetime extension according to the results.
