Introduction
A large number of technical papers were published over the last three decades on the use of vibration data in the area of Structural Health Monitoring (SHM). Comprehensive literature reviews on methods that have been proposed for civil, aerospace and mechanical structures were cited by Doebling et al. (1996) , Doebling et al. (1998) , Carden and Fanning (2004) and Sohn et al. (2004) . Many methods were achieved tangible success, but the cases were either numerical simulations, or laboratory samples or simulated damage in field structures scheduled for demolition (Friswell and Penny 1997; Carden and Fanning 2004) . Therefore, it is widely accepted that there is no algorithm has yet been suggested to generally apply for identifying any type of damage in any type of structure (Carden and Fanning 2004; Carden and Brownjohn 2008; Wenzel 2009 ).
Modern SHM combines sensors and computing facilities in real-time vibration-based monitoring systems. The traditional model-based methods, as methods of damage identification, are computationally expensive, error-prone and they are impossible to apply as online real-time diagnostic systems (Wenzel 2009 ). The programme of a permanent monitoring for suspected structure will end in too many unmanageable data, and therefore Statistical Pattern Recognition (SPR) methods need to introduce as data mining procedure (Wenzel 2009 ). The damage diagnosis problems in rotating machinery have nearly obtained an exclusive non-model based paradigm (Farrar and Duffey 1999; Farrar and Worden, 2007) . However, civil engineering structures do not enjoy the same success of machinery because they are subject to severe operational and environmental conditions (Farrar and Worden, 2007 ). An early pattern recognition paradigm for SHM of civil engineering structures was first proposed by Farrar in 2001 (Sohn and Wenzel 2009 ).
The classification of data from various state conditions is important for effective identification at the quantification and prediction levels (Worden and Dulieu-Barton 2004) . Damage detection is also distinguished by making use of the classification step because damage can be identified without previous knowledge on the behaviour of the system when it is damaged (Worden and Dulieu-Barton 2004) . Therefore, the classification of the suspected measurements will be the main focus of this study.
PCA as a technique for reduction the dimensionality of a data set was early applied in civil engineering by Farrar in 2000 (Farrar et al. 2001; Sohn et al. 2004 ). In addition, in a technical identification report of applying the SPR paradigm to data from a patrol boat, Sohn et al. (2001) used the PCA method for the discrimination purposes. Nonetheless, despite its reliability as an unsupervised machine learning method for feature extraction, PCA has not been widely tested in the area of the damage identification particularly in civil engineering area.
In this paper, a two-stage combination between Principal Component Analysis (PCA) and Karhunen-Loéve Transformation (KLT) was proposed as a statistical-based damage classification technique. The suggested technique is used to serve as an unsupervised classification tool for data representing different structural conditions. Vibration measurements from frequency-domain were tested as possible damage-sensitive features. Data from both Frequency Response Functions (FRFs) and response-only functions (Response Power Spectra RPS) was acquired and processed from five laboratory-scale Reinforced Concrete (RC) beams modelled with a wide range of common defects.
Classification algorithms

Principal Component Analysis (PCA)
PCA is a classical technique of multivariate statistics for reduction the dimensionality of a data set into a lower dimension with an insignificant loss of information (Jolliffe 2002) . In the SHM context, PCA method is used for two primary applications. First, the technique can be employed as a means of evaluation of patterns in data. The evaluation is achieved through a linear mapping of data from the original feature space into a transformed feature space, where the eigenvectors (principal components) are orthogonal to each other. Second, the technique can be used as a tool of reducing the dimensionality of the data. Statistically, the variance in a data matrix [X] of (n) observations can be expressed as:
The covariance matrix [Σ] , which holds the variance of the original data, can linearly be decomposed into a set of orthogonal vectors by using the Singular Value Decomposition (SVD) algorithm, which is given as:
Where: [ \ λ\] is a diagonal matrix containing the ranked eigenvalues of [Σ] and [V] is the orthogonal matrix containing the corresponding eigenvectors. The eigenvalues provide information about the variance of the principal components (PCs). The covariance matrix of the new coordinates is a diagonal matrix, and for the first value on the diagonal is to retain the maximum variance. If the p-coordinate data set is completely a linear combination of r < p variables, the projections onto the first (r) PCs will entirely describe the data, and the remaining (p -r) projections or scores will be approximately zero.
Karhunen-Loéve Transformation (KLT)
A general assumption in many forms of PCA as discriminant analysis method is that the covariance matrix [Σ] is alike for all groups (the centralisation of data matrix [X] is based on means of all groups), and the PCA may therefore be done on an estimate of this common within-group covariance. Unfortunately, this procedure probably is not always acceptable for two reasons. First, the within-group covariance matrix may be different between different groups. Second, more serious problem encountered in using PCs based on a unique withingroup covariance matrix to discriminate between groups is that there is no agreement that the separation between groups will be in the direction of the high-variance PCs (Jolliffe 2002) . Thus, the first few PCs will only be useful for discriminating between groups in the case where within-and between-group variation have the same dominant directions.
KLT is another statistical multivariate technique related to the PCA family, which is devised to investigate relationships between populations of data sets. In general, KLT in its basic form is similar to PCA. However, the main discrepancy between the two transformations appears in SPR applications because the class information is incorporated in KLT as a supervised learning mode, while it is discarded in PCA (Webb 2002). In the KLT, the new feature space is constructed from eigenvectors of the within-class sample covariance matrix [S] , which is defined as (Webb 2002) :
Where: c is the number of classes (groups) in data, N is the number of measurement points (observations) and Σi is the sample covariance matrix of class (i) group that can be described as:
The procedure is implemented in two stages. In the first stage, a transformation of data samples to a new space that displays the averaged within-class covariance matrix [S] as a diagonal matrix. This ensures that the features in the transformed space are uncorrelated, but any further orthogonal transformation will still produce uncorrelated features for which the class-centralised vectors are de-correlated. In this respective, the average within-class covariance matrix in the new transformed space is: 
In the second stage of the transformation, the between-class covariance matrix [B] of the original data sets can first be defined as (Webb 2002) :
Where: x ̅ are means of features of original data and xi are means of the features within the group itself. The between-class covariance matrix [B] is further transformed in a new data space given by the following expression:
This stage is to compress the class mean information by finding the orthogonal transformation that transforms the class mean vectors into a reduced dimension.
The new definition of data sets in terms of their within-class [S] and between-class [B] covariance matrices leads up to a typical mathematical eigenproblem, where its eigenvalues and eigenvectors can be found by many numerical methods.
Test samples and damage scenarios
In order to investigate the performance of the proposed classifier on RC structures, five RC beams were constructed and modelled with various damage scenarios. Each beam in its specific state condition was tested under freely supported condition using Experimental Modal Analysis (EMA). A photograph representing a generic layout of the EMA set-up is shown in Figure 1 . The five beams were all similar in length and cross-sectional dimensions, but they were different in concrete strength, steel reinforcement and type of damage presented. The five RC beams were cast and tested in the concrete laboratory at Nottingham Trent University, School of Architecture, Design and the Built Environment for the period between October 2010 and October 2011 as a part of the author's PhD programme (Al-Ghalib 2013). The beam names, dimensions and damage configurations are given in Table 1 . In addition, Table 2 shows the physical parameters and reinforcement details of the five RC beams. 
Description of the induced damage state conditions
The structural state conditions conducted on the five test beams can be divided into four main groups. The first group was the baseline state condition and referred to as intact for the beams A, B and C, but referred to as solid for beams D and E. The second group was concerned only with beams A, B and C; this is represented by different levels of flexural cracking resulting from successive four-point bending loadings. The third group was interested with studying the effect of repair work conducting on beams A and B only. Finally, the fourth group included defective beams D and E where artificial voids were induced at the end of the beams. A photograph for the preparation to cast beam E with two symmetrical voids is shown in Figure 2 . In the case of different levels of flexural cracking, the beams A, B and C were subjected to two symmetrical static point loads at a separation of 0.3m, as shown in Figure 3 . The beams A, B and C were subjected to incremental load steps to produce controlled levels of damage (see Table 1 ). At the end of each load step, the beam was unloaded, and the simple supports were replaced by free-free supports to carry out the EMA on a completely freely supported beam (Figure 1 ). At the final loading step when the beams became too frail, the loading process was stopped and the beams were dynamically tested then repaired. In beam A and beam B, the first visible cracks took place at a load of 10kN, however unlike beam A, in beam B the number of cracks and their length increased substantially with the loading process. At the final stage of the damage scenario, many cracks with a typical length of 40-60 mm spread over more than half the central length of the beam. At the final stage of the damage scenario of beam C, many wide open cracks with a typical length of 60-80 mm spread over more than half the length of the beam. Also, the mid span compression zone of the beam was crumbled, see the photograph below. The cracks went through the bottom face of the beam and displayed crack widths of 1-3 mm under full loading condition. To repair the damage in the three beams, the defective zone was strengthened by bonding a single layer of external carbon fibre reinforced polymer (CFRP) type TORAYCA-FT 300B to cover the defective zone. 
Laboratory test results
As an essential step in any EMA, the raw response time signals are transformed into the frequency domain using Fast Fourier Transformation (FFT). Without conducting any normalisation to the time signals, FFT is carried out in order to produce a convenient visualisation to the data in the frequency domain. The sampling parameters selected to digitise the response (acceleration) analogue signals are entirely captured the signal in the recording time period (T = 500ms).
Samples of linear response spectra (raw, not averaged) from acceleration time histories of different state conditions at the end point location of beam A are shown in Figure 4 . It is obvious from these graphs that the results after 1200Hz are neglected, and only data in the frequency range (0 -1200Hz) is presented. Although the Nyquist frequency corresponding to the sampling rate of this study is (4090Hz; Δt = 0.1222ms) higher frequencies are impossible to excite using the current toughest hammer tip. Once the time data is sampled, the linear spectra of the input force and output accelerations are transformed into the frequency domain using the FFT. The non-averaged auto-power input and output spectra alongside the crosspower spectrum between the output and input signals are utilised to obtain the FRF measurements. Samples of the FRFs obtained at 0.6m from the beam end for a range of conditions of beam B are given in Figure 5 . Researchers are referred to (Al-Ghalib 2013) for more details on the operating, processing and analysis of the vibration measurements.
In the respective of employing FRFs as damage-sensitive features, individual spectra from input and output locations are used to operate the non-averaged populations of FRFs. This procedure is necessary in the context of applying SPR techniques for two major points; to increase the training data sets used to define each condition, and to explore the efficiency of the proposed technique in the presence of data noise. 
Damage classification using PCA on data sets from frequency domain
With a view to assess the performance of PCA as damage classification tool, FRF data sets as damage-sensitive features were examined in this section. Although FRF as a damagesensitive feature entails further computational effort compared with the time histories data, FRF explains the relationship between the input and the response; therefore it completely describes the structural dynamic properties (Maia et al. 1997; Figueiredo et al. 2009 ). As a preparation effort for the discriminant analysis using PCA, the feature-vectors matrix was assembled by using the amplitude of the FRFs with frequency range 0 -1200Hz. Consequently, the sets for the analysis and graphical illustration were aggregated as in the following steps:
 The training-set matrix (n x p) of FRFs was piled from all structural conditions corresponding to the beam case study. For beam A and beam B, the state conditions were divided in (7) groups, intact, five different damage levels and repaired beam. For beam C, the state conditions were three, intact and two severely damaged cases. Finally, for beams D and E, the conditions were two, the solid beam and beam with void(s).  The rows (n) of the training feature matrix represent the frequency data points (600). The columns (p) represent the features related to the beam and their number varies according to the particular beam case study.  For beams A and B, the number of feature vectors (p) was (44 x7) resulting in data from all channels with four repetitions for each sensor. In beam C, the number of the feature vectors was (55 x 3) with five repetitions for the (11) measurement points for the three cases. Finally, in beams D and E, (p) was (44 x 2).  The global training matrix was normalised, and the corresponding covariance matrix [Σ] was obtained from Equation 1. The covariance matrix of each beam case study was transformed to the uncorrelated feature space conducted by the SVD, and the first two PCs were plotted, accordingly. Each feature vector in the [Σ] arose as a dot in the first two PCs plot. Figure 6 shows the first two PCs of all the five beams analysed for this task. In addition, the corresponding algorithm that performs PCA is given in the upper part of the flow chart of Figure 7 , and specified as unsupervised learning mode. Having examined the FRFs as damage-sensitive feature in conjunction with the unsupervised PCA method, the analysis manages to separate qualitatively feature vectors from various groups into two main groups. In principal, the first two PCs provide a general distinction between undamaged states and damaged states without deep dissection for features from different levels included in each main group. However, this discriminant analysis does not tend to further dissect every main cloud of data into its original subgroups. There are signs of local congregation of data from closer levels of loading can be recognised when each cloud is scrutinised carefully. Providentially, features of the same type of underlying damage condition arise close to each other, when visualised by the first two PCs. For the test beams A, B and C, as data from these samples includes various multiple conditions, PCA indicates the incapacity to provide more than two groups ( Figure 6 ). 
Damage classification using the proposed PCA-KLT on data sets from FRFs
In order to establish more sensitive classification means, KLT technique is suggested to apply at data from frequency domain. The proposed technique integrates the first stage of the PCA, and uses the output data from the PCA transformation as input data set for the second transformation stage. The lower part of the flow chart given in Figure 7 presents the main steps of the second transformation stage. The proposed classification technique can be outlined in the following steps:  A number (r) of the first loading vectors (eigenvectors) from the first transformation stage (PCA) that account for almost 100% of the total variation are set to be the input data matrix for the KLT.  The rows of the new feature vectors (p) must be labelled according to their respective classes.  The within-class covariance matrix (S, Equation 3) and between-class covariance matrix (B, Equation 7) are computed using the new set of data. Both covariance matrices are decomposed into new uncorrelated space.  The plot of the first two PCs, from the new transformation, will offer insight to the visualisation of the data. Valuable amount of the information in data is maximised and inserted in the first two or three PCs. The first few PCs account for higher percentage of the total variation, and no significant loss in information is experienced.
For a comparison purpose, the same data sets used in PCA (section 7) were utilised also in the proposed classification system. In the new system, 100% of the total variation is held by the first five PCs for beams A and B, and in the first two PCs for beam C. Most interestingly, Figure 8 shows the results from the proposed system based on the standardised data of FRFs for test beams A, B and C. For beams A and B, the plots identify four groups of data, corresponding to the seven state conditions, suggesting that data from (intact, 3kN), 6kN,  (10kN, repaired) and (13kN, 16kN) are four distinctive different groups. The overlap between cluster (13kN, 16kN) is minimal in beam A and beam B compared with the joint clusters of other state conditions. For beam C, three clear clusters, corresponding to the three state conditions, are identified without any interference between the groups. Though, the data per each group of this case is more dispersive compared with the previous two beams. The data used to plot Figure 8 accounts for 71%, 70% and 100% of the total variance in beams A, B and C, respectively. This suggests that the first two components in beam C and the first three components in beams A and B give better representation to the data compared with similar components of PCA.
Damage classification using the proposed PCA-KLT on data sets from RPS
In the context of using RPS densities as damage-sensitive feature, Figure 9 displays the first two component plots based upon the proposed transformation method, and on data from RPS density. In this context, the first two PCs hold 93%, 78% and 100% of the total variance for beam A, beam B and beam C, respectively. This suggests that data from RPS density is more convenient to be represented by first two PCs than data from FRFs. The first two components from transformed space of RPS as damage-sensitive feature provide better approximation for the data; hence, the visualisation defines the groups objectively. For beams A and B, the graphical illustration recognises four distinctive groups, related to the seven cases, suggesting that data from (intact, 3kN), 6kN, (10kN, repaired) and (13kN, 16kN) are separate four groups. Most importantly in the classification context, separation process always places the data of intact and barely damaged groups far away from data of severely damaged beams. Also, this is the case in beam C, where three groups are clearly isolated in the meantime the data per each group is less dispersive compared with the groups in Figure 8 . 
Conclusions
Based on the classification results of PCA analysis (Figure 6 ), the most interesting finding is that two clouds of data are visually distinct in all the five beams. This sensible separation is done by the first two PCs and carried out in an unsupervised mode. The visual discrimination holds fairly well between data from intact and lightly damaged and data from severely damaged conditions. However, this discriminant analysis does not tend to further dissect every main cloud of data into its original subgroups. There are signs of local congregation of data from closer levels of loading can be recognised when each cloud scrutinised carefully. On the other hand, the plots of the first two PCs, from the new transformation (Figures 8 and  9 ), offer insight to the visualisation of the data. Valuable amount of the information in data is maximised and inserted in the new first two PCs. The first two PCs from PCA-KLT model account for higher percentage of the variance of data sets compared with the PCA method alone. Therefore, the visualisation of the first two PCs discriminates qualitatively between the subgroups of each major state condition group. The same data that classified into two major groups by the PCA method is further dissected into five distinctive subgroups by using the suggested PCA-KLT method. Finally, although the vibration measurements of this study were conducted by using the impact hammer excitation, nothing prevents the proposed classifier from being used with other excitation tools.
