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Abstract
In correctional psychology, risk factors are offender characteristics and contexts that
increase the likelihood of reoffending. Risk is generally conceptualized as being either static or
dynamic (Andrews & Bonta, 2010). Static risk factors are variables that cannot change, such as
one’s criminal history or gender. Dynamic risk factors must, by definition, be able to change
across time. Perhaps more importantly, changes in dynamic risk factors must correspond to
changes in the likelihood of an offender committing a new offense. Although static risk is a more
robust predictor of recidivism, dynamic risk is important, in that it (a) has clearer theoretical
significance (e.g., the risk factors examined in the proposed study are based on cognitive and
social psychology), and (b) can be changed (i.e., is a potential target for rehabilitation). The
present study sought to determine whether certain dynamic risk factors could be used to predict
violent recidivism. The study utilized a dataset comprised of an entire jurisdiction of paroled
offenders in New Zealand during a two-year period (N = 3,421 offenders), reassessed
approximately weekly or fortnightly over a period of up to two years. Using Cox regression
survival analysis with time-linked covariates, I analyzed how theoretically important risk
variables predicted violent reoffending in “real time”. Results indicated that offenders who went
on to recidivate violently had higher levels of both static and dynamic risk. Additionally, their
risk levels were significantly more erratic than those of offenders who did not recidivate
violently, demonstrating greater fluctuation week-to-week. Results also indicated that repeated
assessment of dynamic risk improved prediction of violent recidivism. Including updated reassessments of dynamic risk factors into the statistical model significantly improved prediction
incremental to both static risk and to baseline ratings of dynamic risk. Testing different strategies
for averaging re-assessments indicated that while model fit was optimal without averaging for
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stable risk factors and protective factors, model fit for acute risk factors was best when the eight
most recent assessments were aggregated. Finally, it was found that certain specific risk factors
(antisocial attachment, sense of entitlement, unemployment, anger/hostility, and access to
victims) differentially predicted violence over technical violations. These results provide
unequivocal support for re-assessment of risk across the re-entry process. Additionally, they
indicate that there may be important differences that distinguish violent offenders from nonviolent offenders, regarding overall levels of risk, how risk changed across the follow-up period,
as well as increased salience of specific risk factors. These findings have important implications
for supervision practices, approaches to rehabilitation, and assessment of treatment success. As
future studies clarify the temporal relationship between changes of risk levels and violent
recidivism, the field moves closer to being able to predict – and prevent – imminent violence.
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Introduction
In correctional psychology, risk factors are offender characteristics and contexts that increase
the likelihood of reoffending. Risk is generally conceptualized as being either static or dynamic
(Andrews & Bonta, 2010). Static risk factors are variables that cannot change, such as one’s
criminal history or gender. Dynamic risk factors must, by definition, be able to change across
time. These risk factors can be either stable or acute. Stable risk factors tend to change more
gradually (e.g., antisocial attitudes), while acute risk factors are fast-changing, reflecting
immediate changes in situations (e.g., alcohol intoxication) (Hanson & Harris, 2000). Most
importantly, changes in dynamic risk factors across time should correspond to changes in
criminal behavior (Andrews & Bonta, 2010; Douglas & Skeem, 2005).
Given this, it seems likely that the most proximal among assessments that measure risk
repeatedly over time should have greater predictive validity for reoffending outcomes than more
distal assessments. In fact, Lloyd (2015) found that in a large sample of offenders, re-assessment
improved predictive validity of general reoffending, adding incremental validity over baseline
assessments of risk and averages of earlier risk scores. However, it remains to be seen whether
this is the case when predicting violent reoffending. If re-assessment can improve prediction of
violent offending, it may be possible, using dynamic risk factors, to flag for imminent violence.
This possibility is of particular interest in corrections and for public safety. This project will
attempt to assist a better understanding of the immediate precursors of violence.
According to a recent report by the Federal Bureau of Investigation (FBI, 2015), an
estimated 1,197,704 violent crimes were committed in the United States during 2015. This
included an estimated 15,696 murders committed, 327,374 robberies, and 764,449 aggravated
assaults. While crime rates have generally been in decline since 2011 (FBI, 2015), violent crime
1

tends to be more stable, and these statistics still represent staggering numbers of violent crime
victims. In addition to the human costs of crime, it is estimated that violent crime results in
expenses exceeding $40 billion for the victims and for the government (Miller, Cohen, &
Rossman, 1993). Given its broad and devastating impact on society, violent crime merits special
attention as a focus of research.
This thesis focuses on the role of dynamic risk factors in predicting violent recidivism. I
specifically focus on stable, acute, and protective (factors that decrease the likelihood of
recidivism) risk factors. Stable risk factors of interest include antisocial attitudes, antisocial
traits, and antisocial social attachments. Acute risk factors to be examined include situation and
social context (e.g., opportunity/access to victims, unemployment, living situation); negative
moods, particularly anger and hostility; and current substance use. Finally, protective factors of
interest include prosocial perceptions of self and positive social connectedness.
In the following sections, I will discuss why these risk factors are important to study in a
dynamic fashion and review the current research regarding them. I will outline the methods by
which I examined the use of dynamic risk factors to predict violent crime and present the results
and implications of prediction models that include dynamic risk assessments. Finally, I will
discuss limitations and future directions for this project.

2

Literature Review
In this section, I review the existing body of research on dynamic risk factors for violent
recidivism. While reviewing the literature, it became evident that there have been very few
studies of dynamic risk factors as they relate to recidivism. Even rarer were studies
demonstrating directly that change in dynamic risk factors resulted in changed recidivism
outcomes (Serin et al., 2013). This dearth of research was even greater when attempting to focus
on violent recidivism specifically. As such, it was necessary to include a review of studies that
demonstrated simple correlations between risk factors and recidivism (without demonstrating the
effects of risk change) and to expand our focus to include studies not specific to violent
offenders.
Indeed, there have been few studies examining the relevance of dynamic risk factors to
violent offenders. It is also important to note that the low base rate of violent reoffending makes
it very difficult to obtain statistically significant results. Given this, it is possible, if not likely,
that the extent to which the reviewed risk factors addressed in the current literature predict
violent reoffending is understated, given the generally low statistical power to predict unlikely
events.
Theory
All assessments of risk of recidivism are centered on one question: why do offenders
reoffend? Andrews and Bonta’s (2010) Personal, Interpersonal, and Community-Reinforcement
(PIC-R) perspective addresses this question. With social learning and cognitive theories of
psychology as a foundation, the PIC-R perspective posits that crime occurs when the offender
perceives that the benefits of crime outweigh the costs. In this framework, how the offender
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perceives the costs and benefits of crime is based on both the immediate situation and on the
individual’s personal characteristics (attitude, self-efficacy, and peers). In other words, an
offender is likely to commit a crime if situational factors suggest that it is a beneficial course of
action, if the offender views crime as acceptable, if the offender believes that he/she can
successfully commit a crime without being apprehended, and if the offender’s peer group
supports criminal behavior. Andrews and Bonta (2010) also suggest that the offender’s attitudes
and peer groups are influenced by the offender’s personal temperament, family of origin,
neighborhood, and childhood experiences.
The PIC-R theory draws on themes that have been expanded on in several other theories.
One of these is the theory of differential association (Sutherland, Cressey, & Luckenbill, 1995).
Differential association theory posits that delinquent behaviors are learned through interactions
with close personal relationships. An offender develops rationalizations and attitudes that
condone criminal behavior based on his association with peers who behave criminally. The
impact of his peers’ behavior will be more or less impactful depending on (a) the frequency with
which the behavior is observed, (b) the duration of his exposure to the behavior, (c) whether the
behavior is observed earlier in life, and (d) the perceived prestige or significance of the peer.
From the PIC-R theory came the Risk, Needs, and Responsivity (RNR) model for the
assessment and correctional treatment of offenders, proposed by Andrews, Bonta, and Hoge in
1990. The RNR model has three central principles. The first of these is the risk principle,
consisting of two principles: that criminal behavior can be predicted, and that effective
rehabilitation must match levels of service with the risk level of the offender. The second
component of the RNR model is the criminogenic need principle. Criminogenic needs are
dynamic risk factors; the criminogenic need principle is that effective correctional treatment
4

must focus on changing these factors. Andrews and Bonta (2010) describe eight central risk
factors: history of antisocial behavior1, antisocial personality pattern2, antisocial cognition,
antisocial associates, problems with family or marital circumstances, problems with school or
work, leisure and recreation (low levels of involvement in anticriminal leisure pursuits), and
substance abuse. The final component of the RNR model is the responsivity principle. The
responsivity principle refers to the delivery of treatment in a way that is consistent with the
learning style, ability, and motivation of the offender. The responsivity principle supports
cognitive-behavioral and cognitive social learning strategies in particular.
The PIC-R perspective describes the causes, and the RNR model describes the preferred
rehabilitative approach for recidivism in general, yet there is no reason to believe that the
theoretical causes or practical principles would not apply to violent recidivism as well. At its
core, the PIC-R theory argues that all behaviors are under antecedent and consequent control
(Andrews & Bonta, 2010). As in the case of general recidivism, an offender will recidivate
violently if violence appears to be a legitimate course of action, given the immediate situation, as
perceived by the offender, within a broader social context.
PIC-R theory has had a substantial impact on the assessment of risk to reoffend in
correctional psychology. As a result, it is evident that the PIC-R psychosocial risk factors are
well-represented in currently available risk assessment measures. In particular, the central eight

1

Unlike other criminogenic needs described by Andrews and Bonta, history of antisocial behavior is not a dynamic
risk factor in the sense that it can be changed (hence, it is not included in my review of dynamic risk factors).
Rather, Andrews and Bonta suggest that it is important for rehabilitative efforts to aid offenders in developing new,
non-criminal behaviors in high-risk situations, while building self-efficacy beliefs that support desistance from
crime.
2
The antisocial personality patterns described by Andrews and Bonta are not related to the clinical diagnosis of
antisocial personality disorder. Instead, antisocial personality pattern refers to issues with impulsivity, anger
management, and problem-solving skills. While aspects of antisocial personality patterns overlap with clinical
antisocial personality disorder, the presence of antisocial personality patterns does not require or imply the presence
of a personality disorder.
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risk factors named as criminogenic needs in the RNR model have guided the design of
contemporary risk assessments. Thus, as reviewed in the following sections, existing research on
the predictive validity and psychometric properties of dynamic risk factors has been concentrated
on these psychosocial risk factors.
Static Risk Factors
In contrast to the following three sections, in which I review the research on dynamic risk
factors, static risk factors are variables that increase the likelihood of reoffending but cannot be
changed through intervention (Douglas & Skeem, 2005). The static risk factor most strongly
predictive of future offending is past offending behavior, including number of past offenses,
severity of past offenses, and the offender’s age at the time of first offense (Andrews & Bonta,
2010). Other static risk factors include gender, age, and race (Bakker, 1999). I am mainly
concerned with dynamic risk factors, so a full review of static risk is beyond the scope of my
project.
Stable Dynamic Risk Factors
Antisocial attitudes. Andrews and Bonta (2010) define antisocial attitudes as “thoughts,
feelings, and beliefs that are supportive of criminal conduct” (p.234). One of the earliest relevant
theories, techniques of neutralization (Sykes & Matza, 1957) posits that delinquency is often
based on the justification of behavior that would usually be considered a violation of social
norms. These justifications, or rationalizations, both precede and cause criminal behavior.
The idea that antisocial attitudes predict recidivism has generally been supported by
research, albeit the correlations found may be weak (Banse et al., 2013). A meta-analysis by
Gendreau, Little, and Goggin (1996) found antisocial attitudes to be one of the best predictors of
6

recidivism. Many of the studies linking antisocial attitude to reoffending have been validation
studies, seeking to confirm the validity of various measures of pro-criminal attitudes. One such
measure is the Measure of Criminal Attitudes and Associates (MCAA; Mills & Kroner, 1999).
This scale assesses both relationships with antisocial peers and endorsement of antisocial
attitudes (attitudes towards violence, entitlement, antisocial intent, and associates). Studies
seeking to validate this measure have found that higher endorsements of antisocial attitudes are
related to offenders having a greater number of incarcerations (Mills, Anderson, & Kroner,
2004). Regarding violent offenders, Mills, Kroner, and Hemmati (2004) found that antisocial
intent was most strongly related to violent recidivism and that attitude towards violence
predicted violent recidivism above and beyond static factors (which tend to be more robust).
Another commonly used measure is the Criminal Sentiments Scale (CSS; Gendreau,
Grant, Leipciger, & Collins, 1979). This scale seeks to measure attitudes towards authority,
tolerance for law-breaking, and identification with criminal others. Scores on this instrument
demonstrated a moderate relationship with reoffending outcomes in a sample of general
offenders (Simourd, 1997). In a study comparing violent offenders to sex offenders, the CSS was
found to predict recidivism rates and failure following release for sex offenders but not for
violent offenders (Mills & Kroner, 1997).
These studies provide some evidence of an attitude-behavior link. However, in order to
classify antisocial attitudes as a dynamic risk factor, we must demonstrate (a) that antisocial
attitudes are subject to change, and (b) that these changes correspond to changes in criminal
behavior. There is a decent body of literature suggesting that pro-criminal attitudes can be
changed with rehabilitation, although a full review of treatments is beyond the scope of this
study, but there is much less research that supports the idea that changes in antisocial attitudes
7

are directly related to recidivism (Banse et al., 2013). A review by Serin, Lloyd, Helmus,
Derkzen, and Luong (2013) found changes in antisocial attitudes to be related to reduced
recidivism, albeit the studies reviewed rarely directly addressed the relationship between change
in attitude and recidivism. More encouraging was a study by Kazemian, Farrington, and Le
Blanc (2009) which found that in a longitudinal study a decrease in the endorsement of
neutralization techniques between the ages of 18 and 32 correlated to “de-escalation” of crime
(i.e., reduced gravity of offenses). Still, it is clear that more research is needed to confirm that
antisocial attitude is a truly dynamic risk factor for violent recidivism.
Antisocial traits. Antisocial personality is comprised of a constellation of traits, such as
impulsivity and pleasure-seeking or callous disregard for others (Andrews & Bonta, 2010), with
associated deficiencies in problem-solving abilities. Similar to antisocial attitudes, the current
research on antisocial traits as a dynamic risk factor for recidivism is relatively scant. Studies
often focus on psychopathy and antisocial personality disorder, rather than looking directly at
associated traits. These studies have found significant relationships between antisocial
personality patterns and recidivism, particularly in samples of mentally disordered offenders.
Harris, Rice, and Quinsey (1993) found scores on the Psychopathy Checklist Revised (PCL-R) to
strongly predict violent recidivism for offenders with and without mental illness, while
Hildebrand and de Ruiter (2012) found similar results in a sample of mentally disordered
offenders. In a meta-analysis comparing mentally ill and non-mentally ill offenders, a diagnosis
of antisocial personality disorder was associated with both violent and general recidivism (Bonta,
Law, Hanson, 1998).
Other studies show that antisocial traits are predictive of recidivism for sex offenders. For
instance, a meta-analysis by Mann, Hanson, and Thornton (2010) found impulsiveness and poor
8

problem solving to be related to recidivism among sex offenders. Similarly, a study of 109
rapists released from treatment found offenders high in impulsivity to be two times as likely as
low-impulsivity offenders to commit a new offense in general and were three times as likely to
commit new sexual and non-sexual victim-involved offenses (Prentky, Knight, Lee, Cerce,
1995). Hanson and Morton-Bourgon (2004) found antisocial traits to be a strong predictor of
violent non-sexual recidivism as well as general recidivism and sexual recidivism in another
meta-analysis of studies on sex offenders. Of course, these studies raise the question of whether
antisocial traits would still be predictive of recidivism in non-sex offender studies. That
antisocial traits predicted non-sexual offenses as well as sex offenses suggests that they may
have relevance for non-sex offenders. The fact that there are so few studies of antisocial traits on
non-psychiatric or non-sex offender populations highlights the importance of continuing to
research the topic.
The current literature suggests that at least for certain offender sub-populations, antisocial
traits predict recidivism. However, there is very little research supporting that these traits
represent a truly dynamic risk factor. In other words, there is little direct evidence that antisocial
traits change or that those changes are linked to recidivism rates. One study was able to
demonstrate that increases in self-control over time were associated with decreased gravity of
offending (Kazemian, Farrington, & Le Blanc, 2009), which lends some support to antisocial
traits being dynamic. Woessner and Schwedler (2014) found that violent offenders exhibited
prosocial improvements on antisocial personality problems following a rehabilitation program,
supporting the idea that antisocial traits are subject to change over time; however, they found that
these changes did not correlate with recidivism. Similarly, McGuire and Hatcher (2001) were
able to demonstrate that rehabilitation could lower scores on measurements of impulsivity, but
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did not examine whether these changes predicted offending outcomes. Currently, there is not
enough research to conclusively state that antisocial traits are dynamic risk factors as theorized.
Antisocial associates. The risk factor of antisocial associates is described by Andrews
and Bonta (2010) as including “both association with procriminal others and relative isolation
from anticriminal others” (p. 59). There is a substantial body of literature documenting the
effects of delinquent peer associations and the initiation of criminal activity in juveniles, but less
literature reviewing the relationship between antisocial social attachments and recidivism.
Based on the literature available, antisocial associates appear to be related to recidivism.
In a study of incarcerated adult males, a scale measuring association with criminal others was
found to be the strongest predictor of general recidivism (Mills, Kroner, & Hemmati, 2004).
Similarly, in a sample of incarcerated females, antisocial attachments were predictive of both
prison misconduct and reoffending post-release (Van Voorhis, Salisbury, Wright, & Bauman,
2008). In their meta-analysis of studies on sex offenders, Mann, Hanson, and Thornton (2010)
found that negative social influences significantly predicted sexual recidivism. Additional
research is needed to assess whether these patterns would be similar in studies of violent
reoffending.
There are few studies that assess antisocial associates as a dynamic risk factor. However,
in a review by Serin et al. (2013), it was found that a decrease in antisocial associates was related
to reduced recidivism. Similar results were found by Gendreau, Little, and Goggin (1996) and by
Kroner and Yessine (2013). In contrast, Brown, St. Amand, and Zamble (2009) found among
male offenders that the number of antisocial associates decreased over time, but these decreases
did not predict lower rates of recidivism. More research is required to establish that antisocial
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social attachments are a dynamic risk factor for reoffending in general and violent recidivism in
particular.
Acute Dynamic Risk Factors
Situation and social context. Situations and social contexts relevant to recidivism include
opportunity/access to victims, unemployment, interpersonal relationships, and current living
situation. These are considered to be acute risk factors, because they may change rapidly, and
because they may be related to recidivism on a shorter temporal scale. Because of their unstable
nature, the effects of acute risk factors may not be captured by the usual designs used to study
risk for recidivism.
For example, opportunity/access to victims is rather difficult to study. It seems obvious
that one would need the opportunity to offend in order to offend. This risk factor appears to have
particular relevance for sexual offenders. Unlike other sub-populations, some sexual offenders
have clearly identifiable victims or preferences for types of victims. For example, Hanson and
Harris (2000) found that compared to nonrecidivists, recidivist sex offenders reported using
fewer precautions to avoid high risk situations and were more likely to place themselves in
situations where victims were readily available. Similarly, in an attempt to develop a new scale
measuring risk of reoffending, Hanson and Harris (2001) found access to victims to predict
recidivism. An additional study of sex offenders by Beauregard, Rossmo, and Proulx (2007)
found that the most important factor in victim selection was location and availability of the
victim, suggesting that opportunity and ease of offending were important components of their
crimes.
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Employment is another factor thought to be linked with risk for recidivism. Within the
General Strain Theory, unemployment or underemployment introduces strain onto the individual.
The individual may then commit criminal acts in order to relieve this strain (Agnew, 2001).
Additionally, within theories emphasizing social control, employment represents a social tie that
enforces normative behavior. In the absence of this binding force, antisocial behavior becomes
more likely (Sampson & Laub, 1997). Hanson and Harris (2000) found that unemployment
predicted recidivism among sex offenders, especially among rapists. Similarly, Kazemian,
Farrington, and Le Blanc (2009) found that between the ages of 18 and 32, improvements in job
stability was related to decreased gravity of offending. Berg and Huebner (2011) found
employment to reduce risk of recidivism in a prospective study of paroled offenders. Horney,
Osgood, and Marshall (1995) found that termination of employment doubled the likelihood of an
offender commencing criminal activity, but they found that current employment was associated
with statistically significant increases in the likelihood of committing a property crime (although
the likelihood of committing an assault was lowered, albeit not to a significant extent). This
establishes some preliminary support for unemployment as a dynamic risk factor, however there
needs to be more studies examining the effect “in real time”.
Interpersonal relationships are another important source of strain and social control.
These relationships are thought to contribute to risk when they become hostile, contentious, or
otherwise unstable. In a meta-analysis of studies on sex offenders, Mann, Hanson, and Thornton
(2010) found that relationship instability was significantly related to all types of recidivism. In a
separate review, Serin et al. (2013) noted that a decrease in the amount of family dissention
appeared to relate to a decrease in recidivism rates for general offenders. Horney, Osgood, and
Marshall (1995) found, in a retrospective study, that offenders’ odds of starting to offend were
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doubled when moving away from a wife (relative to moving in with a wife), and that odds of
committing an assault were halved when living with a wife; however, these effects did not
extend to non-marital intimate relationships.
Living situation (e.g., residential stability versus homelessness) has similarly been found
to be rela00ted to likelihood of recidivism and re-arrest. Some researchers postulate that this
relates to the concepts of social control. Specifically, the offender’s living situation affects the
ties that he has with conventional others and how much he feels he has to lose from deviating
from supervision (Steiner, Makarios, & Travis, 2015). In a study of male and female offenders
released under post-release supervision in Ohio, Steiner, Makarios, and Travis (2015) found
living situation was significantly related to the likelihood of re-arrest. Specifically, offenders
who lived with parents, a spouse, other relatives, or in a residential program were less likely to
be rearrested, while offenders living with a girlfriend/boyfriend or who were homeless were
more likely to be arrested. Residential stability also appeared to be highly significant, as
offenders who moved residences frequently were also more likely to be arrested.
Negative mood. Negative mood, particularly anger, hostility, and aggression has recently
emerged as an especially important risk factor. Aggression is defined as acting with the intention
of causing harm (Ramirez & Andreu, 2006). Internal experiences of anger and hostile cognitive
patterns are generally considered to be precursors to aggressive behavior. Thus, when discussing
aggression, one must discuss anger and hostility. There has been some debate over whether anger
and hostility are actually separate constructs, measuring separate psychological processes. Anger
has generally been seen as an emotion or reactive state, while hostility is often conceptualized as
a cognitive framework; this dichotomy might not be so clearly distinguished within a single
individual’s experience (Eckhardt, Norlander, & Deffenbacher, 2004). This controversy becomes
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especially relevant when designing measurements. Researchers are often unsure as to whether
their measures designed to measure hostility are actually tapping into the construct of anger (e.g.,
Skeem et al., 2006). This complicates the matter of articulating a coherent theory of the roles of
hostility and anger in offending behavior.
Still, there is some basic agreement on how to define these two concepts. Generally, hostility
has been viewed as an attitudinal construct. Eckhardt, Norlander, and Deffenbacher (2004)
describe hostility as being comprised of several cognitive aspects. The first of these is cynicism.
Namely, hostility involves believing that others are truly motivated by self-interest. The second
component of a hostile attitude is mistrust, the belief that others will inflict harm. The final
component is that of denigration. Denigration describes the tendency to evaluate others
negatively, seeing them as malicious and dishonest.
Although hostility is typically construed as an attitude, by contrast, there has been some
debate as to how to conceptualize anger (Eckhardt, Norlander, & Deffenbacher, 2004). Early
researchers focused on the physiological components of anger, defining it as a state of arousal.
There has also been some debate as to whether anger ought to be considered a trait or a state,
namely a question of whether an “angry personality” can be reasonably conceptualized and
identified (Ramirez & Andreu, 2006). Anger may best be described as a constellation of
psychological factors, including physiological, cognitive, phenomenological, and behavioral
variables (Eckhardt, Norlander, & Deffenbacher, 2004). Still, there is some confusion on how to
define anger and its relationship to hostility. For the purposes of this paper, we will consider both
to be indicators of a single risk factor, negative emotionality.
Brown, St. Amand, and Zamble (2009) found that negative affect changed significantly
across time for recently released offenders. If we focus on aggression, anger, and hostility,
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research indicates that this is a dynamic risk factor and possibly a promising treatment target
(Douglas & Skeem, 2005). Studies have shown that levels of anger or hostility fluctuate, and that
these fluctuations predict recidivism or violent behavior (Hanson & Harris, 2000; Pettersen et al.,
2014; Skeem et al., 2006).
Skeem et al. (2006) produced a particularly convincing argument for negative emotionality
as a dynamic risk factor. This study was unique in that it measured changes in psychological
variables on a weekly basis. They found that changes in levels of hostility as measured in a given
week predicted participants committing acts of violence the following week. These findings
demonstrate that negative emotionality is indeed dynamic, as scores changed from week to week,
and also that it predicted proximal violence.
A study by Hanson and Harris (2000) provided additional support for anger as a dynamic risk
factor. In their study of sexual offenders, they retrospectively examined static and dynamic risk
factors from six months and one month preceding the index offense. They found that increases in
anger preceded sexual offending. Again, this suggests both that levels of anger change over time
and that these changes predict offending.
Substance misuse. The relationship between the abuse of alcohol or other illegal drugs
and crime, especially violent crime, has been accepted as fact within the field of criminal
psychology (Andrews & Bonta, 2010). Numerous studies have indicated links between substance
use and offending (e.g., Gendreau, Little, & Goggin, 1996; Skeem et al., 2014; Bonta, Law, &
Hanson, 1998; Van Voorhis, Salisbury, Wright, & Bauman, 2008). Beyond that, studies lend
support to the idea that substance misuse is a dynamic risk factor, where changes coincide with
likelihood of reoffending. Serin et al. (2013) found that substance use and offending tend to cooccur on a short-term basis. Similarly, Kazemian, Farrington, and Le Blanc (2009) found that
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decreases in substance use between ages 19 and 32 were correlated with de-escalation of crime.
Horney, Osgood, and Marshall (1995) found evidence linking drug use to violent offending in
particular, noting that the odds of committing an assault were increased by over 100 percent
during months when offenders reported using drugs. In the same study, drinking heavily was
found to be related to the commission of property crimes, including robbery.
Dynamic Protective Factors
As a general rule, almost no research has been done to evaluate how the presence of
certain protective factors relate to desistance from crime. Hardly any work has been done to
examine how protective factors change over time and how these changes relate to changes in the
likelihood of recidivism. This proposed project employs a measure with protective items that
were drawn mainly from the work of Shadd Maruna, and his analyses of the narratives examined
as part of the Liverpool Desistance Study (2001). While this study was retrospective and based
on narratives that could not be verified beyond the facts of offenders’ known criminal history,
Maruna’s work represents an important starting point for other researchers seeking to establish
the role of protective factors and prosocial change in an offender’s desistance from crime. In the
following sections, I describe his findings on various protective factors and, when possible,
describe supporting evidence from other research.
Prosocial perceptions of self. One potentially protective factor is a prosocial perception
of self. Having a prosocial perception of self includes having a prosocial identity, evaluating the
costs of crime to outweigh the benefits, and valuing the advice of prosocial others.
The concept of prosocial identity refers to the idea that an individual perceives
him/herself as being oriented toward non-criminal goals. Maruna (2001) posits that the
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development of a prosocial identity is central to the process of desisting from crime. In the
Liverpool Desistance Study (LDS), Maruna compared the narratives of offenders who had
desisted from committing crimes with those who persisted, noting that participants who had
ended their criminal careers tended to report a shift in their values. They no longer viewed
themselves as criminals, but as people who were seeking redemption in a life outside of crime.
Although the LDS suggested that prosocial identity might be relevant to desistance from crime, it
did not study prosocial identity in a dynamic fashion. Rocque, Posick, and Paternoster (2016)
conducted a prospective study and found that levels of prosocial identity, as reported by
participants did change over the course of five assessments, between the ages of 12 and 30.
Indeed, they found that at any given time point, prosocial identity was negatively correlated with
criminal behavior. They concluded that as prosocial identity increases, individuals become less
likely to engage in crime.
An offender’s perception of the costs and benefits of crime are also believed to be related
to the likelihood of committing crimes. In the LDS, many desisting offenders reported that what
they had previously viewed as benefits of crime no longer produced the same reinforcing effects,
and that they found new enjoyment in their crime-free lifestyles (Maruna, 2001). Maruna (2001,
p. 100) refers to the shift in values as a “change of currency.” Namely, if an offender no longer
views crime as beneficial, he ought to stop committing crimes.
Another way to think of perceived costs and benefits in crime is through the expected
outcome of criminal behavior. The likelihood of criminal behavior and non-criminal behavior
ought to change according to the expected results of those behaviors (Harris, 1975). There is
evidence that an individual’s perceived costs and benefits of crime may change (e.g., Walters,
2004; Harris, 1975). It is unclear, however, how change in the perceived costs and benefits of
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crime relate to actual rates of recidivism, and there is yet to be any research relating this
hypothesized protective factor to the likelihood of violent recidivism.
Positive social connectedness. Although this section focuses on positive social
connectedness, it is important to note that external relationships are mediated through offender’s
own internal frame of reference, as discussed in the preceding section (Serin & Lloyd, 2009).
Namely, the offender must be open to the influence of prosocial others, accepting them as a
potentially valuable resource. It is not clear, however, whether this is a quality of the offender
himself or a characteristic of individual, prosocial relationships, and there is virtually no research
on the topic as it relates to violent recidivism.
As such, positive social connectedness appears to be an independent protective factor that
may reduce the likelihood of an individual reoffending. Positive social connectedness includes
social support from prosocial others, encouragement and high expectations from prosocial
others, and investment in prosocial goals approved by others (i.e., social control).
In addition to an offender accepting society’s values and prosocial norms of living, an
offender must also feel accepted by society. This can take many forms, one of them being access
to social support from prosocial others. Social support is expected to prevent crime (Colvin,
Cullen, & Vander Ven, 2002). In the narratives provided by Maruna (2001), offenders often are
able to access social support through their connections with the community (e.g., the church,
recovery programs, even parole officers). Bracken, Deane, and Morrissette (2009) found that for
Indigenous offenders in Canada, connecting with a prosocially oriented social group was related
to the decision to abstain from crime.
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Maruna (2001) described the theme of empowerment as one of the strongest factors
distinguishing those in the LDS who desisted from crime from those who persisted. Namely, he
described the theme of a sort of external validation, where offenders had no belief in their own
ability to be prosocial members of society until someone else “believed in” them. In this sense,
encouragement and high expectations from prosocial others appeared to be a critical turning
point for the desisting offenders. In addition to providing a turning point for offenders at the
beginning of their reentry into the society, the endorsements of others appeared to help offenders
to stay on track when they faced challenges in their new, non-criminal lifestyles. Maruna’s
findings in the LDS suggest that encouragement and high expectations of prosocial others indeed
act as protective factors maintaining desistance from crime.
Finally, positive social connectedness helps offenders to avoid recidivism by investing in
prosocial goals. Maruna describes investment in prosocial goals approved by others in terms of
“finding one’s purpose” (2001, p. 99) or “going straight” (p. 121). He observed that this most
often occurred when offenders joined mutual-help movements or class-based identity politics.
The desisters found purpose in the Eriksonian construct of generativity (see Erikson, 1968).
Themes of generativity manifested in activities such as parenting, mentoring, teaching, or other
activities that aim to benefit individuals and social systems in the future. Maruna found that these
themes of generativity were significantly more likely to be present in the narratives of desisting
rather than persisting offenders.
Are Violent Offenders Different?
As discussed, there have been few studies to examine dynamic risk in a dynamic fashion
for general offenders and even fewer studies focusing on violent offenders. Given the relatively
scant literature on the topic, it is difficult to say conclusively that the risk profiles of violent
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offenders should differ from those of other offenders. Even within the violent offender subtype,
there is a great deal of variation. Some offenders commit violence against family members or
spouses, while some target strangers. Some offenders act violently in order to achieve material
goods (e.g., robbery), while others act out violently in response to provocation. Some violence is
lethal, some is not. Is there justification, beyond a priori assumptions, for studying violent
offending separately from other types of offending (i.e., non-violent and sexual offending)?
While there is no substantial body of information on differences in dynamic risk, there is
preliminary evidence that supports the decision to consider violent offenders as distinct from
other offender subtypes.
First, research suggests that violent offenders behave differently than other offenders.
They are more likely to carry weapons (Craig, Browne, Beech, & Stringer, 2006) than sex
offenders and general offenders, and studies have found that they are more likely than sex
offenders to be intoxicated during the commission of a crime (Gudjonsson, & Sigurdsson, 2000).
Additionally, violent offenders are more likely than general offenders and sex offenders to target
victims that are unknown or unrelated to them (Craig, Browne, Beech, & Stringer, 2006;
Gudjonsson, & Sigurdsson, 2000). Craig, Browne, Beech, and Stringer (2006) also found that
violent offenders had higher reconviction rates over a ten-year period than sex or general
offenders.
There is also data to suggest that certain risk factors are higher for violent offenders than
for other offender subtypes. Craig, Browne, Beech, and Stringer (2006) found that violent
offenders demonstrated higher levels of hostility, impulsivity, and aggression than sex and
general offenders and were more likely than sex offenders to have a history of school and
employment problems or personality disorders. Nussbaum et al. (2002) found similar differences
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between violent and non-violent offenders, reporting that violent offenders displayed higher
levels of impulsivity and lower levels of empathy than other offender types. There is also some
evidence that certain risk factors may be more predictive of violent reoffending than non-violent
reoffending (Bonta, Law, & Hanson, 1998; Stone, Lloyd, & Serin, 2017).
More research and larger sample sizes are needed to definitively say that violent
offenders are different from other offenders. However, these several studies suggest that looking
at violent offenders separately has merit. In the present study, I will shed further light onto this
issue.
Summary
While reviewing the literature, it was evident that the amount of research on dynamic risk
factors has been limited, especially in relation to violent recidivism. However, there is clear
preliminary evidence that these risk factors predict offending, and that changes in risk levels are
related to changes in the likelihood of reoffending. The research reviewed here, as well as the
knowledge gap in using dynamic risk to predict imminent violence, suggest that a prospective
study with frequent reassessments of risk, and with violent recidivism as the outcome of interest,
is the logical next step for the field. It is the critical need for this type of research that has
informed my methods for this project.
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Research Questions
The analytic design of this project is predicated on the theories and dynamic risk factors
discussed in the previous section. The measure for dynamic risk that was used, the Dynamic Risk
Assessment for Offender Re-entry (Serin, 2007) incorporates the dynamic risk factors, stable
acute, and protective, that were described above. The repeated assessments of offenders and the
statistical approach chosen are designed specifically to address the dynamic nature of risk for
violent recidivism.
With this approach, I sought to explore several issues. The first of these is whether a
dynamic risk assessment tool that was designed to predict recidivism in general can be effective
in predicting violent recidivism specifically. The second issue examined was whether risk
assessments predicted violent recidivism better when the time of assessment was more proximal
to the time of the violent recidivism event. Finally, I tested whether any risk factors were
differentially predictive of violent recidivism over other types of recidivism.
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Method
Participants
Participants selected for this study were drawn from a dataset of offenders released to
community supervision following incarceration (i.e., parole) in New Zealand over a two-year
period. New Zealand requires that all offenders sentenced to two or more years in prison report
to a supervision officer for a minimum of six months following release, with additional months
of supervision if released prior to the expiration of the sentence. Thus, the offenders in this study
were supervised in the community for a minimum of six months.
Beginning in April 2010, supervision officers were required to administer an assessment
of dynamic risk (the DRAOR, see Method below). The New Zealand Department of Corrections
mandated that these assessments be completed at each “quality contact”, or meeting of sufficient
length to assess these items. Coinciding with the implementation of this risk measure, this study
was carried out between April 1, 2010 and March 31, 2012. A total of 97,188 assessments were
completed for 3,498 offenders (Lloyd, 2015).
Of the paroled offenders, 1,423 (39.3%) had violent index offenses3. Of the offenders
with violent index offences, 614 (44.1%) had assault as their index offense. An additional 530
(37.2%) had robbery as an index offense. There were 165 (11.6%) violent offenders who had
been charged with homicide. Another 75 (5.3%) had index offenses of kidnapping or abduction,
while 33 (2.3%) were convicted of intimidation and threats. Finally, 6 (0.4%) of offenders had
been charged with group assemblies4 as an index offense. Because there was no detailed criminal
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Index offense refers to the crime for which the recently-released offender was incarcerated.
The charge of “group assemblies” refers to violent acts committed by groups of people. More generally it
encompasses harassment by a group and rioting.
4
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history available, it was impossible to say whether offenders without violent index offenses had
committed violent crimes in the past. However, the database included a measure of degree of
criminal history, such that offenders with past violence would receive higher scores on this
measure than offenders without past violence (the RoC*RoI, see Method below). For this reason,
I decided not to examine offenders with violent index offenses separately. Demographic
differences between offenders with and without violent index offenses are presented in Table 1.

Table 1. Demographic differences between offenders with violent and non-violent index offenses.
Violent Offenders
Age

37.86 (11.83)

Male
92.7% (2105)
Single
73.8% (1676)
Note. Drawn from Stone, Lloyd, & Serin, 2017.

Non-Violent Offenders
Mean (SD)
30.68 (9.66)
% (N)
92.8% (1320)
80.7% (1149)

Of the 3,421 offenders included in analyses (M age at release = 35.1, SD = 11.7, range =
17-86 years), 92.8% were male. Date of birth was missing from two participants, and gender was
missing for three participants. Ethnicities were described by country of origin, specified as
Aboriginal (52.4% total; Cook Islands, 2.5%; Fiji, 0.2%; New Zealand Maori, 49.5%; New
Zealander, 0.1%), or countries located in Africa (0.4%), Asia (1.6%), Europe (2.7%), White
individuals from Ireland, the British Isles, and British colonies (Australia, New Zealand, United
States; 34.9%), the Middle East (0.5%), South America (n = 1), or South Pacific islands (7.3%).
Ethnicity information was missing for five participants.
Most participants were single (never married, 65.5%; divorced, 3.0%; widowed, 0.6%;
legally separated, 8.2%), while some were married (legally, 6.5%; common-law, 10.1%).
24

Information on marital status was missing for 210 individuals (6.1%). Individuals were
incarcerated for convictions for technical violations (including alcohol and traffic offences,
2.8%), substance offenses (14.4%), non-violent criminal offenses (e.g., fraud, burglary; 27.0%),
non-sexual violent offenses (39.3%) or sexual offenses (16.4%).
Measures
Recidivism. Recidivism outcomes were followed until July 18, 2012, about four months
after the last data assessments. Recidivism data were provided by the New Zealand Department
of Corrections. For incidences of criminal recidivism, the dataset reflects the date at which the
new offense occurred (as opposed to date of detection or reincarceration). For technical
violations and breaches of supervision conditions, it is less clear whether the date of recidivism
was the date of the behavioral breach, the date of the supervision officer’s detection of the
violation, or the date at which the supervision officer decided to record the violation.
Whether or not the recidivism was considered violent was based on the offence reported.
New charges of assault, robbery, homicide, kidnapping/abduction, intimidation/threats, or group
assemblies5 were classified as violent recidivism.
Demographic information. Information on date of birth, gender, country of origin,
marital status, and index offense were gathered from New Zealand Department of Corrections’
Integrated Offender Management System (IOMS).
Static risk. To measure static risk, this study used the Risk of Reconviction*Risk of ReImprisonment measure (RoC*RoI; Bakker, Riley, & O’Malley, 1999). The RoC*RoI is a robust
measure of static risk, containing demographic (gender and age) and criminal history (criminal

5

See footnote number four for definition of group assembly

25

career length, crime frequency, and crime seriousness) information (16 items). The RoC*RoI has
been shown to accurately predict new convictions within five years following release (AUC
=.76; Nadesu, 2007).
The RoC*RoI is scored on a range from 0 to 1, where scores indicate the likelihood that
the offender will be reconvicted and return to incarceration within the next five years (i.e., 1
indicates a 100% chance of reincarceration, while 0 indicates no likelihood of returning to
incarceration). Scores below 0.50 (less than 50% chance of returning to incarceration) indicate
low risk, while scores between 0.50 and 0.64 indicate moderate risk. Scores of 0.65 or higher
reflect high to very high risk. The dataset used in this study included only the total scores.
Dynamic risk and protective factors. Dynamic risk and protective factors were assessed
using the Dynamic Risk Assessment for Offender Re-entry (DRAOR; Serin, 2007; Serin,
Mailloux, & Wilson, 2012). The DRAOR was designed for use by supervision officers, in
monitoring and assessing offenders released into the community, tracking changes in risk
variables over time. The content of the DRAOR was derived from research in the fields of
corrections, desistence, re-entry, and rehabilitation. The preceding literature review, and Hanby
(2013) provided the rationale for item selection.
The items of the DRAOR are organized into three domains. These are stable dynamic
risk (six items), acute dynamic risk (seven items), and protective factors (six items). The items
used to assess stable dynamic risk reflect risk factors that are generally enduring but that are able
to change over time (i.e., attitudes, traits, and behavior patterns), with associated changes in
offending behavior. The two items reflecting antisocial attitudes are sense of entitlement
(assessing over-inflated sense of self-worth) and attitudes towards authority (assessing contempt
for conventional authorities). The two antisocial trait items are impulse control (highly
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impulsive, difficulty controlling impulses) and problem solving (failure to consider consequences
of one’s actions). Finally, two items measure antisocial behavior patterns. These items are peer
associations (affiliation with antisocial others) and attachment with others (callous behavior
towards others).
The items that make up the acute dynamic risk subscale reflect risk variables that can
change rapidly. These include situations, moods, and behaviors. The four items assessing
situation include living situation (lack of accommodation), unemployment (problems with
employment or work), interpersonal relationships (no romantic relationship, or romantic
relationship with high levels of conflict), and access to victims (opportunity to offend). The two
mood items are negative mood (depressed or anxious mood) and anger/hostility. The final item
assesses current substance use.
In the final subscale, protective items assess prosocial perceptions and prosocial
connectedness. The three items assessing prosocial perceptions include prosocial identity (sees
self as conforming to non-criminal goals), costs/benefits (favors prosocial actions over criminal
actions), and responsive to advice (accepts prosocial others as useful resources). Three items are
used to assess social connectedness. These include social support (access to prosocial others),
high expectations (encouragement from prosocial others), and social control (personal
investment in prosocial goals approved by others).
DRAOR items are scored on a three-point scale. Risk items are scored as no problem (0),
slight/possible problem (1), or definite problem (2). Protective items are scored as not an asset
(0), slight/possible asset (1), or definite asset (2). The items are rated by supervision officers,
based on interviews and other available information (e.g., official reports, program providers).
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DRAOR: Psychometric properties. Multiple validation projects have established that
the DRAOR is valid for risk assessment and dynamic re-assessment, especially for general
recidivism outcomes (e.g., Chadwick, 2014; Smeth, 2013; Hanby, 2013). Specifically, the
DRAOR is suited for use in a longitudinal, re-assessment Cox regression model because it
demonstrates invariant measurement across multiple occasions, association with future
recidivism outcomes, and individual-level change in scores across time. For an in-depth
discussion of the DRAOR’s psychometric properties, see Lloyd (2015).
For my thesis, I used the three subscales of the DRAOR as originally conceived (stable
risk, acute risk, and protective factors) to predict recidivism. These subscales are based on two
dimensions: direction of their influence on recidivism (risk scales vs. protective factors) and the
likelihood that they will change in the long run or the short run (stable risk vs. acute risk).
However, the results of previous factor analyses attempting to confirm this structure have been
mixed, either supporting a two-factor scale (e.g., Chadwick, 2014) or a modified version of the
three-factor scale (Hanby, 2013). However, as Lloyd (2015) points out, the inconsistent results of
factor analyses are only a problem if we are assuming that the scales represent different
theoretical constructs. The DRAOR does not intend this: the differences between the acute and
stable subscales are temporal rather than phenomenological. It is more important to confirm that
the factor structure is consistent, or demonstrates measurement invariance. This means that the
items must measure the same underlying constructs at the initial assessment and all later reassessments. The results of analyses comparing baseline assessments to later assessments
suggested that the assumption of measurement invariance is met (Lloyd, Serin, Hanson, &
Richards, in prep).
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It is also important to establish that the DRAOR successfully predicts future recidivism
outcomes and violent reoffending in particular. The DRAOR was designed to predict general
reoffending, and multiple studies have shown that single time point assessments predict general
recidivism (technical violations and new criminal offences) as well as criminal recidivism
(excluding technical violations). The DRAOR has also been found to add incremental prediction
of general recidivism beyond static risk scores, including RoC*RoI scores (Hanby, 2013;
Yesberg & Polascheck, 2014).
While the DRAOR is meant to predict general offending only, preliminary data using the
same sample that this project is based on suggests that it is able to successfully predict violent
recidivism as well (Stone, Lloyd, & Serin, 2017). A survival analysis conducted on offenders
with violent index offenses indicated that for this sample, when examined separately, all three
subscales of the DRAOR measured at baseline predicted violent recidivism (see Table 2).
However, when DRAOR scores were entered along with the RoC*RoI into a single model, only
the acute subscale added incremental prediction of violent offending (see Table 3). On an itemby-item basis, correlations and ROC curves indicated that each item significantly predicted
violent reoffending, except for the items measuring unemployment and conflict in romantic
relationships.
Table 2. Survival analyses entering DRAOR subscales independently in separate models to
predict violent recidivism for offenders with violent index offenses.
Subscale

Violent Recidivism

B (SE)
Stable
.17 (.04)
Acute
.17 (.03)
Protect
-.13 (.03)
Note. ***p < .001, Data drawn from Stone, Lloyd, & Serin, 2017
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Exp (B)
1.19***
1.19***
.84***

Table 3. Survival analysis of DRAOR subscales in a single model, incremental to static risk
(RoC*RoI)
Subscale

Violent Recidivism
B (SE)
Exp (B)
RoC*RoI
1.91 (.50)
6.77***
Stable
.04 (.05)
1.04
Acute
.09 (.04)
1.09*
Protect
-.08 (.05)
.93
Note. *p < .05 ***p < .001. Data drawn from Stone, Lloyd, & Serin, 2017.

Little research has examined change in DRAOR scores over time. However, the studies
that have been conducted indicate that DRAOR scores fluctuate across time in the expected
direction (Hanby, 2013; Scanlan et al., 2015). Some evidence exists that suggests that changes in
DRAOR scores are associated with the likelihood of recidivism. Lloyd (2015) found that stable,
acute, and protect re-assessment scores showed statistically increased incremental prediction
over baseline scores and that more proximal assessments showed better model fit for predicting
general recidivism.
Setting up the Data
Removing cases. Some participants were removed from analyses, as they failed to meet
criteria for inclusion. Namely, it was required that assessments could be matched with the date of
release from prison and the date at which supervision began. Additionally, recidivism events
were required to have proximal assessments recorded in the dataset in order to be included in the
final analyses. In order to be considered, an assessment must have occurred a maximum of six
weeks prior to the offense. Thus, defining “proximal” as a maximum of six weeks in time
reflects the goal of this project, which was to examine how measures of risk predicted violent
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reoffending in close proximity, or in “real time”. Six sequences that did not include measures of
static risk (i.e. RoC*RoI) were also removed.
Unit of analysis. Over the course of the study, some of the 3,421 offenders reoffended,
were returned to incarceration, and were then re-released on community supervision, resulting in
some offenders having multiple assessment sequences. There were 207 offenders with two
assessment sequences and 13 offenders with three assessment sequences. For analyses, I
considered each re-entry trajectory as an independent assessment sequence. This means that
there were 3,648 sequences for analysis.
Theoretically, each re-entry period was an independent unit of analysis, where baseline
was defined by the individual’s release from incarceration. For individuals with multiple re-entry
occasions, each release date differed regarding the number of prior incarcerations associated with
the release. The RoC*RoI uses number of prior offenses and prior incarcerations to calculate
static risk, as well as the nature of the most recent offense; thus, an offender’s static risk at the
primary assessment sequence will be different from his/her static risk at subsequent sequences.
Additionally, while data from two sequences from the same offender are not truly
independent, this is less of a concern when using a within-individual methodology (as used
within this project), as these analyses control for within-individual assessment patterns. .
Units of discrete time. Conceptually, baseline refers to the day of release from
incarceration. For this project, baseline assessments were defined as the assessment closest in
proximity to the day of release from incarceration, within a month of release (i.e., within 30 days
prior or 28 days post-release). For subsequent analyses, the analytic approach for this project
(described in following sections) required establishing discrete units of time, and deciding how
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to assign assessments and recidivism events to their appropriate discrete time periods. I used
weeks as a meaningful unit of time, as offenders are usually required to have contact with their
supervision officers on a weekly, or fortnightly basis. This was practical, as supervision officers
would benefit most from research that details whether assessment results indicate that a client
will be at increased risk during the upcoming week, prior to their next scheduled meeting.
Deciding which assessment should define the discrete time period. There were several
other issues that needed to be addressed before analyses could be carried out. First, there were
some weeks in which supervision officers completed multiple assessments for a single client.
This raised the question as to whether it would be better to calculate an unweighted mean for the
two assessments (on the basis that this would capture any within-week fluctuation) or to simply
use the last assessment of the week (on the basis that these ratings would capture the most
information, and were thus more representative of the week). Lloyd (2015) found that using the
last assessment of the week demonstrated the best fitting model when predicting recidivism. I
chose to use the last assessment of the week to define that week.
Lagging recidivism information. As with the assessments, recidivism was coded as
occurring within seven-day discrete periods, rather than by a specific day. In order to ensure that
all prediction was prospective, recidivism information was lagged by a week. In cases where
assessments occurred following a recidivism event, sequences were truncated to end the week
before recidivism. These procedures ensured that assessments occurred prior to recidivism events
and that knowledge of recidivism was not used to retrospectively predict outcome.
Gaps between assessments. Few assessment sequences were fully complete (i.e.,
assessments available every week until recidivism or end of follow-up at one year). The analyses
required that data be imputed for missing weeks. Lloyd (2015) found that the best model fit for
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predicting recidivism was produced by imputing data from the most recent assessment prior to
the gap. Therefore, missing data points were imputed with data from the most recent prior
assessment.
In most cases, data was not missing for consecutive weeks. However, there were some
instances in which longer gaps in assessment occurred. Because the purpose of the analyses was
to determine the proximity between assessments and violent recidivism outcomes, it was
necessary to decide how distal an assessment could be and still be considered proximal. For this
project, assessment sequences were truncated if a gap of more than six weeks occurred.
Offenders with gaps longer than six weeks were considered lost to follow-up.
Analyses
Once prepared, the data were analyzed using Cox regression survival analysis with timevarying predictors. Cox regression estimates the effects of predictors using hazard ratios. The
hazard ratio describes the effect that a one-unit change in the associated predictor has on raw
hazard (i.e., an offender’s likelihood of violent recidivism relative to offenders who obtained
different scores). Even as new information is added to the model across time, the assumption
underlying Cox regression is that the magnitude of the relationship between the predictor and
raw hazard remains the same throughout the follow-up period. This analytic approach was
appropriate, as it is designed to predict events that result in a participant’s termination from the
study (i.e., recidivism), while retaining all information collected from participants prior to
termination and retaining information for participants who did not recidivate. In addition to this,
Cox regression is able to include re-assessments throughout the follow-up period. The model
continually updates each individual’s predictor score as new assessments occur, using the
timeliest information to estimate the association between predictors and outcome. As a
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prediction model, Cox regression is uniquely suited to answer the question of when an individual
is most at risk.
Statistical power to detect effects was calculated prior to analyses. See the Appendix for
complete power analyses.
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Effect Size
Effect sizes are not regularly calculated for Cox regression survival analysis, and there is
no standard, agreed-upon method for its measurement. Because the outcome of interest for
survival analyses combines both a binary outcome (i.e., did the offender violently recidivate?)
and a continuous outcome (i.e., how many days passed before violent recidivism occurred?), the
definition of an effect size is less straightforward. Existing effect size calculations must be
adapted (Heagerty & Zheng, 2005).
Generally, when measuring the effect size with a continuous outcome of interest, one
would use an R2 statistic, denoting the percentage of variance within a dependent variable that is
accounted for by a predictor variable (Cohen, 1988). For use with Cox regression, Xu and
O’Quigley (1999) developed an effect size measure analogous to R2, subsequently referred to as
Xu and O’Quigley’s R2, and denoted in tables as R2(XO). As with an R2 statistic, Xu and
O’Quigley’s R2 can be interpreted as the proportion of explained randomness associated with the
predictors in the model. Conceptually, Xu and O’Quigley’s R2 expresses whether predictor
values are ordered appropriately across the series of chronological failure times (recidivism
events). In actuality, Xu and O’Quigley’s R2 statistic expresses how much of the variation in the
predictor variable is explained by the known order of survival times. While counterintuitive, this
approach is advantageous, as it both simplifies calculations and allows for the use of timevarying predictor variables. This flexibility is crucial when studying dynamic predictors.
Researchers generally use receiver operating characteristic (ROC; Swets, Dawes, &
Monahan, 2000) curves to estimate effect size for models with longitudinal binary outcomes.
ROC curves plot true positivity rates (sensitivity) against false positive error rates (1 –
specificity), and accuracy is summarized across all values of the predictor variable to create a
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global accuracy statistic, the area under the curve (AUC). This measure is problematic, however,
for the proposed project, as it does not take into account changing prediction accuracy rates (e.g.,
if unemployment is more predictive of recidivism in the early re-entry process than after the
offender has been in the community for a longer time).
Heagerty and Zheng (2005) addressed this problem by developing time-dependent
calculations of sensitivity and specificity. Their approach essentially generates a series of timespecific AUC statistics that are updated across the follow-up period, allowing one to graph
changes in AUC over time. It is also possible to calculate a single summary statistic that is
interpreted as the weighted average of time-specific AUC statistics across the follow-up period.
This statistic is analogous to the concordance index (i.e., the c-index; Harrell, Califf, Pryor, Lee,
& Rosati, 1982). In this statistic, the predictor variables of two random individuals are compared
only if these individuals survived long enough to enter together into the risk set at that point in
time. In effect, Heagerty and Zheng’s extension of the c-index allows predictors and outcomes to
be continuously updated across a longitudinal study. I used both the concordance index and Xu
and O’Quigley’s R2 to describe the effect sizes associated with my models.
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Results
Descriptive Statistics
Table 4 presents a life table of the dataset. This table presents the number of sequences
observed in a week, the number of sequences in which violent recidivism occurred, and the
number of sequences that were censored. The table also provides the hazard function, the
proportion of violent recidivism events in a week. These values are graphed in Figure 1, along
with a regression line of best fit. Note that hazard rates were very low across the 33 weeks. This
reflects the small units of time, as well as the overall rarity of violent recidivism. Still, it appears
that there is a very slight increase in the number of violent recidivism events over time. The last
column of the table displays the cumulative proportion of sequences in which participants
continued to remain in the community without an incident of violent offending. This is the
survivor function, graphed in Figure 2. Note that the survival rate remains high across the
follow-up, with 95.3% survival at 33 weeks.
It is important to note that at least one violent recidivism event was observed during each
of the 33 weeks of follow-up. The discrete-time hazard model is an analytic approach equivalent
to Cox regression model with time-varying predictors that treats the follow-up as discrete time
periods, with at least one recidivism event observed in each time period. By defining the discrete
periods as weeks, and because no violent recidivism was observed in Week 34, the most straightforward approach to analysis required that the follow-up period be truncated to 33 weeks.
Table 5 displays the means and standard deviations of DRAOR subscale scores for each
week of the follow up. It also displays the proportion of observations within each week that
represent truly observed, non-imputed scores. Because the DRAOR assessments and violent
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recidivism events were staggered, it was necessary that participants have a recorded DRAOR
assessment the week prior to the week of any observed recidivism. Because of this, imputation
was required in cases where participants did not meet with supervision officers on a weekly
schedule.
At baseline, two thirds of the sample required that scores be imputed from their earliest
DRAOR assessment, so long as this assessment occurred within 30 days of release. For the rest
of the weeks, scores were imputed by carrying forward the most recent score. Sequences were
truncated if more than six weeks of assessments were missed. Following the first assessment,
assessments were increasingly less consistently recorded across the follow up period, and so the
percentage of cases requiring imputation increased over time.
As can be seen in Table 5, risk scores for the stable and acute subscales decreased
steadily over the follow-up period, while protect scores increased over time. This indicates that
supervision officers were rating their clients as having fewer risk factors with increased
protective factors as they remained in the community longer.
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Table 4
Life Table Describing the Rates of Violent Recidivism and Number of Weeks Offenders
Remained in the Community Following Release
Entered
Recidivated
Week
Week
Violent
Censored
0 (0,1)
3648
1 (1,2)
3648
8
65
2 (2,3)
3575
6
98
3 (3,4)
3471
1
112
4 (4,5)
3358
4
101
5 (5,6)
3253
4
84
6 (6,7)
3165
3
97
7 (7,8)
3065
4
90
8 (8,9)
2971
2
98
9 (9,10)
2871
5
88
10 (10,11)
2778
1
100
11 (11,12)
2677
4
58
12 (12,13)
2615
2
73
13 (13,14)
2540
3
60
14 (14,15)
2477
4
49
15 (15,16)
2424
3
71
16 (16,17)
2350
8
81
17 (17,18)
2261
3
84
18 (18,19)
2174
2
69
19 (19,20)
2103
2
55
20 (20,21)
2046
6
65
21 (21,22)
1975
2
47
22 (22,23)
1926
3
56
23 (23,24)
1867
2
67
24 (24,25)
1798
1
56
25 (25,26)
1741
4
72
26 (26,27)
1665
1
115
27 (27,28)
1549
3
143
28 (28,29)
1403
5
87
29 (29,30)
1311
1
33
30 (30,31)
1277
2
43
31 (31,32)
1232
3
33
32 (32,33)
1196
2
39
33 (33,34)
1155
2
36
Note. N = 3648. Violent recidivism = new violent offenses.
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%
Recidivated
Violent
0.0022
0.0017
0.0003
0.0012
0.0012
0.0009
0.0013
0.0007
0.0017
0.0004
0.0015
0.0008
0.0012
0.0016
0.0012
0.0034
0.0013
0.0009
0.0010
0.0029
0.0010
0.0016
0.0011
0.0006
0.0023
0.0006
0.0019
0.0036
0.0008
0.0016
0.0024
0.0017
0.0017

%
Remaining
1.0000
0.9978
0.9961
0.9958
0.9947
0.9934
0.9925
0.9912
0.9905
0.9888
0.9885
0.9870
0.9862
0.9851
0.9835
0.9822
0.9789
0.9776
0.9767
0.9758
0.9729
0.9719
0.9704
0.9694
0.9688
0.9666
0.9660
0.9642
0.9607
0.9600
0.9585
0.9562
0.9546
0.9529

Figure 1. Observed hazard proportions for violent recidivism each week, with a regression line
of best fit.
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.

Figure 2. Observed cumulative proportion of participants who did not recidivate violently across
the follow-up period.
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Table 5.
Descriptive Statistics (Means and Standard Deviations) for DRAOR Subscales Displayed for
First 33 Weeks of Follow-up Period, With Percentage of Non-imputed Values
Week
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23

Stable

Acute

Protect

3648

M (SD)
6.39 (2.54)

M (SD)
5.94 (2.42)

M (SD)
6.03 (2.40)

% of weeks
with observed
values
33.5%

3575

6.29 (2.57)

5.77 (2.36)

6.13 (2.42)

84.9%

3471

6.14 (2.68)

5.51 (2.32)

6.32 (2.47)

85.3%

3358

6.00 (2.72)

5.30 (2.32)

6.47 (2.47)

85.8%

3253

5.85 (2.74)

5.16 (2.29)

6.61 (2.49)

84.3%

3165

5.75 (2.78)

5.06 (2.31)

6.74 (2.51)

81.1%

3065

5.64 (2.81)

4.95 (2.30)

6.85 (2.51)

78.9%

2971

5.54 (2.82)

4.83 (2.28)

6.95 (2.51)

77.2%

2871

5.44 (2.83)

4.75 (2.27)

7.03 (2.49)

74.6%

2778

5.37 (2.83)

4.69 (2.27)

7.08 (2.49)

74.0%

2677

5.32 (2.84)

4.65 (2.31)

7.13 (2.49)

70.7%

2615

5.26 (2.82)

4.58 (2.31)

7.22 (2.48)

72.4%

2540

5.20 (2.83)

4.56 (2.32)

7.28 (2.50)

67.3%

2477

5.14 (2.84)

4.50 (2.31)

7.36 (2.51)

66.5%

2424

5.07 (2.84)

4.43 (2.29)

7.44 (2.48)

65.8%

2350

5.00 (2.83)

4.35 (2.27)

7.51 (2.50)

66.4%

2261

5.00 (2.82)

4.34 (2.27)

7.56 (2.51)

63.4%

2174

4.93 (2.82)

4.28 (2.26)

7.62 (2.52)

64.3%

2103

4.87 (2.83)

4.21 (2.23)

7.68 (2.52)

60.3%

2046

4.82 (2.83)

4.18 (2.26)

7.73 (2.51)

62.1%

1975

4.77 (2.82)

4.14 (2.25)

7.77 (2.52)

60.4%

1926

4.68 (2.80)

4.11 (2.21)

7.85 (2.49)

60.6%

1867

4.66 (2.79)

4.06 (2.19)

7.89 (2.47)

59.7%

n
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24
25
26
27
28
29
30
31
32

1798

4.62 (2.80)

3.98 (2.18)

7.95 (2.45)

59.8%

1741

4.58 (2.80)

3.92 (2.21)

8.00 (2.44)

57.4%

1665

4.52 (2.77)

4.84 (2.16)

8.06 (2.42)

60.0%

1549

4.42 (2.73)

3.77 (2.14)

8.12 (2.40)

58.7%

1403

4.23 (2.66)

3.68 (2.09)

8.28 (2.33)

57.4%

1311

4.15 (2.65)

3.62 (2.12)

8.35 (2.31)

55.8%

1277

4.11 (2.65)

3.55 (2.08)

8.37 (2.32)

55.1%

1232

4.02 (2.59)

3.52 (2.59)

8.43 (2.29)

55.5%

1196

3.98 (2.59)

3.49 (2.06)

8.47 (2.28)

54.2%

1155 3.95 (2.58)
3.43 (2.00)
8.52 (2.27)
55.8%
33
Note. DRAOR = Dynamic Risk Assessment for Offender Re-entry (Serin, 2007). Stable = stable
subscale of DRAOR. Acute = acute subscale of DRAOR. Protect = protect subscale of DRAOR.
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Table 6 displays the DRAOR subscale scores at baseline and describes how these
assessments changed over the follow-up period for sequences in which violent recidivism did or
did not occur. It is evident that at baseline, sequences where violent recidivism occurred
demonstrated significantly higher ratings for stable (t = -7.08, p < .001) and acute risk (t = -7.98,
p < .001) and significantly lower ratings for protective factors (t = 6.42, p < .001) relative to
sequences in which no violent recidivism occurred.
Table 6 also provides a summary of the mean change for sequences in which violent
recidivism did or did not occur. These summaries show that for all sequences, there tended to be
a reduction in stable and acute risk scores and an increase in protective scores. There were no
significant differences in the mean change of stable and acute factors, but protective factor
ratings were significantly higher (t = 2.54, p < .05) in sequences where no violent recidivism
occurred. So, while all groups showed reductions in risk and increases in protective factors, the
changes in protective factors were more pronounced in sequences where no violent recidivism
occurred.
Mean net change, also shown in Table 6, quantifies the average amount of absolute
change in subscales that was observed week-to-week. In this domain, the pattern that we viewed
with mean total change is reversed. That is to say, on average, sequences in which violent
recidivism occurred had significantly greater week-to-week fluctuation in scores for stable (t = 3.01, p < .01) and acute (t = -9.90, p < .001) risk and in levels of protective factors (t = -5.89, p <
.001). Taken together, the patterns in mean net change and mean total change suggest that
sequences in which violent recidivism does not occur change steadily, in smaller increments,
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Table 6
Descriptive Statistics (Observed Range, Baseline Mean, Mean Total Change, and Mean Net Change) of DRAOR Scores across 33
Weeks of Follow-up.
Full Sample

Statistic

Non-Violent Recidivists

Violent Recidivists

Stable

Acute

Protect

Stable

Acute

Protect

Stable

Acute

Protect

Maximum subscale
points

12

14

12

12

14

12

12

14

12

Observed range at
initial assessment

0-12

0-14

0-12

1-12

3-14

0-8

8-11

6-13

1-4

6.39 (2.54)

5.94 (2.42)

6.03 (2.40)

6.30 (2.52)

5.85 (2.39)

6.10 (2.37)

7.44 (2.49)

7.06 (2.45)

5.12 (2.63)

Mean total change
(SD; % of initial
range)

-0.93
(2.26;
7.8%)

-1.27 (2.40;
9.1%)

1.05 (2.20;
8.8%)

-0.95 (2.24;
7.9%)

-1.28 (2.37;
9.1%)

1.08 (2.19;
9.0%)

-0.75 (2.43;
6.3%)

-1.16 (2.71;
8.3%)

0.72 (2.36;
6.0%)

Mean net change
(SD; % of initial
range)

0.27 (0.92;
2.3%)

0.41 (0.97;
3.0%)

0.26 (0.90;
2.2%)

0.27 (0.92;
2.3%)

0.41 (0.96;
2.9%)

0.26 (0.89;
2.2%)

0.32 (0.99;
2.6%)

0.56 (1.15;
4.0%)

0.35 (1.04;
2.9%)

Mean (SD) at initial
assessment

% participants with
any change

59.2%
76.2%
59.5%
59.7%
76.4%
59.7%
52.6%
73.9%
Note. Non-violent recidivists = 3445, violent recidivists = 209. DRAOR= Dynamic Risk Assessment for Offender Re-entry (Serin,
2007). Stable = stable subscale of DRAOR. Acute = acute subscale of DRAOR. Protect = protect subscale of DRAOR.
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56.7%

reaching a greater level of risk reduction, while risk is reduced substantially less in sequences
where violent recidivism occurs, and is more erratic on a week-to-week basis.
Lloyd (2015) tested the intraclass correlations for the DRAOR subscales in this sample.
The intraclass correlation describes the average correlation between two randomly selected
assessments measured on the same individual. His findings suggested that for the entire sample,
intraclass correlations were high, but were lower for recidivists than for non-recidivists. This
again hints at potentially attenuated instability in the risk levels of eventual recidivists.
Additionally, Lloyd found that the stability coefficient was relatively high for the three DRAOR
subscales, indicating the high-scoring individuals tended to maintain higher DRAOR scores
relative to the rest of the sample.
Testing Model Assumptions
In this section, I discuss whether the variables in this dataset conform to the assumptions
of the statistical model, Cox regression with time-varying predictors. I will first discuss the
assumptions underlying all regression models, before discussing the assumptions more specific
to Cox regression models.
Assumptions of general regression models. Unlike general regression models, Cox
regression does not require that predictors be characterized by normal distribution,
homoscedasticity, or linearity (Tabchnick & Fidell, 2007). However, Cox regression models that
meet these assumptions have greater power to detect effects. By assessing whether or not these
assumptions are met, it is possible to determine if statistical power may be limited by nonlinearity, heteroscedasticity, or non-normal distributions.
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Table 1A (in the appendix) presents the skewness ratios, kurtosis ratios, and the number
of extreme univariate outliers (those with z-scores of ±3.29 and above) for each DRAOR
subscale across the first 33 weeks of the follow-up period. The bolded values in Table 1A
indicate significant departures from normality. Across the follow-up periods, the distributions of
the stable and acute subscales demonstrated significant positive skew. This positive skew tended
to increase as participants progressed through the follow-up period, as participant risk scores on
average declined. The opposite pattern is seen with the protect subscale, where there was
significant negative skew across the follow-up period. Similar to the risk subscales, negative
skew generally increased across the follow-up period, as participant protect scores tended to
increase.
The risk distributions may be skewed as a result of the nature of the sample. The sample
represents an entire jurisdiction of parolees on supervision, where risk levels were heterogeneous
across offenders. The skewed distributions are likely to be offset by the large sample size, and
should not strongly impact model results.
I inspected scatterplots between predictors and scatterplots between predictors and
outcome, and I found no clear departures from homoscedasticity. Cox regression does not
require predictors to have linear relationships with each other, but assumes that there are linear
relationships between continuous predictors and the logit-transformed outcome. Using the BoxTidwell approach, results suggested that the predictors from the DRAOR shared linear
relationships with the logit-transformed outcome variable, meeting model assumptions. The BoxTidwell approach suggested that there may be a non-linear relationship between RoC*RoI scores
and the logit-transformed outcome, but statistical significance of this test many not be
meaningful, as it may be explained by the large sample size.
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There was no evidence of multicollinearity among the predictors (RoC*RoI, stable,
acute, protect). All tolerance values were well above 0.20, and variation inflation factor values
were all below 3.
Assumptions specific to Cox regression models.
Equivalence between censored and remaining cases. An advantage of Cox regression
models is that missing data may be treated as meaningfully missing rather than randomly
missing. However, the model assumes that individuals who stopped being observed without
experiencing violent recidivism have not been censored for any meaningful reason. Namely,
censored cases should be equivalent to remaining cases, for hazard rates to be accurate over time.
I tested this assumption by running independent samples t-tests to compare censored
sequences to those remaining in the dataset. As violent recidivism was our outcome of interest,
sequences that were terminated (i.e., the offender was returned to incarceration) after the
commission of a non-violent crime were treated as censored cases in the model. As would be
expected, this resulted in risk scores of censored cases often being significantly higher than the
average risk scores of all cases that remained in the model for another subsequent week. While
this violates the assumptions of Cox regression models, it is important to note that individuals
whose sequences were terminated after non-violent recidivism events did not go on to commit
violent offenses, given they were no longer in the community. In any case, the violation of this
assumption should be kept in mind when interpreting model results, and future research will
attempt to address this issue.
Choosing a representation of time. The discrete-hazard version of the Cox model requires
the researcher to explicitly model a variable representing time. Table 2A (in the appendix)
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displays the logical process used to choose how to represent time within the model. As indicated
in Table 2A, there was no significant improvement to model fit when using a linear
representation of time over a constant-only model. A linear representation of time also did not
result in significantly poorer fit than a general representation, in which time is represented by 33
parameters (one for each of the 33 time periods included). A quadratic representation of time did
not produce significantly better or poorer fit in comparison to other representations.
Figure 1A (in appendix) displays linear and quadratic lines of best fit within a graphical
display of the hazard probabilities (logit transformed). This figure is essentially identical to
Figure 1, barring the mathematical transformation. While the linear and quadratic lines of best fit
indicate slight increase in risk over time, there is no clear trend of increasing risk throughout the
follow-up.
Based on the results of these tests, it appears that violent hazard rates remain relatively
constant across time. This is consistent with other findings in the field that relative to risk of
general recidivism, which decreases over time following release, the risk of violence is
consistent (although small) across the first six months post-release (Bonta, Harmon, Hann, &
Cormier, 1996). Because there is no significant difference in model fit based on the
representation of time, I chose to use the linear representation. This will allow for recidivism
events to be ordered in relation to each other, allowing me to test if more proximal assessments
improve prediction of recidivism.
Proportionality of hazards. Another set of assumptions for Cox regression models
concerns the proportionality of hazard rates. Specifically, for each time period, (a) hazard rates
differ from each other at every value of a predictor (i.e., higher scores on risk subscales should
be associated with higher likelihood of recidivism), (b) logit transformed hazard functions
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associated with each predictor value follow the same shape across time, and (c) the distance
between these shapes remain parallel to each other throughout the follow-up period. To evaluate
whether or not the data meet these assumptions, I created graphic representations of hazard
functions at different scores at each predictor.
Figure 2A (in appendix) displays two hazard functions of the sample, divided by a
median split on RoC*RoI (static risk) scores. One can see in Figure 2A that higher RoC*RoI
scores are associated with higher (logit) hazard ratios. Additionally, the slopes for participants
scoring high and low on static risk are essentially parallel to each other across the follow-up
period. If these slopes were to meet or cross each other, this would indicate a violation of
assumptions and would require us to account for this violation within the Cox regression model.
While plotting hazard ratios is an easy and intuitive way to show the effects of a predictor
across time, assumptions can be assessed more rigorously by plotting residuals. For a Cox model
with time-varying predictors, this is best done with Schoenfeld (partial) residuals. In order to
meet the assumptions of the Cox regression, the regression line of best fit for these variables
should be essentially flat. Figure 3A (in appendix) displays the Schoenfeld residuals for static
risk, with a superimposed line of best fit. Our data fulfill these requirements (R2 = .001, p =
0.75).
The proportionality assumption was also assessed in the same manner for the subscales of
dynamic risk (stable and acute risk and protective factors from the DRAOR). Figures 4A, 5A,
and 6A (in appendix) display graphs of two hazard functions. These two functions were defined
by selecting groups with DRAOR scores at approximately ± SD from the mean of each
subscales. Again, in these graphs, we can see that the scores for each of the two groups are
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roughly parallel to each other. These graphs suggest that the proportionality of hazards
assumption was met by the data.
More rigorous tests for the stable subscale of the DRAOR (see Figure 7A, in appendix)
also indicated that assumptions were met. While plotting the Schoenfeld residuals over time
indicated a slight downwards pattern, the correlation was not significantly different from zero (R2
= .004, p = 0.23). These assumptions were also met for more rigorous tests for the acute subscale
of the DRAOR (see Figure 8A, in appendix). Here, there is also a slight downwards pattern
across time, yet the slope was not significantly different from zero (R2 = .021, p = 0.14). Finally,
more rigorous tests for the protect subscale of the DRAOR (see Figure 9A, in appendix) also
indicated that assumptions were met. While residuals increased slightly over time, the slope was
not significantly different from zero (R2 = .001, p = 0.31).
In summary, there is no indication that the proportionality of hazards assumption is
violated. The assumption is supported both graphically and by statistical tests.
Model Building
Before testing the core proposition of this thesis (that proximity of assessment improves
prediction of violent recidivism), I tested single-predictor time-varying models. I used these
single predictor models to demonstrate that the predictor variables were significantly associated
with violent recidivism when tested alone and to provide a baseline with which to compare later,
more complex models. These basic models also allow initial checks of the assumptions discussed
earlier. The indicators of effect size for these basic models express the degree to which a given
time-varying predictor is able to predict violent recidivism on its own. Recall from earlier that
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the c-index is interpreted as an AUC statistic, and that Xu and O’Quigley’s (1999) R2 statistic
(R2(XO)) is interpreted as the percentage of total variance accounted for by the model.
Table 7 provides the results of a model in which RoC*RoI is the single predictor. As
predicted, static risk scores were significantly related to recidivism. Indicators of effect size
suggest that on their own, static risk scores account for 62% of the total outcome variance (i.e.,
the order and timing of recidivism events). These static risk scores are a strong predictor of
recidivism, even when controlling for individual differences in follow-up time (c-index =0.73).
Recall that all of the DRAOR subscales are dynamic predictors, such that re-assessments
occurred across time, and updated scores were entered into the model. Table 8 presents the
results of a model with the stable subscale as the single predictor. Model results indicate that
stable scores significantly predicted recidivism. For every one-unit increase in stable scores,
recidivism was 22% more likely in the following week.
It is important to note that the model averages this effect such that interpretations are
consistent across all time periods of the follow-up, regardless of whether or not participants’
scores changed across time. For example, a DRAOR stable score of 3 would always be
associated with a 22% higher likelihood of recidivism compared to a stable score of 2, regardless
of whether stable scores varied across the sequence. In essence, the Cox regression with timevarying predictors does not predict the likelihood that an individual will recidivate, but rather the
likelihood of recidivism associated with a given predictor score.
In Table 8, it appears that the stable subscale was a good predictor of recidivism (c-index
= 0.64) in the single-predictor model and that this model explained about 47% of the total
outcome variance.
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Table 7
Results of a Discrete-time Hazard Model Using Static Risk (RoC*RoI) to Predict Survival Time
to Violent Recidivism
Parameter

B (SE)

Wald

df

p

Exp (B)

95% CI

Constant

-9.12 (0.41)

506.46

1

< .001

.000

[0.00 - 0.00]

.03(0.03)

5.72

1

.017

1.03

[1.01-1.05]

RoC*RoI

3.89 (0.53)

53.159

1

< .001

48.69

[17.13- 138.57]

Deviance

1536.32

AIC

1542.32

BIC

1570.03

R²(XO)

0.62

10

c-index

0.73

Week

# of iterations

χ²Δ from model
67.69
without predictor
Note. N = 75917, violent recidivism events = 106. RoC*RoI = Risk of Reconviction* Risk of
Reimprisonment (Bakker et al., 1999). AIC= Akaike Information Criterion. BIC = Bayesian
Information Criterion.
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Table 8
Results of a Discrete-time Hazard Model Using DRAOR Stable Subscale to Predict Survival
Time to Violent Recidivism
Parameter

B (SE)

Wald

df

p

Exp (B)

95% CI

Constant

-8.09 (0.31)

666.32

1

< .001

.000

[.000-.001]

Week

0.03 (0.01)

6.05

1

.014

1.03

[1.01-1.05]

Stable

0.20 (0.03)

32.7

1

< .001

1.22

[1.14-1.30]

Deviance

1571.48

AIC

1577.48

BIC

1605.19

R²(XO)

0.47

10

c-index

0.64

# of iterations

χ²Δ from model
32.53
without predictor
Note. N = 75917, violent recidivism events = 106. DRAOR= Dynamic Risk Assessment for
Offender Re-entry (Serin, 2007). AIC= Akaike Information Criterion. BIC = Bayesian
Information Criterion.
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Tables 9 and 10 display similar time-varying prediction models with the acute and
protect subscales (respectively) as single predictors. Acute scores accounted for 48% of the total
outcome variance (c-index = 0.66). Similarly, protect scores accounted for about 46% of the
variance in outcomes (c-index = 0.67). From the hazard ratios, it is evident that for each one-unit
increase in acute scores, the likelihood of recidivism in the following week increased by 29%.
For every one-unit increase in protect scores, the likelihood of recidivism decreased by nearly
25%. In following sections I present models in which all of the predictors are included.
I also conducted tests examining group differences. Only one female recidivated
violently, so no sex differences could be calculated. New Zealand Maori were compared to New
Zealand Europeans, and, while it was found that Maori identity was significantly predictive of
violent recidivism (Xu and O’Quigley’s R2= 0.12 , c-index = 0.61), there was no interaction
between Maori identity and any of the DRAOR subscales, suggesting that the relationship
between DRAOR scores and violent recidivism did not differ based on ethnicity (New
Zealanders of White European descent versus Maori descent).
Final Model Checks
Potential non-linear effects. Although non-linear effects were tested earlier using the
Box-Tidwell approach, this section addresses whether non-linear effects are seen in the
relationship between predictors and hazard. Table 11 displays the results from four independent
models in which quadratic terms were included to examine potential non-linear relationships
between predictors and (logit) hazard. The bottom row in Table 11 presents Chi-square statistics
indicating whether the quadratic term adds significantly to the model.
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Table 9
Results of a Discrete-time Hazard Model Using DRAOR Acute Subscale to Predict Survival Time
to Violent Recidivism
Parameter

B (SE)

Wald

df

p

Exp (B)

95% CI

Constant

-8.32 (0.32)

688.81

1

.000

.000

[.000-.000]

Week

0.03 (0.01)

8.46

1

.004

1.03

[1.01-1.05]

Acute

0.25 (0.04)

45.23

1

.000

1.29

[1.20-1.38]

Deviance

1562.41

AIC

1568.41

BIC

1596.12

R²(XO)

0.48

10

c-index

0.66

# of iterations

χ²Δ from model
41.6
without predictor
Note. N = 75917, violent recidivism events = 106. DRAOR= Dynamic Risk Assessment for
Offender Re-entry (Serin, 2007). AIC= Akaike Information Criterion. BIC = Bayesian
Information Criterion.
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Table 10
Results of a Discrete-time Hazard Model Using DRAOR Protect Subscale to Predict Survival
Time to Violent Recidivism
Parameter

B (SE)

Wald

df

p

Exp (B)

95% CI

Constant

-5.39 (0.25)

479.40

1

.000

0.01

[.003-.007]

Week

0.03 (0.01)

8.54

1

.003

1.03

[1.01-1.05]

Protect

-0.25 (0.04)

45.15

1

.000

0.78

[.73-.84]

Deviance

1560.44

AIC

1566.44

BIC

1594.15

R²(XO)

0.46

9

c-index

0.67

# of iterations

χ²Δ from model
43.57
without predictor
Note. N = 75917, violent recidivism events = 106. DRAOR= Dynamic Risk Assessment for
Offender Re-entry (Serin, 2007). AIC= Akaike Information Criterion. BIC = Bayesian
Information Criterion.
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As can be seen in Table 11, RoC*RoI was the only predictor that showed evidence of a
non-linear relationship with logit hazard. In contrast, the DRAOR subscales all demonstrated
linear relationships with hazard.
Highly influential cases. When specifying a model, it is important to evaluate whether
any individual observations within the data contribute disproportionately to the model’s
parameter estimates. Highly influential cases represent outliers, and it is necessary to examine
whether such cases should be considered separately from the rest of the sample. I assessed the
presence of highly influential cases using the DFBeta statistic. The DFbetas flag outlying cases
by giving high values to observations that, if deleted, would substantially change the associated
parameter’s values. DFBetas (from the models presented above) indicated that there were no
disproportionately influential cases (i.e., no DFBetas exceeded 1).
Testing Prediction with Proximal vs. Distal Assessments
This section addresses my main question of interest: does including within-individual reassessments of theoretically dynamic items improve risk prediction of violent recidivism? There
are two potential ways in which re-assessments can improve prediction. It is possible that a
larger combination of re-assessments provides more accurate estimates of overall risk. It is also
possible that more proximal assessments are better indicators of current risk state. Below, I
describe the three-step process that I used to test whether more proximal assessments resulted in
better predictions of short-term outcomes.
Baseline versus proximal assessments. A logical starting point in determining the value
of re-assessments is to compare prediction models that only use baseline assessments to those
that use updated re-assessments to predict violent recidivism. In Tables 12, 13, and 14, the
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Table 11
Results of Fitting Four Discrete-time Hazard Models Predicting Violent Recidivism Using
DRAOR Subscales Including Quadratic Predictor Terms
RoC*RoI

Stable

Acute

Protect

B(SE)

B(SE)

B(SE)

B(SE)

-10.80** (0.97)

-8.08** (0.48)

-8.05** (0.48)

-5.34** (0.35)

Week

0.02* (0.01)

0.03* (0.01)

0.01** (0.01)

0.03** (0.01)

Linear Term

10.71* (3.30)

0.19 (0.14)

0.15 (0.14)

0.27* (0.12)

Quadratic Term

-6.06* (2.79)

0.000 (0.10)

0.01 (0.01)

0.002 (0.01)

Deviance

1530.58

1571.48

1561.85

1560.41

AIC

1538.58

1579.48

1569.85

1538.58

BIC

1564.29

1605.19

1595.56

1594.12

Parameters
Constant

χ²Δ from model
with no quadratic
5.74 (1)
0.00 (1)
0.56 (1)
0.03 (1)
term
Note. N = 75917, violent recidivism events = 106. DRAOR= Dynamic Risk Assessment for
Offender Re-entry (Serin, 2007). RoC*RoI= Risk of Reconviction, Risk of Reincarceration
(Bakker et al., 1999). AIC= Akaike Information Criterion. BIC = Bayesian Information
Criterion. Bolded values indicate the most relevant statistically significant results.
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results of three models are compared. Models A contain only baseline scores of the DRAOR
subscales (i.e., stable, acute, and protect) as predictors of violent recidivism. Models B contain
only the dynamic, re-assessed scores of the DRAOR subscales. Finally, Models C contain both
baseline scores and dynamic re-assessments.
Table 12 presents the results of these three models for stable scores. The model that
contains only the dynamic re-assessments demonstrates better fit (smaller AIC and BIC values).
Including dynamic re-assessments in the model significantly decreased deviance scores for all
three subscales (χ2Δ = 8.71 for stable, χ2Δ = 15.66 for acute, and χ2Δ = 14.03 for protect).
Additionally, the dynamic re-assessments remained significant predictors of violent recidivism
when baseline scores were included in the model, demonstrating incremental prediction. These
effects were also evident in acute and protect scores (Tables 13 and 14, respectively).
Xu and O’Quigley’s R2 values also support the inclusion of dynamic re-assessments,
especially for the stable subscale, where including dynamic scores explains an extra 9% of
variance in outcomes. C-indices do not demonstrate dramatic differences between the AUCs of
baseline scores and dynamic re-assessments, but they are somewhat higher for models that
include re-assessments.
Averaging versus proximal assessments. To understand the predictive value of reassessments, it is useful to test whether the improvement in prediction is due to proximity of
assessments and not due to a greater amount of information being aggregated. In order to test
this, I used both rolling means of subscale scores, along with dynamic scores to predict violent
recidivism. The rolling mean is the average of all assessments up to that point in time, starting
the week following baseline. As in the above section, this resulted in three sets of models for
each DRAOR subscale: Model A contains only the rolling mean as a predictor; Model B
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Table 12
Results of Fitting Three Discrete-time Hazard Models to Predict Time to Violent Recidivism Using Different Specifications of
the DRAOR Stable Subscale Score
Model A
Parameters
Constant

B(SE)
-8.09***
(0.34)

Model B
OR
[95% CI]

Stable (Baseline)

0.19*** (0.04)

0.00
1.02
[1.00, 1.04]
1.21
[1.13-1.31]

Stable (Dynamic)

-

-

Week

0.02 (0.01)

B(SE)
-8.09*** (0.31)

0.20*** (0.03)

0.03* (0.01)
-

Model C
OR
[95% CI]

B(SE)

0.00
1.03
[1.01, 1.05]

-8.27*** (0.35)

1.22
[1.14, 1.30]

0.07 (0.06)

0.03* (0.01)

0.15** (0.05)

OR
[95% CI]
0.00
1.03
[1.01, 1.05]
1.08
[0.96, 1.20]
1.16
[1.05, 1.28]

R²(XO)
0.38
0.47
0.46
c-index
0.62
0.64
0.64
Deviance
1578.57
1571.48
1569.86
AIC
1584.57
1577.48
1577.86
BIC
1612.28
1605.19
1614.81
χ²Δ Model C vs Model A
8.71* (1)
χ²Δ Model C vs Model B
1.62 (1)
Note. N = 75917, violent recidivism events = 106. DRAOR= Dynamic Risk Assessment for Offender Re-entry (Serin, 2007). AIC=
Akaike Information Criterion. BIC = Bayesian Information Criterion.
*p < .05, **p < .01, ***p < .001. Bolded values indicate the most relevant statistically significant results

61

Table 13
Results of Fitting Three Discrete-time Hazard Models to Predict Time to Violent Recidivism Using Different Specifications of
the DRAOR Acute Subscale Score

Model A

Model B

Acute (Baseline)

0.23*** (0.04)

OR
[95% CI]
0.00
1.02
[1.00, 1.04]
1.26
[1.16, 1.36]

Acute (Dynamic)

-

-

Parameters
Constant
Week

B(SE)
-8.24*** (0.34)
0.02 (0.01)

B(SE)
-8.32*** (0.32)
0.03** (0.01)
0.25*** (0.04)

Model C
OR
[95% CI]
0.00
1.03
[1.01, 1.05]
1.29
[1.20, 1.38]

B(SE)
-8.76*** (0.37)
0.03** (0.01)
0.12* (0.05)
0.19*** (0.05)

OR
[95% CI]
0.00
1.03
[1.01, 1.05]
1.13
[1.03, 1.24]
1.21
[1.10, 1.32]

R²(XO)
0.44
0.48
0.48
c-index
0.63
0.66
0.67
Deviance
1571.74
1562.41
1556.08
AIC
1577.74
1568.41
1564.08
BIC
1605.45
1596.12
1601.03
χ²Δ Model C vs Model A
15.66* (1)
χ²Δ Model C vs Model B
6.33* (1)
Note. N = 75917, violent recidivism events = 106. DRAOR= Dynamic Risk Assessment for Offender Re-entry (Serin, 2007). AIC=
Akaike Information Criterion. BIC = Bayesian Information Criterion.
*p < .05, **p < .01, ***p < .001. Bolded values indicate the most relevant statistically significant results.
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Table 14
Results of Fitting Three Discrete-time Hazard Models to Predict Time to Violent Recidivism Using Different Specifications of
the DRAOR Protect Subscale Score
Model A
Parameters
Constant
Week

B(SE)
-5.54** (0.25)
0.02 (0.01)

Model B
OR
[95% CI]
0.004
1.02
[1.00, 1.04]
0.80

B(SE)
'-5.39*** (0.25)
0.03** (0.01)

Model C
OR
[95% CI]
0.005
1.03
[1.01, 1.05]

B(SE)
-5.26*** (0.26)
0.03** (0.01)

OR
[95% CI]
0.005
1.03
[1.01, 1.05]
0.92

Protect
(Baseline)

-0.23*** (0.04)

[0.74, 0.86]

-

0.78

-0.09 (0.06)

[0.82, 1.02]
0.83

Protect
(Dynamic)

-

-

0.25*** (0.04)

[0.73, 0.84]

-0.19*** (0.05)

[0.75, 0.912

R²(XO)
c-index
Deviance
AIC
BIC

0.40
0.63
1572.02
1578.02
1605.73

0.46
0.67
1560.44
1566.44
1594.15

0.45
0.67
1557.99
1563.99
1591.70

χ²Δ Model C vs Model A
14.03 (1)
χ²Δ Model C vs Model B
2.45 (1)
Note. N = 75917, violent recidivism events = 106. DRAOR= Dynamic Risk Assessment for Offender Re-entry (Serin, 2007). AIC=
Akaike Information Criterion. BIC = Bayesian Information Criterion.
*p < .05, **p < .01, ***p < .001. Bolded values indicate the most relevant statistically significant results.
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contains only the dynamic, re-assessed scores as predictors; and Model C contained both
variables. These results can be seen for the stable scores in Table 15, for the acute scores in
Table 16, and for protect scores in Table 17.
It is evident in Table 15, that the dynamic re-assessments for stable no longer predicted
violent recidivism once the rolling means were also entered into the model. The model fit is
slightly better for the dynamic model (smaller AIC and BIC values) compared to the models with
rolling means included. The change in deviance achieved by including dynamic assessments in
the model was not significant (χ²Δ = 2.28. The amount of variance explained was not increased
by including dynamic re-assessments.
Similarly, in Table 16, the acute re-assessments are no longer predictive of violent
recidivism once rolling means are added into the model. AIC and BIC values do not indicate any
advantage of using dynamic re-assessments instead of a rolling mean, and adding the
reassessments into the model did not significantly change deviance (χ²Δ = 0.25) or effect sizes
(no change in Xu and O’Quigley’s R2 or in the c-index). Table 17 demonstrates similar results
for protect scores. Neither rolling means nor dynamic re-assessments predicted violent
recidivism when added to the same model. The was no benefit to model fit as a result of using
dynamic re-assessments instead of rolling means. Again, adding dynamic re-assessments did not
significantly reduce deviance (χ²Δ = 2.68) and there was no significant increase in the amount of
variance explained.
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Table 15
Results of Fitting Three Discrete-time Hazard Models to Predict Time to Violent Recidivism Using Different Specifications of
the DRAOR Stable Subscale Score, Including Rolling Mean
Model A
Parameters
Constant
Week
Stable (Rolling
Mean)
Stable (Dynamic)

B(SE)
-8.19*** (0.33)
0.03* (0.01)

Model B
OR
[95% CI]
0.00
1.03
[1.00, 1.05]
1.23

B(SE)
-8.09*** (0.31)
0.03* (0.01)

0.21*** (0.04)

[1.14, 1.32]

-

-

-

0.20*** (0.03)

Model C
OR
[95% CI]
0.00
1.03
[1.01, 1.05]

1.22
[1.14, 1.30]

B(SE)
-8.17*** (0.33)
0.03* (0.01)

0.07 (0.10)
0.13 (0.09)

OR
[95% CI]
0.00
1.03
[1.01, 1.05]
1.07
[0.89, 1.30]
1.14
[0.96, 1.36]

R²(XO)
0.49
0.47
0.49
c-index
0.64
0.64
0.64
Deviance
1573.24
1571.48
1570.96
AIC
1579.24
1577.48
1578.96
BIC
1606.95
1605.19
1615.91
χ²Δ Model C vs Model A
2.28 (1)
χ²Δ Model C vs Model B
0.52 (1)
Note. N = 75917, violent recidivism events = 106. DRAOR= Dynamic Risk Assessment for Offender Re-entry (Serin, 2007). AIC=
Akaike Information Criterion. BIC = Bayesian Information Criterion.
*p < .05, **p < .01, ***p < .001. Bolded values indicate the most relevant statistically significant results.
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Table 16
Results of Fitting Three Discrete-time Hazard Models to Predict Time to Violent Recidivism Using Different Specifications of
the DRAOR Acute Subscale Score, Including Rolling Mean
Model A
Parameters
Constant

B(SE)
-8.97*** (0.38)

Model B
OR
[95% CI]
0.00
1.04
[1.01, 1.06]
1.40

B(SE)
-8.32*** (0.32)

Week

0.04** (0.01)

Acute (Rolling
Mean)

0.34*** (0.05)

[1.20, 1.39]

-

-

-

0.25*** (0.04)

Acute (Dynamic)
R²(XO)
c-index
Deviance
AIC
BIC
χ²Δ Model C vs Model A
χ²Δ Model C vs Model B

0.03** (0.01)

0.54
0.68
1549.80
1555.80
1583.51

Model C
OR
[95% CI]
0.00
1.03
[1.01, 1.05]

1.29
[1.20, 1.38]

B(SE)
-8.97*** (0.38)
0.04** (0.01)

0.30*** (0.08)
0.04 (0.07)

0.48
0.66
1562.41
1568.41
1596.12

OR
[95% CI]
0.00
1.04
[1.02, 1.06]
1.35
[1.15, 1.59]
1.04
[0.90, 1.19]

0.54
0.68
1549.55
1557.55
1594.50
0.25 (1)
12.86 (1)

Note. N = 75917, violent recidivism events = 106. DRAOR= Dynamic Risk Assessment for Offender Re-entry (Serin, 2007). AIC=
Akaike Information Criterion. BIC = Bayesian Information Criterion.
*p < .05, **p < .01, ***p < .001. Bolded values indicate the most relevant statistically significant results.
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Table 17
Results of Fitting Three Discrete-time Hazard Models to Predict Time to Violent Recidivism Using Different Specifications of
the DRAOR Protect Subscale Score, Including Rolling Mean
Model A
Parameters
Constant
Week
Protect (Rolling
Mean)
Protect (Dynamic)

B(SE)
-5.30*** (0.26)
0.03** (0.01)

Model B
OR
[95% CI]
0.01
1.03
[1.01, 1.05]
0.76

B(SE)
'-5.39*** (0.25)
0.03** (0.01)

-0.27*** (0.04)

[0.71, 0.83]

-

-

-

0.25*** (0.04)

Model C
OR
[95% CI]
0.01
1.03
[1.01, 1.05]

0.78
[0.73, 0.84]

B(SE)
-5.29*** (0.26)
0.03** (0.01)

-0.12 (0.01)
-0.15 (0.09)

OR
[95% CI]
0.01
1.03
[1.01, 1.06]
0.89
[0.73, 1.08]
0.86
[0.72, 1.03]

R²(XO)
0.46
0.46
0.47
c-index
0.67
0.67
0.67
Deviance
1561.59
1560.44
1558.91
AIC
1567.59
1566.44
1564.91
BIC
1595.30
1594.15
1592.62
χ²Δ Model C vs Model A
2.68 (1)
χ²Δ Model C vs Model B
1.53 (1)
Note. N = 75917, violent recidivism events = 106. DRAOR= Dynamic Risk Assessment for Offender Re-entry (Serin, 2007). AIC=
Akaike Information Criterion. BIC = Bayesian Information Criterion.
*p < .05, **p < .01, ***p < .001. Bolded values indicate the most relevant statistically significant results.
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Different averaging strategies versus proximity only. Based on the results of the prior
two tests, it is apparent that both averaging and proximity are potential influences on dynamic reassessments’ predictive ability. In other words, (a) proximal assessments should be good
predictors of short-term recidivism, so long as they combine enough information; and (b)
averaged assessments should be good predictors of short-term recidivism, so long as the
combined values are proximal enough to the outcome. Combining more assessments should
increase predictive utility up until a point where more distal assessments are included in the point
estimate.
To test this concept, I have tested several models using different averaging strategies. The
models I tested use different specifications of moving rolling means. The specifications differ in
how many assessments are included in each mean (from two assessments to eight). Table 18
presents the results relevant to model fit for these different specifications. For each DRAOR
subscale, bolded values represent the model specification with the best fit or highest effect size.
From the results displayed in Table 18, it is evident that model fit is best for the stable
and protect subscales when the most proximal assessment is used (although the difference was
not significant for stable). The opposite is true for the acute subscale, where the best fit was
achieved by averaging the eight most recent assessments. Effect sizes did not vary substantially
according to model specification. The greatest variation in effect sizes was observed in the
protect subscale, where both Xu and O’Quigley’s R2 and the c-index were largest for the most
proximal assessment. For the stable subscale, Xu and O’Quigley’s R2 was greatest when the
maximum number of assessments were averaged, but the c-index was highest when only the
three most recent assessments were averaged. The acute subscale produced the highest effect
sizes when the seven most recent assessments were averaged.
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Table 18
Model Fit (Akaike Information Criterion) and Effect Size (R-squared and Concordance) Indices for Cox Regression Models with
Time-varying Predictors Using Different Specifications of DRAOR Subscales as Predictors, Including Differing Averaging Strategies.
Number of Averaged
Assessment Weeks

Stable

Acute

Protect

AIC

R² (XO)

c-index

AIC

R² (XO)

c-index

AIC

R² (XO)

c-index

1 (no averaging)

1577.48

0.47

0.64

1568.41

0.48

0.66

1566.44

0.46

0.67

2

1580.05

0.42

0.63

1574.35

0.45

0.64

1577.96

0.38

0.63

3

1579.05

0.45

0.65

1569.00

0.46

0.65

1577.54

0.39

0.64

4

1578.96

0.46

0.63

1567.60

0.47

0.66

1576.78

0.41

0.64

5

1578.78

0.47

0.64

1565.34

0.48

0.67

1576.23

0.41

0.65

6

1579.33

0.47

0.64

1563.81

0.49

0.66

1575.34

0.41

0.64

7

1579.43

0.48

0.64

1562.76

0.49

0.67

1574.67

0.42

0.65

8

1579.55

0.49

0.64

1562.25

0.47

0.67

1573.28

0.43

0.65

-2.07

-0.02

0.00

6.16

0.01

-0.01

-6.84

0.03

0.02

Δ between models

Note. N = 75917, violent recidivism events =106. DRAOR = Dynamic Risk Assessment for Offender Re-entry (Serin, 2007). Stable =
DRAOR stable subscale. Acute= DRAOR acute subscale. Protect = DRAOR protect subscale. AIC = Akaike Information Criterion.
Bolded values indicate the model with best fit or largest effect size.
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Multivariate Prediction Models
In the previous sections, the models tested have only included DRAOR subscales as
univariate predictors. It is also necessary to test the practicality of using all the predictors in a
single prediction model. To do this, I entered the DRAOR subscales along with a measure of
static risk (RoC*RoI) into a prediction model. Table 19 displays the results of three prediction
models. Model A contains only static risk, while Model B contains static risk along with
DRAOR baseline scores. Model C contains static risk as well as the dynamic DRAOR reassessment scores.
The results of Models B and C indicated that DRAOR stable did not reach statistical
significance when entered alongside the other predictors. AIC and BIC values indicated that the
best fit was achieved when the model included dynamic re-assessments and the deviance was
significantly improved relative to the model with only static risk (χ²Δ = 34.56) and relative to the
model with only DRAOR baseline scores (χ²Δ = 10.17). Effect sizes also supported the inclusion
of dynamic re-assessments. Model C explained an additional 21% of outcome variance relative
to Model A and accounted for 83% of total outcome variance (c-index = 0.76)
Single DRAOR Items
The results of my analyses suggested that the DRAOR was effective in predicting violent
recidivism over time, and the acute and protect subscales in particular added predictive power
above and beyond that provided by a static risk measure. Our understanding of dynamic risk can
be further enhanced by an examination of the individual items. Reviewing the data, it became
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Table 19
Results of Fitting Three Multivariate Discrete-time Hazard Models to Predict Time to Violent Recidivism, by Entering DRAOR
Baseline or Dynamic Scores Following Static Risk Score (RoC*RoI)
Model A

Model B

0.03** (0.01)

3.89*** (0.53)

48.69
[17.13,
138.36]

3.38*** (0.55)

29.34
[10.02,
85.90]

Stable (Baseline)

-

-

0.01 (0.05)

Acute (Baseline)

-

-

0.12* (0.05)

Protect (Baseline)

-

-

-0.13* (0.05)

Week

RoC*RoI

0.03 (0.01)

Model C

OR
[95% CI]
0.00
1.03
[1.01,1.05]

Parameters
Constant

OR
[95% CI]
0.00
1.03
[1.01, 1.05]

B(SE)
-9.11*** (0.41)

B(SE)
-8.84*** (0.68)

0.99
[0.89, 1.10]
1.13
[1.03, 1.24]
0.88
[0.80, 0.97]

0.04*** (0.01)

OR
[95% CI]
0.00
1.05
[1.02, 1.07]

3.29*** (0.55)

26.85
[9.21, 78.28]

-

-

-

-

-

-

B(SE)
-8.82*** (0.69)

Stable (Dynamic)

-

-

-

-

-0.01 (0.05)

Acute (Dynamic)

-

-

-

-

0.14** (0.05)

Protect (Dynamic)

-

-

-

-

-0.14** (0.05)

R²(XO)
c-index
Deviance

0.62
0.73
1536.32

0.77
0.75
1511.93
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0.83
0.76
1501.76

0.99
[0.90, 1.09]
1.15
[1.05, 1.26]
0.87
[0.79, 0.96]

AIC
1542.32
1523.93
1513.76
BIC
1570.02
1579.35
1569.18
χ²Δ Model C vs Model A
34.56 (3)
χ²Δ Model C vs Model B
10.17 (3)
Note. N = 75917 sequences, violent recidivism events = 106. DRAOR = Dynamic Risk Assessment for Offender Re-Entry (Serin,
2007). RoC*RoI = Risk of Reconviction* Risk of Re-Imprisonment (Bakker et al., 1999). AIC = Akaike Information Criteria. BIC =
Bayesian Information Criteria.
p* < .05, p** < .01, p*** < .001
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evident that certain items seemed to contribute more to the prediction of violence, compared to
less severe outcomes, specifically technical violations of community supervision orders.
Antisocial attachment (callous behavior towards others) and entitlement (overinflated
sense of self-worth) were two stable risk items that predicted violent recidivism more strongly
than they predicted technical violations, as can be seen in Table 20. In addition to having higher
hazard ratios, antisocial attachment explained nearly a third of variance in violent recidivism
outcomes, but only accounted for 2% of variation in technical violations. Entitlement was also
differentially predictive of violent recidivism over technical violations, accounting for 38% of
outcome variance in violent recidivism but only 5% in technical violations.
Three acute risk items were differentially predictive of violent recidivism over technical
violations. These were access to victims (opportunity to offend), anger/hostility, and
unemployment. Table 20 presents the results of models containing these variables, as they predict
technical violations and violent recidivism. The differences in hazard ratios associated with these
models is particularly striking. For instance, a one-unit change in access to victims was
associated with a 42% increased likelihood of technical violations the following week, but with
an 87% increase in the likelihood of violent offending. Similarly, a one-unit increase in
unemployment was associated with a 44% increase in risk of technical violations, but it was
associated with a 76% increase in violent offending in the following week. Most dramatically,
although anger/hostility was associated with a 66% increase in technical violations the following
week, increases in risk of violent recidivism was over 100%.
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Table 20
Comparison of DRAOR Items as Predictors of Technical Recidivism and Violent Recidivism
Technical

Antisocial
Attachment

Intercept

B(SE)
-4.49*** (0.08)

Week

-0.02*** (0.004)

Attach
AIC Δ from Technical
Intercept
Entitlement

Week

Entitle
AIC Δ from Technical
Intercept
Access to
Victim

Week

Victim
AIC Δ from Technical
Intercept
Anger/Hostility
Week

0.34*** (0.05)
8191.69
-4.62*** (0.08)
-0.02*** (0.004)
0.39*** (0.05)
8168.49
-4.51*** (0.08)
-0.02*** (0.004)
0.35*** (0.06)
8197.20
-4.43*** (0.06)
-0.01*** (0.004)

Exp (B)
[CI]
0.01
0.01
[0.98, 0.99]
1.40
[1.26, 1.56]
0.01
0.98
[0.98, 0.99]
1.48
[1.35, 1.63]
0.01
0.98
[0.98, 0.99]
1.42
[1.27, 1.59]

Violent
R²(XO)

c-index

B(SE)
-7.19*** (0.24)
0.02 (0.01)

0.02

0.55

0.47** (0.16)
-7.34*** (0.25)
0.02 (0.01)

0.05

0.57

0.51*** (0.14)
-7.38*** (0.26)
0.02 (0.01)

0.04

0.01
0.99
[0.98, 0.99]

0.55

0.63*** (0.17)
-7.12*** (0.20)
0.02 (0.01)
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Exp (B)
[CI]
0.00
1.02
[1.00, 1.04]
1.61
[1.19, 2.18]

R²(XO)

c-index

0.32

0.57

0.00
1.02
[1.00, 1.04]
1.66
[1.26, 2.19]

0.38

0.59

0.00
1.02
[1.00, 1.04]
1.87
[1.36, 2.59]

0.32

0.58

0.00
1.02
[1.00, 1.04]

Anger
AIC Δ from Technical
Intercept

0.51*** (0.06)
8162.45
-4.60*** (0.08)

Unemployment Week

-0.02*** (0.004)

Employ
AIC Δ from Technical

0.37*** (0.05)
8183.93

1.66
[1.49, 1.85]
0.01
0.98
[0.98, 0.99]
1.44
[1.31, 1.59]

0.06

0.57

0.70*** (0.15)
-7.43*** (0.26)
0.02 (0.01)

0.05

0.56

0.57*** (0.15)

2.01
[1.50, 2.71]

0.23

0.58

0.00
1.02
[1.00, 1.04]
1.76
[1.31, 2.36]

0.22

0.61

Note. N = 75917, violent recidivism events = 106, technical violations = 909. DRAOR = Dynamic Risk Assessment for Offender Reentry (Serin, 2007).
AIC Δ from Technical = difference in AIC values of model predicting technical violation and model predicting violent recidivism.
p* < .05, p** < .01, p*** < .001
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Discussion
The results of my project indicate that re-assessments of dynamic risk factors across the
re-entry process improve prediction of violent recidivism and provide valuable information for
those monitoring the offender re-entry process. In addition to demonstrating that a measure
meant to predict general recidivism can also predict violence, results also provide justification
for the costs and time associated with frequent re-assessment. The effect sizes that I found were
similar to those found by Yang, Wong, and Coid (2010). In their meta-analysis of static and
dynamic risk assessments as predictors of violent outcomes, they found that the AUCs of risk
instruments ranged from 0.56 through 0.71. This suggests that my study was adequately powered
to detect the same effect. The effect sizes for predicting violent offending in this sample were
also similar to those found by Lloyd (2015) for predicting recidivism in general, who found a cindices ranging from 0.63 to 0.66 for models including only dynamic risk factors and a c-index
of 0.76 for a model including both static and dynamic risk.
Although general recidivism tends to occur early in the release process, with hazard rates
decreasing across time (Lloyd, 2015), hazard for violent recidivism does not change much over
time. This finding indicates that it may be especially important for violent offenders to maintain
contact with supervision officers further into the re-entry process.
Outside of a predictive model, the dynamic risk factors examined revealed interesting
patterns differentiating violent recidivists from other offenders in the sample. Eventual violent
recidivists were characterized by higher levels of risk and lower levels of protective factors at the
time of re-entry, and demonstrated less reduction in risk over time relative to their non-violent
counterparts. Offenders who went on to recidivate violently presented with greater week-to-week
fluctuation in risk scores. This fluctuation may reflect a difference in the phenomenological
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experience of violent recidivism, indicating a greater level of erraticism in the internal and
external environments of violent offenders.
Within the context of a predictive model, I found that re-assessments of dynamic risk
factors effectively predicted violent recidivism. When tested as univariate predictors, each
DRAOR subscale was significantly predictive of violent recidivism. Furthermore, comparing
models using dynamic risk to models that only included baseline risk measurements revealed
that dynamic re-assessment enhanced prediction and improved model fit. When tested in a
multivariate model, acute and protect remained as significant predictors of violent recidivism,
but stable dropped out as a predictor.
The concept that proximity of assessments improves prediction received mixed support
when models with dynamic re-assessments were compared to models that used various averaging
strategies. Compared to models using rolling means, models using dynamic risk assessment did
not demonstrate increased model fit for acute and protect subscales, and the degree of
improvement in model fit for stable subscales was not statistically significant. Additionally,
dynamic re-assessments did not contribute to prediction beyond rolling means of re-assessments
when included in the same predictive model. These results suggest that re-assessment may
improve prediction of violent recidivism by capturing more information than single time point
estimations. However; testing different averaging strategies revealed that model fit was best for
stable and protect subscales when proximity was favored over aggregation of many assessments.
This pattern contrasted with that found with the acute subscale, in which model fit was
optimized when the eight most recent assessments were averaged into single point estimates.
This finding is paradoxical: the acute subscale of the DRAOR assesses risk factors that
theoretically operate on a shorter time frame (e.g., employment, living situation, mood, etc.), yet
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including more distal assessments did not degrade prediction. Perhaps this suggests a cumulative
aspect to the effects of acute risk factors. That is to say, having high levels of acute risk for
multiple assessments in a row may be more predictive of violent recidivism than having high
levels of acute risk at any given assessment.
My finding that averaging acute risk scores optimized model fit is consistent with findings
from Hanson, Harris, Scott, and Helmus (2007) that acute factors were most predictive of
reoffending in sex offenders when aggregated over a six-month period. They suggested that
while acute assessments are evaluations of current life problems, the aggregation of acute risk
assessments may result in a more reliable assessment of underlying personality traits.
Another possibility is that supervision officers implicitly average stable and protect risk
scores, while acute items do not lend themselves to unconscious aggregation in the same way.
Because the same supervision officer is conducting an offender’s risk assessments each week, it
is likely that supervision officers consider previous information in addition to new information
when assigning risk scores for stable (e.g., attitudes towards conventional authority figures) and
protect (e.g., prosocial identity). The factors that make up the acute subscale (i.e., living
situation, current unemployment, current romantic relationship, opportunity to offend, negative
mood, anger/hostility, and substance use) are more intuitively independent from past
measurements. If this is the case, then averaging acute risk across assessments may perform a
function that is automatically occurring in assessments of stable and protect subscales.
In consideration of my findings regarding the proximity of assessments, it may be that
dynamic risk assessment does not allow us to “flag” for imminent violence, but instead increases
the amount of information used to predict violent recidivism and helps us to recognize patterns
that are associated with violence (e.g., less decrease in risk rating over time, more erratic risk
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ratings). I found that five DRAOR items were especially predictive of violent recidivism,
differentially predicting violence over technical violations. These were antisocial attachment,
entitlement, access to victims, anger and hostility, and employment problems. Indeed, this
finding supports my hypothesis that certain risk factors can differentially predict violence over
other types of recidivism. This also provides support for the PIC-R theory as a framework that
applies to violent crime. As discussed earlier, the PIC-R emphasizes that the situational,
social/interpersonal, emotional, and internal (i.e., attitudes and cognitions) influences on an
individual impact their behavior (Andrews & Bonta, 2010). The five factors found to be
especially strong predictors of violent recidivism are readily encompassed by these four
components of the PIC-R theory (access to victims and employment problems as situational
factors, antisocial attachment as a social/interpersonal factor, anger and hostility as emotional
influences, and entitlement as an internal influence). These factors should be examined further to
test their ability to identify future violent recidivists and to investigate the temporal relationship
between specific aspects of risk and reoffending violently.
The results of this study have important theoretical implications. They provide support
for the RNR model in particular (Andrews & Bonta, 2010). First, the study suggests that, as
stated in the RNR’s risk principle, crime can be predicted. The RNR model also states that in
order to be effective, treatment programs must target criminogenic needs. I did not specifically
examine correctional treatment, as it falls beyond the scope of this study. However, these results
do have clinical applications.
While my study focused on violent outcomes and the patterns associated with
reoffending, the results provide reason for optimism. The findings, above all else, show that
levels of criminogenic needs can change over time and that these changes are associated with
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changes in the likelihood of recidivism. This essentially disproves the “nothing works” theory,
that one cannot change criminal behavior. If levels of risk decrease across the re-entry period,
and offenders who have lower risk scores are less likely to reoffend violently, there is no reason
to believe that rehabilitation approaches that change risk levels would not also reduce violent
recidivism.
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Strengths and Limitations
As discussed in earlier sections, there are very few studies that examine dynamic risk and
protective factors in a dynamic fashion (i.e., using multiple reassessments), and these studies
have never been completed with the specific intention of predicting violent behavior in real time.
This project was a prospective study that used reassessment to accommodate the fact that
offenders’ lives are often in states of rapid change, post-release. This design is ideal for studying
risk factors that, by definition, change over time. Furthermore, the analyses used (i.e., Cox
regression with time-varying predictors) are ideal for capturing the effects of these changes.
This project was unique in that it included assessments of a jurisdiction’s entire
population of offenders on post-release supervision, followed for up to two years. This yielded a
large enough sample size that there was enough data to detect effects for a low base rate
phenomenon (violent recidivism). Additionally, the use of weekly assessments, conducted by the
offender’s own supervision officer, is a close (albeit not exact) representation of how offenders
are tracked after being released into the community. High risk offenders, in particular, are likely
to see their supervision officers on a similar time scale – weekly or fortnightly. Thus, the chosen
unit of analysis for time added to the ecological validity of the project.
Despite these strengths, this project also had several limitations. One limitation is that
the assumption of equivalency of censored cases was violated. Because the censored cases
included not only offenders lost to follow-up but also offenders who recidivated non-violently,
the risk levels of censored cases were higher at times than the risk levels of individuals
remaining in the dataset. This could result in the inflation of hazard ratios over time. It was a
priority for me to compare the risk of violent recidivists to non-violent recidivists, so it would
not be appropriate to simply remove these cases from the sample. One potential way to examine
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the effect of this violation would be to impute scores from the final assessments of sequences
that terminated in non-violent recidivism events, allowing them to artificially remain in the
dataset. Future research with this dataset will take this analytic approach to determine if the
effects reported may be attenuated by attempting to address this assumption violation.
Another potential limitation concerns the independence of observations. There were two
ways in which independence of observations was violated. First, some offenders had multiple reentry sequences. This was relatively rare, and in Lloyd’s (2015) analyses, he found that
excluding subsequent sequences from the same offender did not impact results. Second, each
participant was evaluated by a single supervision officer. My design did not account for potential
systematic differences in the ways that different supervision officers conducted risk assessments.
The potential effect of this is compounded as there was no way to measure fidelity in assessment
across officers. However, any potential discrepancies were likely ameliorated by the training that
supervision officers received in how to carry out these assessments. As this assessment would be
implemented for use by supervision officers, it may actually be an advantage that we study the
effects of the predictors as interpreted by those supervision officers.
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Future Directions
This project aimed to create a “real time” model of the relationship between dynamic risk
factors and violent recidivism. Results revealed that re-assessments of dynamic risk improve
prediction of violent crime, but the mechanism by which this happens is not entirely clear. Future
research should continue to examine the temporal relationship between risk factors and
recidivism. Additional attention should be given to specific dynamic risk factors, as we may gain
theoretically relevant information through unpacking the components of risk.
As support for dynamic risk factors as precursors to violent crime accumulates, it is
important that we design, implement, and evaluate intervention and treatment programs that
target these factors. Programs should focus on steady, long-term reductions in risk, as weekly
fluctuations in risk scores were associated with violent recidivism in this sample. While risk is
still primarily adept at distinguishing which offenders are likely to eventually reoffend violently,
interventions will benefit from targeting whichever risk factors are most salient for a given
individual at a given time.
Future research on different populations will also be necessary. Ethnicity of this sample
was recorded in such a way that it was difficult to examine differences across ethnic groups;
using different samples may improve our ability to detect group differences. Additionally, the
violent recidivists in this study were almost entirely male. Studies of female populations are
important to ensure that results generalize across gender.

83

References
Agnew, R. (2001). Building on the foundation of general strain theory: Specifying the types of
strain most likely to lead to crime and delinquency. Journal of research in crime and
delinquency, 38(4), 319-361.
Andrews, D. A., & Bonta, J. (2010). The psychology of criminal conduct. Cincinnati, OH:
Anderson.
Andrews, D. A., Bonta, J., & Hoge, R. D. (1990). Classification for effective rehabilitation:
Rediscovering psychology. Criminal justice and Behavior, 17(1), 19-52.
Bakker, L., Riley, D.,& O’Malley, J. (1999). Risk of reconviction: Statistical models predicting
four types of re--‐offending. Wellington, NZ: Department of Corrections Psychological
Service.
Banse, R., Koppehele-Gossel, J., Kistemaker, L. M., Werner, V. A., & Schmidt, A. F. (2013).
Pro-criminal attitudes, intervention, and recidivism. Aggression and Violent Behavior,
18(6), 673-685.
Beauregard, E., Rossmo, D. K., & Proulx, J. (2007). A descriptive model of the hunting process
of serial sex offenders: A rational choice perspective. Journal of Family Violence, 22(6),
449-463.
Berg, M. T., & Huebner, B. M. (2011). Reentry and the ties that bind: An examination of social
ties, employment, and recidivism. Justice quarterly, 28(2), 382-410.

84

Bonta, J., Harman, W. G., Hann, R. G., & Cormier, R. B. (1996). The prediction of recidivism
among federally sentenced offenders: A re-validation of the SIR scale. Canadian J.
Criminology, 38, 61.
Bonta, J., Law, M., & Hanson, K. (1998). The prediction of criminal and violent recidivism
among mentally disordered offenders: a meta-analysis. Psychological bulletin, 123(2),
123.
Bouman, Y. H., Ruiter, C., & Schene, A. H. (2010). Social ties and short‐term self‐reported
delinquent behaviour of personality disordered forensic outpatients. Legal and
criminological psychology, 15(2), 357-372.
Bracken, Deane, & Morrissette. (2009). Desistance and social marginalization. Theoretical
Criminology, 13 (1), 61-78.
Brown, S. L., Amand, M. D. S., & Zamble, E. (2009). The dynamic prediction of criminal
recidivism: A three-wave prospective study. Law and human behavior, 33(1), 25-45.
Chadwick, N. (2014). Validating the Dynamic Risk Assessment for Offender Re-entry (DRAOR)
in a sample of U. S. probationers and parolees (Unpublished master’s thesis). Carleton
University, Ottawa, ON.
Cohen, J. (1988). Statistical power analyses for the behavioral sciences (2nd ed.). New York:
Lawrence Erlbaum Associates.
Colvin, M., Cullen, F. T., & Vander Ven, T. (2002). Coercion, social support, and crime: An
emerging theoretical consensus. Criminology, 40, 19-42.

85

Craig, L. A., Browne, K. D., Beech, A., & Stringer, I. A. N. (2006). Differences in personality
and risk characteristics in sex, violent and general offenders. Criminal Behaviour and
Mental Health, 16(3), 183-194.
Yang, M., Wong, S. C., & Coid, J. (2010). The efficacy of violence prediction: a meta-analytic
comparison of nine risk assessment tools. Psychological bulletin, 136(5), 740.
Douglas, K. S., & Skeem, J. L. (2005). Violence risk assessment: getting specific about being
dynamic. Psychology, Public Policy, and Law, 11(3), 347.
Eckhardt, C., Norlander, B., & Deffenbacher, J. (2004). The assessment of anger and hostility: A
critical review. Aggression and Violent Behavior, 9(1), 17-43.
Erikson, E. H. (1968). Identity. Norton.
Federal Bureau of Investication. (2015). Crime in the United States. Retrieved from
https://ucr.fbi.gov/crime-in-the-u.s/2015/crime-in-the-u.s.-2015/offenses-known-to-lawenforcement/violent-crime
Gendreau, P., Grant, B. A., Leipciger, M., & Collins, S. (1979). Norms and recidivism rates for
the MMPI and selected experimental scales on a Canadian delinquent sample. Canadian
Journal of Behavioural Science/Revue canadienne des sciences du comportement, 11(1),
21.
Gendreau, P., Little, T., & Goggin, C. (1996). A meta‐analysis of the predictors of adult offender
recidivism: What works!. Criminology, 34(4), 575-608.
Gudjonsson, G. H., & Sigurdsson, J. F. (2000). Differences and similarities between violent
offenders and sex offenders. Child abuse & neglect, 24(3), 363-372.:

86

Hanby, L. (2013). A longitudinal study of dynamic risk, protective factors, and criminal
recidivism: Change over time and the impact of assessment timing (Doctoral dissertation,
Carleton University Ottawa, Canada© 2013).
Hanson, R. K., & Harris, A. J. (2000). Where should we intervene? Dynamic predictors of sexual
offense recidivism. Criminal Justice and behavior, 27(1), 6-35.

Hanson, R. K., & Harris, A. J. (2001). A structured approach to evaluating change among sexual
offenders. Sexual Abuse: A Journal of Research and Treatment, 13(2), 105-122.
Hanson, R. K., Harris, A. J., Scott, T. L., & Helmus, L. (2007). Assessing the risk of sexual
offenders on community supervision: The Dynamic Supervision Project (Vol. 5, No. 6).
Ottawa, Ontario: Public Safety Canada.
Hanson, R. K., & Morton-Bourgon, K. (2004). Predictors of sexual recidivism: An updated metaanalysis 2004-02. Ottawa, Canada: Public Safety and Emergency Preparedness Canada.
Harrell, F. E., Califf, R. M., Pryor, D. B., Lee, K. L., & Rosati, R. A. (1982). Evaluating the yield
of medical tests. JAMA: Journal of the American Medical Association, 247, 2543-2546.
doi:10.1001/jama.1982.03320430047030

Harris, A.R. (1975). Imprisonment and the expected value of criminal choice: A specification
and test of aspects of the labeling perspective. American Sociological Review, 40, 71-87.
doi: 10.2307/2094448
Harris, G. T., Rice, M. E., & Quinsey, V. L. (1993). Violent recidivism of mentally disordered
offenders the development of a statistical prediction instrument. Criminal justice and
behavior, 20(4), 315-335.
87

Heagerty, P. J., & Zheng, Y. (2005). Survival model predictive accuracy and ROC curves.
Biometrics, 61 (1), 92-105.
Hildebrand, M., & De Ruiter, C. (2012). Psychopathic traits and change on indicators of dynamic
risk factors during inpatient forensic psychiatric treatment. International journal of law
and psychiatry, 35(4), 276-288.
Hsieh, F. Y., & Lavori, P. W. (2000). Sample-size calculations for the Cox proportional hazards
regression model with nonbinary covariates. Controlled clinical trials, 21(6), 552-560.
Horney, J., Osgood, D. W., & Marshall, I. H. (1995). Criminal careers in the short-term: Intraindividual variability in crime and its relation to local life circumstances. American
sociological review, 655-673.
Kazemian, L., Farrington, D. P., & Le Blanc, M. (2009). Can we make accurate long-term
predictions about patterns of de-escalation in offending behavior?. Journal of Youth and
Adolescence, 38(3), 384-400.
Kroner, D. G., & Yessine, A. K. (2013). Changing risk factors that impact recidivism: In search
of mechanisms of change. Law and Human Behavior, 37(5), 321.
Lewis, K., Olver, M. E., & Wong, S. C. (2012). The Violence Risk Scale: Predictive validity and
linking changes in risk with violent recidivism in a sample of high-risk offenders with
psychopathic traits. Assessment, 1073191112441242.
Lloyd, C. D. Can a dynamic risk instrument make short-‐term predictions in “real time”?
Developing a framework for testing proximal assessment of offender recidivism risk
during re-‐entry (Doctoral dissertation, Carleton University Ottawa, Canada© 2015).

88

Lloyd, Serin, Hanson, & Richards, in prep
Mann, R. E., Hanson, R. K., & Thornton, D. (2010). Assessing risk for sexual recidivism: Some
proposals on the nature of psychologically meaningful risk factors. Sexual Abuse: A
Journal of Research and Treatment, 22(2), 191-217.
Maruna, S. (2001). Making good: How ex-convicts reform and rebuild their lives. American
Psychological Association.
Miller, T. R., Cohen, M. A., & Rossman, S. B. (1993). Victim costs of violent crime and
resulting injuries. Health Watch.
Mills, J. F., Anderson, D., & Kroner, D. G. (2004). The antisocial attitudes and associates of sex
offenders. Criminal Behaviour and Mental Health, 14(2), 134-145.
Mills, J. F., & Kroner, D. G. (1997). The Criminal Sentiments Scale: Predictive validity in a
sample of violent and sex offenders. Journal of clinical Psychology, 53(4), 399-404.
Mills JF, Kroner DG (1999) Measures of Criminal Attitudes and Associates (MCAA): User
Guide. Unpublished.
Mills, J. F., Kroner, D. G., & Hemmati, T. (2004). The Measures of Criminal Attitudes and
Associates (MCAA) The Prediction of General and Violent Recidivism. Criminal Justice
and Behavior, 31(6), 717-733.
Nadesu, A. (2007). Reconviction patterns of released prisoners: A 36-months follow-up analysis.
Wellington, NZ: Department of Corrections.
Nussbaum, D., Collins, M., Cutler, J., Zimmerman, W., Farguson, B., & Jacques, I. (2002).
Crime type and specific personality indicia: Cloninger's TCI impulsivity, empathy and
89

attachment subscales in non-violent, violent and sexual offenders. American Journal of
Forensic Psychology, 20(1), 23-56.
Pettersen, C., Nunes, K. L., Woods, M., Maimone, S., Hermann, C. A., Looman, J., & Spape, J.
(2014). Does change in hostility predict sexual recidivism?. International journal of
offender therapy and comparative criminology, 0306624X14547033.
Prentky, R. A., Knight, R. A., Lee, A. F., & Cerce, D. D. (1995). Predictive validity of lifestyle
impulsivity for rapists. Criminal Justice and Behavior, 22(2), 106-128.
Ramirez, J. M., & Andreu, J. M. (2006). Aggression, and some related psychological constructs
(anger, hostility, and impulsivity) Some comments from a research project. Neuroscience
& Biobehavioral Reviews, 30(3), 276-291.
Rocque, M., Posick, C., & Paternoster, R. (2016). Identities through time: an exploration of
identity change as a cause of desistance. Justice Quarterly, 33(1), 45-72.
Sampson, R. J., & Laub, J. H. (1997). A life-course theory of cumulative disadvantage and the
stability of delinquency. Developmental theories of crime and delinquency, 7, 133-161.
Scanlan, J., Fortune, C. –A., Polaschek, D., & Yesberg, J. (2015, June). Women on community
supervision sentences: How do initial and proximal DRAOR scores compare in
predicting recidivism? Paper presented to the North American Correctional and Criminal
Justice Psychology Conference, Ottawa, ON.
Serin, R. C. (2007). The Dynamic Risk Assessment for Offender Re-Entry (DRAOR).
Unpublished user manual.

90

Serin, R. C., Lloyd, C. D., Helmus, L., Derkzen, D. M., & Luong, D. (2013). Does intraindividual change predict offender recidivism? Searching for the Holy Grail in assessing
offender change. Aggression and Violent Behavior, 18(1), 32-53.
Serin, R. C., Mailloux, D. L., & Wilson, N. J. (2012). The Dynamic Risk Assessment for Offender
Re-Entry (DRAOR). Unpublished user manual.

Shorey, R. C., Brasfield, H., Febres, J., & Stuart, G. L. (2011). The association between
impulsivity, trait anger, and the perpetration of intimate partner and general violence
among women arrested for domestic violence. Journal of Interpersonal Violence, 26(13),
2681-2697.

Simourd, D. J. (1997). The Criminal Sentiments Scale-Modified and Pride in Delinquency Scale
Psychometric Properties and Construct Validity of Two Measures of Criminal
Attitudes. Criminal Justice and Behavior, 24(1), 52-70.
Skeem, J. L., Schubert, C., Odgers, C., Mulvey, E. P., Gardner, W., & Lidz, C. (2006).
Psychiatric symptoms and community violence among high-risk patients: A test of the
relationship at the weekly level. Journal of consulting and clinical psychology, 74(5),
967.
Skeem, J. L., Winter, E., Kennealy, P. J., Louden, J. E., & Tatar II, J. R. (2014). Offenders with
mental illness have criminogenic needs, too: Toward recidivism reduction. Law and
human behavior, 38(3), 212.

91

Smeth, A. (2013). Evaluating risk assessments among sex offenders: A comparative analysis of
static and dynamic factors (Unpublished master’s thesis). Carleton University, Ottawa,
ON.
Steiner, B., Makarios, M. D., & Travis, L. F. (2015). Examining the effects of residential
situations and residential mobility on offender recidivism. Crime & Delinquency, 61(3),
375-401.
Stone, A., Lloyd, C., & Serin, R. (2017, March). Using Dynamic Risk to Predict Recidivism for Violent
Offenders. Poster presented at American Psychology- Law Society Conference, Seattle, WA.

Swets, J. A., Dawes, R. M., & Monahan, J. (2000). Psychological science can improve
diagnostic decisions. Psychological Science in the Public Interest, 1, 1-26.
doi:10.1111/1529--‐1006.001
Sutherland, E. H., Cressey, D. R., & Luckenbill, D. (1995). The theory of differential
association. Deviance: a symbolic interactionist approach. General Hall, Lanham, 64-6
Tabachnick, B. G., & Fidell, L. S. (2007). Using multivariate statistics (5th ed.). Boston, MA:
Allyn and Bacon.
Van Voorhis, P., Salisbury, E., Wright, E., & Bauman, A. (2008). Achieving accurate pictures of
risk and identifying gender responsive needs: Two new assessments for women
offenders. University of Cincinnati Center for Criminal Justice Research, National
Institute of Corrections, Washington DC.

92

Walters, G.D. (2004). Changes in positive and negative crime expectancies in inmates exposed
to a brief psychoeducational intervention: further data. Personality and Individual
Differences, 37, 505-512. doi: 10.1016/j.paid.2003.09.019
Woessner, G., & Schwedler, A. (2014). Correctional Treatment of Sexual and Violent Offenders
Therapeutic Change, Prison Climate, and Recidivism. Criminal Justice and
Behavior, 41(7), 862-879.
Xu, R., & O’Quigley, J. (1999). A R2 type measure of dependence for proportional hazards
models. Journal of Nonparametric Statistics, 12 83-107.
doi:10.1080/10485259908832799
Yesberg, J. A., & Polascheck, D. I. (2014). Assessing dynamic risk and protective factors in the
community: Examining the validity of the Dynamic Risk Assessment for Offender Reentry. Psychology, Crime & Law, 21, 80-99. doi:10.1080/1068316x.2014.935775

93

Appendix
Table 1A
Statistics for Diagnosing Distribution Normality of DRAOR Subscale Scores (Skewness Ratios,
Kurtosis Ratios, and Number of Extreme Outliers), Displayed for First 33 Weeks of Follow-up.
Stable

Week Skewness Kurtosis
.72
-3.53
1
1.47
-4.21
2
1.51
-5.98
3
1.94
-6.53
4
2.78
-6.50
5
3.38
-6.86
6
3.93
-7.14
7
4.65
-6.98
8
5.13
-6.57
9
5.52
-6.53
10
5.45
-6.48
11
5.71
-6.25
12
6.18
-6.21
13
6.43
-6.07
14
6.78
-5.82
15
7.41
-5.32
16
7.01
-5.46
17
7.37
-5.14
18
7.37
-4.96
19
7.30
-4.94
20
7.37
-4.86
21
7.67
-4.46
22
7.59
-4.27
23
7.88
-4.00
24
8.00
-3.84
25
7.95
-3.44
26
7.92
-2.74
27
8.86
-1.10
28
8.96
-.82
29
9.28
-.50
30
9.17
-.19
31
8.73
-.45
32

Acute
n
extreme
outliers Skewness Kurtosis
7.29
-2.10
0
8.14
-1.56
0
9.02
-1.27
0
9.31
-1.41
0
9.95
.01
0
11.18
.69
0
10.80
.33
0
10.63
1.45
0
10.78
1.48
0
10.48
1.23
0
12.04
2.19
0
11.65
2.07
0
11.53
1.46
0
11.23
1.71
0
11.49
3.10
0
11.24
2.68
0
11.76
3.83
0
12.34
5.56
0
11.64
3.59
0
11.46
2.93
0
11.96
3.92
0
11.13
3.19
0
11.53
4.92
0
12.17
4.89
0
13.18
6.57
0
12.20
5.35
0
11.17
5.10
0
11.90
7.58
0
11.34
6.74
0
11.90
9.13
0
10.42
6.67
0
10.48
7.18
0
94

Protect
n
extreme
outliers Skewness Kurtosis
17
-4.73
5.59
13
-4.47
4.74
8
-4.36
2.71
5
-4.58
1.64
8
-3.95
.50
10
-4.51
.01
6
-4.45
-.43
7
-4.27
-.99
5
-4.52
-.94
3
-4.86
-.80
5
-5.28
-.93
3
-5.76
-.82
3
-6.14
-1.40
3
-6.35
-1.02
2
-5.49
-2.27
1
-5.96
-2.21
3
-6.62
-2.07
4
-7.10
-1.62
1
-7.06
-1.69
-7.12
-1.60
0
1
-7.26
-1.39
-7.48
-1.06
0
1
-6.79
-1.70
-6.87
-1.45
0
2
-6.96
-.96
1
-7.03
-.45
-6.93
-.34
0
1
-6.94
.31
1
-6.58
-.23
2
-6.63
-.44
1
-6.38
-.57
1
-6.19
-.53

n
extreme
outliers
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

8.70
-.23
9.12
3.81
-5.74
-1.47
33
0
0
Note. Bolded values indicate substantial departures from Normality. Extreme outliers =
univariate outliers. DRAOR= Dynamic Risk Assessment for Offender Re-entry (Serin, 2007).
Stable = stable subscale of DRAOR. Acute = acute subscale of DRAOR. Protect = protect
subscale of DRAOR.
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Figure 1A. Logit-transformed observed hazard rates at each week of 33-week period, with linear
(solid line) and quadratic (dashed line) lines of best-fit superimposed.
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Table 2A
Comparison of Alternative Smooth Polynomial Representations for the Main Effect of Time in a
Baseline Discrete-time Hazard Model

Deviance
1605.53

Δ Previous
Model
χ² (df)
-

Δ General
Model
χ² (df)
29.24 (32)

AIC
1607.53

BIC
1616.77

2

1604.01

1.52 (1)

27.72 (31)

1608.01

1626.48

Quadratic

3

1603.63

0.38 (2)

27.34 (30)

1609.63

1637.34

General

33

1576.29

-

-

1642.29

1947.12

Representation for
n
time
parameters
Constant
1
Linear

Note. AIC = Akaike Information Criteria. BIC = Bayesian Information Criteria. BIC was
calculated using the person-period sample size (N = 75,917). No Chi-square values were
significant.
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Figure 2A. Logit-transformed hazard rates for 33 weeks, separating the sample by a median split
on RoC*RoI scores. The person-period sample with RoC*RoI scores above the median (N =
37,964) is represented by green circles, while those with RoC*RoI scores below the median (N =
37,953) are represented by blue circles. There were a total of 106 violent recidivism events.
RoC*RoI = Risk of Reconviction*Risk of Re-imprisonment (Bakker et al., 1999).
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Figure 3A. Scatterplot of Shoenfeld residuals resulting from a Cox regression model with static
risk (RoC*RoI) as the single predictor, with line of best fit superimposed onto the graph (N =
75,917 person-periods). RoC*RoI = Risk of Reconviction*Risk of Re-imprisonment (Bakker et
al., 1999).
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Figure 4A. Logit-transformed observed hazard rates at each week for 33 weeks. Green circles
indicate DRAOR stable scores of approximately ±1 SD (scores of 2 in blue, and scores of 8 in
green). DRAOR = Dynamic Risk Assessment for Offender Re-entry (Serin, 2007).
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Figure 5A. Logit-transformed observed hazard rates at each week for 33 weeks. Green circles
indicate DRAOR acute scores of approximately ±1 SD (scores of 2 in blue, and scores of 7 in
green). DRAOR = Dynamic Risk Assessment for Offender Re-entry (Serin, 2007).

101

Figure 6A. Logit-transformed observed hazard rates at each week for 33 weeks. Green circles
indicate DRAOR protect scores of approximately ±1 SD (scores of 4 in blue, and scores of 10 in
green). DRAOR = Dynamic Risk Assessment for Offender Re-entry (Serin, 2007).
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Figure 7A. Scatterplot of Shoenfeld residuals resulting from a Cox regression model with stable
subscale of dynamic risk as the single predictor, with line of best fit superimposed onto the graph
(N = 75,917 person-periods). Stable subscale from DRAOR (Serin, 2007).
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Figure 8A. Scatterplot of Shoenfeld residuals resulting from a Cox regression model with acute
subscale of dynamic risk as the single predictor, with line of best fit superimposed onto the graph
(N = 75,917 person-periods). Acute subscale from DRAOR (Serin, 2007).
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Figure 9A. Scatterplot of Shoenfeld residuals resulting from a Cox regression model with protect
subscale of dynamic risk as the single predictor, with line of best fit superimposed onto the graph
(N = 75,917 person-periods). Protect subscale from DRAOR (Serin, 2007).
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Power Analysis
Currently, there is no standard, accepted method for performing a power analysis for Cox
regression survival analysis. Hsieh and Lavori (2000) propose one method for determining the
number of “deaths” (in, this project, these are defined as offenders who reoffend violently)
required for a proportional hazards regression model for nonbinary covariates. I have used this
method for conducting my power analysis, described below.
To calculate the number of deaths, Hsieh and Lavori (2000) use the formula:
D = (Z1-α + Z1-β)2 [σ2(logΔ)2]-1
Where D is the total number of deaths, and Z1-α and Z1-β are standard normal deviates at the
desired one-sided significance level of α (α = .05) and power 1-β (β = .80), respectively. For the
following analyses, Z1-α is equal to 1.96 and Z1-β is equal to 0.842. In this formula, σ2 refers to
the variance of the covariate of interest, X1 (e.g., stable risk scores) and logΔ = θ* is the log
hazard ratio associated with a one-unit change in X1. The following analyses assessed sample
sizes needed given hazard ratios of .20 (expected effect size, based on the findings of Lloyd,
2015) and .10 (effects half the size). A meta-analysis of 28 studies using nine separate risk
assessments tools found medium effect sizes, with Cohen’s d values averaging 0.65 (Yang,
Wong, & Coid, 2010). Finally, the percentage of offenders who recidivated violently (about 3%)
is used to extrapolate the overall sample size needed.
Stable Subscale
The standard deviation of scores on the Stable subscale at baseline was 2.53588.
Therefore the number of violent recidivists needed to attain .80 power, given an effect size of
.20, would be equal to (1.96 + 0.842)2 / (2.53588 x .20)2 = 31. Given the low expected recidivism
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rate for violence, 3%, there must be a larger number of total participants in order to include at
least 31 recidivists. Calculating 31/.03 = 1,034 demonstrated that there must be at least N =
1,034 to obtain .80 power.
However, it is possible that the effect size is weaker for violent recidivism than that
reported by Lloyd (2015) for general recidivism. Using half the effect size, .10, the number of
violent recidivists required to achieve .80 power would be (1.96 + 0.842)2 / (2.53588 x .10)2 =
123. Using the violence recidivism rate of 3% suggested that a total of 4,100 participants would
be required.
I also tested what the sample size would need to be in order to detect an incremental
effect of the Stable subscale, when the Acute and Protect subscales are entered into the model.
Regressing Stable scores on Acute and Protect scores at baseline yielded R2 = .441, or a variance
inflation factor (VIF) of 1/ (1 - .441) = 1.7889. Multiplying the number of participants required
to attain .80 power by the VIF demonstrated that there will need to be a sample size of at least
1,850 if there is a .20 effect size.
The total number of offenders in our sample is 3,654. This suggests that, for detecting an
effect of the Stable subscale, this study will be adequately powered at .80 for an effect size
similar to those reported by Lloyd (2015), but will be underpowered to detect effects half the
size.
Acute Subscale
The standard deviation of scores on the Acute subscale at baseline was 2.42075.
Therefore the number of violent recidivists needed to attain .80 power, given an effect size of
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.20, would be equal to (1.96 + 0.842)2 / (2.42075 x .20)2 = 34. The overall sample size required,
assuming a 3% rate of violent recidivism would be 1,134.
Regressing the Acute subscale on the Stable and Protect subscales yielded an R2 of .319.
This yielded a VIF of 1.4684. Multiplying 1,134 by the VIF indicated that in order to attain .80
power for finding an incremental effect, there would need to be 1,666 offenders included in the
analyses.
For the smaller effect size, logΔ = θ* = .10, there would need to be (1.96 + 0.842)2 /
(2.42075 x .10)2 = 134 violent recidivists or an estimated 4,467 total offenders to attain .80
power. So, as was found for the Stable subscale, the study is adequately powered at .80 to detect
an effect of the Acute subscale similar to that reported by Lloyd (2015), but underpowered to
detect effects of half that size.
Protect Subscale
The standard deviation of scores on the Protect subscale at baseline was 2.420158.
Therefore the number of violent recidivists needed to attain .80 power, given an effect size of
.20, would be equal to (1.96 + 0.842)2 / (2.40158 x .20)2 = 34. This suggests a required sample
size of 1,134 offenders total.
Regressing the Protect subscale on Stable and Acute subscales yielded an R2 of .376,
indicating that VIF = 1 / (1 - .376) = 1.6026. Multiplying 1,134 by the VIF revealed that in order
to attain .80 power to detect an incremental effect at logΔ = θ* = .20, there would need to be a
total of 1,817 offenders.
As with the other subscales, I also conducted a power analysis for half of the expected
effect size, logΔ = θ* = .10. The number of violent recidivists needed to attain .80 power, given
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this smaller effect size equals to (1.96 + 0.842)2 / (2.40158 x .10)2 = 137. This indicated that
there would need to be a sample size of 4,567 to achieve .80 power.
As found with the other subscales, the study is therefore sufficiently powered at .80 to
detect an effect of the Protect subscale, given an effect size similar to that reported by Lloyd
(2015), but is underpowered to detect an effect of half that size.
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