with u(x, 0) = u 0 (x), where u : ×[0, T ) → R, is a C 2,α -convex bounded domain of R N , u 0 ∈ L ∞ ( ). We assume that the following condition holds:
1 < p, (N − 2)p < N + 2, and
Therefore, p +1 > N(p −1)/2 and the (local in time) Cauchy problem for (1) can be solved in L p+1 ( ) (see, for instance, [21, Theorem 3] ). If the maximum existence time T > 0 is finite, then u(t) is said to blow up in finite time, and in this case
(see [21, Corollary 3.2] ). We consider such a blow-up solution u(t) in the following. From the regularizing effect of the Laplacian, u(t) ∈ L ∞ ∩H 1 0 ( ) for all t ∈ (0, T ). We take u 2 A point a ∈ is called a blow-up point of u if there exists (a n , t n ) → (a, T ) such that |u(a n , t n )| → +∞.
The set of all blow-up points of u(t) is called the blow-up set and denoted by S. From Giga and Kohn [8, Theorem 5.3] , there are no blow-up points in ∂ . Therefore, we see from (3) and the boundedness of that S is not empty.
Many papers are concerned with the Cauchy problem for (1) (see, for instance, [21] ) or the problem of finding sufficient blow-up conditions on the initial data (see Ball [2] , Levine [11] , etc.). Other papers focus on the description of the blow-up set or the asymptotic behavior of u near blow-up points (Giga and Kohn [6] , [7] , and [8] ; Herrero and Velázquez [9] , [19] , [18] , and [20] ; Merle and Zaag [13] , [14] , [15] , and [16] ). Let us mention, for instance, the following Liouville theorem for (1) , recently proved in [16] , which has many interesting consequences for the study of the blow-up behavior of solutions to (1) (see Fermanian, Merle, Zaag [3] , [4] , [16] ). Proposition 1.1 (Merle-Zaag, a Liouville theorem for equation (1)). Assume that 1 < p and (N −2)p < N +2, and consider U to be a solution of (1) 
Remark. Note that this result is valid for all subcritical p with no restrictions for N ≥ 2. For the reader's convenience, a sketch of the proof is given in the appendix. (For more details, see [16, Corollary 1] .)
In this paper, we crucially use the Liouville theorem to study how the Lyapunov functional
associated with (1) behaves under the nonlinear heat flow. It has been shown by Giga in [5] that under the positivity condition
we have
Let us remark that Giga's proof relies on another Liouville theorem related to (1) . Assume that p > 1 and p(N −2) < N +2. Then, there is no nonnegative solution for the problem
In this paper, we use the new Liouville theorem stated in Proposition 1.1 and ideas from [5] to extend the validity of the limit (5) to the more general case (2). Theorem 1.2 (Limit of the energy at blow-up). Assume (2) . Then E(u(t)) goes to −∞ as t goes to T .
In [1] , the study of critical points of E is related to the study of those of a functional J associated with E and defined for all v ∈ , the unit sphere of
In other words, J (v) is the supremum of E in the direction of v. Note that J is positive by (4) . The following is shown in [ 
there is a one-to-one correspondence between the critical points of J and E by means of the transformation
This correspondence leads Bahri to the study of some topological properties of level sets of J . He shows, in particular, that the level sets of J have contractibility properties one into another. More precisely (see [ Our second concern in this paper is to understand the effect on J of the nonlinear heat flow of (1) (composed with the projection over ). In other words, we want to understand the behavior of J (u(t)/ u(t) H 1 0 ( ) ) as t → T . We claim the following. 
/ u(t) L p+1 , goes to +∞ as t → T and so does
Roughly speaking, one consequence of this theorem is that the nonlinear heat flow of (1) (composed with the projection over ) maps any element of a given level set L a into L b , for any b > a. (Note that this mapping raises the level set of J , in the contrary of the contractibility result of [1] , which lowers the value of J .)
Another consequence of Theorem 1.3 is that E(u(t)) cannot tend to −∞ radially. More precisely, we have the following corollary.
Indeed, if this was the case, then
This contradicts Theorem 1.3.
In [1, Proposition 2] , it is shown that J satisfies the following property:
∀(u n ); u n ∈ ; u n goes weakly to 0 in
Therefore, Theorem 1.3 is equivalent to the following. [17, p. 883] and proved the convergence in the case of positive solutions with single-point blow-up. The paper is organized as follows. In Section 2, we use the Liouville theorem of [16] and prove Theorem 1.2. In Section 3, we use results from [7] and some consequences of the Liouville theorem to prove Proposition 1.5 and Theorem 1.3.
Remark. Mueller and Weissler raised the issue of the behavior of u(t)/ u(t) H
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Energy blow-up behavior.
We prove Theorem 1.2 in this section. We proceed in two parts. We recall some results from [7] and [16] for blow-up solutions of (1) in the first part. Then the proof of Theorem 1.2 is presented in the second part.
Part 1. L ∞ estimates for blow-up solutions of (1).
The following uniform L ∞ -bound for blow-up solutions of (1) is proved in [16, Theorem 2] .
In the following proposition, we derive the existence of a blow-up profile for u(t).
Proposition 2.2 (Existence of the blow-up profile). There exists
Proof. See Merle [12] , for example.
In [16, Proposition 4], Merle and Zaag generalize a result by Velázquez (see [18] , [19] , and [20] ) and prove the following result on the size of the blow-up set S. E(u(t) ) is decreasing in time, it goes to some finite A ∈ R as t → T . Therefore, multiplying (1) by ∂u/∂t and integrating over × [0, T ), we get
In a first step, we use a compactness procedure to derive a solution of (1) that satisfies the hypotheses of the Liouville theorem (see Proposition 1.1). In a second step, we apply Proposition 1.1 on one hand and use (8) with scaling arguments on the other hand to get a contradiction.
Step 1. A compactness procedure. Let us consider a ∈ to be a blow-up point of u(t) and any sequence t k → T as k → +∞.
From the uniform blow-up bound of Proposition 2.1 and Giga and Kohn [8] , we know that
where ∈ {−1, 1}. We can assume that = 1 from the sign invariance of (1). For each k ∈ N, we define for all
From (1), (7) , and (9), we see that v k satisfies for all ξ ∈ ( − a)(T − t k ) −1/2 and τ ∈ (−t k /T − t k , 1),
and
Using parabolic regularity for (1) 
and α ∈ (0, 1). Using the compactness of the embedding of
Step 2. Conclusion of the proof of Theorem 1.2. From the Liouville theorem of Proposition 1.1, (12) yields
From the convergence of v k , we have for all R > 0,
From (10), (8), and the scaling argument, we easily compute
where
A contradiction follows from (13) and (14), and Theorem 1.2 is proved.
3. Blow-up behavior of the directional maximum of the energy. We prove Proposition 1.5 and Theorem 1.3 in this section. As stated in the introduction, Theorem 1.3 is a direct consequence of Proposition 1.5, thanks to a result of [1, Proposition 2]. Since this fact can be proved in a simple and short way, we present a proof of it in the following.
Proposition 1.5 implies Theorem 1.3. Since p is subcritical, we have
The expression of the Rayleigh quotient given in (6) can be easily checked from (4). Thus, (15) yields Theorem 1.3. Now, we use information on the blow-up set S from Section 2 to prove Proposition 1.5.
Proof of Proposition 1.5.
It is enough to show that for all ϕ ∈ C ∞ ( ) with supp ϕ ⊂⊂ and for all > 0, there exists t 0 ( ) < T such that for all t ∈ [t 0 ( ), T ), we have
From Proposition 2.3, we know that S is compact in and that its Lebesgue measure |S| = 0. Therefore, we may consider the open set
where δ is small enough so that
We then write ∇u(x, t) · ∇ϕ(x) dx
By Cauchy-Schwartz inequality, for all t ∈ [0, T ), we have
According to Giga and Kohn, no blow-up occurs near the boundary ∂ (see [8, Theorem 5.3] ). Therefore, using Proposition 2.2 and parabolic regularity, we find M( ) > 0 such that
For all t ≥ T /2, we then write
Since |∇u(x, t)| 2 dx → +∞, we may take t ≥ t 1 ( ) large enough so that
Combining (16) and (17) yields the following: for all t ≥ t 0 ( ) ≡ max(t 1 ( ), T /2),
This concludes the proofs of Proposition 1.5 and Theorem 1.3.
Appendix
Sketch of the proof of the Liouville theorem. In this appendix, we give a sketch of the proof of Proposition 1.1. For more details, one can find a complete proof in [16] .
Let U be a solution of (1) defined for all (x, t) ∈ R N × (−∞, T ) and satisfying . If w(y, s) is defined by the self-similar change of variables
then w satisfies the following equation for all (y, s) ∈ R N × R:
and w L ∞ (R N ×R) ≤ C. Let us introduce the following Lyapunov functional associated with (19) :
With the change of variables (18), Proposition 1.1 is equivalent to the following proposition.
Proposition A.1. Assume that 1 < p and (N − 2)p < N + 2. Consider w to be a solution of (19) 
Therefore, we reduce to the proof of Proposition A.1. We proceed in 3 parts. In part I, we use the monotonicity of s → Ᏹ(w(s)) to show that w(·, s) has limits w ±∞ as s → ±∞ (in L 2 ρ (R N ) and C k loc (R N )) which are stationary solutions of (19) . From [6] , we know that either w ±∞ ≡ 0 or w ±∞ ≡ κ where = ±1. We then focus on the nontrivial case (w −∞ , w +∞ ) = (κ, 0). In part II, we linearize (19) around the constant solution κ as s → −∞, and we show that w behaves in three possible ways. In part III, we show that one of these three ways corresponds to the case w(y, s) = ϕ(s − s 0 ), where ϕ is defined in (20) . In the other two cases, we show that w satisfies a finite-time blow-up criterion for (19) , which contradicts the fact that w is defined for all (y, s) ∈ R N × R and w L ∞ (R N ×R) ≤ C < +∞. Thus, we rule out these two cases.
Part I. Existence of limits for w as s → ±∞. We have the following lemma. Since w L ∞ (R N ×R) ≤ C, parabolic regularity applied to (19) implies that for all
is defined in (11) . Using the compactness of the embedding of C α (D) in C(D) and considering subsequences w j (y, s) = w(y, s + s j ), where s j → +∞, the identity
allows us to find w +∞ (y), a stationary solution of (19) such that w(·, s) → w +∞ as s → +∞ in C 2 loc (R N ). The conclusion follows from the next result by Giga and Kohn in [6] .
Claim A.3 (Giga-Kohn). If p > 1 and (N −2)p < N +2, then the only stationary solutions of (19) are 0, κ, and −κ.
Letting s 2 → +∞ and s 1 → −∞ in (21), we obtain
Therefore, two cases arise.
Case 1. Ᏹ(w −∞ ) − Ᏹ(w +∞ ) = 0. Therefore, ∂ s w ≡ 0 and w is a stationary solution of (19) . Claim A.3 implies then that w ≡ 0, κ, or −κ. This corresponds to the first cases expected in Proposition A.1.
, this implies that w +∞ ≡ 0 and w −∞ ≡ κ or −κ. From sign invariance of (19), we reduce to the case (w −∞ , w +∞ ) = (κ, 0).
Part II. Linear behavior of w near κ. We introduce v = w − κ. From (19) , v satisfies the following equation:
where and the following blow-up criterion for (19) .
Lemma A.5 (A blow-up criterion for (19) ). Consider W to be a solution of (19) This concludes the sketch of the proof of Propositions A.1 and 1.1.
