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It is shown that for every infmite, coiniinite recursive set A there exists a set B which 
can be accepted in real time and log space such that B splits A (i.e., each of A n B, 
A n B, A n B, /i n B is infinite). This fact is generalized to other Blum measures. It is 
also shown that context-free languages can be split by regular sets. The analogy between 
the recursive versus the recursively enumerable sets and the deterministic versus the 
nondeterministic resource bounded sets is shown to fail when the respective inclusion 
lattices are considered. 
In studying complexity classes, there is an analogy that is sometimes pursued: a class 
specified by nondeterministic devices is compared to the class of recursively enumerable 
sets while the class specified by deterministic devices of the corresponding type is com- 
pared to the class of recursive sets. Owings [6] considered the classes of languages 
specified by deterministic and nondeterministic linear bounded automata, and exhibited 
one property for which the analogy fails. Let us say that a set B splits a set A if each 
of the sets A n B, 2 n B, A n B, and A n B is infinite. Owings showed that for each 
infinite, co-infinite language A accepted by a nondeterministic linear bounded automaton, 
there exists a language B that splits A and is accepted by a deterministic linear bounded 
automaton. Since there is an infinite coinfinite recursively enumerable set that cannot 
be split by any recursive set, “splitting” is a property for which the analogy fails for 
the classes of languages specified by linear bounded automata. 
In this paper it is shown that the analogy fails with respect to “splitting” for every 
class of recursive sets specified by time- and/or space-bounded Turing machines. 
Specifically, it is shown (Theorem 1) that for any infinite coinfinite recursive set A 
there exists a set B such that (i) B splits A, and (ii) B can be accepted by a Turing 
machine that simultaneously runs in real time and uses at most log(n) space (where 1z 
denotes the length of the input). The proof of this result uses the Recursion Theorem 
to force each of the four sets to be infinite. This result is further generalized to complexity 
classes specified by “sufficiently nice” Blum measures. 
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This notion of “splitting” can be applied to other classes. On the one hand, every 
infinite coinfinite context-free language can be split by a regular set (Corollary 3.1). 
On the other hand, there exist infinite coinfinite recursively enumerable sets that cannot 
be split by any recursively enumerable set. Finally, sets that cannot be split by recursive 
sets or by recursively enumerable sets are characterized (Theorem 5). 
1 
It is assumed that the reader is acquainted with the basic ideas of automata theory, 
formal language theory, and recursive function theory. The model of Turing machine 
considered here is that of an offline, multitape machine. If considered as an acceptor, 
a Turing machine will be assumed to accept an input w if, when started with w on its 
input tape, it halts in an accepting state. If considered as a transducer, the Turing 
machine will have a one-way, write-only output tape. Oracle machines have a one-way, 
write-only oracle tape, which is erased after each query. Turing machines may be either 
deterministic or nondeterministic. If a Turing machine M halts on all inputs w, we say 
that M is total We assume an effective listing of Turing machines. Mi will denote 
the ith Turing machine in this listing. L(M) will denote the language accepted by Turing 
machine M. 
A function f is recursive if there is some total Turing machine transducer M such 
that f(w) = M(w). A set of strings L is recursively enumerable if there is some Turing 
machine M such that L = L(M). 
DEFINITION. A family of functions @ = {h} is an abstract measure of computational 
complexity (Blum measure) if 
(1) &(w) is defined if and only if Mi halts on input w and 
(2) the predicate “$i(x) = y” is a recursive predicate in i, x, and y. 
See Refs. [I, 41. 
DEFINITION. Y is a masure on computations if 
(1) Y is a function from sequences of Turing machine instantaneous descriptions 
(ID’s) to the nonnegative integers. 
(2) There is a recursive function f such that, if ID, , ID, ,..., ID, is an initial 
segment of a Turing machine computation, then Y(ID, , ID, ,..., IDJ <f(Y(ID, , 
ID a ,..., IDn-J) and Y(ID, , ID, ,..., IDJ 3 Y(ID, , ID, ,..., ID,-,). 
(3) The family of functions defined by I‘&(X) is undefined if Mi(x) diverges; 
else let ID,, ID, ,..., ID, be the computation of Mi on input x, then &(x) = Y(ID, , 
ID 2 ,a.., ID,); if Mi is nondeterministic, then the smallest such value” is a Blum measure. 
We will often use Y to denote both a measure on computations and the Blum measure 
defined in (3). 
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Note that both time and space (on the worktape) are measures on computations 
when defined as follows: 
TIME(ID, , ID, ,..., ID%) = n - 1. 
SPACE(ID, , ID, ,..., ID,J is the largest amount of nonblank worktape in any of 
ID 1 ,..., ID, . 
For @ a Blum measure andf a recursive function, we say iWi runs in @jif for all strings 
w, either J&(w) diverges or&(w) < f(i w I), where j w 1 denotes the length of the string w. 
For a recursive function g, we say g can be computed deterministically in @f (g E D@(f)) 
if there is some deterministic Turing machine Mi that computes g and M runs in @j. 
For a class of functions F we say that g E D@(F) if there is somef E F such that g E D@(f). 
A Turing machine is said to operate in real time if it reads an input symbol at each 
step. It runs in log space if the space used on the worktape is bounded by the logarithm 
of the length of the input. 
If A and B are languages, @ a Blum measure, and f a recursive function, we say that 
A is many-one reducible to B in @f (A <$ B) if there is some Turing transducer M 
that runs in @f such that for any string w, w E A if and only if M(w) E B. If F is a class 
of recursive functions, we say A is reducible to B in @F (written A <g B) if for some 
f E F, A is reducible to B in @f. If F and @ are such that the identity transducer is in 
D@(F) and D@(F) is closed under composition, then the relation {(A, B) / A <i B & 
B <g A} is an equivalence relation. The equivalence classes under this relation are 
called degrees. A function f is said to be polynomial-time computable if there is some 
Turing transducer that runs in polynomial time and computes f. 
DEFINITION. (1) If @ is a Blum measure, a recursive function f is said to be honest 
in @ (@-honest) if f E D@(f). 
(2) If Y is a measure on computations, then a recursive function f is said to be 
Y-honest if there is a total recursive function g such that the following all hold: 
(i) If h(w) < f (I w I> then n/r8cdw) = W(w). 
(ii) If &(w) > f(l w I) or &(w) is undefined then let ID,, ID, ,... be the com- 
putation of n/r, on input w (which need not terminate). Let tl be the least integer such 
that Y(ID, , ID, ,..., ID,,,) > f(l w I). Then MBo)(w) is the contents of the output 
tape of Mi in ID,, the empty string if k = 0. 
(iii) For all i, jWgci) runs in Yf. 
(3) If Y is a measure on computations, the family of functions F is said to be 
uniformly Y-honest if there is a family of functions gi = &‘h(i) such that h is recursive, 
each g, shows that some ~GF is honest (according to section (ii)), and for each f EF, 
there is some f’ E F, f(n) < f’(n) f or all n, such that some gi shows that f’ is honest. 
For example, the set of polynomials is uniformly SPACE-honest. This is shown 
by the functions gi which attach an (i + ni) space limiter to the Turing machine, since 
the set of functions (i + & I i > 0) contains, for each polynomial, a strictly larger one. 
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2 
In this section we define splitting and establish a basic result. 
DEFINITION. For A an infinite, coinfinite set we say that B splits A if all four of the 
sets A n B, A n B, 2 n B, An B are infinite. 
THEOREM 1. For A an infinite, coinjinite recursive set A = L(MJ, where M, halts 
on all inputs, there exists a set B such that B splits A and B can be accepted in real time 
afld log space on a deterministic Turing machine. 
Proof. The proof involves the use of the recursion theorem to construct a Turing 
machine to accept B. The basic idea used in this proof will be repeated later. 
Consider an index e for a Turing machine. Let B, = L(MJ. We construct from M, 
and Me a Turing machine M(e) with one worktape that operates as follows: 
M(e) reads an input symbol at each step. This forces it to operate in real time; no 
further use is made of the input. 
M(e) is forced to work in log space by the following mechanism: There is a special 
track on the tape, used for counting in binary. The rightmost square on this track 
contains an endmarker. Whenever M(e) wants to move to the right of this endmarker, 
it enters a special set of states. These states count on this track; when the number 
counted increases past a power of 2, the number of squares used increases by one and 
the right endmarker can be moved. 
The rest of the computation will be described without reference to the space limiter, 
it being understood that whenever the computation is about to move right past the 
endmarker, it calls the space limiter as a subroutine. M(e) performs as many of the 
following stages as possible; when the last input symbol is read, M(e) accepts if it is 
in an accepting state; else it rejects. The first stage is performed in accepting states 
(an arbitrary choice); at the end of each stage, it is decided whether to perform the 
next stage in accepting or rejecting states. The computation consists of keeping running 
counts of the sizes of four sets. 
Stage 0: Write 0, 0, 0, 0 on the worktape to initialize it (calling the space limiter 
as necessary). 
Stage n: Write all strings of length n on the worktape. For each string, simulate 
lcfa with it as input, then simulate M, with it as input. Keep running counts of the 
sizes of the sets A n B, , A n B, , 2 n B, , and 2 n B, . After all of the strings of 
length n have been counted, find the smallest of the counts (in case of tie, consider 
the smallest to be the first of the tying numbers in the order mentioned above). If it is 
-4 n B, or An B, , then perform stage n + 1 in accepting states; else perform stage 
n + 1 in rejecting states. 
We now have a construction that takes an index e into a Turing machine M(e), which 
defines a set B(e) = L(M(e)). This transformation can be carried out by a Turing machine 
if a sufficiently nice encoding of Turing machine descriptions is used. Hence there is a 
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total recursive function g such that g( e is an index of a Turing machine MBce) such that ) 
L(M,(,,) = B(e). By the recursion theorem, there is some index d such that L(Mgtd,) = 
L(M,) and MB&~) halts if and only if Md(w) halts. For some such index d, let B = 
Jwd = wf&,)* 
CLAIM 1. Mscd) runs in real time and log space and therefore halts on all inputs. 
Proof. By construction, Mgtd) reads an input symbol at each step and halts after 
the last one has been read, so it must operate in real time. Since Msta) must count to 
at least 2” before it can use n squares on its worktape, it can never use more than log 
space. Note that this implies that Md is total. 
CLAIM 2. If M, always halts then for all n there exists N such that stage n of MR(Y~‘~ 
computation is completed for all inputs to M;(e) of length greater than N. 
Proof. Since M, and Me both halt on all inputs, it takes only a finite amount of space 
and time to simulate both of them on any string. Since MBce) can eventually use arbitrarily 
much time and space, it will complete each stage eventually. 
CLAIM 3. For B = L(M,(,,), none of A n B, A n B, 2 n B, 3 n B is finite. 
Proof. Assume the contrary; let one or more of these sets be finite. Without loss 
of generality let A n B be the smallest of the finite sets. 
Since A n B is finite, at some stage the count of A n B will reach its final value. 
Since A n B is the smallest of the sets, at some stage each of the other three counts 
will reach a value larger than this maximum. At the end of this and all subsequent 
stages, the count of A n B will be found to be the smallest. Therefore, all stages after 
this will be performed in accepting states. This implies that all but a finite set of inputs 
(those too short to reach this state) will be accepted; this implies that B must be cofinite. 
But since A is infinite, A n B = A - B is infinite, contrary to assumption. 
From Claim 1, B is a recursive set that is accepted by a deterministic machine running 
in real time and using only log space. From Claim 3, B splits A. Thus we have our 
result. 1 
Consider the proof of Theorem 1. The only use made of real time and log space 
is that they are honest functions in their respective measures. We can therefore extend 
Theorem 1 as follows. 
THEOREM 2. If A is an injinite, coinjinite recursive set, Y is a measwe on computations, 
and f an increasing unbounded Y-honest fumtion, there is a set B E DY(f) that splits A. 
Proqf. Let g be a recursive function that demonstrates that f is Y-honest. The 
proof is similar to that of Theorem 1, except that g is used rather than the space and 
time limiters. Let Ma be a Turing machine that accepts A and halts on all inputs. 
Consider an index e for a Turing machine. Let B, = L(M,). We construct from M, 
and Me a Turing machine M(e) to operate as follows: 
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Stage 0: Write 0, 0, 0,O on the worktape. 
Stage n: Write all strings of length n on the worktape. For each string, simulate 
M, with it as input, then simulate M, with it as input. Keep running counts of the 
sizes of the sets A n B, , A n B, , A n B, , and 2 n B, . After all the strings of length n 
have been counted, find the smallest of the counts. If it is A n B, or A n B, , then 
perform stage n + 1 in accepting states; else perform stage n + 1 in rejecting states. 
This is a construction that takes an index e into a Turing machine M(e), which defines 
a set B(e) = L(M(e)). Th is t ransformation can be performed by a Turing machine; 
let h be a total recursive function such that h(e) is an index of a Turing machine Mhce) 
with L(M,(,,) = B(e). Consider the function gh. By the recursion theorem, there is 
some mdex d such that L(Mgh(d~ ) = L(M,) and M8h(d)(~) halts if and only if Md(w) 
halts. For some such index d, let B = L(MJ = L(Mgh(,,). 
CLAIM 1. Mghcd) runs in Yf. 
Proof. From the definition of g. 
CLAIM 2. If n/r, is total then for all n there exists N such that stage n of the com- 
putation of Mshce) is completed for all inputs of length greater than N. 
Proof. Since M, is total, each stage is a finite computation, and hence uses bounded 
resource Y. Since f is increasing and unbounded this implies that each stage will 
eventually always be completed. 
CLAIM 3. None of A n B, A n B, An B, 2 n B is finite. 
Proof. Exactly as in Theorem 1. 1 
3 
The previous results show that sets of bounded complexity can be split by sets of 
lesser complexity. This result holds for certain languages of the Chomsky hierarchy, 
as well. 
DEFINITION. Let Z = {ui / 1 < i < n}. The Parikk mapping is the function 
p: Z* -+ Nn defined by p(z) = (#ai(~),. #a,(~)) where #Jz) is the number of 
occurrences of ai in x. 
DEFINITION. Let c E N”, PC Nn, 1 P 1 finite. L(c; P) = {V / v = c + x1 + x2 + 
... + x, for some (possibly empty) sequence of x’s in P}. A set A is linear if it can be 
expressed asL(c; P). A set A is semilinear if it is a union of a finite number of linear sets. 
DEFINITION. A language A is semiZinear if p(A) is semilinear. 
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THEOREM 3. If C is any language such that p(C) and p(c) both contain infinite semi- 
linear sets, then there is a regular set B that splits C. 
Proof. Let r be a period of C and s a period of C. Let m = 2(r + s). We define 
a finite automaton with m states, that always progresses from statej to statej + 1 (mod m). 
The accepting states are (j j j < m/2). Let R be the regular set accepted by this automaton; 
we show that R n C is infinite, the proofs for the other three cases being similar. 
Since r is a period of C, any sufficiently large set of r consecutive integers contains 
an element which is the length of an element of C. Since R contains infinitely many 
such sequences, it must contain infinitely many elements of C. 1 
COROLLARY 4.1. Any infkite, coinjnite context-free language can be split by a regular set. 
OPEN QUESTION. Can the regular or context-free languages split stack languages of 
various types ? 
4 
Theorems 1 and 2 require that the set to be split be recursive. This section will show 
that that requirement cannot be weakened to recursively enumerable: there exist 
recursively enumerable sets that cannot be split by any recursively enumerable set. 
DEFINITION. A lattice is a partial ordering in which any two members have a least 
upper bound and a greatest lower bound. A semiluttice is a partial ordering such that 
any two elements have a greatest upper bound. 
DEFINITION. An element m of a lattice M is maximal if there is no element of M 
that is properly greater than m. If M is a lattice of sets under inclusion, an element of M 
is said to be a maximal set if it is maximal in the lattice M/{finite sets} - Z*, where Z* 
is the class of cofinite sets in the quotient lattice. 
DEFINITION. A class of sets V? is splittable if for each infinite coinfinite set in 59 there 
is another set in %Y that splits it. 
COROLLARY 2.1. Any resource-bounded class that has a bound larger than some increasing 
unbounded honest function (in the same measure) is splittable. 
THEOREM 4. No splittable class that is closed under union has a maximal element. 
Proof. Let A be the set that is claimed maximal. Let B be some set that splits A. 
By the properties of splitting, A u B must be infinitely larger than A but still coinfinite. a 
COROLLARY 4.1. The class of recursively enumerable sets is not splattable. 
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Assume that neither A nor A is hyper-hyper-immune. Then there exist functions 
g and g’ such that the following hold: 
(1) L(M,& and L(M,,(,,) are finite, for all n. 
(2a) L(M,& n A is nonempty. 
(2b) L(M,,(,,) n A is nonempty. 
(3a) L(M,(,)) nL(M,(,)) is empty if n # m. 
(3b) L(M,,(,)) nL(M,,(,)) is empty if n # m. 
Consider the set B = uL1 (L(M,&). B is obviously recursively enumerable. Since 
each of the L(M& meets A, we know that A n B and A n B are infinite. If both 
of 2 n B and An B are also infinite, then B splits A. 
Suppose D = 2 n B (or A n B) is finite. Then there exists a function h such that 
W&d = W&i,) - D. W e h ave that each of the L(M,(,,)) is a nonempty subset of A. 
This implies that UF-, (L(IMh&) C A, so A is not immune. 
Now consider the set B’ = UTsl (L(M,,(,,,)). By a similar chain of reasoning, we 
deduce that if B’ does not split A then A is not immune. So, if we suppose that neither 
B nor B’ splits A, neither A nor 2 is immune. By the previous part of this theorem, 
this implies that A can be split by a recursive set. 1 
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Proof. It is known [7] that the class of recursively enumerable sets has maximal 
elements. 1 
Theorem 4 demonstrates that no lattice of a resource-bounded class under inclusion, 
modulo finite sets, including those defined by nondeterministic bounds, has maximal 
elements below Z*. Corollary 4.1 shows that the lattice of recursively enumerable sets 
does have such elements. Thus, in this respect, the nondeterministic complexity classes 
resemble the deterministic complexity classes (and the recursive sets) more than they 
resemble the recursively enumerable sets. 
5 
While lack of complexity can cause a set to be splittable, complexity alone cannot 
cause a set to lack this property: for any set, the disjoint union of that set with itself 
(that is, the union of two marked copies of that set) can be split by considering only 
the markers. But that union is as complex as the set itself. 
DEFINITION. An infinite set A is immune if it contains no infinite recursively 
enumerable subset. An infinite set A is hyper-immune if the following condition holds: 
Let a, , us ,... be a listing of the elements of A in increasing order. Then there is no 
recursive function g such that g(n) > a, for all n; that is, no recursive function majorizes 
the elements of A. An infinite set A is hyper-hyper-immune if there is no recursive function 
g such that the following conditions hold: 
(1) L(Mgc,,) is finite, for all n. 
(2) Jw%h)) n A is nonempty, for all n. 
(3) -W&d,)) nL(Md,)) is empty if m # n. 
THEOREM 5. If there is no recursive set that splits A, then A must be hyper-immune 
or have hyper-immune complement. If there is no recursively enumerable set that splits A, 
then A must be hyper-hyper-immune or have hyper-hyper-immune complement. 
Proof. If neither A nor 2 is hyper-immune then there must be a function g that 
majorizes both A and 2. We use g to define a function f such that both A and 2 have 
elements with lengths between f(n) and f (n + 1) for all n. This implies that A is split 
by the recursive set {zu 1 f(2k) < 1 w 1 < f(2K + 1) for some K}. 
Define f(0) = 0, f(k + 1) = g(l + dfcR)), w h ere d is the size of the alphabet of A. 
Then there must be at least one element of A with a length between f (n) and f (n + 1) 
for all n: Since g majorizes both A and 3, there are at least n elements of A (respec- 
tively 2) with lengths between 1 and g(n), for any n. This means that there are at least 
1 + d”“) elements of A(x) with lengths less than f(K + 1). Since there are at most 
df(k) strings of length less thanf(K), th ere must be some elements of A(x) with lengths 
between f(k) and f(K + 1). 
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