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THE USE OF INTEGRAL INFORMATION
IN THE SOLUTION
OF A TWO-POINT BOUNDARY VALUE PROBLEM
Abstract. We study the worst-case ε-complexity of a two-point boundary value problem
u
00 (x) = f (x)u(x), x ∈ [0,T], u(0) = c, u
0 (T) = 0, where c,T ∈ R (c 6= 0, T > 0) and
f is a nonnegative function with r (r ≥ 0) continuous bounded derivatives. We prove an
upper bound on the complexity for linear information showing that a speed-up by two orders
of magnitude can be obtained compared to standard information. We deﬁne an algorithm
based on integral information and analyze its error, which provides an upper bound on the
ε-complexity.
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1. INTRODUCTION
The goal of this paper is to study possible advantages of using linear information in
the solution of the following problem. Let f ∈ Cr ([0,T]) (r ≥ 0) be a nonnegative
function, c 6= 0, T > 0 be real numbers. We wish to ﬁnd a function u = uf such that
u00 (x) = f (x)u(x), x ∈ [0,T], u(0) = c, u0 (T) = 0, (c 6= 0). (1)
It is known that there exists the unique solution uf to this problem (see [6]). We
consider the worst-case setting in which the error of an algorithm is measured by its
worst performance in a class of right-hand side functions.
Any method for solving (1) is based on some information on f, which usually con-
sists of the values of f or its derivatives (standard information). Standard information
for problem (1) was considered in [4]. Lemma 4.4 from [4] implies that the lower bound
on the error of any algorithm using standard information is of order n−r. This yields
that the minimal cost of solving problem (1) up to precision ε (the ε-complexity) is
Ω
 1
ε
1/r
. In a diﬀerent setting, a similar problem was also considered in [7].
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In this paper, we are concerned with the following question: is it possible to
successfully use linear information instead of standard information for solving our
problem, and how much such a change inﬂuences the ε-complexity?
The use of linear information yields a speed-up for initial-value problems (see
[3]). The other motivation for studying linear information comes from the fact that
deterministic algorithms based on linear information for initial-value problems lead
to almost optimal algorithms in the randomized and quantum setting (see [5])
In this paper, we deﬁne an algorithm for solving (1) based on integral infor-
mation, and we analyze its error. We show that by using n evaluations we can
obtain the worst-case error O
 
n−(r+2)
, which leads to the upper complexity bound
O
  1
ε
1/(r+2) 
. This shows that the use of integral information allows us to im-
prove the worst-case complexity by 2 orders of magnitude compared to standard
information.
The paper is organized as follows. In Section 3 we deﬁne an algorithm φ∗ based
on linear information, and in Section 4 we prove necessary facts that are used in the
error analysis. The error of φ∗ and the ε-complexity of the problem are studied in
Section 5 (Theorem 1).
2. PROBLEM FORMULATION
We consider the following problem:
Find u = uf such that



u00 (x) = f (x)u(x),
u(0) = c,
u0 (T) = 0, x ∈ [0,T],
(2)
where T > 0 and c 6= 0. We assume that, f ∈ Fr where
Fr =
n
f : f ∈ Cr ([0,T]),f (x) ≥ 0,
 
f(i)
 
 ≤ Di, i = 0,1,...,r
o
, r ≥ 0,
and Di are given positive numbers. The problem considered in this paper arises with
the following optimal control problem (see [6]):
Find u = uf ∈ D =

u : [0,T] → R, u(0) = c, u ∈ C2 ([0,T])
	
such that
Z T
0

[u0 (x)]
2 + f (x)(u(x))
2

dx → min (in D). (3)
It is known (see to [6]) that (3) has the unique solution u = uf and that u is also the
unique solution boundary value problem (2).
Any method for solving (2) is based on certain information on f. By information
with n evaluations about f we mean n real numbers N (f), where
N : Fr → Rn
is a given operator.The use of integral information... 207
Standard information N (f) is deﬁned by an arbitrary selection of n values of f
or its derivatives. The class of all standard information operators will be denoted by
N st. More generally, linear information has the form
N (f) = [v1,...,vn]
with vi = Li (f;v1,...,vi−1), where Li (·;v1,...,vi−1) is a linear functional. The
class of all linear information operators will be denoted by N lin.
Approximation to the solution uf is given by an algorithm φ. By an algorithm
we mean any mapping deﬁned on N (Fr) which transforms N (f) into a piecewise
continuous function
φ(N (f)) : [0,T] → R
on [0,T].
The error of an algorithm at f is measured in the supremum norm on [0,T]
e(φ,f) = max
x∈[0,T]
|uf (x) − φ(N (f))(x)|.
We shall study the worst-case error of φ in the class Fr, deﬁned by
e(φ,Fr) = sup
f∈Fr
e(φ,f).
The cost of an algorithm is meant as a number n of functional evaluations accessed
by an algorithm.
Bounds on e(φ,Fr) will provide us with bounds on the ε-complexity of problem
(2). The ε-complexity is deﬁned to be the minimal cost of an algorithm with respect
to all algorithms and all information operators (from the class N st or N lin). That is,
given ε > 0, we deﬁne the ε-complexity by
compst(lin) (ε) = min{n : ∃N with n evaluations (standard or linear),
∃φ such that e(φ,Fr) ≤ ε}.
Standard information for the solution of (2) has been studied in [4]. The ε-complexity
of (2) for standard information, as a corollary from Lemma 4.4 in [4], is equal to
compst (ε) = Θ

ε− 1
r

. (4)
In the present paper we show how linear information on f may be used to solve
(2). We shall show that the use of linear information deﬁned by integrals of f yields
a speed-up over algorithms which use standard information.
3. INTEGRAL INFORMATION IN THE SOLUTION OF (2)
In this section we deﬁne algorithm φ∗ that uses linear information to solve (2).
Consider a uniform partition of [0,T] with points xi = ih, where h = T/n and
i = 0,1,...,n.208 Tomasz Drwięga
Denote by uj,i the solution of initial value problem

 
 
u00 (x) = f (x)u(x),
u(xi) = δj,1,
u0 (xi) = δj,2,
(5)
where x ∈ [xi,xi+1], δj,k is the Kronecker delta, j = 1,2 and i = 0,1,...,n − 1.
Let s = [s0,s0
0,s1,s0
1,...,sn,s0
n]
T be the solution of a system of linear equations



bi+1si + ai+1s0
i − s0
i+1 = 0
di+1si + ri+1s0
i − si+1 = 0
s0 = c, s0
n = 0
i = 0,1,...,n − 1, (6)
where ai+1 = u0
2,i (xi+1), bi+1 = u0
1,i (xi+1), ri+1 = u2,i (xi+1) and di+1 = u1,i (xi+1).
The system can be written in the matrix form
Ans = p (7)
where matrix An is given by
An =


 

 

 

 

 
 


a1 0 −1 0 0 ··· ··· ··· 0
r1 −1 0 0 0 ··· ··· ···
. . .
0 b2 a2 0 −1
...
...
...
. . .
0 d2 r2 −1 0
... ... ...
. . .
. . .
... ... ... ... ... ... ...
. . .
. . .
...
...
...
...
...
...
...
. . .
. . .
... ... ... ... ...
...
... 0
0 ··· ··· ··· ··· 0 bn an 0
0 ··· ··· ··· ··· 0 dn rn −1



 

 
 

 

 

 

(8)
and p = [−b1c,−d1c,0,...,0]
T. Then the solution uf of (2) can be written as
uf (x) = siu1,i (x) + s0
iu2,i (x), (9)
for x ∈ [xi,xi+1] and i = 0,1,...,n − 1 (see [6, pp. 493–497 and 485]). The matrix
An of this system of equations is nonsingular, since (2) has a unique solution.
The algorithm φ∗ will be based on the computation of certain approximations to
si and s0
i. To compute approximately si and s0
i, we ﬁrst approximate the unknown
numbers ai+1, bi+1, di+1 and ri+1 in (6) by ˜ ai+1, ˜ bi+1, ˜ di+1 and ˜ ri+1. Note that
u0 (xi+1) = u0 (xi) +
xi+1 Z
xi
f (t)u(t)dt, (10)The use of integral information... 209
u(xi+1) = u(xi) + u0 (xi)h +
xi+1 Z
xi
t Z
xi
f (s)u(s)dsdt. (11)
Deﬁne an approximation lj,i (x) of uj,i (x) by Taylor’s expansion of uj,i at xi,
lj,i (x) =
r+1 X
k=0
u
(k)
j,i (xi)
k!
(x − xi)
k . (12)
Using (10) and (11), for i = 0,1,...,n − 1, we deﬁne
˜ bi+1 = u0
1,i (xi) +
xi+1 Z
xi
f (x)l1,i (x)dx,
˜ di+1 = u1,i (xi) + u0
1,i (xi)h +
xi+1 Z
xi
t Z
xi
f (s)l1,i (s)dsdt.
Replacing u1,i with u2,i and l1,i with l2,i, we obtain similar formulas for ˜ ai+1 and
˜ ri+1:
˜ ai+1 = u0
2,i (xi) +
xi+1 Z
xi
f (x)l2,i (x)dx,
˜ ri+1 = u2,i (xi) + u0
2,i (xi)h +
xi+1 Z
xi
t Z
xi
f (s)l2,i (s)dsdt.
Let us denote by ˜ An and ˜ p a new matrix and a new right-hand side vector, respectively,
with coeﬃcients ai+1, bi+1, di+1, ri+1 replaced by ˜ ai+1, ˜ bi+1, ˜ di+1, ˜ ri+1. We shall
later show that ˜ An is nonsingular. By solving the linear system
˜ An˜ s = ˜ p (13)
we obtain a new solution vector ˜ s = [˜ s0, ˜ s0
0, ˜ s1, ˜ s0
1,..., ˜ sn, ˜ s0
n]
T.
We now deﬁne an algorithm φ∗. We do it by replacing uj,i, si and s0
i in (9) with
lj,i, ˜ si and ˜ s0
i, respectively. The approximate solution ˜ uf (x) is deﬁned as
˜ uf (x) = ˜ sil1,i (x) + ˜ s0
il2,i (x). (14)
Using (5) to express the derivatives of uj,i, we see that the approximations
˜ ai+1,˜ bi+1, ˜ ri+1, ˜ di+1 are based on the values of f and its derivatives up to the order
r − 1 at some points. Additionally, they use the values of integrals of the form
xi+1 Z
xi
f (t)dt,
xi+1 Z
xi
t Z
xi
f (s)dsdt,
xi+1 Z
xi
f (t)(t − xi)
k dt,
xi+1 Z
xi
t Z
xi
f (s)(s − xi)
k dsdt.
The algorithm is thus based on linear information. We shall analyze the error of
algorithm φ∗ in the next sections.210 Tomasz Drwięga
4. PRELIMINARY RESULTS
We shall in the sequel show that the matrix ˜ An in (13) is nonsingular. We ﬁrst
establish some bounds concerning the matrix An.
Fact 1.
kAnk∞ = O(1).
Proof. Let us ﬁrst note that
ai+1 = u0
2,i (xi+1) =
= u0
2,i (xi) +
u00
2,i (xi)
1!
(xi+1 − xi) +
u000
2,i (xi)
2!
(xi+1 − xi)
2 + ... =
= 1 +
f (xi) · u2,i (xi)
1
(xi+1 − xi) + Ca (h,i,f) · h2 =
= 1 + O
 
h2
,
where
|Ca (h,i,f)| ≤ Ca
and constant Ca depends only on parameters of the class Fr. By Cb (h,i,f),
Cd (h,i,f) and Cr (h,i,f), we denote similar constants appearing in the expansions
of bi+1, di+1 and ri+1, respectively. Additionally, by Cb,Cd and Cr we denote bounds
on these constants which only depend on parameters of the class Fr. Now, similarly
as for coeﬃcient ai+1, we ﬁnd
bi+1 = f (xi)(xi+1 − xi) + O
 
h2
,
di+1 = 1 + O
 
h2
,
ri+1 = (xi+1 − xi) + O
 
h3
,
where constants in the “O” notation depend only on the parameters of the class Fr.
This yields that
kAnk∞ = max
i=1,...,n
{|bi| + |ai| + 1;|di| + |ri| + 1} = O(1),
where the constant depends only on parameters of the class Fr. This completes the
proof of the fact.
Let us consider the system
Anz = l (15)
where the matrix An is given by (8),
z = [w1,y1,w2,y2,...,wn,yn]
T
and
l = [l1,l2,l3,...,l2n−1,l2n]
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Deﬁne sequences {pi} and {ki} by
pn = 0,
pi−1 = (bi + pidi)/(ai + piri)
(16)
and
kn+1 = 0,
ki = (l2i−1 + pil2i + ki+1)/(ai + piri)
(17)
for i = n,n − 1,...,1. The following fact holds:
Fact 2. The solution of Anz = l can be expressed as
y0 = 0,
yi = (di − pi−1ri)yi−1 + riki − l2i,
wi = ki − pi−1yi−1
for i = 1,2,...,n.
Proof. We proceed by induction. Let i = n. Taking the last two equations of the
system Anz = l: 
bnyn−1 + anwn = l2n−1
dnyn−1 + rnwn − yn = l2n
we obtain
wn =
l2n−1
an
−
bn
an
yn−1 = kn − pn−1yn−1,
where
kn =
l2n−1 + pnl2n + kn+1
an + pnrn
,
pn−1 =
bn + pndn
an + pnrn
.
Moreover,
yn = dnyn−1 + rnwn − l2n =
= dnyn−1 + rn (kn − pn−1yn−1) − l2n =
= (dn − rnpn−1)yn−1 + rnkn − l2n.
where kn and pn are deﬁned by (16) and (17), respectively.
By induction, let us assume that
wi+1 = ki+1 − piyi (18)
for ﬁxed i ∈ {n − 1,...,2}. Taking equations

biyi−1 + aiwi − wi+1 = l2i−1
diyi−1 + riwi − yi = l2i212 Tomasz Drwięga
and using (18), we obtain
wi =
l2i−1 + l2ipi + ki+1
ai + piri
−
bi + dipi
ai + ripi
yi−1 =
= ki − pi−1yi−1
and
yi = diyi−1 + riwi − l2i =
= diyi−1 + ri (ki − pi−1yi−1) − l2i =
= (di − ripi−1)yi−1 + riki − l2i.
Finally, by induction, let us assume that
w2 = k2 − p1y1. (19)
From the ﬁrst pair of equations of (15)

a1w1 − w2 = l1
r1w1 − y1 = l2
using (19) we obtain
w1 =
l1 + l2p1 + k2
a1 + p1r1
− p0y0 =
= k1 − p0y0
and
y1 = r1w1 − l2 =
= d1y0 + r1 (k1 − p0y0) − l2 =
= (d1 − p0r1)y0 + r1k1 − l2,
where y0 = 0.
Now we are ready to prove an upper bound on
 A−1
n
 
∞. The following fact holds:
Fact 3. For matrix An deﬁned by (8), there is
 A−1
n
 
∞ = O(n). (20)
Proof. Let us write the matrix An in the form
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where
Fn =



 

 

 
 

 

 

1 0 −1 0 0 ··· ··· ··· 0
h −1 0 0 0 ··· ··· ···
. . .
0 f (x1)h 1 0 −1
...
...
...
. . .
0 1 h −1 0
...
...
...
. . .
. . .
... ... ... ... ... ... ...
. . .
. . .
...
...
...
...
...
...
...
. . .
. . .
... ...
...
...
...
...
... 0
0 ··· ··· ··· ··· 0 f (xn−1)h 1 0
0 ··· ··· ··· ··· 0 1 h −1



 

 

 
 

 

 

and
Gn=h2


 

 
 

 

 


Ca (h,i,f) 0 0 0 ··· ··· ··· 0
hCr (h,i,f) 0 0 0 ··· ··· ···
. . .
0 hCb (h,i,f) Ca (h,i,f) 0
...
...
...
. . .
0 Cd (h,i,f) hCr (h,i,f) 0
...
...
...
. . .
. . .
... ... ... ... ... ...
. . .
. . .
...
...
...
...
...
... 0
0 ··· ··· ··· ··· hCb (h,i,f) Ca (h,i,f) 0
0 ··· ··· ··· ··· Cd (h,i,f) hCr (h,i,f) 0

 

 

 

 

 


.
Note that
kFnk∞ = O(1)
and
kGnk∞ = O
 
h2
, (21)
where constant in the “O” notation depends only on the parameters of the class Fr.
Note ﬁrst that Fn is nonsingular.
We now show that

F−1
n


∞ = O(n). To ﬁnd F−1
n , we solve 2n equations
Fn · fj = ej
for j = 1,2,...,2n where
F−1
n = [f1,f2,...,f2n],
fj =
h
w
(j)
1 ,y
(j)
1 ,...,w(j)
n ,y(j)
n
iT
and
ej =

0,...,0, 1
(j)
,0,...,0
T
.214 Tomasz Drwięga
We consider two cases in which we prove that all elements of the matrix F−1
n are
bounded by a constant. Let us ﬁrst note that the sequence {pi} given by (16) with
bi = f (xi−1)h, di = ai = 1 and ri = h is nonnegative and bounded by a constant
independent of i and h; denote it by Cp. Indeed, it is easy to note that pi ≥ 0 for
i = 1,2,...,n and 1
1+hpi < 1. Moreover, from the formula for pi−1, we can write
pi−1 ≤ D0h + pi.
Taking the sum over i and remembering that pn = 0, we obtain the inequality:
n X
i=1
pi−1 ≤ nD0h +
n X
i=1
pi,
p0 ≤ D0T := Cp.
Case 1.
Fix t, t = 1,2,...,n, and take j = 2t. Let us put
e2t = [l1,l2,...,l2t,...,l2n]
T =
=

0,...,0, 1
(2t)
,0,...,0
T
.
The sequence {ki} deﬁned by (17) now takes the form:
kn+1 = kn = ... = kt+1 = 0,
kt =
pt
1 + pth
and
ki =
ki+1
1 + pih
for i = t − 1,...,1. Thus the sequence {ki} is bounded by a constant Cp for any
i = 1,2,...,n. From Fact 2, we derive:
wi = ki − pi−1yi−1 for i = 1,2,...,t,
wi = −pi−1yi−1 for i = t + 1,...,n, (22)
and
y0 = 0,
yi = (1 − pi−1h)yi−1 + hki for i = 1,...,t − 1,
yt = (1 − pt−1h)yt−1 + hkt − 1,
yi = (1 − pi−1h)yi−1 for i = t + 1,...n.
Since pi and ki are bounded by Cp, the inequality
 
1 + a
n
n
≤ ea yields that
|wi| ≤ Cp
 
1 + eCpT
for i = 1,2,...t,
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and
|yi| ≤ (1 + Cph)
i − 1 ≤ eCpT − 1 for i = 1,2,...,t − 1,
|yt| ≤ (1 + Cph)
t ≤ eCpT,
|yi| ≤ (1 + Cph)
i ≤ eCpT for i = t + 1,...,n.
Case 2.
Fix t, t = 1,2,...,n, and take j = 2t − 1. In the same way as in Case 1, we obtain
the sequence {ki} in the following form
kn+1 = kn = ... = kt+1 = 0,
kt =
1
1 + pth
and
ki =
ki+1
1 + pih
for i = t − 1,...,1. Analogously as in Case 1, by using Fact 2, we obtain a formula
for wi identical as in (22). Additionally we obtain
yi = (1 − pi−1h)yi−1 + hki for i = 1,...,t,
yi = (1 − pi−1h)yi−1 for i = t + 1,...n,
and y0 = 0. In a similar way as in Case 1, we obtain
|yi| ≤
(1 + Cph)
i − 1
Cp
≤
eCpT − 1
Cp
for i = 1,2,...,t, and
|yi| ≤
1
Cp
h
(1 + Cph)
i − (1 + Cph)
i−t
i
=
=
(1 + Cph)
i
Cp
 
1 −
1
(1 + Cph)
t
!
≤
≤
1
Cp
eCpT
for i = t + 1,...,n. Using that in (22), we also obtain
|wi| ≤ Cp

1 + 1
Cp
 
eCpT − 1

= Cp + eCpT − 1 for i = 1,2,...t,
|wi| ≤ eCpT for i = t + 1,...,n.
These two cases lead to a conclusion that all elements of the matrix F−1
n are bounded
by a constant, which yields  F−1
n
 
∞ = O(n). (23)216 Tomasz Drwięga
Now consider the matrix A−1
n . Note that
A−1
n = (Fn + Gn)
−1 =
=
 
I + F−1
n Gn
−1
F−1
n .
For any matrix K with kKk∞ < 1, there holds

 (I + K)
−1

 
∞
≤
1
1 − kKk∞
. (24)
Hence,
 A−1
n
 
∞ =

 
 
I + F−1
n Gn
−1
F−1
n

 
∞
≤
≤

 
 
I + F−1
n Gn
−1
 
∞
 F−1
n
 
∞ ≤
≤

F−1
n


∞
1 −
 F
−1
n
 
∞ kGnk∞
.
(25)
Using now (21) and (23) in (25), we obtain
 A−1
n
 
∞ ≤ Cn,
where the constant C is independent of n. This ends the proof of Fact 3.
5. ERROR OF THE ALGORITHM φ∗
To prove an upper bound on the error of φ∗, we need some results concerning the
quality of approximating ai+1,bi+1,di+1 and ri+1 in (6) with ˜ ai+1,˜ bi+1, ˜ di+1 and ˜ ri+1.
Lemma 1. For f ∈ Fr, there holds
εn = max
i=1,...,n
max
n
|ai − ˜ ai|,


bi −˜ bi
 
,
 
di − ˜ di
 
,|ri − ˜ ri|
o
= O

n−(r+3)

(26)
as n → +∞.
Proof. Let us ﬁrst note that for x ∈ [xi,xi+1] and j = 1,2 the following inequality
holds:
sup
x∈[xi,xi+1]
|uj,i (x) − lj,i (x)| = sup
x∈[xi,xi+1]


 

u
(r+2)
j,i (ξx)
(r + 2)!
(x − xi)
r+2


 

≤ Cj · hr+2. (27)
Hence
max
i=1,...,n
|ai+1 − ˜ ai+1| = max
i=1,...,n

 
 

xi+1 Z
xi
f (x)(u2,i (x) − l2,i (x))dx

 
 

≤
≤ D0 · h · sup
x∈[xi,xi+1]
|u2,i (x) − l2,i (x)| ≤
≤ D0 · h · C2 · hr+2 = O
 
hr+3
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and
max
i=1,...,n
|ri+1 − ˜ ri+1| = max
i=1,...,n
 

 

xi+1 Z
xi
t Z
xi
f (s)(u2,i (s) − l2,i (s))dsdt
 

 

≤
≤
1
2
h2 · D0 · sup
x∈[xi,xi+1]
|u2,i (x) − l2,i (x)| ≤
≤
1
2
h2 · D0 · C2 · hr+2 = O
 
hr+4
(29)
In a similar way, we obtain
max
i=1,...,n

 bi+1 −˜ bi+1

  = O
 
hr+3
, (30)
max
i=1,...,n
 
di+1 − ˜ di+1
 
 = O
 
hr+4
. (31)
Using (28) − (31), we get the desired upper bound on εn.
We now show that system (13) has a unique solution.
Fact 4. Matrix ˜ An in (13) is nonsingular.
Proof. From Fact 3. there follows that

A−1
n


∞ = O(n),
as n → ∞. Since
˜ An = An

I + A−1
n

˜ An − An

and


 ˜ An − An



∞
= O
 
hr+3
(see (26)), we infer that ˜ An is nonsingular for a suﬃ-
ciently large n.
Lemma 2. System (13) with coeﬃcients ˜ ai+1,˜ bi+1, ˜ di+1 and ˜ ri+1 has the unique
solution ˜ s such that
ks − ˜ sk∞ = O

n−(r+2)

. (32)
Proof. Note ﬁrst that there exists a constant S1 independent of n (see [6]) such that
sup
x∈[0,T]
|uf (x)| ≤ S1. (33)
Since
u0
f (T) = u0
f (x) +
T Z
x
f (t)uf (t)dt218 Tomasz Drwięga
for x ∈ [0,T], then
sup
x∈[0,T]

u0
f (x)

 ≤ sup
x∈[0,T]

 

 
T Z
x
f (t)uf (t)dt

 

 
≤ T · D0 · S1 := S2. (34)
Moreover, from Lemma 1, we derive
k˜ p − pk∞ = |c|max
n 
˜ b1 − b1
 
,
 
˜ d1 − d1
 

o
≤ |c|εn, (35)
where c is a number given in (2). From Fact 4 we know that matrix ˜ An is nonsingular.
Now using (10), (11), (24) and (35) we obtain
ks − ˜ sk∞ ≤

A−1
n


∞
1 −

A
−1
n


∞

  ˜ An − An

 
∞

ksk∞

  ˜ An − An

 
∞
+ k˜ p − pk∞

=
= O
  A−1
n
 
∞ εn

= O
 
hr+2
,
(36)
which proves (32).
Based on Lemma 2, we now prove a theorem that gives an upper bound on the
error of φ∗.
Theorem 1. Let f be a function from class Fr. There exists a constant K1, depending
only on parameters of the class Fr, such that for a suﬃciently small h there holds
e(φ∗,Fr) ≤ K1 · hr+2.
Proof. We shall ﬁnd an upper bound on
sup
x∈[0,T]
|uf (x) − ˜ uf (x)| = max
i=0,...,n−1
Ei, (37)
where Ei = sup
x∈[xi,xi+1]
|uf (x) − ˜ uf (x)|. Note that
Ei = sup
x∈[xi,xi+1]
|siu1,i (x) + s0
iu2,i (x) − ˜ sil1,i (x) − ˜ s0
il2,i (x)| ≤ Hi + Mi, (38)
where
Hi = sup
x∈[xi,xi+1]
|siu1,i (x) − ˜ sil1,i (x)|, (39)
Mi = sup
x∈[xi,xi+1]
|s0
iu2,i (x) − ˜ s0
il2,i (x)|. (40)
Note ﬁrst that there exist constants R1 and R2 depending only on D0,...,Dr and T
(see [6, pp. 420–422]) such that for each i
sup
x∈[xi,xi+1]
|u1,i (x)| ≤ R1The use of integral information... 219
and
sup
x∈[xi,xi+1]
|u2,i (x)| ≤ R2.
Combining this with (27), we obtain the bound
Hi = sup
x∈[xi,xi+1]
|siu1,i (x) − ˜ siu1,i (x) + ˜ siu1,i (x) − ˜ sil1,i (x)| ≤
≤ |si − ˜ si| · sup
x∈[xi,xi+1]
|u1,i (x)| + |˜ si| · sup
x∈[xi,xi+1]
|u1,i (x) − l1,i (x)| ≤
≤ |si − ˜ si| · R1 + (|si − ˜ si| + |si|) · C1hr+2.
In a similar way, we obtain
Mi ≤ |s0
i − ˜ s0
i| · R2 + (|s0
i − ˜ s0
i| + |s0
i|) · C2hr+2. (41)
Using (33), (34) and Lemma 2, we consequently obtain
max
i=0,...,n−1
Ei ≤ max
i=0,...,n−1
Hi + max
i=0,...,n−1
Mi ≤
≤ max
i=0,...,n−1
|si−˜ si| ·
 
R1+C1hr+2
+ max
i=0,...,n−1
|uf (xi)| · C1hr+2+
+ max
i=0,...,n−1
|s0
i−˜ s0
i| ·
 
R2+C2hr+2
+ max
i=0,...,n−1

u0
f (xi)

 · C2hr+2≤
≤ Chr+2  
R1 + C1hr+2
+ S1C1hr+2+
+ Chr+2  
R2 + C2hr+2
+ S1C2hr+2 ≤
≤ hr+2 (CR1 + CR2 + S1C1 + S2C2) + (CC1 + CC2)hr+4 ≤
≤ K1hr+2,
(42)
where constant K1 is independent of n. This ends the proof of the theorem.
The above result leads to the following upper bound on the complexity of (2).
Corollary 2. For problem (2) there exists a positive constant K such that
complin (ε) ≤ K

1
ε
1/(r+2)
. (43)
Comparing this with the complexity of this problem based on standard informa-
tion described by (4), we see that the use of integrals of f yields an improvement
over standard information. In this case the ε-complexity turns out to be of order
(1/ε)
1/(r+2); therefore, we get a speed-up by 2 in the denominator of the exponent,
in comparison with an algorithm based on standard information.
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