Abstract. We consider the stochastic cable equation that involves an integral with respect to a general random measure. We prove that the paths of the mild solution of the equation are Hölder continuous.
Introduction
The aim of this paper is to study the following stochastic cable equation: The cable equation describes the change of the potential u(t, x) of the responses of nerve cells (see [1, Chapter 3] , [2] , [3] ). In the presence of random inputs received by the nerve cells it is natural to study the above equation with a certain stochastic term. Note that this equation becomes the heat equation for u 1 after the change u(t, x) = e −t u 1 (t, x). The stochastic cable equation and its properties are studied in [1] (Theorem 3.2), [4] (Theorem 3.1), [5] (Section 4.4), [6] . The stochastic heat equation with analogous boundary conditions is considered in [7] .
In all these papers, the randomness comes via an integral with respect to a martingale measure, that is, with respect to an integrator possessing certain properties. In this paper, we assume that the integrator is σ-additive in probability. It is worthwhile mentioning that the stochastic term does not depend on u.
Partial differential equations with general stochastic measures and the regularity of their solutions are studied in [8] - [10] .
The paper is organized as follows. Section 2 contains some results and necessary definitions concerning stochastic measures. A mild solution is also considered in Section 2. The Hölder property with respect to x and t is proved in Sections 3 and 4, respectively, for the stochastic integral. The Hölder property for the mild solution of the stochastic cable equation is proved in Section 5.
Auxiliary results
Let X be an arbitrary set, B a σ-algebra of subsets of X, and (Ω, F, P) a complete probability space. By L 0 = L 0 (Ω, F, P), we denote the set of all random variables (the
The integral with respect to the fractional Brownian motion B H (x) with a given Hurst index H > 1/2 defines a stochastic measure in a similar way (this follows from inequality (1.5) of [11] ). Other examples as well as conditions to be imposed on a stochastic process with independent increments under which its increments generate a stochastic measure can be found in Sections 7 and 8 of [12] .
An integral A h(x) dμ(x), where h : X → R is a measurable nonrandom function and A ∈ B, is constructed and studied in [13] . The integral is constructed in a standard way by using an approximation by simple functions. An analogous construction is used in Chapter 7 of [12] . In particular, every bounded measurable function h is integrable with respect to every stochastic measure μ. An analogue of the Lebesgue dominated convergence theorem holds for this integral (see Corollary 1.2 in [13] or Proposition 7.1.1 in [12] ).
We consider a mild solution for equation (1.1) ; that is, we consider a random function u defined by the equality
Here G is the fundamental solution of the homogeneous cable equation (in other words, a solution of equation (1.1) with σ = 0) and μ is a stochastic measure defined on the Borel σ-algebra in [0, L] ⊂ R. The integral with respect to dy in (2.1) is considered for random functions for each fixed ω. The definition of the mild solution given above is analogous to the definition (3.11) of [1] . It is known that For n ≥ 1, let
In what follows we use the Besov spaces
Recall that the norm in these classical Banach spaces is given by
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where
(see, for example, [14] ). We need the following result to prove the Hölder property of paths of the integral with respect to μ.
Then there exists a versionζ(z) of the random function
for some constant C (that is independent of z and of ω) and for all ω ∈ Ω.
Lemma 2.1 is proved in [9] for q(y, z) :
The change of variables establishes the general case. Lemma 3.1 of [9] implies that (2.5)
Below we use the following conditions.
Condition 1. The function σ(t, x)
∂t ∂x , which is continuous with respect to the pair of arguments. 
Condition 2. The function
has a version whose paths satisfy the Hölder condition of order γ 1 .
Proof. Put
Given an arbitrary number γ 1 < 1 6 , Lemma 5.1 of [9] implies that the stochastic process 
possess the Hölder property (see Lemma 5.1 of [9] ). For fixed t, x 1 , and x 2 , consider 
4(t − s)
for some x * ∈ (0, L) and y * ∈ (0, L) and all n = 0 (we estimated the derivatives and used the bounds 0 < x * and y * < L). Analogously
for n = 0, 1. Since
the left hand sides of both inequalities (3.1) and (3.2) do not exceed (3.4)
4(t − s) .
The square of the latter expression is integrable in the interval [0, t], whence we conclude that
Using the Lagrange formula we get (3.6)
4(t − s)
for n = 0. A bound, similar to (3.3) and (3.4), proves that |g(y)| ≤ C |x 2 − x 1 |. In particular,
Relations (2.3), (2.4), (2.5), (3.5), and (3.7) imply that the process
has a Hölder version of order γ 1 if 1/2 < α < 1. Taking into account the properties of paths of ϑ (1) , ϑ (2) , and ϑ (3) , we complete the proof of the theorem. 
has a version that satisfies the Hölder condition of order γ 2 .
n (t, s, y).
According to Lemma 6.1 in [9] , the process
has a version with Hölder paths of order γ 2 for all γ 2 < 1 18 . Considering the integrals with respect to stochastic measures dμ(−y), dμ(2L − y), and dμ(y − 2L), and reasoning as in the case of processes ϑ (2) and ϑ (3) in Section 3, we obtain the same property of paths corresponding to the cases where y + x, or y + x − 2L, or y − x − 2L are substituted for y − x in the exponent. Thus the conclusion of the theorem holds for the terms with f 0 andf 1 inθ(t). Given x and t 1 < t 2 , denotē
First we estimateḡ(y +h)−ḡ(y) and then use (2.3) and (2.4). Throughout this section we consider the case of n = 0, 1. We have
4(t − s) .
Similarly to (3.3) and (3.4),
.
For the latter inequality, we used the bound
The sum over n = 0, 1 does not exceed
The expression (4.1) is bounded for 0 ≤ s < t 1 < t * < t 2 , whence
In addition,
The sum of the latter terms over n = 0, 1 does not exceed
Relations (2.3), (2.4), (2.5), (4.2), and (4.4) imply that, for an arbitrary 1/2 < α < 1,
has a Hölder version of order γ 2 . Taking into account the properties of the pathsθ (1) mentioned above as well as those of the analogous three processes we complete the proof of the theorem. satisfies the Hölder condition (5.1) (see Theorem in [9] ). Changing the variable y, we prove that all terms in (2.2) possess the same property. Considering the sum in (2.2) over all n = 0, 1 we deduce from bounds (3.4) and (3.6) with s = 0 and with u 0 instead of σ that the Hölder condition holds with respect to the variable x. A similar reasoning with the help of (4.3) implies that the Hölder condition holds with respect to the variable t, too. Theorems 3.1 and 4.1 imply that u has a Hölder version with respect to x and a Hölder version with respect to t.
Properties of a solution of the equation

