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Abstract 
The law of sintering temperature’ changing during resistance furnace sintering is the very important technology 
information. Support vector machines (SVMs) have been successfully employed to solve nonlinear regression and 
time series problems. In order to improve time efficiency of prediction, a new sintered furnace temperature law 
prediction model and method based on SVM in this paper. Moreover, simulated annealing (SA) algorithms were 
employed to choose the hyperparameters of a SVM model. A comparison of the performance between SVM 
optimized by Particle Swarm Optimization (SVM-PSO) and SVM-SA is carried out. Experiments results demonstrate 
that SVM-SA can achieve better accuracy and generalization than the SVM-PSO. Consequently, the SVM-SA model 
provides a promising alternative for sintered furnace temperature law. 
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1. Introduction 
With the development of microelectronic technique, power consumption and heat dissipation have 
become the bottleneck that hinders microelectronic technique from further development [1]. Efficient 
cooling is important to the successful operation of modern electronic devices. The amount of heat 
generated in these electronic devices must be dissipated in order to maintain the operating temperature 
limit. One of the most promising candidates for the electronic components is heat pipes, which offer a 
better alternative to liquid cooling provided they can handle the heat flux and power requirements. 
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Micro heat pipes (MHPs) have many good characteristics, such as high heat conductivity, good 
isothermal temperature, variability of heat flux, reversibility of heat flow direction, thermodiode, heat 
switch performance, temperature steadiness and adaptability to environment [2í4], and greater heat transfer 
efficiency that is several hundredfold or even thousand fold of that of copper rod. As MHP’s heat transfer 
capability, to a large extent, depends on the capillary structure of its wick. Sintered powder metal wicks 
offer several advantages over other wick structures. An emerging advantage of the sintered powder wick 
is its ability to handle high heat fluxes with usually low thermal resistance. Since sintered powder wicks 
are generally more than 50% porous, there is, accordingly, a large surface area for evaporation. Another 
advantage of a heat pipe with a sintered powder wick, especially for the cooling system of electronic 
devices, is that it can work in any orientation. Since a sintered powder wick is integral with the heat pipe 
envelope, and there is enough fluid charge just to saturate the wick, the heat pipe can be subjected to 
freeze/thaw cycles without degradation in performance. The above attributes make the sintered powder 
wick the optimal structure for many thermal management solutions. 
Manufacturing of MHPs’ sintered wicks has rigorous demands for quality, purity and cell size of a 
single copper powder, sintering temperature and sintering uniformity. The whole apparatus formed was 
then placed on the steadier and sintered at some certain sintering temperatures in RXLí12í11 resistance 
furnace for some durations of time. The appropriate sintering technological parameters were determined, 
which could help to solve the technical problem of sintering a thin layer of copper powders in inner wall 
of slender copper tube with a larger porosity, so as to provide some technical data for manufacturing 
MHPs with sintered wicks. The law of sintering temperature' changing during resistance furnace sintering 
is the very important technology information. if adopting the traditional trial and error methods, scores of, 
even hundreds long time of tests must be done in order to find the optimum technology parameters 
because technology parameters vary so sharply that the data are very difficult to be collected. 
In order to overcome the shortcoming, support vector machines (SVMs) proposed by Vapnik [5] has 
been receiving increased attention with remarkable results. With the introduction of İ-insensitive loss 
function, SVM has been extended to solve nonlinear regression estimation problems, such as new 
techniques known as support vector regression (SVR), which have been shown to exhibit excellent 
performance. Thus, SVR had been successfully employed to solve forecasting problems in many fields. 
Such as traffic flow time series forecasting, engineering and software field forecasting, atmospheric 
science forecasting, and so on. Meanwhile, SVR model also had been successfully applied to forecast 
electric load. The practical results indicated that poor forecasting accuracy is suffered from the lack of 
knowledge of the selection of the three parameters (ı, C, and İ) in a SVR model. 
Due to lacking of structured ways in determining three free parameters in SVR, in this investigation, 
SVR model, whose control parameters were optimized by the Simulated Annealing alogrithm (SA), was 
developed to predict the sintered furnace temperature law. Subsequently, SVR model was built using 
sintered furnace temperature historic data as the training samples. 
The remainder of this paper is organized as follows. In Sections 2 and 3, we explain the methodology. 
Section 4 gives experimental results. Finally, Section 5 concludes the paper. 
2. Regression arithmetic of support vector machine (SVR) 
SVR is to map the input data x into a higher dimensional feature space through a nonlinear mapping F 
and then a linear regression problem is obtained and solved in this feature space. Here, given a set of data 
^ `),(,),,(,),,( 11 llii yxyxyxT "" , where ni Rx  is an arbitrary data point and Ryi   denotes 
the corresponding output value, the SVM regression function can be formulated as 
bxy  )(MZ                                                               (1) 
 Zeng Dehuai et al. /  Physics Procedia  25 ( 2012 )  427 – 434 429
 
where ĳ(·) denotes the non-linear mapping function, Ȧ denotes the weight vector and b denotes the 
bias term. İ-SVR is to find a function y that has at most İ deviation from the actually obtained targets di 
for all the training data and at the same time is as flat as possible. We do not care about errors as long as 
they are less than İ, but will not accept any deviation larger than this. Flatness in this case means to 
reduce the model complexity, so that we can write this problem as a convex optimization problem: 
2
1 2
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It is known that the regression estimation function is the one that minimizes (2) with the following 
İ-insensitive loss function, defined as: 
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where both C and İ are user-determined parameters; di denotes the actual value at period i; yi 
represents the forecasting value at period i. Additionally, the first term in (2) denotes the empirical error. 
The second term in (2) represents the function flatness. The C is used as the trade-off between the 
empirical risk and the model flatness. Sometimes, this may not be the case, or we also may want to allow 
for some errors. Two positive slack variables * and ii [[ are introduced to represent the distance from 
actual values to the corresponding boundary values of the İ-tube. Then, Eq.(2) is transformed into the 
following constrained form: 
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Introduction Lagrange multipliers **  and ,, iiii KKDD , we can write the corresponding primal Lagrangian 
as: 
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Finally, by applying Karush-Kuhn-Tucker (KKT) conditions for regression, the optimization 
formulation can be transformed into a dual problem, get: 
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where *, ii DD  are the so-called Lagrangian multipliers. They satisfy the equalities 0*   ii DD .  
The Lagrange multipliers 
iD  and 
*
iD , are calculated and an optimal weight vector of the regression 
hyperplane is expressed as: 
¦
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Hence, the regression function is expressed as 
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Where the constant b is written as 
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Notably, a number of coefficients ( *ii DD  ) are non-zero values and the corresponding training data 
points have approximation error equal to or larger than zero. They are called support vectors. xr and xs in 
Eq.(9) are support vectors. nsv denotes the number of the total support vectors. 
The term ),( ji xxK  in Eq.(8) is defined as kernel function, where the value of kernel function equals 
the inner product of two vectors xi and xj in the feature space ĳ(xi) and ĳ(xj), meaning that 
)()(),( jiji xxxxK MM  . Any function that satisfies Mercer’s condition can be used as the kernel 
fuction. In SVM, radial basis function (RBF) K(xi,xj) = exp(-||xi-xj||/2ı2), polynomial basis function K(xi, xj) 
=((xi·xj)+b)d (b0, d is the natural number), and sigmoid function K(xi,xj)=tanh(k(xi·xj)+v) are typical 
examples of kernel function. Only one variable needs to be determined in the radial basis function, In 
addition, SVM constructed by radial basis function has excellent nonlinear classification ability. Thus, in 
this work, RBF is used in the SVM.  
The selection of the three positive parameters, į, İ and C of a SVM model is important to the accuracy 
of the forecasting. However, structural methods for confirming the selection of parameters efficiently are 
lacking. Therefore, a simulated annealing algorithm (SA) is used in the proposed SVM model to optimize 
the parameter selection. 
3. SA for Parameter Tuning of SVM 
The original intension of Simulated Annealing (SA) is similarity between annealing procedure of solid 
material in physics and general combination optimization problem and its application field is extended 
from the original combination optimizing problem to continuous space optimizing problem. Under a 
given original temperature the simulated annealing algorithm could randomly search the globally optimal 
solution of the object function in the solution space with the gradually-descending annealing temperature. 
Even at the locally optimal solution its probability jumping property will make optimizing procedure 
escape from this point and finally go to the global optimal solution. 
Based on the study of Boltzmann and Metropolis et al [6]. Kirkpatrick claimed that the Metropolis 
approach is conducted for each temperature on the annealing schedule until thermal equilibrium is 
reached [7]. Additionally, a prerequisite for applying the SA algorithm is that a given set of the multiple 
variables defines a unique system for which the objective function can be calculated. The SA algorithm in 
our investigation is described as follows: 
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Step 1 (Initialization). Set upper bounds of the three SVM positive parameters, į, İ and C. then, 
generate and feed the initial values of the three parameters into the SVM model. The absolute value of the 
forecasting error is defined as the system state (E). Here, the initial state (E0) is obtained. 
Step 2 (Provisional state). Make a random move to change the existing system state to a provisional 
state. Another set of the three positive parameters are generated in this stage. 
Step 3 (Acceptance tests). The following equation is employed to determine the acceptance or rejection 
of the provisional state: 
°¯
°
®
­
d
d!
otherwise            lprovisiona Reject the
)()( if  state lprovisiona Accept the
10),Accept  (and  ),()( if  state lprovisiona Accept the
new
newnew
old
told
SESE
pSPpSESE
     (10) 
In Eq.10, E(s) denotes the energy of state s, p is a random number to determine the acceptance of the 
provisional state. If the provisional state is accepted, then set the provisional state as the current state. 
Step 4 (Incumbent solutions). If the provisional state is not accepted, the return to Step 2. Furthermore, 
if the current state is not superior to the system state, then repeat step 2 and 3 until the current state is 
superior to the system state and, finally, set the current state as the new system state. Previous studies 
indicated that maximum number of loops (Nsa) is 100d to avoid infinitely repeated loops, where d denotes 
the problem dimension. In this study, the three parameters (į, İ and C) are used to determine the system 
states, therefore, Nsa is set to 300. 
Step 5 (Temperature reduction). After the new system state is obtained, reduce the temperature. The 
new temperature reduction is obtained by the following equation                                           
10 where ,mperature)Current te (  re temperatuNew  UU                    (11) 
Where ȡ is set at 0.9 in this work. If the pre-determined temperature is reached, then stop the algorithm, 
and the latest state is an approximate optimal solution. Otherwise, go to step 2. 
The following mean square deviation index, shown as Eq.11, used as the criterion for identifying 
sutbale parameters for use in the SVM-SA algorithm. 
2
1
)ˆ(1 i
N
i
i yyN
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                                                          (12) 
Where N is the number of samples in the training set,
iyˆ and iy represents the training output value and 
the expectation output value of SVM, respectively. 
The architecture of proposed SVM forecasting model can be illustrated in Fig. 1. The SA algorithm is 
used to seek a better combination of the three parameters in the SVMs. 
 
 
 
 
 
 
 
 
Fig.1 Architecture of SVM-SA forecasting model 
4. Wick Sintered temperature forecasting model based on SVR-SA 
4.1. Problem formulation 
Parameters selection 
Parameters obtained 
Stop condition 
SA optimize 
Forecasting 
Error calculation 
SVM 
N 
Y 
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According to the changes of time series of the temperature, the current temperature is certainly linked 
with that of several hours ago. Thus the previous hydrogen-producing reactor temperature sequence data 
can be used to predict the future reactor temperature. Assuming Ti(t) is the temperature value of sintered 
temperature in t moment, Ti(t-1) is the temperature value in t-1 moment. The temperature value of 
sintered temperature of current and previous m time period can be used to forecast the reactor temperature 
value in the future time period. Let Ti(t), Ti(t-1), …, Ti(t-m) be the samples input vector in t moment as 
xi , Ti(t+1) be the samples output value yi. 
Chosen sintered temperature value samples as initial training set: ^ `niyxssS iiii ,,2,1),,( "   . 
According to SVR algorithm, the initial prediction regression function is obtained. Then the prediction 
value for sintered furnace temperature iyˆ is: 
¦
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4.2. Data Pre-processing 
The samples are divided into two data sets: the training data sets and the testing data sets. Subject to 
random factors (e.g. transmission errors, etc.), it can not be avoided to lose data accuracy such as data 
errors and data loss, so the primary data preprocessing need to be implemented to correction errors. The 
training data is smoothly processed to eliminate singular value, and the experimental data (including 
training data and testing data) is normalized, which can improve generalization capability of SVR. If the 
data is unequal interval series, unequal interval series are transformed into equal interval series to train 
SVR.  
In order to avoid the influence of difference between factors, the parameters of input and output are 
normalized as Eq.(19), the learning data are scaled into [0, 1]:  
1)(2
minmax
min 

 
yy
yyy ii  
4.3. Sintered Temperature using SVR-SA Model 
While using SVR-SA model for sintered furnace temperature law forecasting, in the training stage, 
firstly the hyper-parameters C, İ and ı of SVM model are optimized by SA, Then, the optimal parameters 
are utilized to train SVM model. The testing data sets are used to examine the accuracy of the forecasting 
model. 
Cross-validation is a popular technique for estimating generalization performance. In order to better 
evaluate the performance of the proposed approach, we also use the k-folds cross validation to chosen the 
appropriate parameters (C, İ and ı). In this example, we use k = 5 for the number of folds. The optimal 
parameters of SVR searched by SA are C = 8.048, İ = 0.9813, ı = 0.7541. Using the parameters 
determined by SA and several groups of parameters selected randomly to establish reactor temperature 
prediction models based on SVR-SA, the tuning results are given in Table 1. It can be seen from Table 1, 
the model established by the optimal parameters has the best prediction effect. Therefore, the practical 
prediction model of sintered furnace temperature based on SVR-SA is established. 
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Tab.1 SVR-SA optimal forecasting parameters 
No. 
Hyper-parameters NMSE of 
testing ı C İ 
1 0.6415 6.125 0.5798 0.2561 
2 0.4126 3.196 0.4521 0.3721 
3 0.5642 7.103 0.4213 0.3345 
4 0.7541 8.048 0.9813 0.2416 
5 0.6958 9.242 0.9214 0.2945 
 
From Fig. 2, it can be observed that some parts of the fitness curve of SVM based on SA obviously 
vibrate but the fitness curve of SVM based on PSO does not, which shows that the SVM based on SA 
accepts worse solutions sometimes and indicates its better ability to escape from a local optimum. 
Moreover, SVM based on SA got the better results than SVM based on PSO in the end, owing to the 
increased diversity in the particles by SA algorithm. 
 
Fig.2. Prediction comparison using SVM-SA and SVM-PSO 
5. Conclusions 
This study applied SVR to the forecasting fields of sintered furnace temperature time series. To build 
stable and reliable forecasting models, the parameters of SVR must be specified carefully. Generally, SA 
can be used to select suitable parameters to forecast sintered furnace temperature, which avoids 
over-fitting or under-fitting of the SVM model occurring because of the improper determining of these 
parameters. This study proposed a SA algorithm for dynamically optimizing the three parameters of the 
support vector regression. Experimental results demonstrate the feasibility of successfully applying this 
novel hybrid SVR-SV model to the complex forecasting problem. The proposed model has a better ability 
to escape from the local optimum and a better predicting ability than SVM-PSO. Additionally, there are a 
large number of research directions that can be considered as useful extensions of this research. 
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