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SUMMARY
The analysis of natural direct and principal stratum direct effects has a controversial history in statistics
and causal inference as these effects are commonly identified with either untestable cross-world inde-
pendence or graphical assumptions. This paper demonstrates that the presence of individual level natural
direct and principal stratum direct effects can be identified without cross-world independence assump-
tions. We also define a new type of causal effect, called pleiotropy, that is of interest in genomics, and
provide empirical conditions to detect such an effect as well.
Some key words: Direct effects; principal stratum; natural direct effect; mediation; pleiotropy.
1. INTRODUCTION
1·1. Natural and principal stratum direct effects
The analysis of natural direct and principal stratum direct effects has a long history in statistics and
causal inference (Pearl, 2009; VanderWeele, 2015; Frangakis & Rubin, 2002; Robins & Greenland, 1992).
All of these effects are well defined in a counterfactual or potential outcome framework (Pearl, 2009; Van-
derWeele, 2015; Frangakis & Rubin, 2002; Robins & Greenland, 1992), but these effects are commonly
identified using either untestable cross-world independence assumptions or graphical assumptions (Pearl,
2009; VanderWeele, 2015; Frangakis & Rubin, 2002; Robins & Greenland, 1992). Consequently, the
identification and use of these effects in research has elicited controversy from authorities across varied
disciplines (Pearl, 2009; VanderWeele, 2015; Frangakis & Rubin, 2002; Robins & Greenland, 1992). The
first contribution of this paper is demonstrating that individual level natural direct and principal stratum
direct effects can sometimes be empirically detected without cross-world independence assumptions.
The second contribution of this paper is the derivation of novel constraints on the counterfactual dis-
tribution of different direct effects should one reject a null hypothesis corresponding to no direct effect.
These constraints provide useful information on the magnitude of the corresponding direct effect in com-
parison to the other direct effects. Such constraints enable statisticians to uncovermechanisms of the effect
of a treatment on an outcome. Related results when one assumes that the treatment has a monotonic effect
on the potential mediator are also derived.
As a consequence of our work, the detection of direct effects can sometimes be carried out with no
stronger identification assumptions than the assumptions needed to analyze total effects in randomized
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clinical trials (VanderWeele, 2015; Imbens & Rubin, 2015). Finally, we also define “individual level
pleiotropic effects” to be present when a treatment is shown to cause two different outcomes in a sin-
gle individual in the population. Such an effect is of interest in understanding the etiology of different
phenotypes from single gene or allele.
2. IDENTIFICATION OF INDIVIDUAL LEVEL DIRECT EFFECTS
2·1. Notation and assumptions
Let Y denote a binary outcome. In addition, suppose a binary treatment X ∈ {0, 1} is randomized at
baseline, and a binary variable M ∈ {0, 1} is also observed at a time between measurement of Y and
the assignment of treatment X. The individuals in our study, denoted by symbol ω, compose a finite
population, denotedΩ. Define counterfactuals Yx(ω) andMx(ω) to be the value of Y andM respectively
had we set the value of the treatment X to x for individual ω. The manipulated counterfactual Yx,m
denotes the value of Y had we set X to x andM tom. Finally, define the counterfactual Yx,M
x
′
(ω) to be
the value of Y had we set the value of the treatmentX to x and set the value of the variableM to the value
it would take had we set X to some value x′, that could be different to x. Denote pc(y1, y0,m1,m0) =
pr(Y1,M1 = y1, Y0,M0 = y0,M1 = m1,M0 = m0).
The individual level total effect is defined as Y1(ω)− Y0(ω). The individual pure direct effect is defined
as Y1,M0(ω)− Y0,M0(ω) and the total indirect is defined as Y1,M1(ω)− Y1,M0(ω) (Robins & Greenland,
1992). Similarly, the total direct is defined as Y1,M1(ω)− Y0,M1(ω), and the individual pure indirect
effect is defined as Y0,M1(ω)− Y0,M0(ω)(Robins & Greenland, 1992). These pure and total direct and
indirect effects are sometimes also referred to as natural direct and indirect effects (Pearl, 2009). The
individual controlled direct effect is defined as Y1,m(ω)− Y0,m(ω). We say there is a principal stratum
direct effect if for some individual ω for whom M1(ω) = M0(ω) = m, we have Y1(ω)− Y0(ω) 6= 0.
Population total, total direct, pure direct, total indirect, pure indirect and controlled direct effects are
derived through taking expectations of the relevant individual level effects. The population level principal
stratum direct effect of stratum M1(ω) = M0(ω) = m is defined as E(Y1 − Y0 |M1 = M0 = m) for
somem ∈ {0, 1} (Frangakis & Rubin, 2002).
With treatment randomized at baseline, one may make the ‘weak ignorability’ assumption (Yx,Mx) ∐
X . Unlike typical approaches to identify natural direct and indirect effects, no cross-world indepen-
dence assumptions of the form Yx,m ∐Mx′ | X (Pearl, 2009) are used to derive our results. Through-
out, we require the consistency assumption for both Yx and Mx, which means that when X(ω) = x then
Yx(ω) = Y (ω) and Mx(ω) = M(ω). This assumption states that the value of Y and M that would have
been observed if X had been set to what in fact they were observed to be is equal respectively to the
value of Y andM that was observed. Additionally, the consistency assumption for Yx,m means that when
X(ω) = x and M(ω) = m, then Yx,m(ω) = Y (ω). Finally, we assume the composition axiom, which
states that when Mx(ω) = m for some m ∈ {0, 1}, then Yx,m(ω) = Yx(ω). The randomization, consis-
tency, and composition assumptions are the only assumptions necessary to derive our results. The assump-
tions needed to identify such direct effects in observational studies is provided in the online supplement.
Proofs of all results are given in the Appendix.
2·2. Identification direct effects
THEOREM 1. Suppose X is randomized at baseline. If for some y ∈ {0, 1} and m ∈ {0, 1}, pr(Y =
y,M = m | X = 1) + pr(Y = 1− y,M = m | X = 0) > 1, then there exists a non-empty subpopula-
tion Ωs ⊆ Ω such that for every ω ∈ Ωs, Y1,M1(ω) = y, Y0,M0(ω) = 1− y, M1(ω) = m and M0(ω) =
m.
COROLLARY 1. SupposeX is randomized at baseline. If for some y ∈ {0, 1} andm ∈ {0, 1}, pr(Y =
1,M = 0 | X = 1) + pr(Y = 0,M = 0 | X = 0) > 1, then there exists a non-empty subset Ωs ⊆ Ω
such that for every ω ∈ Ωs, Y1,M1(ω)− Y0,M0(ω) = Y1,M1(ω)− Y0,M1(ω) = Y1,M0(ω)− Y0,M0(ω) =
Y1(ω)− Y0(ω) = 1, with M1(ω) = M0(ω) = 0, and Y1,M1(ω)− Y1,M0(ω) = Y0,M1(ω)− Y0,M0(ω) =
0, i.e. the total effect, total direct effect, pure direct effect, principal stratum direct effect with M1(ω) =
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M0(ω) = 0 are all equal to 1, and the total indirect and pure indirect effects for individual ω are both
zero.
Theorem 1 and Corollary 1 allow for the empirical detection of individual natural and principal stratum
direct effects. A somewhat related set of results to Theorem 1 are the empirical conditions to detect
individual level sufficient cause interaction (VanderWeele & Robins, 2008; VanderWeele et al., 2012b;
Ramsahai, 2013). Theorem 1 demonstrates that such logic can also be used to detect individual level
natural and principal stratum direct effects. Each of the four empirical conditions provided in Theorem 1,
will correctly identify when an individual principal stratum direct effect is present in the population.
Readers familiar with literature on the falsification of the binary instrumental variable model (Balke &
Pearl, 1997; Ramsahai & Lauritzen, 2011) will recognize that each of the empirical conditions in Theo-
rem 1 as the complement of one of four ‘instrumental inequalities’ (Balke & Pearl, 1997; Swanson et al.,
2018). The result closest to ours is the result of Cai et al. (2008) who demonstrate that non-zero popula-
tion average controlled direct effects can be identified under the ‘strong ignorability’ assumption through
rejecting the ‘instrumental inequality’ (Cai et al., 2008), but their result does not make any statement
about individual or population principal stratum or natural direct effects. Richardson & Robins (2010)
also discuss implications of falsifying the instrumental variable model, but their results do not imply our
results on individual principal stratum or natural direct effect. They also make no mention of individual
level principal stratum direct effects.
Sjo¨lander (2009) provides bounds for the population natural direct effect. These bounds for the popu-
lation natural direct effect are different to the Cai et al. (2008) bounds on the population controlled direct
effect. It is simple to demonstrate that if the Sjo¨lander (2009) lower bound (upper bound) of the natu-
ral direct effect is greater than zero (less than zero) respectively, then one of the inequalities associated
with Theorem 1 holds. However, if we consider the converse, an inequality with Theorem 1 can hold, but
the Sjo¨lander (2009) bounds for the population natural direct effect could include zero. The difference
stems from Sjo¨lander (2009) presenting bounds on the population average natural direct effects, while we
present lower bounds on the proportion of individuals that display a particular form of a principal stratum
direct effect and consequently a natural direct effect.
Other authors derive bounds on the principal stratum direct effects assuming that the relevant principal
stratum exists (Zhang & Rubin, 2003; Hudgens et al., 2003; Imai, 2008; Richardson & Robins, 2010),
whereas our results demonstrates that the relevant principal stratum must in fact exist, as shown below,
and provides information on the proportion of individuals that display such a principal stratum direct
effect in comparison to other counterfactual responses.
Natural direct and indirect effects are identified also if one assumes an underlying nonparametric struc-
tural equation models that imply the cross-world independence assumption (Pearl, 2009).We do not make
that assumption here. Moreover, under a nonparametric structural model framework, these natural direct
effects fail to be identified if there exists a post baseline confounder betweenM and Y that is also effected
by treatmentX (Avin et al., 2005). However, Theorem 1 will still correctly identify non-zero direct effects
even in the presence of a confounder betweenM and Y that is affected by treatmentX. Imai et al. (2013)
use a more elaborate experimental design in which both treatment and mediator are randomized to identify
the presence of indirect effects, but we are not assuming randomization of the mediator, only treatment.
We now give an additional result on the distribution of counterfactual response types corresponding to
direct effects.
PROPOSITION 1. Suppose X is randomized at baseline. If pr (Y = y,M = m | X = 1) + pr(Y =
1− y,M = m | X = 0) > 1 for m ∈ {0, 1} and y ∈ {0, 1} then we have the following counterfactual
result:
pc(y, 1− y,m,m) > pc(1−m, 1−m, 1−m, 1−m) + pc(1− y, y, 1−m, 1−m) + pc(1− y, y, y, 1− y)
+pc(1− y, y, 1− y, y) + pc(y, 1− y, 1−m, 1−m) + pc(m,m, 1− y, y)
+pc(m,m, 1−m, 1−m) + pc(1−m, 1−m, y, 1− y) + pc(1− y, y,m,m). (1)
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Theorem 1 demonstrates that individual level principal stratum are identified solely assuming random-
ization and consistency of counterfactuals. Corollary 1 then demonstrates that this individual level princi-
pal stratum direct effect is also a natural direct effect using the composition axiom. Finally, Proposition 1
demonstrates that if one rejects a null hypothesis of the form pr(Y = y,M = m | X = 1) + pr(Y =
1− y,M = m | X = 0) ≤ 1, for some y ∈ {0, 1} and m ∈ {0, 1}, then the counterfactual distribution
of (Y1,M1 , Y0,M0 ,M1,M0) is severely constrained. This constraint on the counterfactual distribution has
implications for understandingmechanisms in the population. It informs us that the proportion of individ-
uals for whom the treatment has a positive (or negative) total effect on the outcome and simultaneously the
treatment does not change the mediator value from some fixed valuem ∈ {0, 1} is greater than the propor-
tion of individuals for whom the treatment has a negative (or positive respectively) total effect and simulta-
neously the treatment does not change themediator value from some fixed valuem ∈ {0, 1}. Proposition 1
also informs us whether a direct effect of treatment is greater than other direct effects. Also note (1) im-
plies that pr(Y1 = y, Y0 = 1− y |M1 = m,M0 = m) > pr(Y1 = 1− y, Y0 = y |M1 = m,M0 = m).
3. IDENTIFICATION OF DIRECT EFFECTS WITH MONOTONICITY ASSUMPTIONS
3·1. Positive monotonicity of exposure on mediator
Now consider the setting of positive monotonicity defined as M1(ω) ≥M0(ω) for all ω ∈ Ω, that is,
there is no individual for whom treatment prevents the mediator M from occurring. While such mono-
tonic effects are never verifiable, they are falsifiable and can sometimes be justified with subject matter
knowledge. Under the assumption of monotonicity, there is a gain in the capacity to detect direct effects
in comparison to the results from the previous section. Additionally, if such assumptions are reasonable,
the tighter bounds enable detection of two different principal stratum direct effects in a population.
3·2. Identification of individual level direct effects under positive monotonicity
THEOREM 2. SupposeX is randomized at baseline. In addition suppose that X has a positive mono-
tonic effect on M . If pr(Y = y,M = m | X = 1−m) > pr(Y = y,M = m | X = m) for m ∈ {0, 1}
and y ∈ {0, 1}, then there exists a non-empty subpopulation Ωs ⊆ Ω such that for every ω ∈ Ωs,
Y1,M1(ω) = (1− y)m+ (1−m)y, Y0,M0(ω) = ym+ (1 −m)(1− y), M1(ω) = m andM0(ω) = m.
COROLLARY 2. SupposeX is randomized at baseline. In addition suppose thatX has a positive mono-
tonic effect onM . If pr(Y = 1,M = 0 | X = 1) > pr(Y = 1,M = 0 | X = 0), then there exists a non-
empty subpopulation Ωs ⊆ Ω such that for every ω ∈ Ωs, the total effect, total direct effect, pure direct
effect, principal stratum direct effect with M1(ω) = M0(ω) = 0 are all equal to 1, and the total indirect
and pure indirect effects for ω are both zero.
PROPOSITION 2. Suppose X is randomized at baseline. In addition suppose that X has a
positive monotonic effect on M . If pr(Y = y,M = m | X = 1−m) > pr(Y = y,M = m |
X = m) for m ∈ {0, 1} and y ∈ {0, 1}, then we have the following counterfactual result:
pc(m(1 − y) + y(1−m), ym+ (1−m)(1 − y),m,m) > pc(ym+ (1−m)(1− y),m(1− y) +
y(1−m),m,m) + pc(ym+ (1−m)(1 − y),m(1− y) + y(1−m), 1, 0) + pc(y, y, 1, 0).
Proposition 2 enables similar interpretations of distribution of the counterfactual contrasts that were
provided for Proposition 1. If pr(Y = 1,M = 0 | X = 1) > pr(Y = 1,M = 0 | X = 0), then the pro-
portion of individuals for whom treatment has a beneficial effect on Y and M1(ω) and M0 are still zero
is greater than the proportion of individuals for whom treatment has a harmful effect on Y and M1(ω)
and M0(ω) are still zero. The ‘instrumental inequalities’ assuming X having a positive monotonic ef-
fect on M are pr(Y = y,M = m | X = 1−m) ≤ pr(Y = y,M = m | X = m) for m ∈ {0, 1}, and
y ∈ {0, 1} (Balke & Pearl, 1997). These ‘instrumental inequalities’ serve as null hypotheses of the corre-
sponding principal stratum direct effect under investigation.At most two of the four inequalities associated
with Theorem 2 can hold.
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Example 1. Consider a population denoted Ω for which half of the individuals ω1 follow counterfac-
tual response type Y1,M1(ω1) = 1, Y0,M0(ω1) = 0, M1(ω1) = 0 and M0(ω1) = 0 and the other half of
individuals ω2 follow counterfactual response type Y1,M1(ω2) = 0, Y0,M0(ω2) = 1, M1(ω2) = 1 and
M0(ω2) = 1. We have M1(ω) ≥M0(ω) for all ω ∈ Ω. For such a population, the average pure di-
rect effect, E(Y1,M0 − Y0,M0), and the total direct effect, E(Y1,M1 − Y0,M1), are both zero. However,
the two null hypotheses associated with Theorem 2 are both falsified, indicating that the two princi-
pal stratum direct effects associated with individual response types ω1 and ω2 are both present in our
population. As noted in Richardson & Robins (2010), at most one of the the four inequalities asso-
ciated with Theorem 1 can hold, which means that without the monotonicity assumption, one can at
most detect one individual level principal stratum direct effect. However, two of the inequalities associ-
ated with Theorem 2 hold. We see that pr(Y = 1,M = 1 | X = 0) > pr(Y = 1,M = 1 | X = 1) and
pr(Y = 1,M = 0 | X = 1) > pr(Y = 1,M = 0 | X = 0) in this example. This means that both indi-
vidual level principal stratum direct effects can be detected using our results from Theorem 2.
Earlier, for the setting where one does not assume X has a positive monotonic effect on Y , we saw
Theorem 1 would identify individual level principal stratum and natural direct effects even when the
Sjo¨lander (2009) bounds for the natural direct effect included zero. The key difference between our results
and Sjo¨lander (2009) results for the monotonicity setting is that we only assume that X has a monotonic
effect onM , wheras Sjo¨lander (2009) makes additional monotonicity assumptions. We are able to detect
two different individual level principal stratum direct effects even under the scenario where the total effect
or natural direct effect is zero. Detection of two different principal stratum direct effects is not previously
described in literature (Sjo¨lander, 2009; Cai et al., 2008; Balke & Pearl, 1997; Swanson et al., 2018;
Richardson & Robins, 2010).
4. PLEIOTROPIC EFFECTS
In addition to variables and assumptions provided in Section 2, let Z denote an additional binary out-
come. As before, assume treatment X is randomized, so that X ∐ (Zx, Yx). We also require the consis-
tency assumption for Yx and Zx. This section will define pleiotropic effects, which are of importance in
the context of making inferences abut the effect of a single gene or treatment on two distinct outcomes or
phenotypes (Solovieff et al., 2013). The results provided herein enable scientists to discover such effects.
This section does not use notation Yx,m or Yx,M
x
′
from the previous three sections.
DEFINITION 1 (PLEIOTROPIC EFFECTS). A treatment or exposure X is defined to have an individual
level pleiotropic effect on outcomes Y and Z if there exists an individual ω ∈ Ω for whom one of the
following four counterfactual response types holds:
Y1(ω) = 1, Y0(ω) = 0, Z1(ω) = 1, Z0(ω) = 0;
Y1(ω) = 1, Y0(ω) = 0, Z1(ω) = 0, Z0(ω) = 1;
Y1(ω) = 0, Y0(ω) = 1, Z1(ω) = 1, Z0(ω) = 0;
Y1(ω) = 0, Y0(ω) = 1, Z1(ω) = 0, Z0(ω) = 1.
For the first condition, the treatment X is causative for both Y and Z. For the second condition, the
treatmentX is causative for Y and preventative forZ. For the third condition, the treatment is preventative
for Y and causative for Z. Finally, for the last condition,X is preventative for bothX and Y.
THEOREM 3. Suppose X is randomized at baseline. If pr(Y = 1, Z = 1 | X = 1) + pr(Y = 0, Z =
0 | X = 0) > 1, then there exists a non-empty subpopulation Ωs ⊆ Ω such that for all ω ∈ Ωs,
Y1(ω) = 1, Y0(ω) = 0 and Z1(ω) = 1, Z0(ω) = 0.
The other three counterfactual response types can be likewise detected using analogous results collected
in the online supplement. Theorem 3 enables the detection of individual level pleiotropic effects, but does
not distinguish between two different forms of individual level pleiotropy. The first situation is where X
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causes Y which in turn causes Z (or X causes Z which in turn causes Y ) and the second situation is
where X causes Y through a pathway not through Z and similarly X causes Z through a pathway not
through Y. The first situation is called ‘mediated pleiotropy’ and the second situation is known as ‘biologic
pleiotropy’ (Solovieff et al., 2013). Theorem 3 allows an investigator to detect if at least one of these two
types of pleitropy is present.
5. DATA ANALYSIS
Yerushalmy (2014), and other authors since (Herna´ndez-Dı´az et al., 2006; VanderWeele et al., 2012a),
have noted that maternal smoking (X) is associated with lower infant mortality (Y ) among low birth
weight infants (M), sometimes referred to as the birth weight paradox. In Yerushalmy’s data of white
mothers, the difference infant mortality comparing low birth infants whose mothers smoke versus those
who do not is 27/237− 43/197 = 0.114− 0.218 = −0.104. This might be interpreted as evidence for a
direct effect of maternal smoking on lowering infant mortality through pathways independent of low birth
weight. However, such analyses ignore the possibility of unmeasured factors that are common causes
of both low birth weight (M) and infant mortality (Y ), such as possibly malnutrition or a birth defect
(Herna´ndez-Dı´az et al., 2006; VanderWeele et al., 2012a). Even if the relationship betweenmaternal smok-
ing and birth weight is unconfounded, and also that between maternal smoking and infant mortality, an
unmeasured common cause of low birth weight and infant mortality could introduce bias of the analysis.
The results provided in our paper do not require having data on, or having controlled for, potential common
causes of low birth weight and infant mortality. The relevant condition from our results for testing for a
controlled, natural, or principal stratum direct effect is pr(Y = 1,M = 1 | X = 1)− pr(Y = 1,M = 1 |
X = 0) which gives, using Yerushalmy’s data, 27/3726− 43/6067 = 0.0072− 0.0070 = 0.0002 > 0
with a 95 perecent confidence interval of (−0.003, 0.004) and so there is in fact no statistical evidence
for a protective direct effect of maternal smoking on infant mortality not through birthweight for the low
birthweight infants using our conditions.
6. CONCLUSION
This work demonstrates that testing for individual level natural direct effects, principal stratum direct
effects, and pleiotropic effects can be implementedwith no stronger identification assumptions than testing
for a non-zero total effect. The identifiability assumptions that are needed to test the efficacy of a drug
in a randomized clinical trial are exactly the identifiability assumptions needed to test for the relevant
individual level direct effects. This embeds testing for these direct effects firmly within the Neyman-
Pearson testing paradigm. Previous literature studied the ‘instrumental inequalities’ and made significant
contributions to understanding some of their consequences, including that falsification of the ‘instrumental
inequality’ provides evidence for a non-zero population average controlled direct effect (Cai et al., 2008).
Our paper is the first to establish a tests for an individual level principal stratum direct effects and natural
direct effects without cross-world or graphical assumptions. Under monotonicity, our conditions can be
used to detect individual level natural direct effects even when the bounds for the population average
natural direct effects include zero. We also generate results that provide information on the magnitude of
the corresponding principal stratum direct effects. Additionally, we define a new causal effect, individual
level pleiotropy, in the counterfactual or potential outcome framework, and derive the associated empirical
conditions which could be used to detect such an effect in a population.
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8. SUPPLEMENTARY MATERIALS
The online supplement contains theorems and proofs of related results, and guidance for conducting
inference for these direct effects in various study designs, including observational studies. The online
supplement also explains how to derive similar results for the case of principal stratification when M
denotes survival.
APPENDIX
A·1. Proofs of Theorems
Proof of Theorem 1. We prove the contrapositive. Assume that no individual ω of response
type Y1,M1(ω) = y, Y0,M0(ω) = 1− y, M1(ω) = m and M0(ω) = m exists in our popu-
lation. Then for all individuals ω in our population Ω, I {(Y1,M1 (ω) = y,M1(ω) = m}+
I {Y0,M0(ω) = 1− y,M0(ω) = m} ≤ 1. Here, I(·) denotes the usual indicator function. Taking
expectations,
E [I {Y1,M1(ω) = y,M1(ω) = m}+ I {Y0,M0(ω) = 1− y,M0(ω) = m}] ≤ 1 ⇐⇒
pr {Y1,M1(ω) = y,M1(ω) = m}+ pr {Y0,M0(ω) = 1− y,M0(ω) = m} ≤ 1 ⇐⇒
pr {Y1,M1(ω) = y,M1(ω) = m | X = 1}+ pr {Y0,M0(ω) = 1− y,M0(ω) = m | X = 0} ≤ 1 ⇐⇒
pr(Y = y,M = m | X = 1) + pr(Y = 1− y,M = m | X = 0) ≤ 1.
The second to third line uses (Mx, Yx) ∐X and the third to last line uses consistency of counterfactuals.
Proof of Corollary 1. From Theorem 1, we have that there exists a non-empty subpopulation
Ωs ⊆ Ω such that for every ω ∈ Ωs, Y1,M1(ω) = 1, Y0,M0(ω) = 0, M1(ω) = 0 and M0(ω) = 0.
From the composition axiom and M1(ω) = M0(ω) = 0, we have that Y1,M1(ω) = Y1,M0(ω) and
Y0,M0(ω) = Y0,M1(ω), which provides the following results for all ω ∈ Ωs: (1) Y1(ω)− Y0(ω) =
1; (2) Y1,M0(ω)− Y0,M0(ω) = Y1,M1(ω)− Y0,M0(ω) = 1; (3) Y1,M1(ω)− Y1,M0(ω) = Y1,M1(ω)−
Y1,M1(ω) = 0; (4) Y1,M1(ω)− Y0,M1(ω) = Y1,M1(ω)− Y0,M0(ω) = 1; (5) Y0,M1(ω)− Y0,M0(ω) =
Y0,M0(ω)− Y0,M0(ω) = 0; (6) Y1,0(ω)− Y0,0(ω) = Y1,M1(ω)− Y0,M0(ω) = 1; (7) Y1(ω)− Y0(ω) =
1 andM1(ω) = M0(ω) = 0. 
Proof of Proposition 1. Take expectation of Y1M1 + (1 − Y0)M0 − 1, (1− Y1)M1 + Y0M0 − 1,
Y1(1−M1) + (1− Y0)(1 −M0)− 1, and (1− Y1)(1 −M1) + Y0(1−M0)− 1, to generate the the re-
sult. A table with the relevant frequencies of individuals ω ∈ Ω is provided in the online supplement. 
Proof of Theorem 2. We prove the contrapositive. Assume that no individual ω of response type
Y1,M1(ω) = 1, Y0,M0(ω) = 0, M1(ω) = 0 andM0(ω) = 0 exists in our population. Then for all individ-
uals ω in our population Ω, I {Y1,M1(ω) = 1,M1(ω) = 0} − I {Y0,M0(ω) = 1,M0(ω) = 0} ≤ 0. This
last assertion is true after examining a counterfactual table that is provided in the online supplement.
Taking expectations, we have
pr {Y1,M1(ω) = 1,M1(ω) = 0} − pr {Y0,M0(ω) = 1,M0(ω) = 0} ≤ 0 ⇐⇒
pr {Y1,M1(ω) = 1,M1(ω = 0 | X = 1)} − pr {Y0,M0(ω) = 1,M0(ω) = 0 | X = 0} ≤ 0 ⇐⇒
pr(Y = 1,M = 0 | X = 1)− pr(Y = 1,M = 0 | X = 0) ≤ 0.
The first to second line uses (Mx, Yx) ∐X and the second to third line uses consistency of counterfactu-
als. 
Proof of Proposition 2. Take expectation of Y1(1−M1)− Y0(1−M0), Y0M0 − Y1M1, (1 −
Y1)M1 − (1− Y0)M0, and (1− Y1)(1−M1)− (1− Y0)(1 −M0). A table with the relevant frequen-
cies of individuals ω ∈ Ω is provided in the online supplement. 
Proof of Corollary 2. Similar to Corollary 1. 
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Proof of Theorem 3. We prove the contrapositive. Assume that no individual ω of response type
Y1(ω) = 1, Y0(ω) = 0, Z1(ω) = 1 and Z0(ω) = 0 exists in our population. Then for all individuals ω
in our population Ω, I {Y1(ω) = y, Z1(ω) = 1}+ I {Y0(ω) = 0, Z0(ω) = 0} ≤ 1. Taking expectations,
pr {Y1(ω) = y, Z1(ω) = 1}+ pr {Y0(ω) = 0, Z0(ω) = 0} ≤ 1 ⇐⇒
pr {Y1(ω) = 1, Z1(ω) = 1 | X = 1}+ pr {Y0(ω) = 0, Z0(ω) = 0 | X = 0} ≤ 1 ⇐⇒
pr(Y = 1, Z = 1 | X = 1) + pr(Y = 0, Z = 0 | X = 0) ≤ 1.
The first to second line uses (Zx, Yx) ∐X and the second to third line uses consistency of counterfactu-
als. 
REFERENCES
AVIN, C., SHPITSER, I. & PEARL, J. (2005). Identifiability of path-specific effects. In Proceedings of the 19th
international joint conference on Artificial intelligence. Morgan Kaufmann Publishers Inc.
BALKE, A. & PEARL, J. (1997). Bounds on treatment effects from studies with imperfect compliance. Journal of
the American Statistical Association 92, 1171–1176.
CAI, Z., KUROKI, M., PEARL, J. & TIAN, J. (2008). Bounds on direct effects in the presence of confounded
intermediate variables. Biometrics 64, 695–701.
FRANGAKIS, C. E. & RUBIN, D. B. (2002). Principal stratification in causal inference. Biometrics 58, 21–29.
HERNA´NDEZ-D I´AZ, S., SCHISTERMAN, E. F. & HERNA´N, M. A. (2006). The birth weight “paradox” uncovered?
American journal of epidemiology 164, 1115–1120.
HUDGENS, M. G., HOERING, A. & SELF, S. G. (2003). On the analysis of viral load endpoints in HIV vaccine
trials. Statistics in Medicine 22, 2281–2298.
IMAI, K. (2008). Sharp bounds on the causal effects in randomized experiments with “truncation-by-death”. Statistics
& probability letters 78, 144–149.
IMAI, K., TINGLEY, D. & YAMAMOTO, T. (2013). Experimental designs for identifying causal mechanisms. Journal
of the Royal Statistical Society: Series A (Statistics in Society) 176, 5–51.
IMBENS, G. W. & RUBIN, D. B. (2015). Causal inference in statistics, social, and biomedical sciences. Cambridge
University Press.
PEARL, J. (2009). Causality. Cambridge University Press.
RAMSAHAI, R. & LAURITZEN, S. (2011). Likelihood analysis of the binary instrumental variable model. Biometrika
98, 987–994.
RAMSAHAI, R. R. (2013). Probabilistic causality and detecting collections of interdependence patterns. Journal of
the Royal Statistical Society: Series B (Statistical Methodology) 75, 705–723.
RICHARDSON, T. S. & ROBINS, J. M. (2010). Analysis of the binary instrumental variable model. Heuristics,
Probability and Causality: A Tribute to Judea Pearl , 415–444.
ROBINS, J. M. & GREENLAND, S. (1992). Identifiability and exchangeability for direct and indirect effects. Epi-
demiology , 143–155.
SJO¨LANDER, A. (2009). Bounds on natural direct effects in the presence of confounded intermediate variables.
Statistics in Medicine 28, 558–571.
SOLOVIEFF, N., COTSAPAS, C., LEE, P. H., PURCELL, S. M. & SMOLLER, J. W. (2013). Pleiotropy in complex
traits: challenges and strategies. Nature Reviews Genetics 14, nrg3461.
SWANSON, S. A., HERNA´N, M. A., MILLER, M., ROBINS, J. M. & RICHARDSON, T. (2018). Partial Identifica-
tion of the Average Treatment Effect Using Instrumental Variables: Review of Methods for Binary Instruments,
Treatments, and Outcomes. Journal of the American Statistical Association .
VANDERWEELE, T. J. (2015). Explanation in causal inference: methods for mediation and interaction. Oxford
University Press.
VANDERWEELE, T. J., MUMFORD, S. L. & SCHISTERMAN, E. F. (2012a). Conditioning on intermediates in
perinatal epidemiology. Epidemiology (Cambridge, Mass.) 23, 1.
VANDERWEELE, T. J., RICHARDSON, T. S. et al. (2012b). General theory for interactions in sufficient cause models
with dichotomous exposures. The Annals of Statistics 40, 2128–2161.
VANDERWEELE, T. J. & ROBINS, J. M. (2008). Empirical and counterfactual conditions for sufficient cause inter-
actions. Biometrika 95, 49–61.
WANG, L., ROBINS, J. M. & RICHARDSON, T. S. (2017). On falsification of the binary instrumental variable model.
Biometrika 104, 229–236.
YERUSHALMY, J. (2014). The relationship of parents’ cigarette smoking to outcome of pregnancy–implications
as to the problem of inferring causation from observed associations. International journal of epidemiology 43,
1355–1366.
Identification of Direct Effects 9
ZHANG, J. L. & RUBIN, D. B. (2003). Estimation of Causal Effects via Principal Stratification When Some Out-
comes are Truncated by “Death”. Journal of Educational and Behavioral Statistics 28, 353–368.
B·2. Online Supplement
SUMMARY
This online supplement provides complete tables of the counterfactual distributions examined in the
main text. Each of the four inequalities corresponding to detecting a different individual principal stratum
direct effect are examined separately. We first present the results that do not make the monotonicity, and
then we present the results assuming monotonicity. The Sjo¨lander bounds for the natural direct effect are
compared to Theorem 1 and 2 in the main text. The main paper presented results assuming randomization
at baseline. In comparison, the online supplement provides guidance on conducting inference for direct
effects without cross-world independence assumptions in the observational setting.
B. NOTATION AND ASSUMPTIONS
B·1. Notation
The individual level total effect is defined as ITE(ω) = Y1(ω)− Y0(ω). The individual level pure di-
rect effect is defined as IPDE(ω) = Y1,M0(ω)− Y0,M0(ω) and the total indirect is defined as ITIE(ω) =
Y1,M1(ω)− Y1,M0(ω). Similarly, the total direct is defined as ITDE(ω) = Y1,M1(ω)− Y0,M1(ω), and the
individual level pure indirect effect, is defined as IPIE(ω) = Y0,M1(ω)− Y0,M0(ω). The individual level
controlled direct effect is defined as ICDE(m,ω) = Y1m(ω)− Y0m(ω). We say there is a principal stra-
tum direct effect if for some individualω for whomM1(ω) = M0(ω) = m, we have IPSDE(M1 = M0 =
m,ω) = Y1(ω)− Y0(ω) 6= 0. Population total, natural direct, pure direct, natural indirect, pure indirect
and controlled direct effects are derived through taking expectations of the relevant individual level ef-
fects. The population level principal stratum direct effect of stratum M1(ω) = M0(ω) = m is defined as
E(Y1 − Y0 |M1 = M0 = m) for somem ∈ {0, 1} (Frangakis & Rubin, 2002).
Since treatment is randomized at baseline, we assume (Mx, Yx) ∐X,which is the weakest possible ran-
domization assumption. Throughout, we require the consistency assumption for both Yx and Mx, which
means that when X(ω) = x, then Yx(ω) = Y (ω) and Mx(ω) = M(ω). This assumption states that the
value of Y andM that would have been observed ifX had been set to what in fact they were observed to be
is equal respectively to the value of Y andM that was observed. Additionally, the consistency assumption
for Yx,m means that when X(ω) = x and M(ω) = m, then Yx,m(ω) = Y (ω). We assume the composi-
tion axiom, which states that when Mx(ω) = m for some m ∈ {0, 1}, then Yx,m(ω) = Yx(ω). The ran-
domization, consistency, and composition are the only assumptions necessary to derive our results. If one
insisted, the randomization and consistency assumption for Yx andMx would suffice, without the need for
the composition axiom, for deriving the results provided in Theorem 1 and 2 in the main text, but we have
chosen to keep these assumptions throughout the online supplement for the sake of clarity and concision.
Let I(·) denote the usual indicator function. Also denote pr(Y = y,M = m | X = x) = pym.x.
B. PLEIOTROPY
We provide the full statement of Theorem 3 in the main text and the associated proof. Denote Y
[0]
x =
1− Yx and Z
[0]
x = 1− Zx due to space constraints.
THEOREM B1 (COMPLETE STATEMENT OF THEOREM 3). SupposeX is randomized.
If pr(Y = 1, Z = 1 | X = 1) + pr(Y = 0, Z = 0 | X = 0) > 1, then there exists a non-empty subpopu-
lation Ωs ⊆ Ω such that for all ω1 ∈ Ωs, Y1(ω1) = 1, Y0(ω1) = 0 and Z1(ω1) = 1, Z0(ω1) = 0.
If pr(Y = 1, Z = 0 | X = 1) + pr(Y = 0, Z = 1 | X = 0) > 1,then there exists a non-empty sub-
population Ωs ⊆ Ω such that for all ω2 ∈ Ωs, Y1(ω2) = 1, Y0(ω2) = 0 and Z1(ω2) = 0, Z0(ω2) = 1.
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Table 1. Counterfactual Distribution: Pleiotropy
Y1(ω) Y0(ω) Z1(ω) Z0(ω) Y1(ω)Z1(ω) + Y
[0]
0 (ω)Z
[0]
0 (ω)
ω = 1 1 1 1 1 1
ω = 2 0 1 1 1 0
ω = 3 1 0 1 1 1
ω = 4 0 0 1 1 0
ω = 5 1 1 0 1 0
ω = 6 0 1 0 1 0
ω = 7 1 0 0 1 0
ω = 8 0 0 0 1 0
ω = 9 1 1 1 0 1
ω = 10 0 1 1 0 0
ω = 11 1 0 1 0 2
ω = 12 0 0 1 0 1
ω = 13 1 1 0 0 0
ω = 14 0 1 0 0 0
ω = 15 1 0 0 0 1
ω = 16 0 0 0 0 1
If pr(Y = 0, Z = 1 | X = 1) + pr(Y = 1, Z = 0 | X = 0) > 1, then there exists a non-empty subpopu-
lation Ωs ⊆ Ω such that for all ω3 ∈ Ωs, Y1(ω3) = 0, Y0(ω3) = 1 and Z1(ω3) = 1, Z0(ω3) = 0.
If pr(Y = 0, Z = 0 | X = 1) + pr(Y = 1, Z = 1 | X = 0) > 1, then there exists a non-empty subpopu-
lation Ωs ⊆ Ω such that for all ω4 ∈ Ωs, Y1(ω4) = 0, Y0(ω4) = 1 and Z1(ω4) = 0, Z0(ω4) = 1.
Proof. We prove the contrapositive. Assume that no individual ω of response type Y1(ω) = 1, Y0(ω) =
0, Z1(ω) = 1 and Z0(ω) = 0 exists in our population. Then for all individuals ω in our population Ω,
I {Y1(ω) = 1, Z1(ω) = 1}+ I {Y0(ω) = 0, Z0(ω) = 0} ≤ 1. Taking expectations, we have
E [I {Y1(ω) = 1, Z1(ω) = 0}+ I {Y0(ω) = 0, Z0(ω) = 0}] ≤ 1 ⇐⇒
E [I {Y1(ω) = 1, Z1(ω) = 1}] + E [I {Y0(ω) = 0, Z0(ω) = 0}] ≤ 1 ⇐⇒
pr {Y1(ω) = 1, Z1(ω) = 1}+ pr {Y0(ω) = 0, Z0(ω) = 0} ≤ 1 ⇐⇒
pr {Y1(ω) = 1, Z1(ω) = 1 | X = 1}+ pr {Y0(ω) = 0, Z0(ω) = 0 | X = 0} ≤ 1 ⇐⇒
pr(Y = 1, Z = 1 | X = 1) + pr(Y = 0, Z = 0 | X = 0) ≤ 1.
The third to fourth line uses (Yx, Zx) ∐X and the fourth to last line uses consistency of counterfactuals.
The other inequalities are trivially proved through similar arguments. 
B. COMPLETE TABLES AND RESULTS FOR DIRECT EFFECTS WITHOUT MONOTONICITY
Table 2 provides a list of individual response types ω and the associated frequencies pr(ω = i) in
the population Ω. Table 3 provides information the same individual response types ω ∈ Ω but examines
different functions of the counterfactuals or potential outcomes. Denote Y
[0]
x,Mx
(ω) = 1− Yx,Mx(ω) and
M
[0]
x (ω) = 1−Mx(ω). Due to space limitations, we were unable to append the column pr(ω = i) that
is present in Table 2 to Table 3. As the ordering of ω in both tables is kept the same, the last column
pr(ω = i) in Table 2 can be appendend to Table 3 without any changes.
B·1. First Inequality
Note that individual 15 displays an interesting response pattern. For this individual we have that
Y1,M1(ω = 15) = 1, Y0,M0(ω = 15) = 0, M1(ω = 15) = 0, M0(ω = 15) = 0. We realize that only for
individual 15, we have that Y1,M1(ω){1−M1(ω)} + {1− Y0,M0(ω)}{1−M0(ω)} = 2. For all the
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Table 2. Counterfactual Distribution: Direct Effects
Y1,M1(ω) Y0,M0(ω) M1(ω) M0(ω) pr(ω = i)
ω = 1 1 1 1 1 pr(Y1 = 1, Y0 = 1,M1 = 1,M0 = 1)
ω = 2 0 1 1 1 pr(Y1 = 0, Y0 = 1,M1 = 1,M0 = 1)
ω = 3 1 0 1 1 pr(Y1 = 1, Y0 = 0,M1 = 1,M0 = 1)
ω = 4 0 0 1 1 pr(Y1 = 0, Y0 = 0,M1 = 1,M0 = 1)
ω = 5 1 1 0 1 pr(Y1 = 1, Y0 = 1,M1 = 0,M0 = 1)
ω = 6 0 1 0 1 pr(Y1 = 0, Y0 = 1,M1 = 0,M0 = 1)
ω = 7 1 0 0 1 pr(Y1 = 1, Y0 = 0,M1 = 0,M0 = 1)
ω = 8 0 0 0 1 pr(Y1 = 0, Y0 = 0,M1 = 0,M0 = 1)
ω = 9 1 1 1 0 pr(Y1 = 1, Y0 = 1,M1 = 1,M0 = 0)
ω = 10 0 1 1 0 pr(Y1 = 0, Y0 = 1,M1 = 1,M0 = 0)
ω = 11 1 0 1 0 pr(Y1 = 1, Y0 = 0,M1 = 1,M0 = 0)
ω = 12 0 0 1 0 pr(Y1 = 0, Y0 = 0,M1 = 1,M0 = 0)
ω = 13 1 1 0 0 pr(Y1 = 1, Y0 = 1,M1 = 0,M0 = 0)
ω = 14 0 1 0 0 pr(Y1 = 0, Y0 = 1,M1 = 0,M0 = 0)
ω = 15 1 0 0 0 pr(Y1 = 1, Y0 = 0,M1 = 0,M0 = 0)
ω = 16 0 0 0 0 pr(Y1 = 0, Y0 = 0,M1 = 0,M0 = 0)
Table 3. Counterfactual Distribution: Direct Effects Transform
Y1,M1(ω)M1(ω)
+Y
[0]
0,M0
(ω)M0(ω)
Y
[0]
1,M1
(ω)M1(ω)
+Y0,M0(ω)M0(ω)
Y1,M1(ω)M
[0]
1 (ω)
+Y
[0]
0,M0
(ω)M
[0]
0 (ω)
Y
[0]
1,M1
(ω)M
[0]
1 (ω)
+Y0,M0(ω)M
[0]
0 (ω)
ω = 1 1 1 0 0
ω = 2 0 2 0 0
ω = 3 2 0 0 0
ω = 4 1 1 0 0
ω = 5 0 1 1 0
ω = 6 0 1 0 1
ω = 7 1 0 1 0
ω = 8 1 0 0 1
ω = 9 1 0 0 1
ω = 10 0 1 0 1
ω = 11 1 0 1 0
ω = 12 0 1 1 0
ω = 13 0 0 1 1
ω = 14 0 0 0 2
ω = 15 0 0 2 0
ω = 16 0 0 1 1
other individuals, we have that Y1,M1(ω){1−M1(ω)}+ {1− Y0,M0(ω)}{1−M0(ω)} ≤ 1. Therefore,
a valid null to test whether an individual with the response type Y1,M1(ω) = 1, Y0,M0(ω) = 0, M1(ω) =
0, andM0(ω) = 0 exists in our population Ω is given as
E {Y1,M1(1−M1) + (1− Y0,M0)(1 −M0)} ≤ 1 ⇐⇒
E {Y1,M1(1−M1)}+ E {(1− Y0,M0)(1 −M0)} ≤ 1 ⇐⇒
pr{Y1,M1(1−M1) = 1 | X = 1}+ pr {(1− Y0,M0)(1 −M0) = 1 | X = 0} ≤ 1 ⇐⇒
pr(Y1,M1 = 1,M1 = 0 | X = 1) + pr (Y0,M0 = 0,M0 = 0 | X = 0) ≤ 1 ⇐⇒
pr(Y = 1,M = 0 | X = 1) + pr(Y = 0,M = 0 | X = 0) ≤ 1.
B·2. First Inequality: Individual Level Counterfactual Interpretations
If we reject this null hypothesis, then we believe with a fixed type 1 error rate that there exists a non-
empty subpopulation Ω′ ⊆ Ω such that for every ω ∈ Ω′ the counterfactual response pattern Y1,M1(ω =
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15) = 1, Y0,M0(ω = 15) = 0, and M1(ω = 15) = M0(ω = 15) = 0 exists in our population. So, if we
look first at the total effect and use M1(ω = 15) = M0(ω = 15) = 0 with the composition axiom, then
ITE(ω) = Y1,M1(ω)− Y0,M0(ω) = 1− 0 > 0,
IPDE(ω) = Y1,M0(ω)− Y0,M0(ω) = Y1,M1(ω)− Y0,M0(ω) = 1 > 0,
ITIE(ω) = Y1,M1(ω)− Y1,M0(ω) = Y1,M1(ω)− Y1,M1(ω) = 1− 1 = 0,
ITDE(ω) = Y1,M1(ω)− Y0,M1(ω) = Y1,M1(ω)− Y0,M0(ω) = 1− 0 = 1 > 0,
IPIE(ω) = Y0,M1(ω)− Y0,M0(ω) = Y0,M0(ω)− Y0,M0(ω) = 0− 0 = 0,
ICDE(m = 0, ω) = Y1,0(ω)− Y0,0(ω) = Y1,M1(ω)− Y0,M0(ω) = 1− 0 > 0,
IPSDE(M1 = M0 = 0, ω) = Y1(ω)− Y0(ω) = 1− 0 andM1(ω) = M0(ω) = 0.
This result holds true for all ω ∈ Ω′. The last equivalence demonstrates that ITDE(ω), IPDE(ω),
ICDE(m = 0, ω) and IPSDE(M1 = M0 = 0, ω) are all the same for the population that is identified by
such a test.
B·3. First Inequality: Interpretations involving Distributions of Counterfactuals
The following statements are equivalent under the assumptions outlined in the main paper:
p10.1 + p00.1 > 1 ⇐⇒
E {Y1,M1(1−M1) + (1− Y0,M0)(1 −M0)} > 1 ⇐⇒
E
(
Y1,M1M
[0]
1 + Y
[0]
0,M0
M
[0]
0
)
> 1 ⇐⇒
pr (Y1,M1 = 1, Y0,M0 = 0,M1 = 0,M0 = 0) > pr (Y1,M1 = 1, Y0,M0 = 1,M1 = 1,M0 = 1)
+ pr (Y1,M1 = 0, Y0,M0 = 1,M1 = 1,M0 = 1)
+ pr (Y1,M1 = 1, Y0,M0 = 0,M1 = 1,M0 = 1)
+ pr (Y1,M1 = 0, Y0,M0 = 0,M1 = 1,M0 = 1)
+ pr (Y1,M1 = 0, Y0,M0 = 1,M1 = 0,M0 = 1)
+ pr (Y1,M1 = 0, Y0,M0 = 0,M1 = 0,M0 = 1)
+ pr (Y1,M1 = 1, Y0,M0 = 1,M1 = 1,M0 = 0)
+ pr (Y1,M1 = 0, Y0,M0 = 1,M1 = 1,M0 = 0)
+ pr (Y1,M1 = 0, Y0,M0 = 1,M1 = 0,M0 = 0) .
The third to fourth line stems from expanding the expectation E
(
Y1,M1M
[0]
1 + Y
[0]
0,M0
M
[0]
0
)
and then
rearranging the terms. The last inequality implies
pr(Y1,M1 = 1, Y0,M0 = 0,M1 = 0,M0 = 0) > pr(Y1,M1 = 0, Y0,M0 = 1,M1 = 0,M1 = 0),
pr(Y1,M1 = 1, Y0,M0 = 0,M1 = 0,M0 = 0) > pr(Y1,M1 = 1, Y0,M0 = 0,M1 = 1,M0 = 1),
pr(Y1,M1 = 1, Y0,M0 = 0,M1 = 0,M0 = 0) > pr(Y1,M1 = 0, Y0,M0 = 1,M1 = 1,M0 = 1).
This in turn implies
pr(Y1,M1 = 1, Y0,M0 = 0 |M1 = 0,M0 = 0) > pr(Y1,M1 = 0, Y0,M0 = 1 |M1 = 0,M1 = 0).
B·4. Second Inequality: Individual Level Counterfactual Interpretations
Note that individual 14 displays an interesting response pattern. For this individual we have that
Y1,M1(ω = 14) = 0, Y0,M0(ω = 14) = 1, M1(ω = 14) = 0, M0(ω = 14) = 0. We realize that only for
individual 14, we have that {1− Y1,M1(ω)}{1−M1(ω)} + Y0,M0(ω){1−M0(ω)} = 2. For all the
other individuals, we have that {1− Y1,M1(ω)}{1−M1(ω)}+ Y0,M0(ω){1−M0(ω)} ≤ 1. So, a valid
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null to test whether an individual with the response type Y1,M1(ω) = 0, Y0,M0(ω) = 1, M1(ω) = 0 and
M0(ω) = 0 exists in our population is given as
E {(1− Y1,M1)(1 −M1) + Y0,M0(1−M0)} ≤ 1 ⇐⇒
E {(1− Y1,M1)(1 −M1)}+ E {Y0,M0(1−M0)} ≤ 1 ⇐⇒
pr {(1− Y1,M1)(1−M1) = 1 | X = 1}+ pr {Y0,M0(1 −M0) = 1 | X = 0} ≤ 1 ⇐⇒
pr(Y1,M1 = 0,M1 = 0 | X = 1) + pr (Y0,M0 = 1,M0 = 0 | X = 0) ≤ 1 ⇐⇒
pr(Y = 0,M = 0 | X = 1) + pr(Y = 1,M = 0 | X = 0) ≤ 1.
If pr(Y = 0,M = 0 | X = 1) + pr(Y = 1,M = 0 | X = 0) > 1, then we know that there exists
a non-empty subpopulation Ω′ ⊆ Ω such that for every ω ∈ Ω′ the counterfactual response pattern
Y1,M1(ω = 14) = 0, M1(ω = 14) = 0, but Y0,M0(ω = 14) = 1, M0(ω = 14) = 0 holds.
Concentrating on these ω ∈ Ω′ and using bothM1(ω) = M0(ω) = 0 and composition axiom, we gen-
erate the following results:
ITE(ω) = Y1,M1(ω)− Y0,M0(ω) = 0− 1 < 0,
IPDE(ω) = Y1,M0(ω)− Y0,M0(ω) = Y1,M1(ω)− Y0,M0(ω) = 0− 1 = −1,
ITIE(ω) = Y1,M1(ω)− Y1,M0(ω) = Y1,M1(ω)− Y1,M1(ω) = 0− 0 = 0,
ITDE(ω) = Y1,M1(ω)− Y0,M1(ω) = Y1,M1(ω)− Y0,M0(ω) = 0− 1 = −1 < 0,
IPIE(ω) = Y0,M1(ω)− Y0,M0(ω) = Y0,M0(ω)− Y0,M0(ω) = 1− 1 = 0,
ICDE(m = 0, ω) = Y1,0(ω)− Y0,0(ω) = Y1,M1(ω)− Y0,M0(ω) = 0− 1 < 0
IPSDE(M1 = M0 = 0, ω) = Y1(ω)− Y0(ω) = 0− 1 < 0 andM1(ω) = M0(ω) = 0.
This result holds true for all ω ∈ Ω′. The last equivalence demonstrates that ITDE(ω), IPDE(ω),
ICDE(m = 0, ω), and IPSDE(M1 = M0 = 0, ω) are all the same for the population that is identified
by such a test.
B·5. Second Inequality: Interpretations involving Distributions of Counterfactuals
The following inequalities are equivalent under the assumptions outlined in Section titled “Notation
and Assumptions.”
p00.1 + p10.0 > 1 ⇐⇒
E {(1 − Y1,M1)(1 −M1) + Y0,M0(1 −M0)} > 1 ⇐⇒
E
(
Y
[0]
1,M1
M
[0]
1 + Y0,M0M
[0]
0
)
> 1 ⇐⇒
pr (Y1,M1 = 0, Y0,M0 = 1,M1 = 0,M0 = 0) > pr (Y1,M1 = 1, Y0,M0 = 1,M1 = 1,M0 = 1)
+ pr (Y1,M1 = 0, Y0,M0 = 1,M1 = 1,M0 = 1)
+ pr (Y1,M1 = 1, Y0,M0 = 0,M1 = 1,M0 = 1)
+ pr (Y1,M1 = 0, Y0,M0 = 0,M1 = 1,M0 = 1)
+ pr (Y1,M1 = 1, Y0,M0 = 1,M1 = 0,M0 = 1)
+ pr (Y1,M1 = 1, Y0,M0 = 0,M1 = 0,M0 = 1)
+ pr (Y1,M1 = 1, Y0,M0 = 0,M1 = 1,M0 = 0)
+ pr (Y1,M1 = 0, Y0,M0 = 0,M1 = 1,M0 = 0)
+ pr (Y1,M1 = 1, Y0,M0 = 0,M1 = 0,M0 = 0) .
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The last inequality implies:
pr(Y1,M1 = 0, Y0,M0 = 1,M1 = 0,M0 = 0) > pr(Y1,M1 = 1, Y0,M0 = 0,M1 = 0,M0 = 0),
pr(Y1,M1 = 0, Y0,M0 = 1,M1 = 0,M0 = 0) > pr(Y1,M1 = 0, Y0,M0 = 1,M1 = 1,M1 = 1),
pr(Y1,M1 = 0, Y0,M0 = 1,M1 = 0,M0 = 0) > pr(Y1,M1 = 1, Y0,M0 = 0,M1 = 1,M0 = 1).
This in turn implies:
pr(Y1,M1 = 0, Y0,M0 = 1 |M1 = 0,M0 = 0) > pr(Y1,M1 = 1, Y0,M0 = 0 |M1 = 0,M0 = 0).
B·6. Third Inequality: Individual Level Counterfactual Interpretations
Note that individual 3 displays an interesting response pattern. For this individual we have that
Y1,M1(ω = 3) = 1, Y0,M0(ω = 3) = 0, M1(ω = 3) = 1 M0(ω = 3) = 1. We realize that only for in-
dividual 3, we have that Y1,M1(ω)M1(ω) + {1− Y0,M0(ω)}M0(ω) = 2. For all the other individuals, we
have that Y1,M1(ω)M1(ω) + (1− Y0,M0(ω))M0(ω) ≤ 1. So, a valid null to test whether an individual
with the response type Y1,M1(ω) = 1, Y0,M0(ω) = 0, M1(ω) = 1M0(ω) = 1 exists in our population is
given as
pr(Y = 1,M = 1 | X = 1) + pr(Y = 0,M = 1 | X = 0) ≤ 1.
So, if we look first at the total effect and use M1(ω = 3) = M0(ω = 3) = 1 with the composition
axiom, we have
ITE(ω) = Y1,M1(ω)− Y0,M0(ω) = 1− 0 = 1 > 0,
IPDE(ω) = Y1,M0(ω)− Y0,M0(ω) = Y1,M1(ω)− Y0,M0(ω) = 1− 0 = 1 > 0,
ITIE(ω) = Y1,M1(ω)− Y1,M0(ω) = Y1,M1(ω)− Y1,M1(ω = 1− 1 = 0,
ITDE(ω) = Y1,M1(ω)− Y0,M1(ω) = Y1,M1(ω)− Y0,M0(ω) = 1− 0 = 1 > 0,
IPIE(ω) = Y0,M1(ω)− Y0,M0(ω) = Y0,M0(ω)− Y0,M0(ω) = 0− 0 = 0,
ICDE(m = 1, ω) = Y1,0(ω)− Y0,0(ω) = Y1,M1(ω)− Y0,M0(ω) = 1− 0 = 1 > 0,
IPSDE(M1 = M0 = 1, ω) = Y1(ω)− Y0(ω) = 1− 0 > 0 andM1 = M0 = 1.
This result holds true for all ω ∈ Ω′. The last equivalence demonstrates that ITDE(ω), IPDE(ω),
ICDE(m = 0, ω) and IPSDE(M1 = M0 = 1, ω) are all the same for the population that is identified by
such a test.
B·7. Third Inequality: Interpretations involving Distributions of Counterfactuals
The following statements are equivalent:
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p11.1 + p01.0 > 1 ⇐⇒
E {Y1M1 + (1 − Y0,M0)M0} > 1 ⇐⇒
E
(
Y1,M0M1 + Y
[0]
0,M0
M0
)
> 1 ⇐⇒
pr (Y1,M1 = 1, Y0,M0 = 0,M1 = 1,M0 = 1) > pr (Y1,M1 = 0, Y0,M0 = 1,M1 = 1,M0 = 1)
+ pr (Y1,M1 = 1, Y0,M0 = 1,M1 = 0,M0 = 1)
+ pr (Y1,M1 = 0, Y0,M0 = 1,M1 = 0,M0 = 1)
+ pr (Y1,M1 = 0, Y0,M0 = 1,M1 = 1,M0 = 0)
+ pr (Y1,M1 = 0, Y0,M0 = 0,M1 = 1,M0 = 0)
+ pr (Y1,M1 = 1, Y0,M0 = 1,M1 = 0,M0 = 0)
+ pr (Y1,M1 = 0, Y0,M0 = 1,M1 = 0,M0 = 0)
+ pr (Y1,M1 = 1, Y0,M0 = 0,M1 = 0,M0 = 0)
+ pr (Y1,M1 = 0, Y0,M0 = 0,M1 = 0,M0 = 0) .
This last inequality implies that
pr(Y1,M1 = 1, Y0,M0 = 0,M1 = 1,M0 = 1) > pr(Y1,M1 = 0, Y0,M0 = 1,M1 = 1,M0 = 1),
pr(Y1,M1 = 1, Y0,M0 = 0,M1 = 1,M0 = 1) > pr(Y1,M1 = 0, Y0,M0 = 1,M1 = 0,M0 = 0),
pr(Y1,M1 = 1, Y0,M0 = 0,M1 = 1,M0 = 1) > pr(Y1,M1 = 1, Y0,M0 = 0,M1 = 0,M0 = 0).
This also implies:
pr(Y1,M1 = 1, Y0,M0 = 0 |M1 = 1,M0 = 1) > pr(Y1,M1 = 0, Y0,M0 = 1 |M1 = 1,M0 = 1).
B·8. Fourth Inequality: Individual Level Counterfactual Interpretations
Assume that individual response ω = 2 does not exist in our population. In the same way it is trivial
to see that if we assume that there does not exist an individual for whom Y1,M1(ω = 2) = 0, Y0,M0(ω =
2) = 1, andM1(ω = 2) = M0(ω = 2) = 1, then we generate the following result:
pr(Y = 0,M = 1 | X = 1) + pr(Y = 1,M = 1 | X = 0) ≤ 1.
If we reject this null hypothesis, then we believe with a fixed type 1 error that there exists a non-empty
subpopulationΩ′ ⊆ Ω such that for every ω ∈ Ω′ the counterfactual response pattern Y1,M1(ω = 2) = 0,
Y0,M0(ω = 2) = 1, andM1(ω = 2) = M0(ω = 2) = 1 exists in our population. So, if we look first at the
total effect in the subpopulation Ω′ and use M1(ω = 2) = M0(ω = 2) = 1 with the composition axiom,
we have
ITE(ω) = Y1,M1(ω)− Y0,M0(ω) = 0− 1 > 0,
IPDE(ω) = Y1,M0(ω)− Y0,M0(ω) = Y1,M1(ω)− Y0,M0(ω) = 0− 1 = −1 < 0,
ITIE(ω) = Y1,M1(ω)− Y1,M0(ω) = Y1,M1(ω)− Y1,M1(ω) = 0− 0 = 0,
ITDE(ω) = Y1,M1(ω)− Y0,M1(ω) = Y1,M1(ω)− Y0,M0(ω) = 0− 1 = −1 < 0,
IPIE(ω) = Y0,M1(ω)− Y0,M0(ω) = Y0,M0(ω)− Y0,M0(ω) = 1− 1 = 0,
ICDE(m = 1, ω) = Y1,0(ω)− Y0,0(ω) = Y1,M1(ω)− Y0,M0(ω) = 0− 1 = −1 < 0,
IPSDE(M1 = M0 = 1, ω) = Y1(ω)− Y0(ω) = 0− 1 andM1(ω) = M0(ω) = 1.
This result holds true for all ω ∈ Ω′. The last equivalence demonstrates that ITDE(ω), IPDE(ω),
ICDE(m = 1, ω) and IPSDE(M1 = M0 = 1, ω) are all the same for the population that is identified by
such a test.
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B·9. Fourth Inequality: Interpretations involving Distributions of Counterfactuals
The following statements are equivalent under the assuptions outlined in in section titled “Notation and
Assumptions.”
pr(Y = 0,M = 1 | X = 1) + pr(Y = 1,M = 1 | X = 0) > 1 ⇐⇒
E {(1− Y1,M1)M1 + Y0,M0M0} > 1 ⇐⇒
E
(
Y
[0]
1,M1
M1 + Y0,M0M0
)
> 1 ⇐⇒
pr (Y1,M1 = 0, Y0,M0 = 1,M1 = 1,M0 = 1) > pr (Y1,M1 = 1, Y0,M0 = 0,M1 = 1,M0 = 1)
+ pr (Y1,M1 = 1, Y0,M0 = 0,M1 = 0,M0 = 1)
+ pr (Y1,M1 = 0, Y0,M0 = 0,M1 = 0,M0 = 1)
+ pr (Y1,M1 = 1, Y0,M0 = 1,M1 = 1,M0 = 0)
+ pr (Y1,M1 = 1, Y0,M0 = 0,M1 = 1,M0 = 0)
+ pr (Y1,M1 = 1, Y0,M0 = 1,M1 = 0,M0 = 0)
+ pr (Y1,M1 = 0, Y0,M0 = 1,M1 = 0,M0 = 0)
+ pr (Y1,M1 = 1, Y0,M0 = 0,M1 = 0,M0 = 0)
+ pr (Y1,M1 = 0, Y0,M0 = 0,M1 = 0,M0 = 0) .
This last inequality implies that
pr(Y1,M1 = 0, Y0,M0 = 1,M1 = 1,M0 = 1) > pr(Y1,M1 = 1, Y0,M0 = 0,M1 = 1,M0 = 1),
pr(Y1,M1 = 0, Y0,M0 = 1,M1 = 1,M0 = 1) > pr(Y1,M1 = 0, Y0,M0 = 1,M1 = 0,M0 = 0),
pr(Y1,M1 = 0, Y0,M0 = 1,M1 = 1,M0 = 1) > pr(Y1,M1 = 1, Y0,M0 = 0,M1 = 0,M0 = 0).
This also implies:
pr(Y1,M1 = 0, Y0,M0 = 1 |M1 = 1,M0 = 1) > pr(Y1,M1 = 1, Y0,M0 = 0 |M1 = 1,M0 = 1).
B·10. Summary of non-monotonic results
We provide a summary table of the results of the individual level interpretations in this section. Recall,
that we are using notation pr(Y = y,M = m | X = x) = pym.x.
Table 4. Summary of Non-Monotonic results
Null Hypothesis ω Target Counterfactual Response Type
Interpretation of
ITE, ITDE
IPDE, ICDE, IPSDE
p10.1 + p00.0 ≤ 1 15 Y1,M1(ω) = 1, Y0,M0(ω) = 0,M1(ω) = 0,M0(ω) = 0 positive
p00.1 + p10.0 ≤ 1 14 Y1,M1(ω) = 0, Y0,M0(ω) = 1,M1(ω) = 0,M0(ω) = 0 negative
p11.1 + p01.0 ≤ 1 3 Y1,M1(ω) = 1, Y0,M0(ω) = 0,M1(ω) = 1,M0(ω) = 1 positive
p01.1 + p11.0 ≤ 1 2 Y1,M1(ω) = 0, Y0,M0(ω) = 1,M1(ω) = 1,M0(ω) = 1 negative
Theorem 1 in the main paper provides a complete summary of the relevant sufficient constraints for
detecting individual level principal stratum direct effects. Table 7 provides the relevant null hypotheses
used to detect different individual level principal stratum direct effects.
B. COMPLETE TABLES AND RESULTS FOR DIRECT EFFECTS UNDER MONOTONICITY
ASSUMPTIONS
Assume that M1(ω) ≥M0(ω). So, rows 5, 6, 7 and 8 from Tables 2 and 3 are eliminated from our
consideration. Such monotonicity constraints are never completely verfiable, but can be falsified using the
oberved data and are also sometimes justified with subject matter knowledge.
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Table 5. Counterfactual Distribution: Direct Effects under Monotonicity
Y1,M1(ω) Y0,M0(ω) M1(ω) M0(ω) pr(ω = i)
ω = 1 1 1 1 1 pr(Y1 = 1, Y0 = 1,M1 = 1,M0 = 1)
ω = 2 0 1 1 1 pr(Y1 = 0, Y0 = 1,M1 = 1,M0 = 1)
ω = 3 1 0 1 1 pr(Y1 = 1, Y0 = 0,M1 = 1,M0 = 1)
ω = 4 0 0 1 1 pr(Y1 = 0, Y0 = 0,M1 = 1,M0 = 1)
ω = 9 1 1 1 0 pr(Y1 = 1, Y0 = 1,M1 = 1,M0 = 0)
ω = 10 0 1 1 0 pr(Y1 = 0, Y0 = 1,M1 = 1,M0 = 0)
ω = 11 1 0 1 0 pr(Y1 = 1, Y0 = 0,M1 = 1,M0 = 0)
ω = 12 0 0 1 0 pr(Y1 = 0, Y0 = 0,M1 = 1,M0 = 0)
ω = 13 1 1 0 0 pr(Y1 = 1, Y0 = 1,M1 = 0,M0 = 0)
ω = 14 0 1 0 0 pr(Y1 = 0, Y0 = 1,M1 = 0,M0 = 0)
ω = 15 1 0 0 0 pr(Y1 = 1, Y0 = 0,M1 = 0,M0 = 0)
ω = 16 0 0 0 0 pr(Y1 = 0, Y0 = 0,M1 = 0,M0 = 0)
Table 6. Counterfactual Distribution: Direct Effects under Monotonicity Transform
Y0,M0(ω)M0(ω)
−Y1,M1(ω)M1(ω)
Y1,M1(ω)M
[0]
1 (ω)
−Y0,M0(ω)M
[0]
0 (ω)
Y
[0]
0,M0
(ω)M0(ω)
−Y
[0]
1,M1
(ω)M1(ω)
Y
[0]
1,M1
(ω)M
[0]
1 (ω)
−Y
[0]
0,M0
(ω)M
[0]
0 (ω)
ω = 1 0 0 0 0
ω = 2 1 0 -1 0
ω = 3 -1 0 1 0
ω = 4 0 0 0 0
ω = 9 -1 -1 0 0
ω = 10 0 -1 -1 0
ω = 11 -1 0 0 -1
ω = 12 0 0 -1 -1
ω = 13 0 0 0 0
ω = 14 0 -1 0 1
ω = 15 0 1 0 -1
ω = 16 0 0 0 0
B·1. First Monotonic inequality: Individual Level Counterfactual Interpretations
If we operate under the sharp null that individual 2 does not exist then we have Y0,M0(ω)M0(ω)−
Y1,M1(ω)M1(ω) ≤ 0. Taking expectations of both sides of this inequality, and applying the randomization
assumption and consistency of counterfactuals, we have:
pr(Y = 1,M = 1 | X = 0)− pr(Y = 1,M = 1 | X = 1) ≤ 0.
If we reject this null hypothesis, then with a fixed type 1 error rate we believe that there exists
a non-empty subpopulation Ω′ ⊆ Ω such that for every ω ∈ Ω′ the counterfactual response pattern
Y1,M1(ω = 2) = 0, Y0,M0(ω = 2) = 1, and M1(ω = 2) = M0(ω = 2) = 1 exists in our population. So,
if we look first at the total effect in the subpopulationΩ′ and useM1(ω = 2) = M0(ω = 2) = 1 with the
composition axiom, we have
ITE(ω) = Y1,M1(ω)− Y0,M0(ω) = 0− 1 > 0,
IPDE(ω) = Y1,M0(ω)− Y0,M0(ω) = Y1,M1(ω)− Y0,M0(ω) = 0− 1 = −1 < 0,
ITIE(ω) = Y1,M1(ω)− Y1,M0(ω) = Y1,M1(ω)− Y1,M1(ω) = 0− 0 = 0,
ITDE(ω) = Y1,M1(ω)− Y0,M1(ω) = Y1,M1(ω)− Y0,M0(ω) = 0− 1 = −1 < 0,
IPIE(ω) = Y0,M1(ω)− Y0,M1(ω) = Y0,M0(ω)− Y0,M0(ω) = 1− 1 = 0,
ICDE(m = 1, ω) = Y1,0(ω)− Y0,0(ω) = Y1,M1(ω)− Y0,M0(ω) = 0− 1 = −1 < 0,
IPSDE(M1 = M0 = 1, ω) = Y1(ω)− Y0(ω) = 0− 1 andM1(ω) = M0(ω) = 1.
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This result holds true for all ω ∈ Ω′. The last equivalence demonstrates that ITDE(ω), IPDE(ω),
ICDE(m = 1, ω) and IPSDE(M1 = M0 = 1, ω) are all the same for the population that is identified by
such a test.
B·2. First Monotonic Inequality: Interpretations involving Distributions of Counterfactuals
From Table 5 and 6, we derive the following results:
E (Y0,M0M0 − Y1,M0M1) = pr(ω = 2)− pr(ω = 3)− pr(ω = 9)− pr(ω = 11)
= pr (Y1,M1 = 0, Y0,M0 = 1,M1 = 1,M0 = 1)
− pr (Y1,M1 = 1, Y0,M0 = 0,M1 = 1,M0 = 1)
− pr (Y1,M1 = 1, Y0,M0 = 1,M1 = 1,M0 = 0)
− pr (Y1,M1 = 1, Y0,M0 = 0,M1 = 1,M0 = 0) .
If we reject the null hypothesis pr(Y = 1,M = 1 | X = 0) ≤ pr(Y = 1,M = 1 | X = 1), then with
a fixed type 1 error we believe the following:
pr (Y1,M1 = 0, Y0,M0 = 1,M1 = 1,M0 = 1) > pr (Y1,M1 = 1, Y0,M0 = 0,M1 = 1,M0 = 1)
+ pr (Y1,M1 = 1, Y0,M0 = 1,M1 = 1,M0 = 0)
+ pr (Y1,M1 = 1, Y0,M0 = 0,M1 = 1,M0 = 0) .
This implies the following:
pr (Y1,M1 = 0, Y0,M0 = 1,M1 = 1,M0 = 1) > pr (Y1,M1 = 1, Y0,M0 = 0,M1 = 1,M0 = 1) =⇒
pr (Y1,M1 = 0, Y0,M0 = 1 |M1 = 1,M0 = 1) > pr (Y1,M1 = 1, Y0,M0 = 0 |M1 = 1,M0 = 1) .
B·3. Second Monotonic inequality: Individual Level Counterfactual Interpretations
If we operate under the sharp null that individual 15 does not exist then we have Y1,M1(ω)M
[0]
1 (ω)−
Y0,M0(ω)M
[0]
0 (ω) ≤ 0. Taking expectations on both sides, we have:
pr(Y = 1,M = 0 | X = 1)− pr(Y = 1,M = 0 | X = 0) ≤ 0.
If we reject this null hypothesis, then we believe with a fixed type 1 error rate that there exists a non-
empty subpopulation Ω′ ⊆ Ω such that for every ω ∈ Ω′ the counterfactual response pattern Y1,M1(ω =
15) = 1, Y0,M0(ω = 15) = 0, and M1(ω = 15) = M0(ω = 15) = 0 exists in our population. So, if we
look first at the total effect and use M1(ω = 15) = M0(ω = 15) = 0 with the composition axiom, then
ITE(ω) = Y1,M1(ω)− Y0,M0(ω) = 1− 0 > 0,
IPDE(ω) = Y1,M0(ω)− Y0,M0(ω) = Y1,M1(ω)− Y0,M0(ω) = 1 > 0,
ITIE(ω) = Y1,M1(ω)− Y1,M0(ω) = Y1,M1(ω)− Y1,M1(ω) = 1− 1 = 0,
TDE(ω) = Y1,M1(ω)− Y0,M1(ω) = Y1,M1(ω)− Y0,M0(ω) = 1− 0 = 1 > 0,
IPIE(ω) = Y0,M1(ω)− Y0,M0(ω) = Y0,M0(ω)− Y0,M0(ω) = 0− 0 = 0,
ICDE(m = 0, ω) = Y1,0(ω)− Y0,0(ω) = Y1,M1(ω)− Y0,M0(ω) = 1− 0 > 0,
IPSDE(M1 = M0 = 0, ω) = Y1(ω)− Y0(ω) = 1− 0 andM1(ω) = M0(ω) = 0.
This result holds true for all ω ∈ Ω′. The last equivalence demonstrates that ITDE(ω), IPDE(ω),
ICDE(m = 0, ω) and IPSDE(M1 = M0 = 0, ω) are all the same for the population that is identified by
such a test.
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B·4. Second Monotonic inequality: Interpretations involving Distributions of Counterfactuals
Return to Tables 5 and 6. From this table, we derive the following results:
E
(
Y1,M1M
[0]
1 − Y0,M0M
[0]
0
)
= pr(ω = 15)− pr(ω = 9)− pr(ω = 10)− pr(ω = 14)
= pr (Y1,M1 = 1, Y0,M0 = 0,M1 = 0,M0 = 0)
− pr (Y1,M1 = 1, Y0,M0 = 1,M1 = 1,M0 = 0)
− pr (Y1,M1 = 0, Y0,M0 = 1,M1 = 1,M0 = 0)
pr (Y1,M1 = 0, Y0,M0 = 1,M1 = 0,M0 = 0) .
So, if we reject the null hypothesis pr(Y = 1,M = 0 | X = 0) ≤ pr(Y = 1,M = 0 | X = 1), then with
a fixed type 1 error rate we believe that:
pr (Y1,M1 = 1, Y0,M0 = 0,M1 = 0,M0 = 0) > pr (Y1,M1 = 1, Y0,M0 = 1,M1 = 1,M0 = 0)
+ pr (Y1,M1 = 0, Y0,M0 = 1,M1 = 1,M0 = 0)
+ pr (Y1,M1 = 0, Y0,M0 = 1,M1 = 0,M0 = 0) .
This implies the following:
pr (Y1,M1 = 1, Y0,M0 = 0,M1 = 0,M0 = 0) > pr (Y1,M1 = 0, Y0,M0 = 1,M1 = 0,M0 = 0) =⇒
pr (Y1,M1 = 1, Y0,M0 = 0 |M1 = 0,M0 = 0) > pr (Y1,M1 = 0, Y0,M0 = 1 |M1 = 0,M0 = 0) .
B·5. Third Monotonic inequality: Individual Level Counterfactual Interpretations
If we operate under the sharp null that individual 3 does not exist then we have Y
[0]
0,M0
(ω)M0(ω)−
Y
[0]
1,M1
(ω)M1(ω) ≤ 0. Taking expectations on both sides, we have:
pr(Y = 0,M = 1 | X = 0)− pr(Y = 0,M = 1 | X = 1) ≤ 0.
If we reject this null hypothesis, then with a fixed type one error rate we believe that there exists a non-
empty subpopulation Ω′ ⊆ Ω such that for every ω ∈ Ω′ the counterfactual response pattern Y1,M1(ω =
3) = 1, Y0,M0(ω = 3) = 0, and M1(ω = 3) = M0(ω = 3) = 1 exists in our population. So, if we look
first at the total effect and useM1(ω = 3) = M0(ω = 3) = 1 with the composition axiom, then
ITE(ω) = Y1,M1(ω)− Y0,M0(ω) = 1− 0 > 0,
IPDE(ω) = Y1,M0(ω)− Y0,M0(ω) = Y1,M1(ω)− Y0,M0(ω) = 1 > 0,
ITIE(ω) = Y1,M1(ω)− Y1,M0(ω) = Y1,M1(ω)− Y1,M1(ω) = 1− 1 = 0,
TDE(ω) = Y1,M1(ω)− Y0,M1(ω) = Y1,M1(ω)− Y0,M0(ω) = 1− 0 = 1 > 0,
IPIE(ω) = Y0,M1(ω)− Y0,M0(ω) = Y0,M0(ω)− Y0,M0(ω) = 0− 0 = 0,
ICDE(m = 1, ω) = Y1,0(ω)− Y0,0(ω) = Y1,M1(ω)− Y0,M0(ω) = 1− 0 > 0,
IPSDE(M1 = M0 = 0, ω) = Y1(ω)− Y0(ω) = 1− 0 andM1(ω) = M0(ω) = 0.
This result holds true for all ω ∈ Ω′. The last equivalence demonstrates that ITDE(ω), IPDE(ω),
ICDE(m = 0, ω) and IPSDE(M1 = M0 = 1, ω) are all the same for the population that is identified by
such a test.
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B·6. Third Monotonic Inequality: Interpretations involving Distributions of Counterfactuals
Return to Tables 5 and 6. From this table, we derive the following results:
E
(
Y
[0]
0,M0
M0 − Y
[0]
1,M1
M1
)
= pr(ω = 3)− pr(ω = 2)− pr(ω = 10)− pr(ω = 12)
= pr (Y1,M1 = 1, Y0,M0 = 0,M1 = 1,M0 = 1)
− pr (Y1,M1 = 0, Y0,M0 = 1,M1 = 1,M0 = 1)
− pr (Y1,M1 = 0, Y0,M0 = 1,M1 = 1,M0 = 0)
− pr (Y1,M1 = 0, Y0,M0 = 0,M1 = 1,M0 = 0) .
So, if we reject the null hypothesis pr(Y = 0,M = 1 | X = 0) ≤ pr(Y = 0,M = 1 | X = 1), then we
believe with a fixed type 1 error rate the following assertion is true:
pr (Y1,M1 = 1, Y0,M0 = 0,M1 = 1,M0 = 1) > pr (Y1,M1 = 0, Y0,M0 = 1,M1 = 1,M0 = 0)
+ pr (Y1,M1 = 0, Y0,M0 = 1,M1 = 1,M0 = 1)
+ pr (Y1,M1 = 0, Y0,M0 = 0,M1 = 1,M0 = 0) .
This implies the following:
pr (Y1,M1 = 1, Y0,M0 = 0,M1 = 1,M0 = 1) > pr (Y1,M1 = 0, Y0,M0 = 1,M1 = 1,M0 = 1) =⇒
pr (Y1,M1 = 1, Y0,M0 = 0 |M1 = 1,M0 = 1) > pr (Y1,M1 = 0, Y0,M0 = 1 |M1 = 1,M0 = 1) .
B·7. Fourth Monotonic inequality: Individual Level Counterfactual Interpretations
So, if we operate under the sharp null that individual 14 does not exist in our population then we have
Y
[0]
0,M0
(ω)M
[0]
0 (ω)− Y
[0]
1,M1
(ω)M
[0]
1 (ω) ≤ 0. Taking expectations on both sides, we have:
pr(Y = 0,M = 0 | X = 1)− pr(Y = 0,M = 0 | X = 0) ≤ 0.
If we reject this null hypothesis, then with a fixed type 1 error rate we believe that there exists a non-
empty subpopulation Ω′ ⊆ Ω such that for every ω ∈ Ω′ the counterfactual response pattern Y1,M1(ω =
14) = 0, Y0,M0(ω = 14) = 1, and M1(ω = 14) = M0(ω = 14) = 0 exists in our population. So, if we
look first at the total effect and use M1(ω = 14) = M0(ω = 14) = 0 with the composition axiom, then
ITE(ω) = Y1,M1(ω)− Y0,M0(ω) = 0− 1 > 0,
IPDE(ω) = Y1,M0(ω)− Y0,M0(ω) = Y1,M1(ω)− Y0,M0(ω) = −1 < 0,
ITIE(ω) = Y1,M1(ω)− Y1,M0(ω) = Y1,M1(ω)− Y1,M1(ω) = 0− 0 = 0,
TDE(ω) = Y1,M1(ω)− Y0,M1(ω) = Y1,M1(ω)− Y0,M0(ω) = 0− 1 = −1 < 0,
IPIE(ω) = Y0,M1(ω)− Y0,M0(ω) = Y0,M0(ω)− Y0,M0(ω) = 1− 1 = 0,
ICDE(m = 0, ω) = Y1,0(ω)− Y0,0(ω) = Y1,M1(ω)− Y0,M0(ω) = 1− 0 > 0,
IPSDE(M1 = M0 = 0, ω) = Y1(ω)− Y0(ω) = 1− 0 andM1(ω) = M0(ω) = 0.
This result holds true for all ω ∈ Ω′. The last equivalence demonstrates that ITDE(ω),IPDE(ω)
ICDE(m = 0, ω) and IPSDE(M1 = M0 = 1, ω) are all the same for the population that is identified by
such a test.
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B·8. Fourth Monotonic inequality: Interpretations involving Distributions of Counterfactuals
Return to Tables 5 and 6. From this table, we derive the following results:
E
(
Y
[0]
1,M1
M
[0]
1 − Y
[0]
0,M0
M
[0)
0
)
= pr(ω = 14)− pr(ω = 11)− pr(ω = 12)− pr(ω = 15)
= pr (Y1,M1 = 0, Y0,M0 = 1,M1 = 0,M0 = 0)
− pr (Y1,M1 = 1, Y0,M0 = 0,M1 = 1,M0 = 0)
− pr (Y1,M1 = 0, Y0,M0 = 0,M1 = 1,M0 = 0)
− pr (Y1,M1 = 1, Y0,M0 = 0,M1 = 0,M0 = 0) .
So, if we reject the null hypothesis pr(Y = 0,M = 0 | X = 1) ≤ pr(Y = 0,M = 0 | X = 0), then we
believe with with a fixed type 1 error rate the following assertion:
pr (Y1,M1 = 0, Y0,M0 = 1,M1 = 0,M0 = 0) > pr (Y1,M1 = 1, Y0,M0 = 0,M1 = 1,M0 = 0)
+ pr (Y1,M1 = 0, Y0,M0 = 0,M1 = 1,M0 = 0)
+ pr (Y1,M1 = 1, Y0,M0 = 0,M1 = 0,M0 = 0) .
This implies the following:
pr (Y1,M1 = 0, Y0,M0 = 1,M1 = 0,M0 = 0) > pr (Y1,M1 = 1, Y0,M0 = 0,M1 = 0,M0 = 0) =⇒
pr (Y1,M1 = 1, Y0,M0 = 0 |M1 = 0,M0 = 0) > pr (Y1,M1 = 0, Y0,M0 = 1 |M1 = 0,M0 = 0) .
B·9. Summary of positive monotonic results
Recall, that we are using the notation pr(Y = y,M = m | X = x) = pym.x.
Table 7. Summary of Monotonic results
Null Hypothesis Target Counterfactual Response Type
Interpretation of
ITE, ITDE
IPDE, ICDE, IPSDE
p11.0 ≤ p11.1 Y1,M1 = 0, Y0,M0 = 1,M1 = 1,M0 = 1 negative
p10.1 ≤ p10.0 Y1,M1 = 1, Y0,M0 = 0,M1 = 0,M0 = 0 positive
p01.0 ≤ p01.1 Y1,M1 = 1, Y0,M0 = 0,M1 = 1,M0 = 1 positive
p00.1 ≤ p00.0 Y1,M1 = 0, Y0,M0 = 1,M1 = 0,M0 = 0 negative
B. COMPARISON TO SJO¨LANDER BOUNDS FOR THE NATURAL DIRECT EFFECT
B·1. Without monotonicity assumptions
Without monotonicity assumptions, Sjo¨lander gives bounds on the population average natural direct
effects as
max


−p11.0 − p10.0
p11.1 − p11.0 − 2p10.0 − p00.0
p10.1 − 2p11.0 − p10.0 − p01.0

 ≤ E (Y1M0 − Y0M0)
≤ min


p01.0 + p00.0
p11.1 + p10.1 + p01.1 + p01.0 − p10.0
p11.1 + p10.1 + p00.1 + p00.0 − p11.0

 ,
and
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max


−p01.0 − p00.0
−p11.0 − p10.0 − p01.0 − p01.1 + p10.1
−p11.0 − p10.0 − p00.0 − p00.1 + p11.1

 ≤ E (Y1M1 − Y0M1)
≤ min


p11.1 + p10.1
−p11.0 + p11.1 + 2p10.1 + p00.1
−p10.0 + 2p11.1 + p10.1 + p01.0

 .
Let us examine the first inequality. For the lower bound to be greater than zero, either p11.1 − p11.0 −
2p10.0 − p00.0 > 0 or p10.1 − 2p11.0 − p10.0 − p01.0 > 0. If p11.1 − p11.0 − 2p10.0 − p00.0 > 0, then
p11.1 + p01.0 > 1. If p10.1 − 2p11.0 − p10.0 − p01.0 > 0, then p10.1 + p00.0 > 1. These are two of the
inequalities associated with Theorem 1. Richardson & Robins (2010) demonstrated that at most one of the
inequalities associated with Theorem 1 can hold. This means that at most one of the inequalities that are
associated with the lower bound of the natural direct effects can be greater than zero. For the upper bound
to be below zero, either p11.1 + p10.1 + p01.1 + p01.0 < p10.0 or p11.1 + p10.1 + p00.1 + p00.0 < p11.0.
If p10.0 > p01.0 + p01.1 + p10.1 + p11.1, then p10.0 + p00.1 > 1, which is again an inequality associated
with Theorem 1. Similar results hold for the second inequality.
B·2. With monotonicity assumptions
Sjo¨lander makes more monotonicity assumptions than those presented in the main text. He assumes that
for anym ∈ {0, 1} and ω ∈ Ω, Y1m(ω) ≥ Y0m(ω) and for any x ∈ {0, 1} and ω ∈ Ω, Yx1(ω) ≥ Yx0(ω),
in addition to the the assumption that X has a positive monotonic effect on M . Sjo¨lander demonstrates
that the bounds for the pure direct effect and the total direct effect are the same. For now, let us examine
the Sjo¨lander bounds for the pure direct effect (as the results are the same for the total direct effect).
max


0
p01.0 − p01.1
p10.1 − p10.0
p01.0 − p01.1 + p10.1 − p10.0


≤ E (Y1M0 − Y0M0)
≤ p10.1 + p11.1 − p10.0 − p11.0.
The lower bound will only be above zero if p01.0 − p01.1 > 0, p10.1 − p10.0 > 0, or p01.0 − p01.1 +
p10.1 − p10.0 > 0. Note that p01.0 − p01.1 + p10.1 − p10.0 > 0 implies that either p01.0 − p01.1 > 0 or
p10.1 − p10.0 > 0. This means that the lower bound implies that at least one of the inequalities associated
with Theorem 1 must hold. Recall that p01.0 − p01.1 can be interpreted the excess risk of individuals indi-
viduals that display the response type Y1,M1(ω) = 1, Y0,M0(ω) = 0, M1(ω) = 1,M0(ω) = 1 compared
to individuals that display the response types (1) Y1,M1(ω) = 0, Y0,M0(ω) = 1, M1(ω) = 1, M0(ω) =
1, (2) Y1,M1(ω) = 0, Y0,M0(ω) = 1, M1(ω) = 1, M0(ω) = 0, and (3) Y1,M1(ω) = 0, Y0,M0(ω) = 0,
M1(ω) = 1, M0(ω) = 0. Similarly p10.1 − p10.0 can be interpreted as the excess risk of individu-
als that display the response type Y1,M1(ω) = 1, Y0,M0(ω) = 0, M1(ω) = 0, M0(ω) = 0 in compar-
ison to response types (1) Y1,M1(ω) = 0, Y0,M0(ω) = 1, M1(ω) = 0, M0(ω) = 0, (2) Y1,M1(ω) = 0,
Y0,M0(ω) = 1, M1(ω) = 1, M0(ω) = 0, and (3) Y1,M1(ω) = 1, Y0,M0(ω) = 1, M1(ω) = 1, M0(ω) = 0.
With these two facts in mind, assuming only that X has a positive monotonic effect onM, one can inter-
pret the condition
max


0
p01.0 − p01.1
p10.1 − p10.0
p01.0 − p01.1 + p10.1 − p10.0


as a lower bound of the proportion of individuals that display any form of positive individual level princi-
pal stratum direct effect fromX to Y.
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Note that as a result of the monotonicity assumptions that Sjo¨lander places on Y, the upper bound
cannot be a negative number. Under the three monotonicity highlighted above, Sjo¨lander gives the upper
bound of the natural direct effect as p10.1 + p11.1 − p10.0 − p11.0. Returning to our counterfactual table
(with only the monotonicity assumption thatM1(ω) ≥M0(ω) for all ω ∈ Ω), we have:
ω Y1,M1 Y0,M0 M1 M0
Y1M
[0]
1 + Y1M1
−Y0M
[0]
0 − Y0M0
Additional Monotonicity Y
1 1 1 1 1 0
2 0 1 1 1 -1 x
3 1 0 1 1 1
4 0 0 1 1 0
9 1 1 1 0 0
10 0 1 1 0 -1
11 1 0 1 0 1
12 0 0 1 0 0
13 1 1 0 0 0
14 0 1 0 0 -1 x
15 1 0 0 0 1
16 0 0 0 0 0
We see that individuals ω = 2 and ω = 14 are the rows that do not obey the additional monotonicity
assumptions that Sjo¨lander places on Y. We therefore eliminate these rows. For the remaining rows, in-
spection reveals that the rows for which Y1M
[0]
1 + Y1M1 − Y0M
[0]
0 − Y0M0 is positive are those rows
for which the pure direct effect or total direct is definitely 1 or could either be 0 or 1. Similarly, for the
rows that for which Y1M
[0]
1 + Y1M1 − Y0M[0] − Y0M0 is 0, the natural direct effect is 0. Finally, we see
that taking expectation over E
(
Y1M
[0]
1 + Y1M1 − Y0M
[0]
0 − Y0M0
)
would subtract the proportion of
individuals for whom there is a negative direct effect from X to Y through examination of the rows for
which Y1M
[0]
1 + Y1M1 − Y0M
[0]
0 − Y0M0 is negative. Therefore, through examination of the counterfac-
tual distribution of (Y1,M1 , Y0,M0 ,M1,M0) one sees that p10.1 + p11.1 − p10.0 − p11.0 corresponds to an
upper bound of the individuals for whomX could have a direct effect on Y.
B. INFERENCE
B·1. Inference for individual level direct effects
If one of the inequalities associated with Theorem 1 holds, then we know that one of the individual
principle stratum direct effects Y1,M1(ω) = y, Y0,M0(ω) = 1− y, M1(ω) = m, andM0(ω) = m, where
y ∈ {0, 1} andm ∈ {0, 1} in our populationΩ, exists in our population. Ramsahai and Lauritzen describe
likelihood ratio tests for falsifying the binary instrumental variable model without monotonicity assump-
tions (Ramsahai & Lauritzen, 2011). Bonferonni corrections are also proposed in such a setting (Wang
et al., 2017). Richardson and Robins demonstrate that at most one of the four inequalities defining the
‘instrumental inequalities’ can be violated by any distribution (Richardson & Robins, 2010). This means
that Theorem 1 one can only detect one of the four individual principle stratum direct effects Ω, even if
more than one of the principle stratum direct effects is present in Ω. Instead of using the likelihood ratio
test developed by Ramsahai and Lauritzen for the falsification a of the binary instrumental variable model
(Ramsahai & Lauritzen, 2011), a better strategy to detect individual principle stratum direct effects would
be to test each inequality separately. The results provided in Theorem 1 enable researchers to exactly
describe which individual principle stratum direct effect is present in the population.
Wang et al. (2017) provide useful guidance on how to test each individual inequality that composes
the ‘instrumental inequalities.’ We refer the reader to Wang et al. (2017) for the methods to reformulate
null hypothesis associated with the ‘instrumental inequality’ in terms of one-sided hypothesis testing in a
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2× 2 contingency table. The multiple adjustment correction for multiple testing that is proposed from the
authors might not be needed if at the design stage of the trial the scientific investigator specifies exactly
which individual principle stratum direct effect is under investigation. The extension to observational
studies to falsifying the binary instrumental variable model is also provided in Wang et al. (2017).
For observational studies, if one measures a suitable set of confoundersC, such that (Mx, Yx)∐X | C,
then weighting methods or stratification can be used to detect the individual level direct effects of interest.
Stratification to falsify a binary instrumental variable model is described in Wang et al. (2017). Weighting
methods would be slightly more involved than stratification to detect individual level principal stratum
direct effects. Wang et al. (2017) describe methods to test each of the hypothesis tests associated with
Theorem 1 with a newly constructed variable that essentially reduces the testing procedure to testing
effects in 2× 2 contingency tables.
B·2. Inference for individual level direct effects under monotonicity assumptions
The null hypothesis pr(Y = 1,M = 0 | X = 1) ≤ pr(Y = 1,M = 0 | X = 0) can be used to to fal-
sify the hypothesis that no individual of response type Y1,M1(ω) = 1, Y0,M0(ω) = 0, M1(ω) = 0 and
M0(ω) = 0 exists in our population. To reject such a hypothesis, define a new variable W that takes
value 1 if Y = 1 and M = 0. Then rejecting the null hypothesis pr(Y = 1,M = 0 | X = 1) ≤ pr(Y =
1,M = 0 | X = 0) is equivalent to rejecting the null hypothesis pr(W = 1 | X = 1) ≤ pr(W = 1 |
X = 0). The estimand pr(W = 1 | X = 1)− pr(W = 1 | X = 0) is just the average treatment effect
for the newly defined outcomeW with treatmentX, or just a simple risk difference. Consequently, all of
the statistical methods to make inferences for the average treatment effect, or equivalently risk differences,
are available to make inferences for such direct effects under monotonicity assumptions. Null hypothe-
ses of the form pr(W = 1 | X = 1) ≤ pr(W = 1 | X = 0) are just one-sided tests in 2× 2 contingency
tables.
Rejecting pr(W = 1 | X = 1) ≤ pr(W = 1 | X = 0) is equivalent also to rejecting
OR(W,X) =
pr(W = 1 | X = 1)
1− pr(W = 1 | X = 1)
/
pr(W = 1 | X = 0)
1− pr(W = 1 | X = 0)
≤ 1,
provided OR(W,X) is finite. This means that any of the statistical procedures to test whether an odds
ratio is greater than one can also be used. This means Fisher’s exact test and more importantly logistic
regression can be used to reject the null hypothesis in question. Consequently, case-control studies can
be used to test whether an individual of response type Y1,M1(ω) = 1, Y0,M0(ω) = 0, M1(ω) = 0 and
M0(ω) = 0 exists in our population. One needs to ensure that in the study population for the case-control
thatM always occurs prior to Y and always afterX for such a case control study to be valid.
For cohort studies, propensity and outcome regression methods are applicable to this setting. If one
measures a suitable set of confoundersC, such that (Mx, Yx) ∐X | C, then the null hypothesis pr(Y =
1,M = 0 | X = 1, C = c) ≤ pr(Y = 1,M = 0 | X = 0, C = c) can be used to to falsify the hypothesis
that no individual of response type Y1,M1(ω) = 1, Y0,M0(ω) = 0, M1(ω) = 0 and M0(ω) = 0 exists in
our population. If one prefers outcome regression or inverse probability weighting instead of stratification,
then one can use outcome regression or inverse probabilityweighing with the outcomeW and treatmentX
to adjust for confounding. As before, rejecting pr(W = 1 | X = 1, C = c) ≤ pr(W = 1 | X = 0, C =
c) is equivalent also to rejecting
OR(W,X | C) =
pr(W = 1 | X = 1, C = c)
1− pr(W = 1 | X = 1, C = c)
/
pr(W = 1 | X = 0, C = c)
1− pr(W = 1 | X = 0, C = c)
≤ 1,
providedOR(W,X | C) is finite. This enables researchers to study direct effects in observational studies
provided a suitable set of confounders are measured to ensure that (Mx, Yx) ∐X | C. Any sensitivity
analysis for observational studies that is designed for total effects can be adapted for the hypothesis test
pr(W = 1 | X = 1) ≤ pr(W = 1 | X = 0).
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