We study different variants of the augmented Lagrangian (AL)-based block-triangular preconditioner introduced by the first two authors in [SIAM J. Sci. Comput. 2006; 28: 2095-2113. The preconditioners are used to accelerate the convergence of the Generalized Minimal Residual method (GMRES) applied to various finite element and Marker-and-Cell discretizations of the Oseen problem in two and three space dimensions. Both steady and unsteady problems are considered. Numerical experiments show the effectiveness of the proposed preconditioners for a wide range of problem parameters. Implementation on parallel architectures is also considered. The AL-based approach is further generalized to deal with linear systems from stabilized finite element discretizations.
INTRODUCTION
We consider the solution of the incompressible Navier-Stokes equations governing the flow of viscous Newtonian fluids. For an open bounded domain ⊂ R d (d = 2, 3) with boundary * , time interval [0, T ], and data f, g and u 0 , the goal is to find a velocity field u = u(x, t) and pressure field p = p(x, t) such that *u *t − u+(u·∇)u+∇ p = f on ×(0, T ],
u(x, 0) = u 0 (x) on ,
u− u+(v·∇)u+∇ p = f in ,
div u = 0 in ,
where v is a known velocity field from a previous iteration or time step (the 'wind') and is proportional to the reciprocal of the time step ( = 0 for a steady problem). When v = 0 we have a (generalized) Stokes problem. Spatial discretization of (5)-(7) using finite differences or finite elements results in large, sparse saddle-point systems of the form
where u and p represent the discrete velocity and pressure, respectively, A is the discretization of the diffusion, convection and time-dependent terms, B T is the discrete gradient, B the (negative) discrete divergence, C is a stabilization matrix, and f and g contain forcing and boundary terms. If the discretization satisfies the LBB ('inf-sup') stability condition, no pressure stabilization is required and we can take C = 0. If the LBB condition is not satisfied, the stabilization matrix C = 0 is symmetric and positive semidefinite (SPD) and the actual choice of C depends on the particular finite element pair being used; see, e.g. [1] .
The efficient solution of systems of the form (8) necessitates rapidly convergent iterative methods. The two main approaches available are preconditioned Krylov subspace methods [2] and multigrid methods [3] [4] [5] . The two approaches can be combined by using one or more multigrid cycles as preconditioners for Krylov methods. In this paper, we focus on block preconditioners for Generalized Minimal Residual method (GMRES) [6] ; for related work on multigrid solvers, see [7] .
In recent years, a considerable amount of work has been done in developing efficient preconditioners for Krylov subspace methods applied to incompressible flow problems; see the comprehensive treatments in [1, 8] , as well as [5] . More recent contributions include the papers [9, 10] on preconditioning based on the augmented Lagrangian (AL) approach [11] , and [12] where the least-squares commutator preconditioner (see [1, Section 8.2.2] ) is generalized to stabilized finite element discretizations of the Oseen problem. Other relevant work includes the development of ILU-type preconditioners for saddle-point problems [13] and SIMPLE-type block preconditioners [14] . In these papers, these preconditioners are analyzed and compared with other preconditioners; see also [15, 16] , where AL-based preconditioners were found to compare favorably with other approaches.
In this paper we further develop the AL-based block-triangular preconditioner in various directions. It was shown in [9] that the AL-based approach results in preconditioners that are independent of the mesh size h and fairly insensitive to the viscosity , resulting in a remarkably robust and nearly optimal solver for the steady Oseen problem up to Reynolds numbers of about 10 000. It was further shown in [10] that the preconditioner performs quite well also for challenging linear systems arising from the linear stability analysis of linearized (Newton) solutions of the incompressible Navier-Stokes equations. As shown in these papers, the crucial ingredient for the AL-based preconditioner was an efficient multigrid cycle used as an approximate solver for the velocity subproblem associated with the (1, 1) block of the preconditioner. For stable discretizations of the steady Oseen problem, excellent results were obtained in [9] with a geometric multigrid scheme based on the method in [17] .
Here we introduce a variant of the AL-based block-triangular preconditioner, which we refer to as the modified AL preconditioner, which can be more readily implemented for general discretizations and geometries using off-the-shelf algebraic solvers for scalar elliptic problems. In particular, state-of-the-art parallel algebraic multilevel solvers can be used to solve the subsystems arising in the application of the preconditioner. Moreover, we extend the AL preconditioner to saddle-point systems arising from stabilized finite element methods (C = 0 in (8) ). This requires a different approach to augment the linear system before constructing and applying the preconditioner. In addition, we consider three-dimensional (3-D) Oseen problems discretized by the Marker-and-Cell (MAC) [18] finite difference method. The staggered grid in MAC makes it a stable discretization method, so the original and modified AL preconditioners can be applied directly. Our numerical experiments show that in 3-D one can expect similar results to those obtained in 2-D using stable finite elements. This paper is organized as follows. In Section 2, the modified AL preconditioner is described and applied to solve linear systems arising from 2-D stable finite element and 3-D stable MAC discretizations. We consider both steady and unsteady problems. AL-based preconditioners for 2-D stabilized (Q1-Q1 and Q1-P0) finite elements are developed in Section 3. Numerical experiments (including a few on a parallel computer) are used throughout to illustrate the behavior of the different methods. Some brief conclusive remarks are given in Section 4.
While some theoretical analysis is given to motivate the proposed preconditioners and to guide in the choice of parameters, the paper is mostly about practical computational issues and numerical results.
MODIFIED AL-BASED PRECONDITIONER FOR STABLE FINITE ELEMENTS
In this section we present the modified AL-based block-triangular preconditioner for the Oseen problem discretized by stable finite element pairs, such as Q2-Q1 or Q2-P1; see, e.g. [1] . We begin by recalling the original AL-based preconditioner described in [9] . We discuss first the 2-D case; the extension to the 3-D case is given in Section 2.8.
Problem formulation
Here we consider solving the steady-state Oseen equations ( = 0 in (5)). An LBB-stable finite element discretization gives rise to the following system:
The equivalent AL formulation [11] is given by
wheref := f + B T W −1 g, W is SPD and >0. A good choice of W is the pressure mass matrix, M p ; in practice, we use the main diagonal of M p instead, in order to maintain sparsity in A + B T W −1 B. The choice of is important and will be discussed below. The use of the AL formulation (10) instead of the original one (9) can be justified in various ways; see for instance the discussion in [9, 10] . Here we justify this choice by the observation that preconditioning (10) allows us to circumvent the delicate issue of finding good approximations for the pressure Schur complement B A −1 B T or its inverse, which is crucial when constructing preconditioners for the non-augmented system (9). 
The original AL-based preconditioner
Letting A := A + B T W −1 B, an ideal preconditioner for problem (10) is given by the blocktriangular matrix
Because of the identity
, applying P −1 to a vector requires one solve with W and one with A . The right-preconditioned matrix is
showing that = 1 is an eigenvalue of multiplicity at least n. Additionally, there are m eigenvalues that satisfy the generalized eigenvalue problem
Lemma 4.1 in [9] states that if all the relevant matrices are invertible,
Setting W = M p (the pressure mass matrix), we thus have
where satisfies the generalized eigenproblem
Hence, we obtain
Next, we derive bounds for the real and imaginary parts of . Writing = a +ib and = a +ib , where i = √ −1, we have Following the argument in [19] , it can be shown that the 's are contained in a rectangle which lies in the positive half plane Re(z)>0 and which does not depend on h. Easy manipulations give
Note that the real part of is bounded away from zero uniformly in h, for all fixed >0. Likewise, the imaginary part of is bounded uniformly in h by 1, for all fixed >0. Furthermore, for →∞ all eigenvalues tend to 1; see [9, Theorem 4.2] .
In Table I we show the maximum and minimum of the real part and the maximum imaginary part of and corresponding to a uniform Q2-Q1 discretization of the lid-driven cavity problem described in [1, p. 316 ] (see also [20] ). The value = 1 is used in the (ideal) AL preconditioner. Notice that 0 is also an eigenvalue (corresponding to the hydrostatic pressure mode), which does not affect the convergence of preconditioned GMRES and can be excluded from further consideration (see [1, p. 83] ). One can clearly see the independence of with respect to h, and the nearindependence with respect to . The real and imaginary parts of show a weak dependence on h, which according to the theory must disappear in the limit of h → 0; note that the minimum of the real part of is already h-independent even for these rather coarse grids. On the other hand, there is a strong dependence of on the viscosity , as already observed in [19] .
Because of the expensive solve associated with the velocity submatrix A , the 'ideal' preconditioner P in (11) is not practical. It is necessary to replace the exact solves with inexact ones, leading to preconditioners of the form
where A ≈ A + B T W −1 B and S are implicitly defined via the action of their inverses on vectors. In [9] [9] show that the preconditioner (17) is nearly optimal, meaning that the rate of convergence of Krylov subspace methods with this AL preconditioner is independent of the grid and almost insensitive to viscosity.
In the next subsection we consider some variants of this approach that do not require sophisticated geometric multigrid techniques in the implementation of A −1 . 
The modified AL preconditioner
As already observed, the main cost associated with the application of the block-triangular preconditioner P is associated with the (approximate) solution of linear systems with matrix A = A + B T W −1 B. Hence, how to simplify the action of A −1 becomes the critical issue.
Using the fact that A is block diagonal: A = diag(A 1 , A 2 ) and writing B = (B 1 , B 2 ) we have
Consider the following block-triangular approximation to A :
in which the (2, 1) block A 21 is dropped. We refer to the block-triangular matrix
as to the modified AL preconditioner. Because of the block-triangular structure ofP, most of the work in computing the action ofP −1 on a vector lies in the solution of the two linear systems with coefficient matrices A 11 and A 22 . Observing that
, in which the A i 's represent discrete scalar convection-diffusion operators and the B i 's are discretizations of the partial derivatives with respect to x and y, we immediately see that the A ii 's can be interpreted as discrete scalar anisotropic convection-diffusion operators with diffusion anisotropy ratio ≈ 1+ / . Thus, applying A −1 11 and A −1 22 requires solving two scalar anisotropic convectiondiffusion problems (three in 3-D). These subsystems can be solved exactly or inexactly. For 2-D problems, sparse direct solvers can be used to solve the subsystems efficiently. For 3-D problems, however, direct solvers become prohibitively expensive for sufficiently fine meshes, and some inner iterative method should be used instead. We will return to this issue later on.
The fact that the modified AL preconditioner is obtained from the ideal one by dropping a block of the form B T 2 W −1 B 1 suggests that the parameter should not be taken too large. This is also desirable in view of the fact that when is small, a small value of ensures that the anisotropy ratio 1+ / in the diagonal blocks A ii does not grow too large; this can be important if inner iterations are used to solve the two linear systems associated with A 11 and A 22 , since strong anisotropies may cause difficulties for iterative solvers. This can be verified by numerical experiments; see Section 2.4.
Numerical experiments: steady problems
In this section we compare the original ('ideal') and modified AL preconditioners on a standard 2-D test problem, in order to assess the effect of dropping the A 21 block from A in the preconditioner and to get some insight into the choice of . Based on numerical evidence, we state an empirical 492 M. BENZI, M. A. OLSHANSKII AND Z. WANG rule to choose for the modified preconditioner and then apply this rule to other types of problems with more complicated geometries, showing its effectiveness. Finally, we present results of some tests on a generalized (unsteady) Oseen problem, showing that the modified AL preconditioners work well on these kinds of problems. We use IFISS [21, 22] to generate the Oseen problems in this section and the next on 2-D stabilized finite elements. These computations are performed on a Sun Microsystems SunFire V40z with 4 Dual Core AMD Opteron Processors and 32 GB of memory.
The basic Krylov solver used in all our experiments is full GMRES [2] , starting from a zero initial guess. The iteration is stopped when the relative residual norm is reduced below 10 −6 .
First, the original and modified AL preconditioners are compared by using the lid-driven cavity test problem on different grids and for different values of the viscosity . The linearized Oseen system is the one in the first step of the Picard iteration immediately following the initial one (which reduces to a Stokes problem) and is discretized by uniform Q2-Q1 finite elements. The behavior of the iterative solvers is similar at subsequent Picard steps. We take W equal to the diagonal of the pressure mass matrix. For the original AL preconditioner, we use = 1 for all the experiments; little is gained in tuning . For the modified preconditioner, in contrast, the choice of has a considerable influence on the performance and cannot be made in a cavalier way. In our first set of experiments, we find the value of that minimizes the number of GMRES iterations by performing experiments with different values of . For = 0.1 , we take values of in the interval [0.1, 1] with 0.1 increments. For = 0.01 and = 0.001 we take ∈[0.01, 0.1] with increments of 0.01; experiments show that the optimal lies in these intervals.
When applying the preconditioners we need to solve linear systems with A (for the ideal preconditioner) and with A 11 and A 22 (for the modified preconditioner). Here we performed exact solves by first applying a column approximate AMD permutation [23] (using the MATLAB function colamd) to A (resp., to A 11 and A 22 ) followed by sparse LU factorization in MATLAB.
Results are shown in Table II . From these results we can see that the performance of the ideal AL preconditioner is independent of both the mesh size h and the viscosity . The eigenvalues of the preconditioned matrices corresponding to = 0.1 and = 0.001 on the 32×32 grid are plotted on the top two figures in Figure 1 . The non-zero eigenvalues are bounded away from 0, and cluster around 1 (note the different scales used for the horizontal and vertical axes). The only 0 eigenvalue comes from the hydrostatic pressure mode, which makes the saddle-point system singular. Note that for smaller, the imaginary parts of the eigenvalues are slightly larger, as already shown in Table I . The strong clustering of the eigenvalues is in agreement with the fast convergence of the preconditioned GMRES iteration.
The convergence rate for the modified AL preconditioner depends on the mesh size and viscosity, and some deterioration is observed when either decreases. The deterioration with respect to h is mild when the viscosity is not too small, but it becomes more noticeable as becomes smaller. There is a clear deterioration with respect to decreasing viscosity for all h. Nonetheless, even the 'worst' result (65 iterations for the 128×128 mesh with = 0.001) is still quite acceptable, and competitive with the results reported in [1, p. 357] using some of the best available preconditioners, with a similar cost per iteration. The eigenvalues of the preconditioned matrices using the modified AL preconditioner tend to scatter as gets small, as can be seen from the bottom two figures in Figure 1 .
The advantage of the modified AL preconditioner over the ideal one is that the cost of forming and applying the preconditioner is greatly reduced, both in terms of computing time and in terms of storage. This reduction in costs more than compensates the increase in the number of iterations.
Some timings for the 128×128 grid are reported in Table III . Here, 'Iter' denotes the number of iterations required to reduce the relative residual norm below 10 −6 , and 'Time' includes two parts: the setup time for constructing and factoring the two preconditioners, and the computing time for solving the linear system by preconditioned GMRES. For the modified AL preconditioner, we exploit the fact that the diagonal blocks A 11 or A 22 are independent and can be factored in parallel. We point out that the MATLAB codes used for these experiments are not highly optimized, so the timings are shown here just to give an indication of the relative performance of the ideal and modified preconditioners. 
Choosing the parameter
We now turn to the important issue of how to choose when using the modified AL preconditioner. The 'best' values of (in terms of iteration counts) in the previous set of experiments are displayed in the 3rd, 5th and 7th columns of Table IV under 'Exp.', since they were determined experimentally. We make the following observations. First, when = 0.1 the modified AL preconditioner is not sensitive to , and taking = 0.3 turns out to be a good choice. Second, for other values of the viscosity, the experimentally found optimal for the coarsest grid is divided by a factor of about √ 2 when the mesh size h is divided by 2. Hence, for fixed , letting 0 be the for the coarsest grid, we use 0 / √ 2, 0 /2 and 0 /2 √ 2 for each refined grid. We call this the ' √ 2 rule'. The 2nd column of Table IV displays the iteration count for the case = 0.1 using = 0.3, whereas the 4th and 6th columns display the number of GMRES iterations for = 0.01 and = 0.001, respectively, using the value of given in parentheses. One can see that these 's give results that are essentially identical to those obtained with the optimal choice of . Note that for the 128×128 grid and = 0.001, = 0.015 is used in the last column to compare with = 0.0141.
Next, we test the ' √ 2 rule' on two other problems from [1] , namely, the lid-driven cavity discretized on a stretched grid and the flow over a backward facing step on a uniform grid.
Here we only consider the cases = 0.001 for the driven cavity and = 0.005 for the backward facing step, since the performance of the modified AL preconditioner is less sensitive to the choice of for larger values of . For the backward facing step we do not consider smaller values of , since as pointed out in [1, p. 316], the flow becomes unstable already for fairly moderate Reynolds numbers and computing a steady solution for smaller values of would not be meaningful. The results obtained with the choice of based on the ' √ 2 rule' are compared with the best ones found by numerical experiment in Table V . It is clear that the ' √ 2 rule' works remarkably well also in these cases. Streamline and pressure plots of the approximate solutions of the Navier-Stokes equations (computed with IFISS) for the driven cavity and backward facing step problems are shown in Figures 2 and 3, respectively. 
Numerical experiments: unsteady problems
Here we present some results for unsteady (generalized) Oseen problems. In this type of problem the (1, 1) is the reciprocal of the time step t and M u is the velocity mass matrix. Linear systems of this type tend to be easier to solve than the ones arising in the steady case, since the presence of the additional positive-definite term M u makes the (1, 1) block more diagonally dominant, especially when t is sufficiently small. On the other hand, many such systems (one for each time step) have to be solved during a simulation, so fast solvers are absolutely indispensable.
We have performed numerical experiments for both the driven cavity and the backward facing step problems. In our experiments we let = h −1 , where h is the mesh size. It turns out that the simple choice = 1 works well in all cases. The results are shown in Table VI . Clearly, the modified AL preconditioner is comparable to the original one in terms of iteration numbers (and therefore much faster in terms of computing times). This is not surprising, since the presence of the additional term M u makes the diagonal sub-blocks A 11 and A 22 much larger in norm than the off-diagonal ones, and consequently dropping one of the off-diagonal blocks has only a marginal effect on the quality of the preconditioner, while drastically reducing the associated costs. Notice that both preconditioners are essentially insensitive to the viscosity, . There is, however, a dependence on h. To improve the convergence behavior as h → 0, a different choice for the (2, 2) block of the preconditioner is needed (currently, it is just a diagonal matrix). Similar to the well-known Cahouet-Chabard [24] preconditioner for the unsteady Stokes problem, we modify the (2, 2) block of the preconditioner (implicitly defined by its inverse) by using
instead of S −1 = − M −1 p . Here M u denotes the diagonal of the velocity mass matrix; moreover, the action of the (pseudo-)inverse of the scaled discrete Laplacian B M −1 u B T is implemented inexactly via a single iteration ('K-cycle') of Yvan Notay's algebraic multigrid method [25, 26] . We observe that a more natural scaling of the inverse pressure mass matrix in (19) would use (or + ) instead of and indeed this choice leads to better results in some cases, especially for the lid problem. However, our experience is that when inexact solves are used in the implementation of the action of (19), scaling with results in faster convergence in many cases, especially for the step problem.
Iteration counts are shown in Table VII for the lid-driven cavity and Table VIII for the backward facing step problem. As before, the 'Original' preconditioner requires exact solves with A , the modified one only with the diagonal sub-blocks A 11 and A 22 . Both preconditioners are now quite robust and stable with respect to h on sufficiently fine meshes. In the case of the backward facing step, we observe some dependence on . Also, for = 0.001 there is a noticeable dependence on h with the modified preconditioner. This dependence persists even when the action of the improved inverse Schur complement S −1 is computed 'exactly'.
It is important to point out that in actual unsteady flow calculations the number of iterations can be expected to be significantly less than reported above, since one takes the solution from the previous time step for the initial guess. Indeed, using the solution at the previous time step 497 typically results in an initial residual that is much smaller in norm than the residual corresponding to the zero initial guess; therefore, leading to fewer iterations required to satisfy the same reduction in the relative size of the residual norm. We conclude this section with a few remarks about the performance of the classical CahouetChabard preconditioner [24] applied to the unsteady Oseen problem. It turns out that without augmentation (that is, working with the original system (9) rather than the augmented one), this block-triangular preconditioner is almost always more efficient than the AL-based approach, except for some cases with small viscosity and large time steps. This is mainly due to the fact that with augmentation, the linear systems associated with the velocity unknowns that must be solved (exactly or inexactly) at each application of the preconditioner become more complicated. Therefore, even though the Cahouet-Chabard preconditioner typically requires more iterations than the AL-based one (especially for small values of the viscosity), it is actually faster in terms of solution time.
It should be pointed out, however, that there are important situations where the augmentation term arises naturally, in which case the AL-based preconditioner will be a good candidate. We note that the algebraic augmentation is closely related to the so-called grad-div stabilization [27] of the Galerkin method for the incompressible Navier-Stokes equations. The stabilization is a commonly used one for those problems which require additional subgrid pressure modeling or enhanced mass conservation [28, 29] . It is also an important ingredient of some turbulence models [30] . The leastsquare term added in such models gives rise to a matrix G with elements g ij = div i div j dx, where the i are basis functions of a discrete (e.g. FE) velocity space. This matrix is added to the velocity (1,1) block and possesses a block structure and algebraic properties similar to those of B T W −1 B (algebraic augmentation). Therefore, the solvers studied in this paper should be useful for handling algebraic systems resulting from such stabilized Galerkin discretizations. Yet another example is the formulation of the Navier-Stokes equations in the context of fluid-structure interaction problems, where it is essential that the velocity rate of deformation tensor (∇u+∇u T )/2 is retained in its entirety in the equations in order to ensure good momentum conservation properties during the numerical solution. This point of view is adopted in, e.g. [31, Chapter 9].
Parallel results
In this subsection we show the results of a few numerical experiments on a compute cluster. The test problem is the unsteady 2-D Oseen problem for the lid-driven cavity discretized with Q2-Q1 finite elements, using = h −1 . The value of the viscosity is = 0.01. The preconditioner is the modified AL preconditioner, where the linear systems associated with the diagonal sub-blocks A ii are solved by a parallel iterative solver, using 10 −2 as the inner relative residual tolerance and a maximum of 20 inner iterations (in practice, about five inner iterations suffice). For the (2, 2) block, we use S −1 = − M −1 p . We experimented with an inner flexible GMRES (FGMRES, see [32] ) iteration preconditioned with the smoothed aggregation AMG preconditioner ML from the Trilinos package [33] . The reason why FGMRES is needed is because the number of cycles with the AMG preconditioner is not fixed and therefore the preconditioner is a variable one. Of course, this means that the outer iteration used to solve the whole saddle-point system must also be a flexible one. The experiments are performed on a cluster consisting of 32 nodes and 128 processor cores. Each node has two dual core AMD 2214 2.2 GHz Opteron CPUs, 4 GB RAM and an 80 GB drive. The program is compiled and run with Open MPI. Timings and (outer) FGMRES iteration counts using p = 2, 4, 8 and 16 processors are shown in Table IX for four different problem sizes.
The results show fairly good scalability when the problem is sufficiently large. Clearly, using more than 16 processors would not be warranted, even for the larger problem size. The observed variability in the iteration count for different numbers of processors (especially going from 8 to 16 processors) can be explained by the fact that the ML preconditioner changes with p; therefore, the inner solves produce different approximate solutions for different p.
Extension to 3-D case
In this subsection we evaluate the performance of the ideal and modified AL preconditioners for Stokes and Oseen problems in 3-D. Besides the usual (convective) form of the Oseen equations, we also consider linearizations of the Navier-Stokes equations in rotation form; see, e.g. [34, 35] and references therein for details.
For a stable discretization, the saddle-point system is again of the form
where for 3-D problems A = diag(A 1 , A 2 , A 3 ) and B = (B 1 , B 2 , B 3 ) . Therefore, for the convection form the coefficient matrix of the equivalent AL formulation is The ideal AL preconditioner is again given by (11) . In the modified variant we replace A with the block-triangular approximatioñ
Note that in the 3-D case we drop three blocks: the (2, 1), (3, 1) and (3, 2) blocks of A , so the performance could be affected more than in the 2-D case. As in the 2-D case, each diagonal block A ii represents a discrete scalar convection-diffusion operator. For the Stokes problem and for the rotation form of the Navier-Stokes equations, no convective term is present and each sub-block A ii is SPD. On the other hand, in the rotation form each off-diagonal block A ij (with i = j) contains additional coupling terms not present in the standard form of the Oseen problem. Finally, for unsteady problems an additional reaction term (also SPD) is present in each diagonal sub-block.
Numerical experiments: 3-D examples
We use an MAC scheme, see [18] , to discretize the Stokes and Oseen problems on the unit cube
. This scheme is known to be div-stable, hence no pressure stabilization is needed and the (2,2) block C in the saddle-point problem (8) is zero. Homogeneous Dirichlet boundary conditions are imposed on the velocity components.
In the first experiment, we compare the original and the modified AL preconditioners on a steady Stokes problems. We use = 1 for both preconditioners for simplicity, and because it gives good results. Iteration counts for three grids of increasing size are shown in Table X . A '-' means that the problem has exceeded the memory constraint. Using a complete sparse Cholesky factorization on the sub-matrix A makes the ideal AL preconditioner unfeasible already for rather coarse grids in 3-D. On the other hand, the modified AL preconditioner is able to handle larger problems, since only the diagonal blocks A ii of A need to be factored.
Our results indicate that for this problem, the rate of convergence with the modified AL preconditioner is independent of the mesh size.
Next, we proceed to the more challenging case of 3-D Oseen problems, in both convection and rotation forms. The divergence-free wind function (v in (5)) is taken to be
The results are shown in Tables XI and XII. The use of LU factorization makes the original preconditioner unfeasible on 24×24×24 or larger grids due to exceeded memory limits. We set = 1 for the original preconditioner; for the modified one, is given in parentheses after the number of GMRES iterations.
While the ideal AL preconditioner is independent of the mesh size and viscosity, the modified preconditioner appears to be independent of h but shows a degradation of convergence rate when becomes very small. Also notice that must be taken smaller when = 0.001. Also for small the modified preconditioner is less effective for the rotation form than for the convection form. This is due to the presence, in the rotation form, of relatively stronger coupling terms in the off-diagonal blocks A ij (i> j) that are neglected when forming the preconditioner. Next, we consider unsteady Oseen problems with = h −1 . Because of the dominance of the block-diagonal part of the (1,1) block of the saddle-point system, we can expect good performance of the modified AL preconditioner. As in 2-D, we set = 1 for both preconditioners. The (2, 2) block is given by S −1 = − M −1 p . Iteration counts are shown in Tables XIII (convection form) and XIV (rotation from).
The performance of the modified AL preconditioner is quite satisfactory though some (mild) deterioration is observed with respect to . On the other hand, for = 0.1 the iteration number is essentially independent of the mesh size, whereas for smaller the rate of convergence actually improves when the grid becomes finer. 
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AL-TYPE PRECONDITIONERS FOR STABILIZED FINITE ELEMENTS
In this section, we consider the Oseen problem discretized by stabilized finite elements, e.g. Q1-Q1 or Q1-P0 elements. We generalize the original AL preconditioner to stabilized elements, aiming to achieve robustness with respect to h and .
Problem formulation
Discretizing (1)- (4) with LBB-unstable elements requires additional pressure stabilization terms in the finite element problem formulation, see e.g. [36] . In this case, the (2,2) block of the saddle-point matrix is no longer zero; it is replaced by −C with some SPD matrix C, see the remark below.
Remark 1
We use the least-squares-type pressure stabilization of Hughes et al. [36] for Q1-Q1 elements and of Brezzi-Pitkäranta [37] for Q1-P0 elements. For the case of continuous pressure elements, the matrix C corresponds to the bilinear form K ∈T K ∇ p∇q dx, where the summation runs over all triangles K in the triangulation T of . For P0 pressure elements the corresponding bilinear form
[q]ds penalizes the pressure jumps [ p] over all internal edges of the triangulation T; is a stabilization parameter. In either case the spectral properties of the matrix C are somewhat similar to those of a scaled Laplacian discretization. We note that different pressure stabilization methods can be applied, including those based on residual-free bubbles [38] , local projection [39] as well as the method in [40] . In general they lead to matrices C with similar algebraic properties. Note also that C is symmetric.
We use the following choice of the stabilization parameter (see [41] ): = h 2 /( +h v ), where h is the mesh size, v is the wind function and = 1. Assuming (for ease of notation) that g = 0, the resulting linear system reads
Augmented linear systems and an AL preconditioner
Owing to the presence of a non-zero (2, 2) block, the augmentation of system (21) must be done differently than in the case of stable finite elements. As before, let >0 and let W be a SPD matrix. Then from Bu −C p = 0 it follows that
Adding the above equation to Au + B T p = f gives 
where
Notice that in (22) , the (1, 2) block B T is not equal to the transpose of the (2, 1) block B. To get a more 'symmetric' augmented linear system, we can obtain from Bu −C p = 0 the equation
Then, combining this equation with Bu −C p = 0, we have
Letting C = C − C W −1 C, we obtain the second augmented system
Numerical experiments suggest that applying the AL preconditioner to (22) produces almost the same results as to (23) . Therefore, all results of numerical experiments will be shown for (22) in the sequel. Similar to the stable FE case, we build the block-triangular preconditioner in the form
Here in order to simplify the action of P −1 we use a block lower triangular AL preconditioner so as to have B in the (2, 1) block rather than the more cumbersome B T in the (1, 2) block. For the 'symmetrized' system (23), B should be replaced by B ; both lower and upper triangular preconditioners are essentially equivalent in this case.
For LBB-stable elements, in Section 2.2 we set S = −1 W = −1 M p . As we will see, for the case of C = 0 the choice of S and W is more delicate. From (12) one notices that S intends to approximate the pressure Schur complement of the augmented system, i.e. the matrices S := B A −1 B T +C for (23) and S := B A −1 B T +C for (22) . Recall the notation for the pressure Schur complement matrix of the non-augmented problem: S = B A −1 B T +C. The following result, which extends the representation in (13) to the case of C = 0, will help us to set W , build the preconditioner S, and analyze the spectrum of the preconditioned system.
Lemma 1
Assuming all the relevant matrices are invertible, it holds
Proof
The matrix X := −S −1 is the (2, 2) block of the inverse of the coefficient matrix in (23) . Denoting by Y the (1, 2) block of this inverse matrix we get the following system of matrix equations:
From (28) we get BY = (I − C W −1 ) −1 +C X. Substituting this into (27) and applying A −1 lead to
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Now substituting Y to (28) gives, after simple manipulations, (25) is proved. The result in (26) follows from the obvious identity (I − C W −1 ) S = S .
By straightforward computations one verifies that the last equation is solved by matrix
The expressions (25) and (26) suggest that the auxiliary matrix W should be such that W − C is positive definite. Below we consider the following two choices of W satisfying this constraint:
Similar to the LBB-stable case, in practical computations M p is replaced by its diagonal approximation M p . Let us briefly comment on both choices of W .
Remark 2
Setting W = W 1 will lead to a simple choice of preconditioner S such that the preconditioned system enjoys the same eigenvalue bounds as in the LBB-stable case, i.e. (15)- (16) . At the same time, W = W 1 involves the Laplacian-type matrix C, cf. Remark 1. Hence the inverse W −1 may become an (almost) full matrix, resulting in that A = A + B T W −1 B is an (almost) full matrix and consequently making the solution of linear systems with A much more difficult. This happens for example with Q 1 − Q 1 elements. For Q 1 -P 0 elements, however, the matrix C has a special block-diagonal structure, which leads to a relatively cheap solve with A . In numerical experiments we will use W 1 only with Q 1 − P 0 elements. The choice W = W 2 preserves the sparsity of A . However, the restriction on yields the decrease of when is small and h tends to zero, since for small it holds M −1 p C = O(h −1 ), see the discussion on matrix C in Remark 1. Thus, less augmentation is introduced and the performance of the solver becomes more sensitive to the variation in and h.
In the next section we present the eigenvalue analysis and show the corresponding choices of S for both cases W = W 1 and W = W 2 . We shall also discuss a third (intermediate) alternative of setting the augmentation and preconditioning, which is not covered by our analysis, but shows stable and almost and h-independent convergence behavior while keeping the matrix A sparse.
Eigenvalue analysis and the choice of S
We consider the following generalized eigenvalue problem:
For the symmetrized system, matrix B in the (2,1) block is replaced by B and matrix C in the (2,2) block by C . As in the case of stable finite elements, we consider the eigenvalue problem
where S = B A −1 B T +C, and obtain bounds on in terms of . For W = W 1 one immediately gets from (25) and ( We also experiment with replacing S = −1 M with S = −1 M +C in the preconditioner and show the results in Table XVIII for the lid-driven cavity and Table XIX for the backward facing step. The iteration counts with exact solves are presented in the 'Original' columns, whereas the 'Modified' ones show using the block-triangular approximation of A , as in Section 2. We choose = 1 for the original preconditioner; for the modified one, first, we determine the optimal experimentally on the coarsest grid, then we use the √ 2 rule for the finer grids. The iteration counts show the excellent behavior of both preconditioners, with (near) independence on the mesh size and a mild dependence on . In the case of small viscosity in the backward facing step problem, a modest deterioration in the performance of the modified AL preconditioner is observed as the grid is refined, but even in that case the convergence is quite fast.
CONCLUSIONS
In this paper, we have introduced and studied modifications of the AL-based preconditioner for Oseen-type problems. In addition, we have extended the AL approach to the case of stabilized finite element pairs, and heuristics for the choice of the augmentation parameter have been investigated. Theoretical analysis and extensive numerical experimentation on a variety of test problems indicate that overall, the modified AL preconditioners are very robust and perform quite well on both steady and unsteady problems over a wide range of values of the viscosity . One advantage of the modified AL preconditioners proposed in this paper is that they can be readily implemented using standard off-the-shelf algebraic multilevel solvers developed for elliptic PDEs, in particular parallel AMG-type solvers. Our experiments show that this can be an effective approach for the parallel solution of finite element discretizations of the incompressible Navier-Stokes equations.
