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ABSTRACT
Aggregation functions are at the core of various theories in fuzzy logic, au-
tomatic classification, multi-criteria decision making and game theory. They
provide a mathematical formalism to tackle the associated problems of uncer-
tainty, vagueness, preferences and contradictory information. It is often neces-
sary to make timely decisions based on mass amounts of information, and this
requires some aggregation of the available data so that different states or sets
of inputs may be compared. Many theoretical results have been obtained in
the field of aggregation functions, however the realm of practical application
is a relatively new and exciting research area. This thesis aims to analyse the
properties of various aggregation functions toward their practical application in
decision making. A particularly expressive class of averaging aggregation func-
tions is defined by the Choquet fuzzy integral. This function is able to model
the interaction between subsets of criteria and hence is well suited to modeling
situations involving redundant or complementary information. Of particular
interest in this research is how certain properties of aggregation may be capi-
talised upon in order to improve the efficiency and reliability of existing decision
processes.
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Chapter 1
Introduction
The need to aggregate several inputs into a single representative output arises
naturally in many practical applications. The research effort concerning ag-
gregation functions, their behaviour and properties, has been disseminated
throughout various fields including decision making, knowledge based systems,
artificial intelligence and image processing. Recent books providing a compre-
hensive overview include [33,44,74,156].
The most widely applied aggregation functions in real-world situations are
those in the averaging class. The arithmetic mean has been used as a sum-
mary statistic for millennia. We see it today in various sports (e.g. points per
game in basketball), economic reports (e.g. average household income) and al-
most any popular research communications focusing on the changing state of
the world, from average global temperature increases to the increasing obesity
rates of Australians. Other well known averages include the median, which is
used (among other things) to compare housing prices; and even some types of
ordered weighted averaging (OWA) functions would be known to many, such as
the so-called olympic average where the lowest and highest scores are removed
before taking the mean. Indeed, much of the interest in research concerning
aggregation functions is generated by their wide potential for practical imple-
mentation. Consider the following examples:
Example 1. (Evaluation based on multiple criteria) Every year, Australia’s
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state motoring clubs test the most popular cars and rate them on various cri-
teria in order to allocate awards such as Best Small Car and Best Sports Car.
The car models are given ratings out of 10 for their handling, safety, security,
value etc., and then the results are aggregated with the criteria weighted based
on their importance to consumers.1
Ford Honda Hyundai Suzuki
Criterion Fiesta Mazda2 Jazz Getz Alto Weighting
Value for money
Pricing 2 5 6 7 10 Critical
Depreciation cost 4 7 8 6 10 Medium
Running/repair cost 7 3 1 10 8 Critical
· · ·
Design and function
Safety 7 8 7 6 8 Critical
Security 9 9 2 10 4 High
· · ·
On the road
Performance 9 9 7 5 4 Medium
· · ·
Overall score 711 667 658 649 637
Example 2. (Evaluation based on multiple experts) The Internet Movie
Database (IMDb.com) allocates a rating out of 10 stars to each movie based on
user ratings. A number of the highest and lowest scores are discarded (so as
not to include extreme results) and the remaining scores are aggregated using
a mean weighted by the reliability of certain users.
Example 3. (Data modeling) In order to identify trends, measurements at
each time interval are sometimes smoothed using a moving-mean. For instance,
a 3-moving mean takes the average of the previous, current and following value
in order to model each data point.
Example 4. (Attitude analysis) If we used regression techniques in order to
model the category and final scores given in Example 1, we could infer the
importance of each criterion from the weights of the fitted model. Similar
1The ratings and categories were taken from www.australiasbestcars.com.au .
7techniques could be used after giving a survey and asking for opinions on sub-
criteria as well as the total evaluation.
Example 5. (Classifier combination) In ecology, it can be useful to predict
species’ response to fire to inform land management practices. There are a
number of factors which can be useful in predicting the response, however a
combination of these is more likely to be helpful than any factor alone.
Although the arithmetic mean and its weighted analogues have proved to be
robust and mathematically sound, there are some applications warranting the
use of more complex and flexible functions. The Choquet and Sugeno integrals
have both received a lot of attention in the fuzzy sets and decision making
communities for some time now, however research into their real-world use is
still in its infancy.
The contribution of this thesis lies in this direction. Applications of aggre-
gation functions to different fields of research and problems are studied with
results that support their use in various decision processes. In this introductory
chapter, the aims and objectives of the research will be outlined, as well as the
research question the thesis seeks to address. A brief description of some of
the different methodologies employed will then be given before outlining the
remaining Chapters.
It will be the contention of this thesis that effective use of aggregation func-
tions in decision making helps provide consistent, timely and justified decisions.
Understanding the properties of an aggregation function and its modeling suit-
ability allows meaningful information to be learned from the available data and
this information, in turn, can be used to make more informed decisions. The
emphasis is hence not just on the making of decisions, but also on the under-
standing and interpretation of the decision processes.
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1.1 Aims
The following aims were specified at the beginning of this research endeavour:
• To analyse the properties of various aggregation functions toward their
practical application in decision making;
• To research and utilise the properties of aggregation functions towards
improving the efficiency and reliability of existing decision processes.
As will be outlined in Chapters 2-3, many properties of aggregation functions
have been well studied. Much of the work to date however has been in the the-
oretical realm, and the implications of such properties in some contexts are not
properly understood. There are issues of complexity in terms of computation
time, the expertise required for implementation and user understanding, all of
which must be overcome if these theoretical results are to find their purpose in
application. The research chapters in this thesis attempt to address this diffi-
culty through application of aggregation functions in various decision making
contexts. By understanding the properties of functions and their connotations
in different situations, their use is more likely to be readily considered.
1.2 Objectives
The following objectives flow from the broader research aims outlined above:
• To develop theoretical aspects of aggregation functions, finding new results
that might have tangible interpretations and applications;
• To apply aggregation functions to new areas and compare their perfor-
mance with current techniques.
Since many current decision processes employ the arithmetic mean as the default
aggregator, it could be wondered: a) whether it is worth worrying about other
functions since the mean performs adequately in most contexts; and b) why we
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can’t simply find any application that uses the arithmetic mean and replace it
with a more complicated function and hope to get some results.
Due to its wide-spread use, it is often forgotten that the arithmetic mean
has many desirable properties that make its use appropriate in summarising
data sets and helping to perform overall evaluations. Many would use this
function, not realising that it minimises the sum of squared differences between
the output value and the individual inputs and that its use implies independence
amongst the inputs. Indeed, the crucial thing when deciding to use, or not use
the arithmetic mean is whether it is justified. The objective is hence to identify
situations and applications where the use of existing aggregation techniques
is not entirely justified, suggesting that decisions could be improved by using
alternative aggregation functions. In the majority of our research chapters, we
present the Choquet integral as an alternative to the weighted arithmetic mean,
since it is able to model interaction between inputs that cannot be accounted
for by other functions. As well as our applications, we also worked towards
achieving some theoretical results (see our papers [22] and [31]), which are
briefly mentioned in Chapters 2 and 9 respectively.
1.3 Research problems
The main research problems concerning the use of aggregation functions and
fuzzy measures can be broadly understood as problems of numerical complexity,
interpretability, unsystematic or ad hoc implementation, or the absence of func-
tions which can express the desired properties. These will be briefly discussed
in turn here:
Complexity - Although flexible for modeling, some functions are difficult to
implement. For instance, the number of parameters required for the Cho-
quet integral increases exponentially with respect to the number of inputs.
Fitting algorithms and optimisation techniques become impractical due
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to the size of the problem and number of constraints, and intuitive in-
terpretation from a human perspective becomes almost impossible. It
also means that there are likely to be alternative methods which are less
time-consuming and will be preferred by decision makers even if the mod-
eling capability is not as high. The use of some aggregation functions is
made even more difficult due to non-linearity or other complex types of
function behaviour. For instance, the problem of weight identification of
the Sugeno integral does not result in a convex optimisation problem and
hence alternative methods must be sought.
Interpretability - Even if the weights and parameters of a model can be iden-
tified, this does not mean that the function will be easily interpreted.
When decisions are based on multiple criteria, it becomes harder for the
decision maker to understand how each of the variables relate to each
other. While the weights of the arithmetic mean can be well understood,
it is much harder to understand weights for non-linear functions or even
piecewise-linear functions such as the OWA and Choquet integral.
Ad hoc implementation - The use of aggregation functions in various fields
is often ad hoc, which means many results have not been brought together
cohesively to make future applications easier. Indeed, the interest in ag-
gregation functions has arisen independently in separate fields, and only
recently were many of the results consolidated and studied in depth as a
separate area of research.
Incompatible properties - There are some applications for which appropri-
ate aggregation functions do not exist, either because the desired proper-
ties are inconsistent with one another in existing aggregation models, or
because these properties simply have not found expression yet in functions
studied and developed thus far. The need exists for new functions with
readily available interpretations.
1.4. RESEARCH QUESTION 11
1.4 Research question
From the aims, objectives and problems specified above, the research question
addressed by this thesis can be stated as follows:
• How can decision making processes be improved by constructing
appropriate classes of aggregation functions, tailored to specific
examples?
As will be seen, the realm of decision making processes which can benefit from
the use of aggregation functions is quite broad. When we work to improve
decision making processes, we are working towards improving both the process
of making the decision, i.e. how can we improve the consistency, speed and
reliability of the process? and how can we draw on theoretical results to make
“better” decisions that suit what we expect in the application?
1.5 Methodology
The approaches to answering this research question can be broadly divided into
those based on theoretical considerations, and those based on the application
of aggregation functions to real world data sets. For some of our applications,
they are undertaken simultaneously.
In the former case, we are interested in how mathematically justified an
aggregation model may be, drawing upon the results published throughout
journals, conference proceedings and books as well as our own extensions and
results. The interpretation of certain aggregation functions can only be gained
through a sound understanding of their behaviour and properties, which in turn
opens the way for real-world applications. Many of the results in the following
chapters required theoretical rather than experimental explorations.
When looking at real-world applications, the performance of a given ap-
proach needs to be evaluated. The improvement gained through the use of
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aggregation functions in terms of consistency can be measured using some sta-
tistical indices such as Spearman’s rank correlation coefficient, however some-
times the notion of accuracy will be subjective. For classification problems,
benchmark data sets are available from the UCI machine learning depository,
as well as established methods of verification. Numerical experiments can also
be conducted using synthetic data sets designed specifically for a given problem.
For our results in Chapter 4 concerning the journal ranking problem, we had
to create new data sets by collecting the journal rankings from the Excellence
in Research for Australia (ERA) body, and then combining these with the ci-
tation statistics collected by Thompson and Reuters (ISI) Web of Knowledge.
Performance here is then measured by how closely the aggregation functions
model the human decision making process. Details of data sets we used will be
described in the relevant sections of each chapter.
For the identification of fuzzy measures from data we used the AOTool and
FMTools [16, 17] software packages designed by Beliakov, who also wrote the
application-specific programs used in our experiments. FMTools uses linear
programming methods to find the fuzzy measure which models a given data set
with the least absolute error between supplied and predicted values, subject to
specified requirements on the fuzzy measure.
While it is often straightforward to compare methods in terms of accuracy,
speed and consistency, the main advantage of using aggregation functions comes
from the relative ease in which we can interpret them and draw understanding
from the resulting models. Where it is appropriate to the application, the func-
tion weights and parameters will be discussed and their interpretation compared
with what seems to be intuitive.
1.6 Overview
After providing an introduction to aggregation functions and some more recent
developments concerning fuzzy measures in particular, our original research
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contained in this thesis will be presented in Chapters 4-9, outlining applica-
tions of aggregation functions to various decision making processes. Many of
our results have been published or submitted for publication in peer-reviewed
journals, conferences and textbooks. The complete list of publications is given
in the following section. In addition, the publications specific to each chapter
will be provided in the introductory sections.
In Chapter 2, the fundamentals of aggregation functions will be introduced,
their properties, classes and important families. The interpretation of some
aggregation functions is straightforward, and many of the more complicated
models can often be interpreted by drawing upon results from the simpler and
well understood forms.
Chapter 3 focuses on fuzzy measures and some results obtained in the field
over the past decade. Much of the content in this chapter has been explored in
detail by Grabisch and Labreuche in their recent review of Sugeno and Choquet
integral applications [73], which captures the current state of research in the
fuzzy measures community. A review of current applications is also provided,
which has been categorised according to the uses of fuzzy measures outlined by
Liginlal and Ow in [106]. This both places our own research and provides its
motivation.
Chapter 4 investigates the use of the Choquet integral for modeling the
ERA Journal rankings conducted in Australia. This research, which we have
published in [26–28], looks at the use of the Choquet integral in both ordinal
classification and decision analysis. As an ordinal classifier, the Choquet integral
provides flexibility and reliability, making it competitive with other machine
learning techniques such as decision trees and support vector machines. An
important advantage, however is the model can still be interpreted so that the
decision process is understood. We then use it as a tool for understanding
how closely the rankings reflect commonly used citation indices such as impact
factor. The use of such statistics has become the centre of some controversy,
and our findings based on interpretations of fitted models supports the idea
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that a single statistic is not a reliable indicator of journal quality.
Chapter 5 investigates aggregation functions which are used for texture anal-
ysis in image processing. Experiments we conducted (published in [32]) help
to show how some aggregation functions can be more useful than others for
particular data sets. The most useful results obtained in this research were
that aggregated features can help improve reliability in the presence of noise,
and that non-linear means can sometimes improve accuracy over the standard
average with only marginal increases to complexity.
Chapter 6 details a novel method we introduced to improve the k-nearest
neighbours classification method. By capitalising on the Choquet integral’s abil-
ity to account for redundancy and complementarity, we can distinguish between
neighours which add new information, and those which would provide similar
information to that already provided. We first published this work in [25,29].
Nearest neighbour methods such as those used in Chapters 5-6 require the
calculation of distance between data points. In many contexts, it is fine to
use the standard Euclidean distance, however sometimes certain features of the
data will be more important than others. Some may be redundant, and others
may be correlated in some way. We consider the use of the Choquet integral
for capturing the underlying notion of distance that may be more appropriate
in these contexts. The problem is considered in the context of metric learning
and some preliminary results are summarised which we investigated in [30].
A detailed framework for the application of aggregation functions to recom-
mender systems is provided in Chapter 8 which was written for a handbook on
recommender systems [21]. It serves as an illustrative and in-depth example of
the necessary considerations when aggregation functions are used in real-world
applications. Many of the theoretical properties also find tangible meanings in
this context.
The final research chapter, Chapter 9 gives a brief example of the use of
aggregation functions to model mandatory requirements. Dujmovic´ [59, 61–63]
has focused on this concept recently for aggregating preferences, and one upshot
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of the generalised Bonferroni mean we’ve investigated in [31, 186] is its ability
to model an arbitrary number of mandatory criteria.
As mentioned, we have obtained some theoretical results, however the scope
of this thesis will be the application of aggregation functions to decision making
processes. Examples will be provided throughout in order to help clarify some
of the important concepts, as will tables and figures. The majority of tables
concerning results from our experiments will be deferred to the appendix.
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Chapter 2
Preliminaries
Aggregation functions lend themselves well to use in decision making because
of their intrinsic properties which have straightforward interpretations in appli-
cation. Important results have arisen in various domains including statistics,
fuzzy logic and multi-criteria decision making. This chapter gives an overview
of some of the relevant concepts relating to aggregation functions and fuzzy
measures with a focus on averaging aggregation functions. In Chapter 3, some
of the more recent developments in the study of fuzzy measures will be detailed
which form the basis and motivation for the original results contained in this
thesis. Firstly, important definitions and properties will be provided, followed
by the concepts of weights and fuzzy measures. After listing some important
families, the chapter will conclude with some considerations when selecting an
aggregation function for a specific application.
The majority of this chapter concerns results well established in the field of
aggregation functions for many years, however we will also refer to results we
have obtained recently in the following publications:
• G. Beliakov, T. Calvo, and S. James. Some results on Lipschitz quasi-arithmetic
means. In Proceedings of the 2009 IFSA World Congress, Lisbon, Portugal,
2009.
• G. Beliakov, T. Calvo, and S James. On Lipschitz properties of generated
aggregation functions. Fuzzy Sets and Systems, 161(10):1437–1447, 2010.
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2.1 Properties of aggregation functions
We begin with some basic definitions, in most cases adopting the notations and
conventions used in [33].
Definition 1. An aggregation function is a function of n > 1 arguments that
maps the (n-dimensional) unit cube onto the unit interval f : [0, 1]n → [0, 1],
with the general properties:
(i) f(0, 0, ..., 0︸ ︷︷ ︸
n times
) = 0 and f(1, 1, ..., 1︸ ︷︷ ︸
n times
) = 1, (boundary conditions)
(ii) x ≤ y⇒ f(x) ≤ f(y) for all x,y ∈ [0, 1]n. (monotonicity)
The use of monotone functions is justified in many decision making contexts,
since it ensures consistency and reliability. The boundary conditions here are
specified with the assumption that inputs are provided on the unit interval,
however in certain cases, inputs naturally expressed on different intervals can
be scaled appropriately.
Aggregation functions are classed depending on their behaviour relative to
the inputs. The most commonly used in application are averaging functions,
which are usually interpreted as being representative of a given set of inputs or
input vector. Conjunctive and disjunctive functions are more often interpreted
as generalisations of the AND and OR logical connectives and hence are utilised
to aggregate propositions or measure penalties and rewards.
Definition 2 (Classes). An aggregation function f : [0, 1]n → [0, 1] is:
Averaging 1 if it is bounded by min(x) ≤ f(x) ≤ max(x), ∀x ∈ [0, 1]n;
Conjunctive if it is bounded by f(x) ≤ min(x),∀x ∈ [0, 1]n;
Disjunctive if it is bounded by f(x) ≥ max(x),∀x ∈ [0, 1]n;
1In some research areas, the averaging property is referred to as internality. It also should
be mentioned that some definitions of aggregation functions also include this property as a
condition.
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Mixed otherwise.
Aggregation functions can be characterised with various properties, usually
expressed in terms of functional equations.
Definition 3 (Properties). An aggregation function f : [0, 1]n → [0, 1] is:
Idempotent if for every t ∈ [0, 1] the output is f(t, t . . . , t) = t;
Symmetric if its value does not depend on the permutation of the arguments,
i.e.,f(x1, x2, . . . , xn) = f(xP (1), xP (2), . . . , xP (n)) for every x and every per-
mutation P = (P (1), P (2), . . . , P (n)) of (1, 2 . . . , n);
Associative if, for f : [0, 1]2 → [0, 1], f(f(x1, x2), x3) = f(x1, f(x2, x3)) holds
for all x1, x2, x3 ∈ [0, 1];
Shift-invariant if for all λ ∈ [−1, 1] and for all x = (x1, . . . , xn), f(x1 +
λ, . . . , xn + λ) = f(x) + λ whenever (x1 + λ, . . . , xn + λ) ∈ [0, 1]n and
f(x) + λ ∈ [0, 1];
Homogeneous if for all λ ∈ [0, 1] and for all x ∈ [0, 1]n, f(λx1, . . . , λxn) =
λf(x);
Strictly monotone if x ≤ y but x 6= y implies f(x) < f(y),∀x,y ∈ [0, 1]n;
Lipschitz continuous if there is a positive number M , such that for any
two inputs x,y ∈ [0, 1]n, |f(x) − f(y)| ≤ Md(x,y), where d(x,y) is the
distance taken in some metric between x and y. The smallest such number
M is called the Lipschitz constant of f .
Has neutral elements if there is a value e ∈ [0, 1] such that
f(e, . . . , e, t, e, . . . , e) = t for every t ∈ [0, 1] in any position.
Has absorbing elements if there is a value a ∈ [0, 1] such that
f(x1, . . . , xi−1, a, xi+1, . . . , xn) = a for any x with xi = a.
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Idempotency is also referred to as unanimity, as it expresses the requirement
that a representative output of a data set should return a certain score if it is
given unanimously. This is a reasonable requirement in subjective evaluation
where it is desired that the output reflect the inputs. All averaging functions
are idempotent with the two properties equivalent in the presence of monotonic-
ity. Symmetry, sometimes called anonymity, can be used where the inputs are
considered equally important. Associativity allows one to express a function
for an arbitrary number of arguments in a consistent way and is hence quite
useful for computational purposes or where input vectors of different dimension
are considered. It should be noted, however, that in disjunctive and conjunc-
tive cases, the accumulative effect can sometimes be undesirable. For instance,
consider the following example:
Example 6. The product f(x) =
∏n
i=1 xi, which is conjunctive and associative
is used to aggregate the performance of two classifiers which have been used on
multiple data sets, since we want to penalise every bad performance and make
a judgement that is no better than the worst score. Classifier 1 has been used
on 3 data sets, scoring 75% each time. These scores are aggregated to provide
an evaluation of 42.2%. Meanwhile, Classifier 2 has been tested on 8 data sets,
scoring 90% each time, which are aggregated to obtain a score of 38.7%. Clearly,
the product is not appropriate here, since it is not consistent with our intuitive
notion of which classifier is better.
Shift-invariance and homogeneity allow for functions to be evaluated inde-
pendently of the scale used, and only a few well studied functions satisfy these
properties. Strict monotonicity can be interpreted componentwise where an in-
crease to any input should improve the overall score. Similarly, a decrease to any
of the inputs should result in a decrease in the overall output. Some functions
are strictly monotone but only on a certain portion of the domain. In the case
of Lipschitz continuity, we pay attention to the rate of change because of the
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ever present input inaccuracies. If the aggregation function receives an inaccu-
rate input x˜ = (x1+ε1, . . . , xn+εn), contaminated with some error (ε1, . . . , εn),
we do not expect the output f(x˜) to be substantially different from f(x). The
Lipschitz constant M bounds the factor by which the error is magnified.
It will be useful at times to refer to the dual of an aggregation function.
In particular, it is useful when studying conjunctive and disjunctive functions
which are dual to one another. For the notion of duality to be understood, we
must firstly introduce the concept of strong negation.
Definition 4. A univariate function N defined on [0, 1] is called a strong nega-
tion, if it is strictly decreasing and involutive (i.e., N(N(t)) = t for all t ∈ [0, 1]).
The most commonly used strong negation is the standard negation
N(t) = 1− t.
Definition 5. Let N : [0, 1]→ [0, 1] be a strong negation and f : [0, 1]n → [0, 1]
an aggregation function. Then the aggregation function fd given by
fd(x1, . . . , xn) = N(f(N(x1), N(x2), . . . , N(xn)))
is called the dual of f with respect to N , or, for short, the N -dual of f . When
using the standard negation, fd is given by
fd(x1, . . . , xn) = 1− f(1− x1, . . . , 1− xn)
and we will simply say that fd is the dual of f .
2.2 Weights and fuzzy measures
Weights and fuzzy measures are used to allocate importance to individual in-
puts. The assumption of equal importance that use of symmetric functions
infers may sometimes be unfounded. The weighted arithmetic mean (WAM) is
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a well understood example that allows importance of inputs to be taken into
account. It is given by
WAMw(x) =
n∑
i=1
wixi,
where the value wi gives the weight allocated to the i-th input.
For non-linear or more complicated functions, however, the weighting of an
input can be compounded or diluted depending on the function behaviour on
different parts of the domain. Consider the following example:
Example 7. Suppose a weighted geometric mean for two variables is given by
f(x1, x2) = x
1
3
1 x
2
3
2 with the interpretation that input x2 is twice as important as
x1. Where x1 ≈ x2, increases to x2 affect the function more than increases to
x1, which is consistent with the interpretation of the weights. However, if we
consider the inputs x1 = 0.3, x2 = 0.7, with
f(0.3, 0.7) = 0.528 (3 d.p.),
we note that outputs taken from this region of the domain can be more influ-
enced by x1, i.e. f(x1 + 0.1, x2) = 0.581 > f(x1, x2 + 0.1) = 0.577.
In the case of an ordered weighted averaging function (which is symmetric),
the weighting vector does not represent individual sources of input but rather
the relative order of inputs. Here as well, the interpretation for the standard
OWA is well understood, however some non-linear generalisations and related
functions may confuse the situation. We will often refer to functions whose
parameters are defined by the weighting vector w.
Definition 6. A vector w = (w1, . . . , wn) is called a weighting vector if wi ∈
[0, 1] and
n∑
i=1
wi = 1.
Choquet introduced fuzzy measures - or capacities, in 1953 [52] to generalise
the notion of measure. Fuzzy measures allocate each subset of inputs a weight
without the assumption of additivity, which was shown to be too restrictive
for modeling some real-life situations. The formal study of fuzzy measures in
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the field of aggregation functions can perhaps be traced to the introduction of
fuzzy integrals by Sugeno in 1974 [153]. Essentially, fuzzy measures allow one
to escape the restrictiveness of additivity which assumes independence between
the inputs. In particular, the research contained in this thesis has a strong focus
on fuzzy measures and their use with the Choquet integral (see Section 2.3.3).
Firstly, we define fuzzy measures and list some special cases.
Definition 7. LetN = {1, 2, . . . , n}. A discrete fuzzy measure is a set function2
v : 2N → [0, 1] which is monotonic (i.e. v(A) ≤ v(B) whenever A ⊆ B) and
satisfies v(∅) = 0, v(N ) = 1.
Definition 8 (Types of fuzzy measure). Given any two sets A,B ⊆ N , fuzzy
measures are said to be:
Additive where v(A ∪ B) = v(A) + v(B), whenever v(A ∩ B) = ∅;
Symmetric where |A| = |B| → v(A) = v(B);
Submodular if v(A ∪ B)− v(A ∩ B) ≤ v(A) + v(B);
Supermodular if v(A ∪ B)− v(A ∩ B) ≥ v(A) + v(B);
Subadditive if v(A ∪ B) ≤ v(A) + v(B) whenever A ∩ B = ∅;
Superadditive if v(A ∪ B) ≥ v(A) + v(B) whenever A ∩ B = ∅;
Decomposable if v(A ∪ B) = f(v(A), v(B)) whenever A ∩ B = ∅, for a given
function f : [0, 1]2 → [0, 1].
The implications of some of these properties and how they relate to special
cases of the Choquet integral will be discussed in more detail in Section 2.3.3.
2A set function is a function whose domain consists of all possible subsets of N . For
example, for n = 3, a set function is specified by 23 = 8 values at v(∅), v({1}), v({2}), v({3}),
v({1, 2}), v({1, 3}), v({2, 3}), v({1, 2, 3}).
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2.3 Aggregation function families
Presented here are families of aggregation functions used prominently through-
out the literature. Although some context-specific functions have been devel-
oped for applications, these will often draw on the main families, whose prop-
erties have been extensively studied. The majority of research for this thesis
concerns averaging aggregation functions, however it is still worthwhile to pro-
vide the archetypical examples of conjunctive, disjunctive and mixed classes as
these will be referred to in some chapters.
2.3.1 Quasi-arithmetic means
The family of weighted quasi-arithmetic means (QAM) generalises the power
mean, which in turn includes other classical means such as the arithmetic and
geometric mean as special cases (see [40] for an overview of means and their
inequalities).
Definition 9. For a given strictly monotone and continuous function g : [0, 1]→
[−∞,+∞], called a generating function or generator, and a weighting vector
w = (w1, ..., wn), the weighted quasi-arithmetic mean is the function
Mw,g(x) = g
−1
(
n∑
i=1
wig(xi)
)
,
where
∑
wi = 1 and wi ≥ 0 ∀i.
Special cases include:
Arithmetic means WAMw(x) =
n∑
i=1
wixi, g(t) = t;
Geometric means Gw(x) =
n∏
i=1
xwii , g(t) = log(t);
Harmonic means Hw(x) =
(
n∑
i=1
wi
xi
)−1
, g(t) = 1
t
;
Power means Mw,[p](x) =
(
n∑
i=1
wix
p
i
) 1
p
, g(t) = tp, p 6= 0.
The term mean is usually used to imply averaging behaviour. The power
means include the arithmetic, geometric and harmonic means as special cases, as
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well as the minimum and maximum functions where p approaches ±∞. Quasi-
arithmetic means defined with respect to a weighting vector with all wi =
1
n
are symmetric, and asymmetric otherwise. All power means are idempotent,
homogeneous and strictly monotone on the open interval ]0, 1[n, however only
the weighted arithmetic mean is shift-invariant. The geometric mean is not
Lipschitz continuous3.
2.3.2 OWA functions
Ordered weighted averaging functions (OWA) are another type of averaging
aggregation function, which associate a weight not with a particular input, but
rather with its relative value or order compared to others. They were formally
defined by Yager [179] in 1988 and since have received considerable attention
in the fuzzy sets community.
Definition 10. Given a weighting vector w, the OWA function is
OWAw(x) =
n∑
i=1
wix(i),
where the (.) notation denotes the components of x being arranged in non-
increasing order x(1) ≥ x(2) ≥ . . . ≥ x(n).
Special cases of the OWA operator, depending on the weighting vector w
include:
Arithmetic mean where all the weights are equal, i.e. all wi =
1
n
;
Maximum function for w = (1, 0, ..., 0);
Minimum function for w = (0, ..., 0, 1);
Median function for wi = 0 for all i 6= m, wm = 1 if n = 2m + 1 is odd, and
wi = 0 for all i 6= m,m+ 1, wm = wm+1 = 0.5 if n = 2m is even.
3We have explored the Lipschitz property for quasi-arithmetic means and other generated
aggregation functions in [20,22].
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Trimmed Mean where the h outer inputs are discarded,
w = 1
n−h(0, ..., 0︸ ︷︷ ︸
h
2
times
, 1, 1, ..., 1︸ ︷︷ ︸
n−h times
, 0, ..., 0︸ ︷︷ ︸
h
2
times
);
Winsorised Mean which replaces the h lowest/highest values with the
(h+1)−th lowest/highest values, e.g. for h = 2,w = 1
n
(0, 0, 3, 1, ..., 1, 3, 0, 0).
The OWA function is a piecewise linear idempotent aggregation function. It
is symmetric, homogeneous, shift-invariant, Lipschitz continuous and strictly
monotone if wi > 0,∀i.
2.3.3 Choquet and Sugeno integrals
Referred to as fuzzy integrals, the Choquet integral and the Sugeno integral are
averaging aggregation functions defined with respect to a fuzzy measure. They
are useful for modeling interactions between the input variables xi. For instance,
it may be that there are redundancies amongst the inputs, or that certain inputs
complement each other. The behaviour of the Sugeno and Choquet integral
hence can be deduced from the values and properties of the associated fuzzy
measure.
Definition 11. The discrete Choquet integral with respect to a fuzzy measure
v is given by
Cv(x) =
n∑
i=1
x(i)[v({j|xj ≥ x(i)})− v({j|xj ≥ x(i+1)})],
where (.) in this case denotes the components of x being arranged in non-
decreasing order such that (x(1) ≤ x(2) ≤ · · · ≤ x(n)) (note that this is opposite
to OWA).
Special cases of the Choquet integral, depending on the fuzzy measure v
include:
Weighted arithmetic mean where v is additive, with v({i}) = wi;
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OWA operator where v is symmetric, with 4
wi = v({j|xj ≤ x(i)})− v({j|xj ≤ x(i−1)});
Arithmetic mean where v is both additive and symmetric.
Supermodular fuzzy measures result in Choquet integrals which are concave,
the upshot of which is that increases to lower inputs affect the function more
than increases to higher inputs. Conversely, submodular fuzzy measures result
in convex functions. Choquet integrals are idempotent, homogeneous, shift-
invariant and strictly monotone where A ( B ⇒ v(A) < v(B).
While the Choquet integral has been predominantly used for numerical in-
puts, the Sugeno integral defined below is useful where the inputs are ordinal.
Definition 12. The Sugeno integral with respect to a fuzzy measure v is given
by
Sv(x) = max
i=1,...,n
min{x(i), v(Hi)}, (2.1)
where (.) denotes a non-decreasing permutation of the inputs such that (x(1) ≤
x(2) ≤ · · · ≤ x(n)) (the same as with the Choquet integral), andHi = {(i), . . . , (n)}.
Certain indices have been introduced in order to better understand the be-
haviour of the Choquet and Sugeno integrals, which will be discussed in the
following chapter, Section 3.1.
2.3.4 T-norms and t-conorms
The prototypical examples of conjunctive and disjunctive aggregation functions
are the so-called triangular norms and conorms respectively (t-norms and t-
conorms). Given any t-norm, T : [0, 1]2 → [0, 1], there is a dual function which
4Note here the opposite direction is used for the inequality due to the opposite reorderings
for Choquet and OWA calculation, e.g. w1 is the weight applied to the largest input for OWA,
which corresponds to the singleton values of a symmetric fuzzy measure v({(1)})− v(∅).
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is a t-conorm S, with
S(x1, x2) = 1− T (1− x1, 1− x2)
and vice-versa. T-norms and t-conorms are hence often studied in parallel, as
many properties concerning S can be determined from T .
Definition 13. A triangular norm (t-norm for short) is a function
T : [0, 1]2 → [0, 1] which is monotone, associative, symmetric and has the
neutral element e = 1.
Definition 14. A triangular conorm (t-conorm for short) is a function
S : [0, 1]2 → [0, 1] which is monotone, associative, symmetric and has the
neutral element e = 0.
The definitions of the four basic t-norms and t-conorms are provided below.
Definition 15. The four basic t-norms are given by
Minimum Tmin(x1, x2) = min(x1, x2);
Product TP (x1, x2) = x1x2;
ÃLukasiewicz t-norm TL(x1, x2) = max(x1 + x2 − 1, 0);
Drastic Product TD(x1, x2) =
0, if (x1, x2) ∈ [0, 1[
2,
min(x1, x2) otherwise.
.
Definition 16. The four basic t-conorms are given by
Maximum Smax(x1, x2) = max(x1, x2);
Probabilistic Sum SP (x1, x2) = x1 + x2 − x1x2;
ÃLukasiewicz t-conorm SL(x1, x2) = min(x1 + x2, 1);
Drastic Product SD(x1, x2) =
1, if (x1, x2) ∈]0, 1]
2,
max(x1, x2) otherwise.
.
There are families of parameterised t-norms and t-conorms that include the
above as special or limiting cases. These families are defined with respect to
generating functions and are known as Archimedean t-norms.
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Definition 17. A t-norm is called Archimedean if for each (a, b) ∈]0, 1[2 there
exists an n = 1, 2, ... with T (
n−times︷ ︸︸ ︷
a, ..., a) < b.
For t-conorms, the inequality is reversed, i.e. there exists an n such that the
t-conorm S(b, ..., b) > b. Continuous Archimedean t-norms can be expressed by
use of their generators as
T (x1, ..., xn) = g
(−1)(g(x1) + ...+ g(xn)),
where g : [0, 1] → [0,∞] with g(1) = 0 is a continuous, strictly decreasing
function and g(−1) is the pseudo inverse of g, i.e.,
g(−1)(t) = g−1(min(g(1),max(g(0), t))).
Archimedean families include Schweizer-Sklar, Hamacher, Frank, Yager, Dombi,
Aczel-Alsina, Mayor-Torrens andWeber-Sugeno t-norms and t-conorms (see [95]
for an overview).
2.3.5 Nullnorms and uninorms
In some situations, it may be required that high input values reinforce each other
while low values pull the overall output down. In other words, the aggregation
function has to be disjunctive for high values, conjunctive for low values, and
perhaps averaging if some values are high and some are low. This is typically
the case when high values are interpreted as “positive” information, and low
values as “negative” information.
In other situations, it may be that aggregation of both high and low values
moves the output towards some intermediate value. Thus certain aggregation
functions need to be conjunctive, disjunctive or averaging in different parts of
their domain.
Uninorms and nullnorms are the typical examples of such aggregation func-
tions, but there are many others. The definitions follow.
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Definition 18. A nullnorm is a bivariate aggregation function V : [0, 1]2 →
[0, 1] which is associative, symmetric, and there exists an element a belonging
to the open interval ]0, 1[ verifying
∀t ∈ [0, a], V (t, 0) = t,
∀t ∈ [a, 1], V (t, 1) = t.
Definition 19. A uninorm is a bivariate aggregation function U : [0, 1]2 → [0, 1]
which is associative, symmetric and has a neutral element e belonging to the
open interval ]0, 1[.
Some uninorms can be built from generating functions in a similar way
to quasi-arithmetic means and Archimedean t-norms. These are called repre-
sentable uninorms.
Definition 20. Let g : [0, 1] → [−∞,+∞] be a strictly increasing bijection
verifying g(0) = −∞, g(1) = +∞ such that g(e) = 0 for some e ∈]0, 1[.
• The function given by
U(x1, x2) =
 g−1(g(x1) + g(x2)), if (x1, x2) ∈ [0, 1]2\{(0, 1), (1, 0)},0, otherwise,
is a conjunctive uninorm with the neutral element e, known as a conjunc-
tive representable uninorm.
The disjunctive representable uninorm is defined similarly, with the value of
U(x1, x2) = 1 at the vertices (0, 1) and (1, 0).
2.4 Selecting an aggregation function
There are essentially two approaches to choosing the aggregation function which
will best serve an application. Roughly speaking, these can be seen as a priori
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or a posteriori choices with respect to the data. In the former case, the desired
properties of the function will already be known. The decision makers under-
stand that they need a particular class of function, with characteristics arising
naturally through interpretations. Table 2.1 lists some of the well known fami-
lies of aggregation functions and the properties relevant to each. Likewise, the
parameters or weights can be selected to reflect the decision makers’ priorities.
The latter method is likely to be used where it is more difficult to predict
how important each input should be, or which aggregation function will model
the situation best. In these cases, we can choose the function which best fits the
data. Examples in the form of input and output pairs (xi, yi) can be obtained
from available data or through expert assessment of archetypical situations,
e.g. what should the aggregated value of x = (0, 1, 0) be? Suppose we have K
input/output pairs, the fitting model is then usually of the form:
Minimise
K∑
i=1
||f(xi)− yi|| (2.2)
s.t. f(0, ..., 0) = 0,
f(1, ..., 1) = 1,
f(xi)− f(xj) ≥ 0,∀ xi ≥ xj,
any other desired properties.
A combination of these two methods is also a reasonable way to proceed. A
function is selected based on its satisfaction of certain properties, and then its
weights are determined using available optimisation techniques.
2.5 Summary
This chapter has provided some of the well known and basic properties of aggre-
gation functions, as well as some important families including quasi-arithmetic
means, triangular norms and conorms, uninorms, nullnorms and fuzzy integrals.
The following chapter will outline some of the more recent advances in the study
of fuzzy measures, including indices for interpretation and applications.
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Chapter 3
Aggregation Functions in
Application
In [73], Grabisch and Labreuche provide a detailed overview of publications
from the last decade which focus on the Sugeno and Choquet integrals. They
begin with a summary of the state of fuzzy measures and integrals research
as it stood in 1996 in terms of the problems concerning implementation and
the directions which were to be addressed. In particular, the following research
problems were identified:
• The difficulty in practical use of fuzzy measures, given their exponential
complexity;
• The insufficiency of Shapley values and interaction indices to completely
interpret Choquet and Sugeno integral models;
• The need for in-depth analysis of the use of the Choquet integral in multi-
criteria decision aid, in particular how the model can be explained to the
decision maker and improvements be made;
• The lack of powerful software and real-size applications.
The important advances over this time period have concerned not only imple-
mentation, i.e. software tools and weight identification methods, but also the
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ease of interpretation so that these functions can be more readily considered in
practice.
The use of fuzzy sets and related concepts are starting to gain interest outside
of mathematics and computational science, with papers appearing in fields such
as ecology [140,143], so it could be anticipated that improving the accessibility of
these functions will help provide many opportunities for real-world applications.
The following sections highlight some of the results achieved toward better
understanding and use of fuzzy measures and the Choquet integral, in line with
the important areas identified by Grabisch and Labreuche. Section 3.1 focuses
on studies concerning interpretation, in particular, the indices used to measure
function and decision maker behaviour will be given with definitions. Section
3.2 gives an overview of simplifying assumptions which have been important
for dealing with the exponential complexity of fuzzy measures. Some generali-
sations important to our research will then be detailed in Section 3.3 followed
by a brief description of fuzzy measure fitting software. We conclude with a
survey of some recent papers oriented toward application. It is here that we see
the principal motivation for the work contained in this thesis. Although much
has been achieved, it is clear that application of the Choquet integral and other
more complicated aggregation functions could be useful for many real-world
decision processes, helping work toward more reliable and justified decisions.
3.1 Interpretation of fuzzy measures
An important concept for evaluating aggregation functions, their behaviour and
consistency in application is that of orness. Orness was defined in 1974 by Du-
jmovic´ [60] and independently by Yager in [179] when exploring the properties
of OWA functions.
Definition 21. Let f be an averaging aggregation function. Its measure of
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orness is
orness(f) =
∫
[0,1]n
f(x)dx− ∫
[0,1]n
min(x)dx∫
[0,1]n
max(x)dx− ∫
[0,1]n
min(x)dx
.
The orness value of an OWA function is calculated simply from the weights,
orness(OWAw) =
n∑
i=1
wi
n− i
n− 1 .
The Choquet integral also has a general formula, given by [109]:
orness(Cv) =
1
n− 1
∑
A⊆N
(n− |A|)!|A|!
n!
v(A).
Marichal interprets orness (and its opposite, andness(f) = 1−orness(f)) in
the context of using the Choquet integral in multi-criteria decision making as a
measure of tolerance of the decision maker, “tolerant decision makers can accept
that only some criteria are satisfied ... On the other hand, intolerant decision
makers demand that most criteria are satisfied.” [109] Fundamentally, andness
and orness measure the degree to which a function is respectively conjunctive
or disjunctive.
The need for aggregation functions to model mandatory and non-mandatory
criteria is one given particular focus by Dujmovic´. In [61, 62] the generalised
conjunction/disjunction (GCD) operator is outlined, which encompasses fami-
lies of parameterised means which can take values between the minimum and
maximum functions. In particular, the notions of hard and soft partial conjunc-
tion and disjunction have been introduced.
Definition 22. An averaging function with 0.5 < andness(f) < 1 is said to
model hard partial conjunction (HPC), where f(x1, ..., xn) > 0 ⇐⇒ xi > 0,∀ i.
Otherwise, the function is said to model soft partial conjunction (SPC).
Definition 23. An averaging function with 0.5 < orness(f) < 1 is said to
model hard partial disjunction (HPD), where f(x1, ..., xn) < 1 ⇐⇒ xi < 1,∀ i.
Otherwise, the function is said to model soft partial disjunction (SPD).
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Although orness can give an overall measure of how the function behaves,
weights are still key to interpreting the relationship between inputs and outputs.
For fuzzy measures, as the number of inputs increases, the number of subsets
to be taken account of increases exponentially, and hence interpreting the fuzzy
measure using each coalition’s weight becomes less useful. Some importance can
still be gathered from the singletons, as each can be interpreted as the ability
for a single input to influence the score on its own (i.e. if all other scores are
zero) since the weight applied to the largest input is its corresponding singleton.
However, for even as few as 5 inputs, it becomes hard to gather the importance
of each variable and the role it plays in calculation.
For this reason, the introduction of importance and interaction indices has
been crucial for the understanding and implementation of the Choquet and
Sugeno integrals.
Definition 24. Let v be a fuzzy measure. The Shapley index for every i ∈ N
is
φ(i) =
∑
A⊆N\{i}
(n− |A| − 1)!|A|!
n!
[v(A ∪ {i})− v(A)].
The Shapley value is the vector φ(v) = (φ(1), . . . , φ(n)).
The Shapley value was introduced in [150] for use in game theory, where it
measures the value of a game. In the context of fuzzy measures, it indicates
the average contribution of each variable1. Some variables could have small
singleton values, but play an important role in the presence of another. Others
may have a high singleton measure, but may be redundant or replaceable, so
contribute less to the calculation than would seem intuitive.
It is worth noting, however, that the Shapley value is an average after all,
and hence can be misleading in the same way. Consider the following fuzzy
1A similar index used to evaluate the importance of each variable is the Banzhaf index [10],
which is given by
bi =
1
2n−1
∑
A⊆N\{i}
[v(A ∪ {i})− v(A)].
It was designed to measure average voting power of individuals based on winning coalitions.
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measure,
v(∅) = 0
v({1}) = 0.1 v({2}) = 0.3 v({3}) = 0.5
v({1, 2}) = 1 v({1, 3}) = 0.6 v({2, 3}) = 0.7
v({1, 2, 3}) = 1.
The Shapley value for this fuzzy measure is φ = (0.267, 0.417, 0.317) suggesting
that the most important value in computation is x2. This Choquet integral can
be expressed piecewise,
Cv(x) =

0.3x1 + 0.2x2 + 0.5x3, x1 ≤ x2 ≤ x3;
0.3x1 + 0.3x2 + 0.4x3, x1 ≤ x3 ≤ x2;
0.1x1 + 0.4x2 + 0.5x3, x2 ≤ x1 ≤ x3;
0.1x1 + 0.4x2 + 0.5x3, x2 ≤ x3 ≤ x1;
0.7x1 + 0.3x2, x3 ≤ x1 ≤ x2;
0.1x1 + 0.9x2, x3 ≤ x2 ≤ x1.
We see that in only one out of the 6 orderings of inputs is x2 applied the
largest weight, and actually that in most cases it will be better to increase x3.
Given the option of improving one input, it is better to take the relative order
of inputs into account first.
Despite this, the Shapley value remains the most important index for guid-
ing the interpretation of a fitted fuzzy measure and reconciling it with any
prior ideas of which variables are important. In [72], a similar calculation was
introduced for determining the best variable to improve - the index of average
improvement. The index is similar to the Shapley value by construction, and
still does not account for how the current state of an input vector affects the
best choice for improvement. An interesting application paper mentioned by
Grabisch and Labreuche in their review is [120], which works toward solving
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this problem using optimisation, i.e. a goal for the output is specified and the
resources increase required to reach it is minimised.
To provide a measure of the average interaction between each pair of vari-
ables, the interaction index was introduced by Murofushi and Soneda [121]. It
is useful for identifying the redundant and complementary variables in a given
model, and can be used in conjunction with the Shapley value.
Definition 25. Let v be a fuzzy measure. The interaction index for every pair
i, j ∈ N is
Iij =
∑
A⊆N\{i,j}
(n− |A| − 2)!|A|!
(n− 1)! [v(A∪{i, j})−v(A∪{i})−v(A∪{j})+v(A)].
The interaction index can also be interpreted as a local orness/andness mea-
sure. Where a pair of variables has a negative interaction index (i.e. positively
correlated), it is more beneficial to increase the higher of the inputs than the
lower. In other words, the function behaves more disjunctively over this region
of the domain. On the other hand, if two inputs have a positive interaction
index, the function behaves more conjunctively and it is more beneficial to
increase the lower input.
This relationship is implicitly identified in many studies. Liginlal and Ow use
λ-fuzzy measures2 in [105], noting that a negative value of λ corresponds with
negative interaction indices and were associated with decision makers who were
more risk-seeking, while a positive λ and positive interaction characterises deci-
sion models which are risk-averse3. In turn, Kojadanovic states that submodular
functions necessarily have negative interaction indices and will be characterised
by higher orness values [96].
The interaction index was generalised for all subsets by Grabisch in [70],
with the interaction index for pairs and Shapley values corresponding to the
2See Section 3.2 for the definition of λ-fuzzy measures, which are also known as Sugeno
measures.
3Notions such as degree of optimism, pessimism, risk and so on are often inferred from the
orness/andness of the function, e.g. [115].
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special cases of subsets with two and one element respectively. The interaction
index for subsets then allows one to express fuzzy measures using an alternative
representation.
Definition 26. Let v be a fuzzy measure. The interaction index for every set
A ⊆ N is
I(A) =
∑
B⊆N\A
(n− |B| − |A|)!|B|!
(n− |A|+ 1)!
∑
C⊆A
(−1)|A\C|v(B ∪ C).
This alternative representation is especially useful when decision makers are
identifying model parameters, as it allows one to define a fuzzy measure from the
importance and interaction alone, which in some cases can be more intuitively
evaluated than coalition weights4.
A further alternative expression of fuzzy measures (whose relationship to v
and I(A) is also discussed in [70]) is given by the Mo¨bius transformation.
Definition 27. Let v be a fuzzy measure. The Mo¨bius transformation of v is
a set function defined for every A ⊆ N as
µ(A) =
∑
B⊆A
(−1)|A\B|v(B).
The Mo¨bius transformation is invertible, and one recovers v by using its
inverse, called Zeta transform,
v(A) =
∑
B⊆A
µ(B) ∀A ⊆ N .
As will be shown later, the Mo¨bius transformation is especially useful for
reducing the size of the fitting problem in the case of k-additivity. Both Mo¨bius
representation and the interaction index for coalitions are especially useful in
applications, making it easier to build models and interpret the results.
4We use this representation for the purpose of non-parametric approximation in [25], which
is presented in Chapter 6.
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3.2 Simplifying assumptions
A major problem when it comes to the application of fuzzy measures is that the
number of parameters required grows exponentially with the number of inputs.
Many simplifying assumptions have been introduced, which help alleviate this
problem, allowing a trade-off between modeling capability and complexity. One
of the earliest of these introduced was the Sugeno fuzzy measure [153].
Definition 28. A fuzzy measure v is called a Sugeno- or λ-fuzzy measure if v
is decomposable with
f = v(A) + v(B) + λv(A)v(B), λ ∈]− 1,∞[.
A Sugeno measure is defined by n + 1 weights and allows the modeling of
positive or negative interaction between groups of inputs. Many early applica-
tions involving fuzzy measures utilised this type of fuzzy measure, the unknown
value identified with genetic algorithms if only a few to none of the parameters
were known [163].
A limitation of the Sugeno measure is that interaction is assumed to be
the same across the board, however in many contexts, it would be expected
that one subset of inputs would interact differently to others. The concept
of k-additivity [70] has perhaps been the most celebrated of the simplifying
assumptions, used in many studies in order to decrease the complexity of the
fitting problem, e.g. [35,42,91,117]. With k-additive fuzzy measures, interaction
is only considered in coalitions of up to k members. Additivity coincides with
1-additive fuzzy measures, while k = n corresponds to general fuzzy measures.
Definition 29. A fuzzy measure v is called k-additive (1 ≤ k ≤ n) if its Mo¨bius
transformation verifies
µ(A) = 0,
for any subset A with more than k elements, |A| > k, and there exists a subset
B with k elements such that µ(B) 6= 0.
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Modeling with k-additive measures is further justified by the reasonable
observation that humans cannot accurately gauge the effect or interpret the in-
teraction of more than 2 or 3 variables. In many applications, it is as important
that the model make sense and be easy to explain and interpret as well as fitting
the data well. The number of constraints in the fitting problem for k-additive
fuzzy measures is drastically reduced when Mo¨bius representation is used, since
all subsets of more than k elements will be zero and can be ignored.
Due to the success and popular usage of k-additive fuzzy measures, simplifi-
cations in the same vein have been introduced including p-symmetry [119] and
k-intolerance/k-tolerance [110] 5.
Definition 30. Let 1 ≤ p ≤ n, and Ai be a subset of indifference for v if for any
B1,B2 ⊆ Ai and |B1| = |B2|, we have v(C ∪ B1) = v(C ∪ B2), for all C ⊆ N\Ai.
The fuzzy measure v is called p-symmetric if the coarsest partition of N into
subsets of indifference contains exactly p subsets.
The concept of k-intolerance was introduced by Marichal in [110] in the
context of fuzzy measures (capacities) and the Choquet integral. The property,
as well as its dual property - k-tolerance, places bounds on the function with
respect to the k-th highest/lowest argument.
Definition 31. Let k ∈ {1, ..., n}, and x(1) ≤ ... ≤ x(n) be a non-decreasing
permutation of the input vector such that x(k) is the k-th lowest input. An ag-
gregation function f : [0, 1]n → [0, 1] is at most k-intolerant if f(x) ≤ x(k),∀x ∈
[0, 1]n. If, in addition f(x)  x(k−1), it is said to be k-intolerant.
Definition 32. Let k ∈ {1, ..., n}, and x(1) ≥ ... ≥ x(n) be a non-increasing
permutation of the input vector such that x(k) is the k-th highest input. An
aggregation function f : [0, 1]n → [0, 1] is at most k-tolerant if f(x) ≥ x(k),∀x ∈
[0, 1]n. If, in addition f(x)  x(k+1), it is said to be k-tolerant.
5The terms k-conjunctive/k-disjunctive were used in [74].
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Both simplifications carry their own interpretation, which we can more
clearly understand by considering the re-ordering step when calculating the
aggregated value of the Choquet integral.
In the case of p-symmetry, inputs within a subset of indifference are inter-
changeable and only their input value, not the source, will affect the calculation.
Example 8. Contestants in a public speaking competition are assessed by a
panel of 3 judges consisting of one regular judge and two guest judges. It is
decided that the total score should be the average of the regular judge and the
lowest score given by one of the guest judges. This situation can be represented
with a 2-symmetric fuzzy measure with the partition A = {{1}, {2, 3}}, and
the fuzzy measure:
v(∅) = 0
v({1}) = 0.5 v({2}) = 0 v({3}) = 0
v({1, 2}) = 0.5 v({1, 3}) = 0.5 v({2, 3}) = 0.5
v({1, 2, 3}) = 1.
For any set of judges’ inputs X = (x1, x2, x3), it will hold that Cv(x1, a, b) =
Cv(x1, b, a), so the guest judges make up a subset of indifference.
For k-intolerance/tolerance, zero weights will be applied to the largest/smallest
k inputs, while the rest will be weighted as with a standard Choquet integral.
3.3 Generalisations
A key result concerning the Choquet integral is that it generalises important
families of functions such as weighted arithmetic means (WAM) and ordered
weighted averaging (OWA) operators. This result motivates the consideration
of Choquet integrals in many applications where the WAM and OWA are used
in order to improve accuracy and model non-independent or non-symmetric
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scenarios. In [187], Yager and Filev introduced the induced OWA, which allows
the re-ordering of inputs to be determined by an auxiliary variable. As might
be expected, this generalisation was later extended to define induced Choquet
and Sugeno integrals [181,183].
The definition of IOWA is presented here as given by Yager and Filev in [187],
in particular, their convention for ties is used.
Definition 33. Given a weighting vector w and an inducing variable z the
Induced Ordered Weighted Averaging (IOWA) function is
IOWAw(〈x, z〉) =
n∑
i=1
wixσ(i),
where the σ(.) notation denotes the inputs 〈xi, zi〉 reordered such that zσ(1) ≥
zσ(2) ≥ . . . ≥ zσ(n) and the convention that if q of the zσ(i) are tied,
i.e. zσ(i) = zσ(i+1) = . . . = zσ(i+q−1),
xσ(i) =
1
q
σ(i+q−1)∑
j=σ(i)
xj,
An inducing variable can be based on any notion that associates a value
with each input xi. Where xi provides information to be aggregated, zi provides
some information about xi, e.g. the importance, distance from the source, time
displacement of the reading etc. The input pairs 〈xi, zi〉may be two independent
features of the same input, or can be related by some function, i.e. zi = fi(xi).
6
Definition 34. The induced Choquet integral with respect to a fuzzy measure
v and an order inducing variable z is given by
ICv(〈x, z〉) =
n∑
i=1
xσ(i)[v({j|zj ≥ zσ(i)})− v({j|zj ≥ zσ(i+1)})],
where the σ(.) notation here denotes the inputs 〈xi, zi〉 reordered such that
zσ(1) ≤ zσ(2) ≤ . . . ≤ zσ(n) and zσ(n+1) =∞ by convention.
6For inducing variables used with the IOWA, common practice is to permute z in non-
increasing order, while with fuzzy integrals the permutation will usually be non-decreasing.
It is usually easy to reverse the permutation by using the reciprocal or negative of all zi.
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The same convention can be used for ties, and note again that the calculation
of the Choquet integral is usually performed by firstly arranging the arguments
in non-decreasing order - in this case with respect to the inducing variable z.
Definition 35. The induced Sugeno integral with respect to a fuzzy measure
v and an inducing variable z is given by
ISv(〈x, z〉) = max
i=1,...,n
min{xσ(i), v(Hi,z)},
where the σ(.) notation denotes the inputs 〈xi, zi〉 reordered such that zσ(1) ≤
zσ(2) ≤ . . . ≤ zσ(n), with Hi,z = {σ(i), σ(i+1), . . . , σ(n)}. If q of the zi are tied,
i.e. zσ(i) = zσ(i+1) = ... = zσ(i+q−1),
xj ≤ xk ⇒ σ(j) ≤ σ(k),∀j, k ∈ {(i), (i+ 1), ..., (i+ q − 1)}.
Note here that a different convention is employed for ties, namely that if the
inducing variables are tied, the arguments within ties are reordered according
to the relative values of xi.
As with the OWA, the IOWA formalises a functional framework that has al-
ready been applied ad hoc in many situations. In particular, nearest neighbour
rules popularly used in approximation and classification aggregate a subset of
inputs based on proximity. These models sometimes require weighted inputs
(usually based on relative distance) and hence can benefit from the induced
OWA framework, drawing upon the results in the aggregation field. For in-
stance, a generalised IOWA which used a geometric mean for the aggregation
step was described in [50], motivated by the need to appropriately aggregate
preferences expressed as pair-wise ratios7.
Understanding and being able to choose such functions has shown to be very
useful in applications where the standard choice of the arithmetic mean or other
compensatory operators may give misleading or invalid results.
7The authors note some circumstances under which aggregating preferences in this way
will maintain the reciprocity property, i.e. if the preference for a over b is expressed as 2,
then the preference for b over a should be given as 0.5.
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3.4 Software implementation
Grabisch and Labreuche note that a decade ago, software designed for the easy
use and implementation of fuzzy measures was lacking. At the heart of many
application problems is the need to identify fuzzy measure weights that are
consistent with the data. Many early explorations relied on application specific
methods, sometimes based on rough approximations. Genetic algorithms have
shown to be quite useful and efficient for the case of λ-fuzzy measures in the
case of not enough information being available for an analytic solution, however
more recently, some more versatile and robust techniques have been proposed
along with the software to implement them. The Kappalab package [69] uses R
to fit fuzzy measures using a number of techniques developed by Grabisch and
many of his co-authors. Included are methods based on a least squares fit to
parallel the standard linear regression technique, as well as heuristic methods.
Linear programming formulations have also been developed by Beliakov,
available in the FMTools package. FMTools [17] uses the least absolute devia-
tion criterion in order to find the weights of a fuzzy measure that best models
the data set. So given data {(xi, yi), i = 1, ..., K} a program of the following
form (see [18,33]) is built:
min
K∑
i=1
| Cv(xi)− yi|
s.t. v(A) ≤ v(B) ∀A ⊆ B,A,B ⊆ N
v(∅) = 0, v(N ) = 1
FMTools converts the problem into a linear programming problem by repre-
senting the i-th residual, ri = Cv(xi) − yi as the difference of its positive and
negative parts r+i − r−i , r+i − r−i ≥ 0 with |ri| = r+i + r−i . This allows even
large problems to be solved quite efficiently, e.g. using the Simplex algorithm.
Additional constraints can be specified to make the fuzzy measure v additive,
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2-additive, symmetric etc, or even bounds placed on the orness, Shapley values,
or interaction indices of Cv. FMTools uses the Mo¨bius representation of v, since
it allows these constraints to be expressed more easily and efficiently.
The pairs {(xi, yi)} need to be numerical with values preferably expressed on
the unit interval. However, FMTools is also able to deal with the yi expressed as
intervals [yLi , y
U
i ] denoting the lower and upper thresholds of the given class. In
this case, the residuals r+i , r
−
i are calculated accordingly. Once the values of the
fuzzy measure are obtained, FMTools calculates the outputs of test data and
expresses them in [0, 1], so to determine the class, one needs to set thresholds
whereby a given range corresponds to each class8.
Having such software readily available allows the full breadth of potential
applications to be tested and data gathered concerning which applications these
functions may be best suited to. Earlier application papers have often presented
decision making frameworks or used toy examples involving fuzzy measures,
however we can expect that in the future, these functions will be put to use in
many more real applications.
3.5 A survey of applications
In a 2006 paper by Liginlal and Ow [105], a comprehensive review of fuzzy mea-
sure application journal articles published in Fuzzy Sets and Systems was given.
The authors noted that only 14 of the hundreds of fuzzy measure papers had fo-
cused on applications, many of these to do with the Sugeno integral. They also
identified five application areas for fuzzy measures: (i) subjective evaluation,
forecasting, and decision making; (ii) information retrieval; (iii) data modeling;
(iv) attitude analysis; and (v) pattern recognition and classification. Table 3.5
presents a survey of application papers published in the major fuzzy sets com-
8The thresholds here needn’t correspond to the [yLi , y
U
i ] used for fitting, as it may be
desirable to tighten or loosen the fitting criteria. For instance, fitting to yi values expressed
as values is the same as fitting to an interval with yi as its upper and lower bound.
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munity journals and conference proceedings since 2001, with a focus on fuzzy
integrals and OWA functions. The list is by no means comprehensive, however
it can be seen that studies of these more complicated functions have become
much more prevalent since Liginlal and Ow’s review. Included are 66 selected
papers, 47 of which were published in or after 2006. Many of these papers apply
aggregation functions to real-world data sets, while others provide hypothetical
examples or simply outline frameworks with a particular application in mind
and provide numerical examples.
By far the most common role performed by aggregation functions is in pro-
viding a single output for evaluating multiple criteria. The example of evaluat-
ing school students in subjects where correlations exist is a common illustrative
example [69, 162]. The idea naturally leads to other evaluations, e.g. the ef-
ficiency and performance of production machines [36]. Internal assessment of
company objectives seems a promising area for future applications with compa-
nies having their performance evaluated in line with monetary and environmen-
tal goals [35] or with more organisation specific objectives. For instance, one
study concerns NASA’s potential projects evaluated by how consistent they are
with the NASA missions (using the WAM) [154]. Optimisation research may
also benefit from the replacement of linear objective functions (or the aggre-
gate of multi-objective programs) with more complicated functions such as the
Choquet integral (as was performed in [68]). Some initial steps have been taken
in the field of recommender systems [2, 4, 57, 174], however while these articles
detail some aggregation frameworks, more complicated functions are yet to be
applied in this area.
The aggregation of inputs from different sources concerning the same object
is quite different conceptually from partial evaluations. There are more likely to
be problems with commensurability, and the need for consensus becomes more
pressing9. Some particularly interesting applications in this direction are those
9In [23] we looked at the use of penalty-based aggregation functions for modeling notions
of consensus.
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utilising the induced OWA. In [129], Pasi and Yager use the IOWA to model the
concept of majority, where the input vector is induced by the support for each
input implied by those close in value. On the other hand, Chiclana et al have
considered inducing the preferences of decision makers by their importance,
consistency or preferences to aggregate fuzzy preference matrices [50,51].
Although some frameworks for information retrieval methods have been de-
veloped, the potential and suitability of aggregation operators here seems more
limited as, for instance, monotonicity may not always be applicable and other
techniques may provide more flexible models.
In the context of data modeling, aggregation functions provide reliable
frameworks and approximation techniques in the presence of uncertainty. The
extension of nearest neighbour rules to incorporate the modeling capabilities
and properties of fuzzy integrals [172] seems a reasonable direction for future
research. Meanwhile, regression based on OWA objective functions allows many
intuitive notions to be taken into account, such as reducing the effect of out-
liers [178]. Linear regression using the median was researched as far back as
1984 [141] in order to find the minimum linear strip covering half the data, and
indeed, many emerging functions may yield useful interpretations that can be
used. The difficulty here lies in the amenability of these functions to optimisa-
tion techniques.
The now well-understood indices used to characterise fuzzy measures such
as the Shapley value and interaction index make the idea of using aggregation
functions as an interpretive tool quite appealing. Liginlal and Ow’s case study
on decision makers in telecommunications investment [105] was one of the first
to analyse a large multi-variable data set using the Choquet integral. Of course,
studies involving the Sugeno integral in analysing attitudes using survey data
(e.g. [48]) trace back to a study by Onisawa et al in 1986 which looked at
opinions concerning nuclear power in Japan [128].
Within the realm of computer vision, classification, image processing and
pattern recognition, aggregation functions can play quite different roles. The
3.6. OUR RESEARCH 51
most common use of aggregation functions in classification is for classifier com-
bination, owing to the idea that aggregated results can provide more reliable
predictions than any single classifier alone. The application of the Choquet in-
tegral to landmine detection [67], facial recognition [99,100,114] and qualitative
assessment of composite parts from tomographic images [90, 91] illustrates the
potential that exists in industrial directions.
The interpretation of aggregation functions as providing a representative
value makes them potentially useful in other ways, e.g. it is often convenient
for content and textures to be summarised with a single value in order to draw
similarity relationships.
3.6 Our research
We see from these examples that, although the application of aggregation func-
tions such as the Choquet integral and induced OWA is still a relatively new
research area, many steps in this direction have already been taken. The op-
portunity now exists for many of these frameworks to be applied to real data
sets so that results unavailable using other methods can now be obtained. In
particular, many models utilised in application to this day have deferred to
use of the weighted arithmetic mean as the default choice, even though the
assumption of independence may be substantially unfounded. This is the area
that the research contained in this thesis has worked toward. In Chapters 4 –
9, we detail our applications of aggregation functions to the areas of decision
analysis, classification, image processing, data approximation, metric learning,
recommender systems and the modeling of mandatory requirements.
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Chapter 4
Citation-Based Journal Ranking
This chapter investigates the use of aggregation functions, the Choquet integral
in particular, in data analysis and ordinal classification. It is our contention
that aggregation functions provide a framework through which the quality and
limits of citation statistics can be understood, which in turn might contribute
to the judicial use of such indices and of decision making processes in general.
The purpose is not to create new indices, but rather use the Choquet integral1
as a tool for modeling information that may be correlated. We will firstly give
an overview of the journal ranking project recently undertaken in Australia. In
Section 4.2, we will give a brief overview of ordinal techniques which we used
to benchmark the performance of the Choquet integral. Section 4.3 describes
the data set we used as well as the pre-processing techniques. The results
then concern use of aggregation functions from two angles. Firstly, we compare
the Choquet integral to other techniques as a classifier where the classes have
an ordinal structure. Secondly, Section 4.5 interprets the indices and weights
obtained using fitting techniques toward understanding the nature of the data
set and the tendencies of the experts responsible for determining the ranks of
over 20,000 journals. The chapter conclusions well then follow.
The results in this chapter have been published in the following peer-reviewed
1The advantage of the Choquet integral in this regard over the Sugeno and other fuzzy
integrals, is that its parameters can be found using a linear optimisation problem.
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conference and journal papers:
• G. Beliakov and S. James. Citation based journal rankings: An application
of fuzzy measures. In Proceedings of the 5th International Summer School of
Aggregation Operators, Palma de Mallorca, Spain, 2009.
• G. Beliakov and S. James. Using Choquet integrals for evaluating citation
indices in journal ranking. In Proceedings of the 2009 Eurofuse Workshop,
Pamplona, Spain, 2009.
• G. Beliakov and S. James. Citation based journal ranks: The use of fuzzy
measures. Fuzzy Sets and Systems, in press, doi:10.1016/j.fss.2010.08.011, 2010.
4.1 Journal ranking
Assessment of quality of research is a growing trend in many countries. The
metrics for such assessment include external grants, PhD completions, patents,
the international prestige of researchers, and, of course, research output. The
latter is typically measured in terms of the quantity and quality of refereed
publications (both journal and full conference papers), sometimes using cita-
tion analysis. The focus on the quality of journal articles poses an important
question of how quality should be measured. Peer review of a sample of key
research papers for each researcher in an organisation is probably the most ac-
curate method (although it is also prone to misuse), but when the assessment
exercise is done on the scale of the whole country, the cost of this approach is
prohibitive. Assessment panels hence will often recur to more crude but less
expensive methods.
Citation analysis is a crude metric to assess the quality of individual articles.
The rationale is that highly cited papers have greater impact and thus have
higher value. This rationale has been strongly criticised. For instance, in [89]
the authors studied a set of highly cited publications on clinical trials, and
found that for about 32% of the items, the results were later contradicted. It is
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known that reviews and meta-analysis receive the largest number of citations,
and that monographs are still the major reference source, although citations to
monographs are not counted by the major citation data providers (Thomson
Reuters (ISI Web of Knowledge) and Scopus).
A second approach is to judge the quality of publications based on some
measure of the quality of journals they were published in. This approach is
criticised from two angles. Firstly, the quality of a journal does not necessarily
imply the quality of a particular article; and secondly, the metrics used to
determine the quality of journals are usually citation-based (in particular, based
on its Impact Factor (IF)). It has become customary to include journals’ IF and
their ranking based on IF in CVs, tenure and funding applications, etc.
Citations also form the basis of personal indices such as Hirsch’s h-index
[85] and similar calculations which attempt to quantify individual researcher
output2.
Much debate has surrounded the use of citation statistics, in particular the
use of IF (e.g. see [11]). As discussed in a recent report from the International
Mathematical Union [1], its use can be (and is often) inappropriate. A number
of alternative metrics have been proposed and implemented (see the recently
launched Journal-Ranking.com database [137]). Some directions include the
weighting of citations by the quality of the journal in which the citation appears,
attempting to identify the original source of a highly cited result through graph
theoretic techniques, and time-adjusted indices.
We will discuss the role of citation-based metrics in determining the relative
quality, or ranking of journals in the context of the assessment of quality of
research in Australia, code named ERA (“Excellence in Research for Australia”
http://www.arc.gov.au/era), which was scheduled to start in July 2010. The
Australian Research Council (ARC), which conducts the ERA exercise, spent
at least three years on preparation and consultations related to journal ranking,
2Software packages such as Publish or Perish [79] are currently available so that researchers
can access their own and others’ personal metrics.
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and released its full list of 20,605 unique peer reviewed journals, which were to
be included in the assessment, in late 2009. Over 700 expert reviewers assisted
the ARC in developing the journal list. Each journal has a single quality rating
and is assigned to one or more disciplines defined by Field of Research (FoR)
codes.
The ranking process in the ERA framework is more sophisticated than
citation-based ranking. Journals in all research areas are allocated a rank,
specific to each discipline group, so that A* band accounts for the top 5%, A
band accounts for the next 15%, B band accounts for the next 30%, and the
bottom 50% is band C. In other words, the rank of a journal is defined in terms
of how it compares with other journals and should not be confused with its
relevance or importance to a particular discipline.
The ranked journal list is being developed on the basis of expert review and
public consultation. As mentioned, more than 20,000 journals were analysed
(not just those in ISI Web of Knowledge). The draft rankings based on some
citation and other preliminary analysis were distributed to academies as part of
a consultation process. Discipline-specific experts review the draft rankings and
submissions from the universities, academic societies and individual researchers,
and incorporate the recommendations into a final submission.
Although not a sole indicator of quality, IF and the other various citation
indices can constitute a useful tool for decision makers given such a large data
set and the vast information available concerning the journals, some inacces-
sible. The motivation for using decision making rules is that such rules, of
which aggregation functions are an example, can assist experts in making more
consistent and justified decisions [149].
Journal ranking based on the ISI data can be considered in an ordinal classi-
fication framework with the reasonable assumption that there will generally be a
monotone relationship between the numerical citation indices and the allocated
rankings, however the training sets are likely to contain noise and inconsistencies
that may be based on information unavailable to us or the human dimensions
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of the decision process. Further to this, some of these statistics are likely to be
correlated, e.g. journals with a high IF tend to have a high 5-year impact factor
and article influence (two recent additions to the ISI statistics). In such cases,
statistical ordinal regression techniques sometimes allocate a negative weight to
one of the redundant attributes making the overall model difficult to interpret.
The Choquet integral, however is able to account for dependencies and inter-
action between variables with readily available interpretations via the Shapley
and interaction indices. This facet of its calculation also makes Choquet inte-
gral models flexible and robust, competing accuracy-wise with non-parametric
classifiers such as decision trees in certain situations.
4.2 Methods for ordinal classification
Many data sets encountered in real-world classification problems contain at-
tributes assuming values on an ordinal or numerical scale. In statistics, such
data can be modeled using ordinal regression techniques [113, 126] whilst in
the broader machine learning community, ordinal classification models often in-
volve preprocessing and relabeling of data so that standard techniques can be
used [87,134].
Classification with numerical variables involves assigning un unknown datum
x ∈ <n to a discrete label or class Yj. We compared the use of aggregation
functions using FMTools (see 3.4) to ordinal regression using SPSS [88], some
classification algorithms implemented by the WEKA software package and the
Lipschitz interpolation method to learn models based on training data and then
predict the unknown labels of test data. While FMTools requires real arguments
and labels expressed either as real values or real intervals, other decision making
algorithms, such as those in the WEKA software package [127, 169] can work
with nominal as well as discrete and continuous numerical values. We provide
some brief descriptions in the following subsections.
58 CHAPTER 4. CITATION-BASED JOURNAL RANKING
4.2.1 Lipschitz interpolation
An alternative to building a parametric model is to use Lipschitz interpolation
[24]. Recall that an aggregation function is called Lipschitz continuous if its
rate of change is bounded. In this case, we require
|f(xi)− f(xj)| ≤Md(xi,xj),
for all input vectors xi,xj where d denotes the distance between them. The
smallest value M is referred to as the Lipschitz constant.
The Lipschitz function is hence built point-wise, obtaining the function
which is least likely to compound errors based on the data. In some cases,
the training data may not be compatible with a monotone function, in which
case it will need to be smoothed. The resulting function can then be used to
generate values for unknown data points.
4.2.2 Ordinal regression
Ordinal regression in statistics involves fitting a linear function β(x) to the
attributes with a threshold αj for each class. Each unknown datum is classified
by a probability with
Pr(x < αj) =
1
1 + eβ(x)−αj
(4.1)
For the journal ranking data set, there will be three values α1, α2, α3 respec-
tively corresponding to the upper thresholds of C, B and A. The probability
of each class is calculated as
Pr(x = Yj) = Pr(x < αj)− Pr(x < αj−1)
where αj corresponds to the upper bound of Yj (Y1 = C, Y2 = B etc).
Clearly, Pr(x = A*) = 1− Pr(x < α3).
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4.2.3 Ordinal techniques in WEKA
Recently in [87], ordinal extensions of classification methods such as decision
trees, support vector machines and logistic regression models were investigated
in terms of their ability to exploit ordinal information. The results of these tests
supported the belief that such meta-methods do exploit ordinal information and
may provide better accuracy in cases where the data is indeed ordinal. One of
the approaches is that proposed by Frank and Hall [65] (available in WEKA as
a meta-classification technique), which involves decomposing the problem into
m − 1 binary problems where m is the number of class labels. The standard
classification techniques are then used on the binary problems and a probability
distribution obtained for each unknown x. Given Y1 ≺ Y2 ≺ Y3 ≺ Y4, the three
sub-problems will classify a datum as {Y1} or {Y2, Y3, Y4}, {Y1, Y2} or {Y3, Y4}
and {Y1, Y2, Y3} or {Y4}. From these results, the class value can be inferred.
Neither ordinal regression, nor the method of Frank and Hall guarantees mono-
tonicity amongst the outputs, i.e. it is possible for an increase to one of the at-
tributes to result in a decrease to the class label allocated. Proposed techniques
for monotone classification problems include imposing monotonicity constraints
on decision trees [134] or the filtering of inconsistent examples from the training
set [12,58]. There is some dispute as to whether ordinal and/or monotone clas-
sification techniques are effective, especially where the data might contain noise
or imprecise information. The results of a recent and in-depth study by Ben-
David et al [34] suggested that ordinal extensions yield insignificant improve-
ments to accuracy over their non-ordinal counterparts. Meanwhile, classifiers
with monotonicity constraints barely performed better than a majority-based
classifier. Whilst the property of monotonicity may not capture the actual
behaviour of many real-world data sets, it may still be desirable for ensuring
some consistency and interpretability in the obtained model. Our results in
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Section 4.4 show that for this particular data-set, the ordinal method did tend
to perform only slightly better than standard techniques. Overall, the Choquet
integral fit to interval valued rankings proved to be the most reliable classifier.
4.3 Journal data set
ISI Web of Knowledge now includes eight statistics collected from citation data
each year, the descriptions of which are shown in Table 4.1.
Table 4.1: ISI Web of Knowledge citation indices
Total Cites (Cites) The number of times the journal is cited in
the year,
Impact Factor (IF) Ratio of cites to recent articles to the
number of recent articles (2-year window),
5-Year Impact Factor (5IF) The same as IF, however covering articles in
the last 5 years
Immediacy Index (ii) Ratio of cites to current articles to the
number of current articles,
Articles (articles) The number of articles published,
Cited Half-Life (half-life) The median age of articles cited,
Eigenfactor (EF) Similar to IF, however eliminates self-
referencing and weights journals by the
time researchers spend reading them,
Article Influence (AI) Ratio of EF score to the number of
articles published by the journal.
In collecting data sets, we were restricted to those that had ISI index in-
formation available. In some cases, data was missing, and hence these entries
also had to be removed. In preliminary analysis, we also decided to remove the
articles variable, as the spread of data showed little to no distinction between
A∗ and C journals. The resulting data sets used are shown in Table 4.2.
As stated in the introduction, the motivation for use of fuzzy measures to
model this data set arises from the likelihood of correlation between the citation
indices. A Spearman’s rank correlation analysis of the individual statistics
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Table 4.2: Data sets used with instances for each class.
Code Field of Research (FoR) A* A B C Total
0101 Pure Mathematics 28 52 67 14 161
0102 Applied Mathematics 12 36 14 20 82
0103 Numerical and comp. Sci 9 23 15 18 65
0104 Statistics 10 26 38 5 79
02 Physical Sciences 10 8 17 22 57
0201 Astronomical and Space Sciences 3 4 12 13 32
0202 Atomic, Molecular, Nuclear, Particle 3 18 16 29 66
and Plasma Physics
0204 Condensed Matter Physics 0 13 14 10 37
0801 AI and Image Processing 18 22 23 12 75
0802 Computation Theory and Mathematics 16 29 26 10 81
0803 Computer Software 6 17 10 6 39
0806 Information Systems 8 8 13 10 39
showed that IF, 5IF and AI are highly correlated (Table A.1). We would expect
the interaction indices of a fitted Choquet integral to reflect some of these
relationships. It is worth noting that none of the statistics alone is perfectly
correlated with the allocated ARC rankings (last column). It is hoped that
aggregation functions will provide models that better explain the data than
any variable can by itself.
To find the values of the fuzzy measures using FMTools, it is necessary
to map the final rankings and the ISI data to the unit interval. A journal
ranking of A (top 5%-20%) could have an estimated aggregated value anywhere
in this range, however we do not know which journals are at the higher or
lower end. In the case of fitting the data to numerical outputs, we used the
the values {0.3, 0.7, 0.9, 1} for the classes {C,B,A,A∗}, with the mid-points of
these scores corresponding to the theoretical thresholds for each of the classes.
A predicted value of 0.95, would hence be just as likely to be classed as A or A∗.
FMTools also allows for the outputs to be expressed as intervals, in which case
we used {[0, 0.5], [0.5, 0.8], [0.8, 0.95], [0.95, 1]}. The FMTools fitting algorithm
then assigns weights to the Choquet integral that minimises the least absolute
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deviation (L1 fit) between the predicted values f(xi) and observed yi or [y
L
i , y
U
i ]
respectively. Fig. 4.1 shows the difference in predicted against observed plots for
these two fitting methods for the 0101 data set. Since there are more instances
of B ranked journals, mid-point fitting is more likely to allow some C journals
to be incorrectly ranked if there are a number of B journals receiving scores
closer to the mid-value of 0.7.
(a) (b)
Figure 4.1: Predicted/Observed with fitting to values (a) and fitting to intervals (b).
For the input values based on the ISI indices, it is also desirable to have an
understanding of when a score is good, very good, poor etc. This information is
not available to us and hence we must transform the data in some other way.
One can scale the data linearly or by standardisation methods, however the
issues of commensurability [71] and idempotency make it appropriate to define
utility functions u(t) for each variable that will indicate the relative utility of
each score. Utility functions assign numerical scores that allow each attribute
or variable to be meaningfully compared. We used quartile analysis of each
variable in each data set and then defined piecewise linear functions that ap-
proximated the spread of results among each class so that idempotency might
be satisfied, i.e. a datum with scores of (0.9,0.9,0.9,0.9) should receive an A
ranking overall. Eq. (4.2) shows the utility function used for the cites variable
in the 0101 data set. The domain thresholds correspond to some mid-value
(ensuring monotonicity is upheld) between the upper and lower quartiles of
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consecutive classes, e.g. the lower quartile for A* is 1417.5 and the upper quar-
tile for A is 1385. Although this method is somewhat simplistic, it transforms
the data to be approximately commensurate without making assumptions on
its distribution.
u(t) =

0.5t
450
, t < 450;
0.5 + 0.3(t−450)
650−450 , 450 < t < 650;
0.8 + 0.15(t−650)
1400−650 , 650 < t < 1400;
0.95 + 0.05(t−1400)
2500−1400 , 1400 < t < 2500;
1, t > 2500.
(4.2)
The resulting 12 data sets were used for all classification methods used in
Sections 4.4-4.5.
4.3.1 Evaluation
In an ordinal classification setting, it makes sense to evaluate classifiers not only
in terms of accuracy, but also the degree to which instances are misclassified.
Usually the confusion matrix is a useful tool for presenting such information,
however due to the number of different methods and data sets used here, we
will usually provide only the percentage of correct classifications as well as the
percentage of journals ranked within one class. This gives rise to the question
of outliers (considered here as the journals misranked by two or three classes).
At the time of our experiments, the lists for mathematics and computer science
were still at the draft stage, with final suggestions for revision submitted by
the Australian Mathematical Society (AustMS) in November 2009. In some
cases, comments were provided where a ranking has been changed. For each of
the outliers identified in the 10-fold tests using the Choquet integral method,
we looked at whether the AustMS identified the journal as one whose ranking
should be altered.
An additional statistic used here to evaluate each classifier’s performance is
Spearman’s rank correlation coefficient (similar to Pearson’s correlation coeffi-
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cient), which is based on the relative order of the data rather than the actual
values. It is commonly used to test relationship hypotheses between data sets
that are not assumed to be normally distributed. The calculation is the same
as Pearson’s correlation co-efficient, however the data must be transformed into
rank order with tied evaluations allocated their average rank. For instance, if
we had a set of six journals with rankings {A*, B, B, B, C, C}, the values used
would be {1, 3, 3, 3, 5.5, 5.5}. We also used Spearman’s statistic when inter-
preting the Shapley values and interaction indices of the ISI citation statistics.
4.4 Results: Ordinal classification
The data sets were split into multiple training and test sets for 10-fold cross
validation. FMTools was used to find fuzzy measure values for the Choquet
integral and then calculate values of the test data. The SPSS package [88]
was used for ordinal regression on the same data and the WEKA 3.6.1 software
package was used to perform ordinal classification using J48 decision trees (C4.5
[136]), logistic regression with linear kernels [101] and SMO (SVM [133]) as base
classifers. Lastly, we built general aggregation functions using the Lipschitz
interpolation method (Lipschitz constant of M = 10) and used these functions
for classification.
The results in terms of accuracy (%), within-1 accuracy (%) and Spearman’s
correlation coefficient (Sr) are shown for the non-ordinal classifiers and their or-
dinal extensions (Tables A.2-A.4), ordinal regression and Lipschitz interpolation
(Table A.5), Choquet integrals with fuzzy measures fit to values and intervals
(Table A.6). For Tables A.2-A.4, the asterisks refer to a test set where standard
methods outperformed their ordinal extensions. Entries in bold for all tables
represent 10-fold tests where the classifier outperformed all other methods (in
some cases there is more than one). All results are given to two decimal places.
The tests conducted in WEKA show that the ordinal methods do perform
better most of the time, especially for the within-1 results, however there are a
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number of cases where the accuracy and correlation are worse. In particular, the
ordinal extensions for J48 and SMO performed badly on the 0103, 0803, 0806
data sets, which were not ranked well by the standard classification techniques.
It is worth noting that the 0803, 0806 data sets have fewer journals, making it
more likely that flexible classifiers such as decision trees will overfit the decision
rules. It was also noted in [87] that these types of classifier were less likely to
improve with ordinal extensions.
The relatively poor performance of the general aggregation function fit by
Lipschitz interpolation can similarly be ascribed to the likelihood of overfitting.
Ensuring a reasonable Lipschitz constant is set can help alleviate this problem,
and some consistency will always be provided since the Lipschitz method results
in monotone decision rules. Relative to the other classifiers, ordinal regression
performed reasonably well with results similar to the fuzzy measure methods
for correct classifications.
The fitting methods we compared when using fuzzy measures for ordinal
classification proved to be reasonably similar in terms of accuracy. On these
data sets, the interval fitting method tended to achieve slightly better correla-
tions between predicted and observed rankings and ranked a few more journals
within-1 of the observed ranking (however overall this only amounts to an im-
provement of 1.1%).
Although the preprocessing of the data-set was performed with fuzzy mea-
sures in mind, and although the data should in general behave in a way that is
suited to the use of fuzzy measures (monotone with interacting criteria), it still
might not have been expected that fuzzy measures would perform better than
other classification techniques. For this particular data set (which is not overly
consistent), the Choquet integral proves to be a worthwhile modeling tool, flex-
ible enough to provide results closer to those of the ARC decision makers, but
still with a robust underlying structure.
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4.5 Results: Data analysis
Using the FMTools package, the Choquet integral, weighted mean and OWA
functions were fit to each data set. The resulting models allow for a few inter-
pretations to be drawn concerning the ERA journal rankings, the reliability of
the citation statistics and the flexibility of these aggregation functions. In this
case the functions are being fit to the entire set (no validation), so we obtain
the function which most accurately models the data subject to the fitting crite-
rion and fitting method. The mid- and interval-fitting techniques achieved very
similar results in terms of accuracy for all functions, so we will present only
those concerning the interval-fitting method throughout this section.
4.5.1 Fitting of WAM, OWA and Choquet integral
Tables A.7-A.8 show the fitting accuracy and correlation for the WAM (additive
fuzzy measure), OWA (symmetric fuzzy measure) and general fuzzy measure.
Also included for comparison are the accuracy scores that could be obtained
using a single ISI statistic3 (the most correlated by Spearman’s statistic). Each
of the ISI statistics can be understood as a classifier (or indicator) concerning
the quality of a journal. The purpose of aggregation functions in this case is to
combine these classifiers so as to achieve better results than any single statistic
could do alone. As was done previously, bold is used to show where the function
has achieved the best accuracy.
In most cases the Choquet integral outperforms all other methods, which
is unsurprising since it generalises the WAM, OWA function and could also
model the use of a single statistic. It is worth noting that the reason it does
not always outperform other methods is to do with the selection criterion by
which it is fit to the data, i.e. not to achieve the best accuracy or correlation,
but to reduce the sum of residuals of those journals which do not fall within the
3The Spearman value differs here to what is shown in Table A.1 (for the 0101 data set)
because here the predicted classes are used rather than the raw value of each statistic.
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correct interval.
For this application, one would assume the use of the WAM to be more
justified than OWA, since OWA is a symmetric function and does not distinguish
between the importance of each of the citation indices. On the other hand, the
OWA is able to model concepts such as majority or most, and it is likely that
a journal with high scores in a few of the statistics will correspond with good
scores in some of the others. The average weighting vector for fitting the OWA
to data (taken as a weighted average by set size) was
w = (0.24, 0.13, 0.08, 0.35, 0.07, 0.04, 0.08).
So the highest importances are allocated to the median value and the two
highest scoring statistics. In other words, if most of the scores are high, the
predicted rank of a journal would be quite high, however if only one or two
indices are high, this may not be the case.
4.5.2 Interaction and importance
High correlation between individual statistics and observed rankings suggests
that these indices could be good predictors. We found that AI and 5IF are
usually the highest correlated with the observed rankings (Table A.8), so we
would expect these indices to be given more importance when fitting a weighted
mean to the data. This is supported by most of the weighting vectors learned
for each data set (Table A.9). In most cases, close to 70% of the weight is
distributed between either AI, 5IF or IF. It is interesting to note that half-
life is given a relatively high importance in a number of cases. The average
Spearman’s correlation between half-life and journal ranks is only 0.21, which
is weaker than all other ISI statistics for almost every data set.
One possible explanation for this can be found by considering the correlation
between many of the ISI statistics. For example, consider the 0101 data set,
where 5IF and AI received 0.45 and 0.36, while half-life is allocated a weight of
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0.16. The correlation matrix for this data set (Table A.1) shows that of all the
variables, half-life is the least correlated with these other criteria. Rather than
double-counting indices which are perceived to be important, more information
can be taken into account in the aggregated value by including a statistic least
similar to the others (half-life is the only statistic that does not include the
number of citations in its calculation).
The weights found for the Choquet integral should better represent the over-
all influence of each variable. For a 7-variate fuzzy measure, there are 128
weights, so the Shapley values and interaction indices are usually used to un-
derstand its behaviour. The Shapley values, on average, are more evenly spread
than the average weights for the WAM (Table A.10). Half-life again seems to
be an influential variable in most of the fuzzy measures, with AI often allocated
the strongest weight.
It is worthwhile to consider the interaction indices and Shapley values and
whether these are indicative of the correlations between each of the variables.
The average pairwise interaction and Shapley values are provided in Table A.11,
again for the 0101 data set. Most pairs show little interaction, however there
is some redundancy indicated between 5IF and ii, and a complementary ef-
fect between 5IF and EF. Interestingly, 5IF, IF and AI all show values that
would indicate a slight negative correlation. The average taken over all data
sets shows a slight redundancy between most variables, however the 5IF and
IF, even on average, are complementary. On one hand, it is accepted that quite
different fuzzy measures can have similar values when the number of cases is
small, allowing this result to occur because of how the fitting algorithm con-
verges. However, in this context such a fuzzy measure could be pragmatic, since
it means that a high 5IF cannot compensate for a low IF. Variables with com-
plementary indices might be correlated in reality, however it might be desirable
for aggregation purposes that they not be replaceable.
Another measure used to assess the behaviour of the Choquet integral is its
orness value. The orness values given in Table A.12 show mostly values above
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0.5, indicating that the function behaves more disjunctively than conjunctively
which is consistent with mostly negative interaction indices. This means that
high scores will tend to compensate more for low scores and hence influence the
predicted ranking more. In the majority of cases, the orness measures for func-
tions fit using the interval method were lower than those fit to numerical labels,
however this does not appear to have affected the accuracy or the tendency of
the functions to overpredict or underpredict the rankings.
4.5.3 Reduction of complexity
In order to reduce the complexity and time to fit the Choquet integral, one can
either use fewer variables or fit a k-additive fuzzy measure. For each of the
data sets, we applied the same fitting techniques to all 4-variate combinations
of the variables. The Shapley values for the best performing subsets are shown
in Table A.13. These results again emphasise the importance of IF, 5IF and
AI, with one or two of these being present in the best performing subsets. Half-
life does not feature as prominently, except in the 0806 set where it also was
weighted highly in the 7-variate tests. For some applications, the more general
measure could be used to find the most important variables to use, however
clearly the way variables interact should also be noted before using the Shapley
values to guide the reduction of dimension. In this case, we see that the values of
the 7-variate measure are still reasonably reliable for predicting which variables
could be used in a lower-dimensioned model.
The 4-variate fuzzy measures have 24 − 2 = 14 additional weights (not
including the weights for the whole and empty set) required for its computation.
This drastically reduces the complexity, however the problem is how to choose
which of the variables to use without losing too much information. The use of
k-additive fuzzy measures is another option for reducing the complexity whilst
including the results from all inputs in the aggregation process. For 7 variables,
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a 2-additive fuzzy measure requires the definition of 7 +
 7
2
 = 28 weights.
The accuracy is shown for each of these simplifying measures in Table A.14.
In some cases the 4-variate fuzzy measures outperform the general measure for
correct classifications, however it should be remembered that all that is shown
here is the best performing. For applications, the reduction of variables could
help to limit the amount of overfitting.
For the k-additive fuzzy measures, we also performed tests to gauge the
affect on accuracy as k is incremented. The most noticeable increase occurs in
the increase from 1- to 2-additive fuzzy measures, with approximately the same
accuracy concerning correct classifications occurring when k is equal to 4.
4.5.4 Journal outliers
During the 10-fold validation tests, there were 54 journals that were misclassi-
fied by 2 or more classes by the fuzzy measure methods of classification. The
AustMS submission to the ARC only concerns FoR codes 01, 0101, 0102, 0103,
0104, 0105, however some of the 0802 journals also have 0102 or 0103 codes and
many of the 0105 journals (Mathematical Physics) are mentioned in the com-
ments of the AustMS list with the recommendation of removing this code and
leaving only the 02 FoR. Of 32 outlying journals included in the AustMS list,
4 upheld the ARC ranking. In all other cases, the AustMS had recommended
a change to the rank that either corresponded or moved toward the ranks that
were predicted by the fuzzy measures. One such journal is the Journal of Com-
binatorial Theory Series A, ranked as B in the draft rankings and given an A*
rating by the AustMS with the comment that the combinatorics experts believe
this to be the most important journal for combinatorics.
An interesting case is the IEICE Transactions on Fundamentals of Electron-
ics Communications and Computer Sciences, ranked C by the ARC, C by the
interval fitting method but an A by the mid-fitting method. The input vector
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(in the order we have given throughout) for this journal is (0.95, 0.26, 0.21,
0.37, 0.52, 0.98, 0.25). Relative to the other 0803 journals, it has a high Cites
and high EF. The fuzzy measure fit for this set using the mid-fitting method
has an orness of 0.71 (compared to 0.56 for the interval-fitting) and a singleton
value of 0.76 (compared to 0.02) although its Shapley value is only 0.25. The
final sum when calculating the output of the Choquet integral multiples the
highest value by its singleton, which makes this value quite influential in this
case. The 0803 data set only has 39 journals (with 35 used for fitting), so it is
understandable that the fuzzy measure obtained is unstable.
In particular, the existence of outliers is telling of the lack of monotonicity
in the data set. As an example, the Journal of the ACM (1, 1, 1, 1, 1, 0.96,
1) with a ranking of C, has arguments strictly greater than the Journal of
Complexity (0.64, 0.86, 0.91, 0.44, 0.58, 0.82, 0.95) ranked A∗. Of course, the
citation indices alone do not tell the full story.
4.6 Discussion
The wide use of citation data in universities and publication houses to measure
the importance of journals and researchers makes it especially important that
these statistics and the limits of their interpretations are understood. It is
repeated time and again in the academic community that one statistic such
as impact factor cannot capture the standing of a journal, although it can be
a useful tool. The introduction of other statistics (sometimes in an attempt
to find “fairer” measures) increases the amount of information accessible to
decision and policy makers, and it seems that, if aggregated reasonably, a rough
approximate for the quality of a journal can be obtained. The use of more and
varied statistics is likely to produce better results than just one or two, however
it is obvious that there will be indicators of journal quality that cannot be
measured by statistics.
The finding that for this data set, the Choquet integral was competitive
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and in fact outperformed many ordinal and non-ordinal classification models
might not have been anticipated, since it is less flexible than other classifiers
such as decision trees. However, it seems that the properties which make the
Choquet integral appealing from an interpretive point of view, i.e. its mono-
tonicity, idempotency and piecewise continuity, were actually what allowed it
to be robust and consistent when predicting unknown data points. Whilst the
Choquet integral is more complicated than a linear model, the Shapley val-
ues and interaction indices provide meaningful information that can be used to
interpret the resulting model behaviour.
The complexity of Choquet integral fitting does increase exponentially with
dimension, however, so there will clearly be many situations where its use is
infeasible even if it might be theoretically appealing. In future research, it
might be worth investigating the classification ability of the Choquet integral
on other ordinal and monotone data sets such as those in the UCI repository,
some of which are quite high in dimension.
For the ordinal classification method of Frank and Hall, our findings sup-
port those of [34], that ordinal techniques might only marginally improve the
accuracy. This is not to say that the use of ordinal extensions to classifiers is
unjustified. Where it is known that the class labels are ordinal, taking this in-
formation into account in the classification process allows for a more consistent
interpretation of the results on top of any accuracy improvements.
4.7 Chapter conclusions
The main findings of the chapter are the following:
• The Choquet integral based method fared very well as an ordinal clas-
sifier, delivering the best accuracy on average. Fitting a general fuzzy
measure was, in general, better than fitting a WAM, OWA function or
single statistic. This supports the idea that various statistics are in fact
correlated (redundant or complimentary).
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Furthermore, as opposed to other competing methods, the use of the Cho-
quet integral allows one to interpret the resulting Shapley and interaction
indices.
• Our analysis confirms that the ranking process has had a significant “hu-
man” dimension, e.g. the lack of monotonicity in the data means that,
in some cases, journals with all citation statistics being higher received a
lower ranking.
We found though, that in general the rankings loosely followed the citation
statistic pattern, but not one single statistic in particular. A combination
of at least four, or all seven statistics was necessary to produce models
which accurately predicted the ranking to within one class.
Given the large number of journals to rank, part of the ranking process in-
evitably has to be automated. Citation data, aggregated using such tools as the
Choquet integral, can give a valuable starting point for subsequent adjustments.
It also allows one to identify and have a close look at potential outliers. If the
journal ranking exercise is to be performed on a regular basis, then there is even
more room for semi-automatic ranking tools such as the Choquet integral based
classifier or other aggregation methods.
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Chapter 5
Texture Classification
This chapter discusses the use of aggregation functions in texture recognition.
The automated recognition of texture is useful in applications including image
segmentation for land-use and the analysis of tomographic images such as brain
scans or material assessments [90,91]. After some preliminaries concerning the
grey-level co-occurrence matrix (GLCM) and texture recognition, the formal
classification problem will be described. The results from data experiments we
conducted in [32] will be presented along with their interpretation. In particular,
we found that some aggregation functions did perform better than others, and
that aggregated features might be more reliable for some problems where the
data is perturbed by noise. Although the overall findings of this investigation
did not support the indiscriminate use of aggregation functions, it does seem
that a good understanding of their behaviour and properties could be useful in
the process of feature selection.
Our findings on the use of aggregation functions in texture recognition were
presented at the IEEE World Congress on Computational Intelligence:
• G. Beliakov, S. James, and L. Troiano. Texture recognition by using GLCM
and various aggregation functions. In Gary G. Feng, editor, Proceedings of the
2008 IEEE International Conference on Fuzzy Systems, pages 1472–1476, Hong
Kong, 2008.
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5.1 The GLCM and textural metrics
Texture is a qualitatively property, usually used to describe aspects of surfaces
related to touch or appearance. Although the mathematical definition is diffi-
cult due to the broad notions encompassed by texture, numerical descriptions
usually incorporate the spatial variations in intensity and wavelength [131].
Smooth textures, for instance, are characterised by subtle and gradual spatial
variations, whilst course textures refer to the opposite - drastic variations over
short distances. Of course, there are other textural descriptors not located on
this continuum, such as scaly, furry, bumpy etc., some of these associated with
the feel of substances, others only with visual appearances.
The grey-level co-occurrence matrix was introduced by Haralick et al in
1973 [77, 78] as the “grey-tone spatial-dependence matrix” along with 14 met-
rics derived from it to quantify textures. Each of these metrics constitutes a
numerical summary of texture - e.g., comparing the contrast (CON) of two
surfaces gives an idea of their relative smoothness.
The GLCM indicates how often different combinations of grey levels occur
in a given image. It is a symmetric and square matrix with each element {i, j}
indicating the probability of a grey level i, neighbouring a grey level j in a given
direction1. The size of the GLCM is dependent on the number of grey levels
considered, not the size of the image itself. Where N is the number of grey
levels considered, the GLCM will be an N×N matrix resulting in a N(N−1)
2
+N
dimensional feature vector - we used 8 grey levels2.
1The matrix is made symmetric by calculating the occurrence of neighbouring grey levels
in one direction and then again in the opposite direction. This way, the probability of i being
next to j is the same as j to i. In these experiments, we have used the average of the 8
compass directions, however this is not always the case for the GLCM.
2The original images (Fig. 5.1) have 256 gray levels, however larger values of N would
result in long feature vectors with disproportionate numbers of zero entries in the matrix.
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Example 9. Consider the normalised GLCM, P where i, j ∈ {1 = black, 2 =
dark grey, 3 = light grey, 4 = white}.
P =

0.3 0.2 0 0
0.2 0.4 0.05 0
0 0.05 0.05 0
0 0 0 0

The cell P1,2 = P2,1 = 0.2 indicates that, in the window used to calculate P ,
black occurs next to dark grey 20% of the time. White does not appear at all.
Note that the sum of the upper/lower triangle of the square matrix will always
be 1.
From the GLCM, a number of summarising metrics can be defined, each
expressing some aspect of the image’s texture. Those used in the experiments3
are given in Table 5.1.
In particular, one notices that CON, DIS, and HOM are all equivalent to
weighted arithmetic means, with varying definitions for each weighting vector.
A natural question to ask is whether other means might also perform well. We
proposed the replacement of these texture calculations with other power means
to improve the classification accuracy. For example the quadratic version of
DIS would be
DISQ =
√√√√N−1∑
i,j=0
P 2i,j
|i− j|
W
where W =
N−1∑
i,j=0
|i− j|.
5.2 Classification using aggregated features
An underlying assumption in supervised feature-based classification is that
members of a particular class will be described similarly in terms of their at-
3Note that since we made the GLCMs symmetric, the GLCM means taken by rows µi or
columns µj will be the same. The corresponding values of σi, σj will also be identical.
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Table 5.1: Metrics derived from GLCM
Angular Second Moment (ASM)
N−1∑
i,j=0
(Pi,j)
2
Contrast (CON)
N−1∑
i,j=0
Pi,j(i− j)2
Dissimilarity (DIS)
N−1∑
i,j=0
Pi,j|i− j|
Homogeneity (HOM)
N−1∑
i,j=0
Pi,j
1+(i−j)2
Maximum Probability (MAX) maxPij
Entropy (ENT) (assume that 0 ∗ ln(0) = 0)
N−1∑
i,j=0
Pi,j(− lnPi,j)
Energy (ENG)
√
ASM
GLCM Mean (µi)
N−1∑
i,j=0
iPi,j, µj =
N−1∑
i,j=0
jPi,j
GLCM Variance (var) σ2i =
N−1∑
i,j=0
Pi,j(i− µi)2
GLCM Correlation
N−1∑
i,j=0
Pi,j
(
(i−µi)(j−µj)
σiσj
)
tributes. The k-nearest neighbours classification method classifies an unknown
object according to its most similar neighbours, where similarity is defined in
terms of feature-based distance, so the choice of which features best reflect this
similarity becomes important.
In the case of high dimensional data, it is sometimes difficult to anticipate
how the distribution and behaviour of some dimensions might affect meaningful
interpretations of distance when using kNN. Some features might be more useful
to discriminate between classes, while others may be correlated or redundant.
The use of aggregation features helps address two problems that arise when
classifying real data sets: high-dimensionality and the reliability of individual
features.
Principal component analysis (PCA) is sometimes used to create new fea-
tures (with a reduction in dimension) before kNN is applied, which has been
shown to work well for many applications (e.g. the feature sets compared
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in [152]). A similar method is independent component analysis [13] (compared
to PCA in [94]). For many applications where kNN is used, there exists the
potential to achieve the same goals using various aggregation functions to define
features which might be more reliable than raw attributes.
A context where this arises naturally is texture recognition by use of the grey
level co-occurrence matrix (GLCM). Many of the metrics based on the GLCM
are aggregation functions, capturing various notions of visual texture. In [32],
we investigated the use of kNN and GLCMs in image processing, where the
GLCM metrics were used as features. We suggested that the use of aggregation
functions might be more reliable than the use of raw features in the presence
of noise, and further that other types of averaging aggregation function might
provide better distinction between classes than some of the standard GLCM
indices.
The standard classification problem involves the allocation of a class label
to a data point x by means of a reference set D = {(xi, yi), i = 1, . . . , K} called
the training data4. In the following, xi ∈ <n, yi ∈ {Yj, j = 1, ...,m} however
in many contexts, some of the features of x could be discrete or categorical.
The kNN approach is to calculate the pairwise distances di = ||xi−x|| (usually
in some norm) to define the closest k training data, whose labels are used to
predict the label y of x. Suppose we have m distinct labels and the membership
function:
fj(yi) =
 1, yi ∈ Yj;0, otherwise.
We denote the closest k training observations as {(x(i), y(i))}, i = 1, ..., k and
predict the label using the majority vote which can be expressed:
y = argmax
Yj
k∑
i=1
fj(y(i)). (5.1)
4Unlike many machine learning techniques, however, no actual training takes place in kNN
classification
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In the case of texture classification using GLCMs, each pixel is represented
by its grey level (or colour depending on which information is to be used). From
this, a GLCM feature vector x = {x1, ..., xn} is calculated where each dimension
corresponds to an entry in the GLCM. When using GLCMs to find neighbours,
either the raw entries in x are used, or alternatively, the metrics from Table 5.1
can be calculated such that a is the feature vector with a1 = ASM(x), a2 =
CON(x), etc. The nearest neighbours are then determined from the ai.
5.3 Results: Texture experiments
The experiments used a set of 12 Brodatz textures5 which are shown in Fig. 5.1.
For each of these textures, several GLCMs were calculated from random 64 ×
(a) Grass (b) Bark (c) Straw (d) Herringbone
(e) Woolen cloth (f) Calf leather (g) Beach sand (h) Water
(i) Wood grain (j) Raffia (k) Brick wall (l) Plastic bubbles
Figure 5.1: Brodatz textures
64-pixel windows. Each test involved 600 GLCMs as training data and 1800
5Available from http://sipi.usc.edu/database/database.cgi.
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GLCMs for test data (with equal instances of each class). In addition, the same
type of experiments were conducted with noisy test data. The results for 4−
and 10-class classification using kNN (k = 1 and k = 5) are given in Tables
A.15-A.20 with the following used as feature vectors:
• Raw GLCM entries (29 features);
• Standard metrics from Table 5.1 (10 features);
• Standard metrics, but with DIS and HOM replaced with their quadratic
mean extensions, i.e. using P 2i,j and normalising the weights.
The accuracy and standard deviation were taken from 10 random 4- and
10-combination sets of the Brodatz textures. In all cases, the features were
standardised to have a mean of 0 and standard deviation of 1.
5.4 Discussion
The raw GLCM data provides the highest accuracy in most cases, especially
with noiseless data. However for smaller values of m, the use of aggregated
features improved the classification accuracy. When texture metrics are used,
it is clear that some information will be lost from the original GLCM, so it
might not be unexpected that accuracy is sacrificed in the case of clean data
sets. Where the data sets contain some errors, a summary statistic is less likely
to be greatly affected, hence the improvements observed in this case. The fact
that k = 1 performed better than k = 5 is indicative of the lack of crisp class
boundaries, which provides another motivation for taking steps to reduce the
accumulative effect of errors.
It is also apparent from these experiments that the use of quadratic means
resulted in slightly better performance than the use of the standard arithmetic
means. Understanding why this may be the case is difficult, since we are taking
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a mean of almost 30 entries of the GLCM. In general, quadratic means tend to
give higher outputs than arithmetic means, with increases to higher inputs hav-
ing more influence on the output. For the DIS and HOM variables, it seems that
the quadratic means were able to provide more distinction between classes. One
test where the use of quadratic means particularly improved classification was
in distinguishing between wood grain, raffia, brick and plastic bubbles (through-
out most experiments brick was the most common texture to be misclassified,
usually being confused for wood grain or beach sand). Figs. 5.2-5.3 show the
difference between standard and quadratic metrics in the distribution of dissim-
ilarity and homogeneity for these 4 classes.
(a) (b)
Figure 5.2: Distributions of dissimilarity calculated by the (a) arithmetic and (b)
quadratic means.
(a) (b)
Figure 5.3: Distributions of homogeneity calculated by the (a) arithmetic and (b)
quadratic means.
In both cases, the difference in distinction between each of the classes is
evident. The use of quadratic means adds little computational effort to the
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classification process, however it is clear that its use here was beneficial. It is
often the case that some relatively simple aggregation functions are overlooked
in decision making, with most applications relegating to the arithmetic mean -
a well understood and robust summary statistic.
5.5 Chapter conclusions
The main findings of this chapter are the following:
• Aggregation functions can be used to create new features for use in clas-
sification methods including the k-nearest neighbours approach. Such
functions allow a reduction in dimension when it comes to the training
and classification stage, whilst also providing some reliability when the
data is contaminated by noise;
• How well an aggregated value discriminates between classes will depend
on the distribution of data and behaviour of the aggregation function. It
is worth considering both linear and non-linear functions such as power
means in many applications;
• Whilst each different aggregated feature may contribute its own informa-
tion in the classification process, it can be anticipated that aggregation
functions based on the same inputs might be redundant, further, that in
summarising data sets with the use of aggregation functions, information
is bound to be lost. Aggregation functions should be chosen that find the
right balance.
For the experiments here, each of the variables were considered equally im-
portant and independent when calculating the distances di. Furthermore, it
was assumed that standardisation would account for differences in distribution
between dimensions. In fact, it was found that some of the metrics were redun-
dant (which is not too surprising since they are based on similar calculations)
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and for those that were not, it makes sense that some of the features would
be correlated to some extent. Even in the case of raw GLCMs, there could be
relationships between neighbouring elements which are informative and could
be exploited in the classification process. In the following chapter, we focus on
the kNN method itself and how these issues might be taken into account.
Chapter 6
Function Approximation
In the previous chapter, aggregation functions were used as features for k-
nearest neighbours classification. This chapter details the use of aggregation
functions to enhance the kNN approach in the context of function approxima-
tion. In particular, the problem of redundant neighbours is addressed. After
providing an introduction to nearest neighbour methods, Section 6.2 provides
the formulation of the kNN approach as an induced aggregation function [187].
The method we proposed in [25, 29] will then be detailed. The main idea of
this approach to function approximation is to use the Choquet integral to ag-
gregate the neighbours, allowing interactions to be taken into account. Section
6.4 summarises results from numerical experiments we performed, before the
chapter is concluded in the final section.
The findings of this chapter were previously presented in the following pub-
lications:
• G. Beliakov and S. James. Using Choquet integrals for kNN approximation
and classification. In Gary G. Feng, editor, Proceedings of the 2008 IEEE In-
ternational Conference on Fuzzy Systems, pages 1311–1317, Hong Kong, 2008.
• G. Beliakov and S. James. Induced ordered weighted averaging operators. In
J. Kacpryzk R.R. Yager and G. Beliakov, editors, Recent Developments in the
Ordered Weighted Averaging (OWA) Operators: Theory and Practice. Springer,
in press, 2010.
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6.1 Nearest neighbour approximation methods
Neighbour-based models (such as kNN) are popularly used in non-parametric
classification and statistical learning problems [54, 80], appealing because of
their simplicity and general reliability. In function approximation, a reasonable
prediction for an unknown function value can be obtained by taking an average
of the nearest k neighbours.
A potential problem, however is that neighbours may be skewed or corre-
lated. Consider the data presented in Fig. 6.1(a). All the nearest neighbours
happen to be on one side of the point in question, whereas there are plenty of
neighbours on the other side whose votes are not counted. In Fig. 6.1(b), we
see that when predicting local weather, we should take into account whether
the closest weather predictions are also close to each other. In these situations
it is desirable to include information provided by the neighbours which are close
to the point in question but also distributed all around it.
(a) (b)
Figure 6.1: (a) An example (from the area of remote sensing, the data are taken by
an aeroplane flying over a region in two directions) illustrating the inadequacy of the
kNN method. The value at x is determined exclusively by the data represented by
filled circles, i.e. extrapolated and not interpolated. (b) An example where data from
nearest neighbours may be correlated. Cities that are close in proximity are likely to
have similar weather, e.g. when predicting the weather for Clunes, we want to take
into account the fact that Avoca and Maryborough are quite close together.
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A method based on this principle is called the natural neighbour method [7,
151,165], however this becomes rather complicated for more than two variables,
with (to our knowledge) implementations for only two- and three-variate cases
available [102,165,166].
6.2 Induced ordered weighted averaging
The formal expression of nearest-neighbour rules in the framework of induced
ordered weighted averaging (IOWA) functions was given by Yager and Filev
in [187] and developed since in [172,173,181,183]. The problem formulation for
kNN function approximation is similar to that of classification (see Section 5.3).
Given a reference set D = {(xi, yi), i = 1, ..., K} where xi ∈ <n, yi ∈ < (the
training data), the data are assumed to be generated by an unknown function
f , such that f(xi) = yi + εi, where εi denotes random errors. The function
value f(x) is then approximated by taking the average of the k closest values,
f(x) ≈ y = 1
k
k∑
i=1
y(i). (6.1)
In order to predict an unknown function value f(x), the induced OWA
associates an auxiliary variable zi with each of the training data, usually based
on some norm or notion of distance, e.g. zi =
1
||xi−x|| . In an induced OWA
framework, Eq. 6.1 is equivalent to:
y = IOWAw(〈y1, z1〉, ..., 〈yn, zn〉) =
n∑
i=1
wiy(i) (6.2)
where n is the number of training data with weights wi =
1
k
, i = 1, ..., k, and 0
otherwise.
When considering kNN-approximation as modeled by the induced OWA, the
weights wi, ..., wk represent the relative importance of the observation x(i). Of
course, it makes sense in many contexts to allocate less weight as data points are
further and further from the point under consideration. A weighted version of
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kNN can be defined where the weights gradually decay, i.e. w1 ≥ w2 ≥ ... ≥ wn.
One such weighting vector is wi =
2(n+1−i)
n(n+1)
. Alternatively, the weighting vector
could be calculated differently for each point based on a normalised vector of
the inverse distances.
The many techniques for fitting OWA weights can hence be extended to the
allocation of kNN weights, however it may still be the case that data points
in the training set contribute redundant information. This prompted our con-
sideration of the Choquet integral as the aggregating function, replacing the
weighted mean. A similar kNN model was employed in [86], where the author
defined a global fuzzy measure based on the “diversity” of the set of training ex-
amples. Our model, however involved defining separate fuzzy measures for each
test datum, with the purpose of accounting for pairwise interactions between
the inputs related to the relative orientation of the abscissae of the data.
6.3 Results: Choquet integral based
approximation
Given a set of training data, D and the inducing vector based on inverse Eu-
clidean distance zi =
1
||xi−x|| , an unknown data point x is assigned the value
f(x) = ICv(〈y1, z1〉, ..., 〈yk, zk〉).
The importance of each of the k-nearest neighbours based on their proximity
can be reflected in the associated fuzzy measure by way of the Shapley value,
which measures the average contribution of each of the inputs. Meanwhile, the
interaction index for pairs, which verifies Iij < 0 as soon as i, j are positively
correlated (negative synergy) and Iij > 0 for negatively correlated inputs (pos-
itive synergy), can be used to model redundancies in the data, for example,
when two of the data are in the same position. In order to reduce the com-
plexity of the approximation algorithm, 2-additive fuzzy measures were used
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so that interaction was limited to pairs of data points. Given an input vec-
tor x = (x1, ..., xn), the Mo¨bius and interaction representations of the Choquet
integral with respect to a 2-additive fuzzy measure are expressed as:
Cv(x) =
n∑
i=1
µ({i})xi +
∑
{i,j}⊆N
µ({i, j})min(xi, xj),
Cv(x) =
∑
{i,j}⊆N
min(xi, xj)Iij +
n∑
i=1
xi(φ(i)− 1
2
∑
j 6=i
Iij), (6.3)
µ({i, j}) = Iij,
v({i}) = µ({i}) = φ(i)− 1
2
∑
j 6=i
Iij.
In this case, the inputs to be aggregated x1, x2 etc correspond to the yi
of the training pairs 〈xi, yi〉. Each of the Shapley indices φ(i) are calculated
based on the inverse distances zi between the training data and x, which can
then be normalised. Meanwhile, the interaction indices Iij are approximated
according to the angle, αij between the vectors xi − x and xj − x. Denoting
Iij = max{cos(αij), 0} allows positive values to be assigned to Iij if both xi and
xj are on the same side of x, and zero if they are on the opposite sides. The
cosine can be calculated simply using the standard scalar product and Euclidean
distance operations - i.e.,
cos(αij) =
(xi − x) · (xj − x)
||xi − x|| ||xj − x|| ,
where · is the standard scalar product. Thus we take for all i, j ∈ {1, . . . , k}:
Iij = max{cos(αij), 0} ≡ cos(αij)+.
From these values, a unique 2-additive fuzzy measure v (possibly
non-monotonic) [70, 75] is defined. In order to ensure monotonicity, the val-
ues φ(i) and Iij are chosen using optimization methods which minimise the
residuals between the values determined from distance and angle calculations,
and those which satisfy the properties of a monotonic fuzzy measure. Let us
denote by φ˜(i) and I˜ij the values approximated from the distances and cos(αij)+
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values. We enforce the fuzzy measure constraints by choosing φ(i) and Iij which
minimise the expression
k∑
i=1
|φ˜(i)− φ(i)|+
∑
i6=j
|I˜ij − Iij|,
subject to monotonicity, boundary conditions, and
k∑
i=1
φ(i) = 1.
The resulting linear program used to identify the fuzzy measure v consistent
with the data is expressed as:
min
∑( ∑
{i,j}⊆N
min(xi, xj)Iij +
n∑
i=1
xi(φ(i)− 12
∑
j 6=i
Iij)− f(x)
)2
s.t. 1
2
( ∑
j∈N\A∪{i}
Iij −
∑
l∈A
Iil
)
≤ φ(i), (6.4)
k∑
i=1
φ(i) = 1,
φ(i) ≥ 0,−1 ≤ Iij ≤ 1,
The above problem can be quite large (although not particularly difficult). It
involves ∼ k2(k−1) inequality constraints. Thus it is computationally very ex-
pensive to set up and solve such an optimization problem for every x. The
algorithm used, however was simplified by exploiting the fact that the calcula-
tion of ICv(x) only requires consideration of k inputs and hence k associated
weights. We hence need only to enforce monotonicity along the simplex of the
fuzzy measure corresponding to the induced order of the inputs.
The method was found to significantly improve the root mean squared error
(RMSE). The experiments and results are summarised in the following section.
6.4 Results: Numerical experiments
A number of numerical experiments were performed for small dimensional prob-
lems to illustrate the usefulness of the new method. For the univariate case, 20
random data were generated based on the test function f1(x) = max(x sin(pix), x
2).
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The performance of the standard kNN approach (weighted by inverse distance)
and the induced Choquet integral were compared, with results illustrated graph-
ically in Figure 6.2.
(a) (b)
Figure 6.2: (a) Interpolation by the standard kNN method with k=3 (the best k for
this data set) and (b) the proposed method with k=10. Note the influence of the
data beyond the nearest neighbours on the left and right has been negated by the use
of interaction indices.
For two and three dimensional cases, the test functions used were f2(x) =
max(x21 sin(pix2), x1x
2
2) (Fig. 6.3) and f3(x) = f2(f2(x1, x2), x3) on [0, 1]
2 and
[0, 1]3 respectively. In the two-variate case we generated a) 256 lined data (as
in Figures 6.3-6.4), b) 121 data on a 11 × 11 regular grid (Figure 6.5) and c)
256 uniformly distributed random data.
In Tables A.21-A.23 the results are given, with the RMSE and the maximal
error of approximation. The test data for 1- 2- and 3-dimensional approximation
were constructed systematically from regular grids of 500, 2500 and 10000 data
points respectively.
6.5 Discussion
We note that the improvement by the new method is quite substantial in the
1- and 2-dimensional cases, especially when the data have a special structure
(lined) (which was the motivation for this work). The reduction of the maximal
error is quite significant for the 2-dimensional data. In all cases, the performance
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(a) (b)
Figure 6.3: (a) The graph of the two-variate test function f2 and (b) an approxima-
tion given by the standard kNN with small k = 5. The training data are indicated
by the filled circles.
(a) (b)
Figure 6.4: (a) An approximation given by the standard kNN with a large k = 50
and (b) an approximation given by the proposed method with a large k = 50 (best k
for this method).
of the new method is not sensitive to the choice of k, as long as k is sufficiently
large. In no case did the proposed method give results worse than the standard
kNN.
For classification based on real valued arguments (but with discrete labels),
it is proposed that a similar approach could be effective. The aggregation of
votes, however is usually more sensitive to the choice of k and calculation of
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(a) (b)
Figure 6.5: (a) An approximation given using standard kNN and (b) an approxima-
tion given by the proposed method, both with k = 50.
weights, so it seems that the interaction based on cosine may be unsatisfactory.
This problem suggests a future direction for this line of research.
6.6 Chapter conclusions
The main findings of this chapter are the following:
• Aggregation using the induced Choquet integral is a suitable framework
for non-parametric approximation, especially where estimations can be
influenced by the random distribution of the data. For many applications,
the data may not be dense or distributed evenly enough to accurately
predict values using the standard kNN approach.
• The understanding of the Choquet integral’s calculation allowed for an
efficient approach to determining the weights necessary for calculation.
Thus, the proposed algorithm is not significantly more expensive than the
standard approach, even though it is able to model more information.
The approach described here approximated the redundancy between each of
the observations using a cosine calculation and used these values as interaction
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parameters in the Choquet integral. By doing this, the kNN based method is
able to use information provided by its neighbours in all directions.
It was predicted that the use of the Choquet integral would be useful where
the data contained a specific structure, however improvements were achieved
even in the case of random training data. When collecting data for purposes of
model construction, it is often the case (especially for higher dimensions) that
examples will be more abundant in some parts of the sampling space than others.
As will be seen in Chapter 8, the development of collaborative recommender
systems is one research area that could benefit from the results obtained in this
chapter. In the following chapter, we look at the use of the Choquet integral
for defining metrics.
Chapter 7
Metric Learning
This chapter discusses the metric learning problem using discrete Choquet inte-
gral based metrics. The Choquet integral has great potential for application in
this context, since it generalises weighted arithmetic means and OWA functions,
and is able to model explicitly not only the importance of individual attributes,
but of their coalitions and the interactions between variables. Distance metrics
that take the interrelationships between dimensions into account can hence be
learned from the behaviour of the data.
Firstly, the relevant notions of norm and metric will be summarised as well
as the conditions under which an aggregation function can be used as the basis
for a metric. The constraints on the Choquet integral will then be provided
and some interpretations discussed, before providing some results from initial
experiments we conducted.
Our results concerning the use of Chouqet integral-based metrics are pre-
sented in:
• G. Beliakov, S. James, and G. Li. Learning Choquet integral-based metrics
in semi-supervised classification. IEEE Transactions on Fuzzy Systems, under
review, 2010.
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7.1 Norms and metrics
In the implementation of kNN, neighbours are usually described by a distance
function based on a metric. The choice of a suitable distance function, or a met-
ric, is very important in data analysis, in particular supervised and unsupervised
classification. In some circumstances, the usual choice of the Euclidean metric
can lead to poor results, for instance, if proximity in one dimension is more
important than others or if the inputs have different scales. Metric learning
is a popular approach [170], in which the metric is automatically learned from
the data, subject to various criteria. The use of metrics does not only apply to
nearest neighbour classification methods but also to unsupervised classification
(or clustering).
In semi-supervised classification, additional information is available, in par-
ticular pair-wise link constraints, attribute order preferences and interaction
order preferences. Pair-wise link constraints are set when two data are known
to belong to the same cluster (must-link constraints), or cannot be in the same
cluster (cannot-link constraints). Attribute order preferences establish which at-
tributes (variables i = 1, . . . , n) are more important than others or have similar
importance. Interaction order preferences establish which attributes correlate
and how much, which we will measure by means of interaction indices.
The metric learning problem is formulated as designing the best metric which
satisfies the above mentioned constraints.
Once the metric d is learned from the data, existing clustering or classifi-
cation methods can be applied, with d replacing the usual Euclidean distance.
Specifically, in the fuzzy c-means method (FCM), two steps are iterated: 1)
given cluster centres (randomly chosen at the initialization step), the data are
partitioned so that the membership value of a datum in a cluster is inversely
proportional to its distance to the cluster centre, and 2) the cluster centres are
calculated as the centroids of the data, weighted according to the membership
values. When the Euclidean distance is replaced with another distance, the first
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step remains the same, and we will show how the second step can be modified.
We use the notation <+ = [0,∞),<++ = (0,∞).
Definition 36. A norm is a function s : <n → <+ that satisfies the following
conditions:
S1) s(x) = 0⇐⇒ xi = 0, ∀ i;
S2) s(ax) = |a|s(x), ∀x ∈ <n,∀a ∈ <;
S3) s(x) + s(y) ≥ s(x+ y), ∀x,y ∈ <n.
Norms are useful, among other things, for defining distance metrics.
Definition 37. A metric is a function d : <n × <n → <+ that satisfies the
following conditions ∀x,y, z ∈ <n:
D1) d(x,y) = 0⇐⇒ x = y;
D2) d(x,y) = d(y,x);
D3) d(x,y) + d(y, z) ≥ d(x, z).
The third condition is well known as the triangle inequality. If s is a norm,
then d(x,y) = s(x− y) is a metric.
We will be looking at norms defined with the help of the Choquet integral.
Definition 38. A Choquet integral-based norm sCh is defined as
sCh(x) = Cv(|x1|, |x2|, . . . , |xn|),
provided that sCh satisfies conditions S1) and S3)
1.
In [122], Narukawa provides the proof that sub-modularity of the associated
fuzzy measure is a sufficient condition for the Choquet integral to define a
metric. The finding has been explored elsewhere, e.g. in [37] the authors define
a set of necessary and sufficient conditions for a metric, which are actually
1It is clear that the condition S2) is always satisfied since Cv is homogeneous on <n+.
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equivalent to sub-modularity. In [30], we summarised the research of various
authors which lead to the useful result that the Choquet integral Cv is convex
if and only if the fuzzy measure v is submodular2 [52, 55], and in turn can be
used to define a metric.
The special case where v is symmetric, (and hence the Choquet integral
becomes an OWA function) was explored in [185] by Yager3. OWA functions
can be used to define norms where the weighting vector satisfies the buoyancy
property [180], i.e. the weighting vector is non-increasing with wi ≥ wj,∀i < j.
An OWA function possessing the buoyancy property is equivalent to a Choquet
integral with respect to a symmetric submodular fuzzy measure (we reproduce
our proof from [30] in the appendix, Proposition 1).
Definition 39. An OWA function-based norm sOWA is defined as
sOWA(x) = OWAw(|x|)
provided the weights satisfy the buoyancy property.
We can also use the generalised Choquet integral and generalised OWA
function to define metrics. In its standard form, the Choquet integral based
metric can be used to generalise the weighted Manhattan/city-block distance
or L1 metric. We now present the generalised Choquet integral and OWA based
metrics.
Definition 40. Let g : [0, 1] → [−∞,∞] be a continuous strictly increasing
function. A generalised Choquet integral with respect to a fuzzy measure v
is the function Cv,g(x) = g
−1 (Cv(g(x))) , where Cv is the discrete Choquet
integral with respect to v and g(x) = (g(x1), . . . , g(xn)).
2Choquet [52] originally proved this result in spaces with the usual coordinate order. The
sub-modularity theorem does not actually hold in more general spaces, e.g. with lexicograph-
ical order [97,111], but they are not relevant to our case.
3This special result for OWA was actually established in [56] although the authors referred
to the functions as order statistics.
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Definition 41. Let g : [0, 1] → [−∞,∞] be a continuous strictly increasing
function and let w be a weighting vector. The function
GenOWAw,g(x) = g
−1
(
n∑
i=1
wig(x(i))
)
(7.1)
is called a generalised OWA (also known as an ordered weighted quasi-arithmetic
mean [43]). As for the OWA function, x(i) denotes the i-th largest value of x.
We consider a special case of power based Choquet integrals with g(t) =
tp, p ≥ 1. We showed in [30] that the power based integral, where g(t) = tp, p ≥ 1
defines a norm provided the underlying fuzzy measure v is submodular (see
Proposition 2 in the appendix). It is given by,
sCh,p(x) = Cv,p(|x|) = (Cv(|x1|p, . . . , |xn|p))
1
p .
As a by-product, we can define a norm with a power based OWA, provided the
weights satisfy the buoyancy property. It can be expressed as
sOWA,p(x) = OWAw,p(|x|) = (OWAw(|x1|p, . . . , |xn|p))
1
p .
In the following sections, we outline how these results can be applied to the
problem of metric learning.
7.2 Results: Metric learning constraints
The Choquet integral is useful for defining metrics where the dimensions of the
data may be redundant or complementary to some degree. The metric can be
learned from data examples, where the additional information is represented
as constraints. In the following, we show the linear programming formulation
of the constraints for the constraint satisfaction problem. In this case, the
objective equation is trivial. In other cases however, where the constraints may
be inconsistent or incompatible, the objective equation can minimise the extent
to which the obtained Choquet-based metric violates the specified constraints.
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7.2.1 Linear programming formulation
Consider a data set D = {xi, i = 1, . . . , K},xi ∈ <n, and sets M,Q ⊂
{1, . . . , K}2 of must-link and cannot-link constraints respectively. That is, if
(i, j) ∈M, then xi,xj must be in the same cluster, and similarly for the set Q.
Consider also the sets SI,DI ⊂ {1, . . . , K}2 of similar importance and
different importance constraints. In addition we may have the sets of interaction
order preferences SINT ,DINT ⊂ {1, . . . , K}4
We require:
• If (i, j) ∈M then d(xi,xj) ≤ δM;
• If (i, j) ∈ Q then d(xi,xj) ≥ δQ;
• If (i, j) ∈ SI then |φ(i) − φ(j)| ≤ δSI , which means the attributes i, j
have similar importance ;
• If (i, j) ∈ DI then φ(i)−φ(j) ≥ δDI , which means the attribute i is more
important than j;
• If (i, j, k, l) ∈ SINT then |Iij−Ikl| ≤ δSINT , which means the interaction
indices Iij and Ikl are similar;
• If (i, j, k, l) ∈ DINT then Iij− Ikl ≥ δDINT , which means the interaction
index Iij is larger than Ikl.
The non-negative parameters δM, δQ, δSI , δDI , δSINT , δDINT characterise the in-
difference thresholds. The expressions for d(xi,xj) are given by d(xi,xj) =
Cv(|xi1 − xj1|, . . . , |xin − xjn|).
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We can now formulate a constraint satisfaction problem
Minimise 1 (7.2)
s.t. d(xi,xj) ≤ δM, ∀(i, j) ∈M
d(xi,xj) ≥ δQ, ∀(i, j) ∈ Q
−δSI ≤ φ(i)− φ(j) ≤ δSI , ∀(i, j) ∈ SI
φ(i)− φ(j) ≥ δDI , ∀(i, j) ∈ DI
−δSINT ≤ Iij − Ikl ≤ δSINT , ∀(i, j, k, l) ∈ SINT
Iij − Ikl ≥ δDINT , ∀(i, j, k, l) ∈ DINT
v is a submodular fuzzy measure.
If we use the Mo¨bius representation of a fuzzy measure, µ, the monotonicity
constraints on the fuzzy measure are expressed as∑
B⊆A|i∈B
µ(B) ≥ 0, for all A ⊆ N , |A| > 1 and all i ∈ A, (7.3)∑
A⊆N
µ(A) = 1.
In the next subsection, we present a convenient formulation of the required
submodularity constraints.
7.2.2 Submodularity constraints
First, we note that for submodular fuzzy measures, the interaction indices verify
Iij ≤ 0. Then, if we limit ourselves to 2-additive fuzzy measures, for which
IA = 0 when |A| > 2, the additional linear constraints are simply Iij ≤ 0.
For general fuzzy measures, submodularity constraints can be expressed in
various forms [37,69]. Here we take the submodularity condition in the Mo¨bius
representation (by applying the Zeta transformation).∑
C⊆A∪B
µ(C) +
∑
C⊆A∩B
µ(C)−
∑
C⊆A
µ(C)−
∑
C⊆B
µ(C) ≤ 0.
which results in ∑
C⊆A∪B,C6⊆A,C6⊆B
µ(C) ≤ 0, ∀A,B ⊆ N (7.4)
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To eliminate redundant constraints, we eliminate all subsets A ⊆ B, in-
cluding the cases A = ∅ and B = N , as this will always give 0 for the above
constraint, and of course, half of those remaining due to the symmetry with re-
spect to A and B. Also note that in the sum we necessarily have |C| ≥ 2. There
are 2
n(2n+1)
2
combinations (A,B) (this eliminates symmetry, but includes the
cases A = B and A, B = ∅,N ). Each set of size k = 0, ..., n has 2k subsets, and
there are n!
k!(n−k)! subsets of size k for any given number of inputs. We therefore
reduce the number of constraints by
n∑
k=0
n!2k
k!(n−k)! = 3
n. This leaves 2
n(2n+1)
2
− 3n
non-redundant constraints.
An alternative expression of the subadditivity constraints is due to [47],
∑
C⊆B⊆A,
µ(B) ≤ 0, ∀A and ∀C ⊆ A ⊆ N such that |C| = 2. (7.5)
Here we only require combinations of every subset A, |A| ≥ 2 with each of its
subset of pairs |C| = 2. There are n!
k!(n−k)! subsets A of size k, and for each such
subset there are k(k−1)
2
pairs. This gives a total of
n∑
k=2
n!k(k − 1)
2 · k!(n− k)! =
1
8
2nn(n− 1)
constraints, which is drastically lower than required using the alternative ex-
pression (7.4). Table 7.1 provides the number of monotonicity constraints and
submodularity constraints required as n increases.
An algorithmic implementation of (7.5) is quite efficient, because the oper-
ations which verify whether A ⊆ B for given A,B can be implemented with
complexity O(1).
We can then adapt the problem to the case of power-based Choquet integrals.
The usual Choquet integral-based metric generalises the weighted L1 metric,
while power-based Choquet integrals generalise the weighted Lp metric, and in
particular the Euclidean distance, motivating our interest in them.
This results in problems in the form (7.2), where
d(xi,xj)
p =
∑
A⊆N
mA(min
k∈A
|xik − xpjk|)
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Table 7.1: Number of required constraints for 3 ≤ n ≤ 8
n monotonicity submodularity
from Eq. (7.3) from Eq. (7.4) from Eq. (7.5)
3 9 9 6
4 28 55 24
5 75 285 80
6 186 1351 240
7 441 6069 672
8 1016 26335 1792
is used instead of d(xi,xj) as defined by the standard Choquet integral. What
is worth noting, is that the constraints remain linear in µ, so the problem
remains a linear programming problem, irrespective of p. This is of course very
advantageous, given the wide availability of efficient methods of solution to LPs.
We used generalised power Choquet integrals for our experiments.
7.2.3 Inconsistent constraints
There may exist no solution to the constraint satisfaction problems mentioned
above, potentially because of errors or inconsistencies in specifying must-link
and cannot-link constraints. An alternative formulation allows us to obtain a
suitable metric even in that case, which violates the constraints to the smallest
degree. We look at the following set of constraints d(xi,xj) ≤ d(xk,xl) for all
(i, j) ∈M and (k, l) ∈ Q.
We can use the expression:
(d(xi,xj)− d(xk,xl))+ = max(0, d(xi,xj)− d(xk,xl)),
which gives a penalty for violating must-link and cannot-link constraints. This
approach is similar to that used in Chapter 6 for kNN-based approximation
where we defined fuzzy measures from interaction and importance indices. The
same could be done for importance attributes here.
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We formulate the following problem
Minimise
∑
(i,j)∈M,(k,l)∈Q
(d(xi,xj)− d(xk,xl))+ (7.6)
s.t. −δSI ≤ φ(i)− φ(j) ≤ δSI , ∀(i, j) ∈ SI
φ(i)− φ(j) ≥ δDI , ∀(i, j) ∈ DI
−δSINT ≤ Iij − Ikl ≤ δSINT , ∀(i, j, k, l) ∈ SINT
Iij − Ikl ≥ δDINT , ∀(i, j, k, l) ∈ DINT
v is a submodular fuzzy measure.
Problem (7.6) is subsequently converted to a linear programming problem
using auxiliary non-negative variables r(i,j),(k,l) for all must-link and cannot-link
conditions, with the constraints r(i,j),(k,l) ≥ d(xi,xj) − d(xk,xl). The objective
then becomes
∑
(i,j)∈M,(k,l)∈Q
r(i,j),(k,l). The objective value is 0 if all must-link
and cannot-link conditions can be satisfied simultaneously. In the same way,
the problem with a generelised power Choquet integral-based metric is dealt
with, also leading to a linear programming formulation.
7.3 Results: Numerical experiments
We now summarise some computational experiments used to demonstrate the
usefulness of the proposed method of metric learning on some artificial data
sets and on the classical Iris data set.
We used the labels to generate randomly fixed proportions of must-link
and cannot-link constraints, and then withheld the labels from the algorithms.
We varied the proportion of must-link constraints while keeping the number
of cannot-link constraints constant, and vice versa, to study the effect of the
number of constraints on the results. This way we obtained various instances
of unlabeled data sets, each instance having a different set of pairwise link
constraints. We did not use interaction order preferences in this study.
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Once the coefficients of Choquet integral-based metric were learned from the
data, we used that metric in an FCM-based clustering algorithm. We chose to
use generalised power Choquet integrals with p = 2, since the resulting metrics
generalise the Euclidean distance. The results are measured in terms of the
adjusted rand index, which is a measure of similarity between data clusterings,
and normalised mutual information.
Six synthetic data sets were generated for comparison in our experiments,
and their visualization can be found in Fig. 7.1. The basic properties of these
data sets are summarised in Table 7.2.
Table 7.2: Summary of Synthetic Data Sets
Data Set #Clusters #Instances #Attributes
syn2DBoxes 3 1113 2
syn2DU 2 540 2
syn2DUI 2 1367 2
syn2DUUI 3 945 2
syn2DGaussian 3 600 2
syn3DEllipses 3 2883 3
We set the number of cannot-link constraints to 5% of the number of in-
stances, and varied the number of must-link constraints from 5% to 50% with
a step of 5%.
The results of Adjusted Rand Index and Normalised Mutual Information
were used to evaluate performance. It was evident from the experiments (Ta-
bles A.24 andA.25 respectively) that no single standard distance can provide
consistently better results on all these data sets. For example, the cosine dis-
tance performs well on data set syn2DU , but it is poor on all other data sets.
Similarly, the Euclidean distance provides better results than the city-block dis-
tance on data sets syn2DGaussian and syn2DUUI, but on other data sets,
these two distances result in similar performance. On average, the Choquet
distance provided the best similarity measures for these data sets.
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Figure 7.1: Visual representation of data sets used.
Additional experiments were conducted where an extra dimension was added
into the four synthetic data sets: syn2DBoxes, syn2DU , syn2DUI and
syn2DUUI, to get the data sets syn3DBoxes, syn3DU , syn3DUI and
syn3DUUI. The extra attribute is irrelevant to the clustering problem. We
provided two preferences on the relative importance of the attributes. We re-
peated the experiments described earlier with new data sets. The results are
summarised in Tables A.26 and A.27. On average, the Choquet integral based
distance also provides the best results for these data sets.
7.4 Discussion
We note from the experimental results that the proposed method is capable
of capturing various aspects of the data, and of selecting a metric reflecting
the scale and relations between the attributes. For data sets syn2DBoxes and
syn2DEllipse, the metric learned compensated for clusters elongated in the same
direction and delivered better results. On the other hand, when clusters were
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elongated in different directions, or were spherical, our algorithm constructed
metrics similar to the Euclidean, and the results are similar to the other meth-
ods, which could be expected.
The results we presented suggest that a) the Choquet integral-based metric
is useful in cases where there are significant interactions between the attributes,
and some attributes are more important than the others; b) the method reverts
to a more “symmetric” Euclidean-like metric otherwise, and produces results
similar to FCM; and c) the computational overheads are not significant for a
small number of attributes n < 8, but the method becomes impractical for
n > 16 due to the exponential complexity of fuzzy measures.
7.5 Chapter conclusions
The main findings of this chapter are the following:
• The necessary and sufficient condition for a discrete Choquet integral-
based distance to be a metric is the submodularity of the underlying
fuzzy measure. It can be expressed in different ways, and we analysed its
expression in Mo¨bius representation as a system of linear inequalities. As
a byproduct we obtained the special case of OWA-based metrics.
• Metric learning using a Choquet integral based metric can be formulated
as a linear programming problem, which is very advantageous for appli-
cations. We calculated the number of required linear constraints which
ensure the fuzzy measure is submodular. We also extended the results
for power-based Choquet integrals, and obtained the linear programming
formulation in this case as well. We presented experimental evaluation
of the proposed method, which shows its numerical efficiency and capa-
bility of capturing the relative contributions of the attributes and their
interactions.
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The results we presented are applicable to Choquet and power-based Choquet
integrals. We are not aware of similar characterizations for Sugeno and other
fuzzy integrals. It appears that with the exception of special cases, other fuzzy
integrals will not define metrics, as for instance homogeneity will fail. We do not
exclude the possibility that for some fuzzy integrals the triangular inequality
will hold, and they will define suitable distance functions for clustering. From
a computational point of view however, only the Choquet integral allows the
learning problem to be formulated as an LP problem.
The method we proposed is directly applicable to the popular fuzzy cluster-
ing method. Additional information about the clusters expressed as must-link
and cannot-link constraints allows one to construct a suitable metric, and then
replace the Euclidean metric with the one learned from the data. This way,
additional information is incorporated into the clustering process.
Chapter 8
Recommender Systems
Aggregation of preferences, criteria or similarities happens at various stages
in recommender systems. Typically such aggregation is done by using either
the arithmetic mean or maximum/minimum functions. Many other aggregation
functions which would deliver flexibility and adaptability towards more relevant
recommendations are often overlooked. In this chapter we look at frameworks
for replacing the arithmetic mean with more sophisticated, adaptable functions.
By canceling out redundancies in the inputs, one can improve the quality of au-
tomatic recommendations, and tailor recommender systems to specific domains.
The results in this chapter were prepared for the following edited volume on
recommender systems:
• G. Beliakov, T. Calvo, and S. James. Aggregation of preferences in recom-
mender systems. In P.B. Kantor, F. Ricci, L. Rokach, and B. Shapira, editors,
Recommender Systems Handbook. Springer, 2010.
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8.1 Types of aggregation in recommender
systems
In general, recommender systems (RS) guide users to items of interest selected
from vast databases of electronic objects and information. The orientation
toward the presentation of personalised item-subsets distinguishes RS concep-
tually from similar processes such as internet filtering, with the RS drawing
on a number of user-specific justifications in order to generate individualised
recommendations. Since their inception, the use of RS has expanded rapidly
with existing applications that recommend movies [118], web-pages [9], news
articles [138], medical treatments [39,98], music and other products [107,147].
Clearly, the justifications used to recommend an item will depend on the
specific application and the way data is collected and used by the system. Rec-
ommendations based on justifications concerning item features can be broadly
classified as content-based (CB), whereas recommendations that utilise user
similarity are referred to as collaborative (CF) [2,3]. It is useful to further iden-
tify demographic (DF), utility- (UB) and knowledge-based (KB) methods [41]
as distinct from the usual perception of CB recommendation as anything that
uses item-item similarity. The more recent literature has been characterised by
a focus on hybrid systems (HS), which combine two or more of these approaches.
Collaborative methods use the item preferences or ratings of similar users
as justification for recommendation. This type of RS has been successful for e-
commerce sites like Amazon.com [107] where interest is better inferred through
similar taste than vague or subjective item descriptions. Consider a periph-
ery genre like indie music, which is defined loosely by its separation from the
mainstream. As the genre encompasses a broad range of styles, Indie artists
may have little in common besides their fans.1 Aggregation functions (usually
1It is interesting that indie music fans, who thrive on a lack of conformity to pop cul-
ture and consumerism, have become an easy target-market for e-commerce cites that utilise
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the simple or weighted average) are often employed to aggregate the ratings or
preferences of similar users, however they can also be used to determine user
similarity and help define neighbourhoods.
Content-based filtering methods form justifications by matching item-features
to user profiles. For instance, a news recommender may build a profile for each
user that consists of keywords and the interest in an unseen news item can be
predicted by the number of keywords in the story that correspond to those in
the user’s profile. The way aggregation functions are used (and whether they
are used) for content-based methods depends on the nature of the profile that
is given to each user and the description of items. We consider their use in item
score computation, similarity computation and the construction of profiles.
Demographic filtering techniques assign each user to a demographic class
based on their user profiles. Each demographic class has an associated user
archetype or user stereotype that is then used to form justifications for rec-
ommendation. Rather than item history, user similarity here is more likely to
be calculated from personal information and hence may be of lower dimension
than most collaborative techniques. This makes nearest-neighbour or other
classification and clustering tools particularly useful.
Rather than build long-term models, utility-based recommenders match items
to the current needs of the users, taking into account their general tendencies
and preferences. For instance, a user may be looking for a particular book,
and it is known from past behaviour that old hardback editions are preferred
even if it takes longer to ship them. As is the case with content-based filtering,
items can be described in the system by their features and, more specifically,
the utility associated with each of those features. Aggregation can then be
performed as it is with content-based filtering, although the user profiles and
system information may differ.
Knowledge-based recommenders use background knowledge about associated
collaborative RS. This is discussed in a recent literary article [84].
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and similar items to infer the needs of the user and how they can best be
met. Knowledge-based methods will then draw not only on typical measures
of similarity like correlation, but also on feature similarities that will interest
the user. For instance, when a user indicates that he liked Inception, a KB
recommender system might know that this film could be associated with either
Shutter Island (which also stars Leonardo DiCaprio) or Jeux d’Enfants (which
also stars Marion Cotillard). Since the user has shown a preference for French
films in the past, the system will assume that the user liked Inception because it
featured Marion Cotillard, and recommend accordingly. It is pointed out in [41]
that KB recommenders often draw on case-based reasoning approaches.
Hybrid recommender systems are employed to overcome the inherent draw-
backs of each recommendation method. Burke [41] distinguishes weighted,
mixed, switching, feature combination, cascade, feature augmentation and meta-
level HS. Aggregation functions may be involved in the hybridization process
- e.g. to combine different recommender scores in weighted HS or the features
in feature combination HS. On the other hand, some of these hybrid methods
are particularly useful in improving the performance of aggregation functions
used at different stages. For instance, cascade methods use one filtering tech-
nique to reduce the size of the dataset, while feature augmentation HS might
use one method to reduce its dimension. Similarity measures used for CF could
be based on the similarity between user-specific aggregation functions (e.g. the
similarity between weights and parameters) constructed in UB and CB frame-
works. Similar meta-level HS are described in [41]. The switching criteria in
switching HS could be based to some degree on aggregation functions, however
here, as with mixed HS, their use is less likely.
The use of more complicated and expressive functions in RS would usually be
motivated by the desire for more accurate recommendations, however in some
circumstances aggregation functions might provide a practical alternative to
other data processing methods. In the following subsections we will investigate
the role of aggregation functions within different types of recommender system,
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indicating where they can be and have been applied.
8.1.1 Aggregation of preferences in CF
Given a user u and a neighbourhood of similar users U = {u1, ..., un}, the
preference of u for an unseen item x can be predicted by aggregating the scores
given in U . We will denote the predicted degree of interest, rating or preference
by u(x).
u(x) =
n∑
i=1
sim(u, ui)ui(xi) (8.1)
The function can be interpreted as a weighted arithmetic mean (WAM) where
similarities between the user and similar users sim(u, ui) = wi are the weights
and ui(xi) = xi, i = 1, ..., n are the inputs to be aggregated. Provided wi ≥
0, the function u(x) is an aggregation function. Whilst the WAM is simply
interpreted, satisfies many useful properties and is computationally inexpensive,
other aggregation functions including power means (which can be non-linear)
or the Choquet integral (which accounts for correlated inputs) may give a more
accurate prediction of the users’ ratings.
8.1.2 Aggregation of features in CB and UB
recommendation
Where the profile is representable as a vector of feature preferences, Pu =
(p1, ..., pn), items can then be described in terms of the degree to which they
satisfy these features, i.e. x = (x1, ..., xn). Here, a value of xi = 1 indicates
that the preference pi is completely satisfied by the item x. Pu could also be a
vector of keywords, in which case xi = 1 might simply mean that the keyword
pi is mentioned once. The overall rating u(x) of an item is then determined by
aggregating the xi.
The u(x) scores can be used to provide a ranking of unseen items, which
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can then be recommended. If the RS allows only one item to be shown, the
how and why of this score evaluation becomes paramount. If the user is only
likely to buy/view items when all of their preferences are satisfied, a conjunctive
function like the minimum should be used. On the other hand, if some of the
preferences are unlikely to be satisfied simultaneously, e.g. the user is interested
in drama and horror films, an averaging or disjunctive function might be more
reliable.
In situations where it is practical to calculate item-item similarity, content-
based filtering could also be facilitated using methods that mirror those in
collaborative filtering [2]. In this case, a user profile might consist of all or a
subset of previously rated/purchased items, Xu = {x1, ...,xn}, and a measure
of similarity is calculated between the unseen item x and those in Xu,
u(x) =
n∑
i=1
sim(x,xi)u(xi). (8.2)
In this case, content-based methods can benefit from the use of aggregation
functions in determining item similarity and item neighbourhoods as in Section
8.1.4.
8.1.3 Profile construction for CB, UB
More sophisticated systems will assign a weight wi to each of the preferences
in Pu. To enhance the online-experience, many recommenders opt to learn the
preferences (and weights) from online behaviour, rather than ask the user to
state them explicitly. The features of previously rated or purchased items can
be aggregated to give an overall score for each preference. Given a preference
pi, let xi be the degree to which item x satisfies pi, then the score w(pi) will be
w(pi) = f(x1, ..., xn). (8.3)
Once all the preferences are determined, these w(pi) can be used to determine
wi for use in a weighted aggregation function.
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8.1.4 Item and user similarity and neighbourhood
formation
The behaviour and accuracy of recommendation when using Eq. (8.1) will be
largely dependent on how similarity (the weighting vector) is determined. The
similarity between one user and another can be measured in terms of items
previously rated or bought, or may be calculated based on known features
associated with each user - e.g. the age, location and interests of a user may
be known. The most commonly used measures of similarity, i.e. the weights
in Eq. (8.1), are based on the cosine calculation [145] and Pearson’s correlation
coefficient [138]. Recently, other similarity measures have emerged such as
fuzzy distance [6] and other recommender-specific metrics [5, 49], based on the
distribution of user ratings.
Eq. (8.1) can also be considered within the framework of a k-nearest neigh-
bours (kNN) approach. Aggregation functions have been used to enhance the
accuracy and efficiency of nearest neighbour rules, with the OWA and Choquet
integral providing the framework to model decaying weights and neighbour in-
teraction [25, 187]. In the nearest-neighbour setting, similarity is tantamount
to multi-dimensional proximity or distance. Euclidean distance was considered
for measuring similarity for recommenders that use both ratings and personal
information as inputs in [160]. Euclidean distance is just one type of metric,
and may not capture the concept of distance well - for instance, where the data
dimensions are correlated to some degree or even incommensurable. Metrics
defined with the help of certain aggregation functions, including the OWA op-
erator and Choquet integral, have been investigated in [37, 146] (and our own
research [30]) and could potentially prove useful for measuring similarity in some
RS.
If we regard each value sim(u, ui) in Eq. (8.1) as a weight rather than a
similarity, we can keep in mind that the problem of weight identification for
116 CHAPTER 8. RECOMMENDER SYSTEMS
various aggregation functions has been studied extensively. One method is to
learn the weights from a data subset by using least-squares fitting techniques.
For instance, given a set of mutually rated items U × X = {x1, ...,xK}, the
weights of a WAM can be fitted using the following program:
Minimise
K∑
j=1
(
u(xj)−
n∑
i=1
wiui(xj)
)2
s.t. wi ≥ 0, ∀i
n∑
i=1
wi = 1.
What is actually being determined is the vector of weights w = (w1, ..., wn)
that minimises the residual errors. Each weight is then the importance of a
given user ui in accurately predicting the u(xj). Non-linear functions such as
the weighted geometric mean can also be fitted in this way. Such algorithms
are relatively efficient in terms of computation time, and could be calculated
either offline or in real-time depending on the RS and size of the database.
Alternatively, aggregation functions can be used to combine various mea-
sures of similarity. Given a number of similarity measures sim1(u, ui), sim2(u, ui)
etc., an overall measure of similarity can be obtained. This type of aggregated
similarity was used in [45] for the recommendation of movies. In this example,
cosine and correlation scores were combined using the product.
8.1.5 Connectives in case-based reasoning for RS
The approach of many researchers in the fuzzy sets community has been to
frame the recommendation problem in terms of case-based reasoning [57] where
aggregation functions can be used as connectives . This results in rules of the
form,
If x is A1 AND x is A2 OR . . . x is An THEN ... (8.4)
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The values x1, x2, . . . , xn denote the degrees of satisfaction of the rule predicates
x is A1, etc., and aggregation functions are used to replace the AND and OR
operations. For instance, a user whose profile indicates a preference for comedies
and action films might have a recommendation rule “IF the film is a comedy OR
an action THEN recommend it.” 2 Each genre can be represented as a fuzzy set
with fuzzy connectives used to aggregate the degrees of satisfaction. The OR-
and AND-type behaviour are usually modeled by disjunctive and conjunctive
aggregation functions respectively. In recommender systems, it has been shown
that the property of noble reinforcement is desirable [19, 182]. This property
allows many strong justifications to result in a very strong recommendation, or
a number of weak justifications to reduce the recommendation if desired.
Functions that model (8.4) can be used to match items to profiles or queries
in CB, UB and KB. In some demographic RS, items will be generically rec-
ommended to everyone in a given class, making the classification process the
primary task of the RS. It may be desirable to classify users by the degree
to which they satisfy a number of stereotypes, and in turn describe items in
terms of their interest to each of these. For instance, a personal loan with an
interest-free period could be very attractive to graduating students and some-
what attractive to new mothers, but of no interest to someone recently married.
A user could partially satisfy each of these archetypes, requiring the system to
aggregate the interest values in each demographic. This leads to rules similar to
(8.4). “IF the item is interesting to students OR interesting to mothers THEN
it will be interesting to user u” or “IF user u is unmarried AND either a student
OR mother, THEN recommend the item”.
2We note here also that such rules could be used in any RS to decide when to recommend
items, e.g. “IF user is inactive THEN recommend something”.
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8.1.6 Weighted hybrid systems
Given a number of recommendation scores obtained by using different methods,
e.g. CF u(x), CBu(x), etc., an overall score can be obtained using
u(x) = f(CF u(x), CBu(x), ...) (8.5)
with f an aggregation function. The P-Tango system [53] uses a linear combi-
nation of collaborative and content-based scores to make its recommendations,
and adjusts the weight according to the inferred user preferences. Aggregation
of two or more methods can be performed using a number of functions with
different properties and behaviour. The use of non-linear or more complicated
functions would enable some recommenders to fine-tune the ranking process,
creating less irrelevant and more accurate predictions.
8.2 Practical considerations in RS
We will discuss some of the implications of each of the properties of aggregation
defined in Chapter 2 (Definition 3).
Idempotency All averaging aggregation functions, including the means, OWA
and Choquet integral defined in Section 2.3, are idempotent. The usual
interpretation of this property is toward a representation of consensus
amongst the inputs. However in some RS applications, e.g. when aggre-
gating ratings in CF, the relative ranking of items is of more concern than
the commensurability of input/output interpretations.
Example 10. The geometric mean G(x1, x2) =
√
x1x2 is idempotent, whereas
the product TP (x1, x2) = x1x2 is not. For any two objects, x = (x1, x2) and
y = (y1, y2), however it follows that G(x) > G(y) implies TP (x) > TP (y).
Example 11. Let x = (0.5, 0.5),y = (0.2, 0.8). Using the geometric mean and
the product to aggregate gives G(x) = 0.5, G(y) = 0.4, TP (x) = 0.25, TP (y) =
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0.16. If the x,y are item scores in CF, it might be better to interpret the
outputs as the predicted ratings for user u, in which case we use G. If the
inputs x,y are items described by the degree to which they satisfy two of the
user preferences in UB filtering, the overall utility might be better indicated by
TP since we want most of the preferences satisfied.
Symmetry Symmetry is often used to denote equal importance with regard
to the inputs. Weighted and non-weighted quasi-arithmetic means can
be used depending on the situation. Although the ordered weighted av-
eraging function (OWA) is defined with respect to a weighting vector,
the inputs are pre-sorted into non-increasing order, hence it is symmetric
regardless of w.
Example 12. A collaborative RS considers an item rated by three similar users
x = (0.2, 0.7, 0.5). We consider using the weighting vector w = (0.6, 0.3, 0.1)
with either an OWA function or a weighted arithmetic mean (WAM). In the
case of the WAM, the weights suggest that user u1 is very similar to user u, and
further that sim(u, u1) > sim(u, u2) > sim(u, u3). The aggregated score in this
case would be u(x) = WAM(x) = 0.6(0.2)+ 0.3(0.7)+ 0.1(0.5) = 0.38 since u1
didn’t particularly like the item. If using the OWA, one interpretation of the
weights suggests that user u will like the item if one or two similar users liked
it, no matter which of the similar users it is. This gives u(x) = OWA(x) =
0.6(0.7) + 0.3(0.5) + 0.1(0.2) = 0.59.
Associativity Associativity is a useful property for automatic computation
as it allows functions to be defined recursively for any dimension. This
is potentially useful for collaborative RS where data sparsity is a prob-
lem. The same function could be used to evaluate one item rated by
10 similar users, and another rated by 1000 similar users. T-norms and
t-conorms, uninorms and nullnorms are associative, however the quasi-
arithmetic means are not.
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Example 13. A collaborative RS uses personal information to determine sim-
ilarity between users (i.e. the values do not need to be reassessed every time
a new item is rated). Rather than store an items × users matrix for each
user, the system uses a uninorm U(x1, x2) to aggregate the similar user rat-
ings and stores a single vector of aggregated item scores for each item xj,
X = (U(x1), ..., U(xn)). When a new item score ui(xj) is added, the system
aggregates U(U(xj), ui(xj)) and stores this instead of U(xj). The advantage
here is that neither the previous scores nor the number of times the item is
rated is required in order to update the predicted rating.
Shift-invariance and Homogeneity The main advantage of shift-invariant
and homogeneous functions is that translating or dilating the domain of
consideration will not affect relative orderings of aggregated inputs. The
weighted arithmetic mean, OWA and Choquet integral are all shift invari-
ant, so it makes no difference whether inputs are considered on [0,100] or
[1,7], as long as the inputs are commensurable.
Strict monotonicity Strict monotonicity is desired in applications where the
number of items to be shown to the user is limited. Weighted arithmetic
means and OWA functions are strictly monotone when wi > 0,∀i, while
geometric and harmonic means are strict for x ∈]0, 1]n. Aggregation func-
tions which are not strict, the maximum function for instance, could not
distinguish between an item x = (0.3, 0.8) and another y = (0.8, 0.8).
Example 14. A holiday recommendation site uses a utility-based RS where
the ÃLukasiewicz t-conorm SL(x1, x2) = min(x1+x2, 1) is used to aggregate item
features. It is able to show the user every item SL(xj) = 1 by notifications
through e-mail. It doesn’t matter that x = (0.3, 0.8) and y = (0.8, 0.8), since
both of them are predicted to completely satisfy the user’s needs.
Lipschitz continuity Continuity, in general, ensures that small input inac-
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curacies cannot result in drastic changes in output. Such a property is
especially important in RS where the inputs, whether item descriptions
or user ratings, are likely to be inexact. Some functions only violate this
property on a small portion of the domain. As long as this is taken into
account when the RS considers the recommendation scores, the function
might still be suitable.
Example 15. The geometric mean G(x1, x2) =
√
x1x2 fails the Lipschitz prop-
erty since the rate-of-change is unbounded when one of the inputs is close to
zero. On the other hand, the harmonic mean, given by H(x1, x2) =
2x1x2
x1+x2
(in
the two-variate case) is Lipschitz continuous with Lipschitz constant M = 2.
Neutral and absorbent elements Absorbent elements could be useful in
RS to ensure that certain items always or never get recommended. For
example, a UB recommender could remove every item from consider-
ation which has any features that score zero, or definitely recommend
items which completely satisfy one of the user preferences. T-norms and
t-conorms each have absorbent elements. Incorporating functions with
neutral elements into a recommender system that aggregates user ratings
(in either a CF or CB framework) allows values to be specified which will
not affect recommendation scores. A movie that is liked by many people,
for instance, would usually have its overall approval rating reduced by
someone who was indifferent toward it but still required to rate it. If a
neutral value exists it will not influence the aggregated score.
8.3 Construction of aggregation functions
There are infinitely many aggregation functions. The question is how to choose
the most suitable aggregation function for a specific application. Sometimes
one function may suffice for all components of the application, at other times a
122 CHAPTER 8. RECOMMENDER SYSTEMS
different type of aggregation may be employed at various stages. The following
considerations should be helpful.
8.3.1 Data collection and preprocessing
The type of data, and how it is collected affects the way it can be aggregated
to form justifications. If users could thoughtfully provide accurate scores on
a consistent scale for each item, or numerical descriptions of themselves with
their preferences expressed to a degree of certainty, an RS could quite comfort-
ably make some relevant recommendations. Of course, the aesthetic preference
is usually to limit the explicit information required from the user and hence
enhance the interactive experience. We will briefly consider the different types
of data that systems are able to obtain and how this might affect the suitability
of certain aggregation functions.
Ordinal Data CF recommenders that ask for explicit ratings information will
usually do so on a finite ordinal scale - e.g. {1 = didn’t like it!,..., 5 = loved
it!}. On the other hand, it may be possible to convert user actions into
ordinal values as part of their profile - e.g. {regularly views, sometimes
views, etc.}. Where there is an ordinal scale, these values can be turned
into numbers and aggregated. For non-homogeneous functions and those
which lack the shift-invariance property, it will be useful to express these
ordinal values on the unit interval. The coarseness of the aggregated val-
ues may make the difference between, say, the weighted arithmetic mean
and the geometric mean negligible. Examples of aggregation functions
particularly suitable for the aggregation of ordinal data are the Sugeno
integral and the induced OWA.
• The Sugeno integral Sv (Chapter 2, Def. 12), is a function which is
able to process ordinal data and take into account interactions. It
is necessary for the fuzzy measure values to be on the same ordinal
scale as the input values. The Sugeno integral is capable of modeling
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median-type functions as well as minimum and maximum functions,
and has the advantage of expressing outputs as ordinal values.
• The induced OWA function (Chapter 3, Def. (33)) is capable of mod-
eling nearest-neighbour approaches even if the similarity is expressed
as ordinal values, although it does require the ratings to be expressed
numerically.
Numerical Data Where a system is capable of representing user inputs or
actions as numerical data, it is useful to take into account whether these
values are accurate, whether they are commensurate, and whether they
are independent. Functions such as the geometric mean have a higher
rate of change when input values are high than the arithmetic mean. This
can help provide granularity to the outputs, however it also means that
errors on this portion of the domain will influence the recommendation
accuracy. In CF, two users might have similar preferences however one
may consistently overrate items. In these cases, it might make sense to
standardise the ratings before aggregating so the values between users are
comparable. The use of the WAM implies independence between inputs,
however other averaging functions, especially the Choquet integral, can
express interaction and correlation either among certain inputs or relative
scores.
Categorical Data In some cases, the use of categorical data may make it
impractical to use aggregation functions. If there is no order between
categories, it is meaningless to take the average or maximum, and other
techniques may be useful for establishing similarity between users etc. It
may be possible to transform the categorical data, for example, by the
degree to which it contributes towards a certain archetype in DF.
There could however, be variations: some components of the vectors associated
with xj could be missing - e.g. ratings in CF, or the inputs xj may have varying
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dimension by construction. In other cases, the uncertainty associated with some
of the inputs or outputs could prescribe a range of values - e.g., the interval
[6, 8] as a rating for a film. Associative or generating functions are capable of
aggregating inputs of varying dimension with some consistency in terms of the
properties, while either transformations of the data or interval-valued functions
can be employed in the latter case.
8.3.2 Desired properties, semantics and interpretation
The first step in choosing an aggregation function once the data structure is
known is usually to decide which class of either averaging, conjunctive, disjunc-
tive or mixed is desired. As discussed in Section 8.2, sometimes it will be more
important to have a function which sorts items into order of preference than
one which gives easily interpreted outputs. We consider four functions whose
semantics can be used to decide which class of function is required:
Minimum (conjunctive) The minimum uses the minimum input as its out-
put. This means the function can only return a high output if all the
inputs are high. Such aggregation is useful for certain KB or UB systems
using (8.4) or even CB where it is desired that all the inputs be satisfied.
Functions such as the product (TP ) have an accumulative effect for any
output which is not perfect, so might be less useful than the minimum
when the dimension is high.
Maximum (disjunctive) While the minimum models AND-like aggregation,
disjunctive functions model OR. This type of aggregation results in out-
puts which are equal to or greater than the highest input. This is useful
in KB, UB or CB as well if there are multiple preferences or criteria and
one good score is enough justification for recommendation. Consider Ex-
ample 16.
Example 16. A user of a CB news recommender has the keywords {Haruki
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Murakami, X-Men, bushfires, mathematics, Jupiter orbit} associated with her
profile. It is unlikely that any one news story will be highly relevant to all or
even any few of these keywords, so the RS uses disjunctive aggregation as a
basis for recommendation.
Arithmetic Mean (averaging) When aggregating user ratings in CF or item
features in CB it is reasonable to assume that although scores will vary,
if enough inputs are used, the output will be reliable. We do not want
the recommendations to be severely affected by an isolated user that is
unsatisfied with every item he purchases, or a single feature among twenty
or so that is completely satisfied.
Uninorm (mixed) In cases where different behaviour is required on different
parts of the domain, a mixed aggregation function may be required. This
can be as straightforward as deciding that only values with all high inputs
should be high, or it could be that the bounded behaviour affects the
accuracy of the function. The use of a uninorm, for instance, allows high
values to push the score up and low values push the score down. An item
with consistently high scores would be preferred to one with mostly high
scores but one or two low ones.
8.3.3 Complexity and the understanding of function
behaviour
In some cases, simple functions such as the WAM will be adequate to meet
the goals of recommendation, with potential improvements to the RS lying in
other directions. Due to its properties, the WAM is quite a robust and versatile
function. It is not biased towards high or low scores, it does not accumulate the
effects of errors, it is computationally inexpensive and its common use makes
it well understood and easily interpreted. We present the power mean and
Choquet integral as two example alternatives whose properties might make
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them more appropriate in certain situations.
The power mean The power mean is a parameterised function, capable of
expressing functions that graduate from the minimum to the maximum
including the WAM. This makes it immediately useful when fitting tech-
niques are at our disposal, since we can use the one process to identify
any number of functions as the best candidate. Consider the harmonic
meanMw,[−1] and the quadratic meanMw,[2]. The harmonic mean cannot
give an output greater than zero if even one of the inputs is zero. This
has the nice interpretation of only allowing items to be considered that
at least partially satisfy every criteria, however it is not conjunctive, so
still gives a score somewhere between the highest and lowest inputs. The
harmonic mean is also concave and its output is equal to or less than the
WAM for any choice of xj. This allows less compensation for low inputs,
so items must satisfy more of the criteria overall to rate highly. On the
other hand, the quadratic power mean tends more towards high scores,
favoring items that have a few very high scores which compensate more
for low-scoring features or ratings.
The Choquet integral As with the power mean, the Choquet integral is ca-
pable of expressing functions ranging between the minimum and maxi-
mum. The use of the Choquet integral is most interesting in asymmetric
situations where there tends to be some correlation. For example, in a KB
recommender, sometimes preferences will be contradictory, while at other
times, one implies the other. In the case of Entree [41], it is noted that
users might demonstrate a preference for inexpensive and nice restau-
rants. Since usually some trade-off is involved, a restaurant that does
satisfy these criteria should be especially rewarded when it comes to rec-
ommendation. In the case of CB movie recommendation, it could be that
a user likes Elanne Kwong and Danny Pang. As there is a high frequency
of films which are directed by Danny Pang that also star Elanne Kwong,
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it might not make sense to double-count these features. The Choquet
integral can account for a combination of these situations, since a weight
is allocated to each subset of criteria. The subset of “stars Kwong AND
is directed by Pang” would be allocated less weight than the sum of its
parts, while inexpensive and nice restaurants in the KB example would
be allocated more.
Of course, sometimes the structure of the data might be difficult to understand
and interpret towards the use of a particular function. In these cases, it might
be worthwhile to check the accuracy of a number of functions on a subset of the
data. A comparison of the minimum, maximum, arithmetic mean and harmonic
mean could suggest much about which functions will be useful.
8.3.4 Weight and parameter determination
The determination of weights for use in ratings aggregation for CF is often un-
derstood in terms of the similarity between users and neighbourhood formation.
Weights in CB and UB are a measure of the importance of each feature to the
user, while the weights in weighted HS are indicative of the reliability of each
component in recommendation. Weights can be selected using predetermined
measures like cosine, or might be decided in advance by the RS designers -
e.g. we decide to weight the similar users with a decreasing weighting vector
w = (0.4, 0.3, 0.2, 0.1). Some systems adjust weights incrementally according
to implicit or explicit feedback concerning the quality of recommendation, for
instance in the hybrid RS, P-Tango [53]. In Section 8.4, programming methods
are discussed for determining weights from available data-sets.
8.4 Sophisticated aggregation procedures in RS
We consider the fitting problem in terms of a CF recommender, however it is
also possible to fit weights in CB and UB recommender systems provided the
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system has access to input and output values so that the strength of fit can
affirm the suitability of the weights or parameters. Fitting can be accomplished
by means of interpolation or approximation. In the case of interpolation, the
aim is to fit the specified output values exactly (in the case of aggregation
functions, the pairs ((0, 0, . . . , 0), 0) and ((1, 1, . . . , 1), 1) should always be in-
terpolated). In the case of RS, the data will normally contain some errors or
degree of approximation, and therefore it may not be appropriate to interpolate
the inaccurate values. In this case our aim is to stay close to the desired outputs
without actually matching them. This is the approximation problem.
Consider the following example3.
Example 17. In a CF recommending application we want to use five similar
users to predict the ratings of new objects for a given user. At hand we have a
data set of many items previously rated by the user and the five similar users
or neighbours {(xj, u(xj)), j = 1, ..., 10} where xj = (u1(xj), ..., u5(xj)) denotes
the ratings given by each of the neighbours u1, ..., u5 to a past item xj, and the
u(xj) are the user’s actual ratings. Table 8.1 shows an example data set with
two items rated by the neighbours which the user is yet to rate and could be
recommended. We want to define a weighted arithmetic mean using the least
squares approach that assigns a weight wi to each user. So we have
Minimise
10∑
j=1
(
5∑
i=1
wiui(xj)− u(xj)
)2
subject to
5∑
i=1
wi = 1,
w1, . . . , w5 ≥ 0.
This is a quadratic programming problem, which is solved by a number of stan-
dard methods. In the current example one resulting model allocates the weights
w =< 0.27, 0.07, 0.06, 0.19, 0.41 > with recommendation scores of 4.7 and 7.9
for the unrated items. The maximum difference between observed and predicted
3All examples in this section utilise the software packages AOTool and FMTools [16,17]
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Table 8.1: Example dataset for mutually rated items in CF
User ratings Items j = 1..10 rated by user and neighbours Unrated
u(xj) 6 4 6 8 10 5 7 7 5 5 ? ?
Neighbour
ratings
u1(xj) 4 4 4 8 10 3 7 5 3 3 4 7
u2(xj) 6 0 6 4 6 1 3 3 1 5 8 7
u3(xj) 3 1 8 5 7 2 4 4 2 2 7 5
u4(xj) 6 5 6 8 8 6 5 5 3 5 3 8
u5(xj) 6 4 6 7 8 1 5 8 5 8 5 9
ratings is 2.45 with an average of 0.98. If we had instead used the cosine cal-
culation to define the weights, we would have w = (0.19, 0.24, 0.23, 0.18, 0.17)
and recommendation scores of 5.6 and 7.1. The accuracy is similar for this
method, with maximum error 2.48 and average error 1.6. Interestingly u5 was
least similar using this measure, but most important when accurately predicting
the ratings for u.
As mentioned, if the number of items to be recommended is limited, the
ranking, rather than the accuracy of prediction becomes crucial (see also [93]).
In situations where it makes sense, the ranking of the outputs can be preserved
with f(u1(xi), ..., un(xi)) ≤ f(u1(xj), ..., un(xj)) if u(xi) ≤ u(xj) for all pairs
i, j added as an extra constraint. In CF, imposing this condition weights the
similar users higher who have rankings that better reflect the user’s. This is
useful when we know that some users might tend to overrate or underrate items,
but will be consistent in terms of the items they prefer.
The approximation problem thus far described may turn out to be a gen-
eral nonlinear optimisation problem, or a problem from a special class. Some
optimisation problems utilise a convex objective function or variant of this, in
which case the difficulty is not so much in this step, but rather in defining the
constraints. Fitting the Choquet integral, for instance has an exponential num-
ber of constraints which need to be defined. Many problems, however can be
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specified as linear or quadratic programming problems, which have been exten-
sively studied with many solution techniques available. Example 18 uses the
same dataset (Table 8.1) with the Choquet integral as the desired function. In
practice, it is preferable to have a much larger data set for the Choquet integral
given that it is defined at 2n points (so ideally, the number of data for fitting
should be well above this). This ensures that the resulting function is not too
specialised.
Example 18. (Continued from Example 17)... The system designers decide
that they would prefer to use a Choquet integral to predict the unknown rat-
ings. To make the fitting process less susceptible to outliers, they decide to use
the least absolute deviation norm and express the optimisation process as the
following.
Minimise
10∑
j=1
|Cv(xj)− u(xj)|
subject to v(A)− v(B) ≥ 0, for all B ⊆ A,
v(A) ≥ 0, ∀A ⊂ N , v(∅) = 0, v(N ) = 1
This results in a Choquet integral defined by a fuzzy measure with the following
values
v({1}) = 1, v({2}) = 0.33, v({3}) = 0, v({4}) = v({5}) = 0.67
v({2, 3}) = 0.33, v({2, 4}) = v({3, 4}) = v({3, 5}) = v({2, 3, 4}) = 0.67
v(A) = 1 for all other subsets.
The Shapley values provide a good indication of the influence of each of the
neighbours, and are given as
φ1 = 0.39, φ2 = 0.11, φ3 = 0, φ4 = 0.22, φ5 = 0.28
As with the weighted arithmetic mean, the values suggest that neighbours 1, 4
and 5 are perhaps more similar to the given user. We also note the interaction
indices for pairs, given as
I12 = I24 = I45 = −0.17, I14 = −0.33, I15 = −0.5
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Iij = 0 for all other pairs.
This shows the redundancy between some of the neighbours. In particular,
neighbours 1 and 5 are very similar. The maximum error in this case is 1.6 and
the average error is 0.6, with resulting recommendations 6.0 and 8.7. Because of
the substitutive variables, the function behaves similar to a maximum function.
We see the high score given for the latter item, mainly due to the high ratings
given by neighbours 4 and 5.
The families of aggregation functions defined in Section 2.3 are convenient
to use when trying to understand and interpret the results. The weights and
parameters have a tangible meaning and fitting these functions essentially in-
volves finding the best values for each parameter to maximise the reliability of
the RS.
In other situations however, the interpretation side of things may not be
as important: we just want to predict the unknown ratings reliably and auto-
matically. There are many non-parametric methods for building aggregation
functions, which do not have the advantage of system interpretation, however
can be constructed automatically and fit the data closely. One “black-box” type
method is to build a general aggregation operator piecewise from the data. We
can ensure that monotonicity and boundary conditions are specified by smooth-
ing the data and ensuring these properties hold for each individual segment. In
the next example, we construct spline based aggregation functions using meth-
ods described in [33].
Example 19. (Continued from Examples 17-18)... It is not necessary in our
application that the weighting of similar users be known. We simply want
automatically built functions that can predict the ratings of unseen items. We
decide that we still desire the properties of monotonicity and idempotency to
ensure reliable outputs, and build a general aggregation operator represented by
tensor product splines (see [14, 15]). The fitted non-parametric function gives
resulting recommendation scores for the unrated items of 4.2 and 8.1 so it seems
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that the latter item should be suggested to the user.
Clearly it is the choice of system designers of whether to use non-parametric
or parametric methods, and how complex an aggregation function should be
used. Recommender systems usually require timely decisions and deal with
large data sets, so a compromise between expressibility and simplicity is usually
sought.
8.5 Chapter conclusions
The purpose of this chapter has been to present the main considerations when
implementing aggregation functions in the recommender system setting. In
particular, we emphasise the following:
• Many of the current methods used in recommender systems involve con-
structing weighted arithmetic means where weights are determined by
varying measures of similarity, however in many cases the accuracy and
flexibility of functions could be improved with only slight increases to
complexity.
• We have provided a number of illustrative examples of the different ways
in which aggregation functions can be applied to recommendation pro-
cesses including ratings aggregation, feature combination, similarity and
neighbourhood formation and component combination in weighted hybrid
systems.
• The research in aggregation functions is extensive with a number of im-
portant results, some of which have been explored with the application to
recommender systems in mind.
Many applications of aggregation functions would require similar considerations
as have been detailed in this chapter. It is clear that understanding the various
properties and behaviours is crucial for their effective use in real-world settings.
Chapter 9
Mandatory Requirements
In this short chapter, we show how mandatory requirements can be expressed
using generalisations of the Bonferroni mean. In Section 9.1 we give our defi-
nition of the composed aggregation function called the generalised Bonferroni
mean. We show an iterative extension of the Bonferroni mean in Section 9.2
and in Section 9.3 study its bounds and how this result can be used to model
mandatory requirements. Section 9.4 concludes.
Our generelisations of the Bonferroni mean have been published in the fol-
lowing conference and journal papers:
• R.R. Yager, G. Beliakov, and S. James. On generalized Bonferroni means. In
Proceedings of the 2009 Eurofuse Workshop, Pamplona, Spain, 2009.
• G. Beliakov, S. James, J. Mordelova´, T. Ru¨ckschlossova´, and R.R. Yager. Gen-
eralized Bonferroni mean operators in multi-criteria aggregation, Fuzzy Sets and
Systems, 161(17):2227–2242, 2010.
9.1 Generalisations of the Bonferroni mean
Yager used the OWA to replace the aggregating mechanism at the heart of the
Bonferroni mean in [184]. The Bonferroni mean was defined in 1950 [38]:
Definition 42. Let p, q ≥ 0 and xi ≥ 0, i = 1, . . . , n. The Bonferroni mean is
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the function
Bp,q(x) =
(
1
n(n− 1)
n∑
i,j=1,i 6=j
xpix
q
j
) 1
p+q
.
In the case of equal indices p = q and n > 2, the Bonferroni mean models
a soft partial conjunction. This means that we can have the case Bp,p(x) > 0
even if some criteria are not satisfied, i.e. some of the xi are equal to zero.
However, since we are taking the sum of products, if there exists at least one
pair {i, j} such that xi, xj > 0 then it follows that Bp,p(x) > 0. In other words,
at least two criteria must be partially satisfied to avoid a zero score overall.
The interpretation of this characteristic could be similar to that of an OWA
function with w1 = 0, however there is a key difference. The OWA function
excludes the greatest input from consideration in the score, and hence fails to
satisfy some desirable properties, such as strict monotonicity in ]0, 1[n. The
Bonferroni mean, on the other hand is strictly monotone on the domain ]0, 1]n.
The parameters p, q make it reasonably flexible for modeling various degrees of
conjunction/disjunction. Where the ratio p
q
approaches ∞ or 0, the Bonferroni
mean behaves similar to the max operator (with the exception of near the
boundary when one variable is 0, see Fig. 9.1 for graphical representations).
We will use the notation xj 6=i to denote the vector in [0, 1]n−1 that includes
the arguments from x ∈ [0, 1]n in each dimension except the i-th, xj 6=i =
(x1, . . . , xi−1, xi+1, . . . , xn). We generalise the Bonferroni mean as follows.
Definition 43. Let M =< M1,M2, C >, with M1 : [0, 1]n → [0, 1], M2 :
[0, 1]n−1 → [0, 1] and C : [0, 1]2 → [0, 1] aggregation functions, C whose diagonal
is denoted dC(t) = C(t, t) and inverse diagonal d
−1
C . The generalised Bonferroni
mean is given by
BM(x) = d
−1
C (M1(C(x1,M2(xj 6=1)), . . . , C(xn,M2(xj 6=n))) . (9.1)
Example 20. TakeM1 as the projection to the first coordinate operatorM1(x) =
x1, which is a WAM with w = (1, 0, . . . , 0). Then
BM1(x) =
√
x1A(xj 6=1)
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(a) (b)
Figure 9.1: The Bonferroni mean with p = q, i.e. the geometric mean (a) and
p = 20, q = 1 (b).
This function takes the conjunction of this first criterion with the average of
those remaining. This means that if x1 is low, or the average of xj 6=1 is low,
the output will be low. The w1 = 1 is then suggesting that x1 is mandatory,
but not sufficient. Similar interpretations follow for cases where wi = 0 for all
except a few i.
Example 21. Take M1 as an OWA function with w = (1, 0, . . . , 0). Then
Bmax(x) =
√
x(1)A(x(2), ..., x(n)),
i.e., the product of the highest input and the average of those remaining.
9.2 Extensions to BkM
We have mentioned the concept of soft and hard partial conjunction and dis-
junction in Chapter 3, Section 3.1. The ability of the Bonferroni mean to express
these concepts requires extensions to Bk. The generalised model is also capable
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of expressing the Bonferroni mean of triples, Bp,q,r(x). This extension of the
Bonferroni mean permits the following formulation:
Bp,q,r(x) =
(
1
n
n∑
i,j=1,i 6=j
xri
(
1
(n− 1)(n− 2)
n∑
i6=j 6=k
xpjx
q
k
)) 1
p+q+r
.
We note here the similarity between the standard Bonferroni mean Bp,q in
Eq. (42) and the inner sum of this equation. The only difference here is that
the (p+ q)-th root is absent. By taking this into account with our choice of C,
we have
Bp,q,r(x) =
(
1
n
n∑
i=1
xri (B
p,q(xj 6=i))p+q
) 1
p+q+r
We can hence express this extension of the Bonferroni mean in terms of the
generalised Bonferroni Mean, i.e. Bp,q,r = BM with M =< A,Bp,q, xryp+q >.
Definition 44. The iterative generalised Bonferroni mean is
BitM(x) = d
−1
it (M1(C(xi, dC(BM(xj 6=i))|i=1,...,n))
where dit(t) = C(t, dC(t)).
With the choices M1 =M2 = A and C being the product, we recover B
1,1,1.
It is immediate that this is an averaging aggregation function. Here we note
that functions Bk allow us to model expressions like
xi AND xj AND (the average when xi, xj are absent) ,
so that satisfaction of both criteria i and j, and the average of the rest is
required. As shown in the next section, this can be useful when modeling
mandatory requriements.
9.3 Mandatory requirements
We now establish some bounds that may be useful for applications of the gen-
eralised Bonferroni mean.
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Arrange the inputs in non-increasing order such that x(1) ≥ x(2) ≥ ... ≥ x(n),
i.e. max(x) = x(1). By taking the strongest generalised Bonferroni mean for
any given C, we have the inequality,
B<max,max,C>(x) = d
−1
C (C(x(1), x(2))) ≤ d−1C (x(2)).
We see from this that regardless of the choices of averaging functions M1,M2,
the function BM will be bounded by d
−1
C (x(2)).
1
It follows from BM(x) ≤ d−1C (x(2)) that,
BM(1, 0, . . . , 0) = 0.
This has an interesting interpretation: at least two non-zero inputs are needed
to make BM positive.
We can then use the iterative Bonferroni mean in order to model averages
when a certain number of criteria must be satisfied.
From duality, we also can obtain an averaging operator, in which several
inputs are sufficient (if 2 criteria are fully satisfied, the result is 1), yet contri-
bution of all the inputs is accounted for.
Let us now have a look at M1 being a projection to the first coordinate
operator proj1, i.e., a weighted arithmetic mean with the weighting vector w =
(1, 0, . . . , 0). Then BM(x) ≤ d−1C (x1). So satisfaction of the first criterion (x1 6=
0) is necessary for the result to be non-zero. Therefore we model a mandatory
requirement.
Unlike other weighted aggregation functions, however, BM takes into ac-
count not only x1, but all arguments of the input vector. It models hard partial
conjunction with respect to the first argument, but whilst also requiring contri-
butions from the other arguments.
1The behaviour of d−1C will depend on C, whose diagonal satisfies dC(t) ≤ t. We hence
have d−1C (t) ≥ t. In other words, the weaker (more conjunctive) C, the stronger the inverse
diagonal and hence the stronger the BM. As C approaches the minimum, BM becomes more
conjunctive.
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Continuing this way, and using an iterative generalised Bonferroni mean,
B<proj1,B<proj1,M2,C>,C>, we obtain hard partial conjunction with respect to the
first two arguments, but maintain contribution of all other arguments. This
way any number of inputs can be made mandatory.
Example 22. A university considers scholarship applications by aggregating 6
individual subject scores with the additional requirement that a minimum of
80% should be achieved in both English (x1) and Mathematics (x2).
A Bonferroni mean BM is used with M =< proj1, Bproj1,A(x),C1 , C2 >. In
addition, x1, x2 are defined by threshold transformations based on the raw scores
x′i such that
xi =
 x′i, x′i ≥ 0.8;0, otherwise.
Thus BM considers all 6 subjects in the aggregation process, but ensures
that the minimum requirements are met. Care needs to be taken with the
choice of C so that the weighting effect of the Bonferroni mean’s construction
is taken into account. For instance, using C = xy results in the expression
BM = (x
2
1x2(A(x3, x4, x5, x6)))
1
4 , i.e. the first criterion affects the overall score
significantly more than the others. The choices C1 = xy
4 and C2 = xy
5 counter
this to some extent2.
Three students are compared below using BM, the standard arithmetic mean
A and the geometric mean G.
Student x′1 x
′
2 x1 x2 x3 x4 x5 x6 BM A G
s1 0.8 0.9 0.8 0.9 0.7 0.8 0.3 0.8 0.710 0.717 0.678
s2 0.9 0.8 0.9 0.8 0.8 0.9 1 0 0.728 0.733 0
s3 0.7 1 0 1 0.8 1 0.8 0.9 0 0.75 0
2The result is a weight of 16 allocated to x1, x2 and
4
6 to the arithmetic mean of the
remaining four criteria. Increases to x1, x2 hence will not be equivalent to increases of any of
x3, x4, x5, x6, however this is unavoidable. Alternative choices for C could be used depending
on the context.
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The main advantages of the Bonferroni mean are highlighted by this exam-
ple. Firstly, that a score is obtained for s3 using the arithmetic mean, even
though the minimum requirement for English is not met. Even if the subjects
were weighted using a WAM so that only the average of English and mathe-
matics scores were considered, the resulting function would still give an overall
output of 0.5, and further could not distinguish between s1 and s2. On the other
hand, the geometric mean ensures that the requirement for English is met, but
still penalises s2 for a score of 0 in a non-mandatory subject. We see also that
BM can still be easily interpreted as an average of the inputs, which is its main
advantage over the use of a conjunctive rule to model the mandatory criteria.
Example 23. Consider the following requirement: for the aggregated value to
be positive, both x1 and at least two other inputs must be positive. We can
model this with the generalised Bonferroni mean B<proj1,B<max,A,TP>,TP>, which
results in the formula
B<proj1,Bmax,A,TP>,TP> =
x1x(1) 1
n− 2
∑
j 6=(1),j 6=1
xj
1/3 .
Clearly the requirement is satisfied, while at the same time the resulting function
is idempotent and strictly monotone on ]0, 1]n, and there are no other mandatory
inputs except x1.
9.4 Chapter conclusions
The main findings of this chapter are:
• The generalised Bonferroni mean can model any number of mandatory but
not sufficient requirements (partial conjunction), and by duality, partial
disjunction;
• It can model averages in which a fixed number of inputs must be non-zero
(for a non-zero output).
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We have presented some examples which show the power of expression of
the generalised Bonferroni mean, particularly toward modeling mandatory re-
quierments.
Chapter 10
Summary
The preceding chapters have demonstrated the potential for aggregation func-
tions to improve decision making. In particular, extensively studied functions
such as the Choquet integral are capable of capturing many real-world situa-
tions and producing accurate and robust models. We have applied aggregation
functions to decision making processes in classification, data analysis, image
processing, data modeling, metric learning, recommender systems and given an
example of how mandatory requirements can be modeled in a more flexible way
than has previously been achieved.
10.1 Summary of findings
Results of this thesis have already been published in conference proceedings,
journals and book chapters relevant to the fuzzy modeling and decision mak-
ing research communities. Towards the thesis research question, the following
conclusions can be drawn:
• Aggregation functions are useful for decision making in diverse contexts,
often playing different roles in the decision process;
• The properties of aggregation functions should be well understood and
interpreted toward the given application, allowing accurate and justified
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models to be obtained;
• The Choquet integral has proven useful in many situations as an alter-
native to the weighted arithmetic mean, or ordered weighted averaging
function. We have obtained experimental results in function approxima-
tion, classification and metric learning that support this conclusion;
• The Choquet integral provides a new tool in data analysis, capturing in-
formation and relationships that cannot be explained by linear regression
and statistical measures of correlation. This gives rise to the the potential
for new understanding to be gained.
Throughout each chapter, the specific results for each application have been
detailed.
10.2 Future research
Although we have obtained promising preliminary results, there is still much to
be achieved when it comes to the application of aggregation functions. Within
the realm of computational intelligence, aggregation functions can play a major
role in industrial applications. The collaboration with industry partners in order
to further both practical and theoretical results seems important for the wider
understanding of some useful aggregation functions. Our research concerning
approximation, metric learning and image processing should be extended in
this direction, applying our techniques to larger datasets and fine-tuning the
algorithms.
Decision analysis with the Choquet integral is another area which has been
applied to only a limited number of applications, despite the keen interest in
fuzzy measures and their modeling ability. This research may help not only in
efforts to produce more consistent decisions, but also to help gain understand-
ing of the human decision making process, and how we intuitively aggregate
multiple features in evaluation.
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Appendix A
Additional Tables and Proofs
A.1 Chapter 4 tables
Table A.1: Spearman correlation between criteria for 0101 data set.
IF 5IF ii half-life EF AI ARC rank
Cites 0.47 0.43 0.47 0.70 0.88 0.44 0.48
IF 0.94 0.66 0.16 0.58 0.85 0.74
5IF 0.60 0.13 0.55 0.88 0.77
ii 0.18 0.52 0.58 0.53
half-life 0.43 0.27 0.26
EF 0.58 0.56
AI 0.78
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Table A.2: 10-fold validation for J48 decision tree and ordinal extension.
J48 ordinal J48
FoR correct ±1 Sr correct ±1 Sr journals
0101 0.62 0.97 0.66 0.63 0.98 0.68 161
0102 0.49 0.79 0.37 ∗0.46 0.84 0.45 82
0103 0.34 0.74 0.04 0.37 0.86 0.33 65
0104 0.57 0.99 0.64 0.70 1.00 0.76 79
02 0.60 0.88 0.54 0.61 0.93 0.65 57
0201 0.63 1.00 0.76 0.66 1.00 0.80 32
0202 0.73 0.98 0.84 0.74 0.98 ∗0.83 66
0204 0.76 0.97 0.76 ∗0.65 0.97 0.61 37
0801 0.44 0.88 0.60 0.52 0.95 0.67 75
0802 0.41 0.91 0.57 0.49 0.98 0.59 81
0803 0.62 0.90 0.62 ∗0.46 0.92 ∗0.40 39
0806 0.31 0.72 0.25 ∗0.21 0.85 ∗0.17 39
overall
(WAM) 0.540 0.902 0.558 0.556 0.943 0.599
Table A.3: 10-fold validation for SMO support vectors and ordinal extension.
SMO ordinal SMO
FoR correct ±1 Sr correct ±1 Sr journals
0101 0.64 0.98 0.68 0.66 0.98 0.68 161
0102 0.48 0.80 0.45 ∗0.46 0.84 0.45 82
0103 0.48 0.82 0.38 ∗0.37 0.86 ∗0.33 65
0104 0.67 0.99 0.68 0.70 1.00 0.76 79
02 0.58 0.89 0.67 0.61 0.93 ∗0.65 57
0201 0.63 0.97 0.77 0.66 1.00 0.80 32
0202 0.70 0.94 0.72 0.77 0.98 0.85 66
0204 0.65 0.97 0.64 0.65 0.97 ∗0.61 37
0801 0.52 0.95 0.67 0.52 0.95 0.67 75
0802 0.47 0.94 0.59 0.49 0.98 0.59 81
0803 0.51 0.79 0.43 ∗0.46 0.92 ∗0.40 39
0806 0.31 0.59 0.22 ∗0.21 0.85 ∗0.17 39
overall
(WAM) 0.563 0.904 0.593 0.565 0.942 0.602
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Table A.4: 10-fold validation for logistic regression and ordinal extension.
logistic ordinal log
FoR correct ±1 Sr correct ±1 Sr journals
0101 0.66 0.98 0.70 0.67 0.98 0.70 161
0102 0.49 0.79 0.45 0.50 ∗0.78 0.45 82
0103 0.40 0.83 0.36 0.42 0.86 0.44 65
0104 0.72 0.97 0.75 ∗0.70 ∗0.96 ∗0.71 79
02 0.60 0.91 0.60 ∗0.56 0.88 ∗0.53 57
0201 0.53 0.94 0.68 0.56 1.00 0.73 32
0202 0.71 0.97 0.80 0.71 0.97 0.81 66
0204 0.54 0.97 0.53 0.62 0.97 0.62 37
0801 0.41 0.91 0.56 0.43 0.93 0.61 75
0802 0.47 0.95 0.63 0.52 0.95 0.66 81
0803 0.56 0.85 0.45 0.59 0.90 0.59 39
0806 0.31 0.69 0.24 0.38 0.79 0.42 39
overall
(WAM) 0.555 0.910 0.592 0.569 0.920 0.620
Table A.5: 10-fold validation for ordinal regression and Lipschitz interpolation.
ordinal regression Lipschitz
FoR correct ±1 Sr correct ±1 Sr journals
0101 0.71 0.98 0.73 0.60 0.96 0.71 161
0102 0.48 0.79 0.30 0.46 0.82 0.45 82
0103 0.40 0.80 0.38 0.48 0.82 0.45 65
0104 0.71 0.97 0.73 0.54 0.97 0.75 79
02 0.53 0.88 0.55 0.61 0.91 0.61 57
0201 0.72 1.00 0.78 0.69 1.00 0.85 32
0202 0.73 1.00 0.85 0.62 0.98 0.75 66
0204 0.73 0.97 0.71 0.43 0.92 0.53 37
0801 0.48 0.93 0.66 0.47 0.87 0.54 75
0802 0.51 0.94 0.59 0.43 0.85 0.53 81
0803 0.54 0.92 0.57 0.64 0.90 0.62 39
0806 0.44 0.74 0.44 0.38 0.74 0.40 39
overall
(WAM) 0.589 0.919 0.615 0.533 0.902 0.607
166 APPENDIX A. ADDITIONAL TABLES AND PROOFS
Table A.6: 10-fold validation for FMs fit to values and intervals.
mid-fit FM int-fit FM
FoR correct ±1 Sr correct ±1 Sr journals
0101 0.68 0.98 0.71 0.68 0.99 0.74 161
0102 0.52 0.87 0.45 0.51 0.88 0.45 82
0103 0.51 0.89 0.46 0.46 0.88 0.47 65
0104 0.63 0.97 0.71 0.72 0.99 0.81 79
02 0.63 0.93 0.64 0.65 0.93 0.65 57
0201 0.75 1.00 0.86 0.78 1.00 0.86 32
0202 0.74 1.00 0.86 0.68 1.00 0.83 66
0204 0.54 0.97 0.62 0.57 0.97 0.63 37
0801 0.55 0.93 0.69 0.52 0.93 0.67 75
0802 0.49 0.91 0.61 0.51 0.96 0.61 81
0803 0.44 0.87 0.45 0.44 0.90 0.50 39
0806 0.51 0.79 0.46 0.51 0.82 0.49 39
overall
(WAM) 0.593 0.934 0.635 0.594 0.945 0.654
Table A.7: Fitting accuracy for WAM and OWA.
WAM OWA
FoR correct ±1 Sr correct ±1 Sr journals
0101 0.63 0.99 0.75 0.62 0.98 0.70 161
0102 0.55 0.90 0.52 0.48 0.89 0.41 82
0103 0.45 0.94 0.56 0.54 0.88 0.53 65
0104 0.70 1.00 0.81 0.66 0.99 0.74 79
02 0.63 0.95 0.63 0.60 0.95 0.61 57
0201 0.84 0.97 0.87 0.78 1.00 0.86 32
0202 0.71 1.00 0.84 0.76 1.00 0.86 66
0204 0.65 0.97 0.70 0.57 0.97 0.62 37
0801 0.57 0.97 0.75 0.56 0.95 0.71 75
0802 0.52 0.95 0.64 0.54 0.96 0.65 81
0803 0.44 0.95 0.58 0.54 0.95 0.65 39
0806 0.59 0.82 0.50 0.41 0.79 0.29 39
overall
(WAM) 0.603 0.958 0.689 0.589 0.948 0.645
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Table A.8: Fitting accuracy for Choquet integral and highest correlated ISI
index.
Choquet integral Single ISI statistic
FoR correct ±1 Sr index correct ±1 Sr journals
0101 0.72 0.99 0.78 5IF 0.60 0.97 0.73 161
0102 0.57 0.90 0.56 AI 0.54 0.89 0.55 82
0103 0.55 0.91 0.60 Cites 0.43 0.88 0.53 65
0104 0.75 1.00 0.85 AI 0.58 0.99 0.73 79
02 0.65 0.95 0.67 5IF 0.68 0.93 0.65 57
0201 0.84 1.00 0.90 AI 0.75 1.00 0.87 32
0202 0.77 1.00 0.88 IF 0.71 0.98 0.85 66
0204 0.59 0.97 0.68 AI 0.68 0.97 0.76 37
0801 0.59 0.96 0.75 AI 0.55 0.96 0.74 75
0802 0.62 0.96 0.70 5IF 0.43 0.91 0.64 81
0803 0.59 0.95 0.69 IF 0.38 0.95 0.64 39
0806 0.64 0.82 0.55 AI 0.56 0.85 0.61 39
overall
(WAM) 0.661 0.957 0.724 0.568 0.942 0.689
Table A.9: Weights for WAM using interval fitting.
Cites IF 5IF ii half-life EF AI
0101 0 0 0.45 0.02 0.16 0 0.36
0102 0 0 0.23 0 0.02 0.15 0.59
0103 0.33 0.4 0 0 0.25 0 0.02
0104 0 0 0.26 0 0.3 0 0.44
02 0 0.17 0.15 0.13 0.04 0 0.51
0201 0.1 0.58 0 0.11 0.22 0 0
0202 0.03 0 0.67 0.2 0.06 0.04 0
0204 0 0 0 0.13 0.09 0 0.78
0801 0 0 0.05 0.01 0.18 0 0.76
0802 0 0.34 0.27 0 0.27 0.12 0
0803 0 0 0 0.04 0.18 0.3 0.49
0806 0 0 0.34 0 0.21 0 0.45
Average 0.03 0.10 0.25 0.04 0.17 0.04 0.36
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Table A.10: Shapley values using interval fitting.
Cites IF 5IF ii half-life EF AI
0101 0.01 0.05 0.33 0.15 0.10 0.09 0.27
0102 0.03 0.07 0.19 0.14 0.08 0.14 0.37
0103 0.20 0.15 0.04 0.10 0.26 0.10 0.14
0104 0.00 0.12 0.21 0.09 0.23 0.04 0.32
02 0.05 0.10 0.19 0.21 0.19 0.03 0.23
0201 0.13 0.13 0.14 0.17 0.13 0.30 0.00
0202 0.03 0.10 0.29 0.27 0.19 0.03 0.09
0204 0.00 0.07 0.01 0.18 0.20 0.05 0.50
0801 0.07 0.11 0.11 0.09 0.30 0.08 0.24
0802 0.06 0.35 0.16 0.12 0.21 0.06 0.03
0803 0.05 0.04 0.07 0.14 0.32 0.18 0.19
0806 0.02 0.09 0.17 0.06 0.35 0.01 0.31
Average 0.05 0.11 0.19 0.14 0.19 0.08 0.23
Table A.11: Pairwise interaction and Shapley values for 0101 data set.
IF 5IF ii half-life EF AI Shapley
Cites 0.02 0.02 -0.01 0.02 -0.01 -0.01 0.01
IF 0.04 0.00 -0.01 -0.03 -0.05 0.05
5IF -0.28 -0.06 0.24 0.04 0.33
ii -0.12 -0.01 0.09 0.15
half-life 0.01 -0.13 0.10
EF -0.09 0.09
AI 0.27
Table A.12: Orness values for 7-variate FMs.
0101 0102 0103 0104 02 0201 0202 0204 0801 0802 0803 0806
0.58 0.49 0.51 0.58 0.50 0.64 0.52 0.54 0.52 0.57 0.58 0.58
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Table A.13: Best performing 4-variate Shapley values using interval fitting.
Cites IF 5IF ii half-life EF AI
0101 - - 0.35 - 0.10 0.13 0.42
0102 - 0.17 - 0.02 - 0.22 0.59
0103 - 0.40 0.14 0.14 - 0.32 -
0104 - - 0.44 0.12 0.23 0.21 -
02 - - 0.43 - 0.28 0.02 0.27
0201 0.53 - 0.19 - 0.05 - 0.22
0202 0.17 0.50 0.22 - - - 0.11
0204 0.03 - - 0.37 - 0.03 0.57
0801 0.10 0.49 - - 0.19 0.22 -
0802 - 0.32 0.30 0.13 - 0.25 -
0803 - - 0.09 0.18 - 0.21 0.52
0806 - - 0.27 0.09 0.44 - 0.20
0.04 0.17 0.23 0.07 0.10 0.15 0.24
Table A.14: Fitting accuracy for 4-variate and 2-additive Fuzzy Measures.
4-variate FM 2-additive FM
FoR correct ±1 Sr correct ±1 Sr journals
0101 0.75 0.99 0.79 0.71 0.99 0.77 161
0102 0.59 0.90 0.60 0.54 0.91 0.56 82
0103 0.58 0.89 0.51 0.51 0.91 0.56 65
0104 0.77 0.99 0.81 0.71 1.00 0.83 79
02 0.68 0.93 0.64 0.61 0.95 0.64 57
0201 0.91 1.00 0.93 0.84 1.00 0.90 32
0202 0.77 1.00 0.87 0.71 1.00 0.84 66
0204 0.70 0.97 0.72 0.62 0.97 0.67 37
0801 0.61 0.95 0.72 0.57 0.96 0.73 75
0802 0.63 0.93 0.68 0.62 0.96 0.69 81
0803 0.62 0.95 0.69 0.49 0.95 0.61 39
0806 0.64 0.82 0.55 0.54 0.90 0.57 39
overall
(WAM) 0.687 0.948 0.717 0.630 0.962 0.705
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A.2 Chapter 5 tables
Table A.15: Average accuracy of classification (standard deviation) for m = 4
class problem
Method
Noiseless Noiseless Noisy Noisy
k = 1 k = 5 k = 1 k = 5
GLCM raw 0.967(0.04) 0.951(0.05) 0.936(0.06) 0.921(0.07)
Metrics 0.957(0.05) 0.947(0.05) 0.940(0.06) 0.943(0.05)
PCA 0.957(0.05) 0.942(0.06) 0.928(0.08) 0.907(0.09)
LDA 0.959(0.04) 0.936(0.05) 0.941(0.07) 0.839(0.08)
Crit.(1) 0.947(0.06) 0.936(0.07) 0.89(0.10) 0.875(0.10)
Quadratic 0.962(0.04) 0.949(0.05) 0.946(0.05) 0.945(0.04)
7 Metrics 0.957(0.05) 0.947(0.05) 0.94(0.05) 0.94(0.05)
Table A.16: Average accuracy of classification (standard deviation) for m = 5
class problem
Method
Noiseless Noiseless Noisy Noisy
k = 1 k = 5 k = 1 k = 5
GLCM raw 0.973(0.03) 0.960(0.03) 0.923(0.05) 0.914(0.05)
Metrics 0.963(0.04) 0.951(0.04) 0.928(0.06) 0.931(0.05)
PCA 0.967(0.03) 0.954(0.04) 0.919(0.06) 0.904(0.06)
LDA 0.957(0.03) 0.932(0.04) 0.809(0.07) 0.798(0.08)
Crit.(1) 0.958(0.04) 0.945(0.05) 0.879(0.09) 0.868(0.09)
Quadratic 0.967(0.04) 0.952(0.04) 0.934(0.06) 0.932(0.05)
7 Metrics 0.962(0.04) 0.951(0.04) 0.927(0.06) 0.928(0.05)
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Table A.17: Average accuracy of classification (standard deviation) for m = 6
class problem
Method
Noiseless Noiseless Noisy Noisy
k = 1 k = 5 k = 1 k = 5
GLCM raw 0.961(0.03) 0.941(0.04) 0.915(0.04) 0.903(0.07)
Metrics 0.947(0.04) 0.935(0.04) 0.894(0.04) 0.914(0.05)
PCA 0.951(0.03) 0.930(0.05) 0.901(0.05) 0.877(0.06)
LDA 0.935(0.03) 0.905(0.04) 0.779(0.09) 0.765(0.10)
Crit.(1) 0.928(0.04) 0.922(0.05) 0.866(0.06) 0.855(0.06)
Quadratic 0.952(0.04) 0.935(0.04) 0.911(0.06) 0.913(0.05)
7 Metrics 0.947(0.04) 0.935(0.04) 0.904(0.06) 0.910(0.05)
Table A.18: Average accuracy of classification (standard deviation) for m = 8
class problem
Method
Noiseless Noiseless Noisy Noisy
k = 1 k = 5 k = 1 k = 5
GLCM raw 0.955(0.02) 0.932(0.03) 0.885(0.03) 0.863(0.03)
Metrics 0.939(0.03) 0.926(0.03) 0.860(0.03) 0.883(0.02)
PCA 0.941(0.03) 0.921(0.04) 0.879(0.04) 0.861(0.04)
LDA 0.927(0.03) 0.895(0.04) 0.737(0.04) 0.721(0.04)
Crit.(1) 0.925(0.04) 0.906(0.04) 0.798(0.07) 0.790(0.07)
Quadratic 0.945(0.03) 0.927(0.03) 0.870(0.02) 0.886(0.02)
7 Metrics 0.939(0.03) 0.927(0.03) 0.859(0.03) 0.878(0.03)
Table A.19: Average accuracy of classification (standard deviation) for m = 10
class problem
Method
Noiseless Noiseless Noisy Noisy
k = 1 k = 5 k = 1 k = 5
GLCM raw 0.955(0.01) 0.931(0.02) 0.874(0.02) 0.848(0.03)
Metrics 0.938(0.02) 0.923(0.01) 0.828(0.02) 0.859(0.01)
PCA 0.943(0.01) 0.920(0.02) 0.87(0.02) 0.847(0.03)
LDA 0.916(0.02) 0.882(0.02) 0.716(0.02) 0.701(0.03)
Crit.(1) 0.926(0.02) 0.904(0.02) 0.782(0.04) 0.776(0.04)
Quadratic 0.944(0.02) 0.925(0.02) 0.839(0.02) 0.862(0.02)
7 Metrics 0.938(0.02) 0.923(0.01) 0.827(0.02) 0.855(0.02)
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Table A.20: Accuracy of classification for m = 12 class problem
Method
Noiseless Noiseless Noisy Noisy
k = 1 k = 5 k = 1 k = 5
GLCM raw 0.951 0.926 0.858 0.832
Metrics 0.932 0.919 0.807 0.843
PCA 0.937 0.914 0.855 0.833
LDA 0.909 0.874 0.697 0.680
Crit.(1) 0.919 0.896 0.753 0.752
Quadratic 0.938 0.92 0.818 0.847
7 Metrics 0.933 0.92 0.807 0.838
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Table A.21: 1-D kNN interpolation - 500 test data - RMSE (max error)
training data k standard proposed
3 0.02114 (0.07004) 0.01643 (0.05262)
20 (random) 7 0.02350 (0.10581) 0.01183 (0.05257)
15 0.03135 (0.13946) 0.01021 (0.05228)
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Table A.22: 2-D kNN interpolation - 2500 test data - RMSE (max error)
training data k standard proposed
3 0.04245 (0.14851) 0.04240 (0.148505)
256 (lined) 5 0.04197 (0.13630) 0.04180 (0.135869)
20 0.03077 (0.15603) 0.02571 (0.07984)
50 0.03561 (0.21237) 0.01117 (0.03733)
3 0.02352 (0.13650) 0.02276 (0.13671)
256 (random) 5 0.02287 (0.13947) 0.02026 (0.13514)
20 0.03078 (0.19781) 0.01703 (0.13483)
50 0.04601 (0.24344) 0.01668 (0.13518)
3 0.01588 (0.07288) 0.01587 (0.07288)
121 (grid) 5 0.00938 (0.06695) 0.00919 (0.06528)
20 0.02399 (0.13605) 0.00769 (0.06820)
50 0.04821 (0.20245) 0.00762 (0.06832)
Table A.23: 3-D kNN interpolation - 10000 test data - RMSE (max error)
training data k standard proposed
3 0.04837 (0.32283) 0.04839 (0.32290)
1536 (lined) 5 0.04613 (0.29225) 0.04609 (0.29451)
10 0.03962 (0.22121) 0.03910 (0.22215)
50 0.02809 (0.30602) 0.02029 (0.15018)
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A.4 Chapter 7 tables and proofs
Proposition 1. An OWA function has the buoyancy property if and only if it is a
Choquet integral with respect to a symmetric submodular fuzzy measure.
Proof. Recall that a fuzzy measure is called submodular if
v(A ∪ B) + v(A ∩ B) ≤ v(A) + v(B)
The values of the fuzzy measure v, associated with an OWA weighting vector w can
be expressed as
v(A) =
|A|∑
i=1
wi
We let |A| = a ≤ b = |B|, |A ∩ B| = k ≤ a, which gives |A ∪ B| = a + b − k. Using
this representation, submodularity is equivalent to
a+b−k∑
i=1
wi +
k∑
i=1
wi ≤
a∑
i=1
wi +
b∑
i=1
wi
This simplifies to
a+b−k∑
i=a+1
wi ≤
b∑
i=k+1
wi =
a∑
i=k+1
wi +
b∑
i=a+1
wi
∴
a+b−k∑
i=b+1
wi ≤
a∑
i=k+1
wi, for all 0 ≤ k ≤ a ≤ b.
Each side of the inequality has a − k terms when expanded. On the smaller
side of the inequality i > b, while on the larger side we have i ≤ a ≤ b. It is now
straightforward that buoyancy implies the above inequality. On the other hand, by
taking all possible values of a, b and k, and removing redundant inequalities, we obtain
the opposite implication.
Proposition 2. A power based Choquet integral Cp,v with g(t) = tp, p ≥ 1, defines
a norm
sCh,p(x) = Cv,p(|x|) = (Cv(|x1|p, . . . , |xn|p))
1
p
if and only if v is submodular.
Proof. First we need to show that Cv,p is convex if v is submodular. Cv is a maxi-
mum of linear functions and for an increasing g−1, it holds g−1(max{f1, . . . , fm}) =
max{g−1(f1), . . . , g−1(fm)}, which is convex if all g−1(fi) are convex. We know that
g−1(〈wi,g(x)〉) is convex for g(t) = tp, p ≥ 1. Consequently, Cv,p is convex for p ≥ 1.
Like Cv, Cv,p is positively homogeneous and consequently sCh,p is homogeneous.
From the result that the standard Choquet integral defines a norm when v is sub-
modular since it is convex, we can then deduce the same for Cv,p.
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Table A.24: Adjusted Rand Index Comparison
Dataset Choquet Euclidean City-Block Cosine
2DBoxes 0.767 0.493 0.474 0.189
2DGaussian 0.959 0.963 0.915 0.599
2DU 0.356 0.206 0.307 0.324
2DUI 0.337 0.374 0.325 0.040
2DUUI 0.626 0.567 0.525 0.351
3DEllipses 1.000 0.779 0.945 0.521
IRIS 0.848 0.661 0.678 0.796
average 0.674 0.564 0.582 0.337
Table A.25: Normalised Mutual Information Comparison
Dataset Choquet Euclidean City-Block Cosin
2DBoxes 0.695 0.479 0.438 0.306
2DGaussian 0.938 0.945 0.906 0.631
2DU 0.276 0.155 0.235 0.305
2DUI 0.231 0.268 0.262 0.044
2DUUI 0.620 0.583 0.556 0.384
3DEllipses 1.000 0.867 0.967 0.773
IRIS 0.833 0.720 0.730 0.842
average 0.627 0.550 0.561 0.407
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Table A.26: Adjusted Rand Index for 3D Data Sets
Dataset Choquet Euclidean City-Block Cosin
3DBoxes 1.000 1.000 1.000 0.511
3DU 0.364 0.349 0.184 0.240
3DUI 0.419 0.276 0.395 0.369
3DUUI 0.590 0.544 0.499 0.369
average 0.593 0.542 0.519 0.372
Table A.27: Normalised Mutual Information for 3D Data Sets
Dataset Choquet Euclidean City-Block Cosin
3DBoxes 1.000 1.000 1.000 0.571
3DU 0.246 0.263 0.154 0.159
3DUI 0.330 0.210 0.325 0.324
3DUUI 0.593 0.566 0.523 0.395
average 0.542 0.509 0.501 0.362
