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This thesis should introduce a reader with basic objectives of parallel computing followed by  
distributed systems. The thesis is also aimed at description of cryptographic attacks.  The main point 
should be to obtain theoretic information for design of distributed system for cryptoanalysis. In 
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Neustálé zvyšování hardwarových nároků, pro řešení nejen vědeckých, ale i ostatních výpočtů, má za 
následek neustálé zvyšování výkonu procesorů. V posledních letech se výkon procesorů navyšuje jen 
velmi sporadicky. Výrobci výpočetních technologií se rozhodli jít cestou paralelismu, protože 
současná komerčně využívaná technologie je jen s obtížemi schopna dosahovat vyšších taktů 
procesoru, než 4GHz. Pomocí přetaktování jsou procesory schopny pracovat na frekvencích přes 
7GHz. Protože při této pracovní frekvenci dosahuje procesor extrémních teplot, je hlavním 
problémem chlazení. Málokdo z nás si může dovolit doma chlazení procesoru pomocí tekutého 
dusíku. Efektivním avšak méně nákladným řešením problému navyšování výkonu je paralelismus. 
Každý procesor obsahuje více jader, která mohou nezávisle na sobě provádět různé výpočty, čili 
rozložení zátěže na více úloh. Avšak i tento způsob má velmi omezené možnosti řešení výpočtů. 
 Snaha o provádění paralelních operací na osobních počítačích má své začátky v 70. letech  
20. století. Do této doby je datován prvopočátek internetu. Původně se mu říkalo ARPNET. Prvním 
distribuovaným systémem (dále jen DS), komunikujícím pomocí ARPNETU, bylo zasílání e-mailů. 
O tyto systémy byl projeven zájem na přelomu 70. a 80. let, kdy se nejdříve začaly používat pro 
vědecké výpočty. První oficiální konference o DS proběhla v roce 1982 a nesla název „Symposium on 
Principles on Distributed Computing“ (PODC). První evropská konference se uskutečnila v roce 
1985 a nesla název „International Symposium on Distributed Computing“ (DISC).  
 DS se používají pro řešení problémů pomocí více entit. Entitou můžeme rozumět výpočetní 
systém, který je schopen autonomně řešit zadané problémy. Pokud však úkoly rozdělíme mezi více 
entit, je potřeba zajistit, aby si mohly tyto entity navzájem vyměňovat informace. Když tomu tak 
nebude, mohlo by se stát, že místo separace problému by mohl být řešen pouze jeden proces. DS jsou 
typem paralelního provádění operací, který si předává informace pomocí komunikačního média. Díky 
tomuto způsobu řešení problémů, nastává mnoho situací, které je potřeba řešit. Jedná se například      
o zajištění  bezproblémového  způsobu  zasílání  informací, zajištění  správného  rozdělování úkolů  
a mnoho dalších. Tato práce se zabývá popisem DS a měla by seznámit čtenáře se základním 
rozdělením a popisem jeho funkce. 
 Název práce je Návrh distribuovaného systému kryptoanalýzy, pojednávající o základech 
kryptografie. Je zde také uvedeno základní rozdělení kryptografie, následováno různými typy útoků 
proti kryptografickému systému. 
 V praktické části je popsán vývoj aplikace distribuovaného systému pomocí programovacího 
jazyka JAVA. Jsou zde popsány základní procedury potřebné ke správné funkci JAVA RMI. Dále 
zde čtenář nalezne popis algoritmu, který byl použit pro distribuci výpočetního výkonu.         
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2 Distribuované systémy 
DS je soubor nezávislých subjektů, které jsou schopny za pomoci jeden druhému řešit problémy, 
které jsou obtížně řešitelné samostatně. S rozšířením internetu se DS stávají užitečnějšími. Pro 
výpočetní operace můžeme DS definovat pomocí těchto kritérií: 
 
- několik autonomních počítačů, které nesdílejí paměť/procesor, komunikujících pomocí 
zpráv zasílaných prostřednictvím komunikační sítě, kde má každá stanice svou vlastní 
paměť a běží na ní samostatný operační systém. Typickým příkladem jsou stanice, 
pracující nezávisle na sobě, ale vzájemně sdílející svá lokální data. Jsou spolu úzce 
propojeny a snaží se řešit zadané problémy společně, 
- soubor nezávislých stanic, které se jeví uživateli jako jedna, 
- DS můžeme chápat i jako LAN, kde spolu stanice komunikují pomocí TCP/IP. Můžeme 
si představit, že směrovač je řídící prvek, který rozděluje síť na podsítě a přepínač 
rozesílá pakety na cílové stanice. 
  
Tento systém může být také charakterizován, jako soubor autonomních procesorů, které si 
vyměňují informace pomocí komunikační sítě s následujícími vlastnostmi: 
 
- žádné běžné fyzické hodiny (takt procesoru), 
- žádná sdílená paměť, 
- geograficky odděleny, 
- autonomnost.  
 
Odlišností od běžného PC je, že se DS skládají z více stanic. Každá stanice vykonává svůj 
úkol a pomocí komunikační sítě předává informace o řešení problému ostatním stanicím. Na Obr.1 je 
zobrazeno schematické rozdělení softwarových komponent DS a propojení s „middleware“ vrstvou.  
 
Obr. 1: Komponenty distribuovaného systému [1]. 
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2.1 Proč používat distribuované systémy? 
V praxi se DS používají v mnoha aplikacích, například při převodu peněz mezi bankami. Sdílené 
periferie, sdílená data v databázích, nebo speciální knihovny, nemohou být plně dostupné na 
jakémkoliv místě v síti. Bylo by to neefektivní a finančně náročné. Pokud budou potřebné 
komponenty umístěny pouze na jedné straně komunikace, bude k nim možno přistupovat pouze 
z tohoto místa, nikoliv globálně. Je tedy potřeba mít tyto zdroje informací dostupné i v globálním 
měřítku. 
Spolehlivost je jednou z mnoha předností systému.  Pokud dojde k výpadku některé ze stanic, 
nebo ke ztrátě dat, systém je schopen tuto chybu velice rychle detekovat a předat dílčí úkoly této 
stanice stanici jiné. Spolehlivost systému zajišťuje dostupnost, integritu a detekce chyb. 
Díky sdílení dat a možnosti vzdáleného přístupu, je možné ušetřit nemalé peníze za zařízení, 
 a zvýšit poměr cena-výkon na geograficky oddělených stanicích. Další výhodou je možnost výměny 
jakéhokoli procesoru bez problémů, které mohou být spojeny např. s nekompatibilitou použitého 
hardwaru. Distribuce je řešena na úrovni „middleware“ vrstvy, tzn., že může pracovat na jakémkoli 
hardwaru.  
 
2.2 Paralelní systémy  
Paralelní systémy mohou být rozděleny podle následujících kritérií [1]: 
1. Multiprocesorový systém je typem paralelních sytémů (dále jen PS), ve kterém mají 
procesory přímý přístup ke sdílené paměti s běžným adresovacím prostorem. Tento systém obvykle 
odpovídá jednotnému přístupu k paměti (UMA), Obr.2(a). V UMA jsou procesory fyzicky vzájemně 
propojeny a jsou zapojeny do sítě. Na všech většinou běží stejný operační systém. Procesory jsou 
většinou stejného typu s uložením na stejném místě jako sdílená paměť. Vnitřní propojení mezi 
procesory a pamětí může být řešeno jako sběrnice, ačkoli pro lepší efektivitu je výhodnější použití 
zapojení vícestupňového switche. Nejznámější dvě topologie sítě jsou Omega a Butterfly. Tyto sítě se 
vyznačují propojením 2x2 přepínacích elementů. Každý element má dva vstupy a dva výstupy, které 
jsou dále specificky propojeny na další elementy. 
 
2. Multivýpočetní paralelní systém je typem systému, ve kterém paralelně zapojené procesory 
nemají přímý přístup ke sdílené paměti. Paměť těchto procesorů může nebo nemusí vytvářet běžný 





Obr. 2: Základní architektury paralelních systému. a)UMA, b)NUMA [1]. 
 
Procesory jsou úzce fyzicky propojeny, ať už z pohledu hardwaru nebo instrukcí. Komunikace 
probíhá pomocí běžného adresování nebo pomocí posílání zpráv. Multivýpočetní systém, který 
používá běžný adresovací prostor, obvykle odpovídá architektuře neuniformního přístupu k paměti 
(NUMA). Tato architektura je vidět na Obr. 2(b).  
 
3. Vektorové procesory patří do skupiny paralelních počítačů, které jsou fyzicky propojeny, 
velmi úzce svázány a používají běžné systémové hodiny. Nemohou sdílet paměť a komunikovat 
pomocí zasílání zpráv.   
 
Flynnova klasifikace definuje čtyři procesní modely založené na vykonávání stejných nebo 
různých instrukčních sad:  
 
- jeden tok instrukcí, jeden datový tok (SISD), 
- jeden tok instrukcí, více datových toků (SIMD), 
- vícenásobný tok instrukcí, jeden datový tok (MISD), 
- vícenásobný tok instrukcí, více datových toků (MIMD). 
 




2.3 Primitiva distribuovaných systémů 
Odeslání a příjem zprávy jsou základní komunikační primitiva. Jsou označena jako Send()                  
a Receive(). Send obsahuje nejméně dva parametry: cílovou adresu, kam je zpráva směrována               
a buffer, kde se na uživatelské stanici nachází data k odeslání. Stejně jako Send, tak i Receive musí 
mít nejméně dva parametry. Zdrojovou adresu, odkud byla data přijata (může být i wildcard)              
a uživatelský buffer, do kterého mají být data zaslána. 
U primitiva Send existují dva způsoby zasílání dat. První využívá bufferu, pro uložení dat, 
která přišla od uživatele a dále se zkopírují do kernel bufferu. Odtud jsou později zkopírována do sítě. 
Druhý způsob kopíruje uživatelská data přímo na síť. Pro primitivum Receive je obvykle použita 
možnost využívající bufferu. V době vykonávání primitiva již data dorazila a potřebují být někam 
uložena. 
 
2.3.1 Blokovací – přístupová, synchronní - asynchronní 
Pokud se provádí Send() i Receive() v návaznosti jednoho na druhém, můžeme je označit jako 
sychronní primitiva, Obr.3(a,b). Send je voláno pouze v případě, že procesor již provedl a dokončil 
odpovídající primitivum Receive, a to zcela dokončil. Toto je považováno za ukončené, když jsou 
veškerá data přijata a uložena do příjemcova uživatelského bufferu. 
 Send je asynchronní, pokud je řízení vráceno zpět procesu, který ho vyvolal, po zkopírování 
veškerých dat do uživatelem definovaného bufferu. 
 Primitivum je blokující, Obr. 3(c), pokud řízení vrátí kontrolu zpět po provedení aktuálního 
procesu. Nezáleží na tom, zda se jedná o synchronní nebo asynchronní primitiva. 
 Neblokující primitivum, Obr. 3(d), je tam, kde je řízení vráceno zpět vyvolanému procesu 
ihned po výzvě, i když dosud nebyla dokončena aktuální operace. U Send, je řízení vráceno procesu 
předtím, než jsou data přečtena z uživatelského bufferu. Pro Receive platí, že řízení vrátí kontrolu 
procesu dříve, než jsou přijata veškerá data. 
 Pro neblokující primitiva se používá návratový parametr handle, který je generován 
systémem. Tento parametr může být později použit ke kontrole, že veškerá data dorazila v pořádku ke 
svému cíli. Kontrola může být provedena dvěma způsoby. Prvním způsobem je kontrola parametru 
handle. Tato kontrola se provádí ve smyčce nebo periodicky. Druhý vyvolává přerušení Wait, které 
může být způsobeno předem definovanými parametry. Wait obvykle blokuje provoz, dokud není 
proveden jeden ze zadaných parametrů. Provedením primitiva v neblokujícím módu dokončí proces 
veškeré operace. Po dokončení těchto operací potřebuje systém vědět, zda se jedná o konec zprávy, 






Obr. 3: Primitiva distribuovaného systému [1]. 
 
Blokující synchronní Send 
Data jsou zkopírována z uživatelského bufferu do kernel bufferu.  Po dokončení operace kopírování 
jsou odeslána pomocí komunikační sítě. Pro zapsání dat do paměti na straně příjemce (Receive), je 
zpět k odesílateli odeslána potvrzovací zpráva (ACK), po které dojde k ukončení primitiva Send. 
  
Neblokující synchronní Send 
Řízení vrací kontrolu zpět k procesu okamžitě, jakmile dojde k inicializaci komunikace vyslaných 
dat. Jedním z parametrů volání je sada instrukcí sloužící pro kontrolu přijatých dat, která mohou být 
použita pro kontrolu synchronní operace Send. Potvrzovací ACK vyslaná od příjemce k odesílateli, 
určuje konec aktuální zprávy. Další možností provedení kontroly je vyvolání Wait, které se provede 
po návratu řízení k odesílateli. 
 
Blokující asynchronní Send 
Uživatelský proces, který vyvolá Send je zablokován, dokud nejsou veškerá data z uživatelského 
bufferu přesunuta do kernel bufferu. Pro neblokující kriterium je uživatelský proces zablokován do té 






Neblokující asynchronní Send 
Uživatelský proces je zablokován, dokud je inicializován přenos dat z uživatelského bufferu do kernel 
bufferu. V situaci, kde není možné využít bufferu, je uživatelský proces blokován, dokud nedojde 
k inicializaci přenosu dat z uživatelské paměti do sítě. Řízení je vráceno uživatelskému procesu 
ihned, jakmile je inicializován přenos dat. Jedním z parametrů u neblokujícího volání je sada 
instrukcí, která může být později použita pro kontrolu přijetí veškerých dat. Asynchronní Send je 
kompletní, když jsou data vyjmuta z uživatelského bufferu. Pokud bude chtít uživatel znovu použít 
buffer, ze kterého byla data odeslána, je potřeba provést kontrolu kompletnosti odeslaných dat.   
 
Blokující Receive 
Receive zpráva je zablokována, dokud očekává data, která jsou zapsána do definovaného 
uživatelského bufferu. Poté je řízení opět vráceno uživatelskému procesu. 
 
Neblokující Receive   
Do kernelu se zapíše místo v procesu, ve kterém došlo k volání operace Receive. Poté vrátí řízení na 
toto místo, aby mohl uživatelský proces provést kontrolu dokončení operace. Místo je uloženo 
v paměti po příchodu očekávaných dat a zkopírování těchto dat do uživatelem definovaného bufferu. 
Uživatelský proces může zkontrolovat dokončení tohoto primitiva pomocí volání operace Wait, při 
provádění návratu řízení.  
 
2.3.2 Synchronní a asynchronní provádění operací 
U asynchronního provádění operací nedochází mezi procesory k synchronizaci, a nejsou zde žádná 
omezení pracovního času určeného k provedení potřebného výpočetního kroku. 
 
 




U synchronního provádění operací jsou procesory synchronizovány a takt procesorů je omezený. 
Časy doručování zpráv (odeslání + příjem) jsou takové, aby se vyskytovaly mezi logickými kroky 
nebo koly. Pro grafický popis chování DS se používá graf událostí, viz. Obr. 4.  
 
 
Obr. 5: Hlavní třídy systému [1]. 
 
Na Obr. 5 je vidět, jak může být systém sdílení paměti napodoben pomocí systému zasílání 
zpráv. Existují čtyři třídy programu. Systém A může být nahrazen systémem B (označení A/B), ale 
pokud není problém možné vyřešit v B, tak nemůže být vyřešen ani v A. Pokud je problém možné 
vyřešit v systému A, pak je toto možné i v systému B. 
 
2.4 Problémy návrhu 
Komunikace 
Tento úkol zahrnuje výběr vhodného způsobu komunikace mezi procesy v síti. Např. remote 
procedure kontrol (RPC), remote object invocation (ROI), komunikace orientovaná na zprávy nebo 
na toky dat. 
 
 Procesy 
Problémy jsou např. vedení procesů a vláken při komunikaci klient-server, přesouvání kódu a návrh 
programových a mobilních agentů. 
 
 Jména 
Vymyšlení jednoduchého a robustního schématu pro názvy, identifikátory a adresy, je podstatné pro 





Základním faktorem mezi procesy jsou mechanizmy synchronizace nebo koordinace. Algoritmus 
vzájemného vyloučení je klasickým příkladem synchronizace. Existuje mnoho různých způsobů 
synchronizace. 
 
 Ukládání dat a přístup k nim 
Ukládání a přístup k datům rychlým a dostupným způsobem pomocí sítě je důležitý pro efektivitu 
celého systému. 
 
 Důslednost a replikace 
Odstraněním slabých míst systému můžeme umožnit rychlejší přístup k datům, možnost 
rozšiřitelnosti a vytváření kopií datových objektů. To vede k problémům správy kopií týkajících se 
shody mezi kopiemi/pamětí v rozdílném uspořádání.  
 
 Odolnost proti chybám  
Odolnost proti chybám vyžaduje vhodné a efektivní provádění operací i při možném výpadku linky, 
uzlů a procesů. Existuje několik mechanismů, které se používají k zajištění odolnosti proti chybám, 
jako např. mechanismus zajišťující spolehlivost komunikace, mechanismus kontrolních bodů. 
 
Bezpečnost 
Bezpečnost DS zahrnuje mnoho kryptografických aspektů, např. zabezpečení komunikačního kanálu, 
přístup na médium, systém klíčů – vytváření klíčů, distribuce, autorizace a bezpečnou zprávu skupin. 
 
 Programovací rozhraní  
Pro komunikaci a další speciální služby je důležité vhodné používání a osvojení velkého množství 
distribuovaných služeb. 
  
Rozšiřitelnost a modularita 
Algoritmy, data (objekty) a služby musí být rozděleny, jak je to jen možné. Různé techniky stejně 





2.5 Model distribuovaného systému 
DS se skládá z řady procesorů, které jsou propojeny pomocí datové sítě. Tato síť slouží ke 
komunikaci mezi procesory. Odezva vzniklá na síti je omezená a nelze ji předvídat. Procesory 
nesdílejí žádnou běžnou paměť a komunikují výhradně pomocí zasílání zpráv. Nepoužívá se žádný 
běžný fyzický takt procesoru, protože běžící procesy mohou okamžitě využívat výkonu procesorů. 
Komunikační médium může zprávu doručit pozdě, může být ztracena, zkomolena, zkopírována nebo 
přeposlána. Chyba může vzniknout na procesoru nebo na komunikační lince. Systém může být 
modelován jako orientovaný graf, kde vrcholy představují procesy a hrany jednosměrný komunikační 
kanál. 
 
2.5.1 Distribuovaný program 
Distribuovaný program je složen z řady n asynchronních procesů p1, p2,…, pi,….pn, které mezi sebou 
komunikují pomocí komunikační sítě. Obecně můžeme říci, že každý proces běží na jiném procesoru. 
Označme Cij komunikační kanál, který využívají procesy pi až pj a mij označíme zprávu pro každý 
proces. Provádění procesů a posílání zpráv je asynchronní. Procesy mohou vykonávat operace, 
kdykoliv získají přístup. Proces odesílání zpráv nečeká na kontrolní zprávu o správnosti přijatých dat. 
 
2.5.2 Model distribuovaného výpočtu 
Výpočty se provádí sekvenčně. Akce procesů jsou modelovány pomocí tří typů událostí. Těmito 
událostmi jsou vnitřní události, událost odesílání zpráv a událost přijímání zpráv. Nechť eix označuje 
x-tou událost procesu pi. Pro zprávu m platí, že událost odeslání zprávy je označena jako send(m) 
 a rec(m) označíme přijímání zpráv. 
Výskyt událostí mění stavy příslušných procesů a kanálů, tedy způsobují změnu v globálním 
systémovém stavu. Vnitřní událost mění stav procesu. Události v procesech jsou lineárně řízeny svým 
výskytem. Provádění procesu pi vytváří sekvenci událostí  ei1, ei2, …., eix, eix+1,  
 
( )iih=Η → ,      (2.1) 
 
kde hi je soubor událostí vyvolán procesem pi a binární znak → definuje lineární řízení. Událost 
odeslání a přijetí označuje tok informací mezi procesem a kauzální závislostí procesu odesilatele 
k procesu příjemce. Závislost →msg značí kauzální závislost během výměny zpráv, která je 




 rec(m)send(m) msg→ ,       (2.2) 
 
Relace →msg definuje kauzální závislost mezi párem odeslaných a přijatých událostí.  
 Ukázka běhu distribuovaného výpočtu je na Obr. 6. Vodorovná čára reprezentuje postup 
provádění událostí. Tečky určují události a šipky ukazují probíhající komunikaci.  Výpočty událostí 
nabývají konečných hodnot.  
 
 
Obr. 6: Graf zasílání zpráv [1]. 
 
2.5.3 Model komunikační sítě 
Existují různé modely komunikační sítě. Nejčastěji to jsou FIFO (First-in, first-out), non-FIFO          
a kauzální provádění. FIFO pracuje na principu zásobníku, kde první zpráva, která byla přijata, bude 
jako první načtena. V non-FIFO modelu se kanál chová jako fronta, do které odesílatel přidá zprávu    
a příjemce si tyto zprávy odebírá v náhodném pořadí. Kauzální provádění je založeno na Lamportově 
„happened before“ vztahu. Systém, který podporuje kauzální provádění operací je založen na 
následující vlastnosti: 
 
pro libovolné dvě zprávy mij a mkj:  )send(m)send(m kjmsgij → ,     (2.3) 




2.5.4 Logické hodiny 
Koncept kauzality mezi událostmi je základním kamenem návrhu a analýzy paralelních 
distribuovaných výpočtů operačních systémů. Obvykle je kauzalita sledována pomocí využívání 
fyzického času. Nicméně u DS není možné mít globální fyzické hodiny.  Je možné pouze realizovat 
aproximaci tohoto času. Asynchronní distribuované výpočty běží nepřetržitě. Logický čas, který běží 
ve skocích, je dostatečný k zachycení jednotvárnosti spojené s kauzalitou. Existují tři způsoby 
implementace logických hodin. Skalární, vektorový a maticový čas.  
  
Definice kauzality  
Systém logických hodin skládajících se z časových polí T a logických hodin C. Základní prvky          
T modelu jsou částečně definovány vztahem <. Toto spojení se obvykle nazývá „happened before“ 
nebo „causal precedence“. Logické hodiny C jsou funkcí, která vyznačí událost e v distribuovaném 
systému do elementu v časovém poli T označené jako C(e) a nazývá se časová značka e. Je 
definována jako: 
     TH:C a   , 
pro dvě události ei a ej , )C(e<)C(eee jiji ⇒→ .   (2.5) 
 
Tato vlastnost se nazývá „shoda hodinových podmínek“. Když T a C splňují následující 
podmínku: 
pro dvě události ei a ej , )C(e<)C(eee jiji ⇔→ ,    (2.6) 
 





3.1 Základní termíny používané v kryptografii 
Odesílatel a příjemce 
Smysl odesílatele je v tom, že chce odeslat zprávu k příjemci. Navíc chce, aby jeho zpráva byla 






Vznikla složením dvou řeckých slov kryptós „skrytý“ a  gráphein „psát“. Kryptografie, neboli 
šifrování, je metoda o naukách utajování, které je čitelné jen pomocí speciálních znalostí. 
 
Kryptoanalýza 
Vznikla složením dvou řeckých slov krypós „skrytý“ a analýein „rozvázat“. Jedná se o vědu, 
zabývající se metodami získávání obsahu šifrovaných informací bez přístupu k tajným informacím. 
Nejdůležitějšími informacemi jsou tajné klíče. 
 
Kryptoanalyzátor 
Jedná se o někoho, kdo se angažuje v kryptoanalýze. 
 
Kryptologie 
Zabývá se studií kryptografie a kryptoanalýzy. 
 
Steganografie 
Jedná se o ukrývání zpráv jako takové. Patří sem různé neviditelné inkousty, zprávy vyryté do 
dřevěné tabulky, která se zalije voskem, apod.  
 
Kryptosystém 
Je obecný význam odkazující na soubor kryptografických primitiv, používaných k poskytnutí služeb 
informační bezpečnosti. Mnohem častěji se používá ve spojení s primitivy poskytujícími utajení. 
 
3.2 Kryptografické algoritmy 
 
Symetrická kryptografie 
Blokové šifry jsou kódovací schémata rozšiřující textovou zprávu do jednotlivých bloků, které mají 
definovanou délku t a obsahují znaky A. Šifrování se provádí pomocí celých bloků. Nejdůležitější 
třídy blokových šifer jsou substituční a transpoziční šifry. 
 Substituční šifry jsou blokové šifry, ve kterých se nahrazují symboly nebo skupiny symbolů 
za jiné symboly nebo skupiny symbolů. Některé příklady substitučních šifer: 
- jednoduché,  
- homofonní (nahrazují každý znak pomocí náhodně vybraných řetězců), 
- polyalfabetické (nahrazují každý znak různými znaky šifrovaného textu), 
- transpoziční (provádí změnu pořadí znaků, tzv. permutace). 
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Proudové šifry jsou blokové šifry, kde velmi jednoduché části textu (bloky) mají stejnou délku, jako 
ostatní. Užitečné jsou proto, že transformace šifer může změnit každý symbol samostatně. 
V některých situacích se mohou vyskytovat chyby při odesílání textu. Proudové šifry jsou výhodné, 
protože se tyto chyby nevyskytují v celém bloku, ale promítnou se pouze na jednom znaku. Používají 
se proto v případech, kdy musí být data zpracovávána jednotlivě po znacích, ať už z důvodu 
nedostatečné paměti nebo omezené možnosti zápisu do paměti.  
 
Nezbytnou, ale obvykle nedostačující podmínkou šifrovacího schématu je délka použitého 
klíče. Měl by být tak dlouhý, aby vyloučil možnost hledání všech možností. 
 
Asymetrická kryptografie 
Algoritmy veřejných klíčů, nebo také asymetrické algoritmy, jsou navrženy tak, že používají klíče pro 
šifrování a jiné klíče pro dešifrování. Dále ještě nemůže být dešifrovací klíč vypočítán pomocí 
šifrovacího klíče. Algoritmy se nazývají „veřejné klíče“, protože šifrovací klíč může být vytvořen 
jako veřejný. Útočník může použít šifrovací klíč k šifrování zprávy, ale pouze pro určitou osobu se 
shodným dešifrovacím klíčem, který může dešifrovat zprávy. V těchto systémech se šifrovací klíč 
nazývá veřejným klíčem a dešifrovací klíč osobním klíčem. Někdy se osobnímu klíči říká také tajný 
klíč.  
 
Šifrování, používající veřejný klíč, je označeno: 
 
( ) C=MEK       (3.1) 
 
I když jsou veřejný a osobní klíč rozdílné, dešifrování se stejným osobním klíčem je označeno 
 
( ) M=CDK       (3.2) 
 
 
Někdy bývají zprávy zašifrovány pomocí osobního klíče a dešifrovány pomocí veřejného klíče. Toho 







      (3.3) 
 
Hash funkce            
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Jedním ze základních primitiv v moderní kryptografii jsou hash funkce, které jsou neformálně 
nazývány jako jednocestné hash funkce. Jednocestné se jim říká proto, že je výpočetně nemožné  
z výsledku funkce odvodit její vstup.  
Definice: 
Hash funkce je výpočetně efektivní funkce přiřazující vstupnímu binárnímu řetězci libovolné délky 
řetězec výstupní o pevně definované velikosti. 
 
Hash funkce, jejíž výstup je tvořen n-bitovou hodnotou a splňující určité parametry platí, že 
náhodně vybraný řetězec bude s hledanou funkcí shodný s pravděpodobností 2n. Hash funkce musí 
splňovat podmínku bezkoliznosti a jednosměrnosti. V kryptografii se hash funkce označuje h a je 
výpočetně nemožné nalézt vstup x takový, že platí  h(x) =  y, kde y je výstupní řetězec. Nejčastěji se  
v kryptografii hash funkce používá u digitálních podpisů. 
 
Digitální podpisy 
Jedná se o kryptografické primitivum, které zajišťuje autentizaci, autorizaci a bezúhonnost. Smyslem 
digitálních podpisů je poskytnutí prostředku pro entitu, která je vázána identifikací, aby se mohla 
dostat k informacím. 
 
Procedura podpisu: 
Entita A (podepisovatel) vytvoří podpis pro zprávu Mm ∈ pomocí výpočtu s = SA(m). Dále vyšle pár 
(m, s), kde s je podpis zprávy m. 
 
Procedura ověření: 
Ověření, že podpis s, zprávy m byl vytvořen entitou A, provede entita B (ověřovatel) a ta obdrží 
ověřovací funkci VA od entity A. Vypočítá ( )sm,V=u A  a příjme podpis, který byl vytvořen entitou 
A pokud u je pravda, a odmítne, pokud u je nepravda. 
 
3.2.1 Perspektiva výpočtu bezpečnosti       
Definice: 
Pracovní faktor (Work factor) Wd je minimální množství času (měřeno ve vhodných jednotkách, např. 
takt procesoru) potřebného k výpočtu privátního klíče d vypočteného z veřejného klíče e, nebo 
v případě schématu symetrických klíčů určujícího tajný klíč k.  
 





Historický pracovní faktor (Historical work factor) dW je minimální množství času potřebné 
k výpočtu privátního klíče d z veřejného klíče e použitím nejlepšího známého algoritmu v daném 
čase. 
 




Od prvního použití nejjednodušší kryptografické techniky, se vyvinulo mnoho rozdílných útoků na 
kryptografická primitiva a protokoly. Útoky na kryptografické protokoly můžeme rozdělit [4]: 
 
- pasivní (útočník pouze monitoruje komunikační kanál, ohrožuje důvěrnost komunikace), 
- aktivní (útočník se pokouší smazat, přidat nebo změnit data na komunikačním kanále, 
ohrožuje integritu dat, ověření a důvěryhodnost). 
 
3.3.1 Útoky na šifrovací schémata 
Útok se známou šifrou (Ciphertext-Only Attack) 
Útočník se snaží odvodit dešifrovací klíč nebo část textu pouhým pozorováním zašifrovaného textu. 
Veškerá šifrovací schémata, která jsou zranitelná tímto typem útoku, jsou považována za 
nezabezpečená. 
 
Útok se známým původním textem (Known-Plaintext Attack) 
Útočník má k dispozici množství otevřeného a zašifrovaného textu. Tento typ útoku je o něco 
složitější než předchozí typ. 
  
Útok s vybraným otevřeným textem (Chosen-Plaintext Attack) 
Útočník si vybere část šifrovaného textu a k němu si vybere odpovídající otevřený text. Následně 
použije útočník informace odvozené z prostého textu, aby nalezl tyto informace v dosud 






Útok s přizpůsobivým vybraným otevřeným textem (Adaptive-chosen Plaintext Attack) 
Je typem útoku s vybraným textem, kde výběr otevřeného textu závisí na přijetí části zašifrovaného 
textu pomocí předchozího požadavku. 
 
Útok s vybraným zašifrovaným textem (Chosen-Ciphertext Attack) 
Útočník si vybere část zašifrovaného textu a ten pak přidá k odpovídajícímu otevřenému textu. 
Možným způsobem takového útoku je, že útočník získá přístup k šifrovacímu zařízení, ne však 
k dešifrovacímu klíči, který může být bezpečně uložen uvnitř zařízení. Pokud by se útočník pokusil 
tento klíč získat, mohlo by dojít ke změně šifry. Smyslem tohoto útoku je odvození zašifrovaného 
textu bez přístupu k šifrovacímu zařízení. 
 
3.3.2 Útoky na šifrovací protokoly         
Níže uvedené útoky tvoří pouze základní přehled. Dokud budou existovat kryptografické protokoly, 
bude se nadále tento seznam rozvíjet.  
 
Útok se známým klíčem (Known Key Attack) 
Tento útok je založen na známých klíčích, které útočník získal již dříve a pomocí kterých se snaží 
zjistit nové klíče. 
  
Opakovací útok (Replay Attack) 
V tomto útoku útočník zaznamenává komunikační relaci a opakuje zachycené zprávy nebo jejich 
části. 
 
Imitační útok (Impersonation Attack) 
Útočník předstírá identifikaci jedné z oprávněných osob, které mají přístup na síť.  
  
Slovníkový útok (Dictionary Attack) 
Tento útok se obvykle používá pro zjištění hesel. Většinou je heslo uloženo v souboru počítače. Tento 
soubor má podobu zašifrované hash funkce.  Když se uživatel přihlásí a použije svoje heslo, dojde 
k jeho porovnání a ověření. Pomocí hash funkce je vypočítána kontrolní hodnota, která se ověřuje. 
Útočník může získat seznam pravděpodobných hesel. Pomocí hashe a těchto hesel může porovnávat 
seznam správně zašifrovaných hesel.    
 
Zrychlené vyhledávání (Forward Attack) 
Tento typ útoku je podobný slovníkovému útoku. Používá se k rozšifrování zpráv. 
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Prokládaný útok (Interleaving Attack) 
Tento útok obvykle zahrnuje některé formy ztělesnění v autentizačních protokolech. 
 
Útok s vybranými klíčí (Chosen key Attack) 
Metoda využívající vztahů mezi jednotlivými klíči. 
 
Útok hrubou silou (Brute force Attack) 
Luštitel vyzkouší všechny možné klíče, dokud nenalezne řešení. 
 
Útok postranními kanály (Side channel Attack) 
Je typ útoku, který vychází z chování zařízení, na kterém je šifrovací systém používán. Technicky 
zkušený luštitel může třeba ze spotřeby proudu získat informace, které postačují k překonání 
šifrovacího systému. 
 
Dále uvedené metody jsou hlavním důvodem, proč teoreticky velmi bezpečná šifra je v praxi 
snadno překonatelná. 
 
Útok korupční analýzou (Agency/Purchase Attack) 
Luštitel získá klíč podplácením, krádeží, špionáží apod. 
 
Útok s fyzickým nebo psychickým nátlakem na osobu (Rubber-hose Attack) 
Kryptoanalytik „vymlátí“ z nebohého kryptogramu klíč k šifře. 
 
3.3.3 Rozšířené útoky na hash funkce            
Birthday Attack 
„Algoritmy-nezávislých útoků“ jsou ty, které mohou být aplikovány na jakoukoliv hash funkci, s níž 
zachází jako s černou skříňkou. Ta pouze symbolizuje charakteristiky výstupních bitových čísel n. 
Obvyklým předpokladem je výstup hash funkce, jež je aproximovaný uniformní náhodnou hodnotou. 
Birthday attack je jedním z brute-force útoků, který vychází z narozeninového paradoxu, čili redukci 
hledaných řešení.  
 
Narozeninový paradox 
Říká, že ve skupině 23 lidí se najdou s pravděpodobností 50 % dva lidé, kteří mají narozeniny ve 




Pseudo-kolizní a komprimační útoky 
Útok vyžaduje redukci počtu operací, potřebných k prolomení systému. 
 
Řetězící útoky 
Jsou útoky založené na opakujícím se charakteru hash funkcí a zejména na používání zřetězených 
proměnných.  Zaměřují se spíše na nalezení kompresní funkce f než na hledání všech hash funkcí h. 
 
Útoky zaměřené na základní vlastnosti šifer 
Použití blokových šifer, které nejsou použitelné v kryptografii, musí být také prozkoumány. Pokud 
jsou takové šifry použity ke konstrukci opakovacích hash funkcí. Hlavním nebezpečím je, že mohou 
usnadnit manipulaci na vstupu kompresní funkce. 
  
− doplnění vlastnictví, 
− slabé klíče, 
− pevné body, 
− kolize klíčů.  
  
3.3.4 Útoky na identifikační protokoly     
Tyto útoky se používají ve snaze znemožnění správného běhu identifikačních protokolů, které se 
používají pro autentizaci. Mohou se dělit na pasivní, aktivní, vnitřní a vnější. Identifikace není tak 
složitá, jako ověření klíčových orgánů. Útočník se může naučit předchozí sekvence klíčů nebo donutit 
systém k používání starších klíčů. Dále následuje výčet možných útoků: 
 
- napodobování (jehož pomocí získá útočník obsah někoho jiného), 
- opakovací útok (využívá informací z dříve použitých protokolů),  
- prokládací útok (výběr kombinací informací z běžících protokolů), 
- zrcadlící útok (prokládací útok zahrnující informace z běžících protokolů poslaných zpět 
ke tvůrci protokolu),     
- vynucené zpoždění (útočník zachytí zprávu a tím vznikne zpoždění, na straně odesílatele 
se zaznamená, že nejde o opakovanou zprávu – sekvenční číslo zprávy), 
- útok vybraným textem (útok na výzva-odpověď protokol, kde útočník vybere vhodnou 




3.3.5 Typy útoků na podpisovací schémata  
Záměrem útočníka je padělání podpisu, tedy vytvářet podpisy, které budou přijaté, jakoby šlo  
o podpisy jiné autentizované entity. Následuje popis řady kritérií určujících prolomení podpisových 
schémat. 
 
- kompletní prolomení (útočník je také schopen vypočítat osobní informace 
podpisovatele, nebo najít efektivní podpisový algoritmus, který bude pracovat stejně, jako 
platný), 
- vybraný podvrh (útočník je schopen vytvořit stejný podpis pro stejnou zprávu nebo více 
zpráv; vytvoření podpisu nemusí ještě znamenat potvrzení shodnosti s podpisovatelem), 
- podvrh existence (útočník je schopen padělat podpis pro nejméně jednu zprávu; útočník 
má malou nebo žádnou kontrolu nad zprávou, která obdržela podpis a legitimní 
podpisovatel se tímto může podílet na podvodu).    
 
Existují dva základní útoky proti podpisovému schématu veřejných klíčů [3] 
- útoky na klíče (key-only attacks) útočník zná pouze podpisovací veřejný klíč, 
- útoky na zprávy (message attack) útočník je schopen prohlížet podpisy odpovídající, 
buď známým, nebo vybraným zprávám; útok na zprávy můžeme dále rozdělit: 
1. útok známými zprávami (key-only attack) útočník zná podpisy sady zpráv, 
které sám zná, ale nemohl si je sám vybrat,    
2. útok vybranými zprávami (message attack) útočník získá platný podpis 
z vybraného seznamu zpráv ještě před pokusem o prolomení podpisového 
schématu; tento útok je typem „non-adaptive“ ve smyslu, že zprávy jsou 
vybrány před podpisem a je stejný jako útok proti vybranému zakódovanému 
textu, 
3. adaptivní útok na vybrané zprávy (adaptive message attack) útočníkovi je 
povoleno používat podpis jako předpověď; útočník může požadovat podpis 
zprávy, která závisí na podpisovatelově veřejném klíči a on může žádat tento 
podpis, který záleží na předchozím obdrženém podpisu nebo zprávě. 
 
3.3.6 Strategie útoku a běžné nedostatky protokolů     
Studiem úspěšných útoků můžeme odkrýt nedostatky používaných šifrovacích protokolů. Díky tomu 





Narušitel uprostřed (Man-in-the-middle) 
Typickým představitelem tohoto typu útoku na neautorizovaný Diffie-Hellman klíč je: 
 












 ←    (3.5) 
 
A a B mají privátní klíče x a y. E vytváří klíče αx‘ a αy‘. E zachycuje klíč vyslaný A, modifikuje ho       
a posílá ho dále k B. 
 
Útok zrcadlením (Reflection attack) 
Předpokladem je, že A a B sdílejí stejný klíč K a ověření jeden druhého se provádí na základě znalosti 
tohoto klíče: 
 
    A    B 
    →  rA      (3.6) 
     
 EK(rA, rB) ←    (3.7) 
    →  rB      (3.8) 
 
  Útočník E může napodobit uživatele B. Po odeslání zprávy od A útočník E ji zachytí a zavede 
nový protokol. Odesílá identickou zprávu rA zpět k A, jakoby tuto zprávu posílal B. V další části  
A odpoví zprávou EK(rA, rB), kterou E znovu zachytí a jednoduše zopakuje zpět pro A, jako odpověď 
pro výzvu rA v originálním protokolu. Poté dokončí první protokol a věří, že úspěšně ověřil B, dokud 
se správné B nezapojí do komunikace. 
 
      A    E 
    →  rA      (3.8) 
rA  ←    (3.9) 
→  EK(rA, rA‘)                  (3.10) 
EK(rA, rB =  rA‘ ) ←               (3.11) 
    →  rB                       (3.12) 
 
Útoku může být zabráněno použitím různých klíčů K a K‘ pro zašifrování od A pro B a od B pro A. 
Alternativním řešením je zabránění symetrie zpráv vložením identifikátoru od vznikající strany uvnitř 





Prokládací útok (Interleaving attack) 
Uvažujme o následujícím špatném ověřovacím protokolu, kde sA představuje podpisovou operaci ze 
strany A, která předpokládá, že obě strany mají důvěryhodné kopie veřejných klíčů. 
 
 
A    B 
    →  rA               (3.13) 
     
 rB,sB(rB, rA,A) ←             (3.14) 
    →  rA‘,sA(rA‘, rB,B)              (3.15) 
 
Záměrem je, že náhodné číslo vybrané A a B společně s podpisem poskytují garanci použití 
nového klíče a ověření entity. Útočník E může začít protokol s B (útočník předstírá, že je A) a nebo  
s A (útočník předstírá, že je B) a používá zprávy z novějšího protokolu k úspěšnému dokončení dříve 
použitého protokolu. Tímto klame B, které věří E, že se jedná o A, a tak A iniciuje nový protokol. 
 
A    E    B 
      →  rA               (3.16) 
rB,sB(rB, rA,A) ←             (3.17) 
rB  ←                 (3.18) 
→  rA‘,sA(rA‘, rB,B)                  (3.19) 
      →  rA‘,sA(rA‘, rB,B)              (3.20) 
 
Tento útok je možný kvůli symetrii zpráv (3.17) a (3.19) a můžeme mu zabránit vytvořením 
rozdílných struktur, bezpečné vazby identifikátoru pro každou zprávu udávající číslo zprávy nebo 
jednoduše vyžádáním originálního rA namísto rA‘. 
 
Ztracenou důvěrou serveru (Misplaced trust in server) 
„Otway-Rees“ protokol obsahuje následující zprávy: 
 
A → B : M, A, B, EK AT(NA, M, A, B)                (3.21) 
B → T : M, A, B, EK AT(NA, M, A, B), EK BT(NB, M, A, B)             (3.22) 
B ← T : EK AT(NA, k), EK BT(NB, k)                (3.23) 
A ← B : EK AT(NA, k)                  (3.24) 
 
Při přijímání zprávy B → T musí server ověřit, že se pole s šifrovanými daty (M, A, B) 
shoduje v obou částech, a že přidáním těchto polí se shoduje s původním textem (M, A, B). Pokud 
znak, který přenáší data o kontrole, není přenesen, pak se naskytne možnost pro útok. Útočník           
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E může změnit původní zprávu od B (ale ponechá obě zašifrované verze obou identifikátorů               
A a B neporušeny), podstrčením NB svým vlastním NE a použitím klíče KET (který E sdílí prioritně 
s T) namísto KBT.  Na základě textu určeného identifikátory E, šifruje T část zprávy  B ← T pomocí 
klíče  KBT dovolujícím E obnovit k. A věří, že se jedná o originální protokol, že k je sdíleno s B. Útok 
je popsán takto: 
 
A → B : M, A, B, EK AT(NA, M, A, B)               (3.25) 
B → E : M, A, B, EK AT(NA, M, A, B), EK BT(NB, M, A, B)            (3.26) 
E → T : M, A, E, EK AT(NA, M, A, B), EK ET(NB, M, A, B)            (3.27) 
E ← T : EK AT(NA, k), EK ET(NE, k)               (3.28) 
A ← E : EK AT(NA, k)                 (3.29) 
 
Tento útok je možné prolomit pomocí rafinovaného způsobu, kde A odvodí identitu druhé 
strany a k je dostupné v poslední části A ← E. Entita A nemá žádné přímé označení druhé strany, na 
které T umožnilo získání k, ale opírá se o NA  v části A ← E a je spojený s párem (NA, B) v chráněné 
části A → B. Entita A tedy spoléhá na server, že vytvoří klíč k, dostupný pouze pro stranu požadující  
A a ta může být zajištěna pouze od T, díky použití chráněných polí (M, A, B). 
 
 
4 Cloud computing 
První zmínka o Cloud computingu se objevila od společností Google a Amazon a původně zněla 
jedna z definicí takto [12]: 
 
Cloud computing označuje přístup k vizualizovaným zdrojům na vyžádání (on-demand), které 
jsou umístěny v datových centrech. Tyto zdroje jsou sdíleny mezi lidmi, dají se jednoduše použít, jsou 
přístupná z webu a placena podle způsobu použití. 
 
Jakkoli tato definice odráží běžné zkušenosti uživatelů, v reálném světě je výše uvedená definice 
poměrně limitující. Například, co když vyžadujeme poskytování produktů jako službu na internetu? 
Zprvu se tento koncept může zdát velmi atraktivní. Definice podle National Institute of Standards and 
Technology (NIST) [12]: 
 
 Cloud computing je model, který umožňuje pohodlný přístup k síti na vyžádání, kde můžeme 
sdílet výpočetní zdroje, které může snadno konfigurovat. Jsou to např. servery, databáze, aplikace  
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a služby. Tyto zdroje lze rychle a jednoduše s minimálním úsilím překonfigurovat. Tento model 
cloudu podporuje dostupnost a je tvořena pěti základními charakteristikami, tři modely pro dodání  
a tři pro nasazení.    
 
Tato definice je přesnější než první uvedená, je více technika, ale pořád není dostačující. 
Podívejme se například na největší a nejúspěšnější cloudové poskytovatele a získáme další dvě 
charakteristiky, které jsou zřejmé. Téměř veškeré zdroje jsou umístěny mimo komoditní trhy              
a vyskytují se pouze v pár základních budovách. 
 
Definice cloud copmutingu [12]: 
Cloud computing je výpočetní typ, který jednoduše a na vyžádání poskytuje přístup do 
skupiny pružných výpočetních zařízení. Tyto zařízení jsou poskytovány jako služby síti, nejčastěji 
internetu, které jsou schopné fungovat díky inovacím v počítačových technologiích, operacích            
a ekonomických modelech. Cloud, díky své technologii, umožňuje zákazníkům pracovat efektivněji, 
s minimálními náklady spolehlivě bez ohledu na to, kdo ho provozuje, kdo na něm pracuje a nebo, kde 
je umístěn. 
 
Definici můžeme zestručnit 
Cloud computing je část počítačových technologíí, která umožňuje jednoduchý přístup            
a snadnost použití za relativně nízkou cenu.      
 
U cloud computing definujeme tři základní vrstvy:  
- cloudová infrastruktura (Infrastruktura jako servis - IaaS), 
- platforma pro cloudové aplikace ( Platforma jako servis - PaaS), 




Obr. 7: Hlavní vrstvy Cloud Computingu [12]. 
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Infrastruktura jako servis (IaaS) 
Vrstva obsahuje všechny fyzické a virtuální zdroje, které se používají pro vytvoření Cloudu a úzce 
připomíná klasické IT.  Veškeré fyzické nebo virtuální servery, úložiště a všechny ostatní zdroje jsou 
spravovány poskytovatelem cloudu, tím pádem nejsou svázány se software, který na nich běží. 
Existuje stále mnoho inovačních procedur, které mohou být na této vrstvě aplikovány.  
 
Platforma jako servis (PaaS) 
Jedná se o relativně novou vrstvu. Poskytuje zdroje, jakými mohou být počítače, úložiště a síť, na 
kterých PaaS je zodpovědný za organizování a operace, na všech zařízeních.  PaaS využívá 
vizualizace infrastruktury. PaaS vystupuje z pohledu zákazníka jako samostatný server.  
 
Software jako servis (SaaS) 
Cloudové aplikace jsou důvodem, proč je cloud computing v dnešní době tak oblíbený. Aplikace 
přístupné kdykoliv a téměř kdekoliv jsou to, co zákazníci vyžadují. Tyto moderní síťové aplikace jsou 
často spojovány s webovými aplikacemi.  
 
Rozdělení z pohledu implementace: 
- privátní cloud – implementace cloudu pro uživatele a uzavřené skupiny, 
- veřejný cloud – služby jsou k dispozici jako veřejná služba, 
- hybridní cloud – kombinace privátního a veřejného. 
 
Výhody Cloud computingu: 
- cena (základní myšlenka cloudu „Platím jen za to, co používám“), 
- samoobslužnost (možnost zadávat požadavky kdykoliv), 
- standardizace (běžné a rutinní požadavky levně a rychle), 
- flexibilita (rychle reaguje na požadavky zákazníka), 
- využitelnost prostředků (virtualizace umožňuje snadno přizpůsobit systém  potřebám). 
 
Asi nejznámější společností ve světě Virtualizace je VMware. Tato společnost poskytuje několik 
nástrojů, které se dají využít pro výstavbu osobního i veřejného cloudu. Na internetu lze najít několik 
nástrojů, které se dají také využít pro cloudová řešení. Problémem je poměrně velká složitost 









Cílem této práce je návrh a realizace distribuovaného systému, který bude schopen pomocí více 
výpočetních jednotek, řešit zadaný problém. Existuje mnoho mechanismů, pomocí kterých lze 
naprogramovat distribuované aplikace (RMI-IIOP, CORBA). Jedním z nich je JAVA RMI (Remote 
Method Invocation) [5]. Jeho výhodou je, že při vytváření aplikací nemusíme řešit režijní provoz 
paketů ale ke všem objektům, které definujeme jako vzdálené, přistupujeme, jako by se jednalo           
o lokální objekty.  
 
 
5 JAVA RMI 
 
Obr. 8: Základní schéma JAVA RMI [7]. 
 
Na Obr. 8: je vidět základní funkční schéma JAVA RMI. V první fázi dochází k nahrání 
stubu, ze strany serveru, do registrů a k zaregistrování objektů. Pro tento účel je zde využívá daemona 
rmiregistry.  Po registraci všech objektů, které budou použity pro vzdálená volání, přichází na řadu 
klient. Klient se připojí k registrům a stáhne si stub, se kterým bude nadále pracovat, jako by se 
jednalo o lokální třídu.  Jakmile jsou vyřešeny veškeré náležitosti potřebné ke komunikaci, může 





Obr. 9: JAVA RMI podle referenčního modelu OSI [6]. 
 
Základní procedury, která používá klient pro komunikaci se serverem [5]: 
- klient získá instanci třídy stub. Třída stub je automaticky generována z cílové třídy 
serveru a implementuje všechny metody, které jsou na serveru, 
- klient volá metodu, která se nachází ve stub. Metoda volání je stejná, jako bychom volali 
lokální metody, 
- stub vytváří spojení se skeletonem nebo používá již existující spojení. Informace se 
posílají pomocí socketů. Všechny informace asociované k volání jsou zapouzdřeny. 
Nachází se zde informace, které obsahují název metody a všechny argumenty. Tyto 
informace jsou zasílány skeletonu, 
- skeleton převede data a vyvolá metodu, která volá aktuální objekt na serveru. Tomu je 
přiřazena návratová hodnota objektu, který se nachází na serveru. Tato hodnota je 
zapouzdřena a odeslána na stub, 




5.1 RMI kompilátor 
Stub a skeleton jsou generovány ze souborů umístěných na serveru. Kompilátor se spouští 
v příkazové řádce pomocí příkazu rmic 
 
      rmic [nazev třídy]                    (4.1) 
 
Za předpokladu, že se třída nachází v aktuální cestě programu (CLASSPATH), dojde 
k vygenerování dvou dalších tříd. Názvy těchto tříd budou stejné, jako je název původní třídy 
rozšířené o _skel a _stub. Od JAVA verze 1.4.2 se skeleton generuje automaticky, takže ho není 
potřeba explicitně generovat. 
 
Příklad: Pomocí RMI kompilátoru zkompilujeme třídu MyClass 
 
    rmic MyClass                             (4.2) 
 
Kompilátor vygeneruje další třídu a připojí k názvu _stub 
 
    MyClass_stub                             (4.3) 
 
Nejpoužívanějším příkazem, spojeným s RMI kompilátorem je   
 
    rmic –keep,                                         (4.4)  
 
který automaticky generuje JAVA zdrojový kód, který používá stub. 
 
5.2 Serializace 
Serializace je asi nejdůležitější mechanismus pro předávání objektů a převedení ho do datového toku. 
JAVA má definováno převádění primitivních datových typů, jako integer nebo float. Pokud všechny 
instance objektu obsahují primitivní typy, pak můžeme pomocí pár dohodnutých pravidel, 
automaticky definovat způsob, jakým bude k převodu docházet. Takové objekty potom nazýváme 
jednoduše serializované . Hlavní myšlenkou serializace je, že pokud definice třídy obsahuje pouze 
odkaz na primitivní typy nebo na třídy, které jsou sami o sobě schopné serializace, potom třída jako 
taková je serializovatelná. Takové třídy nazýváme serializovatelné. 
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Pokud není možné nějakou třídu serializovat a je to potřeba, musí programátor napsat kód, který 
umožňuje předávat objekt hodnotou.  
 
5.3 Rozhraní 
Ve všech kvalitně napsaných systémech jsou vzdálená rozhraní nejdůležitějšími částmi celého 
systému. Část aplikace, která vystupuje v systému jako server, poskytuje rozhraní, které se nazývá 
StockInfo. Toto rozhraní definuje dvě metody: register() a unregister().  
Klient registrovaný v StockInfo musí mít implementováno StockUpdate rozhraní a musí 
předávat referenci na rozhraní StockInfo. Tato reference se předává jako argument pomocí metody 
register(). Pokud je tato reference již připojena k StockUpdate objektu, StockInfo server může tuto 
referenci používat ke  komunikaci s klientem. Tento objekt se nazývá “callback”. 
 
  package rmistock;import java.rmi.*; 
  public interface StockInfo extends java.rmi.Remote { 
  void register(StockUpdate o) throws RemoteException; 
  void unregister(StockUpdate o) throws RemoteException; 
  } 
 
StockUpdate interface: 
 package rmistock;import java.rmi.*; 
 public interface StockUpdate extends java.rmi.Remote { 




Jakmile je klient zaregistrován na serveru v StockInfo, server periodicky zasílá klientovi 
update(). Tato metoda náleží objektu StockUpdate. Díky této metodě se klient sám jeví jako RMI 
server a musí být schopen sám reagovat na vzdálená volání kdykoliv je volán StockInfo.register. 
 
Pokud máme všechna rozhraní definována, musíme dále implementovat třídy, které budou 
připojeny k těmto rozhraním. Pro rozhraní StockInfo se generuje třída StockInfoImpl. 
 
Tato třída se stará o tři základní úkoly: 
- implementuje rozhraní StockInfo, 
- stará se o aktivaci a registraci objektů pomocí Rostock.StockInfo, 
- implementace vláken, která informují každého registrovaného klienta o jakékoliv změně 




Implementace metod v rozhraní StockInfo 
public synchronized void register(StockUpdate o) throws RemoteException { 
    if (!(clients.contains(o))) { 
       clients.addElement(o); 
       System.out.println("Registered new client " + o); 
     } 
 } 
public synchronized void unregister(StockUpdate o) throws RemoteException 
{ 
    if (clients.removeElement(o)) { 
       System.out.println("Unregistered client " + o); 
    } else { 
  System.out.println("unregister: client " + o + "nebyl registrovan."); 
    } 
} 
 
Základní kostra rozhraní StockInfoImpl, která vytváří RMI registry na portu 5001, inicializuje 
StockInfoImpl objekt. Tento objekt registruje v RMI registry a implementuje metodu pro update 
vlákna. 
 
 public static void main(String args[]) { 
 System.setSecurityManager(new RMISecurityManager()); 
 try { 
  LocateRegistry.createRegistry(5001); 
  StockInfoImpl sii = new StockInfoImpl(); 
  Naming.rebind("//:5001/rmistock.StockInfo", sii); 
  System.out.println("StockInfoImpl registered and ready"); 
  Thread updateThread = new Thread(sii, "StockInfoUpdate"); 
  updateThread.start(); 
 } catch (Exception e) { 
  e.printStackTrace(); 




Klienti používají pro komunikaci se serverem metodu java.rmi.Naming.Lookup, která zajišťuje odkaz 




Jedná se o procedurální komunikační nástroj pracující na modelu server-klient. Výhodou 
komunikace je jednoduchost a možnost práce se vzdálenými objekty, jako by se jednalo o objekty 
lokální. Jedinou nevýhodou tohoto nástroje je omezení pouze na programovací jazyk JAVA.   
Mechanismu RMI zajišťuje komunikaci mezi klientskou částí aplikace (skeleton) a serverem, 
kterým může být libovolný vzdálený objekt.  Klientem může být libovolný objekt jazyka JAVA.  
Komunikace mezi těmito objekty je definovaná rozhraním RMI. Klient získává odkaz na vzdálený 
40 
 
server pomocí rmiregistry.  V tomto registru jsou registrovány (tzv. „bindovány“) objekty pod 
zvoleným jménem. Kromě přímého přístupu k těmto objektům je dále možnost získat odkaz jako 
výsledek jiného vzdáleného volání.  
Klient pracuje s lokálním rozhraním vzdáleného objektu, označovaným jako stub. Aktivaci 
mezi rozhraním serveru a klientem můžeme označit jako vzdálené volání. Na rozdíl od běžné aktivace 




Obr. 10: Ukázka vzdáleného volání [10]. 
 
Základní kroky potřebné k vytvoření RMI systému: 
1. vytvoření rozhraní (interface), 
2. vytvoření třídy implementující vytvořené rozhraní,  
3. vytvoření serveru, který vytváří instance pro již vytvořenou třídu, 
4. vytvoření klienta, který se připojí na server, 
5. kompilace všech tříd, 
6. spuštění kompilátoru pro RMI rozhraní (rmic), 
7. spuštění RMI registrů, 
8. spuštění serveru, 
9. spuštění klienta. 
 
V terminologii RMI jakákoliv VM (Virtual Machine) iniciuje RMI invokaci je považována za 
klienta, zatímco VM, která přijímá a zpracovává RMI požadavky je považována za server.    
 
Remote Method Invocation (RMI) umožňuje programům napsaným v JAVA volat programy, 
které pracují na  jiných VM. Obvykle se tyto nacházejí někde na síti.  
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RMI server je definován jako rozhraní rozšiřující java.rmi.Remote rozhraní. Všechny metody 
definované v tomto rozhraní musí být deklarovány pomocí identifikátoru throw 
 
       void Znak (String s) throws RemoteException;   (4.5) 
 
Každý RMI server musí začít s přepsáním původního SecurityManagera s instancí 
RMISecurityManagera. K oznámení dostupnosti služby, která je instancí serveru, se používá RMI 
registru. Objekty jsou do registru přidány pod jmennými označeními pomocí metody 
java.rmi.namig.rebind. RMI registry jsou spuštěny jako rmiregistry deamon 
 
Naming.rebind (“client1”,client);             (4.6) 
 
5.5 Callback vs polling 
Je možné nalézt mnoho informací, které popisují komunikaci typu klient-server. Co když ale 
potřebujeme komunikaci i v opačném směru? Co když potřebujeme, aby i server zasílal dotazy na 
klienta? Je možné, aby RMI server aktivně komunikoval se všemi klienty, kteří jsou připojeni, aniž 
by klient sám musel iniciovat spojení? V této části textu si ukážeme, že to možné je. 
RMI aplikace jsou řízeny potřebami mít několik klientů pracujících na zadaném problému ve stejném 
čase. Toto s sebou nese řadu problémů. Jedním ze základních problémů je, že klienti si mezi sebou 
nepředávají žádné informace, takže jeden o druhém nic neví. Klasickým příkladem je hešování 
(cachování) dat na straně klienta. Pokud jeden klient aktualizoval data, ostatní klienti již od této 
chvíle pracují se starými daty.  
Typickým, nikoli nejlepším příkladem řešení tohoto problému je, že každý klient se 
pravidelně dotazuje RMI serveru na aktualizace. Při takovém způsobu dotazování je zapotřebí 
zasílání dotazovacích požadavků, které zbytečně zatěžují přenosový kanál. Dále zde bude problém  
s daty, protože v určitou chvíli bude klient pracovat se starými informacemi. V JAVA J2EE se 
používá  metoda JMS (Java Messaging Service) [5], která tyto nedostatky eliminuje. Za předpokladu, 
že jsou všechna data aktualizována na jednom místě, může JMS zaslat tyto aktualizované informace 
všem klientům.  
Alternativou k výše uvedenému řešení je prosté volání RMI jako v modelu AWT/Swing.  
V tomto modelu jsou objekty implementovány jako jednoduché rozhraní, které reaguje na určitou 
událost.  Kdykoliv dojde k určené události, jsou objekty o této události informovány. Každý objekt 
provede adekvátní reakci, která je mu přidělena. Tento model je lepším řešením, než model 




5.5.1 Dotazovaní ze strany klienta 
Jsou dva hlavní důvody, proč používat dotazování ze strany klienta. Prvním z nich je jednoduchost 
navrženého systému. V tomto modelu volá klient aplikace, které jsou umístěny na serveru. Server 
netuší, který z klientů provádí volání a který klient čeká na odpověď. Netuší také, zda má odpovědět. 
Tato metoda se používá pro aplikace umožňující jednoduše informovat různé klienty. Může se stát, že 
klient nemůže přijmout spojení ze serveru. Typickým příkladem je použití firewallu. Firewall 
odděluje dvě sítě a omezuje síťový provoz podle určitých pravidel. Občas se může stát, že se klient 
nemůže spojit se serverem. 
 
5.5.2 Zpětné volaní ze strany serveru 
Můžeme použít řešení, kde používáme RMI server implementovaný do aplikace na straně klienta. 
Části kódu vystupující jako server získávají odkazy na klientskou stranu serveru a používají je ke 
zpětnému volání, když server dokončí svoji práci. Funkci zpětného volání můžeme popsat ve dvou 
krocích: 
 
1.  klientská aplikace vyvolá vzdálené volání serverové aplikace. Při tomto vzdáleném volání se 
předává i odkaz na RMI server uvnitř klientské aplikace, 
2.  po vyřízení požadavku ze strany serveru dojde k volání vzdálených metod ze strany RMI 
serveru uvnitř klientské aplikace.      
 
Zpětné volání ze strany serveru má velké výhody oproti dotazování ze strany klienta. Jednou 
z největších výhod je snížení datových přenosů a snížení zpracovávaných dat na straně serveru. 
Představme si aplikaci, kdy na serveru potřebujeme vytisknout určitý počet materiálů. Pokud bychom 
použili metodu dotazování ze strany klienta, tak by podle počtu výtisků, byla síť zahlcena odpověďmi 
za každou vytištěnou stranu. 
 
Pro implementaci zpětného volání ze strany serveru potřebujeme provést následující tři kroky: 
 
1. definice rozhraní zpětného volání a změnu našeho rozhraní, aby bylo schopné přijímat 
instance ze severu (objekty), 
2. implementace rozhraní na straně klienta využívající námi napsaný kód, 
3. úprava serveru, aby byl schopen zpětně komunikovat s klientem.   
43 
 
5.6 Aktivace vzdálených objektů 
Distribuované systémy jsou navrženy pro podporu dlouho trvajících stálých objektů. Systém může 
být navržen pomocí tisíců, možná i milionů takových objektů. Bylo by zbytečné a neefektivní, aby 
všechny tyto objekty byly po celou dobu běhu aplikace aktivní. Klienti potřebují mít možnost ukládat 
reference na objekty. Kdyby došlo k neočekávanému pádu systému, systém musí být schopen navázat 
znovu spojení se všemi prvky. Toto bude možné pouze v případě, že jsou objekty aktivní. 
Aktivace objektů je mechanismus umožňující trvalé udržování referencí na objekty a řízení 
implementace objektů. V RMI je umožněno objektům začít provádět svoji činnost podle potřeby. 
Pokud je potřeba přistoupit k objektu, který umožňuje vzdálenou aktivaci, systém zjistí, zda objekt 
provádí nějakou činnost. Pokud je objekt ve stavu nečinnosti, systém přidělí objekt do vhodné JVM 
(Java Virtual Machine).  
 
5.6.1 Terminologie 
Jako aktivní můžeme označit objekt, který je inicializován a exportován do JVM na některém 
systému. Pasivní objekt je takový, který ještě není inicializován v žádné JVM, ale může být převeden 
do aktivního stavu. Procesem známým jako aktivace označujeme transformaci pasivního objektu do 
aktivního stavu. K aktivaci je potřeba, aby byl objekt asociován s JVM, která může nahrát třídu 
náležící k danému objektu. 
V RMI systémech se používá tzv. „líná aktivace“ (Lazy activation).  Tento způsob aktivace 
objektu se provádí až při prvním použití vzdáleného volání.   
 
5.6.2     Lazy aktivace 
Jedná se o starší Unixovou techniku. Základní myšlenkou je ponechání jednoho procesu aktivním. 
Tento proces monitoruje aktivitu přicházejících požadavků od ostatních aplikací. RMI využívá 
přístupu pomocí daemona, který se nazývá rmid (Remote Invocation Method Daemon). Programy na 
RMI serveru registrují objekty do aktivačních skupin. Tyto skupiny jsou zaregistrovány v rmid, který 
se stará o jejich aktivaci. Pokud rmid detekuje požadavek na konkrétní službu, tak jí vyvolá. Později, 
když už na systému nedochází k činnosti, úkol RMI daemona je udržovat data služeb a pokračovat 
v monitorování.  Výhodou jsou menší nároky na výpočetní zdroje a ušetření výpočetního času.    
 
Rozhraní vzdáleného objektu obsahuje 
1. aktivační identifikátor pro vzdálený objekt, 
2. „živou“ referenci (možné i null) obsahující „aktivní“ referenci na vzdálený objekt. 
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5.6.3 Nastavení systémových proměnných 
Nastavení proměnných je nezbytnou částí systému. Bez těchto proměnných nebudeme schopni 
systém aktivovat, protože nebude vědět, odkud má stáhnout řídicí třídu. Klíčovými jsou hodnoty 
Codebase a Policy. Hodnota Codebase říká systému, kde má lokalizovat třídu, ze které se dynamicky 
stahují objekty. Hodnota Policy umožňuje systému povolení nebo blokování komunikace. Pro 
nastavení těchto dvou proměnných máme na výběr ze dvou možností. První z nich je použít níže 
uvedený kód., kde ServerCODEpolicy.getCodebase() a  ServerCODEpolicy.getPolicy() jsou metody, 






System.setSecurityManager( new RMISecurityManager()); 
 
Druhou možností nastavení systémových parametrů je při kompilaci pomocí příkazové řádky. 
 
java.rmi.server.codebase=file:/c:/rmi/ann/public_html/classes/compute.jar 
     -Djava.rmi.server.hostname=mycomputer.example.com 
     -Djava.security.policy=server.policy 
        engine.ComputeEngine 
 
 
6 Plug-in Genady 
Při prvním seznamování s JAVA RMI člověk velice rychle zjistí, že kompilace a s ní spojené 
procedury jsou velice náchylné na syntaxi. Pouhé vygenerování stubu, vyžaduje velkou dávku 
zručnosti a zkušeností. Na internetu lze nalézt pár nástrojů, které nám mohou práci usnadnit. U velké 
části těchto nástrojů se setkáme s určitými omezeními. Při hledání je možné narazit i na placené 
zástupce z této skupiny nástrojů. Jedním z nich je RMI Plug-in for Eclipse version 2.0 [8].  Jak již 
bylo zmíněno dříve, jedná se o plug-in, který není volně dostupný. Po krátké komunikaci s panem 
Genady Beryozkinem jsem získal registrační klíč, který mi umožňuje využívat výhod tohoto plug-in. 
Použití plug-inu výrazně usnadňuje práci při generování stub a skeleton pomocí rmic, umožňuje 
rozšířenou konfiguraci, analýzu a ladící nástroje. Po úspěšné instalaci a základním seznámením 





7 Problémy s implementací 
Při spuštění aplikace se může objevit informace: „class not found“ 
Řešením tohoto problému je přidání adresáře, ze kterého se pouští aplikace, do CLASSPATH 
 
Může se objevit zpráva: „Exception occured: java.rmi.UnmarshalException: Return value class not 
found; nestex exception is: java.lang.ClassNotFoundException: “ 
Řešením tohoto problému přidáním adresáře, kde se nachází server, do hodnoty CODEBASE. 
 
 
8 Postup návrhu 
Na začátku každé práce stojí zadání cílů, kterých chceme dosáhnout. Stál jsem před problémem, co 
vůbec očekávám od své aplikace a co bude aplikace řešit. V následující části se pokusím přiblížit 
čtenáři mnou stanovené cíle.  
 
Systém bude celkově naprogramován pomocí programovacího jazyku JAVA. Výhodou 
tohoto jazyka je relativní jednoduchost při práci, přenositelnost a v neposlední řadě obrovská 
podpora. Od roku 2007 je JAVA vyvíjena jako open source, což umožňuje programátorům nahlížet    
a učit se z kódů ostatních. Další výhodou tohoto jazyka je schopnost pracovat na úrovni síťového 
spojení. 
 
Základním problémem bude distribuce na více výpočetních stanic. Z důvodu relativně 
snadného testování a omezení počtu výpočetních stanic bude aplikace omezena na 10 klientů. Protože 
se bude jednat pouze o testovací aplikaci, která má ověřit, zda jsme schopni pomocí více stanic řešit 
zadaný úkol, proto bude vstupem do aplikace krátký řetězec znaků. Tento řetězec budeme vyhledávat.  
 
Předpokladem je, že čím více stanic pro řešení problému použijeme, tím rychleji nalezneme 





8.1 Algoritmus pro distribuovaný výpočet  
O distribuci práce pro vybraný počet klientů se stará třída DW.java Třída je navržena tak, aby byla 
schopna dynamicky rozdělovat zátěž klientům. Klientských stanic může být maximálně deset. 
Využívá se zde navrženého algoritmu, který se snaží distribuovat práci se stejným zatížením pro 
každého klienta. Znevýhodněn je pouze poslední klient. Níže, v popisu algoritmu, bude uvedeno toto 
znevýhodnění.  Toto znevýhodnění vychází z předpokladu, že volené heslo nebude složeno pouze ze 
znaků “z”. 
 




x.......xxxxV ++++ +++++=  , kde      (7.1) 
 
x  - počet možných znaků (malá písmena – 26, malá a velká písmena – 52, malá a velká písmena                                      
      a čísla – 62), 
y – aktuální pozice daného hesla, kde y+z udává délku hesla. 
 
Např. pro heslo o délce 8 znaků a specifikované množině prohledávání malých písmen. Všechny 
možné kombinace pro výše definované parametry: 
 
87654321 2626262626262626V +++++++=     (7.2) 
 
Tento výpočet je ve zdrojovém kódu popsán: 
 
//************pocet kombinaci***************  
   for(int i=1; i<=hesloZnaku ; i++ ){ 
    double exp; 
    exp = Math.pow(pocetZnaku,i); 
    pocetKombinaci = pocetKombinaci + exp; 
    } 
 
Díky výše uvedeným výpočtům můžeme říci, kolik bude celkový počet možných kombinací 
hesla. Tento výpočet by se dal použít pro řešení problému u jednoho klienta. Aplikace je však 
schopna pracovat až s deseti klienty, proto nadále provedeme výpočet možných kombinací, které 




   
K
VC =    ,kde        (7.3) 
 
V – počet všech možných kombinací, 
K – počet klientů, kteří budou řešit zadaný problém. 
 
Tento výpočet je ve zdrojovém kódu popsán: 
 
kombinaceKlient = (long) (pocetKombinaci / pocetKlientu); 
 
Přetypování výsledku na long je zde z důvodu, že proměnná pocetKlientu je deklarována, jako datový 
typ integer. 
 
Pro usnadnění další práce provedeme deklaraci pole charset1. Toto pole je použito pro výběr 
vyhledávaných znaků (malá a velká písmena a čísla). 
 
char[] charset3 = 
"abcdefghijklmnopqrstuvwxyzABCDEFGHIJKLMNOPQRSTUVWXYZ0123456789".toCharArray(); 
 
Pole umožňuje explicitně definovat počáteční a koncový znak. 
 
Tab. 1: Popis indexů u znaků – malá písmena  
Znak a b c d e … … … z 
Index 0 1 2 3 4 … … … 25 
 
 
Tab. 2: Popis indexů u znaků – malá a velká písmena 
Znak a b ... z A B C ... Z 
Index 0 1 … 25 26 27 28 … 51 
 
 
Tab. 3: Popis indexů u znaků – malá a velká písmena a čísla 
Znak a … z A … Z 0 ... 9 




Výše uvedených polí se využívá k dopočítávání počátečního znaku pro každého klienta, který 
definuje množinu, ve které se bude vyhledávat. K výpočtu je využito prosté metody dělení. 
 
x
VZ =       , kde      (7.4) 
 
Z – hledaný znak, 
V – počet vypočtených kombinací připadajících na jednoho klienta, 
x – počet možných znaků (malá písmena – 26, malá a velká písmena – 52, malá a velká písmena                                            
     a čísla – 62). 
 
Uvedený matematický vzorec je vložen do smyčky, která postupným dělením vyhledává index pole, 
ze kterého je nadále vyčten hledaný znak. 
 
Příklad výpočtu hledaného znaku: 
Počet všech kombinací hesla připadajících na jednoho klienta V = 30 000 
Počet možných znaků x = 26 
Pole znaků:  char[] charset = "abcdefghijklmnopqrstuvwxyz".toCharArray(); 
 
Tab. 4: Ukázka výpočtu hledaného znaku 
1. cyklus 84,1153
26
30000Z ==  




84,1153Z ==  




37,44Z ==  





Píšeme znak “c”, protože 
charset[2] = ‘c’ 
 
 
Z tabulky je patrné, že hodnoty indexů u vyhledávaných znaků budou ve většině případů 
desetinná čísla. V kódu je implementována metoda, která provádí zaokrouhlování a teprve poté 
explicitně přetypovává hodnotu na datový typ integer. 
 
V aplikaci je explicitně definováno pole, které se využívá pro předávání vyhledaných znaků 
na stranu klienta. K naplnění tohoto pole dochází na základě počtu vybraných klientů. Každý klient 
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má explicitně přidělen index, pomocí kterého vyčítá znaky z pole. Toto pole je předáváno všem 
klientům současně. Klientská aplikace, která nemá v poli přidělen znak, nemůže provádět 
vyhledávání hesla. 
 
Tab. 5: Pole znaků předávají klientům 
Index 0 1 2 3 4 5 6 7 8 9 10 
Znak            
 
Nultý index pole nemá v programu prozatím žádné opodstatnění. Bylo počítáno s využitím 
tohoto indexu pro režijní účely. Pole je naplňováno v obráceném pořadí, což znamená, že klientovi    
jedna je určen znak na pozici pole 10. 
 
 
9 Popis aplikace vystupující jako Server 
V této kapitole se budeme zabývat základním popisem aplikace. Aplikace je rozdělena na dvě 
samostatné části. Na část zajišťující definování všech parametrů (server) a na část, která řeší část 
zadaného problému (klient). Na začátku návrhu aplikace byl dán požadavek na ovládání aplikace 
z jedné výpočetní stanice. Předpokladem byl neustálý běh klientské části aplikace na pozadí všech 
procesů. Po zadání všech potřebných parametrů ze serveru by došlo k plné aktivaci klienta, který by 
začal řešit zadaný problém.  
 
9.1 Základní obrazovka Server 
Po spuštění serverové části aplikace se uživateli objeví výše uvedené okno s názvem Password 
CRACKER. V horní části okna se nachází položky menu, které budou popsány dále v textu. Do pole 
Searched password musí uživatel zadat heslo, které chce pomocí útoku brutální silou vyhledat. 
Maximální délka hledaného hesla není explicitně omezena. Uživatel by ale měl brát ohled na dobu 
potřebnou pro nalezení hesla. Například heslo o délce 6 znaků trvá jedné klientské stanici přibližně 30 
minut. Pod polem pro zadávání hesla se nachází část, kde definujeme, jakou množinu znaků má 
aplikace použít pro vyhledávání hesla.  Pomocí tlačítka COUNT dochází k předání parametrů všem 
klientským stanicím. Ve spodní části se nachází pole Found password, kam by se mělo vypisovat 
nalezené heslo, Tried password counter by měl vypisovat počet všech vyzkoušených kombinací 
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znaků a do polí Elapsed time by se měl vypisovat čas, který byl potřebný pro nalezení hesla. Z výše 
uvedeného popisu je v tuto chvíli plně funkční pouze horní část.  
 
 
Obr. 11: Základní obrazovka aplikace – Server. 
 
9.2 Položky menu Server 
 




Jak  je  vidět  na  Obr. 11:,  rolovací  menu  Server obsahuje tři položky.  Toto menu slouží 
pro nastavení veškerých náležitostí potřebných ke spuštění serveru. Navíc si zde může uživatel ověřit 
IP adresu stanice.  
 
9.2.1 Local IP address 
 
 
Obr. 13: Položka menu Local IP address – Server. 
 
Okno zobrazuje IP adresu a název počítače, na kterém se nachází aplikace. Tato položka 
menu pomáhá uživateli identifikovat adresu serveru, která musí být zadána na straně klienta. 
 
9.2.2 Server Setting 
 
 
Obr. 14: Základní obrazovka nastavení a spuštění RMI serveru – Server. 
 
Na Obr. 14 je vidět okno sloužící k nastavení portu, který bude využívat aplikace pro 
komunikaci mezi klientskou a serverovou částí. Počáteční hodnota portu je nastavena na hodnotu 
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1099. Tento port je definován IANA. Je zde i definováno, že se jedná o komunikaci pomocí protokolu 




Obr. 15: Nastavení CODEBASE a Policy – Server. 
 
Toto okno slouží pro nastavení systémových proměnných Codebase a Policy. Codebase se 
využívá pro dynamickou práci s třídami ze serveru a Policy umožňuje nastavení povolení a blokování 
komunikace. 
 
9.3 Položky menu Client 
 




Obr. 15. ukazuje možnosti nastavení, které by měly převážně sloužit k získávání informací 
z klientských aplikací. Protože nejsou v aplikaci implementovány metody využívající zpětnou 




Obr. 17: Nastavení počtu klientů – Server. 
 
Pomocí počtu vybraných checkboxů specifikujeme počet klientů, kteří budou řešit zadaný 
problém. Pro potvrzení výběru slouží tlačítko Check clients. Po potvrzení výběru dojde k uložení 
hodnot do programu a pomocí výše uvedeného algoritmu se dopočítávají znaky, které specifikují 




Obr. 18: Kontrola nastavení parametrů klienta – Server. 
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Toto okno by mělo sloužit pouze jako ověření nastavení na straně klientů. Aplikace by měla 
umožňovat toto nastavení využít pro skupinu vybraných klientů. Tuto metodu se prozatím nepodařilo 
implementovat.  
9.4 Položky menu Help 
 
Obr. 19: Položky rolovacího menu – Server. 
 
Menu HELP je využíváno pro prohlížení systémového logu, který je ukládán do souboru,      
a pro několik málo informací o aplikaci. Tato položka představuje pouze informační charakter.  
55 
 
9.4.1 System log 
 
Obr. 20: Systémový log aplikace – Server. 
 
Veškeré položky, které by se při běhu aplikace zobrazovaly v konzole, byly přesměrovány do 
souboru. Tento soubor se nachází H://RMI/PswCracker.log.  Je explicitně nastaven v programu a dá 
se změnit pouze ve  zdrojovém kódu. 
 
 
10 Popis aplikace vystupující jako Klient 
V této kapitole si představíme aplikaci, která je spuštěna na straně klientských stanic. Po nastavení 
veškerých náležitostí na straně serveru musí aplikaci říci, jakého klienta zastupuje. Jak bylo uvedeno 
dříve, aplikace je schopna rozdělit hledanou množinu znaků na maximálně deset stanic. Při výběru 






10.1 Základní obrazovka Client 
 
Obr. 21: Základní obrazovka aplikace – Klient. 
 
Do položky IP adresa serveru může uživatel zadat IP adresu serveru a po potvrzení pomocí 
tlačítka Check program zkouší funkčnost spojení. Po úspěšném spojení se serverem se do pole Status 
vypíše Ready. Pokud nebylo spojení navázáno, v poli Status se vypíše Unreachable. Rolovací nabídka 
název klienta slouží k přiřazení jména danému klientovi. Díky tomu je klientovi přidělen index pole, 
ze kterého dochází k výběru znaku. Tato problematika je popsána v kapitole 6.1.  Klient se aktivuje 
pomocí tlačítka Start klient. 
 
10.2 Položky menu File 
 
Obr. 22: Položky rolovacího menu – Klient. 
 
Rolovací menu slouží k nastavení základních parametrů, potřebných pro metodu RMI            
a zjištění lokální IP adresy.   
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10.2.1 Submenu Local IP address 
 
Obr. 23: Položka menu Local IP address – Klient. 
 
Vypisuje lokální IP adresu dané stanice. Tato adresa by se měla vypisovat na straně serveru 




Testovací sestava:  
- Procesor CORE i5 M430, 2.27GHz 
- RAM 4GB 
 
 
Obr. 24: Vytížení procesoru na testovací sestavě – spuštěná aplikace (oranžová). 
 
Tab. 6. Počet operací daného algoritmu na CPU za 1s u testovací sestavy 
 
  
1. měření 2. měření 3. měření Průměr 
Malé [Operací CPU / 1s] 9829457 9365429 9824189 9673025 
Malé a velké [Operací CPU / 1s] 8338664 8166968 8588853 8364828 
Malé a velké a 
čísla 





Tab. 7. Naměřené hodnoty pro heslo „korsux“ 
 
Počet stanic 1 2 3 4 5 6 7 8 9 10 
Doba potřebná k 
nalezení hesla [s] 
1523 1532 375 656 100 392 263 243 99 96 
 
Tab. 8. Naměřené hodnoty pro heslo „hesloo“ 
           Počet stanic 1 2 3 4 5 6 7 8 9 10 
Doba potřebná k 
nalezení hesla [s] 
1083 1059 1085 255 377 521 223 215 217 501 
 
Tab. 9. Naměřené hodnoty pro heslo „paSwoR“ 
 
Počet stanic 1 2 3 4 5 6 7 8 9 10 
Doba potřebná k 
nalezení hesla [h] 
18,5 18,5 18,4 10,2 4,1 9,3 10,5 4,4 6,7 7,0 
 
Tab. 10. Naměřené hodnoty pro heslo „m4ReK“ 
 
Počet stanic 1 2 3 4 5 6 7 8 9 10 
Doba potřebná k 
nalezení hesla [s] 





Graf. 1: Naměřené hodnoty pro heslo „korsux“ 
 
 














Z grafů je patrné, že díky distribuci vyhledávaných kombinací nalezneme heslo rychleji, než 
kdybychom použili pouze jednu výpočetní stanici. Je zde také vidět, že rychlost výpočtu je závislá na 
vhodně zvoleném hesle. Z Graf. 1: je patrné, že doba potřebná k vyhledání hesla, se zvyšujícím se 
počtem, klesá. Naopak v Graf. 4: vidíme, že doba potřebná k nalezení hesla neustále neklesá, ale 
v určitý okamžik se doba prodlužuje. To je způsobeno volbou znaků u navrženého algoritmu. Pokud 
bychom chtěli tuto dobu zkrátit, musel by být počet stanic, které řeší zadaný počet obrovský. Každá 
stanice by řešila pouze zlomek množiny všech kombinací. Toto je však v reálných podmínka 





























V teoretické části se práce zaměřuje na základní seznámení s principy DS (Distribuovaných systémů) 
a popisem útoků na kryptografické systémy. Teoretická část je rozdělena na dvě menší části. V první 
části jsou vysvětleny základní principy paralelních výpočtů a jejich využití v DS. Druhá část je 
zaměřena na základní prvky kryptografie. Dále jsou vysvětleny základní způsoby útoků na 
kryptografické systémy. 
V praktické části bude čtenáři vysvětlen postup návrhu a realizace DS, který bude mít za úkol 
nalézt zadané heslo. Jako API bylo použito JAVA RMI (Remote Method Invocation). Pro prolomení 
velmi jednoduchého hesla byl použit útok hrubou silou (brute-force). Aplikace byla navržena pro 
testování efektivnosti algoritmu. Jak je z výsledků patrné, díky distribuci úkolu jsme schopni ušetřit 
určitý časový okamžik. Tento čas je závislý na délce hledaného hesla. S počtem hledaných znaků 
narůstá čas exponenciálně. V sekci výsledky je vložen obrázek zobrazující vytížení procesoru při 
spuštěné aplikaci. Z obrázku je patrné, že tento procesor není schopen efektivně využívat svůj výkon 
k výpočetním operacím. Zajímavějších výsledků, z pohledu délky trvání, by bylo možné dosáhnout 
např. s GPU, které jsou uzpůsobeny pro výpočetní operace. Další možností by mohlo být upravení 
klientské aplikace pro práci s více jádry procesoru, tzv. multithreading. 
Jak již bylo uvedeno v textu, aplikace není prozatím schopna pracovat autonomně. V aplikaci 
nejsou implementovány metody callback, které by měly sloužit pro předávání informací z klienta na 
server. Nalezené heslo tedy bude vypsáno pouze na stanici, která ho nalezne. Dalším problémem je 
nastavení systémových parametrů. V aplikaci jsou implementovány vyhledávače souborů, které by 
měly umožnit nastavení těchto proměnných. Implementované vyhledávače nejsou prozatím schopny 
zobrazovat soubory, které se nachází na síti. 
V kapitole Výsledky je zobrazen graf vytížení procesoru při spuštěné aplikaci. Z grafu je 
patrné, že je procesor při provádění výpočtů zatížen na pouhých 20 %. Pro výpočty je využíváno 
pouze jedno jádro procesoru. Díky tak malému vytížení procesoru se útok hrubou silou jeví jako 
velice neefektivní. Možným řešením by mohlo být použití více vláken. Lepším řešením by mohlo být 
GPU, které jsou uzpůsobeny pro provádění složitějších výpočtů. Nejefektivnější v této oblasti budou 
speciální výpočetní jednotky, které mají pro tyto operace uzpůsobenou instrukční sadu.  
Realizovaný návrh je pouze prototypem aplikace, která by měla sloužit k sofistikovanějším útokům. 
Aplikace byla navržena pouze pro otestování distribuce výpočetního výkonu. Největším problémem 
je implementace callback metod. S těmito metodami bylo počítáno, ale prozatím se nepodařily 
naimplementovat.  
Z naměřených hodnot je patrné, že v distribuci výkonu je skryta ohromná síla. Pro domácí 
použití je však tato síla nevyužitelná. Neumím si představit, kolik by bylo potřeba výpočetních stanic, 
abychom mohli v dostatečně krátkém čase dešifrovat nějaké heslo. Určitou možností by mohlo být 
63 
 
využití tzv. botnetů, kde bychom mohli využívat výkonu desetitisíců výpočetních stanic. Podle mého 
názoru je distribuce výpočetního výkonu výborným usnadněním práce, např. v oblastech přístupu 
k informacím. Pro účely kryptoanalýzy za pomoci běžných technik se mi jeví jako nedostačující. 
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ROI ………. Remote Object Invocation, vzdálené volání objektů 
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Příloha A. Spuštění aplikace 
Protože není aplikace zcela autonomní, musíme pro správné spuštění nainstalovat Eclipse a nahrát do 
něj Genady plugin. Problémem je, že vyhledávač souborů (filechooser) není schopen zobrazovat 
síťové soubory. Jedná se o nastavení Codebase a Policy. Proměnné musí být nastaveny pomocí 
pluginu Genady. Plugin je možné stáhnout z oficiálních stránek [8]. Můžeme jej využít bezplatně po 
dobu 30 dnů.  V následujících řádcích bude uveden stručný návod, jak aplikaci spustit. U třídy 









Našim úkolem bude nastavit proměnné Codebase a Policy. Musíme zde nastavit adresáře nebo 




Obr. A.2: Nastavení systémových proměnných. 
 
Po provedení potřebného nastavení můžeme spustit aplikaci. To provedeme pomocí třídy  





Obr. A.3: Spuštění aplikace v Eclipse pomocí plug-in Genady. 
 
Po spuštění se nám otevře úvodní okno aplikace. Dalším krokem bude spuštění serveru.  
 
 




V textovém poli Number of port můžeme nastavit port, na kterém chceme server spustit, nebo 
ponecháme defaultní hodnotu. Tato hodnota je nastavena na 1099. 
 
 
Obr. A.5: Nastavení parametrů serveru. 
 
V menu Client vybereme položku Settings a nastavíme počet klientů. Výběr potvrdíme 
pomocí tlačítka Check clients, tím dojde k uložení hodnot. Okno zavřeme pomocí tlačítka Cancel.  
 
 




Do textového pole Searched password zadáme heslo, které chceme vyhledat. Pomocí 
checkboxů vybereme množinu znaků, která má být použita pro vyhledávání. Pomocí COUNT 
spustíme předávání parametrů všem klientům, viz kapitola 8.1. 
 
 
Obr. A.7: Zadání hesla. 
 
 
V další části bude ukázáno, jak spustit klientskou aplikaci. 
 
 





Obr. A.9: Nastavení systémových parametrů. 
 
Po spuštění aplikace se zobrazí úvodní okno Obr.A.9:. V menu File vybereme položku 
Setting, kde do textového pole IP server vložíme IP adresu serveru. Tato adresa říká klientovi, kde se 
nachází třída pro vzdálené volání objektů.  Nastavení systémových proměnných CODEBASE 
 a Policy bylo vysvětleno výše. Po nastavení všech proměnných provedeme uložení pomocí tlačítka 
SAVE. Na úvodní obrazovce můžeme vyzkoušet, zda je server dostupný. To provedeme tak, že do 
pole IP adresa serveru vložíme IP adresu v dekadickém formátu, např. 192.168.1.1 a volbu potvrdíme 
tlačítkem Check. Pokud je sever dostupný, do pole Status se vypíše Ready, pokud není dostupný, 
vypisuje aplikace hodnotu Unreachable. Důležitou podmínkou pro tuto kontrolu je poloha serveru. 
Ten se musí nacházet v privátní síti, stejně jako klient. Pokud budeme chtít sledovat, jak aplikace 
prohledává hesla, musíme provést spuštění aplikace pomocí příkazového řádku, nebo pomocí Eclipse. 
Výpis hodnot se provádí do konzoly. Při testování aplikace byla odzkoušena možnost použití log filu. 
Tento soubor měl při délce hesla 5 znaků velikost přes 60MB, což není moc výhodné, proto bylo od 















Příloha B. Příloha k CD 
Adresář „Server“ Tento adresář obsahuje zdrojové kódy k aplikaci vystupující jako server. Tyto 
kódy jsou napsány v jazyce JAVA. 
 
Adresář „Klient“ Tento adresář obsahuje zdrojové kódy k aplikaci vystupující jako klient. Tyto 
kódy jsou napsány v jazyce JAVA. 
 
Adresář „Tabulky“ Tento adresář obsahuje tabulky hodnot, které byly naměřeny při testování. 
 
Adresář „Diplomka“ Tento adresář obsahuje elektronickou verzi diplomové práce. 
 
