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1. Introduction
Let f (x) be a map GF(pn) → GF(pn). Let N(a,b) denote the number of solutions x ∈ GF(pn) of
f (x+ a)− f (x) = b where a,b ∈ GF(pn), and let  f = max{N(a,b) | a,b ∈ GF(pn), a = 0}. Nyberg [17]
deﬁned a map f to be differentially k-uniform if  f = k. For applications in cryptography, one would
like to employ functions for which  f is as small as possible. The differential 2-uniform function is
called an almost perfect nonlinear (APN) function, and we know that APN functions have the lowest
possible differential uniformity over GF(2n). This is of interest in cryptography, since differential and
linear cryptanalysis exploit weaknesses in the uniformity of functions, which are used in many block
ciphers, such as DES. When k = 1, the differential 1-uniform function is called a perfect nonlinear
(PN) function. It is notable that differential 1-uniform functions have also been studied under the
name of planar functions, which are functions such that f (x+ a) − f (x) is a permutation polynomial
for all a ∈ GF(pn)∗ = GF(pn) \ {0}. In geometry, PN functions are known as planar functions. Planar
functions were introduced in Ref. [9] to describe projective planes with certain properties. In recent
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In prior studies [13,18], it was shown that a planar function yields either a skew Hadamard difference
set or a Paley type partial difference set depending on pn (mod 4). Additionally, in Refs. [11,12] planar
and APN functions are used to construct optimal constant-composition codes and signal sets.
Some polynomial PN functions and low differential uniformity functions have been recently discov-
ered (e.g., [3,8,13,14,16,19]), although it is very diﬃcult to ﬁnd more new inequivalent PN functions.
In this paper, we ﬁnd that some APN functions deﬁned over even characteristic ﬁelds can be general-
ized to ﬁelds with odd characteristics and they are proved to be PN functions. These new families of
PN functions are not EA-equivalent to the known ones. Our paper is organized as follows: in Section 2,
a brief overview of known results and some preliminary results (needed later in the paper) will be
presented. Also our Main Theorem will be presented in Section 2. In Section 3, some new families
of PN functions will be constructed, whose headspring comes from some known APN functions dis-
cussed in Section 2, and we show that these PN functions are always inequivalent to the known PN
monomials. In Section 4, we discuss the EA-equivalence of the new PN functions.
2. Preliminaries
Let p be a prime number. The p-weight of a nonnegative integer m is the sum of the digits in
its p-adic representation, i.e., if m =∑i bi pi with 0  bi < p then the p-weight of m is
∑
i bi ∈ Z.
Recall that any function of GF(pn) can be represented by a polynomial over GF(pn) of degree less
than pn . Moreover, different polynomials deﬁne different functions. This allows us to identify the set
of functions of GF(pn) with the set of polynomials over GF(pn) with degree less than pn . The algebraic
degree of a polynomial over GF(pn) is the maximal p-weight of the exponents of its nonzero terms.
The GF(p)-linear mappings L : GF(pn) → GF(pn) are represented by polynomials of algebraic de-
gree one with zero constant term, that is L(x) =∑n−1i=0 cixp
i
, ci ∈ GF(pn). Such polynomials are called
linearized or p-polynomials. The sum of a linear function and a constant in GF(pn) is called an aﬃne
function.
Two functions, F ,G : GF(pn) → GF(pn) are called extended aﬃne equivalent (EA-equivalent), if G =
A1 ◦ F ◦ A2 + A for some aﬃne permutations A1, A2 and aﬃne function A. EA-equivalent nonconstant
functions have the same algebraic degree.
Two functions, F and G from GF(pn) to itself are called Carlet–Charpin–Zinoviev equivalent (CCZ-
equivalent) if the graphs of F and G are aﬃne equivalent. CCZ-equivalent functions have the same
differential uniformity and the same extended Walsh spectrum [4].
In Ref. [5], it was shown that CCZ-equivalent functions have equal differential uniformity and that
EA-equivalence is a particular case of CCZ-equivalence. CCZ-equivalence is a coarser equivalence re-
lation for APN functions than EA-equivalence, but CCZ-equivalence and EA-equivalence are the same
for PN functions according to Ref. [15].
Let p be an odd prime number. The following are the currently known EA-inequivalent PN func-
tions:
(a) x2 in GF(pn) (folklore);
(b) xp
k+1 in GF(pn), k n/2 and n/(k,n) is odd [8,9];
(c) x10 + x6 − x2 in GF(3n), n 5 is odd [8];
(d) x10 − x6 − x2 in GF(3n), n 5 is odd [13];
(e) xp
s+1 − upk−1xpk+p2k+s in GF(p3k), where (k,3) = 1, k − s ≡ 0 (mod 3), s = k and k/(k, s) is odd,
and u is a primitive element of GF(p3k) [19];
(f) x(3
k+1)/2 in GF(3n), k 3 is odd and (k,n) = 1 [8,14].
Note that the functions in (a)–(e) are of shape
n−1∑
i, j=0
ai, jx
pi+p j , ai, j ∈ GF
(
pn
)
.
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the functions in (e) are also PN functions over GF(p4k) where 4k/(4k, s) is odd, among other addi-
tional conditions.
In Ref. [1], a new family of APN functions were presented, given by the following:
Proposition 2.1. Let f be the function on GF(22k) deﬁned by f (x) = bx2s+1 + b2k x2k+s+2k + cx2k+1 +∑k−1
i=0 rix2
i+k+2i where b, c /∈ GF(2k), b is not a cube, and ri ∈ GF(2k) for each i. Then f is APN over GF(22k).
Dillon introduced quadratic hexanomials of the type F (x) = x(Ax2 + Bxq +Cx2q)+ x2(Dxq + Ex2q)+
Gx3q over GF(22m) with q = 2m in Ref. [10]. If coeﬃcients A, B,C, D, E, F ,G satisfy some additional
conditions, F (x) can have differential uniformity of, at most, 4. In Ref. [2] Budaghyan and Carlet gave
various generalizations of this method and deduced the constructions of new inﬁnite classes of APN
quadratic trinomials and hexanomials from GF(22m) to GF(22m) by the following propositions.
Proposition 2.2. Let m and i be any integers, q = 2m, n = 2m, gcd(i,m) = 1 and c,b ∈ GF(2n) such that
cq+1 = 1, c /∈ {λ(2i+1)(q−1), λ ∈ GF(2n)}, cbq + b = 0. Then the function F (x) = x22i+2i + bxq+1 + cxq(22i+2i)
is an APN function over GF(2n).
Proposition 2.3. Let n be any even integer, q = 2n/2 , gcd(i,n/2) = 1, and c, s ∈ GF(2n) such that s /∈ GF(q).
If the equation x2
i+1 + cx2i + cqx + 1 = 0 has no solution x such that xq+1 = 1, and in particular if the
polynomial X2
i+1 + cX2i + cq X +1 is irreducible over GF(2n), then the function F (x) = x(x2i + xq + cx2iq)+
x2
i
(cqxq + sx2iq) + x(2i+1)q is APN on GF(2n).
We now present our main result:
Main Theorem. Let p be an odd prime, m, i are two positive integers with n = 2m, 0 < i < n, such that
n/gcd(i,n) is an odd and q = pm. Let b, c ∈ GF(pn) such that cbq = b, cq+1 = 1, ce = 1, where e = (q + 1)/
gcd(q + 1, pi + 1). Then, the function F (x) = xp2i+pi + bxq+1 + cxq(p2i+pi) deﬁned over GF(pn) is a PN
function, which is CCZ-inequivalent to any of (a)–(f) listed above.
3. New PN functions over GF(pn)
In this section, we will give some PN functions over GF(pn) with p an odd prime. First, we describe
a new family of PN trinomial functions over GF(pn), which is an analog of an odd characteristic ﬁeld
of Proposition 2.2.
Proposition 3.1. In the case of the Main Theorem, the function F (x) is a PN function.
Proof. We need to count the number of solutions of F (x+a)− F (x) = b under the conditions deﬁned
above for any a = 0,b in GF(pn). Equation F (x+ a) − F (x) = b can be written as
(x+ a)p2i+pi + b(x+ a)q+1 + c(x+ a)q(p2i+pi) − xp2i+pi − bxq+1 − cxq(p2i+pi) = b. (1)
Let  = b − F (a). Then Eq. (1) becomes
ap
i
xp
2i + ap2i xpi + abxq + aqbx+ caqpi xqp2i + caqp2i xqpi = . (2)
As Eq. (2) is aﬃne, we just need to consider the case  = 0. When  = 0, replacing x by ua, from
Eq. (2) we get
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and
cq = caqp2i+qpi (uqp2i + uqpi )+ cbqaq+1(uq + u)+ cq+1ap2i+pi (up2i + upi )= 0. (4)
We get (cbq −b)aq+1(uq + u) = 0 by cq − = 0 and cq+1 = 1. Since a = 0 and cbq = b, uq = −u. We
replace uq by −u in Eq. (3) and get
(
ap
i+p2i − caq(pi+p2i))(upi + up2i )= 0. (5)
If ap
i+p2i − caq(pi+p2i) = 0, then c = a(1−q)(pi+p2i) . This contradicts the initial assumption
c(q+1)/gcd(q+1,pi+1) = 1. So, u + upi = 0. If n/gcd(i,n) is odd, −1 is not a (pi − 1)th power in GF(pn),
then we get one solution u = 0 of Eq. (5) and F (x) is a PN function over GF(pn). 
Next, we consider the EA- and CCZ-equivalence between the PN trinomial function in Proposi-
tion 3.1 and any of the PN monomials listed in (a)–(f).
Proposition 3.2. The PN function F (x) = xp2i+pi + bxq+1 + cxq(p2i+pi) in Proposition 3.1 is EA-inequivalent
to any Dembowski–Ostrom monomial g(x) = xpr+1 over GF(pn).
Proof. When r = 0, we assume that F (x) is EA-equivalent to xpr+1. From the deﬁnition of EA-
equivalence, there exist linear permutations L1(x) =∑n−1j=0 b jxp
j
, L2(x) =∑n−1j=0 c jxp
j
and an aﬃne
function L∗(x) such that L1(xp
r+1) = F (L2(x)) + L∗(x), which can be written as
n−1∑
j=0
b j
(
xp
r+1)p j =
n−1∑
j,l=0
cp
2i
j c
pi
l x
p j+2i+pl+i + c
n−1∑
j,l=0
cqp
2i
j c
qpi
l x
p j+2i+m+pl+i+m
+ b
n−1∑
j,l=0
cqj clx
p j+m+pl + L∗(x). (6)
Since cq+1 = 1,
c
n−1∑
j=0
bp
m
j
(
xp
r+1)p j+m −
n−1∑
j=0
b j
(
xp
r+1)p j = (cbq − b)
n−1∑
j,l=0
cqj clx
p j+m+pl + cL∗(x)q − L∗(x) (7)
from c(6)q − (6). Since cbq = b, when m + j − l = ±r, there is no term of type xp j+m+pl on the left
side of Eq. (7). Therefore,
clc
pm
j + c j+mcp
m
l−m = 0. (8)
Since r = 0, assume l =m + j, such that 2cm+ jcp
m
j = 0 from Eq. (8). Assume c j = 0 for some j, such
that c j+m = 0. From Eq. (8) we obtain cl = 0 for m + j − l = ±r. Since c j = 0, then m = ±r. This is
not true for xp
m+1, which is not a PN function in GF(p2m). This means cl = 0 for any 0  l  n − 1
and L2(x) = 0 is not a permutation. This is the contradiction. Thus, F (x) is not EA-equivalent to xpr+1
when r = 0.
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L1(x) =∑n−1j=0 b jxp
j
, L2(x) =∑n−1j=0 c jxp
j
and an aﬃne function L∗(x) such that
n−1∑
j=0
b j
(
xp
2i+pi + bxq+1 + cxq(p2i+pi))p j =
n−1∑
j,l=0
c jclx
p j+pl + L∗(x). (9)
We can see that there are no terms of form x2p
j
on the left side of Eq. (9), so the coeﬃcients of x2p
j
from the right side of Eq. (9) must equal zero. Then c2j = 0 and c j = 0 for any 0 j  n−1. Obviously,
L2(x) = 0 is not a permutation. Therefore, we also see that F (x) is not EA-equivalent to xpr+1 when
r = 0. The proof is completed. 
Proposition 3.3. Let p be an odd prime. The PN function F (x) deﬁned in Proposition 3.1 is EA-inequivalent to
any of the known PN functions listed in (a)–(f).
Proof. From Proposition 3.2, we know that the PN function F (x) is not EA-equivalent to either xp
r+1
or x2. Next we consider the other classes of PN functions. Since x
3k+1
2 is not quadratic and it is not
aﬃne, then the function EA-equivalent to it must not be quadratic. But the PN function F (x) of Propo-
sition 3.1 is quadratic, so F (x) is not EA-equivalent to x
3k+1
2 . And we note that the other PN functions
(c) and (d) only exist in GF(3n) where n  5 is odd. But the PN function F (x) in Proposition 3.1 is
deﬁned in GF(p2m).
Now we consider the PN functions in case (e). We assume that the PN function F (x) in Proposi-
tion 3.1 is EA-equivalent to xp
s+1 −upk∗−1xpk∗+p−k∗+s in GF(ptk∗ ) where t = 3 or 4 and tk∗/gcd(tk∗, s)
is odd. Therefore, there exist linear permutations L1(x) =∑n−1j=0 b jxp
j
, L2(x) = ∑n−1j=0 c jxp
j
and an
aﬃne function L∗(x) such that
n−1∑
j=0
b j
(
xp
s+1 − upk∗−1xpk∗+p−k∗+s)p j =
n−1∑
j,l=0
cp
2i
j c
pi
l x
p j+2i+pl+i + c
n−1∑
j,l=0
cqp
2i
j c
qpi
l x
p j+2i+m+pl+i+m
+ b
n−1∑
j,l=0
cqj clx
p j+m+pl + L∗(x) (10)
with 2m = tk∗ . From c(10)pm − (10), we see
c
n−1∑
j=0
bp
m
j
(
xp
s+1 − upk∗−1xpk∗+p−k∗+s)p j+m −
n−1∑
j=0
b j
(
xp
s+1 − upk∗−1xpk∗+p−k∗+s)p j
= (cbq − b)
n−1∑
j,l=0
cqj clx
p j+m+pl + cL∗(x)q − L∗(x). (11)
Since cbq = b, if j+m− l = ±s,±(2k∗ − s), we get cphl cp
m+h
j +cp
h
j+mc
pm+h
l−m = 0. When t = 3, s = 2k∗ from
the known conditions (k,3) = 1 and k − s ≡ 0 (mod 3). Since 0 = ±s,±(2k∗ − s), when j +m = l, we
obtain cp
m
j c j+m = 0. If c j = 0 for some j, then c j+m = 0 and cl = 0 for any j +m− l = ±s,±(2k∗ − s).
Since c j = 0, m = ±s or m = ±(2k∗ − s). These contradict the fact that tk∗/(tk∗, s) is odd. Therefore,
c j = 0 for any 0  j  n − 1 and L2(x) is not an aﬃne permutation. We have therefore proved that
the PN function F (x) in Proposition 3.1 is not EA-equivalent to case (e). The proof is completed. 
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inequivalent to any of the known PN functions listed in (a)–(f), and the CCZ-equivalence coincides
with the EA-equivalence for PN functions [15]. So the PN function F (x) is CCZ-inequivalent to any of
the known PN functions listed in (a)–(f), which completes the proof. 
4. EA-equivalence of the new PN functions
We can give the analog of Proposition 2.1 as follows. The proof is just like the one of Proposi-
tion 3.1, which is omitted.
Proposition 4.1. Let f (x) be the function deﬁned on GF(p2m) by f (x) = bxpi+1+bpm xpm+i+pm +cxpm+h+ph +∑2m−1
j=0 r jxp
j+k+p j where c /∈ GF(pm), b = λpi+1 for any λ ∈ GF(p2m), 0 h  2m − 1 and r j ∈ GF(pk) for
each j. Let 0 < i < 2m and gcd(i,2m) = t. Then f (x) is a PN function when 2m/t is odd.
We can also show that the PN function in Proposition 4.1 is EA-equivalent to the PN function F (x)
in Main Theorem. In order to do this, we need the following lemma.
Lemma 4.1. Let L1(x) be the linear function on GF(p2m) deﬁned by L1(x) =∑2m−1l=0 blxp
l
where bl ∈ GF(p2m),
b0 = 1− bm, bm + bp
m
m = 1 and bl+m = bp
m
l = −bl for 0 < l <m. Then L1(x) is a linear permutation.
Proof. For any x1,a ∈ GF(p2m), assume L1(x1 + a) = L1(x1), then we can get
2m−1∑
l=0
bla
pl = 0. (12)
By subtracting Eq. (12) from the pm-power of Eq. (12) (we write simply as (12)p
m − (12)), we ﬁnd
that (b0a + bmapm )pm − b0a − bmapm = 0. Since b0 = 1 − bm , then (a − apm )(bm + bp
m
m − 1) = 0. Since
bm + bp
m
m = 1, a = apm . From Eq. (12) we get b0a + bma = a = 0. Therefore, a = 0 and L1(x) is a
permutation. The proof is completed. 
Similarly, we can obtain the following lemma.
Lemma 4.2. Let L2(x) be the linear function on GF(p2m) deﬁned by L2(x) = b1xpi + (1− b1)xpi+m + b2xp j −
b2xp
j+m
, where b1,b2 ∈ GF(p2m), 1 − b1 = bp
m
1 , b2 + bp
m
2 = 0 and 0 i, j  2m − 1. Then L2(x) is a linear
permutation.
Proposition 4.2. Let b, c be as in Proposition 4.1, then the PN function g(x) = bxpi+1 + bpmxpm+i+pm +
cxp
m+i+pi is EA-equivalent to function f (x) = bxpi+1 + bpmxpm+i+pm + cxpm+i+pi +∑2m−1l=0 rlxp
l+m+pl .
Proof. Since c /∈ GF(pm), we can ﬁnd a linear function A(x) = ∑2m−1l=0 blxp
l
, where bm = ri+ri+mcpm−c ,
b0 = 1 − bm , bl = rl+i+rl+i+m
cpl−cpl+m and bl+m = −bl for 0 < l < m. A direct computation shows that b
pm
l =
−bl = bl+m with l = 0. From Lemma 4.1, we know that A(x) is a linear permutation. We con-
sider the function A(g(x)) =∑2m−1l=0 bl(bxp
i+1 + bpmxpm+i+pm + cxpm+i+pi )pl . The coeﬃcients of the
terms xp
l+m(1+pi) with l = 0,m are bm+lbm+l + blbm+l = 0. The coeﬃcient of x1+pi is b0b + bmb = b,
and the coeﬃcient of xp
m(1+pi) is bpm . When l = 0, the coeﬃcients of the terms xpl+i(1+pm) are
blcp
l + bl+mcpl+m = c
pl (rl+i+rl+i+m)
pl pl+m −
cp
l+m
(rl+i+rl+i+m)
pl pl+m = rl+i + rl+i+m , and the coeﬃcient of xp
i(1+pm) is
c −c c −c
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that the function g(x) is EA-equivalence to f (x). 
Remark 4.1. Similar to the proof of Proposition 4.2, we can also show, for the functions in Propo-
sition 4.1, that the PN function f (x) = bxpi+1 + bpmxpm+i+pm + cxpm+i+pi is EA-equivalent to another
function h(x) = bxpi+1+bpmxpm+i+pm +cxpm+s+ps with s = i, i+m. By Lemma 4.2 we have a linear per-
mutation A1(x) = cp
m
cpm−c x − ccpm−c xp
m + c
cps−i −cps−i+m x
ps−i − c
cps−i −cps−i+m x
ps−i+m . A direct computation
shows that A1( f (x)) = h(x), and s =m − i, such that h(xpi ) = b(xp2i+pi + bpm−1xpm(p2i+pi) + cb xp
m+1),
which shows that h(xp
i
) is equivalent to a PN functions F (x) in Proposition 3.1.
In Ref. [6], it is shown that the classiﬁcation of ﬁnite presemiﬁelds of an odd order and the
one of PN Dembowski–Ostrom polynomials are equivalent. That is to say, in certain cases, the PN
Dembowski–Ostrom polynomials deﬁne isotopic presemiﬁelds if, and only if, they are EA-equivalent.
Then a new presemiﬁeld can be deﬁned by the Main Theorem, which is not isotopic to any previously
known one.
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