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We study the entropy production of the sandwiched Re´nyi divergence under the primitive Lindblad
equation with GNS-detailed balance. We prove that the Lindblad equation can be identified as the
gradient flow of the sandwiched Re´nyi divergence of any order α ∈ (0,∞). This extends a previous
result by Carlen and Maas [Journal of Functional Analysis, 273(5), 1810–1869] for the quantum
relative entropy (i.e., α = 1). Moreover, we show that the sandwiched Re´nyi divergence of any
order α ∈ (0,∞) decays exponentially fast under the time-evolution of such a Lindblad equation.
Keywords: gradient flow dynamics; exponential convergence; sandwiched Re´nyi divergence; Lindblad equa-
tion.
I. INTRODUCTION AND MAIN RESULT
The characterization of dynamics for open classical and quantum systems is an essential and fun-
damental topic. One approach to characterize the dynamics for open systems is entropy production
[1–6], from an information theory perspective. For Markovian dynamics, the entropy production is
positive, which relates to the data processing inequality [7–9] and complies with the second law of
thermodynamics [10, 11]. The entropy production is also related with the gradient flow structure on
well-chosen Riemannian manifolds for those Markov semigroups [12–19]. Furthermore, the validity
of log-Sobolev inequalities [20–26] helps to prove the exponential decay of those entropies under
respective Markov semigroups.
In this paper, we focus on the entropy production of sandwiched Re´nyi divergences, under primi-
tive Lindblad equations with GNS-detailed balance, for finite dimensional quantum systems. Let n
be the dimension of the quantum system. The Lindblad equation is an ordinary differential equation
(ODE) ρ˙t = L†(ρt), where ρt are n-by-n density matrices, and the Lindblad super-operator L† is a
linear operator acting on the space of density matrices. The Lindblad equation with GNS-detailed
balance (see Theorem II.1 below) has the form
ρ˙t = L†(ρt) =
J∑
j=1
e−ωj/2
([
Vjρt, V
∗
j
]
+
[
Vj , ρtV
∗
j
])
, (1)
where the positive integer J ≤ n2 − 1; ωj ∈ R; Vj are n-by-n matrices; constraints for ωj and Vj
will be given in Theorem II.1 below; the commutator of matrices A and B is defined as [A,B] :=
AB − BA. The notion GNS-detailed balance will be explained in Sec. II B below. The Lindblad
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2equation is called primitive (also sometimes referred as ergodic, e.g., see [18, 27]) if Ker(L) is
spanned by I, which is the n-by-n identity matrix.
Before delving more into Lindblad equations for open quantum systems, we would like to review
some existing results of Fokker-Planck equations for open classical systems, for the purpose of
comparison. In fact, almost all the conclusions in this paper are motivated by the classical results
for Fokker-Planck equations. Let us consider, for instance, a n-dimensional Brownian particle under
an external potential Ψ(x) with x ∈ Rn. Then the time evolution of the probability density function
pt(x) of the Brownian particle is described by the Fokker-Planck equation
∂tpt(x) = div (pt(x)∇Ψ(x) +∇pt(x)) . (2)
It has been shown by Jordan, Kinderlehrer, and Otto [12] that such types of Fokker-Planck equa-
tions can be viewed as the Wasserstein gradient flow dynamics of the relative entropy (or the free
energy functional). Moreover, based on the method of entropy production and the log-Sobolev
inequality [23], one can prove that the solution of the Fokker-Planck equation converges to the
Gibbs (stationary) distribution exponentially fast in the relative entropy. In our recent work [28],
we generalized these results to the classical Re´nyi divergence of any order α ∈ (0,∞): (1) the same
Fokker-Planck equation can be formally identified as the gradient flow dynamics of the classical
Re´nyi divergence of any order α with respect to a transportation distance defined by a certain met-
ric tensor; (2) the solution of the Fokker-Planck equation converges exponentially fast to the Gibbs
distribution in the classical Re´nyi divergence. Apart from Fokker-Planck equations, several other
dissipative dynamics can also be viewed as the gradient flow dynamics of various transport met-
rics, for instance, the heat equation [14], finite Markov Chains [15] and porous medium equations
[13, 16].
As for open quantum systems, Lindblad equations [29, 30], generally regarded as the quantum
analog of Fokker-Planck equations, could be derived from the weak-coupling limit of the system and
baths [31, 32]. Due to the similar role that Lindblad and Fokker-Planck equations play for open
quantum and classical systems respectively, it is interesting to study Lindblad equations from the
perspective of gradient flows. In a previous work by Carlen and Maas, they showed that fermionic
Fokker-Planck equation can be identified as the gradient flow dynamics of the quantum relative
entropy [17]; in their more recent work, they extended results from [17] and showed that for finite
dimensional quantum systems, primitive Lindblad equations with GNS-detailed balance can indeed
be identified as the gradient flow dynamics of the quantum relative entropy [18]; at almost the
same time when the first preprint of this work appeared, they also established a unified picture of
gradient flows including the previous two cases and Markov Chains in the setting of C∗-algebras
[19]. The generalization of their results from finite dimensional matrices to infinite dimensional
noncommutative algebras has been recently considered in [33]. In the present paper, we focus
on the finite dimensional setting and aim to characterize the gradient flow structure of Lindblad
equations in terms of a family of quantum divergences — sandwiched Re´nyi divergences [34, 35],
including the quantum relative entropy as a specific instance. Moreover, we are also interested in
quantifying the decaying property of the solution ρt of the Lindblad equation (1) in terms of the
sandwiched Re´nyi divergence.
The sandwiched Re´nyi divergence is defined as follows.
Definition I.1 (Sandwiched Re´nyi divergence [34]). Given two positive semi-definite matrices ρ, σ
such that ρ ≪ σ and ρ 6= 0, the sandwiched Re´nyi divergence Dα (ρ||σ) of order α ∈ (0,∞) is
3defined by
Dα (ρ||σ) :=

1
α− 1 log
(
Tr
[(
σ
1−α
2α ρσ
1−α
2α
)α] )
, α ∈ (0, 1) ∪ (1,∞);
Tr (ρ log(ρ)− ρ log(σ)) , α = 1.
(3)
The notation ρ ≪ σ means the kernel of σ is a subspace of the kernel of ρ. The term Tr(ρ) in
[34, Definition 2] is simply set as one, since we only consider ρ to be a density matrix in this paper.
σ is assumed to be a full-rank density matrix, so ρ ≪ σ is always satisfied for this paper. For any
fixed ρ and full-rank σ, the sandwiched Re´nyi divergence is continuous with respect to the order α,
in particular, D (ρ||σ) = limα→1Dα (ρ||σ).
The sandwiched Re´nyi divergence is a quantum analog of the classical Re´nyi divergence, and has
recently received much attention due to its use in quantum information theory; see e.g., [35, 36].
The sandwiched Re´nyi divergence unifies many entropy measures: when α = 1, it reduces to
the quantum relative entropy; when α → ∞, it converges to the quantum relative max-entropy;
when α = 1/2 and α = 2, it is closely connected to the quantum fidelity and χ2 divergence
respectively [37]. The sandwiched Re´nyi divergence satisfies the data processing inequality for any
order α ≥ 12 and for any completely positive trace-preserving (CPTP) map [8, 34, 38]. For fixed
density matrices ρ and σ, it is monotonically increasing with respect to the order α ∈ (0,∞) [34,
Theorem 7]. The sandwiched Re´nyi divergence has also been used to study the quantum second
laws of thermodynamics [11], which is a major motivation of our work. Its global convergence rate
and mixing time under quantum Markov semigroups has been studied in [39].
We remark that there is another well-studied family of quantum Re´nyi divergences known as
Petz-Re´nyi divergence [40], which is defined by D˜α(ρ||σ) := 1α−1 log
(
Tr
(
ρασ1−α
))
. When ρ and
σ commute, the sandwiched Re´nyi divergence is identical to the Petz-Re´nyi divergence. We also
remark that [41] has studied more generalized (α, z)-quantum Re´nyi divergences, which include
sandwiched Re´nyi divergences and Petz-Re´nyi divergences as special instances; the discussion on
the data processing inequality of (α, z)-quantum Re´nyi divergences can be found in a recent review
paper [42] and the references therein.
The first main result of this paper is the following theorem.
Theorem I.2. Consider a primitive Lindblad equation with GNS-detailed balance (1) and suppose
its unique stationary state σ is full-rank. For any order α ∈ (0,∞), consider the energy functional
Dα (ρ||σ) with respect to ρ. In the space of strictly positive density matrices D+ equipped with the
metric tensor defined in the Definition III.6, the gradient flow dynamics of the sandwiched Re´nyi
divergence Dα (ρ||σ) is exactly the Lindblad equation (1).
This theorem immediately implies the monotonicity of the sandwiched Re´nyi divergence under
the evolution of such Lindblad equations, summarized in the following Corollary I.3. For α ≥ 12 ,
this corollary can be proved simply by applying the data processing inequality [8]. In our case, the
monotonicity also holds for α ∈ (0, 12 ) for primitive Lindblad equations with GNS-detailed balance,
though the data processing inequality does not generally hold for sandwiched Re´nyi divergences
when α < 12 [43, Sec. 4].
Corollary I.3. Under the same conditions as in Theorem I.2, suppose ρ· : [0,∞) → D+ is the
solution of that Lindblad equation. For any α ∈ (0,∞), the sandwiched Re´nyi divergence Dα (ρt||σ),
is non-increasing with respect to the time t, i.e. ∂tDα (ρt||σ) ≤ 0.
Theorem I.2 only provides a sufficient detailed balance condition for Lindblad equations to be
the gradient flow dynamics of sandwiched Re´nyi divergences. Later in Sec. IV, we will discuss
4in Theorem IV.1 the necessary condition for Lindblad equations to be possibly expressed as the
gradient flow dynamics of sandwiched Re´nyi divergences, by adapting and extending the analysis
in [19, Theorem 2.9]. Loosely speaking, the family of Lindblad equations that can be possibly
written as the gradient flow dynamics of sandwiched Re´nyi divergences of any order α ∈ (0,∞)
is not substantially larger than the class of Lindblad equations with GNS-detailed balance, which
explains the reason why we restrict our attention to Lindblad equations with GNS-detailed balance
in Theorem I.2. However, identifying a sufficient and necessary condition still remains open.
Next, we would like to study the exponential decay of sandwiched Re´nyi divergences. For Fokker-
Planck equations in classical systems, the exponential decay of the relative entropy could be proved
via the (classical) log-Sobolev inequality, namely, the relative entropy is bounded above by the
relative Fisher information. This approach has been generalized in our previous work [28] to obtain
the exponential decay of the classical Re´nyi divergence by introducing the relative α-Fisher infor-
mation. For quantum systems, in the same flavor, let us first define the quantum relative α-Fisher
information as follows.
Definition I.4. Suppose L† is the generator of a primitive Lindblad equation with GNS-detailed
balance and the unique stationary state σ is full-rank. The quantum relative α-Fisher information
between ρ ∈ D+ and σ is defined as
Iα (ρ||σ) :=
{
−
〈
δDα(ρ||σ)
δρ ,L†(ρ)
〉
, if α 6= 1;
− 〈log(ρ)− log(σ),L†(ρ)〉 , if α = 1. (4)
When α = 1, we denote I (ρ||σ) ≡ I1 (ρ||σ) and call it quantum relative Fisher information
for simplicity. The inner product 〈·, ·〉 herein is the Hilbert-Schmidt inner product, defined by
〈A,B〉 := Tr(A∗B) for all matricesA,B. Notice that in the definition above, the quantum relative α-
Fisher information depends on the Lindblad super-operator L†, which is different from the classical
setting where the relative α-Fisher information only depends on the Gibbs stationary distribution
(see [28]). Also, observe that if ρt solves the Lindblad equation (1), then Iα (ρt||σ) = −∂tDα (ρt||σ).
Since by Corollary I.3 ∂tDα (ρt||σ) ≤ 0, the quantum relative α-Fisher information Iα (ρt||σ) is
non-negative.
Definition I.5. Suppose the density matrix σ is the unique stationary state of the Lindblad
equation (1). For a fixed order α ∈ (0,∞), σ is said to satisfy the quantum α-log Sobolev inequality
(or quantum α-LSI in short) if there exists Kα > 0, such that
Dα (ρ||σ) ≤ 1
2Kα
Iα (ρ||σ) , ∀ρ ∈ D, (5)
where D is the space of density matrices. Kα is called the α-log Sobolev constant. When α = 1, we
call (5) quantum log-Sobolev inequality and denote K ≡ K1 for simplicity.
The α-log Sobolev constant Kα has been considered in [39, Definition 3.1]. When α = 1, the
above form reduces to the quantum log-Sobolev inequality in [18, Eq. (8.17)].
Remark I.6. Another definition of quantum α-LSI was given previously under the framework of
noncommutative Lα spaces (see e.g., [44, Definition 3.5], [45, Definition 11] and [46, Sec. 2.5]). We
will briefly revisit this concept in Sec. II E and we shall denote the log-Sobolev constant in this
setting up by κα. The essential difference is that for the definition of κα, the entropy function
uses the quantum relative entropy for a density matrix raising to the power of α, instead of using
sandwiched Re´nyi divergence (see (30) for more details).
5For Lindblad equations with GNS-detailed balance, the primitivity of Lindblad equations is
equivalent to the validity of the quantum LSI, summarized in the following Proposition I.7. It
is important to note that by Lemma II.4 below, if the Lindblad equation satisfies GNS-detailed
balance, then −L is a positive semi-definite operator, with respect to the inner product 〈·, ·〉1/2 which
is defined by 〈A,B〉1/2 := Tr
(
A∗σ1/2Bσ1/2
)
for all matrices A,B. As a consequence, primitivity
of L implies that −L has a positive spectral gap, denoted by λL. The proposition below provides
two-side estimates of K in terms of λL.
Proposition I.7. Consider the Lindblad equation with GNS-detailed balance (1) and suppose a
full-rank density matrix σ is its stationary state. Then, σ satisfies the quantum LSI iff the Lindblad
equation is primitive. More quantitatively, if the Lindblad equation is primitive, we have
1
1− log(
√
λmin(σ))
λL ≤ K ≤ λL,
where λmin(σ) is the smallest eigenvalue of σ.
Proposition I.7 follows mainly from [39, Theorem 5.3], [45, Theorem 16] (or see [39, Theorem
4.1]), and the quantum Stroock-Varopoulos inequality [46, Corollary 16]. The proof is postponed to
Sec. VC. We remark that the lower bound above is not sharp and it remains an interesting question
to find a tighter lower bound.
It is not hard to see that if the quantum α-LSI (5) is valid, then it follows immediately from
Gro¨nwall inequality that (see also [39, Theorem 3.2])
Dα (ρt||σ) ≤ Dα (ρ0||σ) e−2Kαt, ∀t ≥ 0. (6)
The validity of (5) with a positive Kα is in general difficult to establish. For depolarizing semi-
group, K2 has been computed in [39, Theorem 3.3] and K has been studied in [47]. For the de-
polarizing semigroup with stationary state σ being the maximally mixed state, both upper bound
and lower bound of Kα with α ≥ 2 have been provided in [39, Theorem 3.4]. Moreover, it has
been proved in [39, Theorem 4.1] that the α-log Sobolev constant cannot exceed the spectral gap,
namely for any α ≥ 1, Kα ≤ λL. In the present paper, instead of pursuing the global decay of the
sandwiched Re´nyi divergence Dα (ρt||σ) as in (6), we focus on the exponential decay of Dα (ρt||σ)
in the large time regime. More specifically, our second main result (Theorem I.8) shows that the
sandwiched Re´nyi divergence Dα (ρt||σ) decays exponentially with the sharp rate 2λL when t is
large.
Theorem I.8. Under the same conditions as in Theorem I.2, for any given solution ρ· : [0,∞)→
D+ of the Lindblad equation and any ǫ ∈
(
0, λmin(σ)
2
2
)
, there exist Cα,ǫ and τα,ǫ such that
Dα (ρt||σ) ≤ Cα,ǫDα (ρ0||σ) e−2λLt, ∀t ≥ τα,ǫ, (7)
where
Cα,ǫ =
eD2(ρ0||σ) − 1
Dα (ρ0||σ) exp (Θ(α− 2)2λLTα,ǫ) ,
and
τα,ǫ =

0, α ≤ 2;
Tα,ǫ +max
(
0,
1
2K
log(D (ρ0||σ) /ǫ)
)
, α > 2.
6In the above, λmin(σ) is the smallest eigenvalue of σ; Tα,ǫ =
1
2Kη log(α− 1) is a function depending
on α and ǫ; Θ is the Heaviside function;
η = min
1
2
,
J
min
j=1
 2
√
eωj 1Λ
1 + eωjΛ

 ,
Λ =
λmax(σ)
λmin(σ)
exp
(
2
√
2ǫ
2λmin(σ)−
√
2ǫ
λmin(σ)(λmin(σ)−
√
2ǫ)
)
,
where ωj are Bohr frequencies determined by the stationary state σ (see Sec. II B) and λmax(σ) is
the largest eigenvalue of σ.
The proof of Theorem I.8 can be found in Sec. V. Here we sketch the strategies used in the proof.
First, we prove this theorem for the case α = 2 by using a uniform lower bound of I2 (ρ||σ) (see
(58)). Next, we prove that the quantum LSI (5) holds (see Proposition I.7). Based on the quantum
LSI (see (5) for α = 1), we prove a quantum comparison theorem (see Proposition V.8), which
implies the exponential decay of the sandwiched Re´nyi divergence of any order α ∈ (0,∞) (see
Proposition V.10).
Some remarks of this theorem are in order:
Remark I.9. 1) The upper bounds for τα,ǫ and Cα,ǫ may not be sharp; a better bound might be
important if one wants to study the mixing time for quantum decoherence, which however will
not be pursued here. For fixed α > 2, when ǫ becomes smaller, Tα,ǫ decreases and we have
a smaller prefactor Cα,ǫ, at the expense of waiting longer time τα,ǫ since the term D (ρ0||σ) /ǫ
blows up as ǫ ↓ 0+.
2) The artificial ǫ and the complicated expression of Tα,ǫ come from Proposition V.8. There is a
different way to quantify η under the assumption of the quantum 2-LSI in the sense of noncom-
mutative Lα spaces; please see Sec. II E for background and the discussion in Sec. VF for more
details. We prefer this version because the log-Sobolev inequality for α = 1 is also used for the
classical result in [28, Theorem 1.2]. One could remove the dependence of the parameter ǫ by
simply choosing, e.g., ǫ = λmin(σ)
2/8 in this theorem, then
Λ =
λmax(σ)
λmin(σ)
e3, η = min
1
2
,
J
min
j=1
2e
−3/2
√
eωj λmin(σ)λmax(σ)
1 + eωj λmax(σ)λmin(σ) e
3

 .
If we further assume that σ is the maximally mixed state, i.e., σ = 1n I, then
Λ = e3, η =
2e−3/2
1 + e3
are independent of the dimension n.
Our contribution. We summarize here contributions of the current work.
1) We extend the work of Carlen and Maas in [18] by proving that primitive Lindblad equations
with GNS-detailed balance can be identified as the gradient flow dynamics of the sandwiched
Re´nyi divergence of any order α ∈ (0,∞); see Theorem I.2. In addition, we follow a recent work
of Carlen and Maas [19] to study the necessary condition for Lindblad equations to be possibly
written as the gradient flow dynamics of sandwiched Re´nyi divergences; see Theorem IV.1.
72) We prove that the sandwiched Re´nyi divergence decays exponentially fast under the evolution
of primitive Lindblad equations with GNS-detailed balance; see Theorem I.8. Our result (7)
shows that the sandwiched Re´nyi divergence decays with an asymptotic rate 2λL, which is sharp
according to [39, Theorem 4.1].
To prove Theorem I.8, we first prove a quantum comparison theorem (see Proposition V.8),
which is of interest in its own right. It is essentially a hypercontractivity-type estimation of the
solution of the Lindblad equation, enabling us to bound Dα1(ρT ||σ) by Dα0 (ρ0||σ) with some
T > 0 when α1 > α0. As a direct consequence of the comparison theorem, Proposition V.10
shows that the sandwiched Re´nyi divergence exponentially decays for all orders α ∈ (0,∞). Such
a comparison result for classical Re´nyi divergences was proved for the Fokker-Planck equation
in [28, Theorem 1.2]. For quantum dynamics, a similar comparison result was also obtained in
[46, Corollary 17]. However, a major difference between our result and theirs is that we use K
in the estimation of the waiting time, while they use κ2 (see (28)). See a detailed discussion in
Sec. VF.
The rest of the paper is organized as follows. In Sec. II, we will recall several preliminary results
on, e.g., gradient flows, Lindblad equations with detailed balance, and noncommutative Lα spaces.
Sec. III will be devoted to the proof of Theorem I.2 and Corollary I.3. In Sec. IV, we will study the
necessary detailed balance condition for Lindblad equations to be the gradient flow dynamics of the
sandwiched Re´nyi divergence of order α ∈ (0,∞); see Theorem IV.1. Proposition I.7 and Theo-
rem I.8 will be proved in Sec. V. Finally, we will discuss in Sec. VI some potential directions in the
future, in particular, the generalization of quantum Wasserstein distance involving the sandwiched
Re´nyi divergence.
II. PRELIMINARIES
In this section, we recall some technical notions: gradient flow dynamics on the Riemannian man-
ifold, Lindblad equations with GNS-detailed balance, quantum analog of gradient and divergence
operators, chain rule identity, and quantum noncommutative Lα spaces. Most results from Sec. II B
to Sec. II D follow from [18]; Sec. II E is mostly based on [46].
Notations: Throughout this section and the rest of this paper, we will use the following nota-
tions. DenoteM as the space of all n×n complex-valued matrices. The space of Hermitian matrices
is A; the space of strictly positive matrices is P+; the space of traceless Hermitian matrices is A0.
The space of density matrices is D and the space of invertible density matrices is D+. Unity I is
the n-by-n identity matrix; I is the identity super-operator on M.
Hilbert-Schmidt inner product is 〈A,B〉 := Tr (A∗B) for A,B ∈ M. We extend the inner
product 〈·, ·〉 to vector fields over M by 〈 ~A, ~B〉 := ∑Jj=1 〈Aj , Bj〉, where ~A = (A1 A2 · · ·AJ),
~B =
(
B1 B2 · · ·BJ
)
and Aj , Bj ∈M for all 1 ≤ j ≤ J; here J is a fixed positive integer. The space
of such vector fields is denoted by MJ. Such a convention is also applied analogously to all inner
products on M.
Denote λmin(ρ) as the smallest eigenvalue of a density matrix ρ and λmax(ρ) as the largest one.
Asterisk ∗ in the superscript means Hermitian-conjugate; dagger † means the adjoint operator with
respect to the Hilbert-Schmidt inner product.
To simplify the notation, a weight operator Γσ : M→M is defined by
Γσ(A) := σ
1
2Aσ
1
2 , (8)
8for any matrix A ∈M. Hence, for any γ ∈ R,
Γγσ(A) = σ
γ/2Aσγ/2.
A. Gradient flow dynamics
Consider a Riemannian manifold (M, gρ): M is a smooth manifold and gρ(·, ·) is an inner product
on the tangent space TρM for any ρ ∈ M. Given any (energy) functional E on M, the gradient,
denoted by gradE|ρ at any state ρ ∈ M, is defined as the element in the tangent space TρM such
that
gρ
(
gradE
∣∣∣∣
ρ
, ν
)
=
d
dǫ
E(ρ+ ǫν)
∣∣∣∣
ǫ=0
, ∀ν ∈ TρM. (9)
Then, the gradient flow dynamics refers to following autonomous differential equation
d
dt
ρt = −gradE
∣∣∣∣
ρt
. (10)
This gradient flow dynamics is essentially a generalization of steepest descend dynamics in the
Euclidean space. In this paper, we will take M to be the space of strictly positive density matrices
D+. The choice of gρ is more subtle and technical; thus we will explain it below in Sec. III.
B. Quantum Markov semigroup with GNS-detailed balance
For a continuous time-parameterized semigroup (Pt)t≥0, acting on the space of linear operators
on a finite dimensional Hilbert space Cn, it is called a quantum Markov semigroup (QMS) if Pt
is completely positive and Pt(I) = I, for any t ≥ 0. The generator of the QMS is denoted by L,
i.e., Pt = etL. Physically, this semigroup Pt usually refers to the time evolution super-operator for
observables in the Heisenberg picture.
To explain quantum detailed balance, let us define inner products 〈·, ·〉s parameterized by s ∈
[0, 1], for a given full-rank density matrix σ, in the following way: for any A,B ∈M,
〈A,B〉s := Tr
(
σsA∗σ1−sB
)
. (11)
Essentially, 〈·, ·〉s is a σ-weighted Hilbert-Schmidt inner product. The QMS is said to satisfy GNS-
detailed balance if Pt is self-adjoint with respect to the inner product 〈·, ·〉1 for all t ≥ 0, that is to
say, 〈Pt(A), B〉1 = 〈A,Pt(B)〉1 for all A,B ∈ M and t ≥ 0. In some literature, the case s = 1/2 is
considered instead and the quantum Markov semigroup is said to satisfy KMS-detailed balance if
Pt is self-adjoint with respect to the inner product 〈·, ·〉1/2. It is not hard to verify that the QMS
satisfies KMS-detailed balance iff
Γ−1σ ◦ L† ◦ Γσ = L. (12)
An important relation is that GNS-detailed balance is a more restrictive situation and it implies
KMS-detailed balance; reversely, it is not true. More discussion on the relation between GNS and
KMS detailed balance could be found in [18], in particular, Theorem 2.9 therein. Another important
9consequence is that if Pt satisfies detailed balance (either KMS or GNS), then σ is invariant under
dynamical evolution P†t , that is to say, P†t (σ) = σ. We add the prefix GNS and KMS to explicitly
distinguish these two conditions. More results on the quantum detailed balance can be found in
e.g. [37, 48–50] and the references therein.
The general form of quantum Markov semigroups with GNS-detailed balance is given by the
theorem below.
Theorem II.1 ([18, Theorem 3.1]). Suppose that the QMS Pt satisfies GNS-detailed balance, then
L(A) =
J∑
j=1
e−ωj/2V ∗j [A, Vj ] + e
ωj/2 [Vj , A]V
∗
j
=
J∑
j=1
e−ωj/2
(
V ∗j [A, Vj ] +
[
V ∗j , A
]
Vj
)
,
(13)
where ωj ∈ R and J ≤ n2 − 1. Moreover {Vj}Jj=1 satisfy the following:
1. Tr(Vj) = 0 and 〈Vj , Vk〉 = δj,kcj for all 1 ≤ j, k ≤ J; constants cj > 0 (for all 1 ≤ j ≤ J)
come from normalization;
2. for each j, there exists 1 ≤ j′ ≤ J such that V ∗j = Vj′ ;
3. ∆σ(Vj) = e
−ωjVj, where the modular operator ∆σ : M→M is defined as
∆σ(A) := σAσ
−1, for A ∈M;
4. if V ∗j = Vj′ then cj = cj′ and ωj = −ωj′ .
Then it could be easily derived that (see also Eq. (3.7) in [18])
L†(A) =
J∑
j=1
(
e−ωj/2
[
VjA, V
∗
j
]
+ eωj/2
[
V ∗j , AVj
])
=
J∑
j=1
e−ωj/2
([
VjA, V
∗
j
]
+
[
Vj , AV
∗
j
])
,
(14)
which is well known as the Lindblad super-operator.
Example II.2. Consider the depolarizing semigroup with the generator L†depol(A) = γ(σTr(A)−A),
and γ > 0. It is not hard to verify that Ldepol(A) = γ (Tr(σA)I −A) and that Ldepol is self-adjoint
with respect to the inner product 〈·, ·〉1. Thus this depolarizing semigroup satisfies the GNS-detailed
balance.
The following lemma is a special case of [18, Lemma 2.5] and is enough for our purpose.
Lemma II.3. Suppose QMS Pt satisfies the GNS-detailed balance, then
[Pt,∆σ] = 0, and equivalently [L,∆σ] = 0. (15)
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C. Noncommutative analog of gradient and divergence
Given those Vj from (13), define the noncommutative partial derivative ∂j by
∂j(A) := [Vj , A] , (16)
for any matrix A ∈M; as a result, its adjoint operator ∂†j has the form
∂†j (A) =
[
V ∗j , A
]
.
Let MJ be the vector fields over M, i.e., each element ~A ∈MJ has the form ~A = (A1 A2 · · · AJ)
where Aj ∈M for all 1 ≤ j ≤ J. The noncommutative gradient ∇ : M→MJ is defined by
∇A := (∂1A ∂2A · · · ∂JA) ∈MJ. (17)
The noncommutative divergence, acting on MJ, is defined by
div( ~A) := −
J∑
j=1
∂†j (Aj) ≡
J∑
j=1
[
Aj , V
∗
j
]
, (18)
for ~A =
(
A1 A2 · · ·AJ
) ∈MJ. The divergence is defined as this so that it is the adjoint operator
of gradient, with a multiplicative factor −1, analogous to the classical case.
Lemma II.4 ([18, Eq. (5.3)]). For a quantum Markov semigroup with GNS-detailed balance,
〈∇A,∇A〉1/2 = 〈A,−L(A)〉1/2 . (19)
Thus −L is a positive semi-definite operator on the Hilbert space (M, 〈·, ·〉1/2).
Lemma II.5 ([18, Theorem 5.3]). Suppose the Lindblad equation satisfies GNS-detailed balance.
Then the kernel of L equals to the commutant of {Vj}Jj=1. In other words, Ker(L) = Ker(∇).
The lemma below gives a sufficient condition for Lindblad equations with GNS-detailed balance
to be primitive, though the analysis in the rest of this manuscript does not rely on this result.
However, the condition J = n2 − 1 is not necessary for Lindblad equations with GNS-detailed
balance to be primitive. For example, the case n = 2, σ = 12 I, V1 = σX and V2 = σZ with J = 2
still leads to a primitive Lindblad equation, though J < n2− 1; σX and σZ here are Pauli matrices.
Lemma II.6. If the Lindblad equation satisfies the GNS-detailed balance and J = n2 − 1, then the
Lindblad equation is primitive.
Proof. Note that {I, V1, V2, · · ·VJ} form a (non-normalized) basis of M. Hence for any matrix
A ∈ M, one can decompose A = Tr(A)n I + A˜ where Tr(A˜) = 0. By the definition of primitive
Lindblad equation and Lemma II.5, it is equivalent to show that the commutant of {Vj}Jj=1 is
spanned by I, that is, if A is in the commutant of {Vj}Jj=1, then A˜ = 0.
If A is in the commutant, then
[
A˜, Vj
]
= 0 for all j. Since {Vj}Jj=1 spans the space of traceless
matrices, 0 =
[
A˜, |j〉 〈k|
]
for all j 6= k, that is, A˜ |j〉 〈k| = |j〉 〈k| A˜. Considering the matrix element
〈a| · |b〉, we have A˜a,jδk,b = A˜k,bδa,j. Case (1): take a = b = k, then we know that A˜k,j = 0,
hence off-diagonal terms of A˜ are all zero. Case (2): take a = j and b = k, then we know that
A˜j,j = A˜k,k; since 0 = Tr(A˜) =
∑
j A˜j,j , then A˜j,j = 0 for all j. In summary, A˜ = 0, thus completes
the proof.
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D. Chain rule identity
One of the key steps in connecting the Lindblad equation and the gradient flow dynamics of
the quantum relative entropy is the following chain rule identity. In Sec. III below, this chain rule
identity is also the key in proving Lemma III.1.
Lemma II.7 (Chain rule identity [18, Lemma 5.5]). For any V ∈M, X ∈ P+ and ω ∈ R,
[X ]ω
(
V log(e−ω/2X)− log(eω/2X)V
)
= e−ω/2V X − eω/2XV, (20)
where the operator [X ]ω : M→M is defined by
[X ]ω (A) :=
∫ 1
0
eω(s−1/2)XsAX1−s ds. (21)
This operator [X ]ω is a noncommutative multiplication of the operator X ; for convenience, when
ω = 0, let [X ] ≡ [X ]0. The operator [X ]ω can be extended and defined for vector fields MJ. For
~A =
(
A1 A2 · · · AJ
) ∈ MJ and ~ω = (ω1 ω2 · · · ωJ) ∈ RJ, define the operator [X ]~ω : MJ → MJ
by
[X ]~ω (
~A) :=
(
[X ]ω1 (A1) [X ]ω2 (A2) · · · [X ]ωJ (AJ)
)
. (22)
As a reminder, these ωj with 1 ≤ j ≤ J come from the spectrum of the modular operator ∆σ
(see Theorem II.1).
Lemma II.8. If X ∈ P+, then for any ω ∈ R, [X ]ω is a strictly positive operator on M. As a
consequence, [X ]−1ω is a well-defined strictly positive operator.
Proof. Notice that
〈A, [X ]ω A〉 =
∫ 1
0
eω(s−1/2) Tr(A∗XsAX1−s) ds
=
∫ 1
0
eω(s−1/2)
〈
Xs/2AX(1−s)/2, Xs/2AX(1−s)/2
〉
ds ≥ 0.
Moreover, 〈A, [X ]ω A〉 = 0 iff A = 0. Thus [X ]ω is a strictly positive operator on M for any ω ∈ R.
This completes the proof.
More explicitly, the inverse of [X ]ω is (see [18, Lemma 5.8])
[X ]
−1
ω (A) =
∫ ∞
0
1
t+ eω/2X
A
1
t+ e−ω/2X
dt
≡
∫ 1
0
1
1− s+ seω/2XA
1
1− s+ se−ω/2X ds,
(23)
where we change the variable s = 1t+1 from the first to the second line above.
By expressions (21) and (23), it is straightforward to verify the following Lemma.
Lemma II.9 ([18, Lemma 5.8]). For any ω ∈ R and A ∈M,
([X ]ω (A))
∗
= [X ]−ω (A
∗), ([X ]−1ω (A))
∗ = [X ]−1−ω (A
∗). (24)
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E. Noncommutative Lα spaces
In this subsection, we briefly recall some concepts from noncommutative Lα spaces and log-
Sobolev constants in that setting [44–46], We also recall an implication of the quantum Stroock-
Varopoulos inequality [46], which compares the magnitudes of various log-Sobolev constants.
Let us first introduce the weighted Lα norm, defined as
‖A‖α,σ :=
(
Tr
(∣∣∣Γ1/ασ (A)∣∣∣α))1/α . (25)
Then we need to introduce the power operator, for any α, β ∈ R, A ∈M,
Iβ,α (A) := Γ
− 1
β
σ
(∣∣∣Γ 1ασ (A)∣∣∣αβ) .
When A is positive and commutes with σ, Iβ,α (A) = A
α/β .
Two most important ingredients in noncommutative Lα spaces are entropy function and Dirichlet
form. The α-Entropy function for X ∈ P+ is defined as
Entα,σ (X) :=Tr
[(
Γ1/ασ (X)
)α
log
((
Γ1/ασ (X)
)α)]
− Tr
[(
Γ1/ασ (X)
)α
log(σ)
]
− ‖X‖αα,σ log
(
‖X‖αα,σ
)
,
(26)
and the α-Dirichlet form, for α ∈ (0, 1) ∪ (1,∞), is defined as
Eα,L(X) := αα˜
4
〈Iα˜,α (X) ,−L(X)〉1/2 , (27)
where 1/α˜+ 1/α = 1. When α = 1, the Dirichlet form is defined by taking the limit α→ 1, i.e.,
E1,L(X) := lim
α→1
Eα,L(X) = 1
4
〈log(Γσ(X))− log(σ),−L(X)〉1/2 .
The α-log Sobolev constant in this setting is defined as
κα ≡ κα(L) := inf
X>0
Eα,L(X)
Entα,σ (X)
, (28)
and thus the quantum α-LSI refers to
καEntα,σ (X) ≤ Eα,L(X), ∀X > 0. (29)
In order to compare (5) and (29), for any matrix X > 0, let us introduce ρ := Γσ(X)/Tr (Γσ(X)),
which is a strictly positive density matrix. By inverting the operator Γσ, X = Tr (Γσ(X)) Γ
−1
σ (ρ).
By the fact that both Eα,L(X) and Entα,σ (X) are homogeneous with respect to X (see, e.g.,
Proposition 4 (ii) and Proposition 8 (ii) in [46]), we have
κα = inf
ρ∈D+
Eα,L(Γ−1σ (ρ))
Entα,σ
(
Γ−1σ (ρ)
)
= inf
ρ∈D+
α2
4(α−1)
〈
Γ
1−α
α
σ
((
Γ
1−α
α
σ (ρ)
)α−1)
,−L(Γ−1σ (ρ))
〉
1/2
ZD
((
Γ
(1−α)/α
σ (ρ)
)α
/Z||σ
) ,
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where Z = Tr
[(
Γ
(1−α)/α
σ (ρ)
)α]
, which turns out to be the exponent in the sandwiched Re´nyi diver-
gence (3). Provided that Lindblad equations satisfy KMS-detailed balance, by (12) and Lemma III.1
(see below),
κα = inf
ρ∈D+
α2
4(α−1)
1
Z
〈
Γ
1−α
α
σ
((
Γ
1−α
α
σ (ρ)
)α−1)
,−L†(ρ)
〉
D
((
Γ
(1−α)/α
σ (ρ)
)α
/Z||σ
)
= inf
ρ∈D+
α
4
〈
δDα(ρ||σ)
δρ ,−L†(ρ)
〉
D
((
Γ
(1−α)/α
σ (ρ)
)α
/Z||σ
) = inf
ρ∈D+
α
4Iα (ρ||σ)
D
((
Γ
(1−α)/α
σ (ρ)
)α
/Z||σ
) .
(30)
As one might observe, the α-Dirichlet form becomes the quantum relative α-Fisher information
up to a multiplicative constant, after the above transformation. However, the denominator in the
above equation is different from the sandwiched Re´nyi divergence, which makes two definitions of
the quantum α-LSI in (5) and (29) different. When α = 1, this log-Sobolev constant κ1 becomes
κ1 =
1
4
inf
ρ∈D+
I (ρ||σ)
D (ρ||σ) =
1
4
2K =
K
2
. (31)
Therefore, both definitions (5) and (29) coincide when α = 1, up to a multiplicative constant 1/2.
The following implication of the quantum Stroock-Varopoulos inequality (see [46, Theorem 14])
characterizes the relationship between various κα.
Theorem II.10 ([46, Corollary 16]). Consider primitive Lindblad equations with GNS-detailed
balance. Then κα is non-increasing with respect to α ∈ [0, 2]. In particular,
κ1 ≥ κ2. (32)
III. LINDBLAD EQUATIONS AS THE GRADIENT FLOW DYNAMICS OF THE
SANDWICHED RE´NYI DIVERGENCE
This section devotes to the proof of Theorem 2. We will focus on the case that α 6= 1 since the
case α = 1 has been treated previously in [18]. Alternatively, one may easily adapt the proof below
to the case α = 1. The proof follows from a sequence of lemmas whose proofs are postponed to the
end of this section.
A. Proof of Theorem I.2
To simplify notations, for any density matrix ρ ∈ D, define
ρσ := Γ
1−α
α
σ (ρ) ≡ σ 1−α2α ρσ 1−α2α . (33)
Then the sandwiched Re´nyi divergence for α 6= 1 can then be rewritten as
Dα (ρ||σ) = 1
α− 1 log (Tr(ρ
α
σ)) .
The following lemma, connecting the functional derivative of sandwiched Re´nyi divergence and
Lindblad equation, plays an essential role in the proof of Theorem I.2.
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Lemma III.1 (Functional derivative). The functional derivative of the sandwiched Re´nyi diver-
gence in the space D is
δDα (ρ||σ)
δρ
=
α
α− 1
Γ
1−α
α
σ (ρα−1σ )
Tr (ρασ)
, (34)
and moreover for ρ ∈ D+,
[ρ]α,ωj ∂j
(
δDα (ρ||σ)
δρ
)
= e−ωj/2Vjρ− eωj/2ρVj , (35)
where the operator [X ]α,ω : M→M, for positive X ∈ P+ and ω ∈ R, is defined by
[X ]α,ω :=
Tr
((
Γ
1−α
α
σ (X)
)α)
α
Γ
α−1
α
σ ◦
[
Γ
1−α
α
σ (X)
]
ω/α
◦
[(
Γ
1−α
α
σ (X)
)α−1]−1
(α−1)ω/α
◦ Γ
α−1
α
σ . (36)
Remark III.2. 1) When α = 1, Γ
1−α
α
σ = I and ρσ = ρ. Then [ρ]α,ω reduces to [ρ]ω. Hence, [ρ]α,ω is
the generalization of [ρ]ω to the case of sandwiched Re´nyi divergence.
2) When α = 2, the above operator [ρ]2,ω has a simple form
[ρ]2,ω =
Tr(ρ2σ)
2
Γσ =
Tr(σ−1/2ρσ−1/2ρ)
2
Γσ. (37)
Thus the mapping
(A, ρ)→
〈
A, [ρ]2,ω (A)
〉
=
〈
ρ, σ−1/2ρσ−1/2
〉 〈
A, σ1/2Aσ1/2
〉
2
(38)
is the multiplication of quadratic terms with respect to both A and ρ.
The properties of the operator [X ]ω stated in Lemma II.8 and Lemma II.9 generalize to the
operator [X ]α,ω, as we summarize in the next lemma.
Lemma III.3. If X ∈ P+ and ω ∈ R, then
1. [X ]α,ω : M→M is strictly positive;
2. For any matrix A, (
[X ]α,ω (A)
)∗
= [X ]α,−ω (A
∗).
The operator [X ]α,ω can be similarly extended to the space M
J. For vector fields ~A =(
A1 A2 · · · AJ
) ∈MJ and ~ω = (ω1 ω2 · · · ωJ) ∈ RJ, we define
[X ]α,~ω (
~A) :=
(
[X ]α,ω1 (A1) [X ]α,ω2 (A2) · · · [X ]α,ωJ (AJ)
)
, (39)
and analogously,
[X ]
−1
α,~ω (
~A) :=
(
[X ]
−1
α,ω1
(A1) [X ]
−1
α,ω2
(A2) · · · [X ]−1α,ωJ (AJ)
)
. (40)
The following lemma will be useful to characterize the tangent space of density matrices.
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Lemma III.4. Assume that the Lindblad equation (1) is primitive and X ∈ P+. Denote the space
of traceless matrices by M0 and denote the space of traceless Hermitian matrices by A0, that is,
A0 = M0 ∩ A.
1. Given ~ω ∈ RJ, define the operator Dα,X,~ω : M0 →M0 by
Dα,X,~ω(A) := − div
(
[X ]α,~ω (∇A)
)
.
This operator Dα,X,~ω is strictly positive, and thus invertible.
2. For any A ∈M0,
(Dα,X,~ω(A))
∗ = Dα,X,~ω(A∗),
and the restriction of Dα,X,~ω on A0 is still strictly positive and invertible.
In the case α = 1, this lemma has been proved in [51, Lemma 3].
Before defining the metric tensor, we need to first introduce an inner product, weighted by [ρ]α,~ω.
Definition III.5 (Inner product). Given α ∈ (0,∞), ρ ∈ D+, for vector fields ~A =
(
A1 A2 · · · AJ
)
and ~B =
(
B1 B2 · · · BJ
)
, an inner product on vector fields is defined as
〈
~A, ~B
〉
α,ρ,L
:=
J∑
j=1
〈
Aj , [ρ]α,ωj (Bj)
〉
. (41)
Given ρ ∈ D+, the tangent space is A0. For ν1 and ν2 ∈ A0, by Lemma III.4 part (2), there is a
unique Uk ∈ A0, such that
νk = Dα,ρ,~ω(Uk) = − div
(
[ρ]α,~ω (∇Uk)
)
, k = 1, 2. (42)
Finally, we are ready to define the metric tensor we need.
Definition III.6 (Metric tensor). Given ρ ∈ D+, for νk ∈ TρD ≡ A0, define a metric tensor gα,ρ,L
by
gα,ρ,L(ν1, ν2) := 〈∇U1,∇U2〉α,ρ,L ≡
J∑
j=1
〈
∂jU1, [ρ]α,ωj (∂jU2)
〉
, (43)
where Uk and νk are linked via (42).
Proof of Theorem I.2. Up to now, the Riemannian structure (D+, gα,ρ,L) has been specified, as well
as the energy functional E(ρ) ≡ Dα (ρ||σ). Then, we will verify that the gradient flow dynamics
defined in (10) is exactly the Lindblad equation in (1). To achieve that, we need to compute the
gradient at any ρ0 ∈ D+.
Recall the notion of gradient in the Riemannian manifold (9), gradE|ρ0 is defined as the traceless
Hermitian matrix such that for any differentiable trajectory ρt ∈ D+ with ρ0 at time t = 0,
gα,ρ0,L
(
gradE
∣∣∣∣
ρ0
, ρ˙t
∣∣∣∣
t=0
)
≡ d
dt
∣∣∣∣
t=0
E(ρt) ≡ d
dt
∣∣∣∣
t=0
Dα (ρt||σ) .
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By direct computation,
d
dt
∣∣∣∣
t=0
Dα (ρt||σ) =
〈
δDα (ρ||σ)
δρ
∣∣∣∣
ρ=ρ0
, ρ˙t
∣∣∣∣
t=0
〉
=
〈
δDα (ρ||σ)
δρ
∣∣∣∣
ρ=ρ0
,− div
(
[ρ0]α,~ω (∇U0)
)〉
=
〈
∇δDα (ρ||σ)
δρ
∣∣∣∣
ρ=ρ0
, [ρ0]α,~ω (∇U0)
〉
=
〈
∇δDα (ρ||σ)
δρ
∣∣∣∣
ρ=ρ0
,∇U0
〉
α,ρ0,L
,
where we used the following fact that follows from Lemma III.4: there exists a unique family of
traceless Hermitian matrices {Ut}t≥0 such that ρ˙t = − div([ρt]α,~ω∇Ut). After combing the last two
equations, we have
gα,ρ0,L
(
gradE
∣∣∣∣
ρ0
, ρ˙t
∣∣∣∣
t=0
)
=
〈
∇δDα (ρ||σ)
δρ
∣∣∣∣
ρ=ρ0
,∇U0
〉
α,ρ0,L
.
By the definition of the metric tensor gα,ρ,L(·, ·) (43),
gradE
∣∣∣∣
ρ0
= Dα,ρ0,~ω
(
δDα (ρ||σ)
δρ
∣∣∣∣
ρ=ρ0
)
= − div
(
[ρ0]α,~ω
(
∇δDα (ρ||σ)
δρ
∣∣∣∣
ρ=ρ0
))
.
Consequently, the gradient flow dynamics (10) is
ρ˙t = −gradE
∣∣∣∣
ρt
= div
(
[ρt]α,~ω
(
∇δDα (ρ||σ)
δρ
∣∣∣∣
ρ=ρt
))
.
Let us rewrite the term on the right hand side
div
(
[ρt]α,~ω
(
∇δDα (ρ||σ)
δρ
∣∣∣∣
ρ=ρt
))
(18)
=
J∑
j=1
[
[ρt]α,ωj
(
∂j
δDα (ρ||σ)
δρ
∣∣∣∣
ρ=ρt
)
, V ∗j
]
(35)
=
J∑
j=1
[
e−ωj/2Vjρt − eωj/2ρtVj , V ∗j
]
(14)
=L†(ρt).
(44)
Thus the gradient flow dynamics is exactly the Lindblad equation in (1).
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Proof of Corollary I.3. If ρt is the solution of the Lindblad equation, then U0 = − δDα(ρ||σ)δρ
∣∣∣∣
ρ=ρ0
.
Hence,
d
dt
∣∣∣∣
t=0
Dα (ρt||σ) =
〈
∇δDα (ρ||σ)
δρ
∣∣∣∣
ρ=ρ0
,∇U0
〉
α,ρ0,L
= −
〈
∇δDα (ρ||σ)
δρ
∣∣∣∣
ρ=ρ0
,∇δDα (ρ||σ)
δρ
∣∣∣∣
ρ=ρ0
〉
α,ρ0,L
≤ 0.
B. Proof of Lemmas
Here we present the proofs of lemmas that we used in the previous subsection.
Proof of Lemma III.1. For any differentiable curve ρt ∈ D passing through ρ at time t = 0, that is,
ρ0 = ρ, we have 〈
δDα (ρ||σ)
δρ
, ρ˙0
〉
≡ d
dt
∣∣∣∣
t=0
Dα (ρt||σ)
=
α
α− 1
Tr
(
ρα−1σ σ
1−α
2α ρ˙0 σ
1−α
2α
)
Tr (ρασ)
=
α
α− 1
Tr
(
σ
1−α
2α ρα−1σ σ
1−α
2α ρ˙0
)
Tr (ρασ)
.
Then it is straightforward to obtain (34).
Next, we compute the partial derivative of δDα(ρ||σ)δρ . In fact,
∂j
(
δDα (ρ||σ)
δρ
)
=
α
(α− 1)Tr (ρασ)
[
Vj , σ
1−α
2α ρα−1σ σ
1−α
2α
]
=
α
(α− 1)Tr (ρασ)
σ
1−α
2α
(
σ
α−1
2α Vjσ
1−α
2α ρα−1σ − ρα−1σ σ
1−α
2α Vjσ
α−1
2α
)
σ
1−α
2α
=
α
(α− 1)Tr (ρασ)
Γ
1−α
α
σ
(
e−
α−1
2α ωjVjρ
α−1
σ − e
α−1
2α ωjρα−1σ Vj
)
(20)
=
α
(α− 1)Tr (ρασ)
Γ
1−α
α
σ
( [
ρα−1σ
]
α−1
α
ωj
(
Vj log(e
−α−12α ωjρα−1σ )− log(e
α−1
2α ωjρα−1σ )Vj
))
=
α
Tr (ρασ)
(
Γ
1−α
α
σ ◦
[
ρα−1σ
]
α−1
α
ωj
)(
Vj log(e
−ωj2α ρσ)− log(e
ωj
2α ρσ)Vj
)
.
(45)
To get the fifth line, we have used (20) with X = ρα−1σ and ω =
α−1
α ωj and V = Vj . Note that
since ρ, σ ∈ D+, ρσ, ρα−1σ ∈ P+.
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Furthermore, applying (20) again with X = ρσ, ω = ωj/α and V = Vj ,
[ρσ]ωj/α
(
Vj log
(
e−ωj/(2α)ρσ
)− log(eωj/(2α)ρσ)Vj)
=e−ωj/(2α)Vjρσ − eωj/(2α)ρσVj
=e−ωj/(2α)σ
1−α
2α
(
σ
α−1
2α Vjσ
1−α
2α
)
ρσ
1−α
2α − eωj/(2α)σ 1−α2α ρ
(
σ
1−α
2α Vjσ
α−1
2α
)
σ
1−α
2α
=Γ
1−α
α
σ
(
e−ωj/2Vjρ− eωj/2ρVj
)
.
Therefore,
e−ωj/2Vjρ− eωj/2ρVj =
(
Γ
α−1
α
σ ◦ [ρσ]ωj/α
)(
Vj log
(
e−ωj/(2α)ρσ
)− log(eωj/(2α)ρσ)Vj) . (46)
After plugging it back into (45), one could straightforwardly obtain (35) after arranging a few terms
and
[ρ]
−1
α,ωj
:=
α
Tr (ρασ)
(
Γ
1−α
α
σ ◦
[
ρα−1σ
]
α−1
α
ωj
)
◦
(
Γ
α−1
α
σ ◦ [ρσ]ωj/α
)−1
. (47)
This becomes (36) after we invert this operator.
Proof of Lemma III.3. 1. Since X ∈ P+, σ ∈ D+, then Xσ := Γ
1−α
α
σ (X) is strictly positive. For
any A ∈M, let A˜ := Γ
α−1
α
σ (A), then〈
A, [X ]α,ω (A)
〉
=
Tr(Xασ )
α
〈
A,Γ
α−1
α
σ ◦ [Xσ]ω/α ◦
[
Xα−1σ
]−1
(α−1)ω/α ◦ Γ
α−1
α
σ (A)
〉
=
Tr(Xασ )
α
〈
A˜, [Xσ]ω/α ◦
[
Xα−1σ
]−1
(α−1)ω/α (A˜)
〉
(21)
=
Tr(Xασ )
α
∫ 1
0
e
ω
α
(s− 12 ) Tr
(
A˜∗Xsσ
([
Xα−1σ
]−1
(α−1)ω/α (A˜)
)
X1−sσ
)
ds
=
Tr(Xασ )
α
∫ 1
0
e
ω
α
(s− 12 ) Tr
(
X
1−s
2
σ A˜
∗X
s
2
σX
s
2
σ
([
Xα−1σ
]−1
(α−1)ω/α (A˜)
)
X
1−s
2
σ
)
ds
(23)
=
Tr(Xασ )
α
∫ 1
0
e
ω
α
(s− 12 ) Tr
(
X
1−s
2
σ A˜
∗X
s
2
σ
([
Xα−1σ
]−1
(α−1)ω/α (X
s
2
σ A˜X
1−s
2
σ )
))
ds
=
Tr(Xασ )
α
∫ 1
0
e
ω
α
(s− 12 )
〈
X
s
2
σ A˜X
1−s
2
σ ,
[
Xα−1σ
]−1
(α−1)ω/α (X
s
2
σ A˜X
1−s
2
σ )
〉
ds ≥ 0,
since
[
Xα−1σ
]−1
(α−1)ω/α is a strictly positive operator by Lemma II.8. Additionally,
〈
A, [X ]α,ω (A)
〉
=
0 if and only if 0 = X
s
2
σ A˜X
1−s
2
σ ≡ X
s
2
σ
(
Γ
α−1
α
σ (A)
)
X
1−s
2
σ , which implies that A = 0.
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2. For any matrix A, by Lemma II.9,(
[X ]α,ω (A)
)∗
=
Tr (Xασ )
α
Γ
α−1
α
σ
(
[Xσ]ω/α ◦
[
Xα−1σ
]−1
(α−1)ω/α ◦ Γ
α−1
α
σ (A)
)∗
=
Tr (Xασ )
α
Γ
α−1
α
σ ◦ [Xσ]−ω/α
([
Xα−1σ
]−1
(α−1)ω/α ◦ Γ
α−1
α
σ (A)
)∗
=
Tr (Xασ )
α
Γ
α−1
α
σ ◦ [Xσ]−ω/α ◦
[
Xα−1σ
]−1
−(α−1)ω/α
(
Γ
α−1
α
σ (A)
)∗
=
Tr (Xασ )
α
Γ
α−1
α
σ ◦ [Xσ]−ω/α ◦
[
Xα−1σ
]−1
−(α−1)ω/α ◦ Γ
α−1
α
σ (A
∗)
= [X ]α,−ω (A
∗).
Proof of Lemma III.4. 1. Consider a traceless matrix A ∈ M0. It is easy to verify that
Tr (Dα,X,~ω(A)) = 0. From the definition of the divergence operator (18), we have
〈A,Dα,X,~ω(A)〉 =
J∑
j=1
〈
∂jA, [X ]α,ωj (∂jA)
〉
≥ 0.
Moreover, since [X ]α,ωj is strictly positive by Lemma III.3, we know that 〈A,Dα,X,~ω(A)〉 = 0
iff ∂jA = 0 for all 1 ≤ j ≤ J. Thanks to Lemma II.5 and the assumption that the Lindblad
equation (1) is primitive, we have A = 0 since A is assumed to be traceless. Therefore, Dα,X,~ω
is a strictly positive operator on the space of traceless matrices M0.
2. We only need to prove that (Dα,X,~ω(A))
∗ = Dα,X,~ω(A∗). The rest simply follows from the
first part of the lemma. Note that
Dα,X,~ω(A) = − div
(
[X ]α,~ω (∇A)
)
(18)
=
∑
j
[
V ∗j , [X ]α,ωj (∂jA)
]
=
∑
j
V ∗j
(
[X ]α,ωj (VjA−AVj)
)
−
(
[X ]α,ωj (VjA−AVj)
)
V ∗j .
Hence by Theorem II.1 and Lemma III.3, we have
(Dα,X,~ω(A))
∗
=
∑
j
(
[X ]α,−ωj (A
∗V ∗j − V ∗j A∗)
)
Vj − Vj
(
[X ]α,−ωj (A
∗V ∗j − V ∗j A∗)
)
=
∑
j′
(
[X ]α,ωj′ (A
∗Vj′ − Vj′A∗)
)
V ∗j′ − V ∗j′
(
[X ]α,ωj′ (A
∗Vj′ − Vj′A∗)
)
=Dα,X,~ω(A
∗).
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IV. THE NECESSARY CONDITION FOR LINDBLAD EQUATIONS TO BE THE
GRADIENT FLOW DYNAMICS OF SANDWICHED RE´NYI DIVERGENCES
Recall from Theorem I.2 that Lindblad equations with GNS-detailed balance can be regarded as
the gradient flow dynamics of sandwiched Re´nyi divergences, including the quantum relative en-
tropy. A natural and immediate following-up question is the extent that one can possibly generalize
Theorem I.2 in the sense of considering a larger family of Lindblad equations. In a recent paper
[19], such an issue has been briefly addressed; however, currently, there is still a gap between the
class of Lindblad equations (i.e., primitive Lindblad equations with GNS detailed balance) that
are known to be the gradient flow dynamics of the quantum relative entropy and the necessary
condition (i.e., BKM detailed balance condition) for a primitive Lindblad equation to be possibly
expressed as the gradient flow dynamics of the quantum relative entropy; this gap will be revisited
and explained in more details below.
In this section, we shall explore the necessary condition for Lindblad equations to be the gradient
flow dynamics of sandwiched Re´nyi divergences, summarized in Theorem IV.1, which adapts the
argument from [19, Theorem 2.9]. Next, in Sec. IVB, we will discuss detailed balance conditions
arising from Theorem IV.1 and in Sec. IVC, we will discuss relations between various detailed
balance conditions.
A. Necessary condition
Below is the main result of this section. Recall the notation [X ]ω (21) and recall that [X ] ≡ [X ]0.
Theorem IV.1. Suppose that the dual QMS P†t = etL
†
is primitive and its unique stationary state
is σ ∈ D+. If there exists a continuously differentiable metric tensor gρ(·, ·) : A0 ×A0 → R for any
ρ ∈ D+ such that the Lindblad equation ρ˙t = L†(ρt) is the gradient flow dynamics of the sandwiched
Re´nyi divergence Dα (ρ||σ), then L is self-adjoint with respect to the inner product weighted by an
operator Wσ,α : M→M defined by
Wσ,α(A) :=
[
σ
1
α
]
◦
[
σ
α−1
α
]−1
◦ Γ
2(α−1)
α
σ (A)
≡
∫ 1
0
∫ 1
0
( (
σ
1
α
)1−s
σ
α−1
α
(1 − r)I+ rσ α−1α
)
A
(
σ
α−1
α
(
σ
1
α
)s
(1− r)I + rσ α−1α
)
dr ds,
(48)
for all A ∈M; more specifically, we have for all A,B ∈M,
〈L(A), B〉
Wσ,α
= 〈A,L(B)〉
Wσ,α
, (49)
where 〈A,B〉
Wσ,α
:= 〈A,Wσ,α(B)〉.
Remark IV.2. The operator Wσ,α is a noncommutative way to multiply σ and the condition (49)
is equivalent to
Wσ,α ◦ L ◦W −1σ,α = L†. (50)
Motivated by the definition of GNS and KMS detailed balance conditions, we shall define a
detailed balance condition based on sandwiched Re´nyi divergences, for the convenience of discussion
below.
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Definition IV.3 (Sandwiched Re´nyi divergence (SRD) detailed balance condition). For a primitive
Lindblad equation with a unique stationary state σ ∈ D+, it is said to satisfy the sandwiched Re´nyi
divergence (SRD) detailed balance condition if the generator L is self-adjoint with respect to the
inner product 〈·, ·〉
Wσ,α
for any α ∈ (0,∞).
Proof of Theorem IV.1. We first need to introduce some notations following [19, Sec. 2.3]. Define
the operator Gρ : A0 → A0 by 〈A,Gρ(B)〉 = gρ(A,B); since gρ is a R-valued inner product, Gρ must
be invertible and self-adjoint. The inverse of Gρ is denoted by Kρ, which is also self-adjoint. From
(9), one could easily derive that the gradient flow dynamics can be expressed by
ρ˙t = −Kρt
(
δDα (ρ||σ)
δρ
∣∣∣∣
ρ=ρt
)
. (51)
For convenience, notice that the domain of Kρ can be extended from A0 to A by setting Kρ(I) := 0.
Under the assumption that ρ˙t = L†(ρt) is the gradient flow dynamics of the sandwiched Re´nyi
divergence Dα (ρ||σ) and by (51),
L†(ρ) = −Kρ
(
δDα (ρ||σ)
δρ
)
. (52)
Choose ρǫ = σ + ǫA with A ∈ A0 and let ǫ > 0 small enough such that ρǫ ∈ D+. Then
L†(A) = L
†(ρǫ)− L†(σ)
ǫ
= lim
ǫ↓0+
d
dǫ
L†(ρǫ) = − lim
ǫ↓0+
d
dǫ
Kρǫ
(
δDα (ρ||σ)
δρ
∣∣∣∣
ρ=ρǫ
)
(34)
= − α
α− 1 limǫ↓0+
d
dǫ
((
Kσ + ǫ(δKσ) +O(ǫ2)
)(Γ 1−αασ (ρα−1σ )
Tr (ρασ)
∣∣∣∣
ρ=ρǫ
))
= − α
α− 1 limǫ↓0+
d
dǫ
((
Kσ + ǫ(δKσ) +O(ǫ2)
)( I+ ǫB +O(ǫ2)
1 +O(ǫ)
))
= − α
α− 1Kσ(B),
where the term B in the expansion is (see e.g., [17, Proposition 7.2])
B =
d
dǫ
∣∣∣∣
ǫ=0
Γ
1−α
α
σ
((
Γ
1−α
α
σ (ρǫ)
)α−1)
= Γ
1−α
α
σ
(∫ 1
0
∫ α−1
0
σ
α−1−β
α
(1 − s)I+ sσ 1α Γ
1−α
α
σ (A)
σ
β
α
(1− s)I+ sσ 1α dβ ds
)
= (α− 1)
∫ 1
0
∫ 1
0
(
σ
α−1
α
)1−β
(1− s)I+ sσ 1α Γ
2(1−α)
α
σ (A)
(
σ
α−1
α
)β
(1− s)I+ sσ 1α dβ ds
= (α− 1)
[
σ
α−1
α
]
◦
[
σ
1
α
]−1
◦ Γ
2(1−α)
α
σ (A) = (α− 1)W −1σ,α (A).
To get the third line, we change the variable β by (α−1)β; in the fourth line, we use expressions (21)
and (23). Note that all three operators in the fourth line above pairwise commute. By combining
the last two equations,
L†(A) = −αKσ
(
W
−1
σ,α (A)
)
. (53)
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Therefore, for any C,D ∈ A0,
〈L(C), D〉
Wσ,α
=
〈
C,L† ◦Wσ,α(D)
〉
= −α 〈C,Kσ(D)〉 ,
and similarly,
〈C,L(D)〉
Wσ,α
= (−α) 〈Kσ(C), D〉 .
As mentioned earlier at the beginning of this proof, the operator Kσ is self-adjoint. Thus L is
self-adjoint with respect to the inner product 〈·, ·〉
Wσ,α
.
B. Decomposition of the operator Wσ,α
To understand better the operator Wσ,α, we would like to study its decomposition and various
special cases. Suppose the eigenvalue decomposition of σ is σ =
∑
k λk |ψk〉 〈ψk| where λk > 0 for
all k. When α 6= 1, the expansion of (48) in terms of eigenbasis of σ leads into
Wσ,α(·) =
∑
k,j
fαk,j |ψk〉 〈ψk| · |ψj〉 〈ψj | , (54)
where the coefficients fαk,j are given by
fαk,j =

λk, λk = λj ;
(α− 1) λ
1
α
k − λ
1
α
j
λ
1−α
α
j − λ
1−α
α
k
, λk 6= λj .
(55)
Let us consider a few special weight operators Wσ,α:
• (α = 1). The operator Wσ,α reduces to [σ] (·) =
∫ 1
0
σ1−s ·σs ds and the inner product 〈·, ·〉
Wσ,α
is known as the BKM inner product. As a remark, this case has been shown in [19, Theorem
2.9].
• (α = 2). The operator Wσ,α reduces to Γσ and the inner product 〈·, ·〉Wσ,α is KMS inner
product. This immediately implies that in the context of the gradient flow of sandwiched
Re´nyi divergences, one cannot work on a class of Lindblad equations larger than the one with
KMS detailed balance condition.
Even though α ∈ (0,∞) in the Definition IV.3, we can still apply the limiting argument to define
Wσ,∞ and Wσ,0, so that we could better understand the SRD detailed balance condition.
• (α = ∞). As α → ∞, σ 1α → I and σ α−1α → σ. As a result, the operator Wσ,α converges to
Wσ,∞ := [σ]
−1 ◦ Γ2σ.
• (α = 0). This case is slightly more subtle, since σ α−1α will blow up. When λk 6= λj , as α ↓ 0,
one could show that fαk,j → max(λk, λj). Therefore,
Wσ,0(·) =
∑
k,j
max(λk, λj) |ψk〉 〈ψk| · |ψj〉 〈ψj | .
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C. Relations between GNS, SRD, KMS detailed balance conditions
Proposition IV.4. For a primitive Lindblad equation with the unique stationary state σ ∈ D+,
1. GNS detailed balance condition implies SRD detailed balance condition.
2. SRD detailed balance condition implies KMS detailed balance condition, while conversely it is
generally not true.
Remark IV.5. 1. This suggests that the class of Lindblad equations with GNS detailed balance
considered in Theorem I.2 seems to be general enough, because it is impossible to generalize
Theorem I.2 to the class of Lindblad equations with KMS detailed balance by Proposition IV.4.
More specifically, as we shall show later in the proof of Proposition IV.4, there exists at least
one primitive Lindblad equation that satisfies KMS detailed balance condition, but does not
satisfy SRD detailed balance condition (in particular, Wσ,α ◦ L ◦ W −1σ,α 6= L† for any α 6= 2);
because SRD detailed balance condition is necessary for having a gradient flow structure, this
particular Lindblad equation cannot be expressed as the gradient flow dynamics of Dα (ρ||σ)
for any α 6= 2.
2. It is still unknown whether the SRD detailed balance condition is equivalent to the GNS
detailed balance condition or not. Thus it might be interesting to characterize Lindblad
equations with SRD detailed balance, though this task seems to be rather technical.
Proof of Proposition IV.4. The first statement comes immediately by combining Theorem I.2 and
Theorem IV.1. As for the second statement, since the SRD detailed balance condition contains
KMS detailed balance condition as a special instance when α = 2, obviously SRD implies KMS. In
the following, we provide a primitive two-level Lindblad equation with KMS detailed balance from
[18, Appendix B] to demonstrate that KMS does not imply SRD.
Let us considerK1 = |ψ〉 〈0| andK2 = |φ〉 〈1| where |ψ〉 = 1√2 (|0〉+ |1〉) and |φ〉 =
1√
5
(|0〉+ 2 |1〉).
• Define an operator K by K (A) := K∗1AK1 +K∗2AK2. Thus K is CP and K (I2) = I2.
• The adjoint operator
K
†(A) = K1AK∗1 +K2AK
∗
2 = |ψ〉 〈0|A |0〉 〈ψ|+ |φ〉 〈1|A |1〉 〈φ|
is also CP. Note that K †(|0〉 〈1|) = K †(|1〉 〈0|) = 0 and K †(|0〉 〈0|) = |ψ〉 〈ψ| and
K †(|1〉 〈1|) = |φ〉 〈φ|. It can be readily verified that there is one and only one eigenstate for
K † associated with eigenvalue 1, which is
σ =
1
7
[
2 3
3 5
]
.
The other non-zero eigenvalue of K † is 3/10.
• Define K˜j = σ1/2K∗j σ−1/2 for j = 1, 2 and define a CP operator K˜ via K˜ (A) = K˜∗1AK˜1 +
K˜∗2AK˜2. Then K˜ (I2) = I2 and K˜
†(σ) = σ; furthermore, we can verify that〈
K˜ B,A
〉
1/2
= 〈B,K A〉1/2 .
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Hence, the QMS Pt = etL with L := K˜ K − I2 can be readily verified to satisfy the KMS
detailed balance condition. Moreover, it is easy to show L†(σ) = 0 and one could verify that
it is the only eigenvector of L† with eigenvalue 0, i.e., the Lindblad equation is primitive.
Next, we numerically show that (50) does not hold. Figure 1 plots the trace-norm of Wσ,α ◦ L ◦
W −1σ,α − L† for various α; from this figure, it is clear that (50) holds only when α = 2 (i.e., KMS
detailed balance condition).
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0.000
4 6 8 10
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FIG. 1:
∥∥Wσ,α ◦ L ◦W −1σ,α − L†∥∥Tr with respect to various α
V. EXPONENTIAL DECAY OF SANDWICHED RE´NYI DIVERGENCES
This section is devoted to proving Theorem I.8, i.e., the exponential decay of sandwiched Re´nyi
divergences for primitive Lindblad equations with GNS-detailed balance. We start by recalling the
definition of a spectral gap and then we prove a Poincare´ inequality (see Proposition V.1). With this
Poincare´ inequality, we derive a uniform lower bound of the quantum relative 2-Fisher information,
which immediately implies Theorem I.8 in the case α = 2. Next we prove the Proposition I.7,
which shows that for primitive Lindblad equations with GNS-detailed balance, the quantum LSI
(5) holds for α = 1 (i.e., there exists K > 0). Then we prove a quantum comparison theorem (see
Proposition V.8), which implies that the exponential decay rates of sandwiched Re´nyi divergences
along the Lindblad equation are the same for all α > 1. This together with the monotonicity of
sandwiched Re´nyi divergences with respect to the order α concludes the proof of Theorem I.8.
A. Spectral gap and Poincare´ inequality
Let us recall from Sec. II that if the Lindblad equation satisfies GNS-detailed balance, then it
also satisfies KMS-detailed balance (i.e., L is self-adjoint with respect to the inner product 〈·, ·〉1/2).
Moreover, by Lemma II.4, −L is a positive semi-definite operator with respect to the inner product
〈·, ·〉1/2. By the additional assumption that the Lindblad equation is primitive, we know I is the
only eigenvector of −L with respect to the eigenvalue zero. Hence, spectral theory shows that there
exists an orthonormal basis {L1, L2, · · · , Ln2−1, I} such that
−L(Lj) = θjLj , θ1 ≥ θ2 ≥ · · · ≥ θn2−1 > 0; −L(I) = 0. (56)
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The spectral gap of the operator−L is λL := θn2−1. It is worth remarking that {L1, L2, · · · , Ln2−1, I}
is an orthonormal basis in the Hilbert space M equipped with the inner product 〈·, ·〉1/2, but not
necessarily with other inner products. The following Poincare´ inequality follows directly from the
definition of the spectral gap.
Proposition V.1 (Poincare´ inequality). Assume that the primitive Lindblad equation satisfies
GNS-detailed balance (1). For any A ∈M such that 〈I, A〉1/2 = 0 (or equivalently, tr(σA) = 0),
〈∇A,∇A〉1/2 = 〈A,−L(A)〉1/2 ≥ λL 〈A,A〉1/2 . (57)
Moreover, the equality can be achieved when A = Ln2−1.
Proof. For any A ∈ M such that 〈I, A〉1/2 = 0, we know that A ∈ span{Lj}n
2−1
j=1 . Thus by the
definition of the spectral gap, 〈A,−L(A)〉1/2 ≥ λL 〈A,A〉1/2 . Moreover, when A = Vn2−1, the
equality holds. Then (57) follows immediately from (19).
Remark V.2. In fact, the above Poincare´ inequality is a special case of a whole family of Poincare´
inequalities (see [52, Eq. (51)]): given any function ϕ : (0,∞)→ (0,∞), we could consider
Cϕ 〈A, ϕ˜(∆σ)(A)〉1/2 ≡ Cϕ 〈A,ϕ(∆σ)(A)〉1
≤ 〈A,ϕ(∆σ) ◦ (−L)(A)〉1 ≡ 〈A, ϕ˜(∆σ) ◦ (−L)(A)〉1/2 ,
for all A ∈M such that Tr(σA) = 0, where ϕ˜(x) := x−1/2ϕ(x). The inequality in (57) simply refers
to the case ϕ(x) = x1/2. Because [−L,∆σ] = 0 (see Lemma II.3), −L and ∆σ are simultaneously
diagonalizable; thus we might as well choose Lj (56) in a way that all Lj are eigenvectors of both
−L and ∆σ. Also note that both −L and ∆σ are positive semi-definite operators, so they have
non-negative spectrum. By expanding A =
∑n2−1
j=1 ajLj, it is not hard to show that Cϕ = λL in
our situation. Therefore, all such Poincare´ inequalities have the same prefactor Cϕ for primitive
Lindblad equations with GNS-detailed balance.
B. Proof of Theorem I.8 for the case α = 2
Proposition V.3 (Lower bound of I2 (ρ||σ)). Assume that the primitive Lindblad equation (1)
satisfies GNS-detailed balance. Then
I2 (ρ||σ) ≥ 2λL
(
1− e−D2(ρ||σ)
)
, ∀ρ ∈ D. (58)
Proof. The case α = 2 is easier to deal with as certain quantities become more explicit:
δD2 (ρ||σ)
δρ
=
2σ−1/2ρσ−1/2〈
ρ, σ−1/2ρσ−1/2
〉 = 2Γ−1σ (ρ)〈
Γ−1σ (ρ),Γ−1σ (ρ)
〉
1/2
;
D2 (ρ||σ) = logTr
(
σ−1/2ρσ−1/2ρ
)
= log
(〈
Γ−1σ (ρ),Γ
−1
σ (ρ)
〉
1/2
)
.
26
Then, by the definition of the quantum relative α-Fisher information (4)
I2 (ρ||σ) = −
〈
2Γ−1σ (ρ)〈
Γ−1σ (ρ),Γ−1σ (ρ)
〉
1/2
,L†(ρ)
〉
=
−2〈
Γ−1σ (ρ),Γ−1σ (ρ)
〉
1/2
〈
Γ−1σ (ρ),Γ
−1
σ ◦ L† ◦ Γσ(Γ−1σ (ρ))
〉
1/2
(12)
=
−2〈
Γ−1σ (ρ),Γ−1σ (ρ)
〉
1/2
〈
Γ−1σ (ρ),L(Γ−1σ (ρ))
〉
1/2
=
−2〈
Γ−1σ (ρ),Γ−1σ (ρ)
〉
1/2
〈
Γ−1σ (ρ− σ),L(Γ−1σ (ρ− σ))
〉
1/2
(57)
≥ 2〈
Γ−1σ (ρ),Γ−1σ (ρ)
〉
1/2
λL
〈
Γ−1σ (ρ− σ),Γ−1σ (ρ− σ)
〉
1/2
.
It is not hard to verify that〈
Γ−1σ (ρ),Γ
−1
σ (ρ)
〉
1/2
= 1+
〈
Γ−1σ (ρ− σ),Γ−1σ (ρ− σ)
〉
1/2
. (59)
It is interesting to note that the term
〈
Γ−1σ (ρ− σ),Γ−1σ (ρ− σ)
〉
1/2
turns out to be the quantum
χ2-divergence χ21/2(ρ, σ) studied in [37]. Then
I2 (ρ||σ) ≥ 2λL〈
Γ−1σ (ρ),Γ−1σ (ρ)
〉
1/2
(〈
Γ−1σ (ρ),Γ
−1
σ (ρ)
〉
1/2
− 1
)
=
2λL
eD2(ρ||σ)
(
eD2(ρ||σ) − 1
)
,
which yields (58).
With Proposition V.3, we can immediately show the exponential decay of the sandwiched Re´nyi
divergence of order α = 2.
Proof of Theorem I.8 for the case α = 2. From the definition of the quantum relative 2-Fisher in-
formation in (4) and by Proposition V.3,
d
dt
D2 (ρt||σ) = −I2 (ρt||σ) ≤ −2λL
(
1− e−D2(ρt||σ)
)
.
Then ddt log
(
eD2(ρt||σ) − 1) ≤ −2λL. After integrating it from time 0 to t, one could find after
some straightforward simplification that
D2 (ρt||σ) ≤ log
(
1 + (eD2(ρ0||σ) − 1)e−2λLt
)
≤ (eD2(ρ0||σ) − 1)e−2λLt.
Thus D2 (ρt||σ) decays exponentially fast with rate 2λL. Apparently, the prefactor C2,ǫ and the
waiting time τ2,ǫ could be chosen as
C2,ǫ =
1
D2 (ρ0||σ)
(
eD2(ρ0||σ) − 1), τ2,ǫ = 0.
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The lower bound of I2 (ρ||σ) in Proposition V.3 immediately leads into a lower bound of the
quantum 2-log Sobolev constant K2 in (5).
Corollary V.4 ([39, Theorem 4.2]). For primitive Lindblad equations with GNS-detailed balance,
the quantum 2-log Sobolev constant K2 is bounded below by the spectral gap; specifically,
K2 ≥ 1− λmin(σ)
log (λmin(σ)−1)
λL. (60)
Proof. From Proposition V.3, we know that
I2 (ρ||σ)
D2 (ρ||σ) ≥ 2λL
1− e−D2(ρ||σ)
D2 (ρ||σ) ≥ 2λL
1− λmin(σ)
log(λmin(σ)−1)
,
because x→ 1−e−xx is monotonically decreasing on (0,∞) and 0 ≤ D2 (ρ||σ) ≤ log(λmin(σ)−1) [39,
Lemma 2.1]. The above result follows immediately by taking the minimization over ρ for both
sides.
C. Proof of the quantum LSI
In this subsection, we prove the Proposition I.7, which shows the equivalence of the primitivity
and the validity of quantum LSI (5), for Lindblad equations with GNS-detailed balance.
One key ingredient is the l2 mixing time defined as the following for any ǫ > 0,
t2(ǫ) = inf{t ≥ 0 :
∥∥etL(A)− Tr(σA)I∥∥
2,σ
≤ ǫ, ∀A ∈M s.t. ‖A‖1,σ = 1}
≡ inf{t ≥ 0 :
∥∥etL(·)− Tr(σ·)I∥∥
1→2,σ ≤ ǫ}.
(61)
We shall need the following two results.
Lemma V.5. Under the same assumption as in Proposition I.7, if the Lindblad equation is prim-
itive with the spectral gap λL, then
t2(ǫ) ≤ max
(
0,
1
2λL
log
(
1
λmin(σ)ǫ2
))
. (62)
Its proof will be given slightly later in this subsection. As a remark, when ǫ ≥
√
1
λmin(σ)
, we have
t2(ǫ) = 0; this is intuitively reasonable since when ǫ is large enough, the inequality in (61) trivially
holds.
Theorem V.6 ([39, Theorem 5.3]). Under the same assumption as in Proposition I.7, if the
Lindblad equation is primitive, then
t2(e
−1)κ2 ≥ 1
2
. (63)
Proof of Proposition I.7. First, recall that [45, Theorem 16] has proved that K ≤ λL by linearizing
the quantum LSI, thus K > 0 implies λL > 0.
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As for the other direction, assume that the Lindblad equation is primitive. Suppose ρt = e
tL†(ρ0)
is the solution of the Lindblad equation. Combining the estimates above, we have
K
(31)
= 2κ1
(32)
≥ 2κ2
(63)
≥ 1
t2(e−1)
(62)
≥ 2λL
2− log(λmin(σ)) =
1
1− log(
√
λmin(σ))
λL.
Remark V.7. In the proof above, we use the mixing time t2(e
−1) as a bridge to connect κ2 and
λL, and use the quantum Stroock-Varopoulos inequality to connect K and κ2. To the best of
our knowledge, a direct proof of the quantum LSI (5) has not appeared in the literature. For
classical systems, Bakry-E´mery [53] condition is an important criterion for classical LSI to hold
for Fokker-Planck equations. It is an interesting open question to see whether there is a quantum
analog.
Proof of Lemma V.5. Let us introduceB = etL(A)−Tr(σA)I and decomposeA = a0I+
∑n2−1
j=1 ajLj ,
where Lj are eigenvectors of the operator L; recall (56) for notations. Then we easily know that
B =
∑n2−1
j=1 aje
−tθjLj and that∥∥etL(A)− Tr(σA)I∥∥2
2,σ
= Tr
(
σ
1
4B∗σ
1
4σ
1
4Bσ
1
4
)
= 〈B,B〉1/2
=
n2−1∑
j=1
e−2tθj |aj |2 ≤ e−2tλL
n2−1∑
j=1
|aj |2.
Let A˜ :=
∣∣∣σ 12Aσ 12 ∣∣∣. From the condition that ‖A‖1,σ = 1 in (61), we have Tr(A˜) = 1. Then
1 ≥ Tr(A˜2) = Tr
(
σ
1
2A∗σ
1
2σ
1
2Aσ
1
2
)
=
〈
σ
1
4
(
σ
1
4Aσ
1
4
)
σ
1
4 , σ
1
4
(
σ
1
4Aσ
1
4
)
σ
1
4
〉
≥ λmin(σ)
〈
σ
1
4Aσ
1
4 , σ
1
4Aσ
1
4
〉
= λmin(σ) 〈A,A〉1/2 ≥ λmin(σ)
n2−1∑
j=1
|aj |2
 .
Therefore, we know that ∥∥etL(A)− Tr(σA)I∥∥2
2,σ
≤ e−2tλL 1
λmin(σ)
.
Easily, we know that whenever t ≥ 12λL log
(
1
λmin(σ)ǫ2
)
, we have
∥∥etL(A)− Tr(σA)I∥∥
2,σ
≤ ǫ. Then
(62) follows immediately.
D. Proof of Theorem I.8 for α ∈ (0,∞) via a quantum comparison theorem
As a quantum analog of [28, Lemma 3.4] for Fokker-Planck equations and [25, Theorem 3.2.3] for
the Ornstein-Uhlenbeck process, in Proposition V.8, we will show that under primitive Lindblad
equations with GNS-detailed balance (1), the sandwiched Re´nyi divergence of higher order α1 can
be bounded above by the sandwiched Re´nyi divergence of lower order α0 (1 < α0 < α1), at the
expense of some time delay. This result helps to prove the exponential decay for sandwiched Re´nyi
divergences under Lindblad equations, summarized in Proposition V.10.
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Proposition V.8 (Quantum comparison theorem). Let ρt be the solution of the Lindblad equation
with GNS-detailed balance (1). Assume that the quantum LSI (5) holds with constant K. Assume
also that
D (ρ0||σ) ≤ ǫ for some fixed ǫ ∈
(
0,
λmin(σ)
2
2
)
. (64)
Then for any two orders 1 < α0 ≤ α1, we have
Dα1 (ρT ||σ) ≤ Dα0 (ρ0||σ) , (65)
with
T =
1
2Kη
log
(
α1 − 1
α0 − 1
)
, (66)
where
η = min
1
2
,
J
min
j=1
 2
√
eωj 1Λ
1 + eωjΛ

 ,
Λ =
λmax(σ)
λmin(σ)
exp
(
α0
√
2ǫ
2λmin(σ)−
√
2ǫ
λmin(σ)(λmin(σ)−
√
2ǫ)
)
.
The proof is postponed to Sec. VE. Later in Sec. VF, we will discuss this quantum comparison
theorem in details. As a reminder, we have, in fact, implicitly assumed that Lindblad equations
under consideration are primitive, by Proposition I.7.
Remark V.9. 1. The assumption (64) on the initial condition ρ0 is merely a technical assumption
allowing us to obtain a neat expression for the delay time T . This assumption (64) is not
essential for the inequality (65) to hold; one could remove the assumption at the expense of
longer delay time. In fact, the validity of the quantum LSI (5) leads to the exponential decay
of the quantum relative entropy, so that D(ρt0 ||σ) ≤ ǫ holds for some t0 ≥ 0. Taking ρt0 in
place of ρ0, one sees that this would imply (65) with a larger decay time T .
2. Another reason for imposing the assumption (64) is to avoid technicalities. Thanks to the
quantum Pinsker’s inequality
D (ρ||σ) ≥ 1
2
(Tr |ρ− σ|)2 , (67)
the assumption that D (ρ0||σ) ≤ ǫ with 0 < ǫ < λmin(σ)
2
2 implies that ρ0 is a strictly positive
density matrix; in fact, we can even show that ρt ∈ D+, for any t ≥ 0. This assumption
can help avoid many technical issues arising from degenerate density matrices and it validates
the usage of results in the previous two sections, e.g., properties of the operator [X ]ω (which
require X to be strictly positive).
Proposition V.10. Let ρt be the solution of the Lindblad equation with GNS-detailed balance (1).
Assume that the quantum LSI (5) holds with constant K. If the sandwiched Re´nyi divergence
decays exponentially fast with rate R for some order α0 > 1, then it decays exponentially fast for
any α ∈ (0,∞) with rate at least R.
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Proof of Proposition V.10. The exponential decay of the sandwiched Re´nyi divergence means there
exists some time t0 and constant C0 such that
Dα0 (ρt||σ) ≤ C0Dα0 (ρ0||σ) e−Rt, ∀t ≥ t0.
Case (I): α ≤ α0. By the monotonicity of sandwiched Re´nyi divergences with respect to the order
α [34, Theorem 7],
Dα (ρt||σ) ≤ Dα0 (ρt||σ) ≤ C0Dα0 (ρ0||σ) e−Rt = CαDα (ρ0||σ) e−Rt,
for all t ≥ t0, where Cα = C0Dα0 (ρ0||σ)Dα(ρ0||σ) .
Case (II): α > α0. Pick an arbitrary 0 < ǫ <
λmin(σ)
2
2 . Notice that the quantum LSI implies the
exponential decay of the quantum relative entropy, namely,
D (ρt||σ) ≤ D (ρ0||σ) e−2Kt.
Hence when t ≥ 12K log
(
D(ρ0||σ)
ǫ
)
, one hasD (ρt||σ) ≤ ǫ. Moreover, if t ≥ T+max
(
t0,
1
2K log
(
D(ρ0||σ)
ǫ
))
,
where T is the time delay given in Proposition V.8 with the choice α1 = α, then one obtains from
Proposition V.8 that
Dα (ρt||σ) ≤ Dα0 (ρt−T ||σ) ≤ C0Dα0 (ρ0||σ) e−R(t−T ) = CαDα (ρ0||σ) e−Rt,
where Cα =
C0Dα0 (ρ0||σ)eRT
Dα(ρ0||σ) .
Combining both cases above finishes the proof of Proposition V.10.
Proof of Theorem I.8. Set α0 = 2 and R = 2λL in Proposition V.10. Theorem I.8 follows immedi-
ately from Proposition V.10 and the case α = 2 proved in Sec. VB; the validity of the quantum
LSI has been shown in Proposition I.7. The expression of Tα,ǫ follows immediately from Proposi-
tion V.8.
E. Proof of quantum comparison theorem
We now turn to the proof of Proposition V.8. Consider the density matrix
̺ =
(
Γ
1−α
α
σ (ρ)
)α
Z
≡ ρ
α
σ
Z
,
where the normalization constant Z = Tr (ρασ) and ρ ∈ D+. Then apparently, ̺ ∈ D+. The
log-Sobolev inequality (5), with ρ in (5) chosen as ̺ above, becomes
Tr
(
ρασ log
(
ρασ
))− Z log(Z)− Tr (ρασ log(σ)) ≤ 12K Tr (−L†(ρασ)(log(ρασ)− log(σ))) . (68)
This inequality can be regarded as a variant of the log-Sobolev inequality and it will be used later.
Let us define the operator GX,ω(s) : M→M by
GX,ω(s)(A) := e
ωsXsAX−s + eω(1−s)X1−sAX−(1−s). (69)
The lemma below collects some properties of GX,ω(s) which will be useful in the proof of Proposi-
tion V.8.
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Lemma V.11. Assume that X ∈ P+ and ω ∈ R. Then the operator GX,ω(s) satisfies:
1. For 0 ≤ s1 < s2 ≤ 12 ,
GX,ω(s1) ≥ GX,ω(s2).
Moreover, the equality is obtained iff ω = 0 and X = cI for some constant c > 0.
2. For s ∈ [0, 12 ], a bound for the spectrum of GX,ω(s) is
2
√
eω
λmin(X)
λmax(X)
I ≤ GX,ω(s) ≤
(
1 + eω
λmax(X)
λmin(X)
)
I.
As a consequence,
ηGX,ω(s1) ≤ GX,ω(s2), ∀s1, s2 ∈
[
0,
1
2
]
with
η =
2
√
eω λmin(X)λmax(X)
1 + eω λmax(X)λmin(X)
.
Proof of Lemma V.11. 1. For any positive number b, notice that bs + b1−s is a non-increasing
convex function with respect to s on the interval [0, 12 ]. Moreover,
• the range of the function bs + b1−s on this interval is [2
√
b, 1 + b];
• bs1 + b1−s1 = bs2 + b1−s2 for some 0 ≤ s1 < s2 ≤ 12 iff b = 1.
Let us write the spectral decomposition of X as X =
∑n
k=1 λk |k〉 〈k| where λk > 0 by
assumption. Then for any matrix A,
〈A,GX,ω(s)A〉 =
n∑
k,l=1
((
eω
λk
λl
)s
+
(
eω
λk
λl
)1−s)
|Ak,l|2 .
Since bs + b1−s is non-increasing with respect to s, so is GX,ω(s). To achieve equality, we
need eω λkλl = 1 for all k, l. Hence ω = 0 and there exists some c = λk for all 1 ≤ k ≤ n (i.e.,
X = cI).
2. From the last equation, by using the range of bs + b1−s, we immediately have
〈A,GX,ω(s)A〉 ≤
∑
k,l
(1 + eω
λk
λl
) |Ak,l|2 ≤
(
1 + eω
λmax(X)
λmin(X)
)
〈A,A〉 ;
〈A,GX,ω(s)A〉 ≥
∑
k,l
2
√
eω
λk
λl
|Ak,l|2 ≥ 2
√
eω
λmin(X)
λmax(X)
〈A,A〉 ,
which proves part (2).
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Proof of Proposition V.8. Let us first introduce some useful notations. Suppose ρt is evolving ac-
cording to the Lindblad equation (1) and βt = 1 + (α0 − 1)eη2Kt is also changing with respect to
time for some positive constant η, independent of any specific initial condition ρ0. The parameter
η ∈ (0, 1] is yet to be determined later. We are interested in the time interval [0, T ] such that
βt|t=0 = α0, βt|t=T = α1. More specifically, T = 12Kη log
(
α1−1
α0−1
)
.
Let us define an important quantity ρσ,t by
ρσ,t := Γ
1−βt
βt
σ (ρt). (70)
We also define
Zt := Tr
((
Γ
1−βt
βt
σ (ρt)
)βt) ≡ Tr(ρβtσ,t) and Ft := 1βt logZt.
After taking the derivative of Ft with respect to time t and arranging terms,
β2tZtF˙t = βtZ˙t − β˙tZt log(Zt).
We claim that to prove the inequality (65) it suffices to show that Ft is monotonically decreasing,
i.e., F˙t ≤ 0 on the interval [0, T ]. In fact, from the definition of F and the sandwiched Re´nyi
divergence (3), we immediately obtain from FT ≤ F0 that
Dα1 (ρT ||σ) ≤
α1
α1 − 1
α0 − 1
α0
Dα0 (ρ0||σ) ≤ Dα0 (ρ0||σ) . (71)
The rest devotes to the proof of F˙t ≤ 0, which is done in the following steps.
Step (I): Simplification of F˙t.
Let us first compute Z˙t.
Z˙t ≡ d
dt
Tr
((
σ
1−βt
2βt ρtσ
1−βt
2βt
)βt)
= βtTr
(
ρβt−1σ,t
(
σ
1−βt
2βt L†(ρt)σ
1−βt
2βt − β˙t
2β2t
σ
1−βt
2βt {log(σ), ρt}σ
1−βt
2βt
))
+ β˙tTr
(
ρβtσ,t log(ρσ,t)
)
= βtTr
(
σ
1−βt
2βt ρβt−1σ,t σ
1−βt
2βt L†(ρt)
)
− β˙t
βt
Tr
(
ρβtσ,t log(σ)
)
+
β˙t
βt
Tr
(
ρβtσ,t log(ρ
βt
σ,t)
)
,
where the anti-commutator {·, ·} is defined as {A,B} := AB +BA for all matrices A and B.
Hence by (68) and the fact that β˙t > 0,
β2tZtF˙t
= β2t Tr
(
σ
1−βt
2βt ρβt−1σ,t σ
1−βt
2βt L†(ρt)
)
− β˙tTr
(
ρβtσ,t log(σ)
)
+ β˙tTr
(
ρβtσ,t log(ρ
βt
σ,t)
)
− β˙tZt log(Zt)
≤ β2t Tr
(
σ
1−βt
2βt ρβt−1σ,t σ
1−βt
2βt L†(ρt)
)
+
β˙t
2K
Tr
(
−L†(ρβtσ,t)
(
log(ρβtσ,t)− log(σ)
))
=: T1 +
β˙t
2K
T2.
(72)
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In the last line, we introduce T1 and T2 as short-hand notations. Next, we further simplify T1 and
T2.
For T1,
T1 = β
2
t Tr
(
σ
1−βt
2βt ρβt−1σ,t σ
1−βt
2βt L†(ρt)
)
(34)
= βt(βt − 1)ZtTr
(
δDβt (ρ||σ)
δρ
∣∣∣∣
ρ=ρt
L†(ρt)
)
(44)
= −βt(βt − 1)Zt
〈
∇δDβt (ρ||σ)
δρ
∣∣∣∣
ρ=ρt
, [ρt]βt,~ω
(
∇δDβt (ρ||σ)
δρ
∣∣∣∣
ρ=ρt
)〉
(36)
= −(βt − 1)Z2t
∑
j
〈
Aj ,
[
ρβt−1σ,t
]
(βt−1)ωj
βt
◦ [ρσ,t]ωj
βt
(Aj)
〉
,
where Aj =
[
ρβt−1σ,t
]−1
(βt−1)ωj
βt
◦ Γ
βt−1
βt
σ
(
∂j
δDβt (ρ||σ)
δρ
∣∣∣∣
ρ=ρt
)
.
As for T2, by using (44) again (for the case α = 1 in (44)),
T2 = −
〈
log(ρβtσ,t)− log(σ),L†(ρβtσ,t)
〉
=
〈
∇(βt log(ρσ,t)− log(σ)), [ρβtσ,t]
~ω
∇(βt log(ρσ,t)− log(σ))〉 .
Consider the term
∂j
(
βt log(ρσ,t)− log(σ)
)
=βt
(
∂j log(ρσ,t)− ωj
βt
Vj
)
=βt
(
Vj log
(
e−
ωj
2βt ρσ,t
)
− log
(
e
ωj
2βt ρσ,t
)
Vj
)
(45)
=Zt
([
ρβt−1σ,t
]−1
βt−1
βt
ωj
◦ Γ
βt−1
βt
σ
)
∂j
(
δDβt (ρ||σ)
δρ
∣∣∣∣
ρ=ρt
)
=ZtAj .
Here, to obtain the second line, we have used ∂j log(σ) ≡ [Vj , log(σ)] = ∂s (∆−sσ Vj) |s=0 =
∂s (e
ωjsVj) |s=0 = ωjVj (see [18, Lemma 5.9]). Then, it follows immediately that
T2 = Z
2
t
∑
j
〈
Aj ,
[
ρβtσ,t
]
ωj
(Aj)
〉
.
By plugging the expressions of T1 and T2 back into (72), and using the fact that
β˙t
2K =
η2K(α0−1)eη2Kt
2K = η(βt − 1), we have
β2tZtF˙t ≤(βt − 1)Z2t
∑
j
(
η
〈
Aj ,
[
ρβtσ,t
]
ωj
(Aj)
〉
−
〈
Aj ,
[
ρβt−1σ,t
]
(βt−1)ωj
βt
◦ [ρσ,t]ωj
βt
(Aj)
〉)
.
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Step (II): We show that F˙t ≤ 0.
By observing the last equation, since βt−1 > 0 and Zt > 0, it is then sufficient to show that each
term indexed by j on the right hand side of the last equation is less than or equal to zero, namely,
η
〈
Aj ,
[
ρβtσ,t
]
ωj
(Aj)
〉
≤
〈
Aj ,
[
ρβt−1σ,t
]
(βt−1)ωj
βt
◦ [ρσ,t]ωj
βt
(Aj)
〉
, (73)
for any time t ∈ [0, T ] and index j. In the commutative case, both left and right hand sides represent
multiplication of the operator ρβtσ,t and the above inequality holds trivially. For noncommutative
(quantum) systems, the above inequality is non-trivial. In this step, we will simplify the expression
in the last equation and furthermore find sufficient conditions for η so that the last inequality holds.
By definition (21) and let Bj = Ajρ
βt
2
σ,t, the above inequality can be simplified to
η
〈
Bj ,
∫ 1
0
eωjsρβtsσ,t Bjρ
−βts
σ,t ds
〉
≤
〈
Bj ,
∫ 1
0
∫ 1
0
e
(βt−1)ωjv
βt e
ωju
βt ρ
(βt−1)v+u
σ,t Bjρ
−(βt−1)v−u
σ,t du dv
〉
=
〈
Bj ,
∫ 1
0
eωjsρβtsσ,t Bjρ
−βts
σ,t
(∫
Us
∣∣∣∣∂(u, v)∂(s, s˜)
∣∣∣∣ ds˜) ds〉
=
〈
Bj ,
∫ 1
0
eωjsρβtsσ,t Bjρ
−βts
σ,t f(s) ds
〉
.
(74)
From the second line to the third line, we have used the change of variable s = (βt−1)v+uβt and
s˜ = (βt−1)v−uβt . The set Us is defined as
Us :=
{
s˜ ∈ R : 0 ≤ βt
2(βt − 1)(s˜+ s) ≤ 1 and 0 ≤
βt
2
(s− s˜) ≤ 1
}
.
The weight function f(s) :=
∫
Us
∣∣∣∂(u,v)∂(s,s˜) ∣∣∣ ds˜ = ∫Us β2t2(βt−1) ds˜ is a probability distribution on [0, 1],
which can be expressed explicitly as
f(s) =
β2t
2(βt − 1)
(
min(s,
2(βt − 1)
βt
− s)−max(−s, s− 2
βt
)
)
, s ∈ [0, 1].
The graphs of f(s) for βt = 1.5, 2, and 3 are given in Figure 2 for illustration. The largest value
of f(s) on the interval [0, 1] is βt if βt ≤ 2, and is βtβt−1 if βt ≥ 2. In either case, since βt > 1, the
largest value of f(s) must be strictly larger than 1. Therefore, we can define s1 and s2 as the two
zeros of the function f(s)− 1, as visualized in the figure. More explicitly, s1 = (βt − 1)/β2t and by
symmetry, s2 = 1− s1.
To show (74), it is then sufficient to show that
η
∫ 1
0
eωjsρβtsσ,t (·)ρ−βtsσ,t ds ≤
∫ 1
0
eωjsρβtsσ,t (·)ρ−βtsσ,t f(s) ds, (75)
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FIG. 2: Weight function f(s) in blue color for βt = 1.5, 2, 3.
in the sense of operators. In the above inequality, the notation ρβtsσ,t (·)ρ−βtsσ,t is an operator mapping
A ∈ M to ρβtsσ,t Aρ−βtsσ,t ∈ M. Notice that the function f(s) is symmetric with respect to the axis
s = 1/2 and recall the definition of GX,ω(s) given by (69). We can rewrite the last inequality as
η
∫ 1/2
0
G
ρ
βt
σ,t,ωj
(s) ds ≤
∫ 1/2
0
G
ρ
βt
σ,t,ωj
(s)f(s) ds. (76)
By Lemma V.11 part (1), we have∫ 1/2
0
G
ρ
βt
σ,t,ωj
(s) ds ≥
∫ 1/2
0
G
ρ
βt
σ,t,ωj
(s)f(s) ds.
Apparently we need η ≤ 1 for the inequality (76) to hold. Thus from now on we shall restrict to
η ≤ 1. By subtracting the common parts in the integral (76), in order to show (76), it suffices to
prove that
η
∫ s1
0
G
ρ
βt
σ,t,ωj
(s)(1 − f(s)) ds ≤
∫ 1
2
s1
G
ρ
βt
σ,t,ωj
(s)(f(s) − 1) ds. (77)
Note that
∫ s1
0 (1− f(s)) ds =
∫ 1
2
s1
(f(s)− 1) ds since f(s) is symmetric about the line s = 12 and also
f(s) is a probability distribution on [0, 1]. Then by Lemma V.11 part (1),∫ 1
2
s1
G
ρ
βt
σ,t,ωj
(s)(f(s) − 1) ds ≥
∫ 1
2
s1
G
ρ
βt
σ,t,ωj
(
1
2
)
(f(s)− 1) ds =
∫ s1
0
G
ρ
βt
σ,t,ωj
(
1
2
)
(1− f(s)) ds.
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By Lemma V.11 part (2), if we choose η such that
η ≤
2
√
eωj
λmin(ρ
βt
σ,t)
λmax(ρ
βt
σ,t)
1 + eωj
λmax(ρ
βt
σ,t)
λmin(ρ
β,t
σ,t)
, (78)
then ηG
ρ
βt
σ,t,ωj
(s) ≤ G
ρ
βt
σ,t,ωj
(
1
2
)
for all 0 ≤ s ≤ 12 , which implies (77).
Hence, the remaining task is to show the existence of η such that (78) holds, for all j ∈
{1, 2, · · · , J}, all t ∈ [0, T ] and any initial condition ρ0 satisfying the assumption that D (ρ0||σ) ≤ ǫ
for some 0 < ǫ < λmin(σ)
2
2 ; step (III) below is fully devoted into finding such an η.
Step (III): We show there exists η ∈ (0, 1] satisfying (78).
By observing the term on the right hand side of (78), it suffices to show that
λmax(ρ
βt
σ,t)
λmin(ρ
β,t
σ,t)
is bounded
from above. We first establish an upper bound for λmax(ρ
βt
σ,t). In fact, from the quantum LSI (5)
we have
D (ρt||σ) ≤ D (ρ0||σ) e−2Kt ≤ ǫe−2Kt =: ǫt.
Moreover, by the quantum Pinsker’s inequality (67), we obtain that
Tr |ρt − σ| ≤
√
2ǫt,
which implies that
−√2ǫtI ≤ ρt − σ ≤
√
2ǫtI.
As a result,
σ
1−βt
2βt ρtσ
1−βt
2βt = σ
1−βt
2βt (ρt − σ)σ
1−βt
2βt + σ
1
βt
≤ σ 1βt +√2ǫtσ
1−βt
βt
≤
(
λmax(σ)
1
βt +
√
2ǫtλmin(σ)
1−βt
βt
)
I.
(79)
It follows that
λmax(ρ
βt
σ,t) = λmax
((
σ
1−βt
2βt ρtσ
1−βt
2βt
)βt) ≤ (λmax(σ) 1βt +√2ǫtλmin(σ) 1−βtβt )βt
= λmax(σ)
(
1 +
√
2ǫt
λmin(σ)
(
λmin(σ)
λmax(σ)
) 1
βt
)βt
≤ λmax(σ) exp
(
βt
√
2ǫt
λmin(σ)
(
λmin(σ)
λmax(σ)
) 1
βt
)
.
In the last inequality we used an elementary inequality (1 + x)y = exp(y log(1 + x)) ≤ exp(xy)
for x, y ≥ 0. By the definition of βt, the exponent on the right side of the above equation can be
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bounded above by
βt
√
2ǫt
λmin(σ)
(
λmin(σ)
λmax(σ)
) 1
βt
=(1 + (α0 − 1)eη2Kt)
√
2ǫ
λmin(σ)
exp
(
−Kt− 1
βt
log
(
λmax(σ)
λmin(σ)
))
≤
√
2ǫ
λmin(σ)
+ (α0 − 1)
√
2ǫ
λmin(σ)
exp
(
η2Kt−Kt− 1
βt
log
(
λmax(σ)
λmin(σ)
))
.
If we restrict η ≤ 12 , then the quantity above is less than α0
√
2ǫ
λmin(σ)
and thus
λmax(ρ
βt
σ,t) ≤ λmax(σ) exp
(
α0
√
2ǫ
λmin(σ)
)
. (80)
Next, we prove a lower bound for λmin(ρ
β,t
σ,t). In fact, similar to (79), one can show that
σ
1−βt
2βt ρtσ
1−βt
2βt = σ
1−βt
2βt (ρt − σ)σ
1−βt
2βt + σ
1
βt ≥ σ 1βt −√2ǫtσ
1−βt
βt
≥
(
λmin(σ)
1
βt −√2ǫtλmin(σ)
1−βt
βt
)
I = λmin(σ)
1
βt
(
1−
√
2ǫt
λmin(σ)
)
I > 0,
and hence
λmin(ρ
βt
σ,t) = λmin
((
σ
1−βt
2βt ρtσ
1−βt
2βt
)βt) ≥ λmin(σ)(1− √2ǫt
λmin(σ)
)βt
= λmin(σ) exp
(
βt log
(
1−
√
2ǫ
λmin(σ)
e−Kt
))
.
We show that the exponent on the right side of the above equation can be bounded from below.
Indeed, since 1 −
√
2ǫ
λmin(σ)
e−Kt ≥ 1 −
√
2ǫ
λmin(σ)
> 0 and log(1 − x) ≥ −x/(1 − x) for x ∈ [0, 1), if we
restrict η ≤ 1/2, then
0 > βt log
(
1−
√
2ǫ
λmin(σ)
e−Kt
)
= (1 + (α0 − 1)eη2Kt) log
(
1−
√
2ǫ
λmin(σ)
e−Kt
)
≥ log
(
1−
√
2ǫ
λmin(σ)
)
− (α0 − 1)eη2Kt
√
2ǫ
λmin(σ)
e−Kt
1−
√
2ǫ
λmin(σ)
e−Kt
= log
(
1−
√
2ǫ
λmin(σ)
)
− (α0 − 1)eη2Kt−Kt
√
2ǫ
λmin(σ)
1−
√
2ǫ
λmin(σ)
≥ log
(
1−
√
2ǫ
λmin(σ)
)
− (α0 − 1)
√
2ǫ
λmin(σ)
1−
√
2ǫ
λmin(σ)
≥ −α0
√
2ǫ
λmin(σ)
1−
√
2ǫ
λmin(σ)
.
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This implies that
λmin(ρ
βt
σ,t) ≥ λmin(σ) exp
−α0
√
2ǫ
λmin(σ)
1−
√
2ǫ
λmin(σ)
 . (81)
Combining the estimations (80) and (81) yields
λmax(ρ
βt
σ,t)
λmin(ρ
βt
σ,t)
≤
λmax(σ) exp
(
α0
√
2ǫ
λmin(σ)
)
λmin(σ) exp
(
−α0
√
2ǫ
λmin(σ)
1−
√
2ǫ
λmin(σ)
)
=
λmax(σ)
λmin(σ)
exp
(
α0
√
2ǫ
2λmin(σ)−
√
2ǫ
λmin(σ)(λmin(σ)−
√
2ǫ)
)
=: Λ.
This leads to
2
√
eωj
λmin(ρ
βt
σ,t)
λmax(ρ
βt
σ,t)
1 + eωj
λmax(ρ
βt
σ,t)
λmin(ρ
βt
σ,t)
≥
2
√
eωj 1Λ
1 + eωjΛ
.
This finishes the proof of (78) with
η := min
1
2
,
J
min
j=1
 2
√
eωj 1Λ
1 + eωjΛ

 > 0. (82)
F. Discussion on quantum comparison theorem
Finally, we would like to comment on the quantum comparison theorem (see Proposition V.8).
Discussion on its proof and the hypercontractivity: The main idea of proving Proposition V.8 is
to verify the hypercontractivity in the sense of noncommutative Lα space (see e.g., [45, Definition
12]) under the assumption of the quantum LSI. More specifically, suppose βt = 1 + (α0 − 1)eη2Kt
for some constant η > 0 and ρt follows the Lindblad equation, i.e., ρ˙t = L†(ρt), then for the time
interval [0, T ], where T = 12Kη log
(
α1−1
α0−1
)
, we need to show that
[
Tr
((
Γ
1−βt
βt
σ (ρt)
)βt)] 1βt
is a non-increasing function of time t ∈ [0, T ]. (83)
The function Ft in the last subsection is simply the logarithm of this function. To see why this
requirement (83) is closely related to the hypercontractivity in the noncommutative Lα spaces, let
us introduce the relative density Xt = Γ
−1
σ (ρt); the time-evolution of the relative density Xt has the
generator L, i.e., Xt = etL(X0), which can be directly verified with the help of (12). With these
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notations and definitions, (83) means
∥∥etL(X0)∥∥βt,σ ≤ ‖X0‖α0,σ, which has the same form as [45,
Definition 12]. In a recent paper [46], for primitive Lindblad equations with GNS-detailed balance, a
quantum Stroock-Varopoulos inequality (see [46, Theorem 14]) has been proved, whose implication
(see [46, Corollary 17]) shows that one can pick ηSV I = 2κ2/K (see (28) for the definition of κ2);
the subscript SVI is used to emphasize using the quantum Stroock-Varopoulos inequality. Recall
that K = 2κ1 (31); the quantum Stroock-Varopoulos inequality shows that κ1 ≥ κ2 (see also
Theorem II.10), hence ηSV I ≤ 1, which is consistent with our observation in the proof that η ≤ 1.
We make some comments on the difference between Proposition V.8 and the above estimation using
the quantum Stroock-Varopoulos inequality in [46]:
1. Using the estimation from the quantum Stroock-Varopoulos inequality, the prefactor 12Kη in
(66), is simply 14κ2 ; in this paper, we directly use K/2 ≡ κ1 and the information about the
spectrum of σ.
2. There is, however, a more stringent assumption on the initial condition ρ0 in Proposition V.8.
Because of such a restriction on initial conditions, even though our proof is related to verify
the hypercontractivity, strictly speaking, we haven’t really proved the hypercontractivity by
solely assuming the quantum LSI (5) for α = 1.
3. Despite the restriction on initial conditions ρ0, our proof is probably more similar to the classi-
cal result for the Fokker-Planck equation case in [28, Lemma 3.4]. Moreover, our proof for the
quantum comparison theorem does not require any prior knowledge about noncommutative
Lα spaces.
Comparison with the classical result: By comparing Proposition V.8 and a similar result for the
Fokker-Planck equation (c.f. [28, Lemma 3.4]), it appears that the waiting time T in Proposition V.8
is much larger than that for the Fokker-Planck equation. More specifically, the parameter η ≤ 1
for the Lindblad equation, and η = 1 for the Fokker-Planck equation.
VI. CONCLUSION AND DISCUSSIONS
In this paper, we have extended the gradient flow structure of the quantum relative entropy in
[18] to sandwiched Re´nyi divergences of any order α ∈ (0,∞), for primitive Lindblad equations with
GNS-detailed balance. The necessary condition for the validity of such a gradient flow structure
has been briefly discussed. Furthermore, we have proved the exponential decay of the sandwiched
Re´nyi divergence of any order α ∈ (0,∞). We conclude with some remarks on open questions and
future research directions.
1. (More general entropy). In this paper, we have considered the entropy production of the
sandwiched Re´nyi divergence, which is a generalization of the quantum relative entropy. One
natural question is whether the gradient flow structure and exponential decay proved in this
paper for the sandwiched Re´nyi divergence can be extended to the more general (α, z)-Re´nyi
divergence [41, 42], for certain ranges of (α, z).
2. (Gap between sufficient and necessary conditions for having a gradient flow structure). We
have mentioned in Sec. IV that there is still a gap between sufficient and necessary conditions
to regard Lindblad equations as the gradient flow dynamics of sandwiched Re´nyi divergences
(including the quantum relative entropy [19]). Characterizing the QMS with various detailed
balance conditions, beyond GNS-detailed balance, might be important to resolve this issue,
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i.e., studying different versions of Theorem II.1 by considering various detailed balance as-
sumptions.
3. (Quantum Wasserstein distance). In the classical optimal transport theory, Wasserstein dis-
tance, introduced to capture the cost of transportation between two probability measures,
has been widely studied [54]. Due to its success for classical systems, it is a natural question
to explore the notion quantum Wasserstein distance. There are many attempts to define
this concept, via the Monge formalism [55, 56], the Kantorovich formalism [57–59] and the
Benamou-Brenier formalism [17, 18, 33, 60–63]. The one that is most relevant to this paper
is Benamou-Brenier formalism [64], which offers a dynamical picture to view the Wasserstein
distance between any two states ρ0 and ρ1 as the minimal Lagrangian along all possible paths
connecting ρ0 and ρ1. This Lagrangian could possibly be defined via metric tensors in Rie-
mannian manifolds. In [18, Sec. 8], with the variational formalism of primitive Lindblad
equations with GNS-detailed balance for the quantum relative entropy, quantum Wasserstein
distance is defined via Benamou-Brenier formalism. With the generalization of this varia-
tional formalism to the case of the sandwiched Re´nyi divergence, one could straightforwardly
generalize the quantum Wasserstein distance defined in [18] to a quantum (α, q)-Wasserstein
distance.
Definition VI.1 (Quantum (α, q)-Wasserstein distance). For any order α ∈ (0,∞) and
power q ≥ 1, a quantum (α, q)-Wasserstein distance is defined in the following way: for any
ρ0, ρ1 ∈ D,
Wα,q(ρ0, ρ1) := inf
γ(s)
(∫ 1
0
(
gα,γ(s),L (γ˙(s), γ˙(s))
) q
2 ds
) 1
q
,
where the infimum is taken over all smooth paths γ(·) : [0, 1]→ D+ that connect ρ0 and ρ1;
more specifically, γ(0) = ρ0, γ(1) = ρ1 and ρ(s) ∈ D+ for all s ∈ (0, 1).
The study of the properties of this quantum Wasserstein distance is also an interesting topic
for future works.
4. (Lindblad equation with energy-conservation term). In general, Lindblad equation has both
energy-conservation term and dissipative term, i.e., it has the form
ρ˙t = L†(ρt) = −i [H, ρt] +
∑
j
cj
([
Vjρt, V
∗
j
]
+
[
Vj , ρtV
∗
j
])
, (84)
where cj are non-negative constants. The Hamiltonian H in general does not vanish [29, 30].
Therefore, it is also an interesting question to explore how we could generalize results in the
present paper to such general Lindblad equations with non-trivial H .
An exact construction of gradient flow structure in a Riemannian manifold (see Sec. II A)
does not seem to be possible, even for classical kinetic Fokker-Planck equations. However,
for a generalized Kramers equation (probably regarded as the classical analog of Lindblad
equations with a nontrivial Hamiltonian term), some JKO schemes have already existed in
[65]. As far as we know, currently, there is no any type of JKO scheme for Lindblad equations,
which is probably also an interesting question to study, due to the current active research on
quantum Wasserstein distance, as we mentioned above.
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As for convergence rate to the equilibrium, there is another approach known as hypocoercivity
(see e.g. [66]), for kinetic Fokker-Planck equations. We are curious about whether this
approach admits a quantum extension to help study the convergence of Lindblad equations
with non-trivial Hamiltonian term H ; however, this is far beyond the scope of this paper.
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