We consider the problem of estimating E[f (U 1 , . . . , U d )], where (U 1 , . . . , U d ) denotes a random vector with uniformly distributed marginals. In general, Latin hypercube sampling (LHS) is a powerful tool for solving this kind of high-dimensional numerical integration problem. In the case of dependent components of the random vector (U 1 , . . . , U d ) one can achieve more accurate results by using Latin hypercube sampling with dependence (LHSD). We state a central limit theorem for the d-dimensional LHSD estimator, by this means generalising a result of Packham and Schmidt. Furthermore we give conditions on the function f and the distribution of (U 1 , . . . , U d ) under which a reduction of variance can be achieved. Finally we compare the effectiveness of Monte Carlo and LHSD estimators numerically in exotic basket option pricing problems.
Introduction
In this article we consider the problem of reducing the variance of a Monte Carlo (MC) estimator for special functionals of a random vector with dependent components. Several different techniques can be used for this kind of problem, with different advantages and shortcomings (for a detailed comparison, see [?, Section 4]). A well-known technique is Latin hypercube sampling (LHS), which is a multi-dimensional version of the stratified sampling method and has been introduced by [?] . Although this method is well applicable to many different types of problems, it cannot deal with dependence structures among the components of random vectors. Therefore, we consider Latin hypercube sampling with dependence (LHSD), which was introduced by [?] and provides variance reduction for many problems, especially in financial mathematics. Consider the problem of estimating E[f (U 1 , . . . , U d )] for a Borel-measurable and C-integrable function f : [0, 1] d → R, where (U 1 , . . . , U d ) is a random vector with uniformly distributed marginals and copula C. Let (U , is strongly consistent, and by the central limit theorem for sums of independent random variables the distribution of the scaled estimator converges to a normal distribution, ie:
where σ 2 MC = Var(f (U 1 , . . . , U d )). In particular this means that the standard deviation of the estimator converges to zero with rate 1 √ n . The aim of this paper is to establish a similar result for the LHSD estimator, under some additional conditions on the copula C and the function f . This has already been done in the bivariate case by [?] by using a result of [?] . ?, Proposition 5.9 also showed that under more restrictive conditions on the copula function C, the variance of the bivariate LHSD estimator does not exceed the variance of the standard Monte Carlo estimator. An important application of Monte Carlo integration techniques lies in the field of financial mathematics. Many problems in finance result in the numerical computation of high-dimensional integrals, for which MC methods provide an efficient solution. Two examples are the pricing of Asian and discrete lookback options on several possibly correlated assets. We will investigate these special derivatives in numerical examples in the last section. This paper is organised as follows: in the second section we introduce the main ideas of LHSD and recall some important results. Our main results are presented in the third section, where we state a central limit theorem and show under which conditions a reduction of variance, compared to the standard Monte Carlo method, is possible. The last section is dedicated to a comparison of the effectiveness of LHSD and MC in numerical examples.
Preliminaries
In this section, we recall the concept of stratified sampling and its extensions to Latin hypercube sampling and Latin hypercube sampling with dependence. We also state a consistency result, which was proved by [?] .
Stratified sampling and LHS
Suppose that we want to estimate E(f (U )), where U is an uniformly distributed random variable on the interval [0, 1] (from now on denoted by U ([0, 1])), and where f : [0, 1] → R is a Borel-measurable and integrable function. By the simple fact that
where the intervals A 1 , . . . , A n (the so-called strata) form a partition of [0, 1], we get an estimator for E(f (U )) by sampling U conditionally on the events {U ∈ A i }, i = 1, . . . , n. Choosing strata of the form
which implies V i ∈ A i , i = 1, . . . , n. The resulting estimator for E(f (U )) given by
is consistent, and by the central limit theorem for sums of independent random variables the limit variance is smaller than the limit variance of a standard Monte Carlo estimator. For a more detailed analysis of stratified sampling techniques, see [?, Section 4.3 Denote by π j i the value to which i is mapped by the j-th permutation. Then the j-th component of a Latin hypercube sample is given by
By fixing a dimension j, the components (V j 1 , . . . , V j n ) form a stratified sample with strata of equal length. It can be shown that the resulting estimator for E(f (U )) is consistent, and by assuming that f (U 1 , . . . , U d ) has a finite second moment it follows that the variance of the LHS estimator
is smaller than the variance of the standard MC estimator, provided the number of sample points is sufficiently large, see [?] . If f is bounded a central limit theorem for the LHS estimator can be shown, see [?] . Berry-Esseen-type bounds are also known, see [?] . A detailed discussion of LHS is given in [?, Section 4.4 ]. This technique is not suitable for dealing with random vectors with dependent components since the random variables V j i , j = 1, . . . , d, are independent. One way to extend the LHS method to random vectors with dependent components is to apply LHS to independent components and then introduce dependencies through a transformation of the LHS points. Such a procedure is tedious in general, and we will not pursue this approach any further.
Latin hypercube sampling with dependence
In this subsection, we introduce Latin hypercube sampling with dependence. The main difference to the LHS method is that instead of random permutations π i we use rank statistics, which are defined as follows:
Definition 2.1 (Rank statistics) Let X 1 , . . . , X n be i.i.d. random variables with a continuous distribution function. Denote the ordered random variables by X (1) < · · · < X (n) , P-a.s. We call the index of X i within X (1) < · · · < X (n) the i-th rank statistic, given by
Consider a random vector U = (U 1 , . . . , U d ), where every component U j is uniformly distributed on [0, 1] and the dependence structure of U is modeled by a copula C.
. . , n denote a sequence of independent samples of (U 1 , . . . , U d ), and let r j i,n be the i-th rank statistic of (U j 1 , . . . , U j n ) for i = 1, . . . , n and j = 1, . . . , d. Then a LHSD is given by
where η j i,n are random variables in [0, 1] . It is clear that (V j 1,n , . . . , V j n,n ) forms a stratified sampling in every dimension j, where every stratum has equal length. ? consider different choices for η j i,n to obtain special properties. For example, by choosing all η j i,n uniformly distributed on [0, 1] and independent of U j i , the distribution of the V j i,n within their strata is uniform. This choice has the disadvantage of necessitating the generation of 2n random variables instead of only n. An effective choice in terms of computation time is η j i,n = 1/2, which means that every V j i,n is located exactly in the centre of its stratum. In the remainder of this section, we briefly recall a result of [?] concerning the consistency of the LHSD estimator for E(f (U )), which is defined by
The usual law of large numbers for sums of independent random variables does not apply in this case for two reasons: firstly in each dimension the samples fail to be independent because of the application of the rank statistic, and secondly, increasing the samples size n by one changes every term of the sum instead of just adding one. Nevertheless, it can be shown that the following consistency result holds, see [?, Proposition 4.1]: 
as n → ∞.
Central limit theorem and variance reduction
In this section we investigate the speed of convergence of the LHSD estimator and discuss situations in which the use of LHSD results in a reduction of variance. This has already been done for the bivariate case by [?] . They have also guessed the higher-dimensional version of the main theorem, but no rigorous proof was given. Because of the fact that most problems in finance for which Monte Carlo techniques are suitable are high-dimensional integration problems, it is reasonable to investigate the speed of convergence and the (asymptotic) value of the variance also in the multivariate case. In the sequel, let C n denote the empirical distribution of the LHSD sample given by
which is a distribution function. Furthermore, we define C n as
where
are the one-dimensional empirical distribution functions based on U j 1 , . . . , U j n for j = 1, . . . , d. To formulate a central limit theorem we will need some regularity conditions on the integrand f and the copula C.
Definition 3.1 (Hardy-Krause bounded variation)
Here, the functional V (k) (f ) denotes the variation in the sense of Vitali of f restricted to the k -dimensional face
The variation of a function f in the sense of Vitali is defined by
where the supremum is extended over all partitions
. . , i k ) into subintervals J and ∆(f ; J) denotes the alternating sum of the values of f at the vertices of J. For more information on this topic, see [?] .
The next statement concerning the convergence of random sequences will be used to prove Proposition 3.1 and Theorem 3.2. For more details see eg [?, Theorem 18.8] .
The following proposition of [?] is a generalization of earlier results of [?] and [?] . It is the essential ingredient in proofs of our main theorems.
Proposition 3.1 Assume that C is differentiable with continuous partial derivatives
denotes the empirical copula function and F j− n denote the generalised quantile functions of
We can formulate a similar result for the sequence C n .
Proposition 3.2 Under the conditions of Proposition 3.1,
holds, where all definitions are as in Proposition 3.1 and C n (u 1 , . . . , u d ) is given in (4).
Proof:
We only have to show that the supremum of the difference of C n and C n vanishes for n → ∞ to apply Lemma 3.1, which completes the proof. Note that C n and C n coincide on the grid (7) follows.
In the sequel, all 
where the function f :
Furthermore, the limit distribution is Gaussian.
By definition f is right-continuous and of bounded variation in the sense of Hardy-Krause. Furthermore, it follows that almost surely 
Here 1,...,d;k denotes the sum over all possible partitions of the set {j 1 , . . . , j d } into two subsets {j 1 , . . . , j k } and {j k+1 , . . . , j d } of k respectively d − k elements, where each partition is taken exactly once. In the cases k = 0 and k = d, the sum is interpreted as being reduced to one term. Furthermore, the operator d j1,...,j k indicates that the integral only applies to the variables j 1 , . . . , j k . Note that after the application of the integral with respect to
where m denotes the number of zeros in {i 1 , . . .
The term
vanishes because each of its terms is equal to zero due to at least one of the following two reasons: firstly, at least one u j , j = 1, . . . , d is equal to one and therefore f (u 1 , . . . , u d ) = 0 by definition, or, secondly, at least one u j , j = 1, . . . , d is equal to zero, hence C n (u 1 , . . . , u d ) = C(u 1 , . . . , u d ) = 0. Thus, by the continuous mapping theorem and (7), it follows that
.
is a continuous, linear transformation of a tight Gaussian process, it follows that the limiting distribution is Gaussian.
Remark 3.1
The reason for using the function f instead of f is that the integrals of dimension k = 2, . . . , d − 1 in (9) are in general not vanishing. The one-dimensional integrals are zero for every rightcontinuous function of bounded variation f because of special properties of the function C n , for more details see [?] . In particular, this means that in the two-dimensional case it is sufficient to assume
With this assumption instead of (8) and d = 2, Theorem 3.1 is equivalent to [?, Theorem 6]. We use the function f to get a more convenient representation for the limit variance of the LHSD technique, which we state in the next theorem.

Theorem 3.2 Under the assumptions and notations of Theorem 3.1, we have
Proof:
We want to apply Theorem 3.1 together with Lemma 3.1, so we have to show that
where V (f ) is the Hardy-Krause variation of f . Hence
which, together with Lemma 3.1 and Theorem 3.1, proves equation (10). To derive equation (11) we apply Fubini's theorem to E[
Theorem 3] a function of bounded variation f can always be written as the difference of two completely monotone functions g, h and therefore an integral with respect to f can be written as a difference of two integrals with respect to positive measures g, h. Thus
where the use of Fubini's theorem is justified since f is bounded and E[XY ] < ∞ for two jointly normal random variables X and Y .
Remark 3.2 Note that by (5) and (6) the expression for σ 2 LHSD in equation (11) can be represented in terms of C. Additionally, further simplifications can be given for the following terms:
It is important to know if the LHSD estimator has a smaller variance than the Monte Carlo estimator. The variance of a standard Monte Carlo estimator is given by
We use this fact to establish a relation between σ 2 MC and σ 2 LHSD .
Proposition 3.3 Let the copula
The proof is completed by using equations (5), (6), (11) 
Moreover assume that C satisfies the following conditions:
Proof:
By the assumptions on f it follows that f is right-continuous, of bounded variation in the sense of HardyKraus and monotone non-decresing in each argument. Thus by (12) it is sufficient to show that
holds for every j ∈ {1, . . . , d} and all
Note that this is always true if u j ∧ u j ∈ {0, 1}. Now assume that 0 < u j ≤ u j < 1, then
which is true by assumption (13). Next assume that 0 < u j < u j < 1, then 
Finally assumption (14) holds since
is the special case of the FGM copula with α = 0, therefore Theorem 3.3 holds also for the independence copula.
Remark 3.5 A multi-dimension version of the Ali-Mikhail-Haq (AMH) copula is given by
As in the previous example it is easy to see that (13) is fullfilled if α ∈ [0, 1]. To prove (14) consider again the term on the right hand-side
Furthermore Theorem 3.3 applies since
Application to option pricing
In this section we illustrate the effectiveness of Latin hypercube sampling with dependence in basket option pricing problems. The derivatives which we consider are Asian and lookback basket options. Let (S t ) t≥0 be a d-dimensional vector of asset price processes and let (S j t ) t≥0 denote its j-th component. Then the price of an Asian basket call option is given by
Numerical results
In this subsection, we compare the performance of LHSD with a standard Monte Carlo method in option pricing problems. Table 1 : Parameters sets for the VG processes, the options and the simulations.
Parameters
The parameters of the underlying VG processes are stated in Table 1 and are the same for all components of (S t ) t≥0 . The parameter values are taken from a calibration of the VG process against options on the S&P 500 index by [?] . We observed in price valuations, which we do not state here in detail, that the computation of one LHSD estimator took about 1.4 times of the computation time of a corresponding Monte Carlo estimator. Nevertheless in our concrete implementation the most time consuming part was the transformation of uniformly distributed random variables into gamma distributed random variables. This has to be done only once for all LHSD estimations since by (2) where η j i,n = 1/2, j = 1, . . . , d, i = 1, . . . , n one only needs fixed quantiles of the gamma distribution. Therefore computation of 4000 LHSD estimators was about five times faster than the computation of 4000 Monte Carlo estimators. One the other hand for the Monte Carlo estimator, one has to perform the transformation dn times for each estimator. Using the parameters of Table 1 , the evaluation of each of the option values included the computation of an 80-dimensional integral. Standard deviation and variance were computed based on the m = 100 runs of the LHSD and MC estimators. The ratios in columns 6 and 7 of each table were computed as the quotient of MC value and LHSD value. It is obvious that the effectiveness of LHSD compared to MC decreases with increasing strike price K. The same phenomenon was also observed by [?] Table 3 : Prices of Lookback basket call options, where the dependence structure of positive and negative movements are modelled by a FGM copula with parameter α.
