Abstract. In this paper we present a convex optimization problem for solving the rational covariance extension problem. Given a partial covariance sequence and the desired zeros of the modeling filter, the poles are uniquely determined from the unique minimum of the corresponding optimization problem. In this way we obtain an algorithm for solving the covariance extension problem, as well as a constructive proof of Georgiou's seminal existence result and his conjecture, a stronger version of which we have resolved in [Byrnes et al., IEEE Trans. Automat. Control, AC-40 (1995), pp. 1841-1857.
In section 3 we demonstrate that the infinite-dimensional optimization problem for determining this solution has a simple finite-dimensional dual. This motivates the introduction in section 4 of a nonlinear, strictly convex functional defined on a closed convex set naturally related to the covariance extension problem. We first show that any solution of the rational covariance extension problem lies in the interior of this convex set and that, conversely, an interior minimum of this convex functional will correspond to the unique solution of the covariance extension problem. Our interest in this convex optimization problem is, therefore, twofold: as a starting point for the computation of an explicit solution and as a means of providing an alternative proof of the rational covariance extension theorem.
Concerning the existence of a minimum, we show that this functional is proper and bounded below, i.e., that the sublevel sets of this functional are compact. From this, it follows that there exists a minimum. Since uniqueness follows from strict convexity of the functional, the central issue which needs to be addressed in order to solve the rational covariance extension problem is whether, in fact, this minimum is an interior point. Indeed, our formulation of the convex functional, which contains a barrier-like term, was inspired by interior point methods. However, in contrast to interior point methods, the barrier function we have introduced does not become infinite on the boundary of our closed convex set. Nonetheless, we are able to show that the gradient, rather than the value, of the convex functional becomes infinite on the boundary. The existence of an interior point which minimizes the functional then follows from this observation.
In section 5, we apply these convex minimization techniques to the rational covariance extension problem, noting that, as hinted above, we obtain a new proof of Georgiou's conjecture. Moreover, this proof, unlike our previous proof [7] and the existence proof of Georgiou [14] , is constructive. Consequently, we have also obtained an algorithmic procedure for solving the rational covariance extension problem. In section 6 we report some computational results and present some simulations.
The rational covariance extension problem.
It is well known that the spectral density Φ(z) of a purely nondeterministic stationary random process {y(t)} is given by the Fourier expansion In spectral estimation [8] , identification [2, 22, 32] , speech processing [11, 25, 24, 29] , and several other applications in signal processing and systems and control, we are faced with the inverse problem of finding a spectral density which is coercive, i.e., positive on the unit circle, given only c = (c 0 , c 1 , . . . , c n ), (2.4) Downloaded 03/18/13 to 160.94.45.156. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php which is a partial covariance sequence positive in the sense that (2.5) i.e., the Toeplitz matrix T n is positive definite.
In fact, the covariance lags (2.2) are usually estimated from an approximation
y t+k y t of the ergodic limit
since only a finite string y 0 , y 1 , y 2 , y 3 , . . . , y N of observations of the process {y(t)} is available, and therefore we can only estimate a finite partial covariance (2.4), where n << N.
The corresponding inverse problem is a version of the trigonometric moment problem [1, 16] : Given a sequence (2.4) of real numbers satisfying the positivity condition (2.5), find a coercive spectral density Φ(z) such that (2.3) is satisfied for k = 0, 1, 2, . . . , n. Of course there are infinitely many such solutions, and we shall shortly specify some additional properties which we would like the solution to have.
The trigonometric moment problem, as stated above, is equivalent to the Carathéodory extension problem to determine an extension c n+1 , c n+2 , c n+3 , . . . , (2.6) with the property that the function
is strictly positive real, i.e., is analytic on and outside the unit circle (so that the Laurent expansion (2.7) holds for all |z| ≥ 1) and satisfies
In fact, given such a v(z),
is a solution to the trigonometric moment problem. Conversely, any coercive spectral density Φ(z) uniquely defines a strictly positive real function v(z) via (2.9).
These problems are classical and go back to Carathéodory [9, 10] , Toeplitz [31] , and Schur [30] . In fact, Schur In circuits and systems theory, however, we are generally only interested in solutions which yield a rational v(z) of at most degree n, or, equivalently, a rational spectral density Φ(z) of at most degree 2n. Then the unique rational, stable, minimum-phase function w(z) having the same degree as v(z) and satisfying
is the transfer function of a modeling filter, which shapes white noise into a random process with the first n + 1 covariance lags given by (2.4); see, e.g., [7, 6] for more details.
Setting all free Schur parameters (2.11) equal to zero, which clearly satisfies the condition (2.10), yields a rational solution
where a(z) is a polynomial given by (2.14) which is easily computed via the Levinson algorithm [27] . This so-called maximum entropy solution is an all-pole or AR solution, and the corresponding modeling filter
has all its zeros at the origin.
However, in many applications a wider variety in the choice of zeros is required in the spectral density Φ(z). To illustrate this point, consider in Figure 2 .1 a spectral density in the form of a periodogram determined from a speech signal sampled over 20 milliseconds (in which time interval it represents a stationary process) together with a maximum entropy solution corresponding to n = 6. As can be seen, the latter yields a rather flat spectrum which is unable to approximate the valleys or the "notches" in the speech spectrum, and therefore in speech synthesis, the maximum entropy solution results in artificial speech which sounds quite flat. This is a manifestation of the fact that all the zeros of the maximum entropy filter (2.15) were we able to place some zeros of the modeling filter reasonably close to the unit circle, these would produce notches in the spectrum at approximately the frequency of the arguments of those zeros.
For this reason, it is widely appreciated in the signal and speech processing community that regeneration of human speech requires the design of filters having nontrivial zeros [3, p. 1726 Therefore, we are interested in modeling filters (2.16) for which (2.14) and
are Schur polynomials, i.e., polynomials with all roots in the open unit disc. In this context, the maximum entropy solution corresponds to the choice σ(z) = z n . An important mathematical question, therefore, is to what extent it is possible to assign desired zeros and still satisfy the interpolation condition that the partial covariance sequence (2.4) is as prescribed. In [13] (see also [14] ), Georgiou proved that for any prescribed zero polynomial σ(z) there exists a modeling filter w(z) and conjectured that this correspondence would yield a complete parameterization of all rational solutions of at most degree n, i.e., that the correspondence between v and a choice of positive sequence (2.4) and a choice of Schur polynomial (2.14) would be a bijection. This is a nontrivial and highly nonlinear problem, since generally there is no method to see which choices of free Schur parameters will yield rational solutions. In [7] we resolved this long-standing conjecture by proving the following theorem as a corollary of a more general theorem on complementary foliations of the space of all rational positive real functions of degree at most n.
Theorem 2.1 (see [7] 
In Consequently, we not only proved Georgiou's conjecture that the family of all rational covariance extensions of (2.4) of degree at most n is completely parameterized in terms of the zeros of the corresponding modeling filters w(z), but also that the modeling filter w(z) depends analytically on the covariance data and the choice of zeros, a strong form of well-posedness increasing the likelihood of finding a numerical algorithm.
In fact, both Georgiou's existence proof and our proof of Theorem 2.1 are nonconstructive. However, in this paper we present for the first time an algorithm which, given the partial covariance sequence (2.4) and the desired zero polynomial (2.17), computes the unique pole polynomial (2.14). This is done via the convex optimization problem to minimize the value of the function ϕ :
In sections 4 and 5 we show this problem has a unique minimum. In this way we shall also provide a new and constructive proof of the weaker form of Theorem 2.1 conjectured by Georgiou.
Using this convex optimization problem, a sixth-degree modeling filter with zeros at the appropriate frequencies can be constructed for the speech segment represented by the periodogram of Figure 2 .1. In fact, Figure 2 .2 illustrates the same periodogram together with the spectral density of such a filter. As can be seen, this filter yields a much better description of the notches than does the maximum entropy filter.
Before turning to the main topic of this paper, the convex optimization problem for solving the rational covariance extension problem for arbitrarily assigned zeros, we shall provide a motivation for this approach in terms of the maximum entropy solution.
3. The maximum entropy solution. As a preliminary we shall first consider the maximum entropy solution discussed in section 2. The reason for this is that, as indicated by its name, this particular solution corresponds to an optimization problem. Hence, this section will be devoted to clarifying the relation between this particular optimization problem and the class of problems solving the general problem. Thus our interest is not in the maximum entropy solution per se, but in showing that it can be determined from a constrained convex minimization problem in R n+1 , which naturally is generalized to a problem with arbitrary prescribed zeros.
Let us briefly recall the problem at hand. Given the partial covariance sequence
determine a coercive, rational spectral density
of degree at most 2n such that
Of course there are many solutions to this problem, and it is well known that the maximum entropy solution is the one which maximizes the entropy gain
(see, e.g., [19] ), and we shall now consider this constrained optimization problem.
We begin by setting up the appropriate spaces. Recall from classical realization theory that a rational function
is strictly positive real, implying that all eigenvalues of F are less than one in modulus,ĉ k tends exponentially to zero as k → ∞. Hence, in particular,
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be a functional F → R, and consider the infinite-dimensional convex constrained optimization problem to minimize ψ(ĉ) over F given the finite number of constraints (3.2). Thus we have relaxed the optimization problem to allow also for nonrational spectral densities.
Since the optimization problem is convex, the Lagrange function
has a saddle point [26, p. 458] provided the stationary point lies in the interior of F, and, in this case, the optimal Lagrange vector λ = (λ 0 , λ 1 , . . . , λ n ) ∈ R n+1 can be determined by solving the dual problem to maximize
To this end, first note that (3.8) and that
Then, setting the gradient equal to zero, we obtain from (3.9) that 1 2π
from which it follows that Φ −1 must be a pseudopolynomial
of degree at most n, i.e.,
yielding a spectral density Φ which is rational and of at most degree 2n, and thus belongs to the original (nonrelaxed) class of spectral densities. Likewise we obtain from (3.8) that 
To determine the optimal (saddle point) Lagrange multipliers we turn to the dual problem. In view of (3.11), (3.13), and (3.15), the dual function is
where c ∈ R n+1 is the vector with components c 0 , c 1 , . . . , c n . Consequently, the dual problem is equivalent to minimizing
over all q ∈ R n+1 such that the pseudopolynomial (3.10) is nonnegative on the unit circle, i.e., Q(e iθ ) > 0 for all θ, (3.17) and, if the dual problem has an optimal solution satisfying (3.17), the optimal Q solves the primal problem when inserted into (3.11).
The dual problem to minimize (3.16) given (3.17) is a finite-dimensional convex optimization problem, which is simpler than the original (primal) problem. Clearly it is a special case of the optimization problem (2.18)-(2.19), obtained by setting |σ(e iθ )| 2 = 1 as required for the maximum entropy solution. Figure 3 .1 depicts a typical cost function ϕ in the case n = 1. As can be seen, it is convex and attains its optimum in an interior point so that the spectral density Φ has all its poles in the open unit disc as required. That this is the case in general will be proven in section 5.
We stress again that the purpose of this section is not primarily to derive an algorithm for the maximum entropy solution, for which we already have the simple Levinson algorithm, but to motivate an algorithm for the case with prescribed zeros in the spectral density. This is the topic of the next two sections. (c 0 , c 1 , . . . , c n ) and a Schur polynomial σ(z), we know from section 2 that there exists a Schur polynomial The question now is: How do we find a(z)? In this section, we shall construct a nonlinear, strictly convex functional on a closed convex domain. In the next section, we shall show that this functional always has a unique minimum and that if such a minimum occurs as an interior point, it gives rise to a(z).
The general convex optimization problem.
As seen from (2.3), the interpolation condition (4.2) may be written
where
so the problem is reduced to determining the variables
in the pseudopolynomial Our motivation in defining ϕ(q) comes in part from the desire to introduce a barrierlike term, as is done in interior point methods, and in part from our analysis of the maximum entropy method in the previous section. As it turns out, by a theorem of Szegö the logarithmic integrand is in fact integrable for nonzero Q having zeros on the boundary of the unit circle, so that ϕ(q) does not become infinite on the boundary of the convex set. On the other hand, ϕ(q) is a natural generalization of the functional (3.16) in section 3, since it specializes to (3.16) when |σ(e iθ )| 2 ≡ 1 as for the maximum entropy solution. As we shall see, minimizing (4.8) yields precisely via (4.4) the unique a(z) which corresponds to σ(z).
It is clear that if q ∈ D
+ n , where
then ϕ(q) is finite. Moreover, ϕ(q) is also finite when Q(z) has finitely many zeros on the unit circle, as can be seen from the following lemma. 
and hence, the question of whether ϕ(q) < ∞ is reduced to determining whether
However, since |σ(e iθ )| 2 ≤ M for some bound M , this follows from
which is the well-known Szegö condition: (4.11) is a necessary and sufficient condition for P (e iθ ) to have a stable spectral factor [17] . However, since P (z) is a symmetric pseudopolynomial which is nonnegative on the unit circle, there is a polynomial π(z)
z n is a stable spectral factor, and hence (4.11) Proof. We first note that q = 0 is an extreme point, but it can never be a minimum of ϕ since ϕ(0) is infinite. In particular, in order to check the strict inequality ϕ(λq (1) (2) ), (4.12) where one of the arguments is zero, we need only consider the case that either q (1) or q (2) is zero, in which case the strict inequality holds. We can now assume that none of the arguments is zero, in which case the strict inequality in (4.12) follows from the strict concavity of the logarithm. Finally, it is clear that D Consider an arbitrary covariance extension of c such as, for example, the maximum entropy extension, and let Φ(z) be the corresponding spectral density (2.9). Then c is given by (2.3), which may also be written
Therefore, in view of (4.6),
which is positive whenever Q(z) ≥ 0 on the unit circle and q = 0. 
where λ k is positive andā (k) (z) is a monic polynomial, all of whose roots lie in the closed unit disc. The corresponding sequence of the (unordered) set of n roots of each a (k) (z) has a convergent subsequence, since all (unordered) sets of roots lie in the closed unit disc. Denote byā(z) the monic polynomial of degree n which vanishes at this limit set of roots. By reordering the sequence if necessary, we may assume the sequence a (k) (z) tends toā(z). Therefore, the sequence q (k) has a convergent subsequence if and only if the sequence λ k does, which will be the case provided the sequence λ k is bounded from above and from below away from zero. Before proving this, we note that the sequences c q (k) , whereq (k) is the vector corresponding to the pseudopolynomialQ (k) , and
are both bounded from above and from below, respectively, away from zero and −∞. The upper bounds come from the fact that {ā (k) (z)} are Schur polynomials and hence have their coefficients in the bounded Schur region. As for the lower bound of c q (k) , note that c q (k) > 0 for all k (Lemma 4.3) and c
2 , whereā(z) has all its zeros in the closed unit disc, and hence Downloaded 03/18/13 to 160.94.45.156. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php it follows from (4.13) that α > 0. Then, since ϕ(q) < ∞ for all q ∈ D + n except q = 0 (Lemma 4.1), (4.14) is bounded away from −∞. Next, observe that
From this we can see that if a subsequence of λ k were to tend to zero, then ϕ(q (k) ) would exceed r. Likewise, if a subsequence of λ k were to tend to infinity, ϕ would exceed r, since linear growth dominates logarithmic growth.
5.
Interior critical points and solutions of the rational covariance extension problem. In the previous section, we showed that ϕ has compact sublevel sets in D + n , so that ϕ achieves a minimum. Moreover, since ϕ is strictly convex and D + n is convex, such a minimum is unique. We record these observations in the following statement.
Proposition 5.1. For each partial covariance sequence c and each Schur polynomial σ(z), the functional ϕ has a unique minimum on D + n . In this paper we consider a question which is of independent interest: whether ϕ achieves its minimum at an interior point. The next result describes an interesting systems-theoretic consequence of the existence of such interior minima.
Theorem 5.2. Fix a partial covariance sequence c and a Schur polynomial σ(z).
where a(z) is the solution of the rational covariance extension problem.
Proof.
Differentiating inside the integral, which is allowed due to uniform convergence, (5.2) yields
whereQ(z) is the pseudopolynomial (4.6) corresponding toq, or, equivalently,
which is precisely the interpolation condition (4.3)-(4.4), provided (5.1) holds.
As a corollary of this theorem, we have that the gradient of ϕ at anyq ∈ D + n is given by
. . , n (5.5) Downloaded 03/18/13 to 160.94.45.156. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php is the partial covariance sequence corresponding to a process with spectral densitỹ
whereQ(z) is the pseudopolynomial corresponding toq. The gradient is thus the difference between the true and calculated partial covariance sequences. We now state the converse result, underscoring our interest in this particular convex optimization problem. Since the existence of a solution to the rational covariance extension problem has been established in [14] (see also [7] ), we do in fact know the existence of interior minima for this convex optimization problem. On the other hand, we know from Proposition 5.1 that ϕ has a minimum for someq ∈ D Proof. Denoting by D p ϕ(q) the directional derivative of ϕ at q in the direction p, it is easy to see that
where P (z) is the pseudopolynomial
corresponding to the vector p ∈ R n+1 . In fact, log(Q + P ) − log Q = P Q log 1 + P Q 
and hence h λ (θ) is a monotonically nondecreasing function of λ for all θ ∈ [−π, π]. Consequently, h λ tends pointwise to h 0 as λ → 0. Therefore,
then {h λ } is a Cauchy sequence in L 1 (−π, π) and hence has a limit in L 1 (−π, π) which must equal h 0 almost everywhere. However, h 0 , having poles in [−π, π], is not summable and hence, as claimed, (5.11) cannot hold.
Consequently, by virtue of (5.9), Hence, we have given an independent proof of the weaker version of Theorem 2.1 conjectured by Georgiou, but not of the stronger version of [7] which states that the problem is well posed in the sense that the one-to-one correspondence between σ(z) and a(z) is a diffeomorphism. Downloaded 03/18/13 to 160.94.45.156. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 6. Some numerical examples. Given an arbitrary partial covariance sequence c 0 , c 1 , . . . , c n and an arbitrary zero polynomial σ(z), the constructive proof of Georgiou's conjecture provides algorithmic procedures for computing the corresponding unique modeling filter, which are based on the convex optimization problem to minimize the functional (2.18) over all q 0 , q 1 , . . . , q n such that (2.19) holds.
In general such procedures will be based on the gradient of the cost functional ϕ, which, as we saw in section 5, is given by
are the covariances corresponding to a process with spectral density
The gradient is thus the difference between the given partial covariance sequence c 0 , c 1 , . . . , c n and the partial covariance sequence corresponding to the choice of variables q 0 , q 1 , . . . , q n at which the gradient is calculated. The minimum is attained when this difference is zero.
The following simulations have been done by Per Enqvist, using Newton's method (see, e.g., [23, 26] ), which of course also requires computing the Hessian (secondderivative matrix) in each iteration. A straightforward calculation shows that the Hessian is the sum of a Toeplitz and a Hankel matrix. More precisely,
. . , d 2n are the 2n + 1 first Fourier coefficients of the spectral representation
The gradient and the Hessian can be determined from (6.1) and (6.4), respectively, by applying the inverse Levinson algorithm (see, e.g., [27] ) to the appropriate polynomial spectral factors of Q(z) and Q(z) 2 , respectively, and then solving the resulting linear equations forc 0 ,c 1 , . . . ,c n and d 0 , d 1 , d 2 , . . . , d 2n ; see [12] for details.
To illustrate the procedure, let us again consider the sixth-order spectral envelopes of Figures 2.1 and 2.2 together with the corresponding zeros and poles. Hence, Figure  6 .1 illustrates the periodogram for a section of speech data together with the corresponding sixth-order maximum entropy spectrum, which, since it lacks finite zeros, becomes rather "flat." The location of the corresponding poles (marked by ×) in the unit circle is shown next to it. The zeros (marked by •) of course all lie at the origin. Now, selecting the zeros appropriately as indicated to the right in Figure 6 .2, we obtain the poles as marked, and the corresponding sixth-order modeling filter produces the spectral envelope to the left in Figure 6 .2. We see that the second solution has a spectral density that is less flat and provides a better approximation, reflecting the fact that the filter is designed to have transmission zeros near the minima of the periodogram.
7.
Conclusions. In [13, 14] Georgiou proved that to each choice of partial covariance sequence and numerator polynomial of the modeling filter there exists a rational covariance extension yielding a pole polynomial for the modeling filter, and he conjectured that this extension is unique so that it provides a complete parameterization of all rational covariance extensions. In [7] we proved this long-standing conjecture in the more general context of a duality between filtering and interpolation and showed that the problem is well posed in a very strong sense. In [6] we connected this solution to a certain Riccati-type matrix equation that sheds further light on the structure of this problem. Downloaded 03/18/13 to 160.94.45.156. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php However, our proof in [7] , as well as the existence proof of Georgiou [14] , is nonconstructive. In this paper we presented a constructive proof of Georgiou's conjecture, which, although it is weaker than our result in [7] , provides us for the first time with an algorithm for solving the problem of determining the unique pole polynomial corresponding to the given partial covariance sequence and the desired zeros. This is done by means of a constrained convex optimization problem, which can be solved without explicitly computing the values of the cost function and which has the interesting property that the cost function is finite on the boundary but the gradient is not. In this context, Georgiou's conjecture is equivalent to establishing that there is a unique minimum in the interior of the feasible region. Specialized to the maximum entropy solution, this optimization problem was seen to be a dual to the well-known problem of maximizing the entropy gain.
