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Resumo 
Os manipuladores robóticos apresentam vibrações indesejadas durante o seu funcionamento. 
Por um lado, estas vibrações resultam de numerosos factores, tais como, folgas, 
flexibilidades, atritos, não-linearidades e outras causas. Por outro lado, os robôs, ao 
interagirem com o meio ambiente, geram frequentemente impactos que produzem vibrações 
que se propagam através de toda a estrutura mecânica. Neste contexto, de modo a reduzir, ou 
eliminar, o efeito das vibrações e dos impactos, é fundamental estudar as variáveis envolvidas 
para se poderem definir estratégias adequadas. 
Nesta ordem de ideias, este trabalho estuda e desenvolve metodologias de análise para 
aplicações em estruturas de manipulação sujeitas a impactos e a vibrações. 
As experiências realizadas com o sistema robótico desenvolvido, na presença de impactos, 
vibrações e na movimentação de líquidos, evidenciaram o comportamento de ordem 
fraccionária de alguns sinais. A transformada de Fourier com janela, utilizada no estudo dos 
sinais robóticos, revelou-se uma ferramenta adequada para a análise dos sinais não 
estacionários, como é o caso dos sinais originados nos fenómenos referidos. 
Os robôs utilizam uma multiplicidade de sensores de forma a adaptarem-se a perturbações ou 
a mudanças inesperadas no espaço de trabalho. Os dados assim obtidos podem ser 
redundantes, uma vez que a mesma informação pode ser captada por dois ou mais sensores. 
Neste contexto, faz-se um estudo do comportamento do espectro dos sinais e apresenta-se um 
método de classificação dos sinais que pode contribuir para a optimização da instrumentação 
utilizada nos sistemas robóticos. 
No estudo dos sinais robóticos apresentam-se várias experiências suportadas por conceitos da 
teoria da informação e implementadas através de uma reconstrução do espaço de estados. 
Assim, determina-se, experimentalmente, uma relação entre os declives das linhas de 
tendência dos espectros com a dimensão fractal do espaço de estados reconstruído e o 
correspondente tempo de atraso. Propõem-se ainda dois índices para determinação do grau 
das folgas em sistemas mecânicos sujeitos a oscilações periódicas. Desenvolve-se também um 
novo método, baseado na informação mútua, para sintonia da transformada de Fourier com 
janela. 
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Abstract 
The operation of robotic manipulators reveals unwanted vibrations. On one hand, these 
vibrations occur due to several factors, such as, backlash, flexibilities, friction, non-linearities 
and other effects. On the other hand, the robots, interacting with the environment, generate 
often impacts that produce vibrations which are propagated through the mechanical structure. 
In this perspective, in order to adopt adequate strategies for reducing or eliminating the effect 
of vibrations and impacts, it is important to study the involved variables. 
Bearing these ideas in mind, this work studies and develops analysis methodologies for 
applying to mechanical manipulators structures subject to impacts and vibrations. 
Several experiments are performed with the developed robotic system in the presence of 
impacts, vibrations, or when carrying liquid containers. Some of the captured signals reveal a 
fractional order behavior. The windowed Fourier transform is applied in the study of the 
robotic signals and reveals to be an adequate tool to deal with this type of non stationary 
signals. 
The robots use a multiplicity of sensors necessary to deal with the perturbations or with 
unexpected changes in its work space. Therefore, the data obtained can be redundant because 
the same type of information can be obtained by two or more sensors. In this context, is 
established the study of the signal spectra. A sensor classification scheme is developed that 
can help in the design optimization of the robotic instrumentation. 
Several experiments are performed for analyzing the robotic signals, based on the information 
theory, and implemented through the pseudo phase space. An experimental relationship is 
determined between the slopes of the trendlines spectra, with the fractal dimension of the 
pseudo phase space and the corresponding time lag. Additionally, two indices are proposed to 
detect the backlash effect on mechanical systems with periodic oscillations. Finally, a new 
method based on the mutual information, for tuning the windowed Fourier transform, is 
presented. 
Keywords: Pseudo Phase Space, Windowed Fourier Transform, Wavelets, Backlash, 
Impacts, Vibrations, Fractal Dimension, Fractional Calculus, Robotics. 
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Capítulo 1  
 
            Introdução 
 
1.1 Introdução 
Este capítulo pretende enquadrar o tema da dissertação, ou seja, a análise dinâmica dos sinais 
captados de um manipulador robótico, de modo a fornecer uma perspectiva geral da tese. O 
capítulo está estruturado da forma descrita de seguida. Na secção 1.2 apresenta-se a 
motivação e os objectivos da dissertação. A secção 1.3 descreve abreviadamente a estrutura 
da tese e dos capítulos que a compõem. Por último, na secção 1.4 explica-se a terminologia 
adoptada ao longo da tese. 
1.2 Motivação e objectivos 
Em 1495, Leonardo daVinci aplicou o seu génio no projecto de uma máquina inspirada no 
corpo humano, capaz de mover os braços, pernas e a cabeça. Apesar de ter chegado até à 
nossa era pouca informação escrita sobre o seu plano, a simulação levada a cabo por diversos 
investigadores demonstrou que o projecto dizia respeito a um robô mecânico. A palavra robô 
apareceu pela primeira vez na segunda década do século XX, numa peça de teatro escrita pelo 
checo Karel Capek, com o significado de “trabalho”. Actualmente um robô é um dispositivo 
autónomo ou semi-autónomo que realiza as suas tarefas de acordo com o comando directo 
humano, com o controlo parcial de supervisão humana ou de forma completamente 
independente do ser humano. Tipicamente os robôs realizam tarefas que são monótonas, 
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cansativas, sujas ou perigosas para o ser humano. Entre outras actividades, os robôs podem 
ser utilizados, por exemplo, para limpeza de lixo tóxico, exploração submarina ou espacial, 
cirurgia, remoção de minas explosivas, salvamento e na indústria mineira. Actualmente, 
começam-se a dar os primeiros passos na utilização dos robôs em áreas como o 
entretenimento e cuidados de saúde domésticos. Deste modo, conforme a aplicação dos robôs, 
estes podem dividir-se em três áreas: robôs industriais, robôs de serviço e outro tipo de robôs. 
A área de aplicação com maior expressão é, sem dúvida, a industrial. 
Na verdade, os robôs industriais começaram a ser utilizados na indústria automóvel na década 
de sessenta do século XX. Este tipo de robôs evoluiu a partir de duas tecnologias que lhe 
precederam: a manipulação remota (teleoperação) e o controlo numérico de máquinas 
ferramenta. Os teleoperadores remontam à segunda guerra mundial, consistindo em 
mecanismos articulados, controlados à distância por um operador humano, utilizados 
sobretudo em ambientes radioactivos e, mais tarde, noutros ambientes hostis ao ser humano, 
como o espaço e o mar. Por sua vez, a primeira máquina de comando numérico foi 
desenvolvida no MIT em 1952. Actualmente, os robôs industriais, também conhecidos como 
manipuladores, são basicamente braços mecânicos com várias articulações que operam em 
ambientes estruturados, nomeadamente em células de fabrico com uma geometria e 
propriedades geralmente fixas. Um robô industrial é composto pela sua estrutura 
electromecânica (hardware) e pelo seu controlador (software), baseado normalmente num 
sistema operativo em tempo real proprietário. 
A necessidade dos manipuladores robóticos na indústria é cada vez maior, de forma a 
aumentar a produtividade e a melhorar a qualidade dos produtos. Contudo, a maioria dos 
robôs industriais utilizados actualmente são constituídos por elementos rígidos de modo a 
satisfazer as necessidades de repetibilidade e precisão. Assim, os seus membros possuem uma 
inércia elevada, necessitando, devido a essa razão, de um tempo apreciável para completarem 
as trajectórias e requerendo um consumo elevado de energia nos seus actuadores. Para 
aumentar a produtividade através de movimentos mais rápidos e exigindo, simultaneamente, 
um menor consumo de energia, são necessárias estruturas mais ligeiras. Esta necessidade de 
manipuladores leves verifica-se de forma ainda mais acentuada na indústria aeroespacial. No 
entanto, se os movimentos rápidos são realizados por braços robóticos leves e, 
consequentemente, mais flexíveis, então a complacência que existe inerentemente na 
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transmissão e nos elementos estruturais causa vibrações consideráveis no punho do robô. 
Assim, a flexibilidade nos robôs manipuladores pode afectar dramaticamente o desempenho 
dinâmico e a sua precisão de posicionamento. A solução convencional para este problema 
passa pelo estabelecimento de um compromisso entre a velocidade do manipulador, o seu 
peso e a respectiva precisão. Contudo, esta abordagem não será a melhor solução para a 
maioria das aplicações. Para minorar este tipo de problemas existem várias técnicas que se 
podem implementar nos robôs, quer na fase de fabrico quer na fase de exploração. Uma das 
técnicas, que tem sido proposta, consiste na aplicação de um micromanipulador colocado no 
órgão terminal do robô que compensa os efeitos dinâmicos indesejados. Entre outras 
aplicações, esta técnica é usada na indústria aeroespacial e em procedimentos de limpeza de 
lixo nuclear. Outra das técnicas de controlo activo das vibrações, que tem sido alvo de 
interesse nos últimos anos por parte da comunidade científica, baseia-se na utilização de 
camadas de material com propriedades piezoeléctricas. Este material colocado numa estrutura 
leve e flexível do manipulador é actuado de forma activa aumentando a rigidez da sua 
estrutura. No entanto, ainda são necessários maiores desenvolvimentos para que esta técnica 
seja utilizada na robótica industrial. 
Apesar das técnicas propostas, verifica-se que, na prática, os manipuladores robóticos 
apresentam um determinado grau de vibrações indesejadas. Por outro lado, os robôs, ao 
interagirem com o meio ambiente, geram frequentemente impactos que produzem e propagam 
vibrações através de toda a estrutura mecânica. 
Neste contexto, de modo a reduzir, ou eliminar, o efeito dos impactos e das vibrações, é 
fundamental estudar as variáveis envolvidas para se poderem definir estratégias adequadas. 
Por outro lado, de forma a adaptar-se a perturbações ou a mudanças inesperadas no espaço de 
trabalho, o robô utiliza sensores, não só para obter informação sobre o ambiente de trabalho 
(sensores externos, tais como câmaras, sensores de forças e momentos e acelerómetros), mas 
também sobre si próprio (sensores internos, tais como codificadores de posição ou 
taquímetros nas juntas). Devido à multiplicidade de sensores, os dados obtidos podem ser 
redundantes, porque a mesma informação pode ser captada por dois ou mais sensores. 
Nesta ordem de ideias, neste trabalho estudam-se e desenvolvem-se metodologias de análise 
para aplicações em estruturas manipuladoras sujeitas a impactos e a vibrações. 
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1.3 Estrutura da tese 
Esta tese está estruturada em seis capítulos e quatro apêndices. 
Este capítulo introdutório apresentou a motivação que originou este trabalho e os seus 
objectivos. Neste capítulo, é ainda explicada a abordagem adoptada para a terminologia 
utilizada ao longo da tese. 
No capítulo 2 descrevem-se as principais ferramentas matemáticas utilizadas na tese numa 
perspectiva da sua posterior utilização. Deste modo, pretende-se fornecer ao leitor uma síntese 
da informação necessária que facilite o acompanhamento das explicações que são dadas ao 
longo deste trabalho. Adicionalmente, mencionam-se algumas outras ferramentas que, apesar 
de não serem utilizadas nesta tese, são incluídas devido à sua relação com as metodologias 
adoptadas. Em certos casos, são também referidas algumas áreas de aplicação. 
No capítulo 3 descreve-se o sistema robótico desenvolvido. Este sistema permite a aquisição 
de diversos sinais robóticos que são analisados nos capítulos seguintes. O sistema é composto 
essencialmente por duas componentes: uma componente de hardware e outra componente 
constituída por um conjunto de aplicações informáticas para aquisição e tratamento dos sinais 
adquiridos. O sistema de aquisição de dados é um sistema que interage com o robô e que, 
simultaneamente, adquire os seus sinais em tempo real. O programa de tratamento dos dados 
processa posteriormente os dados, recorrendo a várias das metodologias descritas no capítulo 
2. 
No capítulo 4 analisam-se diversos sinais captados pelo sistema robótico, nomeadamente a 
posição e a corrente dos motores eléctricos que accionam os cinco eixos de rotação, as forças 
e momentos gerados no punho do manipulador e as acelerações do acessório montado na 
extremidade do robô. O estudo encontra-se formulado nos domínios dos tempos e das 
frequências. Começa-se por apresentar uma experiência introdutória, com uma lâmina em 
alumínio que entra em oscilação, que demonstra as potencialidades do sistema desenvolvido. 
Numa outra experiência faz-se o estudo dos sinais na presença de impactos do robô com o 
meio ambiente. Numa terceira experiência, estudam-se os sinais que resultam da 
movimentação de líquidos. Por último, no capítulo 4 desenvolve-se uma classificação dos 
sinais captados pelo sistema robótico. 
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No capítulo 5 desenvolvem-se algumas aplicações onde se utiliza a teoria da informação e a 
reconstrução do espaço de estados. Assim, analisam-se diversos sinais captados pelo sistema 
robótico utilizando a informação mútua média, para se obter o espaço de estados reconstruído. 
Numa aplicação analisa-se a relação do espaço de estados reconstruído com a dinâmica 
fraccionária, utilizando os espectros dos sinais robóticos aproximáveis por linhas de 
tendência. Numa outra aplicação estuda-se o problema das folgas mecânicas. Por último, 
numa outra aplicação desenvolve-se uma técnica que utiliza a informação mútua média na 
sintonia da transformada de Fourier com janela.  
No capítulo 6 apresentam-se as principais conclusões que decorrem do estudo efectuado e são 
mencionadas as principais contribuições desta tese. Neste capítulo referem-se ainda alguns 
aspectos de evolução futura do trabalho. 
Para além dos capítulos referidos, na parte final existem quatro apêndices. 
No apêndice A apresentam-se diversas janelas com as respectivas expressões e evoluções 
temporais. 
No apêndice B mostram-se algumas das definições mais utilizadas no cálculo fraccionário, 
bem como as derivadas e integrais fraccionários de algumas funções elementares. 
No apêndice C fornece-se informação sobre as principais características técnicas do 
equipamento utilizado. 
No apêndice D apresentam-se os circuitos eléctricos/electrónicos desenvolvidos para a 
construção do sistema robótico. 
1.4 Terminologia 
Relativamente à terminologia adoptada nesta dissertação, é de referir que se tentou utilizar, 
sempre que possível, vocábulos e expressões existentes na língua portuguesa. Sempre que o 
termo utilizado na nossa língua possa suscitar dúvida, na sua primeira utilização é indicado 
também o correspondente conceito na língua original. No entanto, é sabido que na área 
técnico-científica nem sempre a nossa língua tem acompanhado outras línguas, 
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nomeadamente a inglesa, na criação de palavras novas necessárias à expressão de conceitos e 
entidades físicas que vão surgindo de novo, dando assim lugar ao aparecimento de 
anglicismos com utilização generalizada no seio da comunidade científica. Nos casos em que 
isso se verifique, será utilizado o anglicismo por ser mais esclarecedor. Sempre que esse 
anglicismo seja constituído por uma palavra retirada directamente do inglês, sem qualquer 
tipo de adaptação às características próprias do português e escrevendo-se exactamente da 
mesma forma como na língua original, ele encontra-se escrito em itálico. 
É de referir ainda, que ao longo da tese existe a necessidade de utilizar a mesma expressão 
várias vezes. Para facilitar a leitura e a escrita, essa expressão é substituída pela respectiva 
abreviatura, sendo esta apresentada na sua primeira utilização. Ao longo da tese existe 
também a necessidade da utilização de diversos símbolos, sobretudo nas expressões 
matemáticas. Para facilitar a consulta, no início desta tese existem duas tabelas: uma com a 
lista de abreviaturas e outra com a lista de símbolos utilizados. 
Por último, resta explicar a indexação utilizada no texto para as referências bibliográficas. 
Com o objectivo de flexibilizar a indicação das referidas referências, a indexação utilizada é 
constituída por uma palavra, que consiste no apelido do seu primeiro autor, seguida do ano da 
publicação. Dado que existe a possibilidade de haver, num mesmo ano, várias publicações de 
um mesmo primeiro autor, após o ano de publicação aparece uma letra para distinguir as 
referências. Essa letra indica, sempre que possível, a ordem cronológica da publicação no 
mesmo ano. 
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 Capítulo 2  
 
 Ferramentas Matemáticas 
 
2.1 Introdução 
A evolução da ciência conduziu a humanidade a uma melhor compreensão do mundo em que 
vive. O conhecimento é um património que é transmitido e enriquecido de geração para 
geração. Deste modo, nos dias de hoje, o estudo de um dado problema científico é não só o 
produto da imaginação criadora, disciplinada e sistematizada pelo método científico, mas 
também uma consequência do saber acumulado ao longo dos séculos. Nesta ordem de ideias, 
o estudo de sistemas físicos adopta, naturalmente, as leis conhecidas da física e da matemática 
como ponto de partida para o exercício da descrição “científica” de um dado fenómeno. 
Assim, a análise de um sistema físico baseia-se na aplicação das leis da física clássica e dos 
formalismos da matemática, nomeadamente a geometria euclidiana e os cálculos integral, 
diferencial, matricial e vectorial. O resultado desta simbiose é um “modelo” que toma corpo 
através de um conjunto de equações integro-diferenciais. Apesar de tudo, mesmo neste 
domínio restrito, subsistem áreas inexploradas, e encontrar um modelo é tanto uma arte como 
um exercício científico (Galhano, 1992). Nesta linha de pensamento, para estudar os 
fenómenos do mundo real os físicos e os engenheiros recorrem às diversas ferramentas 
matemáticas existentes. 
Nesta ordem de ideias este capítulo descreve as principais ferramentas matemáticas utilizadas 
na tese. A abordagem adoptada tem como objectivo apresentar essas ferramentas numa 
perspectiva da sua utilização. Deste modo, pretende-se fornecer ao leitor um mínimo de 
Capítulo 2 
 
8 
informação que facilite o acompanhamento das explicações que irão ser dadas nesta tese. 
Adicionalmente, mencionam-se algumas outras ferramentas que, apesar de não serem 
utilizadas nesta tese, são referidas devido à sua relação com as metodologias adoptadas. Em 
certos casos, são também referidas algumas áreas de aplicação das ferramentas apresentadas. 
O capítulo é composto essencialmente por três partes. A primeira parte é constituída pelas 
secções 2.2–2.6 onde se apresentam algumas ferramentas para análise de sinais na frequência 
e no tempo/frequência. Na segunda parte, correspondente à secção 2.7, referem-se alguns 
aspectos do cálculo fraccionário. Na última parte, constituída pela secção 2.8 e subsecções 
correspondentes, apresenta-se um conjunto de ferramentas para o estudo de séries temporais 
não lineares. Por último faz-se o resumo do capítulo. 
2.2 Representação dos sinais no tempo e na frequência 
A maioria dos sinais aparece na sua forma primitiva como variáveis que evoluem no domínio 
dos tempos. Ou seja, a medição de uma grandeza fica representada por uma função do tempo. 
Assim, no caso mais comum de se ter uma função real de variável real, um dos eixos 
representa o tempo (variável independente), e o outro eixo representa, normalmente, a 
amplitude (variável dependente). No entanto, na maioria das aplicações relacionadas com o 
processamento de sinal, a representação dos sinais no domínio do tempo nem sempre constitui 
a melhor forma de abordagem. Frequentemente, informação relevante está escondida no 
conteúdo espectral (frequência) do sinal. O espectro de frequências é constituído pelas 
componentes de frequências do sinal. Uma maneira de determinar o conteúdo espectral de um 
sinal é através da transformada de Fourier, aqui denotada através do acrónimo TF. 
Apesar da TF ser provavelmente uma das transformadas mais utilizadas, especialmente em 
engenharia electrotécnica, existem várias outras transformadas que são usadas 
frequentemente, quer pelos engenheiros quer pelos matemáticos. Para além das transformadas 
relacionadas directamente com a TF, como é o caso da TF com janela, existem, por exemplo, 
a transformada de Hilbert, a transformada de Wigner (também conhecida como distribuição 
de Wigner), a transformada de Gabor (Gabor, 1946) e a transformada wavelet1. A TF é uma 
                                                 
1
 Wavelets são traduzidas para português por onduletas, ondoletas, ondaletas ou ondulas. 
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transformada reversível, no sentido que permite converter um sinal temporal na sua 
representação nas frequências e vice-versa. Contudo, a informação nas frequências não está 
visível no sinal temporal e, por sua vez, a informação temporal não está presente na TF. 
Acontece que, por vezes, é necessário ter uma representação em que estejam presentes 
simultaneamente a informação do tempo e da frequência. Esta simultaneidade de informação 
não é necessária quando o sinal é estacionário. Diz-se que um sinal é estacionário quando o 
seu conteúdo espectral não se altera ao longo do tempo. A figura 2.1 mostra um exemplo 
ilustrativo com três componentes espectrais em que o módulo da resposta na frequência está 
normalizado. Neste exemplo, não é necessário conhecer-se os instantes temporais em que as 
componentes espectrais ocorrem. Por outro lado, um sinal é não estacionário quando o seu 
conteúdo espectral se altera ao longo do tempo (figura 2.2). Na presença de um sinal não 
estacionário, dependendo da aplicação, pode ser necessário conhecer os instantes de tempo 
em que ocorrem determinadas componentes espectrais. Neste caso a TF não possibilita esse 
conhecimento. Para isso utilizam-se outras técnicas tais como a transformada de Fourier com 
Janela (TFJ) referida adiante. 
  
a) b) 
Figura 2.1 Exemplo de sinal estacionário com três componentes espectrais: 
a) sinal nos tempos; b) módulo da TF. 
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a) b) 
Figura 2.2 Exemplo de sinal não estacionário: a) sinal nos tempos; b) módulo da TF. 
2.3 Expansão de um sinal periódico em séries de Fourier 
Define-se um sinal x(t), contínuo no tempo, como periódico, se existir um valor T > 0 para o 
qual 
ttxTtx ∀=+ ,)()(
 
(2.1) 
 
O período fundamental T0 de x(t) é o menor valor de T para o qual (2.1) é verdadeira, e 
1/T0 = f0 é designada como frequência fundamental. 
Dois exemplos básicos de sinais periódicos são o sinal sinusoidal 
( )φω += ttx 0cos)(
 
(2.2) 
e a representação do sinal por uma exponencial complexa: 
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tj
etx 0)( ω=
 
(2.3) 
onde ω0 = 2π/T0 = 2πf0 é a frequência angular fundamental. 
A representação de um sinal periódico x(t) em séries de Fourier através de exponenciais 
complexas é dada por: 
[ ]∑∞
−∞=
=
k
tjk
kectx
0)( ω
 
(2.4) 
onde ck são os coeficientes de Fourier (valores complexos) dados por ∫ −=
0
0)(1
0
0 T
tjk dtetx
T
c
ω
 
em que ∫ 0T
 
representa o integral definido num dado período de tempo. 
Existem outras representações alternativas e equivalentes mais comuns, como são a 
representação em série de Fourier trigonométrica e a representação em série de Fourier na 
forma harmónica. A representação em série de Fourier trigonométrica é dada por: 
( ) ( )[ ]∑∞
=
++=
1 00
0 sincos
2
)(
k kk
tkbtkaatx ωω
 
(2.5) 
onde ak e bk são os coeficientes de Fourier dados por ∫=
0
ecos)(2 0
0
Tk
dttktx
T
a ω
.)(2
0
0
0
∫= Tk dttksentxT
b ω
 
A representação em série de Fourier na forma harmónica é dada por: 
( )[ ]∑∞
=
−+=
1 00
cos)(
k kk
tkcctx θω
 
(2.6) 
O termo c0 é a componente contínua e o termo ( )kk tkc θω −0cos
 
é a componente harmónica de 
ordem k do sinal x(t). A primeira componente harmónica ( )101 cos θω −tc  é muitas vezes 
designada por componente fundamental. Os coeficientes ck e os ângulos θk são, 
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respectivamente, as amplitudes e os ângulos de fase dos harmónicos relacionando-se com os 
coeficientes de Fourier ak e bk através das seguintes expressões: 
2
0
0
a
c = ; 22 kkk bac += ; 




=
k
k
k
a
b
arctanθ
 
(2.7) 
2.4 Análise na frequência 
2.4.1 Transformada de Fourier 
A transformada de Fourier é uma das ferramentas mais utilizadas para a análise da resposta 
em frequência de sistemas dinâmicos. Devido à sua ampla divulgação, a TF é aqui 
apresentada, sobretudo, como uma introdução às ferramentas referidas posteriormente. 
A TF do sinal temporal contínuo x(t), denominada F{x(t)} = X(ω), define-se como sendo a 
função na frequência: 
∫
+∞
∞−
−
∞<<∞−= ωω ω ,)()( dtetxX tj
 
(2.8) 
onde ω = 2 π f é a frequência angular em rad s–1. 
Na determinação da TF do sinal temporal contínuo x(t) pode colocar-se a dúvida se é possível 
calcular a expressão (2.8). A condição para a determinação do integral, ou seja a TF existe se 
a energia do sinal Ex, definida por: 
∫
+∞
∞−
∞<= dttxEx
2)(
 
(2.9) 
é uma quantidade finita, ou seja, se o sinal tem energia finita.  
O sinal x(t) pode obter-se a partir de X(ω) aplicando a TF inversa F–1: 
 
tx )(
 
A TF normalmente implementa
muito popular é a transformada 
especialidade pelo acrónimo
2.5 A transformada de Fourier fraccionária
A transformada de Fourier fraccionária
angular (Almeida, 1993), é uma generalização da transformada de Fourier clássica 
análise tempo–frequência é habitual utilizar
ortogonais correspondendo cada um dos eixos ao tempo e à frequência, como se mostra na 
figura 2.3. Se se considerar o sinal 
X(ω) no eixo ω, o operador da transformada de Fourier 
representação do sinal correspondente a uma rotação de 
ponteiros do relógio. 
Figura 2.3 Representação tempo
 
Nesta ordem de ideias, a transformada de Fourier fraccionária
transformada linear que depende do parâmetro 
( ){ } ( )∫ ∞+
∞−
−
== ωω
pi
ω ω deXXF tj
2
11
 
-se em computador utilizando a TF discreta. Um algoritmo 
rápida de Fourier, habitualmente conhecida na 
 FFT (Fast Fourier Transform). 
 
, também conhecida por transformada de Fourier 
-se a representação no plano com dois eixos 
x(t) representado no eixo t e a sua transformada de Fourier 
F funciona como uma alteração da 
π/2 rad no sentido contrário ao dos 
 
–frequência da transformada de Fourier.
 Xα(u
ℜ∈α , e pode ser inte
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(2.10) 
bibliografia da 
(2.8). Na 
 
) aparece como uma 
rpretada como uma 
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rotação de um ângulo α radianos no plano tempo-frequência. Existem diversas representações 
equivalentes para a transformada de Fourier fraccionária (Ozaktas, et al., 2001). A equação 
(2.11) apresenta uma das representações da transformada de Fourier fraccionária, onde 
Kα(α, t, u), conhecida por função núcleo, é dada pela equação (2.12), em que cot é a 
cotangente, csc é a cosecante e δ(t) é o impulso de Dirac (Almeida, 1994). A função 
Kα(α, t, u) pode tomar outra forma como, por exemplo, a apresentada pela equação (2.13) 
(Stankovic, et al., 2003). 
∫
+∞
∞−
∞<<∞−= udtutKtxuX ,),,()()( ααα
 
(2.11) 
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(2.13) 
 
Caso α = π/2 virá Kα = e–jωt , ou seja a transformada de Fourier fraccionária Xα(u) coincide 
com a transformada de Fourier clássica X(ω). Deste modo, a transformada de Fourier 
fraccionária Xα(u) pode ser vista como uma generalização da transformada de Fourier clássica 
X(ω). A relação existente entre a transformada de Fourier fraccionária e outras transformadas 
tempo-frequência, pode ser consultada em (Ozaktas, et al., 2001). 
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A transformada de Fourier fraccionária, apesar de ter sido redescoberta2 há pouco mais de 
uma década, já foi utilizada em diversas áreas, sobretudo na mecânica quântica e nos sistemas 
ópticos, mas também, por exemplo, na compressão de sinais, imagem, sinais de radar e sonar, 
comunicações e tomografia (Bultheel, et al., 2007). Um estudo mais aprofundado sobre a 
transformada de Fourier fraccionária Xα(u) pode obter-se em (Ozaktas, et al., 2001). 
2.6 Representações tempo–frequência 
A TF clássica adapta-se perfeitamente à análise de sinais periódicos. No entanto, na análise de 
sinais com descontinuidades, ou com transitórios muito rápidos, a TF revela algumas 
dificuldades, pois perde-se a informação temporal sobre o sinal. Para estes casos utilizam-se 
outras transformadas. 
Uma forma de obter as componentes espectrais de um sinal ao longo do tempo é conseguida 
através da aplicação da TF, numa porção do sinal, no instante de tempo τ, como se verá 
adiante. A TFJ realiza esta operação utilizando uma janela genérica. Assim, a TFJ é uma 
função que mapeia o sinal temporal num espaço bidimensional do tempo e frequência e, 
consequentemente, estabelece um compromisso entre estas duas grandezas. A TFJ utiliza uma 
janela com largura constante o que pode, em determinadas situações, constituir um factor 
limitativo, pois a resposta em frequência está associada à largura da janela. Surge então a 
necessidade duma generalização da TFJ.  
A transformada wavelet (TW) permite a aplicação de uma técnica baseada em janelas com 
tamanho variável. A TW permite a análise de sinais utilizando intervalos de tempo longos, 
quando se pretende uma precisão maior acerca da informação das baixas frequências, ou 
intervalos de tempo curtos, quando se quer informação sobre as altas frequências. 
Os conceitos envolvidos nas três transformadas referidas encontram-se ilustrados na figura 
2.4. Verifica-se que na análise com a TW utiliza-se um conceito de escala em vez de 
frequência. A relação entre a frequência e a escala pode ser dado apenas num sentido 
alargado, e será preferível falar-se no conceito de pseudo frequência associada à escala. 
                                                 
2
 A publicação mais antiga relacionada com a TF fraccionária mencionada na bibliografia refere-se ao trabalho 
de N. Wiener de 1929 (Ozaktas, et al., 2001). 
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Figura 2.4 Relação tempo
 
Nas duas secções seguintes abordam
2.6.1 Transformada de Fourier com janela
Como já se referiu a TF fornece as componentes espectrais existentes num sinal, nada dizendo 
quanto aos instantes onde ocorrem essas componentes. Quando se pretende conhecer a 
localização temporal das componentes espectrais é necessária uma representação no domínio 
tempo/frequência. Assim, aparece a TFJ 
“windowed Fourier transform”, “short time Fourier transform”, “short term Fourier 
transform” ou, ainda, “time varying Fourier transform”.
A TFJ permite obter a representação 
em intervalos de tempo sucessivos. Assim, a TFJ para uma janela temporal 
instante τ, representa-se analiticamente por
–frequência das transformadas. 
-se as transformadas de Fourier com janela
 
também conhecida na bibliografia 
 
tempo/frequência de um sinal através da aplicação da TF 
: 
 
 e wavelet. 
inglesa por 
g centrada no 
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∫
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(2.14) 
onde ω = 2π f  é a frequência angular. 
Para obter a TFJ multiplica-se o sinal a analisar x(t) por uma janela temporal deslizante  
g(t – τ) centrada no instante τ (o sinal é modulado pela janela), e calcula-se a TF do sinal 
resultante x(t) g(t – τ). Cada TF assim obtida fornece uma “fatia” da representação nas 
frequências, associada ao instante temporal τ do centro da janela. No caso da janela  
g(t – τ) = 1 para todo o valor de t obtém-se a TF clássica. 
Cada janela possui uma largura tw, e a distância entre o centro de duas janelas consecutivas δ 
estabelece a sobreposição das janelas durante uma percentagem de tempo 
β = (tsobreposição / tw) 100%, em que tsobreposição é o tempo de sobreposição de duas janelas. A 
figura 2.5 ilustra este conceito de sobreposição temporal. Em consequência da escolha de uma 
janela com uma dada largura tw, as frequências do sinal em análise f < 1/tw são rejeitadas pela 
TFJ. Diminuindo tw provoca-se uma redução na resolução em frequência e aumenta-se a 
resolução temporal. Um aumento de tw tem o efeito contrário. 
 
  
a) b) 
Figura 2.5 Exemplo de sobreposição temporal de janelas Gaussianas: a) β = 0%; b) β = 50%. 
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A janela pode introduzir um efeito indesejável no domínio das frequências. Como resultado 
de um corte repentino nos extremos no domínio do tempo causados pela janela 
(descontinuidades), particularmente no caso da janela rectangular, o espectro da TF pode 
apresentar lobos laterais. A figura 2.6 ilustra o aparecimento dos lobos laterais na TF em que 
é evidente uma maior amplitude no caso da janela rectangular. Este efeito provoca o 
aparecimento de um comportamento oscilatório no domínio dos tempos, que é conhecido por 
fenómeno de Gibbs (Oppenheim, et al., 1989).  
 
 
a) b) 
Figura 2.6 Janelas rectangular e Gaussiana: a) representação nos tempos; b) resposta na 
frequência. 
 
A figura 2.7 ilustra este fenómeno ao tentar-se reconstruir a janela rectangular. De forma a 
reduzir este efeito indesejável, geralmente, e em alternativa à janela rectangular, usa-se uma 
outra função janela de modo a atenuar os sinais nos seus extremos, que são os pontos de 
descontinuidade. Por este motivo, existem outras janelas bastante divulgadas que são 
utilizadas na TFJ. 
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a) b) c) 
Figura 2.7 Exemplo de reconstrução de uma janela rectangular através de séries de 
Fourier: a) 11 harmónicos; b) 21 harmónicos; c) 51 harmónicos. 
 
2.6.2 Janelas temporais 
Como foi referido anteriormente, existem diversas janelas que se podem utilizar na TFJ. A 
janela rectangular é a mais simples, mas provoca efeitos indesejáveis, nomeadamente o efeito 
de Gibbs. Harris (Harris, 1978) e Nutall (Nuttall, 1981) estudam diversas janelas e as 
respectivas características espectrais. No apêndice A apresentam-se várias janelas com as 
correspondentes expressões e evoluções temporais.  
Caso as janelas não se sobreponham, a TFJ perde alguma informação existente no sinal. A 
figura 2.8a) ilustra esta situação para duas janelas consecutivas, onde se observa a existência 
de uma parte do sinal correspondente à zona não sobreposta das janelas que não é considerada 
no cálculo da TFJ. Por outro lado, se as janelas se sobrepuserem num período curto de tempo, 
uma parte considerável do sinal é ignorada pelo facto da maioria das janelas apresentarem 
amplitudes baixas nos seus extremos. Para evitar perda de informação utiliza-se, 
normalmente, uma sobreposição acentuada das janelas, como se observa na figura 2.8b). 
 
11 harmónicos
t
g(t
)
21 harmónicos
t
g(t
)
51 harmónicos
t
g(t
)
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a) b) 
Figura 2.8 Influência da sobreposição das janelas Gaussianas: a) β = 0%; b) β = 50%. 
 
2.6.3 Transformada wavelet 
A transformada wavelet contínua (TWC) é uma generalização da TFJ. O cálculo da TWC  
faz-se de modo idêntico ao descrito para a TFJ, no sentido que o sinal é multiplicado por uma 
função chamada wavelet. Contudo, no caso da TWC, a largura da janela varia ao longo do 
cálculo da transformada. Diminuindo a largura, reduz a resolução em frequência e aumenta a 
resolução temporal. Aumentando a largura, tem o efeito contrário. Considerando a função 
wavelet ψ centrada no instante de tempo τ, com factor de escala s, a TWC de um sinal x(t) 
representa-se analiticamente por: 
∫
∞+
∞−





 −
= dt
s
t
tx
s
sTWC τψτ )(1),(
 
(2.15) 
A TWC de um sinal x(t) é função de duas variáveis: o deslocamento τ, que corresponde 
directamente ao tempo, e a escala s (s–1), que indirectamente se relaciona com a informação 
da frequência, como se verá adiante. A função ψ(t), chamada wavelet mãe, pode ser uma 
função real ou complexa centrada na origem dos tempos, t = 0. Esta função serve de protótipo 
para a geração de outras instâncias usadas no cálculo da TWC. O deslocamento τ relaciona-se 
com a localização da wavelet que se desloca através do sinal. Assim, este termo corresponde à 
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informação temporal no domínio da transformada. A escala s é semelhante ao conceito de 
escala usado nos mapas. As escalas grandes fornecem uma visão geral do sinal, 
correspondendo às baixas frequências. As escalas pequenas fornecem informação detalhada 
de um sinal, correspondendo às altas frequências. 
Para uma dada função wavelet mãe (definida mais adiante), o cálculo da TWC começa com 
s = s1. Seguidamente, na mesma escala, a wavelet desloca-se para a direita de um tempo τ, até 
ao instante t = τ, e a expressão (2.15) é calculada de forma a obter-se os valores da 
transformada para (s, t) = (s1, τ). Este procedimento repete-se até percorrer todo o sinal 
temporal, i.e., desde t = 0 até t = tmax. Obtém-se assim uma linha completa de pontos do plano 
escala–tempo para o valor de escala s = s1. O cálculo da TWC prossegue para todos os valores 
de s desejados. A figura 2.9 ilustra o conceito da construção da TWC, onde a escala s1 < s2. 
A versão digital da TWC é a transformada wavelet discreta (TWD), cuja implementação em 
computador é consideravelmente mais rápida. Como se referiu anteriormente a TW utiliza o 
conceito de escala em vez de frequência, apesar de haver uma relação indirecta entre as duas 
grandezas. Uma forma de relacionar a frequência com a escala s pode ser dada pela relação: 
a
c
w Ts
ff =
 
(2.16) 
onde fc representa a frequência central da função wavelet ψ(t), fw é a pseudo frequência 
correspondente à escala s e Ta é o período de amostragem. A ideia subjacente consiste em 
associar uma frequência fc a uma dada função wavelet ψ(t). Para isso tem que se calcular o 
módulo da TF da função ψ(t) e à frequência correspondente ao máximo do módulo associa-se 
uma frequência central fc. Na prática esta aproximação é uma forma simples de caracterizar a 
frequência dominante associada à função ψ(t). 
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Figura 2.9
 
A representação escala–tempo de um sinal digital pode obter
com filtros digitais. Mallat (Mallat, 1989)
da TWD utilizando um conjunto de 
interesse por parte de diversos autores 
filtros de frequências de corte diferentes para analisar o sinal nas difer
2.10 ilustra este conceito. O sinal passa através de um banco de filtros passa alto para analisar 
as componentes de alta frequência 
vez, o mesmo sinal passa através 
componentes de baixa frequência obtendo
resumo, os detalhes (Dn) são as componentes de pequena escala ou de alta frequência e as 
aproximações (An) são as componentes de grande escala ou de baixa frequência
decomposição do sinal em diferentes bandas de frequência obtém
utilizando filtros passa–alto e passa
 
 
 Construção da transformada wavelet. 
-se também através de técnicas 
 desenvolveu uma forma eficiente de implementação 
filtros. Desde essa altura, este assunto tem sido alvo de 
(Abry, 1997). Nesta técnica utiliza-se um conjunto de 
entes escalas. A 
obtendo-se assim a informação de detalhe (
de um banco de filtros passa baixo para analisar as 
-se assim a informação de aproximação 
-se pela filtragem sucessiva 
–baixo no domínio dos tempos. 
figura 
Dn). Por sua 
(An). Em 
. Portanto, a 
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Figura 2.10 Diagrama simplificado da análise multiresolução por wavelets. 
 
O termo wavelet refere-se a um conjunto de funções formadas através de um factor de escala 
{e.g., ψ(t) → ψ(2t)} e deslocamento {e.g., ψ(t) → ψ(t+1)} derivadas de uma única função ψ(t) 
chamada wavelet mãe. Para que uma determinada função temporal possa utilizar-se como 
wavelet tem que obedecer a um determinado conjunto de requisitos (Mallat, 1999). Existe 
uma grande variedade de famílias de funções wavelet, propostas por diferentes pessoas, onde 
se incluem as funções mais conhecidas: Haar, Daubechies, Mexican Hat e Morlet. A 
utilização de uma função ψ(t) numa determinada aplicação deve reflectir as características do 
sinal temporal (Torrence, et al., 1998). 
A wavelet Haar representa-se pela expressão (2.17). Esta é a wavelet adoptada neste trabalho 
devido à sua simplicidade e tempo de computação reduzido. 
 
f=0:fmax/8
D2A2
D1A1
…
passa baixo passa alto
sinal
f=0:fmax
f=fmax/2:fmaxf=0:fmax/2
f=fmax/4:fmax/2f=0:fmax/4
f=fmax/8:fmax/4
D3A3
nível 1 de decomposição
passa baixo
passa baixo
passa alto
passa alto
nível 2 de decomposição
nível 3 de decomposição
aproximações detalhes
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(2.17) 
As wavelets têm uma vasta aplicação na matemática, física e engenharia (Mallat, 1999) 
(Walker, 1999) (Szabó, et al., 2005). Neste trabalho utiliza-se a capacidade de processamento 
de sinal das wavelets para filtrar os sinais experimentais com ruído. 
2.7 Aspectos do cálculo fraccionário 
Nesta secção apresentam-se alguns aspectos fundamentais do cálculo fraccionário (CF) que 
são importantes para a explicação de alguns assuntos abordados nesta tese. 
2.7.1 Introdução 
O cálculo integral e diferencial de ordem fraccionária, também conhecido como cálculo de 
ordem não inteira, é uma extensão natural do cálculo integral e diferencial clássico. O CF é 
uma generalização das operações de derivação e integração de ordem inteira. Muito autores 
referem como o primeiro documento escrito sobre o CF uma carta que L’Hopital escreveu a 
Leibniz em 1695 onde questiona sobre o significado de Dny quando n = 1/2. A partir das 
ideias iniciadas por Leibniz muitos matemáticos importantes, tais como, Euler (1730), 
Lagrange (1772), Laplace (1812), Fourier (1822), Lioville (1823), Riemann (1847), entre 
outros, investigaram este tema. Apesar do trabalho desenvolvido, muitos aspectos do CF não 
estão ainda totalmente clarificados, pois a sua maior complexidade dificulta a sua aplicação. 
Por exemplo, ao contrário do cálculo diferencial de ordem inteira, existem várias definições 
alternativas para a derivada fraccionária com origem em diversos estudos. As definições mais 
conhecidas, e com maior popularidade no meio científico, são as definições de  
Riemann-Liouville e de Grünwald-Letnikov. As diferentes definições conduzem a pontos de 
vista complementares, mas não existe, até ao momento, uma interpretação simples para as 
derivadas fraccionárias. Contudo, o desenvolvimento da teoria do caos e dos fractais revelou a 
existência de relações profundas com o CF, motivando um interesse crescente nesta área 
científica. Os aspectos principais da teoria do CF são discutidos nas referências (Miller, et al., 
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1993), (Oldham, et al., 1974), (Ross, 1977) e (Samko, et al., 1993). Muitas das formulações 
matemáticas encontradas no CF foram desenvolvidas no século XIX, mas somente no século 
XX surgiram aplicações em diversas áreas do conhecimento. Nos últimos anos o estudo dos 
sistemas de ordem fraccionária tem sido alvo de grande interesse por parte da comunidade 
científica (Machado, 2003), devido ao facto de muitos sistemas físicos apresentarem um 
comportamento que pode ser descrito facilmente por modelos fraccionários (Podlubny, 2002). 
Neste sentido podem referir-se diversos estudos de aplicação do CF, como, por exemplo, 
sobre o aparecimento de um novo elemento de circuito eléctrico chamado fractância 
(Bohannan, 2000), (Bohannan, 2002), electrónica (Korabel, et al., 2007), biologia (Anastasio, 
1994), viscoelasticidade (Faybishenko, 2004), (Novikov, et al., 2000). Por outro lado, existem 
estudos em que se aplica o CF em áreas como o controlo de processos dinâmicos (Barbosa, et 
al., 2004), (Oustaloup, et al., 1997), (Vinagre, et al., 2002), (Sabatier, et al., 1998), (Melchior, 
et al., 2000), (Machado, 1997), robótica (Marcos, et al., 2008), caos/fractais (Méhauté, et al., 
1991), eliminação de vibrações e folgas (Ma, et al., 2004), (Oustaloup, et al., 1997). 
2.7.2 Cálculo fraccionário 
Desde o aparecimento do CF a generalização das operações de derivação e integração para 
uma ordem não inteira α tem sido alvo de abordagens diversas originando definições 
alternativas. Nas referências (Miller, et al., 1993) e (Oldham, et al., 1974) apresentam-se 
diversas definições. A partir das definições podem-se calcular as derivadas e integrais 
fraccionários de diversas funções. No apêndice B mostram-se algumas das definições mais 
utilizadas no CF, bem como as derivadas e integrais fraccionários de algumas funções 
elementares. 
2.7.2.1 Transformadas de Laplace e Fourier de derivadas fraccionárias 
A diversidade de definições alternativas atrás referidas conduz a que na prática, em função da 
aplicação pretendida, se utiliza a definição mais adequada. Por exemplo, a definição de 
Laplace de uma derivada de ordem fraccionária C∈α
 
do sinal x(t), Dα[x(t)] é uma 
generalização directa da expressão clássica de ordem inteira, sendo a transformada do sinal 
multiplicada pelo operador s:  
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(2.18) 
onde nn ≤<− α1 , 0>α . 
No âmbito desta tese, vai-se explorar a utilização do CF na análise de frequência de diversos 
sinais. Neste sentido, apresenta-se seguidamente a definição da transformada de Fourier de 
derivadas fraccionárias. 
A TF da derivada ou integral de ordem inteira n do sinal x(t), é dada por: 
{ } ( ) ( ) K,1,1,0,)( ±±=−= nXjtxDF nn ωω
 
(2.19) 
Generalizando a expressão (2.19) para valores de α de ordem arbitrária e considerando 
condições inicias, obtemos a definição geral: 
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(2.20) 
Assim, a TF do integral fraccionário será dada por: 
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(2.21) 
e a TF da derivada fraccionária será dada por 
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(2.22) 
onde X(ω) foi definido pela equação (2.8). 
2.7.2.2 Aproximação do domínio das frequências às derivadas de ordem 
fraccionária 
Para analisar a derivada 
frequências, vai-se utilizar o circui
partir da figura obtêm-se as seguintes relações:
Figura 2.11 Circuito eléctrico recursivo com resistências e condensadores.
 
 
onde ε > 1 e η > 1 são factores escalares, 
V e Ri e Ci são, respectivamente, a resistência e o condensador do ramo 
circuito Y(jω) é dada por: 
 
Dα com 0 < α < 1, utilizando uma abordagem baseada na
to eléctrico mostrado na figura 2.11
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Ii é a corrente eléctrica resultante da tensão aplicada 
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s 
 (Machado, 1997). A 
 
 
(2.23) 
(2.24) 
(2.25) 
i. A admitância do 
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(2.26) 
 
A figura 2.12 mostra o diagrama de Bode assimptótico da amplitude e fase de Y(jω). As 
frequências dos pólos e zeros (ωi e iω′ ) obedecem à relação recursiva: 
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(2.27) 
 
A partir da amplitude ou da fase do diagrama de Bode, o declive médio m′  pode  
determinar-se através da expressão: 
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(2.28) 
 
Alternativamente, partindo do diagrama de Bode da fase, obtém-se o mesmo resultado de 
(2.28). 
A ordem fraccionária da resposta em frequência é devida à natureza recursiva do circuito 
eléctrico. Na verdade, a admitância Y(jω) obedece à fórmula recursiva  
( )ω
εηε
ω YY 1=





 
(2.29) 
com uma solução de acordo com (2.28): 
 
Ferramentas matemáticas 
29 
( ) ( )
εη
ε
ωω
loglog
log
,
+
=′=
′
−
mjkY m
 
(2.30) 
onde k é um factor escalar. 
 
a) 
 
b) 
Figura 2.12 Diagrama de Bode do circuito eléctrico recursivo:  
a) amplitude; b) fase. 
 
 
Verifica-se que Y(ω) obedece a uma função potência. Portanto, o circuito da figura 2.11 
representa uma aproximação à derivada Dα, 0 < α < 1, com declive m′  = α, com base na 
colocação recursiva de pólos e zeros no domínio das frequências. 
Em resumo, a implementação da derivada fraccionária baseada na definição de Fourier adopta 
o domínio das frequências e requer um número infinito de pólos e zeros, obedecendo a uma 
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relação recursiva. Um elemento de um circuito eléctrico que apresente um comportamento de 
ordem fraccionária chama-se fractância. 
2.8 Análise de séries temporais não lineares 
2.8.1 Introdução 
Na investigação científica as séries temporais (STs) resultantes da observação experimental de 
um sistema dinâmico são a base para o seu estudo. A análise das STs permite estudar os 
sistemas dinâmicos e tem fundamentalmente três objectivos: caracterização, modelação e 
previsão dos seus valores futuros. A caracterização do sistema determina as propriedades 
fundamentais, como sejam o número de graus de liberdade ou o nível de aleatoriedade. O 
objectivo da modelação é encontrar a descrição que contenha as características do 
comportamento a longo prazo do sistema. Por último, a previsão (predição) consiste em 
prever com exactidão a evolução do sistema. 
As STs podem ser lineares ou não lineares, quando resultam, respectivamente, de dados de 
processos lineares ou não lineares. 
2.8.2 Séries temporais lineares 
Até ao primeiro quarto do século passado, a previsão fazia-se pela extrapolação das séries no 
domínio dos tempos. Por essa altura, o matemático escocês na área da estatística, Udny Yule 
publicou alguns trabalhos relativos ao modelo auto-regressivo que influenciaram bastante a 
análise das STs a partir daí. Este modelo evoluiu para o modelo auto regressivo de média 
móvel ARMA(p,q) (2.33) composto pelas parcelas: média móvel MA(q) (2.31) e auto 
regressivo AR(p) (2.32).  
O modelo MA(q) (2.31) de ordem ℵ∈q assume linearidade e causalidade e, portanto, a série 
x(t) forma-se a partir das séries de entradas externas {et}, que são termos determinísticos ou 
estocásticos, modificadas pelos coeficientes bn. Em engenharia este conceito é conhecido por 
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filtro de resposta finita ao impulso (filtro FIR), porque a saída vai garantidamente para zero 
após q passos da entrada se tornarem zero. 
∑
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(2.31) 
O modelo AR(p) (2.32) de ordem ℵ∈p  depende das ocorrências anteriores (efeito de 
memória ou realimentação) e é conhecido em engenharia por filtro de resposta infinita ao 
impulso (filtro IIR), porque a saída pode continuar a existir após a entrada se tornar zero. 
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(2.32) 
O modelo auto regressivo de média móvel ARMA (2.33) associa os modelos MA(q) e AR(p) 
apresentados e permite estimar valores futuros, a partir da soma pesada de valores observados 
da série. Os coeficientes am e bn são calculados de forma a obter-se o modelo ARMA que 
melhor se aproxime dos dados observados, utilizando-se para isso, normalmente, o método 
dos mínimos quadrados. Do ponto de vista dos sistemas dinâmicos, o modelo ARMA envolve 
uma dinâmica linear simples (termos am) e uma média linear simples das componentes 
impostas externamente. Durante meio século este modelo dominou todas as áreas de aplicação 
das STs. No entanto, existem sistemas, caracterizados por energia num espectro alargado de 
frequências, em que o modelo ARMA é inadequado. Este tipo de modelo apresenta sempre 
expoentes de Lyapunov nulos ou negativos e nunca tem um comportamento caótico 
(Abarbanel, et al., 1993). 
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(2.33) 
Como referido anteriormente, o estudo das séries temporais lineares faz-se, sobretudo, 
aplicando os métodos estatísticos (modelo ARMA) e também recorrendo à análise espectral. 
No que respeita à análise espectral, qualquer função f(t) pode ser representada pela 
sobreposição de um certo número de componentes periódicas. A análise espectral vai 
determinar o peso relativo de cada uma dessas componentes. Desta forma, se os sinais forem 
periódicos, então a análise espectral vai revelar a existência de linhas discretas 
correspondentes às diversas componentes de frequência. Caso os sinais sejam estocásticos, a 
análise espectral não é eficaz. 
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2.8.3 Séries temporais não lineares 
Muito do que se conhece acerca dos sistemas físicos baseou-se na teoria dos sistemas lineares. 
Contudo, muitos sinais são aparentemente aleatórios ou não periódicos no tempo. 
Tradicionalmente, a aleatoriedade destes sinais foi atribuída a ruído ou à interacção de outros 
sinais. Uma das descobertas matemáticas surpreendentes e enriquecedoras das últimas 
décadas é que o comportamento aleatório pode surgir nos sistemas determinísticos não 
lineares, com apenas alguns graus de liberdade (Henry, et al., 2001). Este comportamento é 
conhecido por caos determinístico. Anteriormente à descoberta do caos determinístico, a 
aleatoriedade atribuía-se a perturbações externas desconhecidas (ruído); todavia, o novo 
conceito revelou que tal se devia ao facto da maioria dos sistemas dinâmicos apresentarem 
características não lineares. O caos determinístico motivou a criação de modelos matemáticos 
para os sistemas caracterizados por apresentarem sinais aleatórios. Os sinais aleatórios 
gerados pelo ruído são fundamentalmente diferentes dos sinais aleatórios resultantes de 
dinâmicas determinísticas. A diferença não é detectada pelas ferramentas estatísticas, mas é 
revelada pela análise dinâmica baseada na reconstrução do espaço de fase. O comportamento 
não linear determinístico observa-se em muitas séries temporais de sistemas físicos, 
biológicos, económicos, tecnológicos e sociais. Uma característica comum destes dados é a 
sua complexidade e a existência de correlações não lineares. 
Nas últimas décadas, a compreensão dos sistemas caóticos e de outros sistemas não lineares 
conduziram a um ponto onde se tornou evidente a incapacidade dos modelos lineares para 
descreverem a maioria dos processos dinâmicos. Os métodos lineares convencionais são, em 
geral, inapropriados para modelar e prever as séries temporais provenientes de processos não 
lineares. Apesar disso, os métodos lineares permanecem poderosos na análise dos dados. A 
teoria dos sistemas lineares está bastante desenvolvida e é largamente aceite. No entanto, a 
análise das séries temporais não lineares (STNL) continua a ser alvo de bastante investigação, 
pois as ferramentas ainda estão longe de se encontrarem completamente consolidadas. 
Em geral, as STs de processos caóticos exibem tipicamente um espectro de Fourier contínuo. 
Duas STs podem apresentar uma resposta idêntica num espectro alargado de frequências, com 
origem em sistemas com propriedades muito diferentes, como são os casos de um sistema 
linear sujeito a ruído estocástico externo e um sistema não linear determinístico, isento de 
ruído, com um número pequeno de graus de liberdade (Gershenfeld, et al., 1993). Assim, os 
Ferramentas matemáticas 
33 
métodos convencionais de análise em frequência são muitas vezes ineficazes. 
Adicionalmente, os métodos para análise das séries temporais dos sistemas lineares baseados 
na estatística, como os modelos ARMA, não se aplicam visto que um modelo linear simples e 
global não descreve o espaço de estados de um sistema não linear no seu todo. 
Para responder ao problema enunciado, foram dados passos significativos somente nos anos 
oitenta, equacionando-se uma ligação forte entre as réplicas atrasadas dos sinais de um 
sistema e as respectivas dinâmicas. Esta ligação foi proposta por Packard (Packard, et al., 
1980) e Takens (Takens, 1981). Takens provou essa ligação e, mais tarde, Sauer (Sauer, et al., 
1991) veio clarificar este conceito. As réplicas atrasadas dos sinais com um comprimento 
suficiente, além de representarem o estado de um sistema linear, mostram também que podem 
reconstruir a estrutura geométrica de um sistema não linear (Gershenfeld, et al., 1993).  
Devido ao facto das STNL se aplicarem a domínios do conhecimento bastante diversificados, 
a bibliografia existente sobre o assunto está bastante fragmentada por várias áreas científicas. 
Este facto dificulta a recolha do material relevante que pode ser útil para novas investigações 
com base no conhecimento acumulado de experiências passadas (Gershenfeld, et al., 1993). 
No entanto, para além das obras nesta área publicadas nos últimos anos (Abarbanel, 1996) 
(Kantz, et al., 2004) (Small, 2005), existem também capítulos de livros (Gershenfeld, et al., 
1993) (Parlitz, 1998) (Henry, et al., 2001) e alguns artigos científicos que abordam o assunto 
de uma forma abrangente (Abarbanel, et al., 1993) (Abarbanel, 1998) (Casdagli, et al., 1991) 
(Schreiber, 1999). 
2.8.4 Teoria do caos 
A dinâmica caótica foi referida pela primeira vez no fim do século XIX, pelo matemático 
Henri Poincaré; todavia, as suas ideias eram demasiado avançadas para a época e não 
encontraram eco a nível de aplicação às ciências da engenharia. De facto, nessa época, as 
ferramentas matemáticas necessárias para estudar o caos não se tinham desenvolvido e não 
haviam os meios computacionais necessários para provar o comportamento caótico. Somente 
durante o século XX, no início dos anos sessenta, as ideias de Poincaré ressurgiram através do 
meteorologista do MIT Edward Lorenz (Lorenz, 1963). Este, ao calcular com recurso a um 
computador, soluções aproximadas para um sistema de equações que modelam a convexão na 
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atmosfera, encontrou o mesmo fenómeno de divergência de soluções, inicialmente muito 
próximas, que Poincaré tinha descoberto. Este fenómeno, a que se dá o nome de dependência 
sensível das condições iniciais, deu origem à metáfora do efeito borboleta que viria a ser 
amplamente conhecida (Lorenz, 1972). A partir dos seus cálculos, Lorenz desenhou o 
primeiro esboço do atractor caótico que hoje é conhecido pelo seu nome. A dinâmica caótica, 
caracterizada por comportamentos irregulares e pela dependência sensível das condições 
iniciais, é um regime típico dos sistemas não lineares com realimentação (feedback). Os 
valores actuais dependem dos valores anteriores e, neste contexto, este aspecto é aqui referido 
como realimentação.  
A ideia de que pequenas causas podem originar grandes efeitos, que é uma maneira informal 
de enunciar a dependência sensível das condições iniciais, é uma das ideias centrais do caos. 
Uma das consequências mais importantes é a limitação à nossa capacidade de previsão, 
mesmo num cenário ideal, onde conhecemos exactamente as regras que regem a evolução do 
sistema, pois só se conhece o estado deste com a precisão permitida pelos instrumentos de 
medida. Apesar de ser aparentemente uma metáfora, é, de facto, um problema bem real. O 
facto dos instrumentos de medida (réguas, termómetros, relógios, etc.) possuírem uma 
precisão finita, significa, em muitos casos, a impossibilidade de fazer previsões a longo prazo. 
Quando o sistema é caótico, o pequeno erro que afecta o conhecimento da condição inicial faz 
com que, ao fim de certo tempo, o comportamento previsto pelo modelo e o comportamento 
do sistema real possam ser completamente distintos. No regime caótico, qualquer pequena 
diferença é ampliada ao longo da iteração, até assumir proporções macroscópicas. Quanto 
mais próximas estiverem as condições iniciais escolhidas, mais tempo esta divergência 
demora a manifestar-se; contudo, verifica-se na prática que esse tempo é relativamente curto, 
porque a separação das órbitas aumenta muito rapidamente com o número de iterações.  
2.8.4.1 Atractores 
O atractor é uma forma que ocorre na representação da dinâmica de um sistema no espaço de 
estados. Os sistemas dinâmicos que apresentam um comportamento estável, periódico ou 
caótico possuem atractores característicos. Um sistema estável é representado por um ponto 
fixo no espaço enquanto um sistema periódico apresenta uma órbita fechada que é o ciclo 
limite. No caso de sistemas caóticos, as órbitas do atractor nunca repetem o mesmo caminho; 
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contudo, as órbitas estão confinadas (atraídas) a uma região limitada do espaço. Os atractores 
dos sistemas caóticos são denominados atractores estranhos (Takens, 1981), pois apresentam 
uma geometria complexa. 
2.8.4.2 O atractor estranho 
Lorenz usou um computador primitivo para calcular as órbitas de um modelo simplificado da 
atmosfera a duas dimensões, concentrando-se no movimento de convexão do ar (Lorenz, 
1963). Esse modelo, dado por um conjunto de equações não lineares, possui um atractor 
estranho que exibe dependência sensível das condições iniciais. Passado um período de 
tempo transitório a correlação das duas órbitas desaparece. O modelo de Lorenz simplificado 
obedece às seguintes equações diferenciais: 
( ))()()( txtya
dt
tdx
−=
 
, )()()()()( tytcxtztx
dt
tdy
−+−=
 
, )()()()( tbztytx
dt
tdz
−=
 
(2.34) 
As variáveis contêm a informação sobre o estado do sistema, ou seja, x(t) representa a 
velocidade de escoamento do ar e y(t) e z(t) representam a distribuição das temperaturas do ar. 
Lorenz utilizou os parâmetros a = 10, b = 8/3 e c = 28 (Lorenz, 1963). 
A figura 2.13 representa o atractor de Lorenz e a figura 2.14 ilustra a sua sensibilidade às 
condições iniciais. A traço contínuo e a tracejado representam-se dois atractores de Lorenz A 
e B, partindo de condições iniciais, diferindo de apenas xA(0) – xB(0) = 10–4. Os dois 
atractores começam no mesmo ponto assinalado na figura e, numa fase inicial, mantêm-se em 
paralelo. A partir de uma determinada iteração, os dois atractores seguem rumos 
completamente diferentes. No entanto, o espaço ocupado pelos dois atractores mantém-se 
confinado dentro de limites do espaço euclidiano. A figura 2.14a) mostra apenas a evolução 
da componente x(t) dos dois atractores, enquanto a figura 2.14b) mostra as três componentes. 
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Figura 2.13 Atractor de Lorenz. 
 
  
a) b) 
Figura 2.14 Sensibilidade às condições iniciais: a) componente x(t); b) atractor. 
 
Na representação no espaço de fase é comum utilizar-se o termo atractor  para designar um 
conjunto no espaço de fase para o qual tendem todas as trajectórias vizinhas e que, por isso 
mesmo, descreve o comportamento a longo prazo do sistema para todo um conjunto de 
condições iniciais diferentes.  
O atractor de Lorenz é um atractor estranho ou caótico. Um atractor estranho é um atractor 
no espaço de estados sobre o qual as órbitas nunca fecham, mas mantêm-se confinadas numa 
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dada região do espaço. Este atractor é informalmente descrito como estranho, se tiver 
dimensão não inteira ou se for caótico. Se um sistema tiver um atractor estranho então está-se 
na presença de um sistema caótico determinístico ou simplesmente caótico. Em conclusão, 
embora as variáveis apresentem um comportamento aperiódico e imprevisível, a sua dinâmica 
é governada por equações diferenciais determinísticas simples. 
O comportamento do atractor estranho pode ser visto sob dois prismas. Do ponto de vista 
local, as órbitas periódicas do atractor são instáveis, pois o seu comportamento é imprevisível, 
no sentido de que as trajectórias não se repetem. Do ponto de vista global, as órbitas do 
atractor são estáveis pois permanecem confinadas numa região limitada do espaço. 
Na figura 2.15 mostra-se a série temporal para x(t) resultante da resolução das equações 
(2.34). A transformada de Fourier (FFT) do sinal x(t) mostra-se na figura 2.16, onde não se 
evidenciam quaisquer frequências características no espectro alargado de frequências, o que 
está de acordo com as características demonstradas pelos sinais caóticos. 
 
  
Figura 2.15 Série temporal caótica x(t) do 
atractor de Lorenz. 
Figura 2.16 Transformada de Fourier (FFT) 
de x(t). 
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O sistema Lorenz é considerado como o primeiro a revelar a presença de caos em sistemas 
dinâmicos dissipativos3. 
2.8.4.3 Outros atractores 
Nos sistemas dinâmicos dissipativos podem ocorrer uma grande variedade de atractores. Para 
além do atractor estranho, que já se referiu, existem outros três grupos mais comuns de 
atractores que os sistemas podem apresentar: os atractores pontuais, periódicos (ciclos limite) 
e toroidais.  
O atractor pontual representa um ponto de equilíbrio, para o qual tendem as órbitas vizinhas, 
como é o caso, por exemplo, de um pêndulo amortecido pela resistência do ar. A figura 2.17 
ilustra este tipo de atractor. Em teoria dos sistemas esta trajectória é conhecida por foco 
estável. 
 
Figura 2.17 Exemplo da dinâmica de um atractor pontual. 
 
Um atractor periódico ocorre quando existe um ciclo limite estável, ou seja, uma trajectória 
fechada no espaço de fase, para a qual as órbitas vizinhas tendem em espiral. A figura 2.18 
ilustra este tipo de atractor. Em teoria dos sistemas esta trajectória é conhecida por centro. 
                                                 
3
 Sistema no qual o volume do atractor se contrai com o decorrer do tempo, ao contrário do sistema conservativo 
que, durante a sua evolução temporal, preserva o volume do atractor no espaço de estados. 
Finalmente, o atractor toroidal
mais frequências características, em que podem ocorrer comportamentos complexos (a 
sobreposição de comportamentos periódicos com diferentes períodos é conhecido por 
comportamento quase periódico) e as órbitas l
Figura 2.18
 
Figura 2.
2.8.5 Fractais  
Segundo uma interpretação livre, pode
geométrica não inteira. A geometria euclidiana,
dimensão inteira, tem dificuldade em tratar este tipo de f
 (figura 2.19) aparece quando um sistema apresenta duas ou 
imite se situam na superfície de um 
 
 Exemplo da dinâmica de um atractor periódico
19 Exemplo da dinâmica de um atractor toroidal.
-se dizer que os fractais são figuras com dimensão 
 por lidar essencialmente com objectos de 
iguras. As raízes conceituais dos 
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toróide. 
. 
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fractais resultam da tentativas de medir o tamanho de objectos, para os quais falham as 
definições tradicionais, baseadas em conceitos euclidianos. 
Mandelbrot criou o termo fractal sendo considerado, frequentemente, o pai da geometria 
fractal. No entanto, muitas das figuras fractais e a respectiva descrição foi alvo de estudo de 
matemáticos anteriores a Mandelbrot como, por exemplo, George Cantor (1872), Giuseppe 
Peano (1890), David Hilbert (1891), Helge Von Koch (1904), Waclaw Sierpinski (1916), 
Gaston Julia (1918) ou Felix Hausdorff (1919). Os estudos destes matemáticos influenciaram 
decisivamente Mandelbrot no desenvolvimento do conceito de uma nova geometria (Peitgen, 
et al., 2004). Existe uma vasta bibliografia neste campo de investigação, que se revelou 
bastante activo nas últimas décadas. De qualquer forma, o livro escrito por Benoit Mandelbrot 
é tido como uma referência nesta área (Mandelbrot, 1983).  
Mandelbrot desenvolveu a geometria fractal para modelizar características irregulares de 
fenómenos que podem encontrar-se em todo o universo natural como, por exemplo, nas 
nuvens, plantas, costas terrestres e distribuição das galáxias. As estruturas fractais e a 
geometria fractal aplicam-se em áreas do conhecimento tão diversas, como em vários ramos 
da engenharia (comunicações, geologia, cartografia, química, metalurgia) e na arte, na 
matemática, na medicina, na economia, e muitos outros campos. 
As formas fractais possuem uma propriedade comum chamada de auto-semelhança, em que a 
parte é semelhante ao todo, ou seja, cada parte é uma cópia, em escala menor, do objecto no 
seu todo. Quando o todo é uma ampliação exacta de uma parte, diz-se que o fractal é 
geométrico, como são, por exemplo, os casos do conjunto de Cantor ternário e a curva de Von 
Koch estudados mais à frente neste trabalho. Quando o todo é estatisticamente semelhante a 
uma ampliação de uma parte diz-se que o fractal é aleatório. Estes fractais, também 
chamados fractais naturais, abundam na natureza, como são, por exemplo, os casos da forma 
dos brócolos, couve-flor, fetos, formações geológicas e linhas costeiras. Os fractais podem 
corrresponder a estruturas fractais no espaço, como nos exemplos referidos anteriormente, ou 
podem também corresponder a fractais no tempo. Neste caso, o que se disse para diferentes 
tamanhos aplica-se aqui para diferentes escalas de resolução temporal. Os exemplos mais 
comuns são os de algumas séries temporais, tais como, por exemplo, as cotações da bolsa.  
Convencionalmente, a dimensão define
especificação completa de um objecto. À dimensão assim calculada chama
topológica. Por exemplo, um ponto têm uma d
um, as figuras planas dimensão dois e os sólidos dimensão três. No entanto, na natureza 
existem fenómenos que são convenientemente descritos através de uma dimensão não inteira, 
a que Mandelbrot apelidou de 
dim = 0, uma linha recta tem uma dimensão 
dimensão 1 < dim < 2 e uma superfície fr
No desenvolvimento do conceito de dimensão foi determinante a noção do preenchimento do 
espaço pelas curvas. Questionou
(topológica) dim = 1, apesar de preencherem o plano com dimensão 
figura 2.20 ilustra o conceito do preenchimento do plano 
representa-se uma curva (linha) que apresenta uma dimensão 
2.20c) representa-se um plano que apresenta uma dimensão 
observa-se que a curva pode preencher, no limite, o plano, apesar de apresentar uma dimensão 
dim = 1. Esta contradição foi discutida durante várias décadas até ao início do século XX 
(Peitgen, et al., 2004) e esteve na origem da criação da dimensão fractal.
a) 
Figura 2.20 Ilustração do conceito de preenchimento do espaço com linhas.
Se a dimensão fractal de um
esse conjunto, chama-se fractal
-se como o número de coordenadas necessárias para a 
imensão zero, as rectas e as curvas dimensão 
dimensão fractal. Deste modo, um ponto tem uma 
dim = 1, enquanto uma curva fractal terá uma 
actal uma dimensão 2 < dim < 
-se o facto das curvas serem um objecto com dimensão 
(topológica)
pela cur
dim = 1, enquanto na 
dim =
 
 
b) 
 conjunto é não inteira, então diz-se que a dimensão é fractal e
 (Mandelbrot, 1983). 
Ferramentas matemáticas 
41 
-se dimensão 
dimensão 
3.  
 dim = 2. A 
va. Na figura 2.20a) 
figura 
 2. Na figura 2.20b) 
 
 
c) 
 
, a 
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2.8.5.1 Dimensão fractal 
A dimensão fractal DF é uma quantidade que representa o grau de ocupação do fractal no 
espaço e que está relacionada com o seu grau de irregularidade. Existe mais de uma dezena de 
definições para a medição da dimensão fractal (Falconer, 1990) (Peitgen, et al., 2004). As 
duas definições mais conhecidas (por razões diferentes) são a dimensão Hausdorff e a 
dimensão por contagem de caixas (box counting).  
A dimensão Hausdorff, também conhecida como dimensão Hausdorff–Besicovitch, foi 
introduzida em 1918 pelo matemático Felix Hausdorff, sendo uma das definições mais antigas 
e uma das mais importantes para medir a dimensão fractal (Falconer, 1990). Esta medida, do 
ponto de vista matemático, pode aplicar-se a qualquer conjunto de fractais e baseia-se em 
medidas relativamente fáceis de manipular. No entanto, é difícil de calcular por métodos 
computacionais. 
A dimensão por contagem de caixas é uma das medidas mais utilizadas para a medir a 
dimensão fractal pela facilidade de cálculo automático. Permite uma medida sistemática, que 
se aplica a qualquer estrutura no plano, e pode facilmente adaptar-se a estruturas no espaço de 
maiores dimensões topológicas. Esta medida pode, portanto, aplicar-se quer a formas fractais, 
que apresentam a característica da auto-semelhança, quer a quaisquer outras formas. Pelas 
razões referidas, nesta tese vai-se utilizar a dimensão por contagem de caixas. 
2.8.5.2 Dimensão por contagem de caixas 
A definição da dimensão fractal por contagem de caixas (box counting)4 remonta à década de 
trinta e é dada pela expressão (2.35), onde N(ε) representa o número mínimo de células 
(caixas) de tamanho ε necessárias para cobrir o conjunto analisado. 
( )[ ]
)/1ln(
lnlim
0 ε
ε
ε
NDF
→
=
 
(2.35) 
                                                 
4
 A definição da dimensão por contagem de caixas (box counting) tem sido também referida como Kolmogorov 
entropy, entropy dimension, capacity dimension, metric dimension, logaritmic density, information dimension 
(Falconer, 1990), and Kolmogorov capacity. 
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De modo a generalizar-se a aplicação da expressão a diferentes dimensões topológicas, a 
caixa pode ser um quadrado, cubo ou hipercubo. De notar que na expressão (2.35) é 
irrelevante a base logarítmica utilizada, dado que a equação envolve o seu quociente. 
A ideia subjacente à expressão (2.35) é bastante simples. A dimensão DF dá-nos o número de 
caixas necessário para cobrir todo o objecto, à medida que o tamanho das caixas diminui. A 
expressão sugere que DF possa ser calculada a partir do declive da recta representada num 
gráfico bi-logaritmico, em que as ordenadas e abcissas são, respectivamente, o número de 
caixas e o inverso do comprimento do lado ε. Deste modo, o declive da representação de 
ln[N(ε)] em função de ln(1/ε) fornece uma estimativa da dimensão fractal. 
2.8.5.3 Exemplos 
Apresentam-se seguidamente dois exemplos conhecidos de fractais geométricos: O conjunto 
de Cantor ternário e a curva de Von Koch. Para cada caso calcula-se a dimensão fractal 
através do método da contagem de caixas. Existem muitos mais exemplos de figuras fractais 
que podem ser consultados, por exemplo, nas referências (Mandelbrot, 1983), (Falconer, 
1990) e (Peitgen, et al., 2004). 
Conjunto de Cantor ternário 
O conjunto de Cantor ternário constrói-se a partir de um segmento de recta de comprimento 
unitário como ilustrado na figura 2.21. Consideremos o segmento unitário que constitui o 
conjunto E0 = [0, 1]. Divide-se o segmento em três partes iguais e remove-se a parte central 
formando o conjunto E1. Portanto, E1 terá dois segmentos E1 = {[0, 1/3], [2/3, 1]}. Para cada 
um dos dois segmentos resultantes repete-se o procedimento. O conjunto E2 será constituído 
por quatro segmentos E2 = {[0, 1/9], [2/9, 1/3], [2/3, 7/9], [8/9, 1]}. O processo continua 
infinitamente, removendo a parte central de cada segmento do conjunto Ek–1 para obter Ek. O 
conjunto Ek, k = 1, 2, … é constituído por 2k segmentos de comprimento 3–k. Portanto, são 
necessários 2k segmentos de comprimento 3–k para cobrir o conjunto Ek. Consequentemente, a 
dimensão por contagem de caixas será DF = log 2 / log 3 = 0,63. De notar que DF pode 
calcular-se, alternativamente, pelo método algorítmico, baseado no número e dimensão das 
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caixas relativos a cada conjunto E
Na figura, o declive da recta fornece o valor da dimensão fractal
Figura 2.21 Ilustração do processo de construção do conjunto de Cantor ternário.
 
Curva de Von Koch 
A curva de Von Koch constrói-se a partir 
como ilustrado na figura 2.22. Consideremos o segmento unitário que constitui o conjunto 
E0 = [0, 1]. Divide-se o segmento em três partes iguais e 
triângulo equilátero baseado no segmento retirado. F
por quatro segmentos. Para dada um dos segmentos resultantes repete
processo continua indefinidamente
de comprimento 3–k. Portanto são necessários 
conjunto Ek. Consequentemente a dimensão por contagem de caixas será 
DF = log 4 / log 3 = 1,262. De novo, é possível calcular a dimensão fractal
algorítmico, baseado no número e dimensão das caixas relativos a cada conjunto 
procedimento ilustra-se na tabela 
seja, o valor da dimensão fractal D
i. Este procedimento ilustra-se na tabela 2.1 
 DF. 
de um segmento de recta de comprimento u
substitui-se a parte central 
orma-se assim o conjunto 
-se o procedimento. O 
. O conjunto Ek, k = 1, 2, … é constituído por 
4k segmentos de comprimento 3
2.1 e na figura 2.23, onde se apresenta o declive da recta, ou 
F. 
e na figura 2.23. 
 
 
nitário, 
por um 
E1 constituído 
4k segmentos 
–k
 para cobrir o 
 
 pelo método 
Ei. Este 
Figura 2.22 Ilustração do processo de construção da curva de Von Koch.
Tabela 2.1 Valores do conjunto de Cantor ternário e
Conjunto Tamanho 
da caixa 
E0 1 
E1 1/3 
E2 1/9 
E3 1/27 
 
Figura 2.23
ln
(N
)
 
 
 da curva de Von Koch
ε 
Número de 
caixas N 
Cantor ternário 
log(1/ε) Log(N) log(1/
1 0 0 0
2 1,099 0,693 1
4 2,197 1,386 2
8 3,296 2,079 
 
 Cálculo da dimensão fractal do conjunto de Cantor 
ternário e da curva de Von Koch. 
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declive=0.631
declive=1.26
Von Koch
Cantor ternário
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. 
Von Koch 
ε) Log(N) 
 0 
,099 1,386 
,197 2,773 
–– –– 
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Os dois exemplos referidos, apesar de serem simples, apresentam características típicas dos 
fractais. Os conjuntos Ek, k = 1, 2, … são auto-semelhantes, ou seja, contêm cópias deles 
próprios em todas as escalas de comprimento. Devido a este facto, os fractais constroem-se 
facilmente através de um processo recursivo. Por outro lado, a geometria do conjunto Ek não é 
descrita facilmente pela matemática clássica, ou seja, não é um conjunto de pontos que 
satisfaçam uma determinada condição geométrica ou não é a solução de uma determinada 
equação. 
2.8.6 Reconstrução do espaço de estados 
O espaço de estados (EE) é um espaço matemático abstracto baseado em variáveis dinâmicas 
de um sistema e constitui uma das ferramentas que se pode utilizar na análise de sinais com 
comportamento não linear.  
Um sistema dinâmico representa-se no espaço de estados por um conjunto de equações 
diferenciais de primeira ordem 
))(()( txf
dt
tdx
=
 
(2.36) 
O sinal de saída s(t), que é normalmente unidimensional, pode representar-se por 
s(t) = h(x(t)), em que x(t) é um vector de dimensão n. Qualquer conjunto de variáveis 
linearmente independentes relativas a s(t) pode utilizar-se como coordenadas do espaço de 
estados do sistema, como é o caso das derivadas no tempo de s(t). Deste modo, uma 
possibilidade de representação no espaço de estados é conseguida através da escolha de um 
conjunto de variáveis de estado, chamadas variáveis de fase, onde cada variável de estado 
subsequente se define como sendo a derivada da variável de estado anterior. Nesta ordem de 
ideias, por exemplo, a primeira e segunda derivadas para o sinal s(t), adquirido com uma 
frequência de amostragem 1/Ta, são dadas, aproximadamente, por 
a
a
T
tsTts
ts
)()()( −+≈&
 
(2.37) 
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(2.38) 
Na prática, quando o sinal é amostrado no tempo discreto, as derivadas funcionam como um 
filtro passa alto e, portanto, acentuam os erros e o ruído do sinal medido. As equações (2.37) e 
(2.38) mostram que a informação dada pelo cálculo aproximado das derivadas no tempo de 
s(t) baseiam-se no próprio sinal e em réplicas atrasadas deste e sugerem, por isso, um outro 
conjunto de coordenadas para a representação no EE. Assim, utilizando apenas o sinal medido 
s(t) e as réplicas atrasadas dos valores de s(t), evitam-se os problemas atrás referidos 
provocados pela derivada no tempo, além de que não é necessário maior esforço 
computacional. Nesta ordem de ideias, pode-se construir um novo conjunto de coordenadas 
dadas pelo vector y(t) 
)])1((...,),(),([)( dd TdtsTtststy −++=
 
(2.39) 
onde Td é o tempo de atraso e ℵ∈d  é a dimensão do EE reconstruído (EER). Cada 
componente do vector y(t) está separada no tempo de Td. 
Por exemplo, se d = 2 estamos na presença de um espaço de estados bidimensional. Como o 
sinal {s(t), s(t+Td)} está relacionado com o modelo { })(),( tsts & , a representação do EER será 
idêntica nos dois casos. Assim, é expectável que o EER preserve as propriedades principais da 
representação no espaço de estados original e, consequentemente, permita extrair algumas 
conclusões acerca da dinâmica do sistema. 
Para uma melhor compreensão de alguns conceitos relativos à reconstrução do espaço de 
estados a partir de uma série temporal, torna-se importante definirem-se os espaços 
envolvidos, que se encontram ilustrados na figura 2.24 (Parlitz, 1998). Seja M um espaço de 
dimensão m que constitui o espaço de estados original do sistema dinâmico em análise e seja 
MMt →:ϕ  a função que determina a dinâmica do sistema tal que x(t) = φt [x(0)]. Vamos 
supor que, na ausência de ruído, a série temporal medida s(t) é a quantidade escalar 
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s(t) = h[x(t)], dada por uma função de medição 
um mapa de coordenadas atrasadas no tempo tal que 
mapeia x(t) do EE original M num ponto 
expressão (2.39), d é a dimensão de imersão
entre coordenadas. Normalmente, a função 
desconhecida. Esta função que define a imersão é uma função suave de transformação de 
coordenadas de um para um. 
Figura 2.24 Reconstrução do es
 
Packard, et al. (Packard, et al., 1980)
independente, o mapeamento 
(dimensão m → dimensão d). Takens provou que é necessário 
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relação de um para um entre os dois EEs, pelo que é conhecido como o teorema de imersão 
de Takens6. Packard e outros investigadores demonstraram este resultado numericamente. 
O resultado de Takens foi mais tarde generalizado por Sauer, Yorke e Casdagli7 (Sauer, et al., 
1991) em que a condição d ≥ 2m + 1 deu lugar a d ≥ 2 DF(A) onde DF(A) representa a 
dimensão fractal (contagem de caixas) do atractor MA ⊂ . Adicionalmente, os mesmos 
autores mostraram que a condição d ≥ DF(A) é suficiente para se obter uma estimativa da 
dimensão d. Neste caso, a função f, em geral, não apresentará uma relação de um para um, 
mas os pontos onde as órbitas do atractor reconstruído se intersectam serão desprezáveis para 
o cálculo da dimensão (Parlitz, 1998). Este facto constituiu um grande progresso para os 
sistemas experimentais que apresentam um atractor de baixa dimensão fractal (por exemplo, 
DF(A) < 5), num espaço dimensional muito elevado (por exemplo, m = 100). De facto, a 
dinâmica dos sistemas dissipativos, que representam a maioria dos sistemas reais, com o 
decorrer do tempo, e após um comportamento inicial transitório, evolui para uma região finita 
do espaço de estados que constitui o respectivo atractor característico. Assim, a dissipação 
num sistema reduz a sua dinâmica para um espaço dimensional menor (Gershenfeld, et al., 
1993). Portanto, decorrido o comportamento transitório, uma medida das variáveis do sistema 
é representativa do comportamento a longo prazo da dinâmica do sistema. 
No estudo experimental dos sistemas dinâmicos, normalmente, não é possível medir todos os 
estados do sistema. A reconstrução do EE mitiga este problema de falta de informação acerca 
do sistema. O objectivo da reconstrução do EE é examinar o sinal numa dimensão espacial 
mais elevada, com base na medição dos seus valores passados e presentes. Assim, conforme 
as variáveis dinâmicas alteram os seus valores ao longo do tempo, a respectiva representação 
no EER traça um percurso, que é uma curva contínua no caso de um sistema dinâmico 
contínuo e uma sequência de pontos no caso de um sistema dinâmico discreto. A figura 2.25 
ilustra graficamente este conceito representando um ponto P no EER de dimensão três a partir 
dos dados de uma sequência temporal s(t). 
 
                                                 
6
 Já em 1936, o matemático americano Hassler Whitney estudou este assunto, e foi o primeiro a provar que uma 
variedade suave (smooth manifold) de dimensão m pode ser imersa em R2m+1. Na matemática este resultado é 
conhecido como o teorema de Whitney ou teorema de imersão. 
7
 Os autores apelidaram o teorema de Fractal Delay Embedding Prevalence Theorem. 
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a) 
Figura 2.25 Representação no EE: a) série temporal; b) ponto 
 
2.8.6.1 Terminologia 
A reconstrução do espaço de estados de um sistema dinâmico é uma abordagem que se
em domínios do conhecimento bastante diversificados
dinâmicos evoluem ao longo do tempo é o espaço de estados ou espaço de f
espaço de estados é mais utilizado na bibliografia de engenharia, enquanto o termo 
fase8 ocorre mais na bibliografia relativa à física. Os dois termos possuem o mesmo 
significado. 
Quando se pretende reconstruir 
espaço de estados reconstruído ou 
Para o caso de um espaço de estados 
fase. 
2.8.6.2 Métodos de reconstrução
Como se viu anteriormente a reconstrução do espaço de estados baseia
(2.39). Assim, dada uma série temporal
conhecer-se o tempo de atraso T
                                                 
8
 Neste contexto o termo fase nada tem a ver com o argumento de uma variável complexa.
 
b) 
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o espaço de estados de um sistema real utiliza
pseudo espaço de fase. 
bidimensional é também chamado de pseudo plano de 
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Ferramentas matemáticas 
51 
desenvolvidos métodos para determinar os valores óptimos que possam classificar-se como 
sendo “melhores”. A razão desta diversidade é, provavelmente, o facto de não existir um par 
(d, Td) que seja óptimo para todas as investigações e aplicações subsequentes, e há algumas 
evidências que apontam para ser a largura da janela d Td mais importante do que os valores 
individuais de d e Td (Parlitz, 1998). Nas secções 2.8.7 e 2.8.8 descrevem-se os métodos 
utilizados para a determinação, respectivamente, de Td e d que, na prática, são calculados 
separadamente e pela ordem apresentada. 
Para analisar a série temporal em termos da dinâmica do sistema, a primeira etapa a realizar é, 
necessariamente, a reconstrução do espaço de estados. Normalmente as funções φt e h são 
ambas desconhecidas; portanto, não se pode esperar que se consiga a reconstrução no EE na 
sua forma original. Contudo, é possível reconstruir o EE que seja, de alguma forma, 
equivalente ao original. No EER são preservadas dois tipos de informação: qualitativa e 
quantitativa (Casdagli, et al., 1991). A informação qualitativa é aquela que permite uma 
análise qualitativa das dinâmicas descritas pelos invariantes topológicos, como, por exemplo, 
a proximidade das órbitas, estabilidade de um ponto, etc. A informação quantitativa pode ser 
de dois tipos: geométrica ou dinâmica. As propriedades geométricas consistem nas diversas 
(definições de) dimensões fractais, que, em geral, apresentam valores semelhantes. Os 
métodos dinâmicos referem-se, por exemplo, ao cálculo estimado dos expoentes de Lyapunov 
locais e globais, às dimensões de Lyapunov (Wolf, et al., 1985) e aos valores próprios que 
podem obter-se através do método da decomposição em valores singulares. 
Para a reconstrução do espaço de estados existem vários métodos (Feeny, et al., 2004), mas os 
mais referidos na bibliografia são três (Casdagli, et al., 1991): o método das derivadas, o 
método da decomposição em valores singulares e o método dos atrasos no tempo (time delay 
ou time lag). 
O método das derivadas foi usado pela primeira vez por Packard, et al. (Packard, et al., 1980) 
e consiste na utilização das derivadas de ordem superior das séries temporais medidas. 
Posteriormente foram utilizadas também as derivadas de ordem fraccionária (Feeny, et al., 
2004). No entanto, devido às derivadas serem muito susceptíveis ao ruído, este método 
normalmente não é utilizado com dados experimentais. 
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O método da decomposição em valores singulares9 para a reconstrução do EE foi proposto 
originalmente por Broomhead e King (Broomhead, et al., 1986). Este método consiste no 
cálculo dos valores próprios de uma matriz de co-variância, obtida a partir da série temporal 
original e das suas réplicas atrasadas (2.39). Os valores próprios encontrados definem um 
novo sistema de coordenadas que apresenta uma rotação relativamente ao sistema de 
coordenadas original. 
O método dos atrasos no tempo é o mais utilizado e consiste numa técnica baseada na 
representação das séries temporais utilizando o atraso nos tempos 
{s(t), s(t + Td), s(t + 2Td), …} onde Td é uma constante. 
Relativamente aos três métodos referidos não se estabelece claramente um deles como sendo 
o melhor. No entanto, Fraser apresentou algumas evidências em como o método dos atrasos 
de tempo se apresenta como vantajoso, relativamente ao método da decomposição em valores 
singulares (Fraser, 1989). Neste trabalho vão analisar-se diversos sinais experimentais, os 
quais, em certos casos, apresentam bastante ruído. Assim, pelo exposto anteriormente, neste 
trabalho será utilizado o método dos atrasos. 
2.8.7 Determinação do tempo de atraso 
Os teoremas atrás referidos, relativos à dimensão de imersão, nada dizem sobre o tempo de 
atraso Td. Então, do ponto de vista matemático, o seu valor é arbitrário, visto que se supõe que 
os dados têm precisão e comprimento infinito. No entanto, na prática, isso não acontece 
devido ao ruído, a erros de quantificação e ao tamanho finito das séries temporais. Na 
realidade o sinal s(t) medido (figura 2.24) terá uma componente indesejada ε(t) e virá 
s(t) = sV(t) + ε(t), onde sV(t) é o valor verdadeiro. A componente ε(t) será então devida a ruído, 
causado pelo processo de medição ou por ruído intrínseco à própria dinâmica do sistema, 
quando perturbada por factores externos, e a erros de quantificação. Portanto, a escolha do 
valor de Td é bastante importante, como se verá adiante. Como do ponto de vista matemático 
Td não é relevante, não existe nenhum método totalmente rigoroso para a determinação do seu 
valor óptimo. Este assunto tem sido estudado recorrentemente e já foram sugeridos diversos 
                                                 
9
 Também conhecido por análise em componentes principais (principal component analysis), principal value 
decomposition, factor analysis ou Karhunen-Loeve decomposition (Casdagli, et al., 1991). 
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métodos para o seu cálculo. Esses métodos apresentam resultados óptimos para os sistemas 
analisados. De qualquer maneira, em geral, é importante verificar que os resultados não 
devem depender de forma muito sensível da escolha exacta de Td. De facto, se dependerem, as 
propriedades invariantes do atractor nas condições de transformações suaves perdem-se, o que 
sugere que o Td escolhido não corresponde ao atractor verdadeiro. Ou seja, os resultados não 
serão muito diferentes em torno de um valor Td centrado num valor óptimo definido pelos 
métodos que serão apresentados nas duas subsecções seguintes (Provenzale, et al., 1998). 
Para ilustrar a influência do atraso temporal Td no atractor obtido, vai-se utilizar o sistema 
caótico de Rossler que tem um comportamento observado em vários sistemas reais, como, por 
exemplo, no fluxo de líquidos e em reacções químicas. A partir das equações diferenciais que 
definem o sistema geraram-se as séries temporais que originaram o atractor de Rossler que se 
mostra na figura 2.26 a). Utilizando a série temporal relativa a uma das variáveis, vai-se tentar 
reconstruir o espaço de estados a três dimensões. No espaço de estados original assinalam-se 
2 pontos que ajudam na interpretação da reconstrução que se vai mostrar. 
Se se escolher para o atraso temporal Td um valor demasiado pequeno, então as séries 
temporais s(t), s(t + Td) e s(t + 2Td) serão tão próximas em valores numéricos que não se 
poderão distinguir, resultando num comportamento designado por redundância (Casdagli, et 
al., 1991). Cada componente do vector y(t) (2.39) não acrescenta informação nova acerca da 
dinâmica do sistema. Neste caso, os pontos de estado serão colocados ao longo de uma 
diagonal conforme se mostra na  figura 2.26 b) e, do ponto de vista prático, as séries 
temporais não fornecem duas coordenadas independentes. De referir ainda que, nestas 
condições, o cálculo da estrutura fractal, como, por exemplo, a dimensão fractal, não reflecte 
a dimensão do atractor do sistema original. Num sinal ideal (sem ruído), a dimensão fractal do 
atractor será então próxima de um, em virtude da sua forma se aproximar dum segmento de 
recta. 
De modo idêntico, se Td apresentar um valor demasiado grande então as séries temporais s(t), 
s(t + Td) e s(t + 2Td) são completamente independentes, do ponto de vista estatístico. Nesta 
situação as séries temporais resultantes apresentam direcções não correlacionadas como se 
apresenta na figura 2.26 d) e as componentes do vector y(t) (2.39) não contém informação 
relevante acerca da dinâmica do sistema. A este comportamento chama-se irrelevância 
(Casdagli, et al., 1991). Como se observa da figura 2.26 d) existe uma relação biunívoca entre 
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o espaço de estados reconstruído, dado pelo atractor resultante, e o espaço de estados original. 
Ou seja, existem pontos juntos no espaço de estados reconstruído que não existem no sistema 
original. Adicionalmente, caso Td tenha um valor próximo de alguma periodicidade do 
sistema dinâmico, então as componentes desse período serão insuficientemente representadas 
na reconstrução. 
Se se escolher um valor adequado para Td o atractor resultante será “aberto” e a estrutura 
interna do sistema original será então visível. As componentes do vector y(t) (2.39) terão 
assim informação relevante sobre o sistema original. Este facto pode ser observado 
comparando o sistema original (figura 2.26 a) com o sistema reconstruído utilizando um valor 
adequado de Td (figura 2.26 c). 
  
a) b) 
  
c) d) 
Figura 2.26 Influência do atraso temporal na reconstrução do espaço de estados. a) 
espaço de estados original; b) atraso temporal pequeno; c) atraso temporal adequado; d) 
atraso temporal elevado. 
Ferramentas matemáticas 
55 
 
Para a escolha adequada do tempo de atraso Td foram propostas diversas técnicas (Abarbanel, 
et al., 1993) (Choi, et al., 1996). Uma das técnicas baseia-se na escolha do tempo de atraso Td 
a partir da correlação entre a série temporal e a sua réplica atrasada sendo abordada na 
subsecção 2.8.7.1. No entanto, apesar de na maioria da bibliografia consultada nada ser 
referido, quando um sinal apresenta alguma periodicidade dominante T0, então o valor 
adequado resulta Td = T0 / 4. Este valor foi obtido pelos testes experimentais no âmbito desta 
tese e veio posteriormente a ser confirmado pela bibliografia consultada (Provenzale, et al., 
1998). 
2.8.7.1 Correlação 
O coeficiente de correlação de Pearson é uma ferramenta estatística que fornece uma medida 
da semelhança entre as duas séries temporais, que conduz a bons resultados quando as séries 
apresentam uma relação linear. Quando a correlação é mínima indica que o tempo de atraso 
Td correspondente conduz à independência das duas séries temporais s(t) e s(t+Td) e, portanto, 
será este o atraso adequado para a reconstrução do espaço de fase. No entanto, a dificuldade 
subjacente à correlação em lidar com as relações não lineares leva à utilização da informação 
mútua para calcular o tempo de atraso. 
2.8.7.2 Informação mútua 
A informação mútua (Shannon, 1948), também conhecida por transinformação (Spataru, 
1970), é o índice que mede a dependência de duas variáveis do ponto de vista da teoria da 
informação (Cover, et al., 2006). Este conceito pode-se aplicar a variáveis que se relacionem 
de forma linear ou de forma não linear. 
A informação mútua I para duas séries temporais de variáveis t e t + Td é dada pela expressão: 
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onde F1{s(t), s(t + Td)} é a função densidade de probabilidade bidimensional e 
F2{s(t)}, F3{s(t + Td)} são, respectivamente, as distribuições de probabilidade marginais das 
duas séries s(t) e s(t + Td). 
A informação mútua média Imed entre duas séries temporais é dada pela expressão (2.41). 
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(2.41) 
O índice Imed permite calcular o tempo de atraso necessário para reconstruir o EE. Para 
determinar o melhor valor do atraso temporal Td, o índice Imed é calculado para uma gama de 
valores de atraso e escolhe-se o primeiro mínimo. Quando as séries s(t) e s(t + Td) são 
completamente independentes resulta Imed(t, t + Td) = 0. Por outro lado quando s(t) e s(t + Td) 
são iguais, Imed(t, t + Td) apresenta um valor máximo. Esta abordagem é amplamente referida e 
utilizada na bibliografia, apesar de não ser clara a sua razão. 
Este procedimento conduz à escolha do atraso Td correspondente às duas séries temporais que 
apresentam o valor mínimo da informação mútua e, portanto, conduz à independência óptima 
sem se recorrer a tempos de atraso excessivos. Desde a introdução por Fraser e Swinney 
(Fraser, et al., 1986) do índice Imed para a determinação do atraso temporal Td, este método é 
referido como alternativa à correlação. Ver-se-á mais à frente nesta tese, quando se aplicar 
experimentalmente este método, que, por vezes, é difícil obter o índice Imed pela existência de 
ruído, ou mesmo porque não existe um primeiro mínimo. Será então apresentado um índice 
alternativo. 
2.8.8 Determinação da dimensão de imersão 
Relativamente à dimensão de imersão d, referiram-se anteriormente os teoremas de imersão 
que condicionam a determinação do seu valor. Assim, se se escolher um valor relativamente 
pequeno para d, as condições dos teoremas não são satisfeitas e, consequentemente, o espaço 
de estados reconstruído não revela a dinâmica do sistema original ou, eventualmente, 
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apresentará limitações. Por outro lado, caso o valor de d seja elevado ocorrem problemas 
práticos, nomeadamente a necessidade de maior tamanho da série original e possível 
dificuldade na sua obtenção e manipulação em termos computacionais. A menor dimensão d 
(inteiro) que abre o atractor chama-se dimensão de imersão (embedding dimension) dE. O 
número de medidas dE deve fornecer uma dimensão do EE na qual a estrutura geométrica 
(atractor) é completamente desdobrada, e cuja representação não apresenta pontos escondidos. 
Na bibliografia descrevem-se diversos métodos para o cálculo da dimensão de imersão 
(Abarbanel, 1996). No entanto, os métodos mais referidos são os três seguintes: método da 
saturação de algum invariante do sistema, a decomposição em valores singulares e o método 
dos falsos vizinhos mais próximos. 
O método da saturação de algum invariante do sistema procura determinar um invariante 
geométrico do sistema, variando o valor da dimensão de imersão. Se o atractor é 
completamente aberto com a escolha de um determinado valor de dimensão de imersão dE, 
então qualquer propriedade que dependa das distâncias entre os pontos no EE, tornar-se-á 
independente do valor da dimensão de imersão, a partir do momento que o valor de dE 
necessário seja atingido. 
O método da decomposição em valores singulares obtém-se a partir da matriz de co-variância 
do vector y(t) (2.39), identificando os seus valores próprios (valores singulares). O número de 
valores próprios substancialmente maiores, relativamente aos restantes, determina a dimensão 
mínima de imersão. A figura 2.27 mostra os valores próprios obtidos a partir da matriz de  
co-variância para o sistema de Rossler, já utilizado anteriormente na secção 2.8.7 e que tem 
dimensão três. Na representação gráfica dos valores próprios, observa-se uma inflexão dos 
valores que permite determinar a dimensão de imersão. No entanto, por vezes, com sinais 
práticos, a dimensão de imersão calculada por este método é difícil de determinar, devido a 
alguma subjectividade na interpretação dos gráficos (Abarbanel, 1996). 
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a) b) 
  
c) d) 
Figura 2.27 Determinação da dimensão de imersão pelo método da decomposição em 
valores singulares para o sistema de Rossler: a) d = 3; b) d = 4; c) d = 5; d) d = 6. 
 
O método dos falsos vizinhos mais próximos, por ser o mais utilizado, é abordado mais 
detalhadamente na secção seguinte. 
2.8.8.1 Método dos falsos vizinhos mais próximos 
O método dos falsos vizinhos mais próximos foi introduzido por Kennel, Brown e Abarbanel 
(Kennel, et al., 1992) e permite determinar a dimensão óptima de imersão. Este método 
encontra o vizinho mais próximo de cada ponto numa dada dimensão di e verifica se estes 
pontos são ainda vizinhos próximos numa dimensão mais alta di+1. A percentagem de falsos 
vizinhos mais próximos tende para zero quando se encontra a dimensão óptima de imersão dE. 
Neste método, o valor da vizinhança é calculado com base numa distância euclidiana entre os 
pontos e define-se um valor de limiar para determinar a natureza da vizinhança. A figura 2.28 
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ilustra o conceito dos falsos vizinhos mais próximos utilizando, para isso, algumas órbitas do 
sistema caótico de Rossler, já referido anteriormente e que possui três variáveis de estado. 
Quando se escolhe a dimensão de imersão d = 1 (figura 2.28a), os pontos A–D aparecem 
todos como vizinhos. No entanto, quando se aumenta a dimensão de imersão para d = 2 
(figura 2.28b) verifica-se que o ponto A era um falso vizinho. Finalmente, quando se escolhe 
a dimensão de imersão d = 3 (figura 2.28c) verifica-se que os pontos A e C eram falsos 
vizinhos e os pontos B e D continuam a ser vizinhos, pelo que estes são considerados vizinhos 
verdadeiros. 
 
 
a) b) 
 
c) 
Figura 2.28 Ilustração do conceito de falsos vizinhos: a) d = 1; b) d = 2; c) d = 3. 
 
Baseado na técnica dos falsos vizinhos mais próximos, Cao (Cao, 1997) propôs um método 
para determinar a dimensão mínima de imersão duma série temporal e que apresenta algumas 
vantagens. No método dos falsos vizinhos mais próximos existe um parâmetro subjectivo, que 
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é a definição do limiar para determinar a natureza da vizinhança. O método de Cao não possui 
parâmetros subjectivos, excepto o tempo de atraso que tem que ser conhecido. 
Adicionalmente, este método apresenta bastante robustez à variação do tamanho da série.  
2.8.9 Análise do sistema dinâmico real a partir do espaço de estados 
reconstruído 
No caso dos sistemas lineares a análise de Fourier permite conhecer as frequências 
características do sinal, que são específicas do sistema físico correspondente. Estas 
frequências características são invariantes do sistema e podem utilizar-se para classificar o 
sistema físico. Mais tarde, caso se detecte esse conjunto de frequências características num 
outro sistema linear, pode-se reconhecer o tipo de sistema em análise. Por exemplo, é habitual 
o reconhecimento de fontes acústicas a partir do seu conteúdo espectral. Em contrapartida, os 
sistemas não lineares, a operar num regime caótico, apresentam um conteúdo espectral sem 
informação relevante. No entanto, nestas condições de funcionamento, existem outras 
propriedades invariantes que são úteis no reconhecimento do sistema não linear em causa 
(Abarbanel, 1996). Os estudos efectuados paralelamente por Packard, et al. (Packard, et al., 
1980) e Takens (Takens, 1981) trouxeram uma contribuição importante para a teoria dos 
sistemas dinâmicos ao demonstrarem que na reconstrução do EE é possível preservar as 
invariantes geométricas. A figura geométrica do atractor não depende das condições iniciais e 
apresenta-se, portanto, como um invariante. Na bibliografia são normalmente referidas como 
invariantes de um sistema a dimensão fractal do atractor, que permite determinar o número de 
graus de liberdade (número inteiro imediatamente superior à dimensão fractal) necessários 
para descrever o estado do sistema, os exponentes de Lyapunov e a entropia. Assim, a 
identificação dos sistemas não lineares caóticos passa por calcular um conjunto de invariantes 
para cada sistema, que será comparado com um outro conjunto de invariantes já conhecidos. 
Esta abordagem para os sistemas não lineares caóticos apresenta-se como equivalente à 
análise de Fourier, no caso dos sistemas lineares. 
Como já foi referido anteriormente, o teorema de imersão de Takens pressupõe condições 
ideais. Na realidade os dados são finitos e têm ruído e, portanto, a estimativa das medidas 
invariantes pode apresentar alguma dificuldade. Nesta ordem de ideias o estudo comparativo 
dos sistemas dinâmicos reais, a partir do espaço de estados reconstruído, pode fazer-se através 
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da identificação de semelhanças de algumas características e não implica necessariamente que 
tenham que existir descrições quantitativas, como é o caso dos invariantes. 
2.8.10 Outras técnicas 
Nas secções anteriores descreveram-se técnicas fundamentais relativas à reconstrução do 
espaço de estados. No entanto, existem outras técnicas complementares com objectivos 
diversos e alvo de investigação recorrente. Estas técnicas podem ser consultadas na 
bibliografia especializada recente como, por exemplo, (Kantz, et al., 2004) e abordam áreas 
como: sinais com ruído, sinais pouco determinísticos, quantidades invariantes (expoentes de 
Lyapunov, dimensão e entropia), sinais não estacionários, controlo do caos e previsão de 
valores futuros. 
Seguidamente descrevem-se resumidamente algumas técnicas que, apesar de não serem 
utilizadas nesta tese, perspectivam-se numa investigação futura. 
Os expoentes de Lyapunov (EL) λi podem utilizar-se para medir a sensibilidade de um sistema 
às condições iniciais, ou seja, são uma medida do grau de caoticidade de um sistema. A 
existência de EL positivos na série temporal resultante de um sistema dinâmico indica a 
existência de caos determinístico nesse sistema, ou seja, indica que há trajectórias vizinhas 
que tendem a divergir. Por outro lado, EL negativos significam que duas trajectórias vizinhas 
tendem a convergir. Em resumo, os EL indicam a taxa de contracção (λi < 0) ou expansão 
(λi > 0) das trajectórias vizinhas. O número de EL é igual à dimensão do EER. O conjunto dos 
EL de um sistema constitui o espectro de Lyapunov. Num sistema conservativo a soma dos 
expoentes é nula 0=∑ iλ . No caso do sistema ser dissipativo a soma dos expoentes é 
negativa 0<∑ iλ . Na tabela 2.2 mostra-se a relação entre os sinais dos EL e os atractores 
correspondentes para um sistema representado no EE tridimensional (Wolf, et al., 1985) 
(Hilborn, 2000). Na prática, os EL são difíceis de calcular, pois são bastante sensíveis ao 
ruído e as séries temporais devem ter um tamanho elevado. Assim, a menos que a dimensão 
do EE seja baixa e os dados tenham pouco ruído, evita-se o cálculo de todo o espectro. Por 
vezes, utiliza-se apenas o maior EL, pois é o expoente que influência mais significativamente 
o comportamento do sistema dinâmico. 
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Tabela 2.2 Espectro dos expoentes de Lyapunov e respectivos  
atractores para um espaço de estados tridimensional. 
Sinais dos λi  Tipo de atractor 
(–, –, –) ponto fixo 
(0, –, –) ciclo limite 
(0, 0, –) toróide 
(+, 0, –) estranho 
 
Surrogate data10 é um método utilizado para detectar não linearidades de um sistema, a partir 
de uma série temporal. A ideia básica é assumir uma determinada hipótese acerca dos dados e 
depois verificar a veracidade dessa hipótese. A hipótese normalmente colocada consiste em 
admitir que o ruído dos dados provém apenas de um processo estocástico linear. Como a 
função de autocorrelação de um sinal é igual à transformada inversa de Fourier do seu 
espectro de potência, qualquer transformada do sinal que não altere o espectro de potência não 
modificará a função autocorrelação. Portanto, é possível aplicar a transformada de Fourier a 
uma série temporal, alterar as fases de modo aleatório e depois aplicar a transformada inversa, 
obtendo-se uma nova série temporal, que apresentará a mesma função de autocorrelação, ou 
seja o mesmo espectro de potência. À nova série de dados são realizados diversos testes 
como, por exemplo, a determinação da dimensão fractal do atractor e o cálculo dos EL. Caso 
os resultados dos testes sejam idênticos aos dos dados originais, então trata-se efectivamente 
de ruído. No caso contrário, os dados originais tinham efectivamente algo mais, do que 
somente ruído, relacionado com regras determinísticas que dependem de uma ordenação 
específica dos pontos (Gershenfeld, et al., 1993) (Parlitz, 1998). 
O objectivo da previsão de valores futuros (forecasting) a partir das séries temporais é prever 
o comportamento do sistema a curto prazo. Por outro lado, a modelação tem como objectivo 
criar um modelo que permita conhecer o comportamento a longo prazo de um sistema, desde 
                                                 
10
 Por vezes traduzido para português por dados substitutos. 
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que se conheçam as condições iniciais com precisão. Se os dados obtidos experimentalmente 
são de um sistema determinístico de pequena dimensão topológica, é possível utilizar o EER 
para obter o EE internos relevantes do sistema. Apesar da precisão dos valores das variáveis 
reconstruídas ser limitada (porque não se conhece a função que estabelece a mudança de 
coordenadas), esses valores podem usar-se para uma previsão dos valores futuros porque o 
atractor preserva a sua estrutura geométrica. No entanto, esta abordagem de reconstruir a 
geometria do espaço não será possível se o sistema for de dimensão topológica elevada, tiver 
entradas estocásticas ou se for não estacionário, porque, nestes casos, o atractor não apresenta 
uma superfície simples para modelar (Gershenfeld, et al., 1993). 
2.9 Resumo do capítulo 
Neste capítulo foram revistas as principais ferramentas matemáticas utilizadas nesta tese. 
Genericamente essas ferramentas abordam três áreas: representações na frequência e no 
tempo/frequência dos sinais, cálculo fraccionário e séries temporais não lineares. As 
representações na frequência e tempo/frequência vão permitir estudar os sinais robóticos 
estacionários e não estacionários. Adicionalmente as wavelets vão permitir filtrar o ruído de 
alguns sinais experimentais. O cálculo fraccionário permitirá estudar a natureza não inteira de 
alguns sinais. Por último, as ferramentas relativas às séries temporais não lineares permitirão 
analisar o comportamento não linear de alguns sinais. 
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Capítulo 3  
 
     Sistema Robótico 
 
3.1 Introdução 
Neste capítulo descreve-se o sistema robótico desenvolvido. Este sistema permite a aquisição 
de diversos sinais robóticos que serão analisados nos capítulos seguintes. O sistema é 
composto essencialmente por duas componentes: uma componente de hardware e outra 
componente constituída por um conjunto de aplicações informáticas para aquisição e 
tratamento dos sinais adquiridos. Na secção 3.2 e respectivas subsecções descreve-se o 
hardware formado pelo manipulador robótico, o computador e o sistema de interface. Este 
sistema colocado entre o manipulador e o respectivo controlador permite captar os sinais do 
robô que vão ser gravados no computador. Na secção 3.3 e respectivas subsecções  
descreve-se o sistema de aquisição de dados e o programa de tratamento dos dados. O sistema 
de aquisição de dados é um sistema que interage com o robô e que, simultaneamente, adquire 
os seus sinais em tempo real. O programa de tratamento dos dados processa posteriormente os 
dados, recorrendo a várias das ferramentas matemáticas descritas no capítulo anterior. 
3.2 Equipamento 
Basicamente o equipamento é constituído por um manipulador robótico, um sistema de 
interface electrónico e um computador. A figura 3.1 mostra a arquitectura do equipamento. O 
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robô executa os movimentos ordenados pelo computador. O sistema de interface electrónico 
está inserido entre o braço robótico e o respectivo controlador, de forma a poderem-se 
adquirir os sinais internos do robô. No entanto, o interface electrónico também permite a 
captação de sinais de sensores externos do robô, tais como os sinais dos acelerómetros e do 
sensor de força e momento. 
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Figura 3.1 Diagrama de blocos da arquitectura do equipamento. 
 
Sistema robótico 
67 
3.2.1 Manipulador robótico 
O manipulador robótico é o Scorbot ER VII fabricado pela Eshed Robotec. Este robô, 
mostrado na figura 3.2 com o respectivo controlador, é um manipulador de média dimensão 
com uma estrutura antropomórfica, estando vocacionado para operações de manipulação. O 
braço possui cinco articulações de rotação, sendo, portanto, um robô com cinco graus de 
liberdade (Robotec, 1998). O órgão terminal que equipa o robô é constituído por uma pinça 
eléctrica (gripper) que pode ser substituída por outro tipo de acessório. No trabalho aqui 
apresentado a pinça é substituída por um outro acessório que, dependendo da experiência, 
poderá ser uma lâmina metálica, uma vareta de aço ou um recipiente esférico. O controlador 
possui 16 entradas e 16 saídas digitais e 8 portas de comunicação série que obedecem à norma 
RS232C. As principais características técnicas do robô apresentam-se no apêndice C. Pela sua 
forma de construção, este robô permite alguma forma de intrusão a nível da medição dos 
sinais eléctricos dos seus sensores internos o que facilita o trabalho aqui apresentado. 
 
 
 
Figura 3.2 Robô Scorbot ER VII com o respectivo controlador. 
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O controlador do robô possui dois perfis de velocidade para as trajectórias: perfil trapezoidal e 
perfil parabolóide (figura 3.3). O perfil trapezoidal causa a aceleração e desaceleração rápida 
dos motores no início e no fim do movimento, com uma velocidade constante ao lon
percurso. O perfil parabolóide causa a aceleração lenta dos motores até atingirem a velocidade 
máxima definida e seguidamente desaceleram à mesma taxa.
Figura 3.3
 
3.2.2 Sistema de interface electrónico
O sistema de interface electrónic
propositadamente para a adaptação, isolamento galvânico e medição de diversos sinais 
provenientes do robô. Para esse efeito
o respectivo controlador. Como se pode observar na 
adquirir sinais internos do robô, tais como a posição e a corrente eléctrica dos motores dos 
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como é o caso dos sinais dos acelerómetros
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cartas electrónicas existentes no computador. Os s
passam pelo interface electrónico e são capturados directamente pela respectiva carta de 
processamento existente no computador. A 
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Figura 3.4 Sistema de interface electrónico. 
 
3.2.2.1 Medição da posição das juntas do robô 
Como o robô possui controlo de posição, ao seu controlador chegam os sinais de posição das 
cinco juntas de rotação fornecidos por codificadores ópticos incrementais próprios. Cada 
motor do robô tem acoplado directamente no seu eixo um codificador. Por sua vez, o motor 
transmite movimento à junta de rotação através de uma correia dentada com um determinado 
factor de desmultiplicação. 
Os codificadores ópticos incrementais rotativos permitem determinar a posição das juntas 
relativamente a uma posição de referência conhecida. Por cada rotação completa do eixo do 
codificador geram-se 96 impulsos. A contagem dos impulsos permite determinar a posição 
das juntas do robô.  
Os sinais de posição das cinco juntas são utilizados pelo controlador para este assegurar o 
controlo de posição do robô. Por sua vez, através do sistema de interface electrónico, este 
sinal é lido simultaneamente pela carta três existente no computador (figura 3.1). Assim, os 
sinais gerados pelos sensores de posição são utilizados pelo próprio controlador do robô e 
captados simultaneamente pelo computador. No interface electrónico os sinais de posição são 
isolados galvanicamente por acopladores ópticos, de forma a assegurar que a medição seja 
não intrusiva. Os sinais de posição sofrem também um processamento digital, de forma a 
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filtrar a ocorrência de impulsos múltiplos que podem ocorrer em aplicações de codificadores 
em motores (Praturu, et al., 1991). A figura 3.5 mostra um exemplo ocorrido desses impulsos 
indesejados. O esquema do circuito electrónico de filtragem desenvolvido para ultrapassar 
este problema encontra-se no apêndice D. 
 
Figura 3.5 Impulsos múltiplos observados nos sinais do codificador óptico. 
 
Após a filtragem realizada no interface electrónico, os sinais dos codificadores dão entrada no 
respectivo contador existente na carta electrónica três do computador (figura 3.1). 
3.2.2.2 Medição da corrente eléctrica dos motores do robô 
Os sensores de corrente eléctrica medem a corrente dos motores que accionam cada um dos 
cinco eixos do robô. Para esse efeito projectou-se e construiu-se um circuito electrónico com 
sensores de corrente baseados no efeito de Hall (figura 3.6). Desta forma, a medição da 
corrente não interfere com o funcionamento do robô, permitindo um isolamento galvânico 
entre o circuito de potência do robô e o circuito electrónico do sistema de aquisição de dados.  
O controlador do robô comanda a velocidade dos motores, através da tensão aplicada baseada 
na modulação da largura de pulsos (PWM- pulse width modulation), a uma frequência de 20 
kHz. Assim, a velocidade dos motores depende da componente contínua da corrente eléctrica 
resultante, pelo que, para a sua filtragem, adoptou-se um filtro passa baixo tipo Chebyshev de 
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ordem quatro, com uma frequência de corte de 2 kHz. Na figura 3.7 mostra-se o diagrama de 
blocos do circuito de filtragem da componente de alta frequência do sinal aplicado aos 
motores. O sinal de saída do filtro é depois aplicado à carta electrónica dois existente no 
computador, que converte o sinal analógico em digital (ADC), conforme se mostra na figura 
3.1. O circuito electrónico desenvolvido apresenta-se no apêndice D. 
 
 
Figura 3.6 Sensores de corrente eléctrica por efeito de Hall. 
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Figura 3.7 Diagrama de blocos do circuito do sensor de corrente eléctrica. 
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3.2.2.3 Medição de força e momento
O sensor de força e momento está colocado no punho do 
observar na figura 3.8a). Para esse efeito foi construída uma 
para acoplar mecanicamente o sensor ao punho. Com este sensor medem
componentes, sendo três componentes de força (
(Mx, My, Mz), conforme se representa 
composto pelo sensor propriamente dito e por uma carta electrónica
PCI do computador (figura 3.1). Esta carta está equipada com um processador digital de sinal 
(DSP). O sensor incorpora toda a electrónica de condicionamento, nomeadamente a 
amplificação e a conversão A/D. A alimentação do sensor é fornecida pela carta electrónica. 
O sensor transfere a informação referente às seis componentes cartesianas de força/momento 
para a carta electrónica, através de uma 
efectua o processamento dos dados recebidos do sensor, nomeadamente o desacoplamento, a 
remoção de offset, a transformação de referencial, a filtragem digital e a detecção de máximos 
e mínimos. O sistema de medida é totalmente programado pe
a uma frequência máxima de amostragem de 8 kHz. O sistema foi concebido para fornecer 
informação no referencial do próprio sensor e
amostragem. As principais características técnicas do sist
podem ser consultadas no apêndice C.
a) 
Figura 3.8 Sensor de força e 
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3.2.2.4 Medição de aceleração 
Os sinais de aceleração obtêm-se por intermédio de dois acelerómetros piezoresistivos. Os 
sensores incorporam a electrónica de amplificação e de compensação de temperatura. A 
tensão de alimentação é de ±15 VDC. O sinal de saída analógico dos acelerómetros é uma 
tensão proporcional à aceleração, com uma sensibilidade de 1 VDC para uma aceleração de 1 
g. Este sinal é convertido em digital através de uma carta de aquisição de dados (carta dois da 
figura 3.1). As principais características técnicas dos acelerómetros encontram-se no apêndice 
C. 
Na montagem dos acelerómetros garantiu-se o seu isolamento eléctrico relativamente à 
estrutura do robô, de forma a prevenir malhas de corrente que provoquem ruído. Os 
acelerómetros estão colocados na zona do acessório terminal do robô e as respectivas 
localizações exactas variam conforme a experiência. 
3.2.3 Computador 
O computador integra e comanda os diversos equipamentos que constituem o sistema 
robótico. Seguidamente descrevem-se os componentes principais utilizados no sistema. Para 
além dos programas necessários ao funcionamento do sistema robótico e que serão descritos 
posteriormente, no computador existem diversas cartas electrónicas para aquisição dos sinais 
e a porta série RS232 utilizada para comunicar com o robô. As características principais do 
computador encontram-se no apêndice C. 
3.2.3.1 Cartas electrónicas 
Relativamente ao equipamento necessário estritamente para este trabalho, para além da carta 
de comunicação série, existem no computador três cartas electrónicas que recebem dados dos 
diversos sensores. Seguidamente explica-se de forma resumida o funcionamento das cartas de 
conversão analógica/digital dos dados e de contagem dos impulsos de posição. O 
funcionamento da carta de processamento dos sinais de força/momento já foi descrito 
resumidamente na secção 3.2.2.3. As principais características técnicas destas cartas podem 
ser consultadas no apêndice C. 
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Carta de conversão analógica/digital de dados 
Esta carta (carta 2 da figura 3.1) capta os sinais provenientes de todos os sensores analógicos 
utilizados, ou seja, dos cinco sensores da corrente eléctrica dos motores do robô e de dois 
acelerómetros colocados na zona do acessório montado no robô. A carta tem uma resolução 
de 12 bit e possui 16 canais de entrada analógicos não diferenciais (8 diferenciais), 2 canais de 
saída analógicos e 8 portas digitais de entrada e saída. Neste trabalho utilizaram-se apenas as 
entradas analógicas. Esta carta está programada de modo a trabalhar com subrotinas de 
serviço de interrupções (ISR Interrupt Service Routine). Após cada conversão A/D simultânea 
de todos os canais, é gerada uma interrupção que é servida pela respectiva subrotina. A 
frequência de amostragem é programada pelo utilizador, através do programa de aquisição de 
dados referido mais à frente, e é garantida pelo hardware próprio da placa. 
Carta de contagem de impulsos 
Esta carta (carta 3 da figura 3.1) capta os sinais provenientes dos codificadores ópticos 
incrementais que fornecem a posição das juntas do robô, possuindo 8 contadores de 32 bit e 
32 portas digitais de entrada/saída programáveis individualmente. Os contadores possuem 
diversos modos de funcionamento e neste trabalho utilizaram-se apenas cinco. Os contadores 
foram programados para trabalhar com os sinais gerados pelos codificadores incrementais. A 
leitura dos contadores faz-se através da mesma subrotina ISR utilizada para a placa de 
conversão A/D de dados, garantindo-se assim a mesma taxa e simultaneidade de leituras dos 
diversos sensores. 
3.3 Aplicações informáticas 
Os programas desenvolvidos correm no computador e no controlador do robô. No entanto, do 
ponto de vista do programador, no controlador do robô é apenas executado um programa de 
gestão das comunicações e que será referido mais adiante. Na figura 3.9 apresenta-se, 
segundo um diagrama de blocos, a arquitectura da programação desenvolvida no computador. 
Do ponto de vista do utilizador existem fundamentalmente duas aplicações. O sistema de 
aquisição de dados e o programa de tratamento dos dados. Por sua vez, o sistema de aquisição 
de dados é composto por dois módulos: Um módulo consiste na interface gráfica do utilizador 
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que corre no Windows 2000; o outro módulo consiste na execução em tempo-real do 
Hyperkernel. 
3.3.1 Aspectos do processamento em tempo-real 
As aplicações informáticas de aquisição e controlo distinguem-se de outras aplicações 
correntes, como, por exemplo, as de processamento de texto ou folha de cálculo. No caso da 
aquisição dos dados, como se utiliza neste trabalho, não basta que os valores adquiridos sejam 
correctos, sendo também necessário que sejam lidos em instantes de tempo bem 
determinados. As aplicações de aquisição dos dados pertencem ao grupo das chamadas 
aplicações em tempo-real. 
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Figura 3.9 Diagrama de blocos da arquitectura dos programas. 
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A principal característica que deve ser assegurada nos sistemas de controlo e de aquisição de 
dados é garantir que o tempo entre amostras sucessivas dos sinais seja constante. A taxa de 
amostragem dos sinais provenientes dos sensores deve ser constante e os cálculos necessários 
devem realizar-se de forma rápida e com precisão elevada para garantir a estabilidade do 
sistema e de modo a poderem usar-se as ferramentas digitais com uma taxa de amostragem 
constante. 
Outra característica particular tem a ver com a sua capacidade de gestão de um grande número 
de actividades concorrentes, geralmente organizadas por tarefas. Estas são entidades 
autónomas, internamente síncronas, mas que, ao serem executadas de modo independente, 
conferem à aplicação de tempo-real uma execução multi-tarefa assíncrona. A aplicação de 
tempo-real pode ainda disponibilizar outros serviços, tais como tratamento de interrupções, 
comunicação e sincronização entre tarefas e temporização. 
Neste sentido, um dos aspectos importantes no desenvolvimento de um sistema de aquisição 
de dados consiste na escolha da plataforma e do ambiente de programação adequado. 
Portanto, é essencial seleccionar uma plataforma com custos aceitáveis e que permita garantir 
os requisitos de tempo-real necessários ao sistema. O mercado oferece diversas soluções para 
se implementarem aplicações em tempo-real. Basicamente, existem três opções.  
A primeira, que é a mais radical, utiliza um sistema dedicado baseado usualmente numa 
plataforma específica, que se apresenta, normalmente, como uma solução dispendiosa e pouco 
flexível.  
As outras duas opções baseiam-se num sistema operativo executado num computador (Lee, et 
al., 2001). Num caso tem-se um sistema operativo em tempo-real (RTOS). Existem 
actualmente diversas soluções comerciais, como o LynxOS, da Lynx Real-Time Systems Inc 
(lynuxworks), QNX da QNX Software Systems Ltd (qnx), e o VxWorks da WindRiver 
Systems (windriver). Uma desvantagem destes sistemas é o seu custo elevado. Ao longo dos 
últimos anos, o RTOS Linux tem vindo a ser utilizado com maior frequência, porque é uma 
arquitectura aberta com custos reduzidos. De facto, estas características têm motivado a 
utilização deste RTOS em sistemas de aquisição e controlo em tempo-real utilizando um 
computador. Contudo, no caso do sistema de aquisição de dados, caso se pretendam processar 
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os dados, tem normalmente que se recorrer à utilização de outro sistema operativo onde corre 
a aplicação para esse efeito. 
A terceira opção consiste numa plataforma baseada num sistema operativo convencional, com 
algumas particularidades que lhe conferem propriedades de tempo-real. Neste campo existem 
diversas soluções comerciais compatíveis com o sistema operativo do tipo Microsoft 
Windows, como são os casos do Intime da TenAsys (tenasys), RTX da Ardence (ardence), e o 
Hyperkernel da Nematron Corporation (hyperkernel). Um dos inconvenientes destas soluções 
é também o seu custo elevado.  
3.3.2 Ambiente de programação adoptado 
O ambiente de programação adoptado baseia-se num sistema operativo convencional 
(Windows NT/2000) e num conjunto de módulos que permitem o processamento em 
tempo-real (Hyperkernel). Este ambiente possibilita a existência na mesma plataforma e 
simultaneamente das características de tempo-real e do sistema operativo convencional. O 
Hyperkernel possui uma versão de demonstração sem custo, que tem como limitação, 
relativamente à versão comercial, a sua utilização consecutiva (i.e., em cada execução) de 
apenas meia hora. Esta limitação revelou-se perfeitamente compatível com o trabalho 
apresentado nesta tese. 
O Windows e o Hyperkernel correm num modo concorrente ao nível mais elevado de 
privilégios do processador conseguindo-se, desta forma, um desempenho determinístico 
necessário nos sistemas de aquisição de dados. Para o desenvolvimento de aplicações no 
Windows e no Hyperkernel utilizam-se as ferramentas de desenvolvimento da Microsoft para 
o Windows, baseadas na linguagem de programação C/C++. 
3.3.3 Aplicações em tempo-real 
O Hyperkernel é constituído por um conjunto de módulos, dos quais se destacam os mais 
importantes para a realização do trabalho. A Hyperkernel Real-Time Manager é a aplicação 
de interface entre o utilizador e a aplicação de tempo-real. A aplicação Hyperkernel Trace 
Utility possibilita o teste e detecção de erros de programação. A Hyperkernel API, 
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Hyperkernel Serial API e HyperShare API são bibliotecas de funções de tempo-real, 
respectivamente, de âmbito geral, para interface de comunicação via porta série e para 
aplicações do Windows que partilham informação com aplicações em tempo-real. Apesar de 
existir o módulo Hyperkernel Real-Time Manager, o programador pode optar, em alternativa, 
por desenvolver a sua própria aplicação de interface com o utilizador. Para tal dispõe das 
funções apropriadas no módulo HyperShare API. Foi esta opção a utilizada no 
desenvolvimento da aplicação para aquisição dos dados e que será descrita mais adiante nesta 
secção. 
As aplicações criadas no Hyperkernel podem apresentar as seguintes características 
principais: Escalonamento de tarefas com diferentes prioridades (32 níveis), comunicação 
entre tarefas, execução e interrupção dinâmica de tarefas concorrentes com o Windows, 
memória partilhada com aplicações Windows, acesso directo ao hardware, mecanismos de 
sincronização de tarefas, serviços de gestão de interrupções (interrupts) e temporizadores de 
elevada resolução. A possibilidade de acesso directo ao harwdare permitiu programar as 
diversas cartas electrónicas a baixo nível, pois o Hyperkernel apresenta a grande limitação de 
não permitir a utilização do software (drivers) dos respectivos fabricantes. No entanto, para o 
caso da carta de processamento dos sinais de força/momento a programação a baixo nível tem 
necessariamente que ser realizada, pois o fabricante não fornece qualquer tipo de software 
para a sua exploração. Relativamente às restantes cartas de processamento de dados a sua 
programação revelou-se morosa, pois os manuais apresentavam omissões e o fabricante não 
fornece suporte técnico a este nível de desenvolvimento. 
Seguidamente descreve-se o modo como coexistem o Windows e o Hyperkernel a 
trabalharem simultaneamente no mesmo computador. Tipicamente, a intervalos de tempo 
programáveis (variáveis entre 25 µs e 250 µs) existe uma comutação do ambiente de execução 
entre o Hyperkernel e o Windows. A aplicação de tempo-real corre em ambiente Hyperkernel. 
Este possui o seu escalonador e serviços próprios. As suas tarefas não estão sujeitas ao 
escalonamento do Windows, pois nem sequer são vistas pelo escalonador do Windows. As 
aplicações do Windows correm inalteradas, apenas com menos tempo de processador 
disponível. Com o modo de funcionamento garantido pelo Hyperkernel, qualquer tarefa da 
aplicação de tempo-real não pode correr mais do que 250 µs sem ser interrompida. Apenas 
quando a tarefa está incluída numa ISR, independentemente do ambiente de execução no 
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instante da interrupção, esta é imediatamente atendida e a ISR é executada e não é 
interrompida até terminar.  
O diagrama de blocos da arquitectura dos programas apresenta-se na figura 3.9. No ambiente 
Windows situa-se a interface gráfica para a aquisição de dados. Neste ambiente existe 
também a aplicação para tratamento dos dados que será descrita noutra secção. No sistema 
operativo Windows podem coexistir também quaisquer outras aplicações, como é o caso do 
processador de texto, folha de cálculo, Matlab, e outras. 
A aplicação de aquisição de dados pode lança/terminar o conjunto de tarefas de tempo-real, 
existente no ambiente do Hyperkernel, e, simultaneamente, comunicar com ele via um 
mecanismo de memória partilhada. Permite, por exemplo, configurar e conhecer o estado do 
sistema de aquisição de dados. 
No ambiente Hyperkernel situam-se as tarefas de tempo-real (figura 3.9). Existe uma tarefa 
principal –tarefa 1– (qualquer aplicação com o Hyperkernel possui, pelo menos, esta tarefa) 
que, numa primeira fase, efectua a inicialização de variáveis, a programação das cartas de 
conversão A/D dos dados, de contagem de impulsos, e de processamento do sensor de 
força/momento e também configura a porta de comunicação com o robô. A tarefa 1, como 
gestora das outras tarefas, é responsável pela execução das tarefas 2 e 3. Numa segunda fase, 
ao receber uma ordem do utilizador via a interface gráfica, a tarefa 1 coloca as tarefas 2 e 3 
em execução. Numa fase final, a tarefa 1 força a paragem das tarefas 2 e 3.  
A tarefa 2 é responsável pela comunicação com o robô via a porta série, de acordo com um 
protocolo que implementa um conjunto de comandos no robô. A comunicação com o robô 
descreve-se adiante na subsecção 3.3.5.  
A tarefa 3 consiste na tarefa de aquisição de dados que é responsável pela captação dos dados, 
de acordo com as ordens dadas pelo utilizador. De modo a garantir-se um comportamento 
efectivo de tempo real, implementou-se uma ISR que serve uma interrupção gerada pela carta 
de conversão A/D dos dados. Esta carta é programada para gerar um pedido de interrupção de 
acordo com a frequência de amostragem pretendida que é definida pelo utilizador. A ISR 
acede directamente ao hardware das cartas, evitando o peso computacional e a 
imprevisibilidade das interrupções do Windows. Os dados são datados e guardados no disco 
duro de modo a poderem ser analisados posteriormente. 
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3.3.4 Programação do robô 
O controlador do robô é programado na linguagem proprietária ACL11, e pode funcionar em 
ambiente multi-tarefa. O robô possui uma consola de programação própria e estão disponíveis 
as seguintes aplicações informáticas para a sua programação a partir do computador: ATS 
(Advanced Terminal Software) (Robotec, 1999a) e ACL (Advanced Control Language) 
(Robotec, 1999b). A aplicação ATS permite o funcionamento on-line com o robô, através 
duma comunicação série RS232. É possível, por exemplo, fazer a abertura e o fecho da pinça 
eléctrica (gripper) do robô, colocar o robô na posição de descanso (homing), visualizar os 
programas residentes em memória e solicitar a sua execução e efectuar a configuração do 
robô. A aplicação ACL funciona em modo off-line permitindo o desenvolvimento de 
programas e o seu carregamento no controlador do robô, através da porta série RS232 
(Robotec, 1995). Para que o robô possa executar uma determinada tarefa é necessário efectuar 
o carregamento do respectivo programa no seu controlador, uma vez que o programa corre no 
controlador e não no computador. Ambas as aplicações informáticas disponibilizadas pelo 
fabricante apresentam bastantes limitações ao nível do controlo e monitorização do robô e, 
também, ao nível da sua programação. 
3.3.5 Comunicação computador – robô 
O controlador do robô possui um processador Motorola 68020 e 128 kbytes de memória (as 
características principais do controlador podem ser consultadas no apêndice C), sendo desta 
forma impossível o desenvolvimento de aplicações exigentes a nível do controlador. Com a 
finalidade de ultrapassar as limitações referidas, desenvolveu-se um mecanismo de 
comunicação entre o computador e o controlador do robô que funciona numa filosofia de 
mestre/escravo. O computador é o mestre e o controlador é o escravo. No lado do 
computador, as principais funcionalidades do conjunto de comandos do robô foram 
implementadas criando uma biblioteca de funções. Esta biblioteca, que funciona como 
interface (API – Application Programming Interface) para o programa de aquisição de dados 
desenvolvido no computador, comunica com o controlador do robô via porta série RS232C. A 
figura 3.10 mostra o diagrama de blocos do mecanismo de comunicação com o robô. O 
                                                 
11
 ACL - Advanced Control Language, linguagem de programação do robô SCORBOT ER-VII. 
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protocolo de comunicação implementado baseia-se na transmissão de informação 
alfanumérica ASCII (American Standard Code for Information Interchange). 
 
Controlador do robô 
PC 
API do robô  
open(), close(), move(), 
speed(), ….. 
RS 232C 
Aplicação 
PC 
 
Figura 3.10 Diagrama de blocos da comunicação com o robô. 
 
Do lado do computador o mecanismo de comunicação faz-se através da tarefa 2 (figura 3.9) 
que gere uma fila de espera para os comandos solicitados ao robô. 
Do lado do robô, e de modo a lidar com as limitações do controlador, desenvolveu-se um 
programa simples na linguagem ACL, cujo fluxograma se mostra na figura 3.11. Este 
programa residente no controlador do robô (escravo) recebe os comandos do computador 
(mestre) e executa-os. Após a execução de cada comando, o computador é informado do 
resultado. Na tabela 3.1 mostram-se alguns dos comandos implementados, em que se indica o 
nome da função em linguagem “C” (existente no computador) correspondente ao comando 
ACL (existente no controlador) com o respectivo código ASCII utilizado no protocolo de 
comunicação, descrevendo-se resumidamente a respectiva operação. 
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Aguarda por 
commando via 
porta RS232C 
Executa o 
comando 
Responde com 
resultado via porta 
RS232C 
 
Figura 3.11 Fluxograma do programa do controlador do robô. 
 
Tabela 3.1 Exemplos de comandos ACL implementados. 
Código 
ASCII 
Comando 
ACL 
Função em “C” Operação 
‘0’ HOME Rb_Home(void) Coloca o robô na posição de repouso 
'1' CLOSE Rb_Close(void) Fecha o gripper 
'2' OPEN Rb_Open(void) Abre o gripper 
'3' SPEED Rb_Speed(int spd) Define velocidade 
'4' MOVE Rb_Move (int *) Desloca robô para uma posição 
 
Com o mecanismo de comunicação descrito é possível comandar o robô directamente a partir 
do computador. Por outro lado, caso se pretenda criar para o robô uma aplicação extensa e 
exigente em termos de processamento, esta pode ser desenvolvida no computador utilizando 
todos os recursos deste, que são incomparavelmente maiores que os existentes no controlador 
do robô. 
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3.3.6 Aquisição dos dados 
O sistema de aquisição de dados (SAD) permite captar os dados dos diversos sensores 
descritos nas subsecções 3.2.2.1 a 3.2.2.4 e também permite controlar os movimentos do robô 
utilizando as facilidades descritas na subsecção anterior. Conforme se mostra na figura 3.9, a 
interface gráfica do SAD está disponível no Windows 2000. A figura 3.12 mostra a janela 
principal da interface gráfica do SAD. A partir desta janela o utilizador ao pressionar o botão 
start corre as tarefas de tempo real descritas na subsecção 3.3.3, dando-se início à aquisição 
dos dados. Adicionalmente, é possível parametrizar diversas funcionalidades do sistema. A 
figura 3.13 mostra a janela de parametrização referente aos canais analógicos que recebem os 
sinais das correntes eléctricas dos cinco motores e dos dois acelerómetros do robô. 
 
Figura 3.12 Janela principal do SAD. 
 
Para realizar uma sessão de aquisição de dados tem que se definir as trajectórias do robô, 
frequência de amostragem, o tempo de duração da sessão de aquisição e o tipo de sinais que 
vão ser adquiridos. Iniciada uma sessão, o utilizador pode, em qualquer momento, caso 
pretenda, terminar a sessão. Os sinais adquiridos resultantes de cada sessão de aquisição são 
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gravados no disco. Todos os dados apresentam uma datação com a mesma referência 
temporal, o que facilita a análise comparada entre sinais gravados referentes à mesma sessão. 
O SAD está concebido para adquirir sinais durante o movimento do robô. Para isso, o 
utilizador programa previamente a trajectória que o robô vai realizar. Por exemplo, no caso da 
experiência de estudo dos impactos, o robô é programado de modo a que o acessório nele 
montado (vareta) se desloque de um ponto inicial até à superfície em que ocorre o impacto, 
regressando de seguida ao ponto de partida.  
O SAD possui uma janela de registo de ocorrências, que informa o utilizador acerca de 
eventos importantes que ocorrem durante a sessão, como início de movimento do robô, 
paragem do robô, amplitude do sinal medido superior à escala de medição escolhida, entre 
outros. 
 
Figura 3.13 Janela de parametrização dos canais analógicos. 
 
3.3.7 Tratamento dos dados 
O programa de tratamento de dados (PTD) permite analisar os sinais guardados em disco, 
resultantes da aquisição realizada pelo SAD. Deste modo, os sinais que se podem analisar são 
as posições das juntas do robô, as correntes eléctricas dos motores, as forças e momentos 
gerados junto do órgão terminal e as acelerações na zona do acessório relativo a cada 
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experiência. A figura 3.14 mostra um exemplo de uma janela do PTD com a visualização de 
sinais de força, com diversas opções de tratamento dos dados. A análise dos sinais faz-se em 
duas fases: a fase de pré-processamento e a fase de processamento dos dados. Na fase de 
processamento o PTD permite o estudo dos sinais através de diversos algoritmos que 
implementam a generalidade das ferramentas matemáticas descritas no capítulo 2 (e.g., TF 
clássica, a TFJ, wavelets, reconstrução do EE, correlação, informação mútua). Nos capítulos 4 
e 5 vão-se utilizar essas ferramentas no estudo dos diversos sinais captados pelo SAD. Para 
além das ferramentas matemáticas, o PTD implementa algumas funcionalidades de  
pré-processamento necessárias à preparação e visualização dos dados. Uma dessas 
funcionalidades é a sincronização temporal dos sinais adquiridos em diferentes sessões de 
aquisição de dados. 
 
Figura 3.14 Exemplo de uma janela do PTD mostrando diversas opções. 
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Os sinais que se pretendem analisar podem resultar de uma mesma sessão de aquisição ou de 
sessões diferentes. Normalmente, uma sessão corresponde ao estudo de uma experiência com 
uma determinada configuração, como, por exemplo, a experiência do estudo de impactos 
numa superfície rígida. Deste modo, relativamente à mesma experiência, podem analisar-se 
diversos casos, correspondendo uma sessão a cada caso; portanto resulta em tantas sessões 
quantos os casos analisados. No exemplo do estudo de impactos, pode-se considerar o 
impacto em diferentes tipos de superfícies a que correspondem diferentes casos. 
Como já foi referido na subsecção 3.3.6, numa mesma sessão de aquisição de dados, todos os 
sinais estão datados com a mesma referência temporal. Pelo contrário, quando se pretendem 
analisar conjuntamente sinais referentes a várias sessões, os sinais de sessões distintas 
apresentam referências temporais diferentes. De modo a poderem comparar-se os sinais de 
diferentes sessões, estes devem apresentar a mesma referência temporal. Para isso é 
necessário, para uma dada sessão seleccionada como referência, escolher um instante 
temporal de um sinal, normalmente associado a um evento, (e.g., instante de impacto, início 
de movimento do robô) e que seja comum às outras sessões em análise. Esse instante permite 
a sincronização temporal de todos os sinais de diferentes sessões. A figura 3.15 mostra um 
exemplo de escolha das opções para a sincronização temporal dos sinais de sessões diferentes. 
O processo de sincronização pode ser manual ou automático. No modo manual o utilizador 
escolhe a sessão, o sinal e o método a utilizar como referência temporal. O método pode ser 
um mínimo ou máximo da amplitude do sinal escolhido, aplicado de uma forma global (a 
todo o sinal) ou local (em um dado intervalo de tempo introduzido pelo utilizador). Na figura 
3.16 mostram-se os sinais de força e momento obtidos em duas sessões de aquisição de dados 
correspondentes ao impacto numa superfície de uma vareta montada no robô. Como se 
observa os sinais não estão sincronizados temporalmente. Na figura 3.17 mostram-se os 
mesmos sinais sincronizados. A sincronização fez-se com base no mínimo global das 
componentes My dos momentos. No caso da sincronização ser automática, o programa tenta 
encontrar um sinal que em média nas sessões de dados em análise, apresente uma variação 
mais acentuada dos valores.  
Entre outras funcionalidades de pré-processamento apresentadas pelo PTD, destacam-se a 
definição da gama temporal de análise dos sinais (truncatura dos sinais), a subtracção de 
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sinais da mesma natureza relativamente aos da sessão definida como referência e a remoção 
da componente contínua dos sinais. 
 
 
Figura 3.15 Opções para a sincronização temporal dos sinais. 
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Figura 3.16 Sinais de força e momento sem sincronismo temporal. 
 
 
Figura 3.17 Sinais de força e momento com sincronismo temporal. 
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3.4 Resumo do capítulo 
Neste capítulo descreveu-se o sistema robótico desenvolvido, nomeadamente os componentes 
de hardware e os programas implementados para aquisição e tratamento dos sinais 
adquiridos. Relativamente ao hardware construiu-se um sistema de interface electrónico que 
permitiu captar os sinais internos do robô, bem como os sinais provenientes de sensores 
externos aplicados ao nível do órgão terminal e no acessório montado no robô. O SAD 
interage com o robô permitindo gravar os diversos sinais. O PTD, que funciona em tempo 
diferido (off-line), processa os dados recorrendo a diversas ferramentas matemáticas descritas 
anteriormente. 
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Capítulo 4  
 
Estudo dos Sinais no 
Tempo/Frequência 
 
4.1 Introdução 
Neste capítulo analisam-se diversos sinais captados pelo sistema robótico, nomeadamente a 
posição e a corrente dos motores eléctricos que accionam os cinco eixos de rotação, as forças 
e momentos gerados no punho do manipulador e as acelerações do acessório montado na 
extremidade do robô. O estudo encontra-se formulado nos domínios dos tempos e das 
frequências, pelo que se desenvolveram diversas experiências. Na secção 4.2 apresenta-se 
uma experiência introdutória com uma lâmina em alumínio, em oscilação, que mostra as 
potencialidades do sistema desenvolvido. Na secção 4.3 apresenta-se uma experiência para 
estudo dos sinais em face de impactos do robô com o meio ambiente. O robô é programado de 
modo a efectuar uma trajectória na qual a vareta de aço, montada no punho do robô, embate 
numa tela. Os sinais captados são analisados numa perspectiva do CF. Na secção 4.4  
estudam-se os sinais que resultam da movimentação de líquidos. Para isso, apresenta-se uma 
experiência em que é montado no punho do robô um recipiente que pode conter um líquido. O 
movimento do robô é programado de forma que se induzem oscilações no líquido dentro do 
recipiente. Os sinais captados são analisados também numa perspectiva do CF. Por último, na 
secção 4.5 desenvolve-se uma classificação dos sinais captados pelo sistema robótico. Para 
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isso define-se um conjunto de trajectórias, dentro do espaço de trabalho do robô, nas quais se 
movimenta uma vareta montada no punho contra uma tela. Após uma análise estatística do 
comportamento do espectro dos sinais, estes são classificados em diversos grupos. 
4.2 Exemplo introdutório: vibração de uma lâmina 
Para mostrar as funcionalidades do sistema, descreve-se de seguida uma experiência para 
análise da vibração de uma lâmina de alumínio (Lima, et al., 2005b). Para mostrar, de forma 
clara, o fenómeno das vibrações, instalou-se uma lâmina rectangular de alumínio no órgão 
terminal do robô, conforme se ilustra na figura 4.1. Para esse efeito construiu-se um 
dispositivo em alumínio que permite o acoplamento mecânico da lâmina com o punho do 
robô. Para medir as oscilações, colocaram-se os acelerómetros 1 e 2 nos dois extremos da 
lâmina solidária com o punho. A lâmina roda, de uma posição inicial até uma posição final, 
utilizando apenas uma junta do robô e adoptando o perfil parabolóide das velocidades nas 
juntas. Durante este movimento, geram-se oscilações na lâmina devido a forças inerciais, 
centrípetas e de Coriolis. 
A tabela 4.1 mostra as características físicas da lâmina de alumínio. Nesta tabela a massa dos 
acessórios inclui os próprios acelerómetros e os componentes mecânicos auxiliares 
necessários à montagem dos sensores na lâmina, onde se incluem porcas, parafusos e 
isoladores eléctricos. Esta massa adicional é importante para o cálculo preciso da frequência 
de vibração da lâmina. Na verdade, a massa dos acelerómetros torna-se importante quando se 
estuda o comportamento de objectos leves. Portanto, uma massa adicional pode alterar 
significativamente os níveis e a frequência de vibração no ponto de medição. Como regra 
geral, a massa do acelerómetro não deve exceder um décimo da massa dinâmica do objecto 
com vibrações sobre o qual é montado (Brüel & Kjaer). 
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Figura 4.1 Lâmina de alumínio montada no punho do robô. 
 
Tabela 4.1 Características da lâmina de alumínio. 
Característica Valor 
Elasticidade - Módulo de Young (N m–2) 67,02 × 109 
Massa (kg) 136 × 10–3 
Comprimento (m) 0,5 
Espessura (m) 10–3 
Largura (m) 0,1 
Peso dos acessórios (kg) 14 × 10–3 
4.2.1 Modelo de parâmetros concentrados 
Os dispositivos mecânicos como as lâminas e varetas apresentam parâmetros distribuídos tais 
como a massa, rigidez e amortecimento. Assim, teoricamente têm um número infinito de 
graus de liberdade, e são conhecidos como sistemas de parâmetros distribuídos. Contudo, a 
análise destes sistemas é facilitada pela sua modelização através de sistemas de parâmetros 
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discretos concentrados com um número finito de graus de liberdade. Por outro lado, apesar 
dos sistemas reais apresentarem sempre algum grau de amortecimento, podem obter-se 
resultados relevantes se forem analisados como sistemas teoricamente não amortecidos. Nesta 
ordem de ideias, vai-se analisar a vibração da lâmina considerando um modelo simplificado 
de componentes concentrados com uma massa e uma mola. Um sistema simples mola-massa 
exibe uma frequência natural ωn (rad s–1) dada por (Craig, 1989): 
m
k
n =ω
 
(4.1) 
onde k (N m–1) é o coeficiente de rigidez do objecto flexível e m (kg) é a massa equivalente. 
Considera-se a lâmina como um sistema mola-massa com amortecimento pequeno. Num 
modelo de parâmetros concentrados, uma massa única colocada no extremo da mola 
representa a massa efectiva da lâmina. O cálculo da massa equivalente e da constante da mola 
para uma lâmina obtêm-se através das equações que se apresentam seguidamente (Benaroya, 
2004), (Shigley, et al., 1989): 
meq = 0,24 mlamina (4.2) 
onde mlamina é a massa da lâmina em kg. 
O coeficiente de rigidez equivalente ou a constante da mola equivalente keq (N m–1) é dado 
por: 
3
3
l
EIkeq =
 
(4.3) 
onde E (N m–2) representa a elasticidade ou módulo de Young, I (m4) é o momento de inércia 
de área da secção de corte da lâmina e l (m) é o comprimento da lâmina. 
A expressão para o momento de inércia de área I para uma secção de corte rectangular é dada 
por: 
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12
3hbI =
 
(4.4) 
onde b (m) é a largura e h (m) representa a espessura. 
Utilizando as características físicas mostradas na tabela 4.1 obtém-se uma frequência natural 
de fn = ωn/2π = 3,07 Hz. 
4.2.2 Estudo experimental 
O valor de fn pode ser verificado experimentalmente. Como se referiu anteriormente, a lâmina 
fixada no punho do robô roda de uma posição inicial até uma posição final, utilizando uma 
junta do manipulador robótico. Durante este movimento ocorrem vibrações e o sinal do 
acelerómetro 1 (que está colocado no extremo livre da lâmina) capta-se durante 20 s, como se 
mostra na figura 4.2a). O sinal é adquirido com uma frequência de amostragem fs = 500 Hz. 
A resposta consiste em duas componentes: i) um transitório rápido que ocorre, 
aproximadamente durante 0 < t < 2 s e ii) uma resposta transitória que se verifica, lenta para 
t > 2 s, conhecida por resposta natural e que depende unicamente das características físicas do 
sistema. A figura 4.2b) mostra o módulo da FFT que demonstra claramente a frequência 
natural da lâmina metálica, de acordo com o valor calculado através do modelo analítico. 
  
a) b) 
Figura 4.2 Sinal do acelerómetro 2 colocado no extremo livre da lâmina de alumínio: 
a) sinal nos tempos; b) módulo da FFT. 
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A figura 4.3 mostra a corrente eléctrica do motor da junta 4 utilizada para rodar a lâmina. 
Aproximadamente durante o intervalo 0 < t < 2 s é solicitada uma corrente eléctrica que está 
correlacionada com o transiente rápido observado na aceleração do extremo livre da lâmina. 
Uma ampliação da figura para t > 2 s demonstra a acção do sistema de controlo do robô, de 
forma a assegurar o controlo de posição. 
 
Figura 4.3 Corrente eléctrica do motor da junta 4 do robô. 
4.3 Estudo dos impactos 
4.3.1 Introdução 
Na prática os manipuladores robóticos apresentam um determinado grau de vibrações 
indesejadas. De facto, o aparecimento de braços manipuladores leves, utilizados sobretudo na 
indústria aeroespacial, onde o peso é um aspecto muito importante, conduz ao problema de 
vibrações elevadas. Por outro lado, os robôs, ao interagirem com o meio ambiente, geram 
frequentemente impactos que produzem e propagam vibrações através da estrutura mecânica 
(Lima, et al., 2007d). Em (Singer, et al., 1988) indicam-se várias técnicas para reduzir as 
vibrações e a sua implementação nos robôs, quer na fase de fabrico, quer na fase de 
exploração. De forma abreviada, as técnicas consistem em: i) compensação convencional, (ii) 
amortecimento estrutural ou absorção passiva das vibrações, (iii) controlo baseado na 
medição directa da posição absoluta do gripper, (iv) arquitectura de controlo utilizando a 
medição directa da resposta modal, (v) controlo activo para eliminar a energia dos modos de 
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vibração, (vi) utilização de um micromanipulador colocado na ponta do manipulador 
principal, (vii) ajuste das entradas de comando do manipulador de forma a eliminar as 
vibrações.  
Uma das técnicas referidas, que tem sido bastante utilizada, consiste na aplicação de um 
micromanipulador (Lew, et al., 1995), com uma resposta em frequência mais elevada que o 
robô principal. Este micromanipulador é colocado no órgão terminal do robô e compensa as 
dinâmicas indesejadas. Entre outras aplicações, esta técnica é usada na indústria aeroespacial 
e na limpeza de lixo nuclear. Vários autores estudaram esta técnica, nomeadamente (Magee, 
et al., 1995) e (Cannon, et al., 1996) que adicionalmente adoptaram a abordagem da filtragem 
dos comandos no posicionamento do micromanipulador. Alguns investigadores (Cannon, et 
al., 1996) e (Lew, et al., 1995) adoptaram também a técnica do amortecimento inercial tirando 
vantagem do micromanipulador se localizar na ponta do elo flexível. Em (Yoshikawa, et al., 
1993) utilizou-se a redundância do sistema conjunto macro/micromanipulador para gerar as 
trajectórias de modo a reduzir os efeitos indesejados das vibrações no órgão terminal. 
Outra das técnicas de controlo activo das vibrações, que tem sido alvo de interesse nos 
últimos anos por parte da comunidade científica, baseia-se na utilização de camadas de 
material com propriedades piezoeléctricas. Este material colocado numa estrutura leve e 
flexível do manipulador é actuado activamente aumentando a sua rigidez (Kermani, et al., 
2005) (Kermani, et al., 2007). Este tipo de tecnologia tem sido utilizado também no 
posicionamento de precisão (nanotecnologia) (Santosh, et al., 2007). 
Nesta ordem de ideias, de forma a reduzir ou eliminar o efeito das vibrações é fundamental 
estudar as variáveis envolvidas para se poder projectar um sistema de controlo adequado. 
Neste trabalho os sinais robóticos gerados durante o impacto serão analisados através do seu 
comportamento nos tempos e nas frequências. O estudo nas frequências será feito numa 
perspectiva dos sistemas fraccionários.  
Na verdade o estudo dos sistemas de ordem fraccionária com realimentação tem sido 
investigado por diversos autores (Machado, 1997) (Machado, 2003) devido ao facto de muitos 
sistemas físicos serem bem caracterizados por modelos de ordem fraccionária (Podlubny, 
2002). Com o sucesso na síntese de diferenciadores não inteiros reais e o aparecimento do 
componente dos circuitos eléctricos chamado fractância (Bohannan, 2000) (Bohannan, 2002), 
Capítulo 4 
 
98 
dos controladores de ordem fraccionária (Oustaloup, et al., 1997), incluindo os controladores 
PID de ordem fraccionária (Barbosa, et al., 2004), foram projectados e aplicados no controlo 
de uma variedade de processos dinâmicos. Nesta ordem de ideias, o estudo aqui apresentado 
contribui para o projecto de sistemas de controlo que reduzem ou eliminam os efeitos 
indesejáveis das vibrações. 
4.3.2 Descrição da experiência 
De forma a analisar o fenómeno das vibrações provocadas por impactos, adoptou-se um 
conjunto de experiências nas quais uma vareta de aço, montada no órgão terminal do robô 
provoca um impacto numa superfície, conforme se ilustra na figura 4.4. Para o efeito 
construiu-se um acoplamento mecânico em alumínio que permite a montagem da vareta no 
punho do robô. As características da vareta indicam-se na tabela 4.2. 
 
Figura 4.4 Experiência para estudo dos impactos. 
A experiência consiste no movimento do robô que é programado de modo que a vareta se 
mova contra a superfície de impacto utilizando o perfil trapezoidal das velocidades.  
Adoptou-se uma trajectória com diversos pontos de via. O movimento produz vibrações no 
manipulador devidas aos modos estruturais e à interacção com o meio ambiente. Durante o 
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movimento adquirem-se diversos sinais a uma frequência de amostragem fs = 500 Hz, que são 
guardados no computador. 
Tabela 4.2 Características da vareta de aço. 
Característica Vareta 
Massa (kg) 0,107 
Comprimento (m) 0,475 
Diâmetro (m) 5,75 × 10–3 
 
4.3.3 Domínio dos tempos  
Como se referiu no capítulo 3 o sistema robótico permite captar diversos sinais, 
nomeadamente: a posição e a corrente eléctrica dos motores dos cinco eixos de rotação, as 
forças e momentos gerados no punho do manipulador e as acelerações do acessório montado 
no robô. Nesta experiência dos impactos o acessório é constituído por uma vareta. 
Adicionalmente também é analisado o caso de ausência de impacto. As figuras 4.5 – 4.9 
mostram a evolução nos tempos dos sinais gerados pelo impacto da vareta durante 8 s. Os 
sinais representados em cada figura correspondem a dois casos: i) com impacto e ii) sem 
impacto da vareta na superfície. Observa-se que existe uma variação acentuada dos sinais no 
instante de impacto que ocorre, aproximadamente, no instante t = 4 s. O efeito das forças e 
momentos de impacto mostrados, respectivamente, nas figuras 4.7 e 4.8, reflecte-se nas 
correntes consumidas pelos motores do robô (figura 4.6). A figura 4.9 mostra as acelerações 
no extremo livre (A1), onde ocorre o impacto, e no extremo fixo da vareta (A2). As amplitudes 
dos sinais dos acelerómetros são maiores próximo do extremo livre da vareta onde ocorre o 
impacto.  
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Figura 4.5 Posições dos eixos. Figura 4.6 Correntes eléctricas dos motores. 
 
  
Figura 4.7 Forças no gripper. Figura 4.8 Momentos no gripper. 
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Figura 4.9 Acelerações da vareta. 
4.3.4 Transformada de Fourier 
De forma a estudar o comportamento da TF dos sinais, pode sobrepor-se uma linha de 
tendência (LT) sobre o espectro (Lima, et al., 2006b). A LT baseia-se numa aproximação por 
uma função potência (Lima, et al., 2007f): 
{ } mfcx(t)F ≈
 
(4.5) 
onde F representa a TF, +ℜ∈c é uma constante que depende da amplitude, f é a frequência e 
ℜ∈m
 é o declive. Assim, vai-se supor que no domínio das frequências, i.e. { }x(t)F  versus f 
pode ser representado por uma aproximação à derivada Dm, ℜ∈m . 
A figura 4.10 mostra a amplitude da FFT do sinal de posição da junta 1. A LT (4.5) apresenta 
um declive m = –0,99 revelando, claramente, um comportamento de ordem inteira. Os sinais 
de posição das outras juntas foram estudados, mostrando também um comportamento de 
ordem inteira, nas condições quer (i) de impacto quer (ii) sem impacto. A figura 4.11 mostra a 
amplitude da FFT para a corrente eléctrica do motor da junta 3. O espectro foi também 
aproximado por uma LT numa gama de frequências superior a uma década. As LTs 
apresentam um declive m = –1,52 e m = –1,51 nas condições, respectivamente, de impacto (i) 
e sem impacto (ii). As LTs apresentam um comportamento de ordem fraccionária em ambos 
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os casos. A figura 4.12 mostra a amplitude da FFT para a corrente eléctrica do motor da junta 
4. Aqui as LTs apresentam declives que variam ligeiramente (m = –1,58 com impacto e  
m = –1,64 sem impacto), mas em ambos os casos continuam a mostrar um comportamento de 
ordem fraccionária. As correntes dos motores das outras juntas foram também analisadas. 
Algumas delas, para uma gama limitada de frequências, apresentam também um 
comportamento de ordem fraccionária, enquanto outras apresentam um espectro complicado 
de difícil aproximação por uma LT. De acordo com as especificações do fabricante (Robotec, 
1998), a malha de controlo do robô tem um tempo de ciclo tc = 10 ms. Este facto observa-se 
aproximadamente nos harmónicos fundamental (fc = 100 Hz) e múltiplos em todos os 
espectros das correntes dos motores ( figura 4.11 e figura 4.12). 
 
Figura 4.10 Espectro da posição da junta 1. 
 
  
Figura 4.11 Espectros das correntes do motor da junta 3. 
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Figura 4.12 Espectros das correntes do motor da junta 4. 
 
  
a) b) 
Figura 4.13 Espectros dos sinais: a) componente Fz da força; b) aceleração do extremo livre 
da vareta. 
A figura 4.13a) mostra o espectro da força Fz. Este espectro apresenta dispersão numa gama 
ampla de frequências. Todos os espectros das forças e momentos apresentam um 
comportamento idêntico em termos de dispersão e, portanto, é difícil definir com rigor o 
comportamento dos sinais na perspectiva do modelo (4.5). 
Por último, a figura 4.13b) mostra o espectro do sinal captado pelo acelerómetro 1 colocado 
no extremo livre da vareta. Tal como no caso do outro acelerómetro, este espectro apresenta 
dispersão e é complicado. Portanto, é difícil definir com rigor o declive da LT do sinal e, 
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consequentemente, o seu comportamento em termos de um sistema de ordem inteira ou 
fraccionária. 
4.3.5 Transformada de Fourier com janela  
Nas figuras 4.10–4.13 mostraram-se diversos espectros dos sinais captados durante um 
período de aproximadamente 8 s. Os espectros da maioria dos sinais apresentam dispersão e, 
portanto, de forma a obter-se um espectro com menor dispersão, vai-se utilizar um algoritmo 
com múltiplas janelas, como é o caso da TFJ (2.14).  
Nesta ordem de ideias desenvolveram-se diversas experiências com a TFJ onde se utilizaram 
várias janelas distintas, incluindo as janelas Hanning, Hamming, Gaussiana, Blackman e 
rectangular. Seguidamente descrevem-se os aspectos mais relevantes do estudo realizado. 
Na figura 4.14 mostram-se os espectros versus tempo da corrente do motor da junta 4 para o 
caso de impacto, utilizando a TFJ com as janelas rectangular, Hamming, Gaussiana e 
Hanning, respectivamente. A TFJ com a janela rectangular apresenta claramente os efeitos do 
fenómeno de Gibbs. Os testes realizados mostram que a TFJ com a janela Hamming revela 
também os efeitos deste fenómeno, mas de forma mais atenuada. A TFJ com as janelas 
Hanning, Blackman e Gaussiana apresentam o melhor comportamento, com ligeiras 
diferenças. Na descrição das experiências adoptaram-se as janelas rectangular, Hamming, 
Gaussiana e Hanning. Os parâmetros temporais adequados das janelas, nomeadamente a 
largura da janela tw e a distância entre o centro de duas janelas consecutivas δ para a TFJ, 
obtiveram-se pelo método de tentativa e erro. A figura 4.15 mostra a amplitude da FFT da 
corrente do motor da junta 4 na condição de impacto utilizando a janela Gaussiana para 
τ = 2 s. Neste exemplo a LT apresenta um declive de aproximadamente m = –1,89. De acordo 
com a posição no tempo da janela deslizante, o declive da LT varia, o que revela as diferentes 
componentes espectrais ao longo do tempo de aquisição. 
Este facto pode observar-se nos gráficos representados na figura 4.16. Estes gráficos exibem o 
declive das LTs para o espectro obtido com as janelas rectangular, Hamming, Gaussiana e 
Hanning com diferentes larguras tw. A distância adoptada entre o centro de duas janelas 
consecutivas é δ = 1 s. 
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Figura 4.14 TFJ da corrente eléctrica do motor da junta 4 utilizando a janela {rectangular, 
Hamming, Gaussiana, Hanning } com tw = 1 s e δ = 1 s. 
 
Como seria de esperar, quanto mais larga é a janela, mais próximo é o valor do declive de 
cada janela relativamente ao valor do declive calculado pela TF clássica. Da figura 4.16 pode 
observar-se ainda que a TFJ com uma largura de janela tw = 0,25 s apresenta um 
comportamento instável, correspondendo a uma janela com parametrização inadequada. 
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Figura 4.15 Espectro da corrente do motor da junta 4 utilizando a janela Gaussiana. 
 
Adicionalmente, na figura 4.16 pode observar-se o comportamento diferente dos declives 
obtidos com a janela rectangular comparativamente com os obtidos com as demais janelas. De 
facto, como já se referiu anteriormente, a utilização da janela rectangular conduz ao 
aparecimento do fenómeno de Gibbs, o que motiva que os diversos declives apresentem um 
comportamento irregular. Por outro lado, os declives obtidos pelas janelas Gaussiana e 
Hanning, com os parâmetros adequados, nomeadamente, tw = {0,5; 1; 2; 4} s, são similares, o 
que evidencia o melhor comportamento destas janelas. 
Realizaram-se outras aquisições com condições idênticas e analisou-se o mesmo sinal, i.e., a 
corrente eléctrica do motor da junta 4. As conclusões foram semelhantes, o que mostra a 
consistência dos resultados. 
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Figura 4.16 Declives do espectro das correntes eléctricas do motor da junta 4 na condição de 
impacto utilizando as janelas {rectangular, Hamming, Gaussiana, Hanning } com tw = {0,25; 
0,5; 1; 2; 4} s e δ = 1 s.  
4.3.6 Conclusões 
Nesta experiência relativa aos impactos analisaram-se diversos sinais robóticos experimentais. 
Com base no espectro dos sinais fez-se um estudo numa perspectiva do CF. A TFJ permite 
determinar o espectro dos sinais ao longo do tempo de aquisição e confirma a natureza 
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fraccionária dos sinais, cujo comportamento foi analisado através da TF clássica. Este estudo 
fornece informação útil que pode ajudar na concepção de um sistema de controlo para reduzir 
ou eliminar o efeito das vibrações. 
4.4 Estudo de manipulação de líquidos 
4.4.1 Introdução 
Como anteriormente se referiu, na prática os manipuladores robóticos apresentam vibrações 
indesejadas. Em (Singer, et al., 1988) indicam-se várias técnicas para reduzir as vibrações e a 
sua implementação nos robôs, quer na fase de fabrico, quer na fase de exploração. Como 
também já se referiu, vários autores estudaram o problema das vibrações. Motivado por este 
problema, nesta experiência analisam-se os sinais robóticos captados durante o movimento de 
um recipiente esférico montado no punho do robô numa perspectiva do CF. O recipiente 
transporta um líquido e a sua aceleração induz movimento no conteúdo causando, 
consequentemente, a vibração do líquido. O movimento do manipulador produz vibrações, 
devidas aos modos estruturais e à vibração do líquido. Deste modo, uma das aplicações onde 
ocorrem vibrações é na manipulação de líquidos.  
Neste domínio há dois aspectos principais: a modelação e o controlo da dinâmica dos 
líquidos. Diversos autores estudaram o problema da dinâmica induzida pelo movimento de 
cargas líquidas. Existem diversas ferramentas matemáticas para descrever os fluidos. Por 
exemplo, as equações de Navier-Stokes (Grundelius, 2001) (Rumold, 2001) podem-se adoptar 
para modelar a dinâmica dos líquidos. No respeitante ao problema de controlo das vibrações 
dos líquidos, foi primeiramente considerada na indústria aeroespacial no controlo dos mísseis 
guiados. Nesta aplicação verificou-se que a oscilação do combustível nos tanques podia 
resultar em instabilidades. Mais tarde, o movimento de recipientes abertos com líquidos foi 
também investigado, pois é um aspecto que tem de ser considerado em diversas indústrias, 
como é o caso, por exemplo, das indústrias de fundição e de bebidas. O principal objectivo 
inerente ao transporte de líquidos é o movimento rápido do recipiente com o mínimo de 
oscilação do seu conteúdo (Grundelius, 2001) (Feddema, et al., 1997). 
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4.4.2 Descrição da experiência 
Nesta experiência de estudo da dinâmica do líquido utilizou-se um recipiente esférico. As 
suas características mostram-se na tabela 4.3. O recipiente é montado no punho do robô 
através de um dispositivo de acoplamento mecânico construído para o efeito. A figura 4.17 
mostra o recipiente montado no punho do robô. Para estudar o comportamento das variáveis 
em diferentes situações, o recipiente pode permanecer vazio ou, alternativamente, o seu 
conteúdo pode ser um líquido ou um sólido. O movimento do robô é programado de forma 
que o recipiente se move de um ponto inicial até um ponto final distanciado de 0,6 m, 
segundo uma trajectória linear. 
Figura 4.17 Recipiente esférico com líquido. 
 
Tabela 4.3 Características do recipiente esférico. 
Característica Recipiente esférico 
Massa em vazio (kg) 215 × 10–3 
Diâmetro (m) 203 × 10–3 
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Durante o movimento do recipiente adquirem-se diversos sinais a uma frequência de 
amostragem fs = 500 Hz que são armazenados no computador. Os sinais são captados para 
três situações diferentes: (i) recipiente vazio, (ii) recipiente com conteúdo sólido e (iii) 
recipiente com líquido. A massa do recipiente com o sólido ou líquido é de 1 kg. O líquido 
utilizado é água. A aceleração do recipiente induz oscilações do líquido. O grau de oscilação 
depende do modo como o recipiente é acelerado, da sua geometria e das características do 
líquido. De forma a testar diferentes formas de aceleração utilizam-se dois tipos de velocidade 
das trajectórias, nomeadamente os perfis trapezoidal e parabolóide. 
4.4.3 Domínio dos tempos 
Tal como na experiência de estudo dos impactos, os sinais provêm de diversos sensores tais 
como codificadores de posição, sensores de corrente eléctrica, sensor de forças e momentos e 
acelerómetros montados no acessório (recipiente). Para analisar os efeitos da vibração dos 
líquidos causados pela aceleração do recipiente, os sinais são captados durante um intervalo 
de tempo de 20 s, apesar do movimento do recipiente durar apenas 5 s. As figuras 
4.18a) – 4.22a) mostram os sinais nos tempos utilizando o perfil de velocidades parabolóide, 
enquanto que as figuras 4.18b) – 4.22b) mostram os sinais nos tempos utilizando o perfil de 
velocidades trapezoidal. Os sinais representados em cada figura correspondem a três casos: i) 
recipiente vazio, ii) recipiente com conteúdo sólido e iii) recipiente com conteúdo líquido. 
A figura 4.18 mostra as correntes eléctricas dos motores. Como consequência, as juntas do 
robô rodam de acordo com a figura 4.19. Os sinais de posição das juntas 1–4 apresentam uma 
variação de aproximadamente 5 s, que é o tempo de duração da trajectória. De acordo com a 
trajectória adoptada, a junta 5 não roda. 
As figuras 4.20 e 4.21 mostram, respectivamente, as forças e os momentos em consequência 
do movimento do recipiente. O efeito da vibração do líquido pode observar-se na componente 
My do momento (figura 4.21), quer para o perfil parabolóide, quer para o perfil trapezoidal. 
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a) b) 
Figura 4.18 Correntes eléctricas dos motores do robô: a) perfil parabolóide; b) perfil 
trapezoidal. 
 
A figura 4.22 mostra as acelerações no extremo de fixação do recipiente (A1) e no punho do 
robô (A2). As amplitudes dos sinais dos acelerómetros para o perfil de velocidade trapezoidal 
são maiores no fim da trajectória que ocorre aproximadamente para t = 5 s. 
Comparando os sinais de posição das juntas para os dois perfis (figura 4.19) observa-se que a 
dinâmica dos sinais de posição, no início e no fim do movimento, são mais suaves para o caso 
do perfil parabolóide. Este facto é também reflectido nas correntes eléctricas dos motores das 
juntas (figura 4.18). 
As dinâmicas mais suaves do perfil parabolóide têm como consequência menores forças 
induzidas no recipiente. Consequentemente, a amplitude de vibração do líquido, causada pelo 
movimento do recipiente, é menor do que as acelerações ocorridas com o perfil trapezoidal 
(figura 4.22). Este facto reflecte-se na medição dos momentos do sensor localizado no 
gripper, como se pode observar na ampliação parcial do sinal My mostrado na figura 4.21. 
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a) b) 
Figura 4.20 Forças no gripper do robô: a) perfil parabolóide; b) perfil trapezoidal. 
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a) b) 
Figura 4.19 Posições dos eixos do robô: a) perfil parabolóide; b) perfil trapezoidal. 
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a) b) 
Figura 4.21 Momentos no gripper do robô: a) perfil parabolóide; b) perfil trapezoidal. 
 
  
a) b) 
Figura 4.22 Acelerações do recipiente: a) perfil parabolóide; b) perfil trapezoidal. 
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4.4.4 Transformada de Fourier 
De forma a estudar-se o comportamento da TF dos sinais, vai sobrepor-se uma LT baseada 
numa aproximação através da função potência (4.5), tal como se fez para o caso do estudo dos 
impactos. Desta forma, analisaram-se todos os sinais temporais das figuras 4.18–4.22 e 
seguidamente mostram-se os resultados mais relevantes. 
A figura 4.23 mostra a amplitude da FFT do sinal de posição da junta 1 (caso i) para o perfil 
trapezoidal. Calculou-se uma LT e sobrepôs-se no sinal, com um declive m = –0,99, que 
revela claramente o comportamento de ordem inteira. Os sinais de posição apresentam um 
comportamento idêntico, em termos do seu espectro, para os outros casos do (ii) recipiente 
com sólido e do (iii) recipiente com líquido. De facto, como mostrado na figura 4.19a), os 
sinais de posição mantêm a mesma forma para os três casos. 
 
Figura 4.23 Espectro da posição da junta 1 para o perfil trapezoidal. 
 
A figura 4.24 mostra a amplitude da FFT do sinal da posição da junta 3 (caso i e caso iii) para 
o perfil trapezoidal. O espectro foi aproximado por LTs numa gama de frequências maior que 
uma década. As LTs apresentam declives que variam ligeiramente (declive m = –2,54 para o 
caso i e declive m = –2,50 para o caso iii). O estudo do caso ii) apresenta uma LT com declive 
m = –2,62. Portanto, as linhas apresentam claramente um comportamento de ordem 
fraccionária para todos os casos. 
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Figura 4.24 Espectro da posição da junta 3 para o perfil trapezoidal. 
 
Os outros sinais de posição (juntas 2 e 4) foram estudados e apresentam também um espectro 
bem definido. As respectivas LTs apresentam declives com valores intermédios o que 
dificulta a sua classificação em termos de ordem inteira ou fraccionária. No que respeita ao 
sinal de posição da junta 5, como mantém o mesmo valor durante todo o tempo de aquisição, 
apresenta apenas uma componente de corrente contínua. 
A figura 4.25 mostra, a título de exemplo, a amplitude da FFT da corrente eléctrica do motor 
da junta 3 quando o recipiente transporta líquido (caso iii) e se aplica o perfil de velocidade 
trapezoidal. Calculou-se uma LT com declive m = –1,19 para uma gama de frequências maior 
que uma década e sobrepôs-se ao sinal. Estudaram-se também os sinais das outras correntes e 
revelaram um comportamento idêntico, em termos da dispersão do seu espectro, para as 
condições testadas (casos i, ii e iii). Como já foi referido anteriormente para o estudo dos 
impactos, de acordo com as especificações do fabricante, a malha de controlo do robô tem um 
tempo de ciclo tc = 10 ms. Este facto observa-se aproximadamente nos harmónicos 
fundamental (fc = 100 Hz) e múltiplos em todos os espectros das correntes dos motores. 
A figura 4.26 mostra a amplitude da FFT da componente Fx da força (caso i) para o perfil 
trapezoidal. Calculou-se uma LT com um declive m = –2,52 numa gama de frequências maior 
que uma década e sobrepôs-se ao sinal. A figura 4.27 mostra a amplitude da FFT da 
componente Fy da força (casos i e iii) para o perfil trapezoidal. Calcularam-se duas LTs com 
declives m = –2,49 e m = –2,53 para os casos i) e iii) numa gama de frequências maior que 
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uma década e sobrepuseram-se aos sinais. Os valores dos declives das componentes de força 
mostrados (figuras 4.26 e 4.27) mostram um comportamento de ordem fraccionária. Em geral, 
as forças para os outros casos não mostrados apresentam um espectro que pode ser 
aproximado por uma LT numa gama de frequências maior que uma década. Os declives das 
respectivas LTs apresentam valores intermédios o que dificulta a sua classificação em termos 
de ordem inteira ou fraccionária. 
  
Figura 4.25 Espectro da corrente do motor da 
junta 3 para o perfil trapezoidal. 
Figura 4.26 Espectro da componente Fx da 
força para o perfil trapezoidal. 
 
  
Figura 4.27 Espectro da componente Fy da força para o perfil trapezoidal. 
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A figura 4.28 mostra a amplitude da FFT da componente Mz do momento (caso ii) para o 
perfil trapezoidal. Este espectro não apresenta uma forma bem definida numa gama de 
frequências razoável (maior que uma década), o que também acontece para todos os espectros 
dos outros sinais de momento. Portanto, é difícil definir com precisão (na perspectiva de 4.5) 
o comportamento dos sinais em termos de dinâmica inteira ou fraccionária. 
Por último, a figura 4.29 mostra o espectro do sinal captado do acelerómetro 1 montado no 
recipiente. Tal como o espectro do outro acelerómetro, este espectro apresenta dispersão e 
uma forma complexa. Consequentemente, é difícil definir o declive da LT do sinal. 
Estudaram-se os espectros dos sinais para o perfil trapezoidal em termos do respectivo 
comportamento inteiro versus fraccionário. Os espectros para o perfil parabolóide foram 
também analisados. Os sinais nos tempos para o perfil parabolóide apresentam dinâmica mais 
suave que os correspondentes para o perfil trapezoidal. No entanto, ambos os casos revelam 
comportamento idêntico em termos das características inteira versus fraccionária. 
 
  
Figura 4.28 Espectro da componente Mz do 
momento para o perfil trapezoidal. 
Figura 4.29 Espectro da aceleração A1 do 
recipiente para o perfil trapezoidal. 
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4.4.5 Transformada de Fourier com janela  
Nas figuras 4.23–4.29 apresentaram-se diversos espectros de sinais captados durante 
aproximadamente 20 s. Os espectros para a maioria dos sinais apresentam dispersão. Tal 
como se fez no estudo dos impactos, de forma a obter-se um espectro com menor dispersão, 
vai-se utilizar um algoritmo com múltiplas janelas, como é o caso da TFJ. Assim, ao calcular 
a TF de “fatias” temporais dos sinais, o espectro resultante apresenta uma curva mais suave 
quando comparada com o espectro de todo o sinal temporal. De modo a estudar o 
comportamento de cada TF ),( τωjanX  (2.14) correspondente a cada “fatia” temporal, e tal 
como foi feito para o estudo dos impactos, sobrepôs-se ao espectro uma LT com declive mi 
durante, pelo menos, uma década. Com esta ideia em mente, é possível relacionar o declive m 
da LT da TF clássica, com o conjunto de declives mi das LTs da TFJ. De facto, o declive m da 
LT sobreposta à TF pode ser visto, de forma heurística, como a média pesada dos declives mi 
das LTs da TFJ obtidas para as n janelas (Lima, et al., 2008a): 
∑∑
==
n
i
i
n
i
iimedio amam
11
~
 
(4.6) 
onde o peso ai é a energia do sinal para cada janela i da TFJ (i = 1,..., n).  
A prática demonstra que esta fórmula heurística é apropriada quando a LT se adapta bem aos 
dados numéricos. 
Nesta linha de pensamento, o espectro dos sinais aproximados por LTs vão ser analisados 
com a TFJ. No estudo vai-se utilizar a janela Gaussiana (ver apêndice A) com α = 2,5. Os 
parâmetros temporais adequados da janela para a TFJ, nomeadamente a largura da janela 
tw = 2 s e a sobreposição β = 50% obtiveram-se pelo método de tentativa e erro (Lima, et al., 
2007e) (Lima, et al., 2008a).  
A figura 4.30a) mostra a corrente do motor da junta 3 para o perfil trapezoidal (caso iii). A 
figura 4.30b) mostra o espectro ao longo do tempo obtido pela TFJ. De acordo com a 
abordagem utilizada anteriormente, calculou-se uma LT entre as frequências 1 < f < 250 Hz 
para o espectro obtido para cada uma das janelas deslizantes. O conjunto das LTs resultantes 
mostra-se na figura 4.30c). As LTs para as janelas centradas aproximadamente nos instantes 
τ = 0 s e τ = 20 s (linhas a tracejado) apresentam um comportamento distinto resultante do 
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sinal apresentar uma truncatura abrupta nos extremos temporais. Este facto pode também 
observar-se parcialmente na figura 4.30b). Aqui o espectro apresenta uma energia 
considerável para as frequências 1 < f < 100 Hz em τ = 20 s devido às descontinuidades do 
sinal no tempo. Consequentemente não se consideram estas LTs no estudo. O valor dos 
declives das LTs restantes mostradas na figura 4.30c) variam entre –1,49 < m < –0,97. 
Utilizando a equação (4.6), obtém-se o valor do declive equivalente mmedio = –1,16, que é 
próximo do valor do declive m = –1,19 da LT da TF calculada para a mesma gama de 
frequências 1 < f < 250 Hz (figura 4.25). 
 
a) 
b) c) 
Figura 4.30 Corrente do motor da junta 3 para caso iii) utilizando o perfil trapezoidal: a) sinal 
nos tempos; b) espectro da TFJ; c) declives da TFJ. 
0 5 10 15 20
-5
0
5
10
(iii) líquido 1kg
β = 50%
t
w
 = 2 s
t (s)
 
I 3
 
(A
)
f (Hz)
t (s
)
 
 
100 101 102
0
5
10
15
20
0 0.5 1 1.5 2 2.5
0
5
10
15
20
100
101
102
103
10-2
100
102
t(s)f(Hz)
  FF FF
( x(
t))  
Capítulo 4 
 
120 
A figura 4.31 mostra um conjunto de sinais relativos à TFJ da componente Fy da força para o 
caso i) utilizando o perfil trapezoidal. Os valores dos declives da LTs (desprezando as LTs a 
tracejado) mostradas na figura 4.31c) variam no intervalo –2,68 < m < –0,80. Utilizando a 
expressão heurística (4.6), o declive equivalente obtido é mmedio = –2,47, que é de novo 
próximo do valor do declive m = –2,49 da LT da TF sobreposta na mesma gama de 
frequências 20 < f < 250 Hz (figura 4.27, caso i). 
 
a) 
b) c) 
Figura 4.31 Componente Fy da força para o caso i) utilizando o perfil trapezoidal: a) sinal nos 
tempos; b) espectro da TFJ; c) declives da TFJ. 
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Por último, a figura 4.32 mostra o conjunto de sinais relativos à TFJ da componente Fy da 
força para o caso iii) utilizando o perfil trapezoidal. A oscilação do sinal no domínio dos 
tempos (figura 4.32a) revela o efeito da oscilação do líquido durante o tempo de aquisição de 
20 s. Este facto observa-se na figura 4.32b) onde a energia do espectro para aproximadamente 
1 < f < 2,5 Hz apresenta um valor significativo. Os valores dos declives da LTs (desprezando 
as LTs a tracejado) variam no intervalo –2,74 < m < –0,80. Utilizando a equação (4.6)  
obtém-se o valor do declive equivalente mmedio = –2,45. Novamente, este valor é próximo de 
m = –2,53, ou seja, do declive da LT da TF sobreposta na mesma gama de frequências (figura 
4.27, caso iii). 
 
a) 
b) c) 
Figura 4.32 Componente Fy da força para o caso iii) utilizando o perfil trapezoidal: a) sinal 
nos tempos; b) espectro da TFJ; c) declives da TFJ. 
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4.4.6 Conclusões 
Nesta experiência relativa ao estudo da dinâmica induzida pelo recipiente com líquido 
analisaram-se diversos sinais experimentais. A dimensão da oscilação depende, entre outros 
aspectos, do modo como o recipiente é acelerado e desacelerado. De modo a testar diferentes 
formas de aceleração, utilizaram-se dois tipos de velocidade de trajectória: o perfil trapezoidal 
e o perfil parabolóide. Apesar dos sinais nos tempos exibirem dinâmica diferente, os seus 
espectros apresentam comportamento idêntico em termos da característica inteira versus 
fraccionária. O estudo realizado fez-se numa perspectiva do CF e a utilização da TFJ confirma 
a natureza fraccionária dos sinais cujo comportamento foi analisado através da TF clássica. 
Os resultados deste estudo podem ser utilizados na concepção de um sistema de controlo para 
reduzir ou eliminar o efeito indesejado das vibrações provocadas pela oscilação dos líquidos. 
4.5 Classificação dos sinais 
4.5.1 Introdução 
Como se viu nas experiências anteriores o sistema robótico capta sinais de diversos sensores, 
nomeadamente dos codificadores de posição, dos sensores de corrente, dos sensores de forças 
e momentos e dos acelerómetros montados no acessório. Devido à multiplicidade de sensores, 
os dados obtidos podem ser redundantes porque o mesmo tipo de informação pode ser 
captado por dois ou mais sensores. Devido ao preço dos sensores, este aspecto pode ser 
considerado de forma a reduzir o custo do sistema. Por outro lado, a colocação dos sensores é 
um aspecto importante de forma a obter os sinais apropriados relativos ao fenómeno das 
vibrações. Nesta linha de pensamento vai-se realizar um estudo para a classificação dos 
sensores. 
Diversos autores estudaram o assunto da classificação dos sensores. Em (White, 1987) 
apresenta-se um método de categorização flexível e fácil de adoptar que é útil para a descrição 
e comparação dos sensores. O autor organiza os sensores de acordo com diversos aspectos: 
grandeza física a medir, aspecto tecnológico, meio de detecção, fenómeno de conversão, 
material do sensor e campos de aplicação. Em (Michahelles, et al., 2003) propõe-se uma 
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sistematização no uso da tecnologia dos sensores. Identificam-se seis dimensões dos sensores 
que representam os objectivos dos sensores na sua interacção física. 
Actualmente a tecnologia oferece uma gama variada de sensores. De modo a usar toda a 
informação proveniente de uma diversidade de sensores é necessária uma arquitectura de 
integração. Existem diversas técnicas utilizadas para a fusão dos sinais dos sensores quando 
se lida com o problema da combinação da informação proveniente de sensores de natureza 
diversa, de modo a obter-se uma melhor “imagem” de uma dada situação. Como exemplos de 
métodos de fusão incluem-se os métodos de decisão ponderada (técnicas por votação), de 
inferência clássica, de inferência de Bayes, o método de Dempster-Shafer, a lógica difusa e as 
redes neuronais. O estudo da fusão dos dados tem sido alvo de grande interesse por parte da 
comunidade científica (Luo, et al., 1990) (Esteban, et al., 2005). Em (Hackett, et al., 1990) 
apresenta-se uma revisão dos métodos de fusão. Henderson e Shilcrat (Henderson, et al., 
1984) introduziram o conceito de sensor lógico, que consiste na especificação de uma 
definição abstracta de um sensor com uma estrutura uniforme para a integração num sistema 
de sensores múltiplos. 
Os últimos desenvolvimentos nos sensores electromecânicos miniatura (micro electro 
mechanical sensors – MEMS) com capacidades de comunicação sem fios tornam as redes de 
sensores possíveis com capacidades bastante promissoras. Esta tecnologia tem sido proposta 
para diferentes aplicações (Arampatzis, et al., 2005), incluindo a robótica. Em (Cheekiralla, et 
al., 2005) propõe-se uma classificação das redes de sensores sem fios de acordo com as suas 
funcionalidades e atributos. 
Nesta ordem de ideias apresenta-se um estudo com vista a classificar os sensores do sistema 
robótico utilizando o comportamento espectral dos sinais. 
4.5.2 Descrição da experiência 
Neste estudo utiliza-se de novo o sistema robótico apresentado no capítulo 3. Adopta-se um 
conjunto de experiências em que uma vareta de aço, montada no órgão terminal do robô, 
provoca um impacto numa superfície (ver figura 4.4). A vareta pode ter diferentes 
características geométricas conforme se indicam na tabela 4.4. Por outro lado, a superfície de 
impacto apresenta diferentes graus de rigidez conforme a espessura da tela é fina ou grossa. 
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Adicionalmente, é também testada a situação de ausência de impacto. Programa-se o 
movimento do robô para que a vareta se mova contra uma superfície de impacto. O 
movimento produz vibrações no manipulador devidas aos modos estruturais e à interacção 
com o meio ambiente. Durante o movimento adquirem-se diversos sinais a uma frequência de 
amostragem fs = 500 Hz que são gravados no computador. 
Tabela 4.4 Características das varetas de aço. 
Característica Vareta fina Vareta grossa 
Massa (kg) 0,107 0,195 
Comprimento (m) 0,475 0,475 
Diâmetro (m) 5,75 × 10–3 7,9 × 10–3 
 
De forma a ter-se um conjunto alargado de sinais captados durante o impacto da vareta na tela 
vertical definiram-se treze trajectórias. Estas trajectórias baseiam-se em diversos pontos 
escolhidos de forma sistemática no espaço de trabalho do robô, localizados num sistema de 
coordenadas cartesianas virtuais (figura 4.33). Este sistema de coordenadas é completamente 
independente do utilizado pelo sistema de aquisição de dados. Para cada trajectória o 
movimento do robô começa num destes pontos, move-se contra a superfície de impacto e 
volta à posição inicial, utilizando um perfil de velocidade parabolóide. 
  
Figura 4.33 Representação esquemática {3D, 2D} do robô e da superfície de impacto no 
sistema de coordenadas cartesianas virtuais. 
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4.5.3 Domínio dos tempos 
Como se referiu no capítulo 3 o sistema robótico permite captar diversos sinais, 
nomeadamente: a posição e a corrente eléctrica dos motores dos cinco eixos de rotação, as 
forças e momentos gerados no punho do manipulador e as acelerações do acessório montado 
no robô. As figuras 4.34a) – 4.38a) mostram os sinais nos tempos gerados pelo impacto da 
vareta fina, enquanto que as figuras 4.34b) – 4.38b) mostram os sinais nos tempos gerados 
pelo impacto da vareta grossa.  
 
a) b) 
Figura 4.34 Posições dos eixos do robô: a) vareta fina; b) vareta grossa. 
  
Os sinais representados em cada figura correspondem a três casos: i) sem impacto, ii) impacto 
na tela grossa e iii) impacto na tela fina. Observa-se que existe uma variação acentuada dos 
sinais no instante de impacto que ocorre, aproximadamente, para t = 3 s. Consequentemente, o 
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efeito das forças (figura 4.36) e momentos (figura 4.37) de impacto reflecte-se nas correntes 
requeridas pelos motores do robô (figura 4.35). Além disso, como seria de esperar, as 
amplitudes das forças geradas com a tela grossa (caso ii) são maiores do que as geradas com a 
tela fina (caso iii). Por outro lado, as forças com a vareta grossa (figura 4.36b) são maiores do 
que as que ocorrem com a vareta fina (figura 4.36a). Os momentos apresentam também um 
comportamento idêntico em termos de variação de amplitude para as condições testadas 
(figura 4.37). A figura 4.38 mostra as acelerações no extremo livre da vareta (A1 – sinal do 
acelerómetro 1), onde ocorrem os impactos, e no extremo fixo da vareta (A2 – sinal do 
acelerómetro 2). As amplitudes dos sinais dos acelerómetros são maiores do lado da vareta 
onde ocorre o impacto. Além disso, os valores das acelerações obtidos para a vareta fina 
(figura 4.38a) são maiores do que aquelas para a vareta grossa (figura 4.38b), pois a vareta 
fina é mais flexível. 
  
a) b) 
Figura 4.35 Correntes eléctricas dos motores do robô: a) vareta fina; b) vareta grossa. 
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a) b) 
Figura 4.36 Forças no gripper do robô: a) vareta fina; b) vareta grossa. 
 
 
a) b) 
Figura 4.37 Momentos no gripper do robô: a) vareta fina; b) vareta grossa. 
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a) b) 
Figura 4.38 Acelerações da vareta: a) vareta fina; b) vareta grossa. 
4.5.4 Domínio das frequências 
As figuras 4.39–4.44 mostram, a título de exemplo, o espectro de alguns sinais captados 
durante o movimento do robô. Estas figuras ilustram o comportamento diferente do espectro 
em função do sinal em análise. Estudaram-se todos os sinais do conjunto de trajectórias 
referidas na subsecção 4.5.2, mas em seguida referem-se apenas os aspectos mais relevantes 
de alguns deles. De forma a examinar o espectro dos sinais de forma sistemática, sobrepôs-se 
uma LT sobre o espectro de cada tipo de sinal, numa gama de frequências igual ou superior a 
uma década e aproximadamente no meio da gama de frequências do conteúdo espectral. Tal 
como anteriormente, a LT baseia-se na equação (4.5). O valor m do declive das LTs indica-se 
nas figuras. 
A figura 4.39 mostra a amplitude da FFT do sinal de posição da junta 3. Calculou-se uma LT 
e sobrepôs-se ao sinal (caso iii). Estudaram-se também os outros sinais de posição, mostrando 
um comportamento idêntico em termos da dispersão do espectro, com a utilização da vareta 
fina ou grossa e para os casos de impacto ou não. 
A figura 4.40 mostra a amplitude da FFT para a corrente eléctrica do motor da junta 3 (caso 
ii) com a LT que aproxima o respectivo espectro. Nos espectros das correntes dos motores 
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verifica-se, mais uma vez, o aparecimento do harmónico fundamental (fc = 100 Hz) e 
múltiplos originados pelo tempo de ciclo tc = 10 ms da malha de controlo do robô. 
  
Figura 4.39 Espectro do sinal de posição da 
junta 3. 
Figura 4.40 Espectro do sinal de corrente do 
motor da junta 3. 
 
A figura 4.41 mostra a amplitude da componente de força Fz (caso i). Este espectro não 
apresenta uma forma bem definida numa gama de frequências razoável (maior que uma 
década). No entanto, o espectro foi aproximado por uma LT numa gama de frequências de 
aproximadamente uma década, de forma a obter-se um método sistemático de comparação. A 
título de exemplo, para a mesma componente da força Fz (caso i), a figura 4.42 mostra a 
amplitude versus fase do espectro. Verifica-se que existe uma dispersão acentuada 
relativamente à fase. Analisou-se esta representação para os diversos sinais e verificou-se 
igualmente uma dispersão acentuada, pelo que esta representação revela-se inapropriada para 
a comparação do comportamento do espectro. 
A figura 4.43 mostra a amplitude da FFT da componente Mz do momento (caso i). Tal como a 
força Fz mostrada anteriormente, este espectro não apresenta uma forma bem definida numa 
gama de frequências razoável; no entanto, pela razão atrás referida, este espectro foi também 
aproximado por uma LT numa gama de frequências de aproximadamente uma década. 
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Figura 4.41 Espectro do sinal da componente 
Fz da força. 
Figura 4.42 Amplitude versus fase do 
espectro da componente Fz da força. 
 
Por último, a figura 4.44 mostra o espectro do sinal captado do acelerómetro 2 (caso i) 
montado no extremo fixo da vareta. De novo, aproximou-se o espectro por uma LT numa 
gama de frequências de aproximadamente uma década. 
  
Figura 4.43 Espectro do sinal da componente 
Mz do momento. 
Figura 4.44 Espectro do sinal de aceleração 
no extremo fixo da vareta (A2). 
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discutível. Contudo, utilizaram-se as LTs para os espectros de todos os sinais de forma a 
obterem-se resultados comparáveis. Na verdade, vai-se tentar estabelecer uma relação entre os 
sinais do mesmo sistema com base no comportamento do espectro. Existem outras 
abordagens, como por exemplo, a correlação entre os sinais que serão alvo de estudo em 
desenvolvimentos futuros. 
4.5.5 Análise do declive das linhas de tendência aproximadoras do espectro 
Utilizando os diversos valores dos declives das LTs do espectro vai-se proceder à sua análise 
estatística. De acordo com a descrição feita anteriormente, durante cada trajectória do robô 
captaram-se dezoito sinais. Para cada trajectória existem três casos: i) sem impacto, ii) 
impacto da vareta na tela grossa, iii) impacto da vareta na tela fina. Como referido 
anteriormente, definiram-se treze trajectórias. Adicionalmente, as mesmas trajectórias foram 
executadas com a vareta fina e com a vareta grossa. Estas variantes conduzem a uma 
população de 1404 valores de declives. 
O diagrama de caixas12 fornece um resumo visual de diversos aspectos da distribuição dos 
dados. Indica a média, o quartil inferior (primeiro quartil) e o quartil superior (terceiro 
quartil), os valores extremos superior e inferior (bigodes) e os valores atípicos (outliers). A 
interpretação do diagrama de caixas (ver figura 4.45) é a seguinte. A linha dentro do 
rectângulo (caixa) mostra o valor médio dos dados. A caixa é desenhada de modo a que 50% 
dos dados estão contidos no interior da caixa. De referir ainda que 75% dos dados apresentam 
valores inferiores ao topo da caixa e 25% dos dados apresentam valores inferiores ao fundo da 
caixa. As linhas superior e inferior são os “bigodes” que correspondem a duas linhas que vão 
do rectângulo aos valores mais afastados, que não sejam valores atípicos, mostrando a gama 
de valores dos dados. Os valores atípicos são assinalados individualmente pelo símbolo (+) e 
situam-se para além dos “bigodes”. De referir que a largura dos rectângulos não tem qualquer 
significado. A amplitude interquartil (IQR interquartile range) obtém-se pela subtracção do 
primeiro quartil ao terceiro quartil e é uma forma robusta para descrever a dispersão dos 
dados. 
                                                 
12
 Também conhecido como diagrama de caixa de bigodes, ou simplesmente caixa de bigodes (do inglês box plot 
ou box-and-whisker diagram) e ainda, e porventura mais conhecida, diagrama de extremos e quartis. 
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A figura 4.45 mostra o diagrama de caixas dos declives das LTs para os três casos utilizando a 
vareta fina, nomeadamente: i) sem impacto, ii) impacto da vareta na tela grossa, e iii) impacto 
da vareta na tela fina. A figura 4.46 mostra os IQRs versus as medianas respectivas. Desta 
figura é possível definirem-se três grupos de sinais assinalados pelas três elipses. Os sinais 
das forças {Fx, Fy, Fz} e das acelerações {A1, A2} localizam-se próximos uns dos outros. Os 
sinais de posição {P1, P2, P3, P4, P5}, dos momentos {Mx, My} e da corrente eléctrica I3 
situam-se no lado esquerdo da figura. Por último, os sinais das correntes eléctricas {I1, I2, I4, 
I5} situam-se no meio da figura e próximos entre si. Resta o sinal de momento Mz que 
aparentemente fica isolado. 
  
Figura 4.45 Diagrama de caixas para os 
declives das LTs do espectro de todos os 
sinais para os casos (i, ii, iii) utilizando a 
vareta fina.  
Figura 4.46 Amplitude interquartil versus 
mediana para todos os casos (i, ii, iii) 
utilizando a vareta fina. 
 
As figuras 4.47 e 4.48 mostram a mesma análise estatística descrita anteriormente, mas agora 
para a situação da vareta grossa. Na figura 4.48 podem-se de novo definir três grupos de 
sinais. Um grupo é formado pelos sinais {Fx, Fy, Fz, A1, A2} e o segundo grupo é formado 
pelos sinais {I1, I2, I4, I5}. O terceiro grupo é constituído pelos sinais {P1, P2, P3, P4, P5, Mx, 
My, Mz, I3}. Comparando com o caso estudado anteriormente referente à vareta fina, verifica-
se que agora o sinal Mz se juntou ao grupo dos “momentos e posições”. 
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Figura 4.47 Diagrama de caixas para os 
declives das LTs do espectro de todos os 
sinais para os casos (i, ii, iii) utilizando a 
vareta grossa. 
Figura 4.48 Amplitude interquartil versus 
mediana para todos os casos (i, ii, iii) 
utilizando a vareta grossa. 
Finalmente, as figuras 4.49 e 4.50 mostram a estatística para a globalidade dos declives das 
LTs dos espectros, considerando os dados da vareta fina e vareta grossa. Observam-se 
novamente três grupos de sinais: o grupo das “posições e momentos”, o grupo das “correntes” 
e o grupo das “forças e acelerações”. Como se pode observar o sinal de corrente I3 continua a 
pertencer ao mesmo grupo das “posições e momentos”. 
  
Figura 4.49 Diagrama de caixas para os 
declives das LTs do espectro de todos os 
sinais para os casos (i, ii, iii) utilizando as 
varetas fina e grossa. 
Figura 4.50 Amplitude interquartil versus 
mediana para todos os casos (i, ii, iii) 
utilizando as varetas fina e grossa. 
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4.5.6 Conclusões 
Nesta experiência relativa à classificação dos sinais analisaram-se diversos sinais robóticos 
experimentais nas condições de impacto ou ausência de impacto. Os testes demonstraram que 
o espectro é basicamente o mesmo para o caso do impacto na tela grossa e para os outros 
casos. Apresentou-se um método de classificação dos sinais baseado no comportamento do 
espectro dos sinais e que conduziu à obtenção de três grupos de sinais. Os resultados obtidos 
abrem caminho à comparação com outros métodos, como, por exemplo, a correlação dos 
sinais, de forma a clarificar os aspectos que conduzem à classificação proposta. 
4.6 Resumo 
Neste capítulo analisaram-se os sinais robóticos captados em diversas situações e para 
diferentes acessórios montados no punho do robô. Adoptaram-se diversas experiências em 
que o acessório utilizado foi uma lâmina de alumínio, uma vareta de aço ou um recipiente que 
pode conter líquidos. Na experiência com a lâmina são geradas vibrações em face do 
movimento do robô, permitindo assim mostrar as potencialidades do sistema robótico 
desenvolvido. Na experiência com a vareta de aço montada no punho do robô, este foi 
programado de modo efectuar uma trajectória em que a vareta embate numa tela. Os espectros 
dos sinais captados foram analisados e verificou-se que alguns sinais evidenciaram 
comportamentos de ordem fraccionária. Na experiência com o recipiente, estudou-se o 
comportamento dos sinais robóticos em face da movimentação de líquidos. Novamente, os 
espectros dos sinais captados foram analisados e verificou-se que alguns evidenciaram 
comportamentos de ordem fraccionária. A TFJ utilizada nos estudos referidos anteriormente 
revelou-se uma ferramenta adequada para a análise dos sinais não estacionários, como é o 
caso dos sinais originados por impactos e vibrações e movimentação de líquidos. Por último, 
fez-se um estudo estatístico do comportamento do espectro dos sinais e apresentou-se um 
método de classificação dos sinais.  
Os estudos efectuados quanto ao comportamento dos sinais podem fornecer informação útil 
para a concepção de um sistema de controlo para reduzir ou eliminar o efeito negativo das 
vibrações. Adicionalmente, a classificação dos sinais contribui para uma melhor clarificação 
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do papel dos diversos sensores e pode assim fornecer informação útil para a optimização da 
instrumentação utilizada nos sistemas robóticos. 
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Capítulo 5  
 
Estudo dos Sinais Através 
da Informação Mútua e da 
Reconstrução do Espaço de 
Estados 
 
5.1 Introdução 
Neste capítulo desenvolvem-se algumas aplicações onde se utiliza a teoria da informação e a 
reconstrução do espaço de estados. Assim, analisam-se diversos sinais captados pelo sistema 
robótico utilizando a informação mútua média para obter o EER. Na secção 5.2 analisa-se a 
relação do EER com as dinâmicas fraccionárias, utilizando os espectros dos sinais robóticos 
aproximáveis por LTs. Na secção 5.3 estuda-se o problema das folgas. Neste âmbito, 
determinam-se as componentes espectrais responsáveis pelas folgas e apresentam-se dois 
índices que permitem avaliar o nível das folgas existentes ao nível das juntas do robô. 
Também é analisada a relação da folga com a frequência e a amplitude dos movimentos do 
braço robótico. Por último, na secção 5.4 desenvolve-se uma técnica que utiliza a informação 
mútua média na sintonia da TFJ. Como resultado dessa sintonia obtêm-se diversos parâmetros 
que são utilizados na aplicação da TFJ a um dado sinal. 
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5.2 Estudo da relação do espaço de estados reconstruído com uma 
dinâmica fraccionária 
5.2.1 Introdução  
Seguidamente vai-se analisar a relação do EER com uma dinâmica fraccionária. Para isso 
utilizam-se os espectros dos sinais robóticos aproximáveis por uma LT, calculam-se os 
respectivos declives e determina-se o comportamento que pode ser de ordem inteira ou 
fraccionária. Para a reconstrução do EE de cada sinal, calcula-se o tempo de atraso Td através 
da dimensão fractal, como alternativa à informação mútua que é bastante utilizada. Vai-se 
mostrar que os declives das LTs dos espectros apresentam uma relação com a dimensão 
fractal do EER e o correspondente Td. 
5.2.2 Enquadramento 
Como já foi referido no capítulo 4, o estudo do CF tem sido alvo de interesse considerável 
(Machado, 2003) devido ao facto de muitos sistemas físicos serem bem caracterizados por 
modelos de ordem fraccionária (Podlubny, 2002). Com o sucesso na síntese de 
diferenciadores não inteiros, o aparecimento do componente dos circuitos eléctricos chamado 
fractância (Bohannan, 2002) e o projecto de controladores de ordem fraccionária (Sabatier, et 
al., 1998) (Melchior, et al., 2000) (Machado, 1997) (Barbosa, et al., 2004), o CF tem sido 
aplicado numa variedade de processos dinâmicos (Oustaloup, et al., 1997) (Vinagre, et al., 
2002). A importância dos modelos matemáticos de ordem fraccionária resulta do facto de 
descrever de forma mais precisa e de se relacionar mais profundamente com os processos 
físicos que apresentam um comportamento de memória longa. No capítulo 4 demonstrou-se 
que alguns sinais robóticos apresentam um comportamento de ordem fraccionária e 
constituem um banco de ensaios adequado para o estudo destes fenómenos. 
As equações diferenciais com atrasos (Driver, 1977) (Faybishenko, 2004) (Deng, et al., 2007) 
descrevem a evolução de um sistema num determinado instante de tempo t que depende do 
estado do sistema num instante anterior t’ = t–T. Por outro lado, o CF incorpora propriedades 
de memória no tempo porque capta os fenómenos dinâmicos envolvidos durante toda a 
história temporal de um sistema (Méhauté, et al., 1991) (Nigmatullin, 2006) (Tarasov, et al., 
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2006)(Korabel, et al., 2007) (Tarasov, et al., 2007). Consequentemente, parece razoável 
pensar na existência de algum tipo de relação entre o CF e os modelos de ordem inteira com 
atraso, pois ambos se baseiam em aspectos relativos a memória. O trabalho que se apresenta 
seguidamente é o primeiro passo no sentido de analisar a relação hipotética entre as equações 
diferenciais com atraso e o CF. 
O EER usa-se para analisar sinais com comportamento não linear. Como se viu nas 
subsecções 2.8.6 e 2.8.7, para reconstruir o EE é necessário encontrar o atraso temporal Td 
adequado entre o sinal e uma réplica atrasada do mesmo. Para se determinar o atraso utiliza-se 
frequentemente o conceito da informação mútua. No entanto, nalguns casos a informação 
mútua apresenta um comportamento que torna difícil a determinação do tempo de atraso 
adequado. Alternativamente, propõe-se um método baseado na dimensão fractal para a 
determinação do atraso adequado. Os testes desenvolvidos neste trabalho mostram que a 
dimensão fractal do EER dimEER versus o tempo de atraso Td apresenta um máximo 
correspondente a um valor adequado para o EER. De referir que não se apresenta uma prova 
teórica deste facto, pois a relação entre a dimensão fractal e o tempo de atraso é obtido apenas 
através de resultados experimentais (Lima, et al., 2008b). A mesma perspectiva motivou a 
relação entre a dimensão fractal e a ordem fraccionária e entre a dinâmica fraccionária e o 
comportamento de memória longa. Algumas investigações recentes abordam a relação entre a 
dimensão fractal e os modelos de ordem fraccionária (Novikov, et al., 2000) (Koga, et al., 
2004), mas ainda são necessários maiores desenvolvimentos para clarificar esta matéria. 
5.2.3 Descrição da experiência 
Para analisar a relação entre o atraso dos sinais e a dinâmica fraccionária vão-se utilizar os 
sinais obtidos com uma experiência idêntica à adoptada para o transporte de líquidos, que foi 
descrita anteriormente na subsecção 4.4.2. Os sinais robóticos captados dos diferentes 
sensores são gravados no computador com um período de amostragem ts = 2 × 10–3 s durante 
um tempo total de aquisição de tT = 20 s. As figuras 4.18b) – 4.22b) mostram os sinais nos 
tempos para o perfil de velocidades trapezoidal e que se vão utilizar seguidamente. 
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5.2.4 Resultados 
Utilizando os sinais captados vai-se analisar o comportamento fraccionário dos sinais versus o 
EER. 
A figura 5.1a) mostra a amplitude da FFT da corrente eléctrica da junta 5 do robô quando o 
recipiente contém líquido. Calculou-se uma LT e sobrepôs-se no sinal para uma gama de 
frequências superior a uma década (3 < f < 90 Hz). O respectivo declive é m = – 0,96, 
mostrando claramente um comportamento aproximadamente de ordem inteira. A figura 5.1b) 
mostra a amplitude da FFT da corrente eléctrica da junta 3 do robô quando o recipiente se 
encontra vazio. De novo calculou-se uma LT e sobrepôs-se no sinal para a mesma gama de 
frequências. O respectivo declive é m = – 1,53, que é típico de um comportamento de ordem 
fraccionária. Tal como se referiu no capítulo anterior, de acordo com as especificações do 
fabricante, a malha de controlo do robô tem um tempo de ciclo tc = 10 ms. Este facto  
observa-se aproximadamente nos harmónicos fundamental (fc = 100 Hz) e múltiplos em todos 
os espectros das correntes dos motores. 
A figura 5.1c) mostra a amplitude da FFT do sinal de posição da junta 1 (recipiente vazio). 
Calculou-se uma LT e sobrepôs-se ao espectro, obtendo-se um declive de m = – 0,99, 
revelando um comportamento inteiro. A figura 5.1d) mostra a amplitude da FFT do sinal de 
aceleração do recipiente com líquido. Tal como se referiu no capítulo 4, este espectro 
apresenta dispersão numa gama elevada de frequências. Os sinais de aceleração, força e 
momento apresentam, a maioria das vezes, um comportamento idêntico em termos de 
dispersão do espectro. Portanto, em geral, é difícil definir com rigor o declive da LT destes 
sinais e, consequentemente, caracterizar facilmente o seu comportamento em termos de um 
sistema com ordem inteira ou fraccionária. 
Em resumo, as correntes eléctricas dos motores das juntas e os sinais de posição das mesmas 
juntas apresentam um espectro bem definido e são bons candidatos à respectiva aproximação 
por LTs. 
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a) b) 
  
c) d) 
Figura 5.1 Amplitude da FFT para os sinais da experiência de transporte dos líquidos: a) 
corrente eléctrica da junta 5 (recipiente com líquido); b) corrente eléctrica da junta 3 
(recipiente vazio); c) posição da junta 1 (recipiente vazio); aceleração do recipiente 
(recipiente com líquido). 
 
A figura 5.2a) mostra a informação mútua média Imed (2.41) da corrente eléctrica do motor da 
junta 2 do robô quando se adopta um número de classes C = 10. Para este número de classes 
verifica-se a existência de um número considerável de descontinuidades. De facto, a 
informação mútua depende do número de classes C adoptadas no cálculo da função densidade 
de probabilidade F1{s(t), s(t + Td)} (ver equação (2.41)). Este facto pode observar-se na 
figura 5.2b). O tempo de atraso Td (o período de amostragem corresponde a Ts = 2 × 10–3 s) e 
100 101 102
10-3
10-2
10-1
100
101
102
103
104
Frequência (Hz)
  FF FF
( x(
t))  
Declive = -0.96
100 101 102
10-2
10-1
100
101
102
103
104
Frequência (Hz)
  FF FF
( x(
t))  
Declive = -1.53
100 101 102
103
104
105
106
107
108
Frequência (Hz)
  FF FF
( x(
t))  
Declive = -0.99
100 101 102
10-2
10-1
100
101
102
103
Frequência (Hz)
  FF FF
( x(
t))  
Capítulo 5 
142 
o número de classes C variam respectivamente na gama 0 < Td < 3000 e 10 < C < 500. Se C é 
demasiado pequeno então Imed apresenta algumas descontinuidades, pelo que se conclui ser de 
adoptar um valor de C elevado. No entanto, quanto maior for C maior é o tempo de 
processamento. Para um dado tempo de atraso Td, Imed apresenta uma curva monótona quando 
C varia. Nesta ordem de ideias, adoptou-se o valor de C = 100, porque apresenta um bom 
compromisso em termos de tempo de processamento. 
a)  b) 
Figura 5.2 Índice Imed da corrente eléctrica da junta 2 para o caso do recipiente vazio: a) Imed  
versus tempo de atraso para C = 10; b) Imed versus tempo de atraso e número de classes C. 
 
A figura 5.3 mostra a informação mútua média Imed da corrente eléctrica da junta 2 do robô 
para o caso do recipiente vazio e C = 100, observando-se um comportamento oscilatório (ver 
ampliação na figura 5.3a). Dos testes realizados, verifica-se que Imed apresenta sempre um 
certo grau de ruído/oscilação e a sua amplitude, em geral, é menor quando comparada com a 
mostrada na figura 5.2a). Consequentemente tem que se considerar um algoritmo para 
suavizar a curva. A figura 5.3b) mostra uma versão suavizada de Imed utilizando um algoritmo 
baseado no método dos mínimos quadrados. No entanto, não é óbvia a escolha do mínimo de 
Imed adequado, pois existem, mesmo assim, diversos mínimos locais. Devido a estes aspectos 
propõe-se um método alternativo para o cálculo do tempo de atraso Td baseado na dimensão 
fractal do EER dimEER.  
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a)  b) 
Figura 5.3 Índice Imed versus tempo de atraso da corrente eléctrica da junta 2 com o recipiente 
vazio para C = 100: a) original; b) versão suavizada. 
 
A figura 5.4a) mostra Imed (versão suavizada) da corrente eléctrica do motor da junta 3 para o 
caso do recipiente vazio quando C = 100. O primeiro mínimo local ocorre para o tempo de 
atraso Td = 150 amostras (0,3 s). Entre parêntesis indica-se o atraso temporal em segundos 
correspondente às 150 posições consecutivas da série temporal captada a uma frequência de 
amostragem de fs = 500 Hz. O segundo mínimo local evidente ocorre para o tempo de atraso 
Td = 525 amostras (1,05 s). Como referido anteriormente, nalguns casos, não é óbvia a 
escolha do mínimo adequado. A figura 5.4b) mostra a dimEER versus o tempo de atraso para o 
mesmo sinal robótico. O passo adoptado para o tempo de atraso foi de 25 amostras (0,05 s) 
porque representa um bom compromisso entre o tempo de processamento e a resolução. O 
índice dimEER apresenta um máximo local para Td = 150 amostras (0,3 s) e o máximo global 
para Td = 525 amostras (1,05 s). As figuras 5.4 mostram o EER para os dois tempos de atraso 
diferentes da corrente eléctrica do motor da junta 3 do robô para o caso do recipiente vazio. 
Diversas experiências demonstraram que o EER adequado é aquele que corresponde à figura 
5.4d) porque é o mais “aberto” (desdobrado) possível. As figuras 5.4 e–f) mostram os EERs 
correspondentes, numa representação a 3D, onde é visível que a parte desdobrada do EER a 
2D mantém-se desdobrada. As partes “dobradas” têm um comportamento idêntico, ou seja, 
permanecem, dobradas nas duas representações. Assim, é razoável utilizar a dimensão fractal 
do EER a 2D para se obterem as propriedades do EER. Por outro lado, o cálculo da dimensão 
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a) b) 
  
c) d) 
  
e) f) 
Figura 5.4 Índices da corrente eléctrica da junta 3 (recipiente vazio); a) versão suavizada de 
Imed  versus tempo de atraso; b) dimEER versus o tempo de atraso; c) EER para Td = 150 
amostras (0,3 s); d) EER para Td = 525 amostras (1,05 s); e) EER a 3D para Td = 150 
amostras; f) EER a 3D para Td = 525 amostras. 
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de imersão (apresentado mais à frente) confirma como apropriada a dimensão 3 para a 
obtenção do EER. 
A figura 5.5 mostra a amplitude da FFT da corrente eléctrica do motor da junta 3 do robô para 
o caso do recipiente com líquido. É evidente que o modelo (4.5) conduz a uma aproximação 
simples mas adequada. Portanto, calculou-se a LT e sobrepôs-se ao sinal numa gama de 
frequências superior a uma década (3 < f < 90 Hz). O seu declive é m = – 1,48 que reflecte um 
comportamento de ordem fraccionária.  
 
Figura 5.5 Amplitude da FFT para a corrente eléctrica da junta 3 para o caso do recipiente 
com líquido. 
 
A figura 5.6a) mostra a versão suavizada de Imed da corrente eléctrica do motor da junta 3, 
para o recipiente com líquido, quando C = 100. O primeiro mínimo local ocorre 
aproximadamente para um tempo de atraso Td = 300 amostras (0,6 s). O índice 
correspondente dimEER (figura 5.6b) apresenta um máximo global para (Td; dimEER) = (400; 
1,39) [amostras; s], apesar de para (Td; dimEER) = (300; 1,389) [amostras; s] o valor dimEER ser 
idêntico. As figuras 5.6c–d) mostram os EER para os dois tempos de atraso diferentes. Os 
resultados práticos mostram que o EER mais adequado é aquele correspondente à figura 5.6d) 
porque conduz ao gráfico mais desdobrado. Pode-se observar este aspecto em 
{s(t); s(t+Td)} = {4; –1}. 
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a) b) 
  
c) d) 
Figura 5.6 Índices da corrente eléctrica da junta 3 (recipiente com líquido); a) versão 
suavizada de Imed versus tempo de atraso; b) dimEER versus o tempo de atraso; c) EER para 
Td = 300 amostras (0,6 s); d) EER para Td = 400 amostras (0,8 s). 
 
A figura 5.7a) mostra a amplitude da FFT da corrente eléctrica do motor da junta 3 do robô no 
caso do recipiente com sólido. Calculou-se uma LT e sobrepôs-se no sinal numa gama de 
frequências maior que uma década (3 < f < 90 Hz). O respectivo declive é m = – 1,48. A 
figura 5.7b) mostra Imed (versão suavizada). O primeiro mínimo local ocorre aproximadamente 
para o tempo de atraso Td = 300 amostras (0,6 s). O dimEER (figura 5.7c) apresenta um 
máximo global para Td = 300 amostras. A figura 5.7d) mostra o respectivo EER. 
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a) b) 
c) d) 
Figura 5.7 Índices da corrente eléctrica da junta 3 (recipiente com sólido); a) FFT com uma 
LT; b) versão suavizada de Imed versus tempo de atraso; c) dimEER versus o tempo de atraso; d) 
EER para Td = 300 amostras (0,6 s). 
 
Os testes realizados para outros sinais provam que o índice dimEER é mais sensível que Imed. 
Adicionalmente, o gráfico de dimEER versus o tempo de atraso Td apresenta um máximo 
correspondente ao atraso adequado Td. Em resumo, o índice dimEER revela-se mais assertivo 
que Imed e é um índice apropriado para a determinação do tempo de atraso. 
Os gráficos do EER mostrados nas figuras anteriores apresentam uma espécie de nuvem, 
particularmente nos cantos. Estas nuvens podem esconder a curvas sobrepostas devido à 
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escolha inapropriada da dimensão de imersão dE. Para confirmar a dimensão de imersão dE 
adequada vai-se utilizar o método da decomposição em valores singulares apresentado na 
subsecção 2.8.8. A figura 5.8 mostra os valores próprios versus dimensão de imersão para os 
sinais analisados, respectivamente, nas figuras 5.4 , 5.6 e 5.7. De acordo com a figura, 
observa-se uma inflexão dos valores para a dimensão de imersão dE = 3, consequentemente 
será este valor a dimensão de imersão adequada. No entanto, apesar do EER a 3D ainda 
apresentar a referida nuvem, o aparecimento desta pode eventualmente ser explicado pela 
existência de ruído. 
 
Após se ter analisado individualmente o comportamento de algumas correntes eléctricas,  
vai-se agora explorar algumas relações entre as variáveis. A figura 5.9 mostra os declives das 
LTs versus dimEER e Td para as correntes eléctricas dos motores de todas as juntas do robô 
para os três casos do recipiente: vazio, com líquido e com sólido. Estes quinze pontos formam 
um lugar geométrico representado na figura 5.9 e que mostra a relação entre as três variáveis. 
Assim, verifica-se a existência de uma curva suave que interliga os declives das LTs versus 
dimEER e Td. Contudo, o estabelecimento explícito de uma relação de correlação analítica tem 
que ser investigada e deixa em aberto um ponto de desenvolvimento futuro. 
 
 
Figura 5.8 Determinação da dimensão de imersão dE pelo método da decomposição em 
valores singulares para a corrente I3 para os três casos. 
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Figura 5.9 Declives m das LTs da corrente eléctrica dos motores das juntas versus dimEER e 
tempo de atraso Td para os três casos do recipiente: vazio, com líquido e com sólido. 
5.2.5 Conclusões 
O espectro de diversos sinais robóticos foi aproximado por LTs. Com base no declive das LTs 
determinou-se o comportamento de ordem inteira ou fraccionária dos sinais. Por outro lado, 
para a reconstrução do EE de cada sinal é necessário conhecer o respectivo tempo de atraso. 
Para a sua determinação propôs-se uma nova abordagem baseada na dimensão fractal. De 
acordo com os testes realizados, a dimensão fractal mostrou ser um índice apropriado, pois 
obtiveram-se bons resultados. Após a análise individual do comportamento das correntes 
eléctricas dos motores do sistema robótico, construiu-se um gráfico das LTs versus a 
dimensão fractal e os tempos de atraso, para os três casos, designadamente para o recipiente 
vazio, ou quando o seu conteúdo é um líquido ou um sólido. O gráfico mostra que os diversos 
pontos formam uma superfície que demonstra a relação entre as variáveis. 
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5.3 Estudo das folgas 
5.3.1 Introdução 
O problema da existência de folgas encontra-se em muitos sistemas mecânicos. Este problema 
é particularmente importante na robótica de manipulação onde é necessária uma precisão 
elevada. Os sistemas robóticos possuem não linearidades nos actuadores onde se incluem as 
zonas mortas, saturação e folgas. As folgas são uma das não linearidades mais importantes 
que limitam fortemente o desempenho dos manipuladores mecânicos. Este fenómeno 
dinâmico não linear tem sido alvo de um interesse permanente por parte da comunidade 
científica, mas devido à sua complexidade ainda estão por determinar metodologias bem 
estruturadas. 
O estudo das folgas nos sistemas mecânicos apresenta dois aspectos principais: a identificação 
e o controlo. O problema da identificação foi analisado por diversos autores (Sarkar, et al., 
1997). Dagalakis e Myers (Dagalakis, et al., 1985b) (Dagalakis, et al., 1985a) (Dagalakis, et 
al., 1985c) propuseram uma técnica baseada na função coerência para detectar as folgas nos 
sistemas robóticos. A função coerência foi calculada entre a tensão eléctrica do motor e a 
velocidade ou a aceleração do braço, para uma excitação da junta com sinais aleatórios de 
banda limitada. Os autores mostraram que a função coerência apresenta um máximo na 
ausência de folgas e diminui a sua amplitude com o aumento da amplitude das folgas. Outra 
técnica, proposta por Stein e Wang, baseia-se na análise da transferência do momento para 
detectar as folgas nos sistemas mecânicos (Stein, et al., 1995). A alteração da velocidade da 
roda dentada motriz, devido ao impacto com a roda dentada accionada, está relacionada com a 
amplitude da folga. No estudo das folgas utilizam-se também outras técnicas, onde se incluem 
algoritmos baseados na inteligência artificial e os observadores de espaço de estados 
(Hovland, et al., 2002) (Merzouki, et al., 2006). Trendafilova e Brussel (Trendafilova, et al., 
2001) apresentaram também um conjunto de ferramentas para análise e monitorização da 
dinâmica não linear das juntas dos robôs. 
Para mitigar os efeitos das folgas, vários autores estudaram o problema do controlo dos 
sistemas mecânicos com este tipo de não linearidade (Azenha, et al., 1996) (Ma, et al., 2004) 
(Nordin, et al., 2002). Nordin e Gutman apresentam um apanhado das técnicas utilizadas no 
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controlo dos sistemas mecânicos com folgas. As técnicas incluem a utilização de 
controladores lineares, tais como, o PID e algoritmos baseados na realimentação e 
observadores do espaço de estados. Também foi utilizado o controlo baseado na função 
descritiva, que é um método relativamente simples para a análise e síntese dos sistemas não 
lineares (Azenha, et al., 1996). Adicionalmente, foram propostos outros controladores 
baseados em técnicas não lineares (Nordin, et al., 2000), redes neuronais (Seidl, et al., 1995) e 
lógica difusa13 (Su, et al., 2003). Mais recentemente os controladores de ordem fraccionária 
foram também aplicados na supressão das folgas nos sistemas mecânicos (Ma, et al., 2004). O 
problema da redução dos efeitos das folgas foi também estudado noutras aplicações robóticas, 
incluindo os sistemas com juntas (Shi, et al., 2006) e membros (Xu, et al., 2006) flexíveis, em 
grippers (Park, et al., 2005) e mãos antropomórficas (Mouri, et al., 2005). 
Os robôs modernos utilizam engrenagens de precisão para reduzir as folgas, mas a sua 
eliminação pode ser muito difícil porque existem diversas fontes que originam as folgas, que 
aparentemente são impossíveis de eliminar completamente (Dagalakis, et al., 1985a). 
Portanto, de forma a reduzir as folgas e os seus efeitos é necessário um conhecimento 
adequado deste fenómeno. Nesta perspectiva, vai-se analisar o comportamento de um 
manipulador mecânico com folgas nas juntas. 
5.3.2 Descrição da experiência 
Como se descreveu anteriormente o manipulador robótico utilizado é um robô vertical 
articulado com cinco juntas de rotação. A terceira junta constitui o cotovelo que liga o 
antebraço ao braço do robô. Esta junta é motorizada através de um servomotor acoplado por 
uma correia dentada à transmissão harmónica (harmonic drive). Ajustando a tensão da correia 
da transmissão da junta três, introduziram-se três níveis distintos de folgas classificados 
como: i) folgas pequenas, ii) folgas médias e iii) folgas grandes. A resposta da vibração é 
medida por dois acelerómetros. Os acelerómetros 1 e 2 estão montados, respectivamente, no 
extremo do antebraço junto ao cotovelo e no braço do robô junto ao punho (ver figura 5.10). 
O movimento do robô é programado de modo que apenas a junta 3 é actuada e, 
consequentemente, esta junta oscila numa determinada gama pré-definida de movimento, a 
                                                 
13
 Traduzido do termo Inglês fuzzy logic 
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partir de uma posição vertical. Os eixos das juntas de rotação 2, 3 e 4 são paralelos; portanto, 
os efeitos da rotação do eixo 3 afectam directamente as juntas adjacentes. Durante o 
movimento captaram-se e gravaram-se diversos sinais com uma frequência de amostragem 
fs = 750 Hz. Os sinais são provenientes dos diversos sensores, tais como, os codificadores de 
posição e os sensores de corrente eléctrica dos actuadores das juntas, o sensor de 
força/momento montado no punho e os acelerómetros. A figura 5.10b) mostra o acelerómetro 
2 montado no braço do robô. 
 
acelerómetro 1 
acelerómetro 2 
ajuste da 
folga da junta 
sensor de 
força/momento 
movimento do braço 
 
 
a) b) 
Figura 5.10 Colocação dos acelerómetros no manipulador para análise das folgas: a) 
ilustração da montagem; b) montagem do acelerómetro 2. 
5.3.3 Resultados 
Para análise dos sinais vai-se recorrer a algumas das ferramentas matemáticas descritas no 
capítulo 2. De forma a lidar com os sinais com ruído captados pelos acelerómetros  
utilizaram-se as capacidades de filtragem das TWs (Mallat, 1999). Adicionalmente, o 
comportamento do sistema com folgas analisa-se através do pseudo plano de fase 
(Trendafilova, et al., 2001). As figuras 5.11 e 5.12 mostram a evolução temporal típica de 
algumas variáveis. Estudaram-se todos os sinais captados do robô, mas, por questões de 
espaço, seguidamente apresentam-se apenas os mais relevantes. 
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A figura 5.11a) mostra as posições dos eixos das juntas 2-4 para o caso iii) folgas grandes. Foi 
actuada apenas a junta 3, mas devido ao acoplamento dinâmico, as juntas adjacentes 2 e 4 
sofrem também alguma influência. A figura 5.11b) mostra as correntes eléctricas dos motores 
das juntas 2–4 do robô para o caso i) folgas pequenas. As correntes dos motores revelam a 
acção do sistema de controlo que assegura o controlo de posição. 
a) b) 
Figura 5.11 Sinais relativos às juntas 2-4: a) posições das juntas para o caso iii); b) correntes 
eléctricas dos motores para o caso i). 
 
A figura 5.12a) mostra as acelerações do robô para o caso ii) folgas médias. Como foi referido 
anteriormente (ver figura 5.10a), os acelerómetros 1 e 2 estão montados, respectivamente, no 
extremo do antebraço, junto ao cotovelo, e no braço do robô, junto ao punho. Os sinais dos 
acelerómetros apresentam um ruído considerável, sendo difícil extrair informação adequada 
acerca do efeito das folgas. Diversos testes demonstraram que os efeitos dos ajustes das folgas 
são captados apenas pelo acelerómetro 2. Apesar dos sinais dos outros sensores apresentarem 
um ruído menor, quando comparados com o dos acelerómetros, o efeito das folgas não é 
observado por aqueles. É ainda de referir que, devido à quantidade de ruído, o acelerómetro 1 
não capta de forma adequada o efeito das folgas. 
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a) b) 
Figura 5.12 Acelerações do robô: a) caso ii); b) casos i) e iii). 
 
A figura 5.12b) mostra o sinal do acelerómetro 2 para os casos i) e iii). O sinal correspondente 
ao caso iii) apresenta picos mais elevados quando comparado com o caso i). A propósito deste 
detalhe, o efeito das folgas torna-se difícil de analisar devido ao ruído excessivo dos sinais 
dos acelerómetros. A figura 5.13 mostra o espectro do sinal do acelerómetro 2 para os casos i) 
e iii). Os dois espectros são idênticos, o que confirma o resultado indesejado do ruído que 
esconde o efeito das folgas. Para estudar as folgas, os sinais têm que ser filtrados de forma a 
reduzir o nível de ruído. Inicialmente tentou-se utilizar um filtro passa baixo tipo Butterworth 
com diversas frequências de corte. O sinal resultante da filtragem apresentava uma redução do 
nível de ruído, mas o efeito dinâmico das folgas era também reduzido. Como alternativa 
utilizaram-se as TWs. Inicialmente realizaram-se vários testes preliminares com diversas 
famílias de wavelets para verificar as respectivas capacidades. A wavelet Haar apresentou 
bons resultados e foi adoptada devido à sua simplicidade e tempo computacional reduzido. 
A figura 5.14 mostra a árvore de decomposição com as bandas de frequência resultantes das 
componentes de aproximação (An) e detalhes (Dn) correspondentes a cada nível. Visto que a 
frequência de amostragem dos sinais captados é fs = 750 Hz, as gamas de frequência são 
aproximadamente os valores indicados no diagrama. 
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Figura 5.13 Espectros do sinal do acelerómetro 2. 
 
 
Figura 5.14 Decomposição por wavelets e as bandas de frequência resultantes. 
 
A figura 5.15a) mostra as componentes dos cinco níveis obtidos pelo método de 
decomposição do sinal do acelerómetro 2 para o caso i). O sinal original captado do 
acelerómetro 2 representa-se na parte superior da figura. As componentes de aproximação 
mostram a parte das frequências baixas do sinal de aceleração. As cinco componentes de 
detalhe mostram a parte das frequências elevadas para as diferentes bandas de frequência. 
Utilizou-se um método de filtragem baseado no nível do limiar para cada componente. Para as 
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diversas componentes das wavelets [A5; D1; D2; D3; D4; D5] os níveis de limiar adoptados 
foram, respectivamente, [3,74; 4,42; 4,26; 4,09; 3,92; 3,74] ms–2. Na parte superior da figura 
5.15b) mostra-se o sinal filtrado resultante, sendo agora evidente o efeito das folgas. A figura 
5.15b) mostra também as seis componentes do sinal filtrado correspondentes às mesmas 
bandas de frequência mostradas na figura 5.15a). Comparando as cinco componentes de 
detalhe do sinal filtrado com as do sinal com ruído torna-se evidente o efeito da filtragem. 
5.3.3.1 Estudo das energias 
Os valores da energia para cada componente são indicados na figura 5.15. Comparando os 
sinais filtrados com os originais observa-se que o processo de filtragem remove cerca de 21% 
da energia do sinal. 
Para comparar as energias em cada nível das TWs, adoptaram-se valores normalizados. 
Assim, considera-se a energia total resultante da soma de todas as componentes como 
unitária. Na figura 5.16 apresentam-se os valores normalizados das energias para as seis 
componentes resultantes do processo de decomposição. A distribuição de energia no domínio 
da frequência não é uniforme. O sinal tem a energia concentrada nas baixas frequências, 
nomeadamente na componente A5. No entanto, o sinal apresenta também energia considerável 
nas componentes de detalhe D1 a D3.  
Em termos da energia, a componente de aproximação A5 é a mais importante, quer para o 
sinal com ruído quer para o sinal filtrado. Contudo a componente A5 não é sensível ao efeito 
das folgas. Adicionalmente, a componente de detalhe D1 para o sinal com ruído para os casos 
i), ii) e iii) possuem aproximadamente a mesma energia, enquanto que para os sinais filtrados 
a energia da componente varia significativamente para os três casos. As componentes de 
detalhe D2 e D3 apresentam um comportamento similar àquele descrito para a componente D1. 
Portanto, comparando os detalhes {D1, D2, D3} pode-se observar que estas componentes do 
sinal com ruído não são sensíveis às folgas, enquanto que as versões filtradas alteram-se em 
face das folgas. Para o sinal com ruído, as componentes de detalhe {D4, D5} apresentam uma 
energia idêntica, ao passo que para os sinais filtrados as correspondentes energias das 
componentes para os três casos são residuais. 
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Em conclusão, pode-se afirmar que a componente de aproximação A5 é o sinal responsável 
pela excitação do sistema, enquanto as componentes de detalhe {D1, D2, D3} para os sinais 
filtrados são as componentes sensíveis às folgas (Lima, et al., 2008c). Finalmente, as 
componentes de detalhe {D4, D5} são essencialmente constituídas por informação não 
relevante. 
a) b) 
Figura 5.15 Decomposição por wavelets do sinal do acelerómetro 2 para o caso i): a) com 
ruído; b) filtrado. 
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Figura 5.16 Energia das componentes da decomposição por wavelets dos sinais do 
acelerómetro 2 original e filtrado para os três casos. 
5.3.3.2 Índices propostos para detecção das folgas 
Utilizando a representação em série de Fourier trigonométrica dada por (2.5) pode-se expandir 
o sinal periódico filtrado de acordo com a seguinte expressão. 
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(5.1) 
onde a0, ak, bk ℜ∈ , k ℵ∈  e ω é a frequência angular fundamental do sinal. 
É necessário um número infinito de termos (ou seja, o termo fundamental e os harmónicos de 
ordem superior) para adaptar o sinal filtrado x(t) através de xSF(t). Contudo, pode-se assumir 
que o sinal filtrado x(t) (ver parte superior da figura 5.15b) é composto pelo harmónico 
fundamental perturbado pelo efeito das folgas. Assim, para o caso i) correspondente à folga 
pequena, com k = 1, obtém-se (a0; a1; b1) = (–0,59; –5,44; 0,64). A figura 5.17 mostra o sinal 
filtrado do acelerómetro 2 para o caso i) e o seu harmónico fundamental. 
A figura 5.18 mostra o EER dos sinais com ruído e filtrados do acelerómetro 2, para os casos 
de folgas pequena e grande, e os respectivos harmónicos fundamentais. Como referido na 
subsecção 2.8.7, normalmente o tempo de atraso Td adoptado para o EER baseia-se na 
correlação ou na informação mútua da série temporal. Neste trabalho, a prática demonstrou 
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que o tempo de atraso adequado corresponde a um quarto do período do harmónico 
fundamental, que foi o valor utilizado para os EERs mostrados na figura 5.18. Esta relação foi 
posteriormente confirmada pela consulta da bibliografia (Provenzale, et al., 1998). De novo, 
observam-se as vantagens do sinal filtrado. Comparando o EERs do sinal com ruído para os 
casos i) (figura 5.18a) e iii) (figura 5.18b) verifica-se o efeito das folgas. Contudo, é difícil 
medir o efeito das folgas devido ao ruído. Esta tarefa simplifica-se utilizando os 
correspondentes EERs para os sinais filtrados (figura 5.18c e figura 5.18d). Nesta linha de 
pensamento, para analisar a influência dos diferentes níveis das folgas no sistema robótico 
desenvolveu-se uma métrica baseada no erro entre o sinal filtrado e o seu harmónico 
fundamental. Para as duas componentes x(t) e x(t–τ) do EER, o índice baseia-se na raiz 
quadrada do erro médio no tempo discreto, dado por: 
222
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período de amostragem. 
 
Figura 5.17 Sinal filtrado do acelerómetro 2 e o seu harmónico fundamental para o caso i). 
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a) b) 
  
c)  d) 
Figura 5.18 EER do sinal do acelerómetro 2 e o seu harmónico fundamental: a) sinal com 
ruído para o caso i); b) sinal com ruído para o caso iii); c) sinal filtrado para o caso i); d) sinal 
filtrado para o caso iii). 
 
Os valores calculados para os três casos das folgas utilizando os sinais filtrados (RMSE i; 
RMSE ii; RMSE iii) = (2,24; 2,44; 3,14) × 10–7 mostram que a amplitude do índice aumenta 
com o nível da folga (ver figura 5.19). Por outro lado, os valores correspondentes para os 
sinais com ruído são (RMSE i; RMSE ii; RMSE iii) = (5,13; 5,09; 5,43) × 10–7 que mostram um 
comportamento diferente devido ao efeito do ruído.  
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Adicionalmente, desenvolveu-se um conjunto de experiências para avaliar a influência da 
amplitude e da frequência do movimento da junta 3 na dinâmica das folgas. A figura 5.20 
mostra o valor do RMSE do sinal do acelerómetro 2 para as nove experiências. Os resultados 
confirmam, em geral, o comportamento do RMSE que aumenta com o nível das folgas. 
Contudo, para algumas experiências, o índice não está completamente de acordo com os 
resultados esperados. Uma causa possível para este facto pode ser devida ao ruído do sinal 
que não foi completamente filtrado, provavelmente devido ao método adoptado para a 
selecção do nível de limiar. A utilização de outro método (por exemplo, um método 
heurístico) ou a utilização de outro tipo de wavelet pode mitigar o problema do ruído.  
 
Figura 5.19 RMSE do sinal do acelerómetro 2 com ruído e filtrado para os três casos das 
folgas. 
 
Adicionalmente, a figura 5.21a) mostra os valores RMSE para o sinal do acelerómetro 2 
versus a amplitude e frequência dos movimentos da junta 3 para o caso das folgas pequenas. 
Os nove pontos, mostrados na figura 5.20 para cada caso individual, agora formam uma 
superfície que relaciona as três variáveis demonstrando-se assim a existência de uma curva 
suave que as interliga. Existe um máximo de RMSE = 1,06×10–6 que ocorre aproximadamente 
para (frequência; amplitude) = (0,6; 6,5). A figura 5.21b) mostra as mesmas variáveis 
mostradas na figura 5.21a), mas para o caso das folgas grandes. Existe um máximo de 
RMSE = 1,35×10–6 que ocorre aproximadamente para os mesmos valores de (frequência; 
amplitude) = (0,6; 6,5). 
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Figura 5.20 RMSE do sinal filtrado do acelerómetro 2 para um conjunto de experiências:  
casos i), ii) e iii). 
 
a) b) 
Figura 5.21 RMSE do sinal do acelerómetro 2 versus amplitude e frequência dos movimentos 
da junta 3 para os casos: a) folgas pequenas; b) folgas grandes. 
 
O EER tem a característica de concentrar os dados no espaço, o que facilita a aplicação de 
métricas baseadas nas propriedades geométricas. Nesta perspectiva, estudou-se também a 
dimensão fractal DF (2.35). A figura 5.22a) mostra os valores de DF para os três casos. O 
índice DF fornece valores quase idênticos para a mesma experiência e, portanto, este índice 
não distingue claramente os casos, de acordo com o nível das folgas. A figura 5.22b) mostra, 
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como exemplo, o índice DF versus a amplitude e a frequência do movimento da junta 3 para o 
caso da folga média. Existe um mínimo de DF = 1,3 que ocorre para (frequência; 
amplitude) = (0,6; 6,5). Comparando as figuras 5.21) e 5.22b), verifica-se que o índice DF 
detecta o comportamento geral do efeito das folgas. No entanto, DF apresenta uma resolução 
baixa para a detecção dos três casos. 
Em resumo, os testes desenvolvidos mostram que o índice RMSE é mais sensível, quando 
comparado com o índice DF, e, portanto, o índice RMSE apresenta-se como um índice 
adequado para a análise das folgas (Lima, et al., 2008d). 
a) b) 
Figura 5.22 DF do sinal do acelerómetro 2: a) para os três casos de folgas; b) versus amplitude 
e frequência do movimento da junta 3 para o caso ii). 
 
Do estudo das energias efectuado na subsecção 5.3.3.1 concluiu-se que a componente de 
aproximação A5 é o sinal responsável pela excitação do sistema, enquanto as componentes de 
detalhe {D1, D2, D3} para os sinais filtrados são as componentes sensíveis às folgas. Assim, 
para a detecção do efeito das folgas poderia também utilizar-se um índice baseado nestas 
componentes, como, por exemplo: 
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Adicionalmente, podem também desenvolver-se diversos índices a partir da representação 
gráfica do EER, utilizando a estatística e as características da sua forma. 
5.3.4 Conclusões 
As experiências realizadas demonstraram a utilidade e a eficácia das TWs na filtragem dos 
sinais experimentais, reduzindo o ruído e mantendo, simultaneamente, as características 
importantes acerca das folgas. A análise da energia dos sinais mostra as componentes 
responsáveis pela excitação do sistema e pelas folgas. Para a detecção do efeito das folgas no 
manipulador robótico propuseram-se dois índices, designadamente o RMSE e a DF. Enquanto 
o RMSE se revela como um índice apropriado para a análise das folgas, a DF apresenta uma 
resolução baixa que limita a sua aplicabilidade. 
É de referir ainda que o EER, à semelhança das TWs, revelou-se como uma ferramenta útil na 
análise das folgas. Neste sentido, podem desenvolver-se diversas ferramentas de estudo das 
folgas baseadas nas propriedades das TWs e do EER. 
5.4 Sintonia da transformada de Fourier com janela 
5.4.1 Introdução 
Em muitas aplicações é importante conhecer o conteúdo espectral num dado período de 
tempo. De facto, existem fenómenos localizados no tempo (e. g., picos e impactos) que não 
são facilmente detectados pela TF clássica. Assim, a análise no tempo-frequência usa-se em 
muitos campos, no estudo dos sinais com conteúdo espectral variável. 
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Existem muitas abordagens para a análise no tempo frequência dos sinais não estacionários. 
Entre outras, as mais utilizadas são a distribuição de Wigner, a transformada de Gabor, a TFJ 
e a TW (Allen, et al., 2004). Existem diversos livros que abordam a representação no  
tempo-frequência, onde se incluem (Cohen, 1995), (Flandrin, 1999) e (Mallat, 1999). A 
comparação entre as diferentes abordagens foi alvo de interesse por parte de diversos autores 
(Jones, et al., 1989) (Jones, et al., 1992a) (Cohen, 1989) e verifica-se que a escolha da melhor 
representação depende da aplicação (Jones, et al., 1989). 
A TFJ é uma das representações no tempo-frequência mais utilizadas. Assim, esta técnica é 
adoptada em muitos campos da engenharia como, por exemplo, no processamento de sinais de 
áudio (voz e música), processamento de sinais de vibrações (Scheffer, et al., 2004), 
processamento de sinais sísmicos, radiação electromagnética (Ozdemir, et al., 1997) e 
robótica (Lima, et al., 2008e). A TFJ é uma extensão da TF, onde a transformada é calculada 
repetidamente para uma versão do sinal temporal, visto através de uma janela deslizante. Cada 
TF fornece uma “fatia” do espectro associado ao instante de tempo do centro da janela. 
Existem diversos estudos para a implementação de algoritmos recursivos da TFJ (Chen, et al., 
1993), (Chen, et al., 1994), (Tomazic, et al., 1996), (Czerwinski, et al., 1997). Um aspecto 
importante da TFJ é a largura da janela que está relacionada com a resolução  
tempo-frequência. A resolução na frequência da TFJ é proporcional à largura de banda 
efectiva da janela. Consequentemente, para a TFJ existe um compromisso entre as resoluções 
nos tempos e nas frequências. Por um lado, uma boa resolução temporal requer uma janela 
estreita e, por outro lado, uma boa resolução nas frequências requer uma janela larga. 
Diversos autores abordaram este aspecto (Jones, et al., 1989), (Jones, et al., 1992b), 
(Zielinski, 2001). De forma a escolher a resolução desejada, a largura da janela pode ser 
ajustada de forma adaptativa (Jones, et al., 1992b), (Jones, et al., 1997), (Djurovic, et al., 
2003), (Stankovic, 2001) baseada numa medida instantânea da qualidade da resposta no 
tempo-frequência. 
Um outro aspecto da TFJ a considerar é o tipo de janela adoptada. Os diversos tipos de janela 
foram anteriormente referidos na subsecção 2.6.2. Diversos autores estudaram o efeito das 
janelas na TFJ (Allen, et al., 2004), (Oppenheim, et al., 1989), (Ha, et al., 1989) e verifica-se 
que a melhor escolha depende do tipo de sinal (Czerwinski, et al., 1997). 
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Resumidamente, existem parâmetros distintos que devem ser definidos na TFJ. Nesta linha de 
pensamento a necessidade de índices de sintonia adequados para a TFJ motivaram o estudo 
que se vai apresentar seguidamente. Desenvolveram-se diversas experiências e estudaram-se 
diversos índices para a sintonia da TFJ. No estudo utilizaram-se diferentes abordagens onde 
se incluem a estatística, a entropia e a informação mútua. Neste campo diversos autores 
investigaram as ligações entre a teoria da informação (entropia e informação mútua) e a 
representação no tempo-frequência (Aviyente, 2005b) (Aviyente, et al., 2005a) (Baraniuk, et 
al., 2001) (Loughlin, et al., 2004). Neste trabalho apresenta-se um método baseado na teoria 
da informação que se revela como uma estratégia promissora. 
Do exposto anteriormente nesta subsecção e nas subsecções 2.6.1 e 2.6.2, para a aplicação da 
TFJ existem diversos parâmetros que têm que ser definidos, nomeadamente o tipo, a largura 
tw e a sobreposição β da janela. Algumas janelas possuem também um parâmetro α que afecta 
a sua forma. Muitos autores estudaram as janelas aplicadas à TFJ na perspectiva das suas 
próprias características. Como já referido anteriormente, a escolha de uma janela para um 
sinal particular depende do próprio sinal. Portanto, a sintonia automática dos parâmetros das 
janelas também depende do sinal. Neste contexto, os resultados que se apresentam 
seguidamente consideram a janela juntamente com o sinal. 
5.4.2 Aplicação da informação mútua na transformada de Fourier com 
janela 
A TFJ, ),( τωjanX  (conforme a expressão 2.14), pode ser interpretada como uma função 
densidade de probabilidade bidimensional com duas variáveis ω e τ, desde que se normalize 
de acordo com a expressão seguinte: 
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(5.5) 
As funções distribuição de probabilidade marginal das variáveis ω e τ são, respectivamente, 
( )ω2F  e ( )τ3F , de acordo com as expressões: 
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A informação mútua é um índice que mede a dependência das duas variáveis do ponto de 
vista da teoria da informação. A informação mútua para as duas variáveis ω e τ é dada por: 
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(5.8) 
A informação mútua média ℜ∈medI  entre as duas variáveis é dada por: 
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(5.9) 
Como se viu na subsecção 2.8.7.2, uma das aplicações do índice Imed é na obtenção do tempo 
de atraso para a reconstrução do EER. O índice Imed relaciona dois conjuntos de medidas e 
estabelece um critério para a sua dependência mútua na perspectiva da teoria da informação. 
Adicionalmente, Imed reconhece as propriedades não lineares das variáveis (Trendafilova, et 
al., 2001). Por outras palavras, a informação mútua apresenta bons resultados, seja para 
relações lineares, seja para relações não lineares entre as variáveis. Nesta linha de pensamento 
vai-se aplicar a informação mútua na sintonia da TFJ. 
5.4.3 Resultados 
Para avaliar a informação mútua média Imed(ω,τ) para a sintonia da TFJ, vai-se utilizar um 
conjunto de sinais captados pelo sistema robótico obtidos nas experiências descritas nas 
secções 4.3 e 4.4, referentes, respectivamente, aos estudos dos impactos e à manipulação de 
líquidos. A figura 5.23a) mostra o sinal nos tempos impxF  (componente x da força no punho do 
robô para a experiência em que ocorre o impacto) e a figura 5.23b) mostra o correspondente 
módulo da TF. Adicionalmente, a figura 5.24a) mostra o sinal nos tempos liqA2  (acelerómetro 
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2 montado no punho quando o robô transporta o recipiente com líquido) e a figura 5.24b) 
mostra o correspondente módulo da TF. Por questões de espaço vão-se mostrar apenas os 
resultados mais relevantes. 
  
a) b) 
Figura 5.23 Sinal impxF : a) amplitude nos tempos; b) módulo da transformada de Fourier. 
 
  
a) b) 
Figura 5.24 Sinal liqA2 : a) amplitude nos tempos; b) módulo da transformada de Fourier. 
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5.4.3.1 Sintonia da largura e sobreposição das janelas 
A figura 5.25 mostra a informação mútua média Imed(ω,τ) do sinal impxF  para a janela 
Gaussiana captado durante um tempo total de tT = 8 s. A largura tw e a sobreposição temporal 
β variam, respectivamente, nas gamas 0,25 < tw < 6 s e 5 < β < 90 % e adopta-se o parâmetro 
α = 2,5 para a janela Gaussiana (ver apêndice A). Existem três zonas de picos e as diversas 
experiências demonstraram que a melhor sintonia encontra-se na primeira curva que ocorre na 
direcção crescente de tw. Assim, os melhores parâmetros de sintonia correspondem ao pico 
mais elevado que ocorre para (β; tw) = (36,7; 2,6). A figura 5.26 mostra a TFJ calculada com 
estes parâmetros de sintonia. 
Figura 5.25 Índice Imed(ω,τ) versus (β, tw) do sinal impxF  para a janela Gaussiana com α = 2,5, 
tT = 8 s. 
 
A figura 5.27 mostra a informação mútua média Imed(ω,τ) do sinal liqA2  utilizando a janela 
Gaussiana e o sinal é adquirido durante um tempo total de tT = 20 s. As gamas de valores de 
tw, β e α são idênticas àquelas adoptadas no exemplo anterior. De novo, escolhe-se o pico 
mais elevado, localizado na primeira curva na direcção crescente de tw. Neste caso, o pico 
mais elevado ocorre para (β; tw) = (20,83; 2,29) que é o pico absoluto de Imed(ω,τ). A figura 
5.28 mostra a TFJ calculada com estes parâmetros de sintonia. 
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Figura 5.26 TFJ do sinal impxF  para a janela Gaussiana com (β; tw) = (36,7; 2,6). 
 
Nos exemplos anteriores adoptou-se a janela Gaussiana e agora vai-se testar a janela Hanning. 
A figura 5.29 mostra Imed(ω,τ) para o sinal analisado na figura 5.27 ( liqA2 ). O pico mais 
elevado ocorre para (β; tw) = (20,83; 2,29) correspondendo à melhor sintonia da TFJ que, de 
facto, é a mesma obtida para a janela Gaussiana. Os testes provam que os resultados para a 
janela Hanning são bastante idênticos aos obtidos com a janela Gaussiana para α = 2,5. Por 
exemplo, analisando o mesmo sinal, para a janela Gaussiana com α = 2,0, o pico maior ocorre 
em (β; tw) = (21,67; 2,29) que é diferente do obtido para a janela Hanning. 
Figura 5.27 Índice Imed(ω,τ) versus (β, tw) do sinal liqA2  para a janela Gaussiana com α = 2,5, 
tT = 20 s. 
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Figura 5.28 TFJ do sinal liqA2  para a janela Gaussiana com (β; tw) = (20,83; 2,29). 
 
Figura 5.29 Índice Imed(ω,τ) versus (β, tw) do sinal liqA2  para a janela Hanning com tT = 20 s. 
 
Pode-se também testar a janela fraccionária (ver apêndice A). A figura 5.30 mostra a 
informação mútua média Imed(ω,τ) do sinal impxF  para a janela fraccionária, adquirido durante 
tT = 8 s. A gama de valores de tw e β são os usados nos exemplos anteriores. Se se escolher o 
pico maior, localizado na primeira curva na direcção crescente de tw, obtêm-se os valores de 
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sintonia (β; tw) = (31,7; 2,3). A figura 5.31 mostra a TFJ calculada com estes parâmetros de 
sintonia e observam-se os efeitos do fenómeno de Gibbs introduzidos pela janela fraccionária. 
Figura 5.30 Índice Imed(ω,τ) versus (β, tw) do sinal impxF  para a janela fraccionária com α = 1, 
tT = 8 s. 
 
 
Figura 5.31 TFJ do sinal impxF  para a janela fraccionária com (β; tw) = (31,7; 2,3). 
 
Os exemplos anteriores mostram a aplicabilidade do método proposto. No entanto, a prática 
demonstra que, para alguns sinais, é difícil escolher os parâmetros de sintonia adequados (β, 
tw). A figura 5.32 mostra Imed(ω,τ) versus (β, tw) do sinal liqI2 . Existem diversas curvas de 
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picos com valores idênticos e, consequentemente, é difícil seleccionar a mais apropriada. 
Assim, são necessários maiores desenvolvimentos para clarificar o comportamento de 
Imed(ω,τ). 
Figura 5.32 Índice Imed(ω,τ) versus (β, tw) do sinal liqI2  para a janela Gaussiana com α = 2,5, 
tT = 20 s. 
5.4.3.2 Sintonia do parâmetro α da janela 
Com foi referido anteriormente, as janelas Gaussiana e fraccionária (as respectivas expressões 
e formas encontram-se no apêndice A) incluem o parâmetro α que afecta a sua forma. Assim, 
α apresenta-se também como um parâmetro que deve ser sintonizado adequadamente. As 
figuras 5.33 e 5.34 ilustram a informação mútua média Imed(ω,τ) para o sinal impxF , 
respectivamente, para as janelas Gaussiana e fraccionária. O sensor situa-se no punho e o 
sinal é adquirido durante tT = 8 s. Os valores de α e β, para ambas as janelas, variam, 
respectivamente, nas gamas 0,5 < α < 6  e 5 < β < 90 %. Em ambos os casos a largura da 
janela é tw = 2,5 s. O índice Imed(ω,τ) apresenta um pico em (β; α) = (35; 3,9) para o caso da 
janela Gaussiana. Adicionalmente, existe um conjunto de valores elevados aproximadamente 
em β = 35%. O conjunto de valores começa próximo de α = 2,5, que é o valor normalmente 
adoptado por defeito para a janela Gaussiana (figura 5.33). No caso da janela fraccionária o 
pico ocorre para (β; α) = (34; 1), conforme se observa na figura 5.34. 
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Figura 5.33 Índice Imed(ω,τ) versus (α, β) do sinal impxF  para a janela Gaussiana. 
 
Figura 5.34 Índice Imed(ω,τ) versus (α, β) do sinal impxF  para a janela fraccionária. 
5.4.4 Conclusões 
A TFJ é uma das representações tempo-frequência mais utilizadas sendo adoptada em muitas 
áreas da engenharia. De forma a utilizar esta técnica têm que se definir diversos parâmetros de 
acordo com o sinal a analisar. 
Neste trabalho mostra-se a informação mútua média como um índice que pode utilizar-se para 
a sintonia da TFJ. As definições da janela obtidas com o índice proposto revelaram-se como 
um bom compromisso entre as resoluções no tempo e na frequência para os sinais analisados. 
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Os resultados baseados em sinais experimentais são promissores e demonstram a 
aplicabilidade e a eficácia da nova abordagem. No entanto, a prática mostra que para alguns 
sinais é difícil a escolha dos parâmetros adequados de sintonia baseada no método proposto. 
Assim, são necessários maiores desenvolvimentos para clarificar esta limitação. 
5.5 Resumo 
Neste capítulo mostraram-se alguns conjuntos de experiências em que se utilizou a teoria da 
informação e a reconstrução do espaço de estados. Assim, na maioria das experiências 
adoptadas analisaram-se diversos sinais robóticos recorrendo à informação mútua média.  
Numa experiência analisou-se a relação do EER com uma dinâmica fraccionária, utilizando os 
espectros dos sinais robóticos aproximáveis por LTs. Para a reconstrução do EE de cada sinal 
é necessário conhecer o respectivo tempo de atraso. Para a sua determinação propôs-se uma 
nova abordagem baseada na dimensão fractal.  
Num outro conjunto de experiências estudou-se o problema das folgas. Determinaram-se as 
componentes espectrais responsáveis pelas folgas e apresentaram-se dois índices que 
permitem avaliar o nível das folgas existentes ao nível das juntas do robô. Também foi 
analisada a relação da folga com a frequência e amplitude dos movimentos do braço robótico.  
Por último, estudou-se a sintonia da TFJ. Neste âmbito, desenvolveu-se uma técnica que 
utiliza a informação mútua média na sintonia da TFJ. Como resultado dessa sintonia 
obtiveram-se diversos parâmetros que são utilizados na aplicação da TFJ a um sinal.
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Capítulo 6  
 
          Conclusões 
 
6.1 Introdução 
Neste capítulo estabelecem-se as principais conclusões e contribuições que decorrem do 
trabalho desenvolvido ao longo da tese. São também realçados alguns aspectos que poderão 
merecer uma investigação futura. Nesta ordem de ideias, na secção 6.2 discutem-se os 
resultados obtidos e indicam-se as principais conclusões do trabalho realizado. De seguida, na 
secção 6.3, apontam-se as principais contribuições da tese. Por último, na secção 6.4  
referem-se várias perspectivas de investigação futura. 
6.2 Principais conclusões e discussão dos resultados 
Qualquer decisão que o ser humano tenha que tomar face a uma questão é tão melhor 
fundamentada quanto melhor se conhecer o problema em causa. Neste sentido, o estudo dos 
sinais robóticos apresentados nesta tese pode contribuir para uma melhor compreensão dos 
fenómenos envolvidos em diversas áreas da robótica, como a interacção dos manipuladores 
com o meio envolvente, a manipulação de contentores com líquidos e o estudo de não 
linearidades, como é o caso das folgas.  
Nos estudos efectuados utilizaram-se diversas ferramentas matemáticas. A aplicação dessas 
ferramentas levou a que, adicionalmente, se aprofundassem vários aspectos, como é o caso da 
transformada de Fourier com janela, da reconstrução do espaço de estados, utilizando a 
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dimensão fractal, e do estudo das folgas, recorrendo a índices baseados na reconstrução do 
espaço de estados. 
Os capítulos desta tese apresentam na parte final uma secção correspondente a um resumo, 
onde se faz uma síntese dos aspectos mais relevantes. Ao longo dos mesmos, no fim de cada 
matéria, apresentam-se também algumas conclusões parcelares. Nesta ordem de ideias, 
apresenta-se em seguida uma síntese das principais conclusões do trabalho: 
• O sistema desenvolvido permitiu captar diversos sinais robóticos. Estes sinais 
revelaram-se um banco de ensaios adequado para o estudo dos fenómenos envolvidos 
nos impactos e nas vibrações. Os sinais captados pelo sistema serviram para analisar o 
problema das folgas em robótica e estudar a relação do espaço de estados reconstruído 
com as dinâmicas fraccionárias; 
• Através do estudo espectral dos diversos sinais robóticos, verificou-se o seu 
comportamento em termos de ordem inteira ou fraccionária. No entanto, para alguns 
sinais essa verificação foi inconclusiva, pois apresentam um espectro complexo, de 
difícil aproximação por uma simples linha de tendência; 
• A transformada de Fourier com janela revelou-se uma ferramenta adequada para a 
análise dos sinais não estacionários, como é o caso dos sinais originados por impactos 
e vibrações; 
• Apresentou-se um método de classificação dos sinais baseado no comportamento dos 
respectivos espectros e que conduziu à obtenção de três grupos de sinais: o grupo das 
“posições e momentos”, o grupo das “correntes” e o grupo das “forças e acelerações”; 
• A transformada wavelet revelou-se um método de filtragem adequado para sinais com 
bastante ruído onde outros métodos de filtragem clássicos se mostraram ineficientes; 
• O espaço de estados reconstruído constitui uma ferramenta adequada e promissora 
para análise de sinais que apresentem algum grau de periodicidade; 
• A aplicação da transformada de Fourier com janela necessita de uma parametrização 
de acordo com o sinal a analisar. Neste trabalho propôs-se a informação mútua média 
como um índice a utilizar na escolha dessa parametrização. Os resultados baseados em 
sinais experimentais são promissores e demonstraram a aplicabilidade e a eficácia da 
nova abordagem. 
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6.3 Contribuições científicas 
A investigação desenvolvida e apresentada nesta tese teve como finalidade atingir os 
objectivos propostos. As principais contribuições inovadoras realizadas descrevem-se 
seguidamente: 
1. Verificação da existência de sinais robóticos com comportamentos inteiro e 
fraccionário ocorridos durante impactos e vibrações (Lima, et al., 2006a) (Lima, et al., 
2006b) (Lima, et al., 2007d) (Lima, et al., 2007f) (Lima, et al., 2008e), utilizando o 
sistema desenvolvimento (Lima, et al., 2005a) (Lima, et al., 2005b); 
2. Verificação da existência de sinais robóticos com comportamentos inteiro e 
fraccionário na manipulação de líquidos (Lima, et al., 2007e); 
3. Estabelecimento de uma expressão heurística, aplicável aos espectros aproximáveis 
por linhas de tendência, que relaciona o declive da linha de tendência da transformada 
de Fourier clássica com o conjunto correspondente de declives das linhas de tendência 
das transformadas de Fourier com janela (Lima, et al., 2008a); 
4. Concepção de um método novo para classificação dos sinais baseado nas respectivas 
respostas espectrais (Lima, et al., 2007a) (Lima, et al., 2007b) (Lima, et al., 2007c); 
5. Verificação experimental de uma relação entre os declives das linhas de tendência dos 
espectros com a dimensão fractal do espaço de estados reconstruído e o 
correspondente tempo de atraso. Neste âmbito propôs-se um método novo para 
determinação do tempo de atraso na reconstrução do espaço de estados baseado na 
dimensão fractal (Lima, et al., 2008b); 
6. Concepção de dois índices novos para determinação do grau das folgas em sistemas 
mecânicos sujeitos a oscilações periódicas (Lima, et al., 2008c) (Lima, et al., 2008d); 
7. Concepção de um método novo baseado na informação mútua para sintonia da 
transformada de Fourier com janela. 
6.4 Perspectivas para desenvolvimentos futuros 
Após a realização desta tese, constata-se que se abriram novas perspectivas e que existem 
aspectos que podem ser melhorados ou explorados. Alguns desses pontos já foram referidos 
ao longo do texto. Neste contexto, apresenta-se em seguida uma síntese dos aspectos que 
podem ser alvo de desenvolvimento futuro: 
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• Concepção de um sistema de controlo para reduzir ou eliminar os efeitos indesejados 
dos impactos e vibrações; 
• Comparação do método apresentado de classificação dos sinais, baseado no 
comportamento dos respectivos espectros, com outros métodos; 
• Investigação com vista ao estabelecimento explícito de uma relação de correlação 
analítica, verificada experimentalmente, entre os declives das linhas de tendência dos 
espectros com a dimensão fractal do espaço de estados reconstruído e o 
correspondente tempo de atraso das variáveis; 
• Modificação do algoritmo de cálculo da dimensão fractal, baseado no método de 
contagem de caixas aplicado a imagens a 2D, de forma a generalizar-se a sua 
aplicação a diferentes dimensões topológicas, podendo, assim, aplicar-se ao espaço de 
estados reconstruído para dimensões superiores a dois; 
• Utilização de outras técnicas complementares na análise dos sinais robóticos que 
podem fornecer informação útil sobre as variáveis, onde se incluem, os expoentes de 
Lyapunov, surrogate data e a previsão de valores futuros; 
• Análise mais aprofundada na aplicação da transformada wavelet na filtragem dos 
sinais de forma a melhorar os resultados do índice proposto para o estudo das folgas 
baseado na raiz quadrada do erro médio; 
• Análise mais aprofundada do método apresentado para sintonia da transformada de 
Fourier com janela, baseado na informação mútua média, de forma a clarificar o seu 
comportamento para alguns sinais em que é difícil a escolha dos parâmetros de 
sintonia adequados. 
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Apêndice A  
 
Janelas temporais 
 
Neste anexo apresentam-se na tabela A–1 as expressões das principais janelas temporais 
utilizadas em processamento digital de sinal (Nuttall, 1981), (Harris, 1978), (Ha, et al., 1989), 
(Oppenheim, et al., 1989) e, em seguida, nas figuras A–1 a A–5 mostram-se as respectivas 
representações gráficas nos tempos. Em cada figura representa-se apenas um determinado 
conjunto de janelas de modo a facilitar a visualização. 
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Nome da 
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Figura A–1 – Janelas: Bartlett–Hanning modificada, Bartlett, Blackman, Blackman-Harris. 
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Figura A–2 – Janelas: Bohman, Chebyshev, Flattop, Gaussiana. 
 
Figura A–3 – Janelas: Hamming, Hann(ing), Kaiser, Nuttall. 
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Figura A–4 – Janelas: Parzen, rectangular, Tukey, triangular. 
 
Figura A–5 – Janela fraccionária com α = {0,5; 1; 1,5; 2}.
-0.2 0 0.2 0.4 0.6 0.8 1 1.2
-0.2
0
0.2
0.4
0.6
0.8
1
Tempo
Am
pl
itu
de
 
 
Parzen
Rectangular
Tukey
Triangular
-0.2 0 0.2 0.4 0.6 0.8 1 1.2
-0.2
0
0.2
0.4
0.6
0.8
1
Tempo
Am
pl
itu
de
 
 
Fraccionária alfa=0.5
Fraccionária alfa=1
Fraccionária alfa=1.5
Fraccionária alfa=2
 186 
 
 
 187 
Apêndice B  
 
Definições e derivadas/integrais 
fraccionários 
 
 
 
Neste anexo apresentam-se na tabela B–1 algumas das principais definições de derivadas e 
integrais de ordem fraccionária (Miller, et al., 1993) e (Oldham, et al., 1974) e na tabela B–2 
apresentam-se as derivadas e integrais fraccionários de algumas funções elementares. O 
símbolo Γ representa a função Gama de Euler. Esta função é utilizada no cálculo fraccionário 
e generaliza o factorial n! permitindo que n tome valores reais e complexos. 
 
  
Apêndice B 
 
188 
Tabela B–1 Definições de algumas derivadas e integrais fraccionários. 
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Tabela B–2 Derivadas e integrais fraccionários de algumas funções elementares φ(x). 
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Apêndice C  
 
Especificações do equipamento 
 
 
Manipulador robótico 
Tabela C-1 Características técnicas principais do manipulador robótico. 
Tipo Antropomórfico 
Fabricante Eshed Robotec 
Referência Scorbot ER VII 
Número de eixos 5 
Movimento dos eixos 
Eixo 1: rotação da base 
Eixo 2: rotação do ombro 
Eixo 3: rotação do cotovelo 
Eixo 4: inclinação (pitch) do punho 
Eixo 5: torção (roll) do punho 
 
250º, 310º programado pelo utilizador 
170º 
225º 
180º 
360º 
Raio máximo de operação 690mm 
Realimentação de posição Codificadores ópticos incrementais em cada 
eixo: disco com 96 ranhuras 
Actuadores  Servo motores eléctricos 12 VDC 
Transmissão Transmissões harmónicas (Harmonic 
drives), correias e poleias 
Repetibilidade ±0.2mm 
Velocidade máxima 1000 mm/s 
Carga máxima 2 Kg 
Peso 30Kg 
 
Tabela C-2 Características técnicas principais do controlador do manipulador robótico. 
Número de eixos Standard / Máximo: 8 / 11 
Controlo por grupos 
Os 11 eixos com controlo independente estão 
divididos em 3 grupos: 
Grupo A: eixos1, 2, 3, 4, 5 e 6 
Grupo B: eixos 7 e 8 
Grupo C: eixos 9, 10 e 11 
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CPU Motorola 68020 
EPROM  384 KB 
RAM Sistema/ Utilizável: 64 KB / 128 KB 
Comunicação 8 Portas série RS232 
Entradas/Saídas 16 / 16 
Linguagens de programação ACL: Advanced Control Language Permite a programação via porta série 
Fontes de alimentação internas Motores: +24 VDC, 18 A Utilizável: +12VDC, 2 A 
Massa 19 kg 
 
Sensor de corrente eléctrica 
Tabela C-3 Características técnicas principais do sensor de corrente eléctrica por efeito de 
Hall. 
Tipo Efeito de Hall 
Fabricante LEM, Suiça 
Referência LA–25N 
Escalas de medida de corrente nominal 5, 6, 8, 12, 25 A 
Precisão ±0.5 % 
Alimentação ±15 VDC 
 
Sistema de medida de força/momento 
O sistema de medida força/momento é constituído por duas unidades funcionais: 
• Sensor de força/momento de seis componentes; 
• Carta de processamento digital de sinal 
Tabela C-4 Características técnicas principais do sensor de força/momento. 
Tipo Extensómetros metálicos montados numa variante da Cruz 
de Malta com três braços 
Fabricante JR3, EUA 
Referência 67M25A-I40, 63N4 
Gama de medida 
[fx fy fz mx my mz] 
[63N 63N 126N 4Nm 4Nm 4Nm] 
Massa 0.180 Kg 
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Tabela C-5 Características técnicas principais da carta de processamento de força/momento. 
Fabricante JR3, EUA 
Referência Force sensor receiver card for PCI bus 2053 
Barramento PCI 
Taxa máxima de amostragem de 
força/momento  
8 kHz 
 
Acelerómetros 
Tabela C-6 Características técnicas principais dos acelerómetros. 
Tipo Piezoresistivo 
Fabricante FGP, França 
Referência FA-208-15 
Gama de medida ±5 g 
Resposta em frequência (–3dB) 0 – 1000 Hz 
Sensibilidade 1 V/ 1 g 
Linearidade ±2% 
Alimentação ±15 VDC 
 
Computador 
Tabela C-7 Características técnicas principais do computador. 
Fabricante Dell 
Sistema operativo Microsoft Windows 2000 
Processador Pentium 4 
Velocidade de processamento 3.0 GHz 
Memória RAM 1 Mb 
Disco Duro 100 Gb 
Barramento PCI 
Porta de comunicações Série RS232 
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Carta electrónica de conversão A/D 
Tabela C-8 Características técnicas principais carta de conversão A/D. 
Fabricante National Instruments, EUA 
Referência DAQ 6024E 
Resolução 12 bits 
Número de canais analógicos de entrada 16 
Tensões de entrada ±50 mV, ±500 mV, ±5 V, ±10 V 
FIFO 512 posições 
Taxa de amostragem 200 kHz 
Número de canais analógicos de saída 2 
Número de entradas e saídas digitais 8 
Contadores 2 
Barramento PCI 
 
Carta electrónica de contagem de impulsos 
Tabela C-9 Características técnicas principais da carta de contagem de impulsos. 
Fabricante National Instruments, EUA 
Referência DAQ 6602 
Número de contadores 8 
Resolução 32 bits 
FIFO 512 posições 
Máxima frequência do sinal 80 MHz 
Número de entradas e saídas digitais 32 
Barramento PCI 
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Apêndice D  
 
Esquema eléctrico/electrónico 
do equipamento 
 
 
Neste apêndice apresentam-se os seguintes circuitos eléctricos/electrónicos desenvolvidos 
para a construção do sistema robótico: 
• Cabo de ligações dos sinais dos codificadores das juntas do robô ao filtro digital; 
• Cabo de ligações da placa de aquisição de dados aos acelerómetros; 
• Circuito electrónico do filtro de corrente eléctrica dos motores das juntas do robô; 
• Parte do circuito electrónico e ligações do filtro digital dos sinais dos codificadores; 
• Filtro digital do sinal dos codificadores das juntas do robô; 
• Esquema dos cabos de ligação dos módulos dos sensores de corrente eléctrica dos 
motores das juntas do robô; 
• Esquema do circuito electrónico de isolamento (buffer) dos sinais dos codificadores;  
• Esquema de ligações ao sensores de corrente eléctrica dos motores das juntas do robô. 
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