We present a new video compression framework (ViSTRA2) which exploits adaptation of spatial resolution and effective bit depth, down-sampling these parameters at the encoder based on perceptual criteria, and up-sampling at the decoder using a deep convolution neural network. ViSTRA2 has been integrated with the reference software of both the HEVC (HM 16.20) and VVC (VTM 4.01), and evaluated under the Joint Video Exploration Team Common Test Conditions using the Random Access configuration. Our results show consistent and significant compression gains against HM and VVC based on Bjønegaard Delta measurements, with average BD-rate savings of 12.6% (PSNR) and 19.5% (VMAF) over HM and 5.5% (PSNR) and 8.6% (VMAF) over VTM.
I. INTRODUCTION
The development of video technology for film, television, terrestrial and satellite transmission, surveillance, and especially Internet video, demands much higher bandwidth than ever before to support new services and ever increasing numbers of users consuming ever more content. Although communication techniques have improved significantly recently due to the advances in network and physical layers, the bitrate available to an individual user at the application layer is still limited, due to the increasing amounts of video data (with higher quality and more immersive formats) consumed everyday. Video compression offers the solution to this problem, but equally presents major challenges in how we achieved yet higher coding gains.
Since the first video coding standard, H.120 [1] , was introduced in 1984, standardisation of video formats and coding algorithms have played an important role in the application and success of video technology [2] . In the last three decades, video compression standards have been improved significantly, with each new standard providing approximately twice the compression efficiency compared to its predecessor. The latest effort, Versatile Video Coding (VVC) [3] , initiated in 2018, is targeting 30-50% overall bitrate savings over the current standard, High Efficiency Video Coding (HEVC), through integrating more sophisticated tools.
Inspired by recent advances in artificial intelligence, machine learning-based methods have seen increasing utility in video compression algorithms both for end to end compression Manuscript and to enhance conventional coding tools [4] [5] [6] . Although some of these works, particularly those using Convolutional Neural Networks (CNNs), have reported evident coding gains, very few of them have been adopted by standards due to their high complexity and unconventional architectures needed for the CNN models [7] .
Alongside conventional coding tools, spatial and temporal resolution adaptation have also been employed in video compression to improve coding efficiency. This type of approach has previously been adopted for relatively low bitrate scenarios [8, 9] , as the quality of up-sampled video content can be inconsistent at higher bitrates due to the blurring or aliasing artefacts introduced by resolution adaptation. It is also noted that, in these approaches, only spatial and temporal (frame rate) resolution adaptations have been exploited for video compression and there is little reported work on bit depth adaptation.
Based on our previous work on spatial resolution (SR) and effective bit depth (EBD) [10] [11] [12] [13] [14] [15] adaptations, and perceptual quality assessment [16] , a new video compression framework, ViSTRA2, is proposed in this paper. It dynamically downsamples the spatial resolution and bit depth of the input video at the encoder, and reconstructs its original resolution and bit depth during decoding. To improve the final reconstruction quality, a deep CNN is employed for both SR and EBD upsampling, trained on a large, multi-resolution video database for HEVC and VVC compression at various quantisation levels. The proposed approach has been integrated with the reference test models of HEVC (HM 16.20) and VVC (VTM 4.01), and evaluated on the Joint Video Exploration Team (JVET) Common Test Conditions (CTC). The results exhibit significant coding gains over both HEVC (HM) and VVC (VTM), with average BD-rate gains (based on PSNR) of 12.6% and 5.5% respectively.
The main contributions of this paper are summarised as follows:
1) Integration of both spatial resolution (SR) and effective bit depth (EBD) adaptation into one coding framework. 2) The employment of a single deep CNN for both SR and EBD up-sampling (using different model parameters for various scenarios); 3) Robust spatial resolution adaptation decisions based on a bespoke SR-dependent quality metric. 4) Demonstration that using deep networks in an end to end system offers flexibility in the distribution of complexity across that system. Comparing to this paper, our previous contributions [11] [12] [13] [14] focus solely on the adaptation of spatial resolution or effective bit depth. In addition, the employed CNN architecture in this paper has been enhanced compared to that in [10] [11] [12] . Furthermore, an extended training database has been employed here to achieve improved reconstruction results. Comprehensive evaluation results are presented for ViSTRA2, against both HEVC and VVC using various quality assessment methods. An early version of ViSTRA2 was contributed by the University of Bristol (JVET-J0031) to the JVET "Call for Proposals" [17] for Versatile Video Coding (VVC).
The remainder of this paper is organised as follows. Section II reviews the state-of-the-art of video coding algorithms, specifically covering the approaches based on resolution adaptation and deep learning. In Section II, the proposed coding framework is described in detail alongside its important components. The performance of the presented work is fully evaluated in Section IV, while Section V provides the conclusions and outlines future work.
II. BACKGROUND
This section is divided into three subsections. The first overviews the development of video compression standards and the recent advances on royalty-free coding formats. Research work on machine learning based video coding is then briefly reviewed, followed by a summary of compression algorithms employing resolution adaptation.
A. Video Coding Standards: A Brief Overview
Since the early 1980s, video compression has been subject to global standardisation. Each standard defines the bitstream format and the decoder structure, alongside the associated test model (reference encoder), which generates standardcompliant streams and provides benchmark coding performance.
One of the most successful examples, H.264/AVC (Advanced Video Coding) [18] was jointly delivered in 2004 by ITU-T (VCEG) and ISO/IEC (MPEG). It remains the most widely adopted coding standard for Internet streaming, HDTV and Blu-ray players, although its successor H.265/HEVC [19] , developed in 2013, offers nearly double the coding efficiency. More recently, aiming to achieve even higher compression performance (30%-50%) than HEVC, a new coding standard, Versatile Video Coding (VVC) [3] is under development, offering better support for immersive video including high dynamic range and 360°.
In order to provide open source and royalty-free solutions for media delivery, the Alliance for Open Media (AOM) [20] was formed in 2015 by a consortium of companies. Its first generation codec, AV1 (AOMedia Video 1) [21] , was released in 2018, and is considered one of the primary competitors of MPEG standards. Other notable coding standards also include Essential Video Coding/MPEG-5 [22] , Microsoft WMV (Windows Media Video) [23] , BBC (British Broadcasting Corporation) Dirac [24] , and AVS standards [25] .
B. Machine Learning based Video Compression
With recent advances in computational equipment and graphics processing (GPU) devices, deep neural networks, especially convolutional neural networks (CNNs), now offer tractable solutions to many image processing problems. They are being increasingly applied in image and video compression to enhance various coding tools including intra prediction [26] [27] [28] [29] , motion estimation [30] [31] [32] [33] , transforms [34] , quantisation [35] , entropy coding [36, 37] and loop filtering [38] [39] [40] [41] . Detailed reviews on machine learning based compression can be found in [4] [5] [6] . Among the responses to the Call for Proposals for VVC [42] , there were five proposals containing coding tools based on neural networks, but few of these have been adopted by VVC [3] , though its development is still ongoing. This is mainly due to their relatively high computational complexity, especially when CNN-based calculation has to be executed at the decoder.
C. Resolution Adaptation for Compression
In video compression, resolution adaptation based approaches are utilised to trade off the relationship between quantisation and (spatial and temporal) resolutions. These methods encode a lower resolution version of a video, and reconstruct its original resolution during decoding. This process can be applied at different coding stages -for each macroblock or Coding Tree Unit (CTU) [8, 43, 44] , frame [11, 45] , group of pictures [10, 46] , or sequence [9, 47] . The reconstruction quality is highly content dependent and relies on the up-sampling methods employed. This is why this type of approach was mainly applicable in low bitrate cases [8, 9, 45] or for intra coding [11] , when simple interpolation filters were employed. Inspired by the recent development of (especially CNN-based) super-resolution algorithms [48] [49] [50] [51] , it is now possible to extend these approaches to higher bitrate ranges with improved reconstruction quality.
Due to the content-dependent nature of these adaptation approaches, it is also important to characterise the relationship between spatial resolution, quantisation and visual quality. For this purpose, subjective video databases [52, 53] , were developed to investigate perceptual quality across a range of spatial resolutions, quantisation levels and up-sampling methods. Based on these databases, objective quality metrics have been designed for generic [53, 54] or bespoke [16] applications, which can facilitate quantisation resolution optimisation during resolution adaptation inside the coding loop.
III. PROPOSED ALGORITHM
The proposed ViSTRA2 coding framework is illustrated in Fig. 1 . At the encoder, the spatial resolution (SR) is firstly determined by a Quantisation-Resolution Optimisation (QRO) module according to the input content and the initial base quantisation parameter (QP base ) values configured in the host encoder. The original video frames are then spatially downsampled (by 2 in this case 1 ) if SR adaptation is enabled, by applying an anti-aliasing modified separable Lanczos3 filter [55] with a kernel width of 12. In order to signal the SR adaptation decision to the decoder, a flag bit is inserted into the bitsteam as side information.
Secondly, the effective bit depth (EBD) (for both luma and chroma channels) is down-sampled by 1 bit prior to encoding through bitwise right shift. Here EBD is defined as the actual bit depth used to represent the video content, which is different from the coding bit depth (CBD) defined as the pixel bit depth, e.g. InternalBitDepth in HEVC HM and VVC VTM reference encoders. Throughout the coding process, EBD is lower than or equal to CBD in the proposed coding workflow, while CBD remains constant. It is noted that there is no optimisation module for EBD adaptation here. This is because, through observing the coding results on the training data and the preliminary results generated in [14] , in most cases, CNNbased EBD adaptation can provide improved (or equivalent) compression performance. Therefore, EBD adaptation is always enabled in the coding framework of ViSTRA2, and does not require any side information indicating the decoder the EBD changes.
During encoding, to obtain similar bitrate ranges and facilitate comparison with anchor codecs (with the same QP base values), a fixed quantisation parameter (QP) offset is applied on QP base . This offset equals -6 when only EBD adaptation is enabled, and becomes -12 if both SR and EBD adaptations are applied. These two values were empirically obtained through the observation on the coding statistics of training sequences [11, 14] .
At the decoder, based on the value of the flag bit, decoded SR and EBD down-sampled video frames are up-sampled to their original SR and EBD using a deep CNN. If SR adaptation is enabled, the spatial resolution of the decoded video frames is firstly up-sampled by 2 using a nearest neighbour filter before CNN reconstruction 2 . The network architecture and training process alongside the detail description of the QRO module are presented below.
A. The Employed CNN Architecture
The architecture of the convolutional neural network employed to reconstruct full spatial resolution and effective bit depth is shown in Fig. 2 . The input of the CNN is a 96×96 compressed RGB colour image block with reduced EBD (and re-sampled SR if SR adaptation is enabled), while the output is expected to be the corresponding original image block with the same size. This architecture is modified based on the generator (SRResNet) of SRGAN [48] , which was developed for uncompressed image super-resolution. It starts from an initial convolutional layer with a Parametric Rectified Linear Unit (PReLU) as the activation function, and ends with another single convolutional layer with a Tanh activation. Before the final output, a skip connection is employed between the input of the CNN and the output the last convolutional layer. Between these two convolutional layers, there are N identical residual blocks, one of each consisting of two convolutional layers and one PReLU in between. In each residual block, a skip connection is applied between the input of first convolutional layer and the output of the second. Another skip connection is also employed between the output of the first convolutional layer and the output of all residual blocks. In all convolutional layers, the stride value is 1 and the kernel size equals 3×3. The number of feature maps is 64 for most convolutional layers except the last one (3 feature maps there).
Comparing to the original architecture of SRResNet [48] , two modifications were applied:
• Batch normalisation (BN) layers have not been used here, as they were found to decrease image feature variability and influence overall performance [51] . • The loss function employed for training the network is 1 loss rather than 2 in [48] . This is based on recent work on CNN super-resolution [56] , which claims improved reconstruction quality achieved from this change.
B. Network Training and Evaluation
The CNN employed for EBD and SR-EBD (if SR adaptation is enabled) up-sampling was trained using 432 video clips at various spatial resolutions (108 source sequences × 4 spatial resolutions), including 3840×2160, 1920×1080, 960×540, 480×270, each of them having 64 frames with a CBD (coding bit depth) of 10 bits. All clips were collected from publicly available databases, including BVI-HFR [57] , BVI-Texture [58] , Netflix Chimera [59] and Harmonic 4K [60] . Their EBD (by 1 bit) and SR-EBD down-sampled (SR adaptation ratio of 2) versions were compressed using both HEVC HM 16.20 This results in 20 groups of reconstructed videos (2 codecs × 2 adaptation versions × 5 QP groups), each group containing 432 reconstructed sequences for a specific codec (HM or VTM), adaptation version (EBD or SR-EBD) and QP group . For each SR-EBD down-sampled and compressed video, its frames were spatially up-sampled to their original spatial resolution using a nearest neighbour filter (see footnote 2). The video frames of all reconstructed sequences in each group and their original counterparts, were randomly selected and split into 96×96 image blocks, which were then converted to the RGB colour space. Block rotation has also been employed for data augmentation to further enhance model generalisation. For each training group, the total number of training image block pairs is approximately 100,000, much more than that of our previous training sets in [10, 14] .
The training process was conducted in the Tensorflow environment [61] , using the following parameters: batch size of 16, learning rate of 0.0001, Adam optimisation [62] , weight decay of 0.1 and a total number of 200 training epochs. The number of residual blocks (N ) is fixed as 16, which is the same as that used in [48] . This generates 20 different CNN models (model c,v,q ), each for one group. Here c stands for the used codec (HM or VTM), v represents adaptation versions (EBD or SR-EBD), and q is denoted to the QP group. For a specific codec and adaptation version, the CNN model used in evaluation depends on the initial (before applying the offset) base QP (QP base ): 
When these CNN models were employed for evaluation, each EBD or SR-EBD down-sampled frame (pre-CNN SR upsampling has been applied here if SR adaptation is enabled) is firstly segmented into 96×96 overlapping blocks with an overlap size of 4 pixels as CNN input (after converting to the RGB space). The output full SR and EBD blocks were then aggregated back following the same segmentation pattern to form the final reconstructed frame.
C. Quantisation-Resolution Optimisation
Spatial resolution adaptation does not always lead to coding improvement, being highly dependent on the original resolutions, spatio-temporal characteristics and the host codec. Our previous work [10] employed four video features to predict QP thresholds, beyond which encoding lower resolution content produces higher compression efficiency. In ViSTRA2, an improved machine learning based approach has been developed to make decisions on resolution adaptation, based on a spatial resolution dependent quality metric, SRQM [16] , temporal information (TI) and initial base quantisation parameter.
SRQM is an efficient, full reference objective video quality metric, which characterises the relationship between variations in spatial resolution and visual quality. It employs wavelet decomposition, subband combination with perceptually inspired weights, and spatio-temporal pooling to estimate the relative quality between the frames of a high resolution reference video, and one that has been spatially adapted through a combination of down-and up-sampling. In this work, SRQM is applied between the uncompressed, original resolution video frames and their re-sampled versions (using Lanczos3 filter for both down-and up-sampling). The temporal information (TI) here is defined as the average absolute frame difference between luma pixels in the current frame and its neighbouring ones (one frame before and another after if available).
Both SRQM and TI values were computed for all frames in the 432 uncompressed sequences in the training dataset at various resolutions from 3840×2160 to 480×270. This database does not include any test sequences used in Section IV, and was used for training the CNN in Section III-B. The average SRQM and TI values for each sequence, together with tested initial base QP values (22, 27, 32, 37 and 42) , were employed as input features to train a fully connected, shadow neural network, which contains a hidden layer and an output layer.
The target binary output of the network was generated through comparing the rate-distortion performance (PSNR on luma values was used here as a quality metric) of the original anchor codecs (HM and VTM) and that of ViSTRA2 (with the trained CNN models) for all five tested initial base QPs on these training sequences. For a training sequence and QP base , if the rate-PSNR point of ViSTRA2 codec is above the rate-PSNR curve of the corresponding anchor codec, the binary decision (for this sequence and QP) is defined as 1 -the adaptation should be applied. Otherwise, it is configured to 0. This results in 432×5 binary decisions for each codec. The network was trained offline using the Matlab function train, and two sets of network model parameters were then obtained for HEVC HM 16.20 and VVC VTM 4.01.
When these models were employed in ViSTRA2 to predict whether spatial resolution should be enabled, the average feature values used for the QRO are obtained for a number of frames -one GOP for Random Access mode in HEVC HM and VVC VTM -in order to maintain the same latency. The decision is applied to the frames assessed. Due to the possibility of content variations (although not very common in the JVET SDR test set), the QRO module may lead to frequent resolution changes during encoding. This should not cause any problem if resolution changing is supported at the frame or GOP level in the encoding loop. It is noted that although an Ad-Hoc Group was established by JVET to investigate resolution adaptivity [63] , this feature had not been formally adopted by VVC when this paper was written. Video sequence segmentation is therefore executed in the current version of ViSTRA2, when different resolutions have to be applied during encoding. If a video sequence has to be segmented into more than one segments, their bitstreams are generated sequentially by the host encoder. In order to avoid frequent sequence segmentation, each video segment is constrained here to be longer than 1 second. A flag bit is inserted within the header of the bitstream for each video segment to indicate the decoder resolution change. This solution will be modified when resolution adaptivity feature is integrated into standardised coding algorithms.
IV. RESULTS AND DISCUSSION
The ViSTRA2 coding framework has been integrated into the HEVC (HM 16.20) and VVC (VTM 4.01) reference software, and has been fully tested under JVET CTC [64] using the Random Access configuration (Main10 profile). In order to evaluate the proposed approach across a wider bitrate range, the initial base QPs tested include 22, 27, 32, 37 and 42. The SDR (standard dynamic range) video classes A1, A2, B, C and D from JVET CTC were employed here as test content, none of which were utilised in the training of CNN and QRO modules in Section III.
The rate quality performance of the integrated ViSTRA2 has been compared to the corresponding reference codecs. Bjøntegaard delta measurements (BD) [65] results were generated for both low QP (22, 27, 32 and 37) and high QP (27, 32, 37 and 42) values over all frames using two quality metrics (on luma values only), Peak Signal-to-Noise Ratio (PSNR) and Video Multimethod Assessment Fusion (VMAF, version 0.6.1) [54] . PSNR is the most commonly used image quality metric for evaluating video compression performance, while the recently developed VMAF is a machine learning based assessment method, combining the Visual Information Fidelity measures (VIF) [66] , Detail Loss Metric (DLM) [67] and temporal frame difference [54] together using a Support Vector Machine (SVM) regressor [68] . As the content generated by ViSTRA2 contains both compression distortions and resolution re-sampled artefacts, VMAF, which is one of few quality metrics being trained and evaluated on compressed and resolution adapted content, is expected to provide more reliable assessment results (better correlation with subjective opinions) than PSNR.
In order to further benchmark the contribution of CNN reconstruction, results through up-sampling using Lanczos3 [55] (for SR) and simple bitwise left shifting (for EBD) were also produced (denoted ViSTRA2-w/o CNN), based on the same QRO decisions (as CNN-based ViSTRA2). Moreover, the results generated by CNN-based EBD adaptation only (denoted EBDA-CNN) were presented as well, providing another benchmark for the full ViSTRA2.
Finally, the computational complexity of ViSTRA2 was calculated and normalised to the corresponding anchor codecs. The encoding process was executed on a shared cluster, BlueCrystal Phase3 [69] based in the University of Bristol, in which each CPU node has 16 ×2.6 GHz SandyBridge cores and 64GB RAM. The decoding was run on the GPU nodes of the BlueCrystal Phase 4 [70] , each of which has 14 core 2.4 GHz Intel E5-2680 v4 (Broadwell) CPUs, 138GB of RAM and two NVIDIA P100 graphic cards.
A. Compression results
Tables I and II summarise the compression results of ViSTRA2 for JVET CTC test sequences when integrated with HM 16.20 and VTM 4.01, using PSNR and VMAF as quality metrics. The rate-quality curves for selected sequences are also shown in Fig. 3 . It can be observed that ViSTRA2 provides consistent bitrate savings for both host codecs based on PSNR, with average BD-rate values of -12.6% for HM and -5.5% for VTM. The coding gains are greater when perceptual quality metric VMAF is employed for quality assessment, and the BD-rate savings (based on VMAF) are -19.5% and -8.6% for HM and VTM respectively. The coding improvement from ViSTRA2 for VVC VTM is relatively lower (although consistent) than that for HEVC HM. This is likely to be due to the significant enhancements already achieved by VTM over HM.
Comparing to ViSTRA2-w/o CNN, ViSTRA2 is superior in terms of overall coding efficiency for all test sequences at all resolutions. This improvement is even higher when VMAF is used to calculate the rate quality performance. It is also noted that the overall compression performance of EBDA-CNN (without SR adaptation) is worse than that of the full ViSTRA2, especially for UHD content, although the former has already been improved from our previous work [14] due to the much larger training set used. Comparing to the compression results presented in [10, 17] , where the improvement is only evident on high resolution and low QP cases, ViSTRA2 offers enhanced coding performance across a wider QP and resolution range. This is due to the more sophisticated network architecture and more diverse training data employed. Finally, it can also be observed that ViSTRA2 performs best on UHD sequences (Class A), where both SR and EBD adaptation were enabled for most tested QP values. For lower resolutions, SR adaptation was less frequently activated, and the coding performance of ViSTRA2-CNN is therefore very close (or identical) to that of EBDA-CNN. Between the two tested QP ranges, ViSTRA2 offers an improved performance for higher QP cases than in low QP scenarios. This becomes more evident on UHD content (Class A), when spatial resolution adaptation was more frequently employed.
B. Complexity figures
The complexity figures of ViSTRA2 are presented in Table  III . It is important to note the machine learning architecture employed in ViSTRA2 takes account of the simple filter-based re-sampling process employed in the encoder. This means that, although we benefit from the reconstruction power of a deep network, the encoding process complexity remains similar to the reference encoder. In fact, the average encoding time of ViSTRA2 is shorter (if SR adaptation is enabled) or equivalent to that of the corresponding anchor codecs. This is due to the encoder processing down-sampled frames, but also because we do not employ a neural network at the encoder. During decoding process, the use of CNN-based up-sampling has significantly increased the execution time, on average 64 times that of HM and 56 times that of VTM.
V. CONCLUSION
A new video coding framework (ViSTRA2) has been presented using CNN-based spatial resolution and effective bit depth re-sampling. This approach adaptively reduces the spatial resolution and effective bit depth of input video content for encoding, and employs a deep CNN at the decoder to reconstruct its original format. ViSTRA2 has been integrated with HEVC HM 16.20 and VVC VTM 4.01 reference software, showing consistent coding gains for test sequences at various resolutions based on different quality metrics. It has further shown that, when deep learning methods are used in an end to end compression system, there is flexibility in the distribution of complexity increases and these are not necessarily located at the encoder. Future work should focus on the complexity optimisation of the CNN to enable more efficient decoding process.
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