In a series of recent works by Demirkaya et al. stability analysis for the static kink solutions to the 1D continuous and discrete Klein-Gordon equations with a PT -symmetric perturbation has been analysed. We consider the linear stability problem for the static kink in 2D Klein-Gordon field taking into account spatially localized PT -symmetric perturbation. The perturbation is in the form of viscous friction, which does not affect the static solutions to the unperturbed Klein-Gordon equation. Small dynamic perturbation around the static kink solution is considered to formulate the linear stability problem. The effect of the small perturbation on the solutions to the corresponding eigenvalue problem is analysed. The main result is presented in the form of a theorem describing the behavior of the eigenvalues corresponding to the extended and localised eigenmodes as the functions of the perturbation parameter.
Introduction
The observation that non-Hermitian operators can possess a purely real spectrum under parity-time (PT ) symmetry condition [2, 3, 4] turned out to be very fruitful for many physical applications such as quantum mechanics [5, 6] and optics [7, 8, 9] , with some impact even on the electrical [10, 11] and mechanical [12, 13] systems.
Very recently Demirkaya et al. have proposed a PT -symmetric perturbation for the 1D Klein-Gordon field [14] . The perturbation is such that the properties of static solutions are not affected. In that work the authors have addressed the problem of static kink stability. It has been found that the static kink is stable (unstable) if placed in the lossy (gain) region [14, 15] . Existence and stability of the dynamical excitation such as the sine-Gordon breather have been investigated by Lu et al. [16] . According to the results of their study, the (unstable) breather exists if located exactly at the center between the gain and loss sides of the perturbation, while it cannot survive being placed in the gain or loss region. Stability analysis has been performed for the periodic standing wave solutions for the coupled nonlinear Schrödinger equations [17] . Parameters that ensure the stability of the studied solutions have been calculated.
Kevrekidis has developed a collective variable method to describe the dynamics of kinks in 1D Klein-Gordon field in the presence of PT -symmetric perturbation [18] . In the later works this method was applied to the sine-Gordon [19] and φ 4 [20, 21] models. In the present study we extend the stability analysis of the static kinks by considering two-dimensional Klein-Gordon model with PT -symmetric perturbation. In Sec. 2 we describe the 2D nonlinear Klein-Gordon equation with the PT -symmetric perturbation and formulate the eigenvalue problem for the perturbation around static kink solution. Then, the main result describing the behaviour of the eigenvalues as the functions of small perturbation parameter is formulated in Theorem 1. The proof of the theorem is presented in Sec. 3. A brief conclusion is given in Sec. 4.
Motivation, problem, and main results
We begin with the perturbed two-dimensional Klein-Gordon equation
Here ∆ stands for the Laplace operator ∆ =
∂y 2 , (x, y) are the Cartesian coordinates in R 2 , γ(x, y)u t is the perturbation term describing viscous gain and loss in the system. We assume that function γ is continuous in R 2 , decays exponentially as
where C, a are fixed positive constants, and satisfies one of the following oddness properties:
Function f is supposed to be continuously differentiable and such that the equation
has a static kink solution φ = φ(x). We make the following assumptions for functions f and φ. Consider the operator
and suppose that its essential spectrum is a subset of the half-line [Λ e , +∞), and Λ e is the bottom of this essential spectrum. A typical behaviour of the function f ′ (φ) at infinity is lim
where Λ ± e are some constants. Then the essential spectrum of H 0 is exactly [Λ e , +∞) with Λ e := min{Λ − e , Λ + e }. Particularly, for the sine-Gordon field one has
and (2) is satisfied with Λ ± e = 1. For the φ 4 model
and (2) holds true with Λ ± e = 4. In this paper we study the stability of kink φ. Namely, we consider a small dynamical perturbation of the static kink u(x, y, t) = φ(x, y) + ψ(x, y, t).
We substitute this sum into (1) and linearize the obtained equation w.r.t. φ. The obtained linear equation reads as
Then we separate spatial and time variables assuming that ϕ(x, y, t) = e λt ψ(x, y).
It leads us to the following eigenvalue problem
Exactly this equation is the main object of our study in the present paper. We are interested in non-trivial solutions to this equation and the associated values of spectral parameter λ. Namely, we are interested in the eigenvalues and the resonances of the above equation. We define eigenvalues as λ, for which there exists a non-trivial solution to (3) belonging to Sobolev space
2 ) whose first and second generalized derivatives are also elements of L 2 (R 2 ). A resonance is a value of λ, for which there exists a non-trivial solution to (3) belonging to Sobolev space W 2 2,loc (R 2 ) and behaving at infinity as
where C ± (x) are some functions. In all our considerations below functions C belong to W 2 2 (R). We also recall that W We shall call a resonance simple if there exists just one associated non-trivial solution to (3), (4) .
Our first lemma describes the essential spectrum of the operator
Lemma 1. The essential spectrum of H is the semi-axis [Λ 0 , +∞), where Λ 0 is the bottom of the spectrum of H 0 .
To formulate the main results, we need additional notations. Let Λ * < Λ e be a discrete eigenvalue of operator H 0 . Since this operator is one-dimensional, eigenvalue Λ * is simple and by ψ * = ψ * (x) we denote the associated real eigenfunction normalized in L 2 (R). We define κ * := √ Λ * and note that κ * 0 if Λ * > 0 and it is pure imaginary with Im κ * > 0 if Λ * < 0. We let
where U * is introduced as the solution to the equation
behaving at infinity as
In what follows we shall show that this problem is uniquely solvable. By σ(H 0 ) we denote the spectrum of operator H 0 . Our main results reads as follows.
Theorem 2.1. 1. As ε → +0, each of the eigenvalues and resonances λ ε of equation (3) either tends to infinity or the distance from −λ 2 ε to the set σ(H 0 ) \ {0} tends to zero. 2. Suppose that Λ * > 0, K 2 > 0. Then for all sufficiently small ε equation (3) has exactly two eigenvalues λ ± ε converging to ±iκ * as ε → +0. These eigenvalues are simple and have the asymptotics
3. Suppose that Λ * > 0, K 2 < 0. Then for all sufficiently small ε equation (3) has exactly two resonances converging to ±iκ * as ε → +0. These resonances are simple and have asymptotics (7).
4. Suppose that Λ * < 0, K 1 = 0. Then for all sufficiently small ε equation (3) has exactly one eigenvalue λ + ε and one resonance λ − ε converging to ±|κ * | as ε → +0. These eigenvalue and resonance are simple and have the asymptotics
Then for all sufficiently small ε equation (3) has exactly two resonances converging to ±|κ * | as ε → +0. These resonances are simple and have the asymptotics
6. Suppose that Λ * < 0,
Then for all sufficiently small ε equation (3) has exactly two eigenvalues converging to Λ * as ε → +0. These eigenvalues are simple and have asymptotics (8) .
Let us discuss briefly this theorem. The spectrum of operator H 0 is a fixed set having the essential part [Λ e , +∞) and finitely many discrete eigenvalues below Λ e . And Statement 1 of Theorem 1 says that there are just two possible types of the behavior for the eigenvalues and the resonances of H ε . The first option is just escaping to the infinity as ε → +0. If this is not the case and an eigenvalue/resonance λ ε remains in a bounded domain of the complex plane, then −λ 2 ε is located in a small neighbourhood of the set σ(H 0 ) \ {0}. And this neighbourhood becomes smaller as ε → +0. Point 0 is exceptional in the sense that the eigenvalues/resonances do no tend to this point. The essential spectrum of operator H is wider than that of operator H 0 , see Lemma 1. Each discrete eigenvalue of H 0 is an internal point in the essential spectrum of H. Although being embedded into the essential spectrum, these points are exceptional. Namely, each such non-zero point generate either two eigenvalues or two resonances or a pair of an eigenvalue and a resonance. By generating we mean that there are two eigenvalues/resonances λ ± ε of equation (3) 
2 → −Λ * as ε → +0, where Λ * is a discrete eigenvalue of H 0 . Statements 2-6 of Theorem 1 describes how to determine whether we have eigenvalues or resonances and provide also the leading terms of their asymptotic expansions. As we see, the type of the emerging spectral point is very sensitive to the signs of Λ * , K 1 , K 2 . Statements 2-6 describe main possible cases, but not all possible ones. For instance, the case K 1 = K 2 = 0 is not covered by Theorem 2.1. But our technique can be easily extended to such uncovered case. On the other hand, it requires additional technical bulky calculations. This is the reason why we do not include these cases in the present paper.
Proof of main result
In this section we prove Lemma 1 and Theorem 2.1.
Proof of Lemma 1. We write the quadratic form for H and estimate it from below by employing the definition of Λ 0 :
for each ψ ∈ W 2 2 (R 2 ). By the minimax principle it yields that the spectrum of H lies in [Λ 0 , +∞).
Assume that Λ 0 is a discrete eigenvalue of H 0 and ψ 0 (x) is the associated eigenfunction normalized in L 2 (R). Let ξ = ξ(y) be an infinitely differentiable cut-off function equalling one as |y| < 1 and vanishing as |y| > 2. It is easy to make sure that up to an appropriate renormalization the sequence of functions (x, y) → ψ 0 (x)e iky ξ(y/m) is a characteristic one for H at the point Λ 0 + k 2 for each k > 0. If Λ 0 is the bottom of the essential spectrum of H 0 , then for each Λ > Λ 0 there exists a characteristic sequence u m (x) for H 0 at point Λ. Then it is easy to check that an appropriate renormalization the sequence of functions (x, y) → u m (x)ξ(y/m) is a characteristic one for H at point Λ. It remains to apply Weyl criterion to complete the proof.
The rest of the section is devoted to the proof of Theorem 2.1. We let χ(x, y) := e a √ x 2 +y 2 and by L 2 (R 2 , χdxdy) we denote the weighted space of functions
Let Λ j < Λ e be the discrete eigenvalues of H 0 and ψ j (x) be the associated eigenfunctions normalized in L 2 (R). Since operator H 0 is one-dimensional, all its discrete eigenvalues are simple.
We introduce a subspace V ⊂ L 2 (R 2 ) as a set of functions f ∈ L 2 (R 2 ) satisfying the condition R f (x, y)ψ j (x)dx = 0 for a.e. y ∈ R and for all j.
Our next statement describes the behavior of the resolvent (H
Lemma 2. Let z ∈ C, dist(z, [κ 2 , +∞)) c 0 , where c 0 is a fixed positive constant. Then for each f ∈ L 2 (R 2 , χdxdy) the equation
is solvable and its solution can be represented as
where k j (z) := Λ j − z, the branch of the square root is fixed by the condition √ 1 = 1, and operator R(z) :
is bounded and holomorphic w.r.t. z such that dist z, [κ 2 , +∞) c 0 .
Proof. We represent γf as
, where weighted space L 2 (R, e a|y| dy) is introduced similar to L 2 (R 2 , χdxdy). Hence, we can solve problem (10) independently for for the right hand sides f = ψ j f j and f = f ⊥ . A solution u j to the latter can be found explicitly
Functions u j are well-defined since f j ∈ L 2 (R, e a|y| dy). We seek the solution to problem (10) 
. It is easy to check that space V is an invariant one for operator H. Given arbitrary
, we employ the definition of Λ 0 and of space V and proceed as in (9):
. By the minimax principle it follows that the spectrum for the restriction of H on V is [Λ e , +∞). Thus, the operator R(z) := (H − z)
is well-defined and bounded. By the standard properties of the resolvent for a self-adjoint operator we conclude that R is holomorphic w.r.t. z once dist z, [Λ 0 , +∞] c 0 .
Let us discuss the latter lemma. For each f ∈ L 2 (R 2 , χdxdy), the function u = (H −z) −1 f solves equation (10) . At the same time, formula (11) for solution to equation (10) gives the function which belongs to L 2 (R 2 ) only as Re k j (z) > 0, otherwise this function increases exponentially at infinity. In view of this fact, formula (11) provides an analytic continuation of the resolvent (H − z) −1 w.r.t. z. As formula (11) states, the solution to equation (10) has singularities w.r.t. z at points Λ j . Moreover, let z = Λ j − k 2 , where k is small enough. Then by Lemma 2 the solution to problem (10) can be represented as
where
is a bounded operator holomorphic w.r.t. sufficiently small k. Since f is compactly supported, we can expand the exponential in (12) w.r.t. k and rewrite then (12) as
In view of the above formula and the properties of R j (k) we see that
We proceed to equation (3) . To study it, we apply a modified version of nonself-adjoint Birman-Schwinger principle suggested in [23] , see also [24] , with certain modifications. The modifications are needed since here we deal with operator pencil instead of classic eigenvalue equation.
Assume
where c 1 is a fixed positive constant, and λ ranges in a compact set. Then we can apply the resolvent (H + λ 2 ) −1 to (3) and get
In accordance with Lemma 2, for the considered values of λ, the operator (H + λ 2 ) −1 is bounded uniformly in λ. Hence, we can invert the operator in the left hand side of the latter equation and it leads us to ψ = 0. Thus, provided the first inequality in (14) is obeyed, and λ 2 ranges in a compact set, equation (3) can have non-trivial solutions only as −λ 2 is close to Λ j . This is why in what follows we consider only small neighborhoods of Λ j .
Assume that
where k is complex and sufficiently small. In what follows we regard k as a new spectral parameter. We rewrite equation (3) as
Then we can invert the operator in the left hand side and by (12) we obtain
where ℓ j and R * (k) denote ℓ j and R j (k) associated with eigenvalue Λ * , and
χdxdy).
We substitute this identity into (16) and arrive at the equation for f ε :
In view of the above described properties of operator R * , operator γ R * is a bounded one in L 2 (R 2 , χdxdy) holomorphic w.r.t. small k. Hence, the operator L * (ε, k) := I + ελ(k)γ R * (k) −1 is well-defined being a bounded operator in L 2 (R 2 , χdxdy) holomorphic w.r.t. k. The first term of the Neumann series for L * reads as
We move the second term in the right hand side of (17) and then we apply operator L * (ε, k) to the equation. It implies
We observe that γψ * ∈ L 2 (R 2 , χdxdy), so, the right hand side is well-defined. Moreover, ℓ * (γψ) can not be zero, since otherwise the latter equation implies ψ = 0, while we are interesting in non-trivial solutions to (3) . Taking into consideration this fact, we apply functional ℓ * to (19) and cancel out the term ℓ * (γψ). It leads us to the final equation:
This is the equation for the values of k for which equation (3) has a nontrivial solution with λ defined by (15) . We note that, in fact, we deal with two independent equations in (20) related to two different branches of square root in (15) . As one can easily make sure by using (19) , the associated non-trivial solution to (19) reads as
where k is a root to (20) . We observe that thanks to the above described properties of operator L * , function F is holomorphic w.r.t. k. Let us prove that for sufficiently small ε equation (20) has the unique solution k = k ε converging to zero as ε → 0. We take a small fixed δ > 0 so that function F is holomorphic in B δ := {k : |k| < δ}. Then it is bounded uniformly in ε and k and thus |εF | |k| as |k| = δ once ε is small enough. Hence, by Rouché theorem the function k → 2k − εF (ε, k) has the same amount zeroes (counting orders) in B δ as the function k → 2k does. Thus, equation (20) has the unique zero k = k ε in B δ . This root converges to zero as ε → 0 that is implied immediately by equation (20) since its right hand side tends to zero as ε → 0.
Consider the case Λ * = 0. Then λ(k) = ±k and in this case equation (20) has the only solution k ε = 0. It means that the perturbation ελγ does not change this spectral point of the unperturbed system. It completes the proof of Statement 1 in Theorem 2.1.
Consider the case Λ * = 0 and let us calculate the asymptotics for k ε as ε → 0. We substitute (18) into the definition of F :
This formula and equation (20) implies the asymptotics for k ε :
,
We denote U * := R * (0)(γψ * ). Let us check that it satisfies (5), (6) . The second term in (12) with f = γψ * belongs to W 2 2 (R 2 ) for all k including k = 0, while the first term can be expanded as 
and (−∆ + f ′ (φ) − Λ 2 * )ψ * (x) R 2 |y − t 2 |ψ * (t 1 )γ(t 1 , t 2 )dt 1 dt 2 = ℓ * (γψ * )ψ * (x).
We substitute this representation into (12) and the result is substituted then into the corresponding equation (10) . Then we pass to the limit as k → 0 and arrive at equation (5) . Asymptotics (6) is implied immediately by the definition of R * and (21). Thus, together with (13) , it yields that the formulae for K j can be rewritten as (7) . If Re k ε > 0, it follows from (11) the associated solution to problem (16) decays exponentially at infinity. Thus, it is an eigenfunction and λ(k ε ) is the corresponding eigenvalue. Once Re k ε < 0, we deal with a resonance. To check the sign of Re k ε , it is sufficient to find the sign of Re(±iεκ * K 1 +ε 2 κ 2 * K 2 ). And Statements 2-6 in Theorem 2.1 appear just as various particular cases of calculating the sign of Re(±iεκ * K 1 + ε 2 κ 2 * K 2 ) for various combinations of signs of Λ * , K 1 , and K 2 . The proof of Theorem 2.1 is complete.
Conclusion
The eigenvalue problem for the dynamical perturbation around the static kink solution to the 2D Klein-Gordon continuum equation perturbed by a spatially localized, PTsymmetric term has been analysed. The main result is presented in Theorem 1 in Sec.
2, which describes the behavior of the eigenvalues corresponding to the extended and spatially localized eigenmodes as the functions of small perturbation parameter.
