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Abstract
The plethysms of the Weyl characters associated to a classical Lie group by the symmetric
functions stabilize in large rank. In the case of a power sum plethysm, we prove that the coeffi-
cients of the decomposition of this stabilized form on the basis of Weyl characters are branching
coefficients which can be determined by a simple algorithm. This generalizes in particular some
classical results by Littlewood on the power sum plethysms of Schur functions. We also establish
explicit formulas for the outer multiplicities appearing in the decomposition of the tensor square
of any irreducible finite dimensional module into its symmetric and antisymmetric parts. These
multiplicities can notably be expressed in terms of the Littlewood-Richardson coefficients.
1 Introduction
This paper is concerned with the plethysms of the Weyl characters associated to classical Lie groups
by the symmetric functions. Let g be a classical Lie group with rank n, and λ a partition. We denote
by sgλ the Weyl character of the g-module V
g(λ) (see Section 2). Consider f a symmetric function
of degree d and suppose n > dl(λ) where l(λ) is the number of non-zero parts of λ It follows from
results by Littlewood [14] that the plethysm f ◦ sgλ of the Weyl character s
g
λ by f decomposes on
the basis {sgµ | µ ∈ Pn} with coefficients which do not depend on n. When f = pℓ is the power sum
of degree ℓ, we establish that the coefficients so obtained are branching coefficients corresponding
to the restriction to certain Levi subgroups (Theorem 4.5.1). Suppose n > ℓl(λ) and set
pℓ ◦ s
g
λ =
∑
µ
ag,ℓλ,µs
g
µ.
For g = gln, it is well known, by an algorithm due to Littlewood [12], that the coefficients a
gln,ℓ
λ,µ
can, up to a sign, be expressed as a sum of products of Littlewood-Richardson coefficients. They
are then obtained from the ℓ-quotient of the partition µ.We give a similar algorithm for computing
the coefficients ag,ℓλ,µ when g = so2n+1, sp2n or so2n. This algorithm was originally introduced in [11]
to decompose the plethysms pℓ ◦ s
so2n+1
λ on the basis of Weyl characters for any integers n ≥ 2
and ℓ ≥ 1 (that is, with no restrictive conditions on the rank n). Although similar procedures also
exist for g = sp2n or so2n when ℓ is odd, our method failed for the even power sum plethysms on
the Weyl characters of type Cn or Dn. In the present paper, we show that this difficulty can be
overcome by considering stabilized power sum plethysms, i.e. by assuming that n > ℓl(λ). Under
this hypothesis, one has indeed a
so2n+1,ℓ
λ,µ = a
so2n,ℓ
λ,µ and a
sp2n,ℓ
λ,µ = (−1)
|λ|(−1)ℓ−1a
so2n+1,ℓ
λ′,µ′
. So it suffices
1
to consider the coefficients a
so2n+1,ℓ
λ,µ for which there exists an algorithm in both cases ℓ even and ℓ
odd.
In Proposition 5.2.1, we use our expression of the coefficients ag,2λ,µ as branching coefficients, to
derive explicit formulas giving the decompositions of the symmetric and antisymmetric parts of
V g(λ)⊗2 in their irreducible components when n > 2l(λ). The corresponding multiplicities can
then be expressed in terms of the Littlewood-Richardson coefficients and give an alternative to
analogous formulas introduced without a complete proof by Littlewood in [14].
The paper is organized as follows. In Section 2, we recall some basics on the representation theory
of the classical Lie groups. Section 3 is concerned with plethysms f ◦ sgλ and their stabilization in
large rank. Most of the material of this section can be found in [12], [13], [14] and [15]. In Section
4, we describe the algorithm of [11] which permits to compute the plethysms pℓ ◦ s
so2n+1
λ for any
positive integer ℓ. We then state Theorem 4.5.1. Finally, in Section 5, we express the multiplicities
ag,2λ,µ in terms of the Littlewood-Richardson coefficients.
Acknowledgments: The author wants to thank the anonymous referees for having pointed out
some mistakes and inacurrencies in a previous version of this paper. In particular, the stabilization
phenomenon explained in Section 4.4 emerge now naturally from the algorithms of Section 4.2 and
4.3. This yields to stabilization conditions stated in Theorem 4.4.2.
2 Background on classical Lie groups
2.1 Root systems and Weyl groups
In the sequel G is one of the complex Lie groups Sp2n, SO2n+1 or SO2n and g is its Lie algebra. We
follow the convention of [9] to realize G as a subgroup of GLN and g as a subalgebra of glN where
N =

n when G = GLn
2n when G = Sp2n
2n+ 1 when G = SO2n+1
2n when G = SO2n.
.
Let dN be the linear subspace of glN consisting of the diagonal matrices. For any i ∈ In = {1, ..., n},
write εi for the linear map εi : dN → C such that εi(D) = δn−i+1 for any diagonal matrix D whose
(i, i)-coefficient is δi. Then (ε1, ..., εn) is an orthonormal basis of the Euclidean space h
∗
R
(the real
part of h∗). Let (·, ·) be the corresponding nondegenerate symmetric bilinear form defined on h∗
R
.
Write R for the root system associated to G. For any α ∈ R we set α∨ = α(α,α) . The Lie algebra g
admits the diagonal decomposition g = h⊕
∐
α∈R gα. We take for the set of positive roots:
R+ = {εj − εi with 1 ≤ i < j ≤ n} for the root system An−1
R+ = {εj − εi, εj + εi with 1 ≤ i < j ≤ n} ∪ {εi with 1 ≤ i ≤ n} for the root system Bn
R+ = {εj − εi, εj + εi with 1 ≤ i < j ≤ n} ∪ {2εi with 1 ≤ i ≤ n} for the root system Cn
R+ = {εj − εi, εj + εi with 1 ≤ i < j ≤ n} for the root system Dn
.
For any i ∈ In, we write i for −i. The Weyl group W of the Lie group G is the subgroup of the
permutation group of the set Jn = {n, ..., 2, 1, 1, 2, ..., n} generated by the permutations{
si = (i, i + 1)(i, i+ 1), i = 1, ..., n − 1 and s0 = (1, 1) for the root systems Bn and Cn
si = (i, i + 1)(i, i+ 1), i = 1, ..., n − 1 and s
′
0 = (1, 2)(2, 1) for the root system Dn
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where for a 6= b, (a, b) is the simple transposition which switches a and b. We identify the subgroup
of W generated by si = (i, i+ 1)(i, i+ 1), i = 1, ..., n− 1 with the symmetric group Sn. We denote
by l the length function corresponding to the above set of generators. For any w ∈ W, we set
ε(w) = (−1)l(w). The action of w ∈W on β = (β1, ..., βn) ∈ h
∗
R
is defined by
w · (β1, ..., βn) = (β
w−1
1 , ..., β
w−1
n )
where βwi = βw(i) if w(i) ∈ {1, ..., n} and β
w
i = −βw(i) otherwise. We denote by ρ the half sum
of the positive roots of R+. For any x ∈ Jn, we set x = x and |x| = x if x is unbarred, |x| = x
otherwise.
A partition of length m is a weakly increasing sequence of m nonnegative integers. Denote by Pm
the set of partitions with at most m parts. Given λ ∈ Pm, λ
′ is its conjugate partition and l(λ)
the number of nonzero parts in λ. Set P = ∪m≥0Pm. For G = Sp2n or SO2n+1 and λ ∈ Pn, denote
by V g(λ) the irreducible finite dimensional representation of G of highest weight λ. For G = SO2n,
we define V so2n(λ) similarly when λ1 = 0 and we write V
so2n(λ) for the direct sum of the two
irreducible representations of highest weights λ = (λ1, ..., λn−1, λn) and λ = (−λ1, ..., λn−1, λn)
when λn 6= 0. This means that V
so2n(λ) is in fact the irreducible representation of O2n associated
to the partition λ.
We shall also need the irreducible rational representations of GLn. They are indexed by the n-tuples
(γ−, γ+) = (−γ−q , ...,−γ
−
1 , γ
+
1 , γ
+
2 , ..., γ
+
p ) (1)
where γ+ = (γ+1 , γ
+
2 , ..., γ
+
p ) and γ
− = (γ−1 , ..., γ
−
q ) are partitions of length p and q such that
p+ q = n. Write P˜n for the set of such n-tuples and denote also by V
gln(γ) the irreducible rational
representation of gln of highest weight γ = (γ
−, γ+) ∈ P˜n. For any γ = (γ
−, γ+) ∈ P˜n, we set
|γ| =
∑
γ−i +
∑
γ+i .
Write s
gln
λ for the Weyl character (Schur function) of the finite-dimensional gln-module V
gln(λ) of
highest weight λ. The character ring of GLn is Λn = Z[x1, ..., xn]
sym the ring of symmetric functions
in n variables.
For any λ ∈ Pn, we denote by s
g
λ the Weyl character of V
g(λ). Let Rg be the Z-algebra with basis
{sgλ | λ ∈ Pn}.
Consider P a parabolic subgroup of G and L its Levi subgroup. Write l for the Levi algebra
associated to L. We denote by P+L the set of dominant weights corresponding to L. For any partition
λ ∈ Pn and γ ∈ P
+
L , write [V
g(λ) : V l(γ)] for the branching coefficient giving the multiplicity of
V l(γ) (the irreducible representation of L of highest weight γ) in the restriction of V g(λ) to L.
2.2 Universal characters
For each Lie algebra g = soN or spN and any partition ν ∈ PN , we denote by V
glN (ν) ↓
glN
g the
restriction of V glN (ν) to g. Set
V glN (ν) ↓
glN
soN=
⊕
λ∈Pn
V soN (λ)⊕b
soN
ν,λ and V gl2n(ν) ↓
gl2n
sp2n
=
⊕
λ∈Pn
V sp2n(λ)⊕b
sp2n
ν,λ .
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This makes in particular appear the branching coefficients bsoNν,λ and b
sp2n
ν,λ . The restriction map r
g
is defined by setting
rg :
{
Z[x1, ..., xN ]
sym → Rg
s
glN
ν 7−→ char(V glN (ν) ↓
glN
g )
.
We have then
rg(sglNν ) =
{
s
glN
ν (x1, ..., xn, x
−1
n , ..., x
−1
1 ) when N = 2n
s
glN
ν (x1, ..., xn, 1, x
−1
n , ..., x
−1
1 ) when N = 2n+ 1
.
Let P
(2)
n and P
(1,1)
n be the subsets of Pn containing the partitions with even length rows and the
partitions with even length columns, respectively. When ν ∈ Pn we have the following formulas for
the branching coefficients bsoNν,λ and b
sp2n
ν,λ :
Proposition 2.2.1 (see [13] appendix p 295)
Consider ν ∈ Pn. Then:
1. b
so2n+1
ν,λ = b
so2n
ν,λ =
∑
γ∈P
(2)
n
cνλ,γ
2. b
sp2n
ν,λ =
∑
γ∈P
(1,1)
n
cνλ,γ
where cνγ,λ is the n-independent multiplicity of s
gln
ν in the Schur functions product s
gln
λ s
gln
γ .
Remarks:
(i) : Note that the equality b
so2n+1
ν,λ = b
so2n
ν,λ becomes false in general when ν /∈ Pn.
(ii) : By the above proposition we have for any ν ∈ Pm with m ≤ n
rsp2n(sgl2nν ) =
∑
λ∈Pm
∑
γ∈P
(1,1)
m
cνλ,γs
sp2n
λ and r
soN (sglNν ) =
∑
λ∈Pm
∑
γ∈P
(2)
m
cνλ,γs
soN
λ . (2)
By Proposition 1.5.3 in [8], one has also for any λ ∈ Pm
s
sp2n
λ =
∑
ν∈Pm,|ν|≤|λ|
(−1)
|ν|−|λ|
2
∑
α=(α1>···>αs>0)
cλν,Γ(α) r
sp2n(sgl2nν ) (3)
ssoNλ =
∑
ν∈Pm,|ν|≤|λ|
(−1)
|ν|−|λ|
2
∑
α=(α1>···>αs>0)
cλν,Γ′(α) r
soN (sglNν )
where Γ(α) = (α1 − 1, ..., αs − 1 | α1, ..., αs) in the Frobenius notation for the partitions. Observe
that the coefficients appearing in the decompositions (2) and (3) do not depend on the rank n
considered. Moreover they coincide for the orthogonal types Bn and Dn.
As suggested by the above decompositions, the manipulation of the Weyl characters is simplified by
working with infinitely many variables. In [8], Koike and Terada have introduced a universal char-
acter ring for the classical Lie groups. This ring can be regarded as the ring Λ = Z[x1, ..., xn, ...]
sym
of symmetric functions in countably many variables. It is equipped with three natural Z-bases
indexed by partitions, namely
Bgl={sglλ | λ ∈ P}, B
sp={sspλ | λ ∈ P} and B
so={ssoλ | λ ∈ P}. (4)
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We have then
s
gl
ν =
∑
λ∈P
∑
γ∈P(2)
cνλ,γs
so
λ and s
gl
ν =
∑
λ∈P
∑
γ∈P(1,1)
cνλ,γs
sp
λ (5)
s
sp
λ =
∑
ν∈P,|ν|≤|λ|
(−1)
|ν|−|λ|
2
∑
α=(α1>···>αs>0)
cλν,Γ(α) s
gl
ν (6)
s
so
λ =
∑
ν∈P,|ν|≤|λ|
(−1)
|ν|−|λ|
2
∑
α=(α1>···>αs>0)
cλν,Γ′(α) s
gl
ν (7)
In the sequel we will write for short
bsoν,λ =
∑
γ∈P(2)
cνλ,γ , b
sp
ν,λ =
∑
γ∈P(1,1)
cνλ,γ , r
so
λ,ν =
∑
α
cλν,Γ′(α) and r
sp
λ,ν =
∑
α
cλν,Γ(α) (8)
We denote by ω the linear involution defined on Λ by ω(sglλ ) = s
gl
λ′
. Then we have by Theorem 2.3.2
of [8]
ω(ssoλ ) = s
sp
λ′
. (9)
Write πn : Z[x1, ..., xn, ...]
sym → Z[x1, ..., xn]
sym for the ring homomorphism obtained by special-
izing each variable xi, i > n at 0. Then πn(s
gl
λ ) = s
gln
λ . Let π
sp2n and πsoN be the specialization
homomorphisms defined by setting πsp2n = rsp2n ◦ π2n and π
soN = rsoN ◦ πN . For any partition
λ ∈ Pn one has s
sp2n
λ = π
sp2n(sspλ ) and s
soN
λ = π
soN (ss0λ ).We shall also need the following proposition
(see [7] and [8]).
Proposition 2.2.2 Consider a Lie algebra g of type Xn ∈ {Bn, Cn,Dn}. Let λ ∈ Pr and µ ∈ Ps.
Suppose n ≥ r + s and set
V g(λ)⊗ V g(µ) =
⊕
ν∈Pn
V g(ν)⊕d
ν
λ,µ .
Then the coefficients dνλ,µ neither depend on the rank n of g nor on its type B,C or D. More we
have
dνλ,µ =
∑
ξ,σ,τ
cλξ,σc
µ
ξ,τc
ν
σ,τ .
Remarks:
(i) : The previous proposition implies the decompositions sspλ × s
sp
µ =
∑
ν∈P d
ν
λ,µs
sp
ν and ssoλ × s
so
µ =∑
ν∈P d
ν
λ,µs
so
ν for any λ, µ ∈ P, in the ring Λ.
(ii) : The analogous result for g = gln is well-known: the outer multiplicities c
ν
λ,µ appearing in the
decomposition of V gln(λ)⊗ V gln(µ) do not depend on n provided n ≥ r + s.
3 Plethysms and stabilized plethysms
3.1 Plethysms on the Weyl characters
Consider f ∈ Λ and sgλ the Weyl character for g associated to λ ∈ Pn. Set s
g
λ =
∑
β∈Zn aβx
β. As
in the case of ordinary plethysms on symmetric functions (see [15] p 135), one defines the set of
variables yi such that ∏
i
(1 + tyi) =
∏
β
(1 + txβ)aβ .
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Then the plethysm of the Weyl character sgλ by the symmetric function f is defined by f ◦ s
g
λ =
f(y1,y2, ...). In the sequel, we will focus on the power sum plethysms ψℓ where ℓ is a positive integer.
They are defined from the identity ψℓ(s
g
λ) = pℓ ◦ s
g
λ = s
g
λ(x
ℓ
1, ..., x
ℓ
n). In particular, the map ψℓ is
linear on Rg. The characters of the symmetric and antisymmetric parts of V g(λ)⊗2 can be expressed
as plethysms by the complete and elementary symmetric functions h2 and e2. More precisely we
have
h2 ◦ s
g
λ = char(S
2(V g(λ)) and e2 ◦ s
g
λ = char(Λ
2(V g(λ)).
From the identities h22 =
1
2(e
2
1 + p2) and e
2 = 12 (e
2
1 − p2), we derive the relations
h2 ◦ s
g
λ =
1
2
((sgλ)
2 + ψ2(s
g
λ)) and e2 ◦ s
g
λ =
1
2
((sgλ)
2 − ψ2(s
g
λ)). (10)
3.2 Stabilized plethysms on the Schur functions
Given (µ(0), ..., µ(ℓ−1) a ℓ-tuple of partitions, we write cλ
(µ(0),...,µ(ℓ−1)
for the n-independent coefficient
of s
gln
λ in the product s
gln
µ(0)
· · · s
gln
µ(ℓ−1)
. For any partition λ ∈ Pn, the plethysm ψℓ(s
gln
λ ) decomposes
on the basis of Schur functions on the form
ψℓ(s
gln
λ ) =
∑
|µ|=ℓ|λ|
ε(µ)cλ
(µ(0),...,µ(ℓ−1))
sglnµ . (11)
Here ε(µ) ∈ {−1, 0, 1} and µ/ℓ = (µ(0), ..., µ(ℓ−1) are respectively the ℓ-sign and the ℓ-quotient of
the partition µ. We now briefly recall the algorithm which permits to obtain the sign ε(µ) and the
ℓ-tuple of partitions µ/ℓ. Our description slightly differs from that which can be usually found in
the literature (see [15] Example 8 p 12). This is because we have made our notation consistent with
Section 4.
Set ρn = (1, 2, ..., n) and In = {1, 2, ..., n}. For any k ∈ {0, ..., ℓ − 1} consider the sequences
I(k) = (i ∈ In | µi + i ≡ kmod ℓ) and J
(k) = (i ∈ In | i ≡ kmod ℓ)
in which the entries occur in the increasing order. Set rk = card(I
(k)) and write I(k) = (i
(k)
1 , ..., i
(k)
rk ).
1. If there exists k ∈ {0, ..., ℓ − 1} such that card(I(k)) 6= card(J (k)) then ε(µ) = 0.
2. Otherwise let σ0 ∈ Sn be the permutation mapping I
(k) to J (k) for any k = 0, ..., ℓ− 1. Then
we have ε(µ) = ε(σ0) and µ/ℓ = (µ
(0), ..., µ(ℓ−1) where for any k ∈ {0, ..., ℓ − 1}
µ(k) =
(
µi + i+ ℓ− k
ℓ
| i ∈ I(k)
)
− (1, 2, ..., rk) ∈ Z
rk (12)
(see example below).
Remark: Set n = qℓ+ r where q and r are respectively the quotient and the rest of the division
of n by ℓ. Then we have card(J (k)) = q + 1 for any k ∈ {1, . . . , r} and card(J (k)) = q for any
k ∈ {0, r + 1, . . . , n}. Hence in (12), we have rk = q + 1 for any k ∈ {1, . . . , r} and rk = q for any
k ∈ {0, r + 1, . . . , n} (see also Remark just before Section 4.2).
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Example 3.2.1
Consider µ = (1, 2, 3, 4, 4, 4, 6, 6) and take ℓ = 3. We have µ + ρ8 = (2, 4, 6, 8, 9, 10, 13, 14). Thus
I(0) = (3, 5), I(1) = (2, 6, 7), I(2) = (1, 4, 8) and J (0) = (3, 6), J (1) = (1, 4, 7), J (2) = (2, 5, 8). Then
µ(0) = (1, 1), µ(1) = (1, 2, 2) and µ(2) = (0, 1, 2). Moreover
σ0 =
(
1 2 3 4 5 6 7 8
2 1 3 5 6 4 7 8
)
.
Hence ε(µ) = −1.
Proposition 3.2.2 Consider µ ∈ Pn such that ε(µ) 6= 0 and set µ/ℓ = (µ
(0), ..., µ(ℓ−1). Let ν ∈
Pn+1 be the partition obtained by adding in µ a part 0. Then ε(ν) = ε(µ) and we have ν/ℓ =
(ν(0), ..., ν(ℓ−1) where ν(0) = µ(ℓ−1), ν(k) = µ(k−1) for any k ∈ {2, . . . , ℓ − 1} and ν(1) = (0, µ(0)) is
obtained by adding a part 0 in µ(0).
Proof. Let us slightly abuse the notation and write I(k)(µ), J (k)(µ), I(k)(ν), J (k)(ν), k =
0, . . . , ℓ− 1 for the sequences defined from µ and ν by applying the previous procedure. Then, we
have {
I(1)(ν) = {1} ∪ (I(0)(µ) + 1), I(0)(ν) = (I(ℓ−1)(µ) + 1)
I(k)(ν) = (I(k−1)(µ) + 1) for k = 2, . . . ℓ− 1.
(13)
Here by (I(k−1)(µ) + 1), we mean the sequence obtained by adding 1 to the entries of I(k−1)(µ).
Set n = qℓ + r as in the previous remark. We will assume that r 6= ℓ − 1 so that q and r + 1
are respectively the quotient and the rest of the division of n + 1 by ℓ. The case r = ℓ − 1 is
similar. We have then card(J (k)(µ)) = card(I(k)(µ)) = q+1 for k ∈ {1, . . . , r} and card(J (k)(µ)) =
card(I(k)(µ)) = q for k ∈ {0, r + 1, . . . , n}. Now observe that J (k)(ν) = J (k)(µ) for k 6= r + 1
and J (r+1)(ν) = J (r+1)(µ) ∪ {n + 1}. This implies that card(J (k)(ν)) = card(I(k)(ν)) = q + 1 for
k ∈ {1, . . . , r+1} and card(J (k)(µ)) = card(I(k)(µ)) = q for k ∈ {0, r+2, . . . , n}. Thus ε(ν) = ε(µ).
We then easily deduce ν(0), ..., ν(ℓ−1 from (12) and (13).
Remarks:
(i) : The the decomposition (11) do not depend on the rank n considered provided n > ℓl(λ). Indeed,
by Proposition 3.2.2, ε(µ) and the non-zero parts of the partitions µ(k) of the above algorithm are
not modified when empty parts are added to µ.
(ii) : When n > ℓl(λ), we write for short aℓ,glλ,µ = ε(µ)c
λ
(µ(0),...,µ(ℓ−1)
. Then aℓ,glλ,µ 6= 0 only if |µ| = ℓ |λ| .
Proposition 3.2.3 Consider f ∈ Λ with degree d and λ ∈ Pn. Then the coefficients of the expan-
sion of f ◦ s
gln
λ on the basis of Schur functions do not depend on n provided n > dl(λ).
Proof. By (11) and the previous remark, the proposition is true for the power sum plethysms
pℓ ◦ s
gln
λ . The map g 7→ g ◦ s
gln
λ is a ring homomorphism of Λn. The subspace Λ
d
n of polynomials
in Λn with degree d is generated by the Newton polynomials pβ = pβ1 · · · pβk , such that βi ∈ N
and β1 + · · · + βk = d. So it suffices to prove the proposition for f = pβ. We have pβ ◦ s
gln
λ =
pβ1 ◦ s
gln
λ × · · · × pβk ◦ s
gln
λ . Suppose n > dl(λ). For any i = 1, ..., k, we have n ≥ βil(λ). Thus we
can write pβi ◦ s
gln
λ =
∑
µ(i)∈Pn
a
βi,gl
λ,µ(i)
s
gln
µ(i)
. Moreover a
βi,gl
λ,µ(i)
6= 0 only if
∣∣µ(i)∣∣ = βi |λ| . By Remark
(ii) following Proposition 2.2.2, we obtain that the coefficients of the decomposition of pβ ◦ s
gln
λ on
the basis of Schur functions do not depend on n when n ≥ |β| l(λ).
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3.3 Stabilized plethysms on the Weyl characters
Lemma 3.3.1 Consider λ ∈ Pm, ℓ a positive integer and g an orthogonal or symplectic Lie algebra
with rank n ≥ m.
• The coefficients of the expansion of the plethysm pℓ ◦ s
g
λ on the basis of Weyl characters do
not depend on n provided n > ℓl(λ).
• In this case, these coefficients coincide for g = so2n+1 and g = so2n.
• For any n > ℓl(λ), set
pℓ ◦ s
soN
λ =
∑
µ∈Pn
aℓ,soλ,µ s
soN
µ and pℓ ◦ s
sp2n
λ =
∑
µ∈Pn
aℓ,spλ,µ s
sp2n
µ .
We have
aℓ,soλ,µ =
∑
ν∈Pm,|ν|≤|λ|
(−1)
|λ|−|ν|
2
∑
δ∈P,|δ|=ℓ|ν|
rsoλ,ν a
ℓ,gl
ν,δ b
so
δ,µ,
aℓ,spλ,µ =
∑
ν∈Pm,|ν|≤|λ|
(−1)
|λ|−|ν|
2
∑
δ∈P,|δ|=ℓ|ν|
rspλ,ν a
ℓ,gl
ν,δ b
sp
δ,µ.
Proof. We have n > ℓl(λ). Hence, the decomposition ssoNλ =
∑
ν∈Pm,|ν|≤|λ|
(−1)
|λ|−|ν|
2 rsoλ,νr
soN (s
glN
ν )
holds. Since ψℓ and r
soN commute, this gives
pℓ ◦ s
soN
λ =
∑
ν∈Pm,|ν|≤|λ|
(−1)
|λ|−|ν|
2
∑
δ∈P,|δ|=ℓ|ν|
rsoλ,ν a
ℓ,gl
ν,δ r
soN (s
glN
δ ) =∑
µ∈Pn
∑
ν∈Pm,|ν|≤|λ|
(−1)
|λ|−|ν|
2
∑
δ∈P,|δ|=ℓ|ν|
rsoλ,ν a
ℓ,gl
ν,δ b
so
δ,µ s
soN
µ .
This yields the desired expression for the coefficients aℓ,soλ,µ . In particular they do not depend on n
and coincide for g = so2n+1 and g = so2n. The proof is similar for g = sp2n.
Proposition 3.3.2 Consider f ∈ Λ with degree d and λ ∈ Pn. Then the coefficients of the expan-
sion of f ◦ sgλ on the basis of Schur functions do not depend on n provided n ≥ d |λ|. In this case,
these coefficients coincide for g = so2n+1 and g = so2n.
Proof. The proposition follows from Lemma 3.3.1 by similar arguments to those of Proposition
3.2.3.
According to the previous Lemma, we have the decompositions
pℓ ◦ s
gl
λ =
∑
µ
aℓ,glλ,µs
gl
µ , pℓ ◦ s
sp
λ =
∑
µ
aℓ,spλ,µ s
sp
µ and pℓ ◦ s
so
λ =
∑
µ
aℓ,soλ,µs
so
µ .
We shall need in Section 4.5 the following Lemma :
Lemma 3.3.3 Consider f ∈ Λ and λ ∈ P. Then
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• ω(f ◦ sgλ) = f ◦ ω(s
g
λ) if |λ| is even,
• ω(f ◦ sgλ) = ω(f) ◦ ω(s
g
λ) if |λ| is odd.
Proof. From Example 1 page 136 of [15] we have for any positive integer ℓ, ω(pℓ ◦g) = pℓ ◦ω(g)
if g is homogeneous of even degree and ω(pℓ ◦ g) = ω(pℓ) ◦ ω(g) if g is homogeneous of odd degree.
Since ψℓ is linear, this shows that ω(pℓ ◦s
g
λ) = pℓ ◦ω(s
g
λ) if |λ| is even and ω(pℓ ◦s
g
λ) = ω(pℓ)◦ω(s
g
λ)
if |λ| is odd. Indeed, according to (6), sgλ is a sum of homogeneous functions of degrees equal to |λ|
modulo 2. The Lemma then follows since the maps ω and f 7→ f ◦ sgλ are ring homomorphisms of
Λ.
Remarks:
(i) : Since ω(pℓ) = (−1)
ℓ−1pℓ, one has by the previous lemma a
ℓ,sp
λ,µ = a
ℓ,so
λ′,µ′
if |λ| is even and
aℓ,spλ,µ = (−1)
ℓ−1aℓ,so
λ′,µ′
otherwise. This can also be verified by using the explicit formulas of Lemma
3.3.1.
(ii) : The coefficients aℓ,soλ,µ are rather complicated to compute by using formulas of Lemma 3.3.1. We
are going to see in the following Section that they coincide with branching coefficients corresponding
to restriction to certain Levi subalgebras.
4 Power sum plethysms for Weyl characters of type Bn
4.1 Statement of the theorem
In Theorem 3.2.8 of [11], we have described an algorithm for computing the plethysms pℓ ◦ s
so2n+1
λ
for any positive integer ℓ and any rank n. It notably permits to show that the decomposition of
pℓ ◦ s
so2n+1
λ on the basis of Weyl characters makes appear branching coefficients corresponding to
the restriction to a Levi subgroup of so2n+1. Surprisingly, similar algorithms for sp2n and so2n only
exists when ℓ is odd. In particular, the coefficients of the decomposition of pℓ ◦ s
sp2n
λ and pℓ ◦ s
so2n
λ
on the basis of Weyl characters are not branching coefficients in general when ℓ is even. As we are
going to see, this is nevertheless the case for the stabilized forms of these plethysms.
Theorems 3.2.8 and 3.2.10 of [11] can be reformulated as follows :
Theorem 4.1.1 For any partition λ ∈ Pn and any positive integer ℓ we have
pℓ ◦ s
so2n+1
λ =
∑
µ∈Pn
ε(µ)[V so2n+1(λ) : V gℓ,µ(γℓ,µ)]s
so2n+1
µ (14)
where
• ε(µ) ∈ {−1, 0, 1},
• gℓ,µ is the Levi algebra of Gℓ,µ, a Levi subgroup of SO2n+1,
• γℓ,µ is a dominant weight for Gℓ,µ.
Moreover, ε(µ), Gℓ,µ and γℓ,µ are determined from µ and ℓ by an algorithm which can be regarded
as an analogue in type Bn of the computation of the ℓ-quotient µ/ℓ.
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We now recall the algorithm which permits to determinate ε(µ), Gℓ,µ and γℓ,µ in the above theorem.
Set
Jn = {n, ..., 1, 1, ..., n} and Ln = {n− 1, ..., 1, 0, 1, ..., n}.
Let η be the bijection from Jn to Ln defined by η(x) = x+ 1 if x < 0 and η(x) = x otherwise. For
each element w ∈W (the Weyl group of so2n+1), denote by w˜ the bijection from Jn to Ln defined
by w˜ = η ◦ w. This means that w˜(x) = w(x) if w(x) > 0 and w˜(x) = w(x) + 1 if w(x) < 0. In
particular w is determined by w˜. For any x ∈ Ln, set x
∗ = x+ 1. The map x 7−→ x∗ is involutive
from Ln to itself. Since w(x) = w(x), we have also
w˜(x) = w˜(x)∗. (15)
Hence, w˜ is determined by the images of any subset Un ⊂ Jn such that card(Un) = n and x ∈ Un
implies x /∈ Un.
For any k = 1, ..., ℓ set
I(k) = (i ∈ In | µi + i ≡ kmod ℓ) and J
(k) = (x ∈ Ln | x ≡ kmod ℓ). (16)
Note that (J (k))∗ = J (l−k+1).
Remark: Set n = qℓ+ r where q and r are respectively the quotient and the rest of the division
of n by ℓ. Then we have
card(J (k)) =
{
2q for min(r + 1, ℓ− r − 1) ≤ k ≤ max(r + 1, ℓ− r − 1)
2q + 1 otherwise
when r 6=
ℓ
2
, (17)
card(J (k)) = 2q + 1 for any k ∈ {1, . . . , ℓ} when r =
ℓ
2
.
4.2 The even case ℓ = 2p
For any k = 1, ..., p, set sk = card(I
(k)), rk = card(I
(k)) + card(I(ℓ−k+1)) and define X(k) as the
increasing reordering of I
(k)
∪ I(ℓ−k+1). Set
X(k) = (i
(k)
1 , ..., i
(k)
rk
). (18)
1. If there exists k ∈ {1, ..., p} such that card(X(k)) 6= card(J (k)) then ε(µ) = 0.
2. Otherwise we have card(J (ℓ−k+1)) = card(J (k)) = rk since (J
(k))∗ = J (l−k+1). Let w0 be the
unique element ofW mapping X(k) to J (l−k+1) for any k = 1, ..., p. Define αk =
1
ℓ
(max J (k)−
k). For any k = 1, ..., p, consider µ(k) ∈ P˜rk defined by
µ(k) =
(
sign(i)
µ|i| + |i|+ sign(i)k −
1+sign(i)
2
ℓ
| i ∈ X(k)
)
− (1, ..., rk) + (αk + 1, ...., αk + 1).
(19)
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Remark: With q and r as in (17), we can write
αk =
{
q − 1 for min(r + 1, ℓ− r − 1) ≤ k ≤ max(r + 1, ℓ− r − 1)
q otherwise
when r 6=
ℓ
2
,
αk = q for any k ∈ {1, . . . , ℓ} when r =
ℓ
2
.
Note also that in step 2, rk ∈ {2q, 2q + 1} according to (17).
We have then with the above notation :
ε(µ) = ε(w0), Gℓ,µ = GLr1 × · · · ×GLrp and γℓ,µ = (µ
(1), ..., µ(p)) ∈ P+Gℓ,µ .
Example 4.2.1 Put n = 6, ℓ = 2 (thus p = 1) and consider µ = (2, 5, 5, 6, 7, 9). Then µ + ρ6 =
(3, 7, 8, 10, 12, 15). Hence I(2) = (3, 4, 5) and I(1) = (1, 2, 6). Moreover J (1) = (5, 3, 1, 1, 3, 5) and
J (2) = (4, 2, 0, 2, 4, 6). Then w˜0 sends X
(1) = (6, 2, 1, 3, 4, 5) on J (2). This gives
w˜0 =
(
6 5 4 3 2 1 1 2 3 4 5 6
4 5 3 1 2 0 1 3 2 4 6 5
)
by using (15). Hence
w0 =
(
6 5 4 3 2 1 1 2 3 4 5 6
5 6 4 2 3 1 1 3 2 4 6 5
)
.
We have ε(µ) = 1, α1 = 2 and γℓ,µ = (µ
(1)) where
µ(1) = (−7,−3,−1, 4, 5, 6) − (1, 2, 3, 4, 5, 6) + (3, 3, 3, 3, 3, 3) = (−5,−2,−1, 3, 3, 3).
Observe that Gℓ,µ ≃ GL6.
4.3 The odd case ℓ = 2p+ 1
In addition to the sets X(k), k = 1, ..., p defined in (18), we have also to consider I(p+1). Set
rp+1 = card(I
(p+1)) and write I(p+1) = {i
(p+1)
1 , ..., i
(p+1)
rp+1 }. Observe that (J
(p+1))∗ = J (p+1). Let
X(p+1) be the increasing reordering of I
(p+1)
∪ I(p+1).
1. If card(I(p+1)) 6= 12card(J
(p+1)) or if there exists k ∈ {1, ..., p} such that card(X(k)) 6=
card(J (k)) then ε(µ) = 0.
2. Otherwise, we have card(J (p+1)) = 2card(I(p+1)) = 2rp+1. Let w0 be the unique element of
W mapping X(k) to J (l−k+1) for any k = 1, ..., p and X(p+1) to J (p+1). Define
µ(p+1) =
(
µi + i+ p
ℓ
| i ∈ I(p+1)
)
− (1, ..., rp+1) ∈ Prp+1
and for any k = 1, ..., p, µ(k) as in the even case. Set I ={I(p+1),X(1), ...,X(p)}. We have then
with the above notation
ε(µ) = ε(w0), Gℓ,µ = GLr1×· · ·×GLrp×GL2rp+1+1 and γℓ,µ = (µ
(p+1), µ(1), ..., µ(p)) ∈ P+Gℓ,µ .
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Remark: With q and r as in (17), we have rp+1 =
1
2card(J
(p+1)) = q when 1 is satisfied.
Example 4.3.1 Put n = 6, ℓ = 3 (thus p = 1) and consider µ = (1, 5, 5, 6, 7, 9). We have µ+ ρ6 =
(2, 7, 8, 10, 12, 15). Thus X(1) = (4, 2, 5, 6), I(1) = (2, 4), I(2) = (1, 3) and J (1) = (5, 2, 1, 4), J (2) =
(4, 1, 2, 5) and J (3) = (3, 0, 3, 6). In particular α1 = 1. Then
µ(1) =
(
−
10− 1
3
− 1 + 2,−
7 − 1
3
− 2 + 2,
12
3
− 3 + 2,
15
3
− 4 + 2
)
= (−2,−2, 3, 3)
and µ(2) = (2+13 − 1,
8+1
3 − 2) = (0, 1). Moreover, one has by using (15)
w˜0 =
(
6 5 4 3 2 1 1 2 3 4 5 6
5 2 3 4 0 1 2 1 5 4 3 6
)
.
Hence
w0 =
(
6 5 4 3 2 1 1 2 3 4 5 6
6 3 4 5 1 2 2 1 5 4 3 6
)
and ε(µ) = 1. We have Gℓ,µ ≃ GL4 × SO5.
4.4 The stabilization phenomenon
We begin this paragraph with further remarks :
Remarks:
(i) : Suppose ε(µ) 6= 0. In the even case, we have Gℓ,µ = GLr1 × · · · ×GLrp . In the odd case and
ℓ ≥ p+1, Gℓ,µ is not a direct product of linear groups since Gℓ,µ = GLr1 ×· · ·×GLrp ×SO2rp+1+1.
(ii) : When ℓ = 2, we have always card(X(1)) = n = card(J (2)). Hence ε(µ) 6= 0 for all partitions
µ. Observe that it does not mean that the expansion (14) is infinite. In fact most of the branching
coefficients [V so2n+1(λ) : V gℓ,µ(γℓ,µ)] vanishes in this situation. Note also that we have always
Gℓ,µ ≃ GLn in this case.
(iii) : We have seen that the non-zero parts of the ℓ-quotient µ/ℓ does not depend on the number of
zero parts in µ (see Proposition 3.2.2). This notably implies the stability of the coefficients aℓ,glλ,µ. The
situation is more subtle for the coefficients aℓ,soλ,µ . Indeed, the dominant weights γℓ,µ given by the
previous algorithm do not stabilize in general when the number of zero parts in µ increases. Let
us consider for example µ = (1, 5, 5, 6, 9) and ℓ = 2. By adding parts 0 to µ, we obtain successively
for the dominant weights
(−1, 2, 4, 4, 5), (−5,−4,−4,−2,−2, 1), (−1, 2, 2, 2, 4, 4, 5) etc. (20)
This is not incompatible with Proposition 3.3.2 which assets that ψℓ(s
so2n+1
µ ) stabilizes in large
rank. In fact, this only means that, when no assumption is made on the size of n, there can exist
non zero coefficients a
ℓ,so2n+1
λ,µ in the decomposition
ψℓ(s
so2n+1
µ ) =
∑
µ∈Pn
a
ℓ,so2n+1
λ,µ s
so2n+1
λ
such that aℓ,soλ,µ = 0. This is because the coefficients a
ℓ,so
λ,µ coincide for s
so2n+1
µ and sso2nµ in large rank
whereas ψℓ(s
so2n+1
µ ) 6= ψℓ(s
so2n
µ ) in general when no assumption is made on the size of n. In the rest
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of this paragraph, we are going to see that the dominant weights µ for which γℓ,µ do not stabilize
are such that aℓ,soλ,µ = 0, that is their contribution to ψℓ(s
so2n+1
µ ) vanishes in large rank. Moreover,
we are going to characterize precisely these weights.
Suppose first ℓ = 2p is even. Consider µ ∈ Pm such that ε(µ) 6= 0. Set γℓ,µ = (µ
(1), ..., µ(p)). Write
ν for the partition of Pm+ℓ obtained by adding ℓ parts 0 in µ. For any k ∈ {1, . . . , p}, Set
µ(k) = (µ
(k)
− , µ
(k)
+ ) where µ
(k)
− (resp. µ
(k)
+ ) is the sequence formed by the sk leftmost (resp. rk − sk
rightmost) components of µ(k) (see Section 4.2 for the notation).
Lemma 4.4.1 We have ε(ν) = ε(µ). Moreover if we set γℓ,ν = (ν
(1), ..., ν(p)), we obtain
ν(k) = (µ
(k)
− , αk + 1− sk, αk + 1− sk, µ
(k)
+ )
for any k ∈ {1, . . . , p}, that is ν(k) is obtained by inserting in µ(k) two components equal to αk+1−sk.
In particular ∣∣γℓ,ν∣∣ = ∣∣γℓ,µ∣∣+ 2 p∑
k=1
|αk + 1− sk| . (21)
Proof. Let us slightly abuse the notation by writing I(k)(µ), J (k)(µ), I(k)(ν), J (k)(ν), k =
1, . . . , ℓ and X(k)(µ), X(k)(ν), k = 1 . . . , p for the sequences defined from µ and ν by applying the
procedure of Section 4.2. We define αk(µ) and αk(ν), k = 1, . . . , p similarly. We have I
(k)(ν) =
{k}∪(I(k)(µ)+1) for k = 1, . . . , ℓ. Moreover card(J (k)(ν)) = card(J (k)(µ))+2 and αk(ν) = αk(µ)+1
for any k ∈ {1, . . . , ℓ}. Thus card(X(k)(ν)) = card(J (k)(ν)) for any k ∈ {1, . . . , p} and thus,
ε(ν) = ε(µ). So it makes sense to consider γℓ,ν = (ν
(1), ..., ν(p)). It then follows by a direct
application of the formulas (19) that
ν(k) = (µ
(k)
− , αk + 1− sk, αk + 1− sk, µ
(k)
+ )
and thus
∣∣γℓ,ν∣∣ = ∣∣γℓ,µ∣∣+ 2∑pk=1 |αk + 1− sk| .
When ℓ = 2p + 1 is odd and γℓ,µ = (µ
(1), ..., µ(p), µ(p+1), we can define ν similarly. Then, one
proves that ε(ν) = ε(µ). We have γℓ,ν = (ν
(1), ..., ν(p), ν(p+1) with
ν(k) = (µ
(k)
− , αk + 1− sk, αk + 1− sk, µ
(k)
+ ) for any k = 1, . . . , p (22)
and ν(p+1) = (0, µ(p+1)). Hence (21) still holds. With the notation of Sections 4.2 and 4.3, we
obtain the following stabilization theorem :
Theorem 4.4.2 Consider µ a partition such that ε(µ) 6= 0. Let ℓ be a positive integer. Then for
any partition λ
1. aℓ,soλ,µ 6= 0 only if sk = αk + 1 for any k = 1, . . . , p.
2. In this case we have aℓ,soλ,µ = [V
so2n+1(λ) : V gℓ,µ(γℓ,µ)] and the non-zero components of the
dominant weight γℓ,µ do not depend on the number of parts 0 in λ and µ.
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Proof. Suppose there exists k ∈ {1, . . . , p} such that sk 6= αk + 1. Write µ(a) for the partition
obtained by adding aℓ components 0 to µ. By (21), we have then
∣∣∣γℓ,µ(a)∣∣∣ ≥ ∣∣γℓ,µ∣∣+ 2a. Thus, for
a sufficiently large, one has
∣∣∣γℓ,µ(a)∣∣∣ > |λ|. For such a, we will obtain [V so2n+1(λ) : V gℓ,µ(γℓ,µ)] = 0.
Hence [V so2n+1(λ) : V gℓ,µ(γℓ,µ)] does not coincide with a non-zero coefficient a
ℓ,so
λ,µ . When sk = αk+1
for any k = 1, . . . , p, the second assertion of the theorem follows from (22).
Remarks:
(i) : There exist very efficient procedures to compute the branching coefficients [V so2n+1(λ) :
V gℓ,µ(γℓ,µ)] (see [6]). By the previous theorem, they permit to derive the coefficients a
ℓ,so
λ,µ .
(ii) : One can check that condition 1 of Theorem 4.4.2 is satisfied in Example 4.2.1 but fails in (20)
where s1 = 1 and α1 = 2.
4.5 Coefficients aℓλ,µ and restriction to Levi subgroups
By combining the results of Sections 3 and 4 we derive the following theorem which expresses aℓ,soλ,µ
and aℓ,spλ,µ as branching coefficients corresponding to restrictions to Levi subgroups.
Theorem 4.5.1 Consider λ ∈ Pm and ℓ a positive integer. Let g be a symplectic or orthogonal
Lie group with rank n > max(ℓl(λ), l(λ′)). Then we have :
1. aℓ,soλ,µ = ε(µ)[V
so2n+1(λ) : V gℓ,µ(γℓ,µ)] where ε(µ), gℓ,µ and γℓ,µ are determined by the algorithms
of Section 4,
2. aℓ,spλ,µ = ε(µ
′)[V so2n+1(λ′) : V gℓ,µ(γℓ,µ′)] if |λ| is even and
3. aℓ,spλ,µ = (−1)
ℓ−1ε(µ′)[V so2n+1(λ′) : V gℓ,µ(γℓ,µ′)] if |λ| is odd.
Proof. Assertion 1 follows from Proposition 3.3.2 and Theorem 4.1.1. By remark following
Lemma 3.3.3, one has aℓ,spλ,µ = a
ℓ,so
λ′,µ′
if |λ| is even and aℓ,spλ,µ = (−1)
ℓ−1aℓ,so
λ′,µ′
otherwise which proves
assertion 2. Note that the assumption n > max(ℓl(λ), l(λ′)) suffices to guarantee that λ′ belongs
to Pn.
In the sequel, we will assume for simplicity ℓ ≥ 2 and n ≥ ℓ |λ| which implies the condition
n > max(ℓl(λ), l(λ′)).
5 Splitting V g(λ)⊗2 into its symmetric and antisymmetric parts
5.1 Decomposition of the plethysms p2 ◦ s
g
λ
Consider a partition λ ∈ Pm. According to Theorem 4.5.1, we have with the notation of Sections
3.2 and 3.3
p2 ◦ s
gln
λ =
∑
µ∈Pn
ε(µ)cλ
(µ(0),µ(1))
sglnµ , (23)
p2 ◦ s
so
λ =
∑
µ∈Pn
ε(µ)[V so2n+1(λ) : V gln(γµ)]s
so
µ and p2 ◦ s
sp
λ = (−1)
|λ|p2 ◦ s
so
λ′
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for any n ≥ 2 |λ| . Here we have written for short γµ for γ2,µ and V
gln(γµ) instead of V
L2,µ(γµ) (see
Remark (ii) of Section 4.4). Since n ≥ m and γµ = (γ
−, γ+) belongs to P˜n we have the following
decomposition (see [6]) :
[V so2n+1(λ) : V gln(γµ)] =
∑
δ,ξ∈Pn
cλδ,ξc
ξ
γ−,γ+
. (24)
5.2 Symmetric and antisymmetric parts of V g(λ)⊗2
Consider λ ∈ Pm. By Propositions 3.2.3 and 3.3.2, for any rank n ≥ 2 |λ| the plethysms h2 ◦ s
g
λ and
e2 ◦ s
g
λ stabilize. Set
h2 ◦ s
g
λ =
∑
µ∈Pn
mG,+λ,µ s
g
µ and e2 ◦ s
g
λ =
∑
µ∈Pn
mG,−λ,µ s
g
µ
where G = gl, so or sp respectively when g = gln, soN or sp2n. Recall that h2 ◦s
g
λ and e2 ◦s
g
λ are the
characters of S2(V g(λ) and Λ2(V g(λ). By using (10) and Theorem 4.5.1, we obtain for any rank
n ≥ 2 |λ|
mgl,±λ,µ =
1
2
(cµλ,λ,±ε(µ)c
λ
(µ(0),µ(1))
),
mso,±λ,µ =
1
2
(dµλ,λ,±ε(µ)[V
so2n+1(λ) : V gln(γµ)],
msp,±λ,µ =
1
2
(dµ
′
λ′,λ′
,±(−1)|λ|ε(µ′)[V so2n+1(λ′) : V gln(γµ′)]
where the coefficients dµλ,λ are the multiplicities appearing in Proposition 2.2.2. Now these mul-
tiplicities can be expressed in terms of the Littlewood coefficients [5]. Namely we have dµλ,λ =∑
δ,ξ,η c
µ
δ,ξc
λ
δ,ηc
λ
ξ,η. In particular we recover the equality d
µ′
λ′,λ′
= dµλ,λ since c
γ
δ,η = c
γ′
δ′,η′
for any par-
titions δ, η and γ. By using (24), this thus permits to express the multiplicities appearing in the
symmetric and antisymmetric parts of V g(λ)⊗2 in terms of the Littlewood-Richardson coefficients.
Note that formulas for computing the plethysms h2 ◦ s
g
λ and e2 ◦ s
g
λ were introduced without a
complete proof by Littlewood in [14].
Proposition 5.2.1 With the above notation we have for any rank n ≥ 2 |λ|
mgl,±λ,µ =
1
2
(cµλ,λ ± ε(µ)c
λ
(µ(0),µ(1))
),
mso,±λ,µ =
1
2
 ∑
δ,ξ,η∈Pn
cµδ,ξc
λ
δ,ηc
λ
ξ,η ± ε(µ)
∑
δ,ξ∈Pn
cλδ,ξc
ξ
γ−,γ+

msp,±λ,µ =
1
2
 ∑
δ,ξ,η∈Pn
cµδ,ξc
λ
δ,ηc
λ
ξ,η ± (−1)
|λ|ε(µ′)
∑
δ,ξ∈Pn
cλδ,ξc
ξ
κ−,κ+

where γµ = (γ
−, γ+) and γµ′ = (κ
−, κ+).
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