Dirichlet problem for Laplace–Beltrami equation on hypersurfaces—FEM approximation  by Buchukuri, Tengiz et al.
Available online at www.sciencedirect.com
ScienceDirect
Transactions of A. Razmadze Mathematical Institute 170 (2016) 300–307
www.elsevier.com/locate/trmi
Original article
Dirichlet problem for Laplace–Beltrami equation on
hypersurfaces—FEM approximation✩
Tengiz Buchukuria,∗, Roland Duduchavaa, George Tephnadzeb
a A.Razmadze Mathematical Institute, Tbilisi State University, Tamarashvili str. 6, Tbilisi 0177, Georgia
b Department of Mathematics, Faculty of Exact and Natural Sciences, Tbilisi State University, Chavchavadze str. 1, Tbilisi 0128, Georgia
Received 17 March 2016; received in revised form 28 June 2016; accepted 13 July 2016
Available online 12 August 2016
Abstract
We consider Dirichlet boundary value problem for Laplace–Beltrami Equation On HypersurfaceS , when the Laplace–Beltrami
operator on the surface is described explicitly in terms of Gu¨nter’s differential operators. Using the calculus of Gu¨nter’s tangential
differential operators on hypersurfaces we establish Finite Element Method for the considered boundary value problem and obtain
approximate solution in explicit form.
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LetS be a C2 smooth orientable surface in R3 with Lipschitz boundary ∂S given by an immersion
ζ : ω→ S , ω ⊂ R2 (1)
where ω is open simple connected domain in R2 with Lipschitz boundary ∂ω and let θ : S → ω be the inverse
mapping
ζ ◦ θ = I d : S → S , θ ◦ ζ = I d : ω→ ω.
Denote by ν(y), y ∈ S the unit normal onS with the chosen orientation.
Gu¨nter’s tangential derivatives D j onS are defined by identities
D j := ∂ j − ν j (y)∂ν, j = 1, 2, 3, (2)
where ∂ν =3k=1 νk∂k denotes the normal derivative.
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Tangential derivatives can be applied to the definition of Sobolev spaces Wℓp(S ) = Hℓ(S ), ℓ ∈ N0, 1 ≤ p <∞
on an ℓ-smooth surfaceS (see [1,2])
Hℓ(S ) =Wℓp(S ) :=

ϕ ∈ D′(S ) : ∇αS ϕ ∈ Lp(S ) , ∀α ∈ Nn0 , |α| ≤ ℓ

. (3)
Equivalently, Wℓp(S ) is the closure of the space Cℓ(S ) with respect to the norm





The space Wℓp(S ) can also be understood in distributional sense: derivative D jϕ ∈ L2(S ) means that there exists a
function in L2(S ) denoted by D jϕ such that
(D jϕ,ψ) := (ϕ,D∗j ψ) :=

S
ϕ(y)D∗j ψ(y) dσ ∀ψ ∈ L2(S ).











Under the space W−ℓ2 (S ) with a negative order −ℓ, ℓ ∈ N, is understood, as usual, the dual space of distributions to
the Sobolev space Wℓ2(S ).




D2j ϕ ∀ϕ ∈ C2(S ). (5)




(Dϕ j ,Dψ j )S . (6)
From (6) immediately follows
Theorem 1. If S is a C1 smooth surface in R3, then Laplace–Beltrami operator
−∆S : W12(S )→W−12 (S ) (7)
is positive definite (see [3])
(−∆S ϕ, ϕ)S =
3
k=1
(Dkϕ,Dkϕ)S = ∥∇S ϕ
L2(S )∥2 > 0
for ∀ϕ ∈W12(S ), ϕ ≠ 0. (8)
We consider the following Dirichlet boundary value problem for the Laplace–Beltrami equation
∆S u(y) = f (y), y ∈ S ,
u+(y) = 0, y ∈ ∂S , (9)
where f ∈ L2(S ).
From (6) follows variational formulation of (9):
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Find a vector ϕ ∈ H10(S ) that
3
k=1
(Dkϕ,Dkψ)S = −( f, ψ)S ∀ψ ∈ H1/2(S )3. (10)





is bounded and coercive in H10(S )
M1
ϕH1(S )2 ≥ a(ϕ, ϕ) ≥ MϕH1(S )2, ∀ϕ ∈ H10(S ), (12)
for some M > 0, M1 > 0, therefore problem (10) possesses a unique solution by Lax–Milgram Theorem (see [4]).
Now we describe the discrete counterpart of the problem (cf. [5]).
Let Xh be a family of finite dimensional subspaces approximatingH1(S ), i.e., such that

h Xh is dense inH1(S ).
Consider Eq. (10) in the finite-dimensional space Xh
a(ϕh, ψh) = f (ψh) ∀ψ ∈ Xh, (13)
where f˜ (ψh) = −( f, ψh)S .
Theorem 2. Eq. (13) has the unique solution ϕh ∈ Xh for all h > 0. This solution converges inH1(S ) to the solution
ϕ of (10) as h → 0.
Proof. From the coercivity of sesquilinear form a immediately follows
c1
ϕhH1(S )2 ≤ a(ϕh, ϕh) = | f˜ (ϕh)|
≤ c2
ϕhH1(S ) for all h. (14)
Let ϕh be the unique solution of the homogeneous equation:
a(ϕh, ψh) = 0 for all ψh ∈ Xh . (15)
Then (14) implies
ϕhH1(S ) = 0 and consequently, ϕh = 0. Therefore Eq. (13) has a unique solution. From (14)
it follows also thatϕhH1(S )2 ≤ c2c1 ϕhH1(S ).
Hence sequence {∥ϕh |H1(S )∥} is bounded and we can extract a subsequence {ϕhk } which converges weakly to some
ϕ ∈ H1(S ).
Let us take an arbitrary ψ ∈ H1(S ) and for each h > 0 choose ψh ∈ Xh such, that ψh → ψ in H1(S ). Then
from (13) we have
a(ϕ, ψ) = f˜ (ψ), ∀ψ ∈ H1(S ).
Hence, ϕ solves (10). Note, that since (10) is uniquely solvable, each subsequence {ϕhk } converges weakly to the same
solution ϕ, and consequently the whole sequence {ϕh} also converges weakly to ϕ. Now let us prove that it converges
in the space H1(S ).
Indeed, due to (14) we have
c1∥ϕh − ϕ∥2 ≤ |a(ϕh − ϕ, ϕh − ϕ)| ≤ |a(ϕh, ϕh − ϕ)− a(ϕ, ϕh − ϕ)|
= c1| f˜ (ϕh)− a(ϕh, ϕ)− f˜ (ϕh − ϕ)| → c1| f˜ (ϕ)− a(ϕ, ϕ)| = 0,
which completes the proof. 
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We can choose spaces Xh in different ways. As an example let us describe the discretization method based on the
representation of the surfaceS as a network of the triangle-shaped elements.
Let (Uα, ~α) be a parametrization of S . Here ~α : Uα ⊂ R2 → S are injective differentiable mappings
(diffeomorphisms) of open sets Uα of R2 intoS such that

α ~α(Uα) = S .
Let h > 0. We callSh a triangulation ofS ifS is represented asS =Tγ ∈ShTα , where the sets Tγ possess the
following properties:
1. Each Tγ is a subset of some ~αγ (Uαγ ) and Tγ := ~−1αγ (Tγ ) ⊂ Uαγ is a triangle.
2. If Tγ = ~−1α (Tγ ) and Tδ = ~−1α (Tδ) are subsets of the same Uα , then their intersection can be only a common
vertex or a side.
3. Sides of the triangles ~−1αγ (Tγ ) do not exceed h.
Denote byNS the set of nodes of the triangulationS, i.e. the set of all points ~α(Pβ) ∈ S , where Pβ are vertices
of the triangles Tγ . Let ζ : NS → R be any mapping of NS into R, then it can be easily proved that there exists
function vζ ∈ H1(S ) such that:
1. rNSvζ = ζ .
2. The restriction of vζ ◦ ~α on Tα is an affine function: vζ ◦ ~α(x1, x2) = a1x1 + a2x2 + a3.
Denote by Xh the set of all such functions, corresponding to the triangulationSh . The set Xh consists of the piecewise-
linear functions and therefore

h Xh is dense in H1/2(S )3.
We can replace the triangle-shaped elements in the above-described network by quadrilateral, hexagonal or other
type polygonal elements.
In particular, consider a case, when ω = Uα in the above parametrization is a square part of R2
ω = {(x1, x2) : 0 < x1 < 1, 0 < x2 < 1}, ζ(ω) = S .
Allocate N 2 nodes Pi j = (i/(N + 1), j/(N + 1)), i, j = 1, . . . , N on ω.
Let αk, k = 1, . . . , N be piecewise linear functions defined on segment [0, 1] as follows:
αk(x) =

0, 0 ≤ x ≤ k − 1
N + 1 ,
(N + 1)






N + 1 < x ≤
k








N + 1 < x ≤
k + 1
N + 1 ,
0,
k + 1
N + 1 < x ≤ 1,
j = k, . . . , N ,
(16)
and denote by ϕ˜i j , i, j = 1, . . . , N functions
ϕ˜i j (x1, x2) = αi (x1)α j (x2), i, j = 1, . . . , N , (x1, x2) ∈ ω. (17)
Evidently, ϕ˜i j are continuous functions, which take their maximal value ϕi j (Pi j ) = 1 at point Pi j and vanish outside
the set
ωi j = ω ∩

(x1, x2) : 0 ≤
x1 − iN + 1
 ≤ 1, 0 ≤ x2 − jN + 1
 ≤ 1 , (18)
consequently, they belong to H1(ω) and are linearly independent (see [6]).
Denote by X N the linear span of the functions ϕi j ◦ ϑ, i, j = 1, . . . , N . The space X N is N 2-dimensional space
contained into H1(S ).
Consider Eq. (13) in the space X N .
a(ϕ, ψ) = f˜ (ψ) ∀ψ ∈ X N . (19)
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Ci j ϕi j , (20)
where Ci j are unknown coefficients. Substituting ϕ in (19) and replacing ψ successively by ϕi j , i, j = 1, . . . , N , we
get the equivalent system of N 2 linear algebraic equations
N
i, j=1




ϕi j , ϕkl

, fkl = f˜ (ϕkl). (22)
Matrix A = A(i j)(kl) is the Gram’s matrix of the positive semidefinite bilinear form a, therefore it is a nonsingular







(i j)(kl) ϕi j fkl . (23)
To calculate explicitly A(i j)(kl) and fkl note, that














∂pϕˆi j (ϑ(y))Dmϑp(y), (24)
Aijkl = a















fkl = −( f, ϕˆkl)S = −

S
f (y) ϕˆkl(y) dσ. (26)

















f (ζ(x)) ϕˆkl(ζ(x))|σ ′(x)|dx (28)
where |σ ′(x)| is a surface element ofS
|σ ′(x)| = |∂1ϑ(x)× ∂2ϑ(x)|.
From (16)–(19), (27)–(28) we obtain explicit expressions of Aijkl and fkl , 1 ≤ i, j, k, l,≤ N
Aijkl = 0, if i < k − 1 or k < i − 1 or j < l − 1 or l < j − 1,
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if k = i + 1, l = j + 1,













 j − 1
N + 1 − x2

+ δp2
 i + 1

























 j + 1
N + 1 − x2

+ δp2
 i + 1
N + 1 − x1

δq1
 j + 1








if k = i + 1, l = j,













 j − 1
N + 1 − x2

+ δp2
 i + 1












if k = i + 1, l = j − 1,













 j + 1
N + 1 − x2

+ δp2
 i − 1












if k = i − 1, l = j + 1,











































 j + 1




x1 − i − 1N + 1

δq1
 j + 1
N + 1 − x2

+ δq2
 i − 1


















x2 − j − 1N + 1

+ δp2
 i + 1
N + 1 − x1

δq1
 j − 1
N + 1 − x2

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+ δq2
 i + 1

















 j + 1
N + 1 − x2

+ δp2
 i + 1
N + 1 − x1

δq1
 j + 1
N + 1 − x2

+ δq2
 i + 1




if k = i, l = j,






















N + 1 − x2

+ δq2
 i − 1

















 j − 1
N + 1 − x2

+ δp2
 i + 1












if k = i, l = j − 1,


















x1 − i − 1N + 1

δq1
 j − 1






































if k = i − 1, l = j,






























if k = i − 1, l = j − 1,










x1 − k − 1N + 1

x2 − l − 1N + 1

f (ζ(x))|σ ′(x)|dx









 k + 1
N + 1 − x1

x2 − l − 1N + 1

f (ζ(x))|σ ′(x)|dx
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x1 − k − 1N + 1
 l + 1
N + 1 − x2

f (ζ(x))|σ ′(x)|dx









 k + 1
N + 1 − x1
 l + 1
N + 1 − x2

f (ζ(x))|σ ′(x)|dx .
As an application of the aforementioned boundary value problem we can consider stationary state of heat conduc-
tion by an isotropic media, governed by the Laplace equations and constrained by classical Dirichlet–Neumann mixed
boundary conditions for the Laplace equation in the layer domain Ωε := S × (−ε, ε) of thickness 2ε, whereS ⊂ C
is a smooth subsurface of a closed hypersurface C with smooth nonempty boundary ∂S
∆Ωεϕ(y, t) = f (y, t), (y, t) ∈ S × (−ε, ε), (29)
ϕ+(y, t) = g(y, t), (y, t) ∈ ∂S × (−ε, ε), (30)





D2j ϕ +H 0S ∂νϕ = ∆S ϕ + ∂2t ϕ +H 0S ∂νϕ
andH 0S is a Weingarten matrix




n×n , X ∈ S . (32)
It can be proved that when the thickness 2ε of the layer domain Ωε with the mid-surface C , tends to zero, this
boundary-value problem “converges” in the sense of Γ convergence to the following Dirichlet boundary value prob-
lem for Laplace–Beltrami equation onS
∆S ϕ(y) = f0(y) y ∈ S ,
ϕ+(τ ) = g(τ, 0), τ ∈ ∂S , (33)
where






(∂t G)(y, 0)− (∂t G)(y, 0)

(34)
and G(x, t) is a continuation of the boundary data g(y, t), (y, t) ∈ ∂S × (−ε, ε), from the boundary into the domain
(x, t) ∈ Ωε.
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