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Re´sume´
De nos jours, le cloud devient indispensable pour utiliser les services informatiques, mais tous
ces services en ligne ont un impact sur notre e´conomie et notre environnement. L’utilisation de
centres de calcul est devenue incontournable pour le traitement de l’information et le stockage
a` grande e´chelle (Big Data). Cependant, de tels syste`mes distribue´s sont e´nergivores, et ont une
influence directe sur l’environnement et leur couˆt de fonctionnement. Afin de diminuer l’empreinte
e´cologique et la facture d’e´lectricite´, l’utilisation d’e´nergie renouvelable est une solution adopte´e.
Cependant, l’inte´gration des e´nergies renouvelables dans de tels syste`mes est complexe en raison
de leur forte de´pendance a` l’environnement naturel. Effectivement, le rendement de production
e´nerge´tique de´pend essentiellement, de la me´te´o, et des horaires de production. Par exemple,
les panneaux solaires ne produisent pas d’e´nergie la nuit, ou lorsqu’un nuage cache le soleil, et
ils posse`dent un rendement plus ou moins fort lorsque les tempe´ratures varient. Par contre, les
e´oliennes peuvent produire le jour comme la nuit mais de´pendent de l’intensite´ du vent ainsi que
de leur emplacement ge´ographique. Afin d’ame´liorer l’efficacite´ des centres de calcul, de nombreux
travaux ont utilise´ le stockage d’e´nergie renouvelable. Cette forme de stockage peut eˆtre conside´re´e
comme un cas de se´curite´ lie´ au mauvais rendement de telles sources renouvelables. L’utilisation
de diffe´rentes sources d’e´nergie introduit une nouvelle proble´matique lie´e a` leur comple´mentarite´.
Pour cela la cre´ation de re´seau intelligent introduit une meilleure inte´grite´ des flux e´nerge´tiques, et
permet la communication entre les diffe´rents syste`mes : producteurs d’e´nergie, et consommateurs
d’e´nergie.
Les travaux de cette the`se portent sur l’optimisation des flux e´nerge´tiques et informatiques
dans un re´seau intelligent ayant pour but d’alimenter un centre de calcul via des e´nergies renou-
velables. Dans cette the`se sont traite´s les proble`mes lie´s a` la mise en commun des informations
de types e´nerge´tique et informatique dans une contrainte de re´activite´ forte a` travers la cre´ation
d’une architecture pour un re´seau intelligent. La mode´lisation d’un tel re´seau doit permettre la
prise de de´cision de manie`re dynamique et autonome. L’objectif de cette mode´lisation, via un
re´seau intelligent, est l’optimisation des ressources renouvelables afin de diminuer l’empreinte
e´cologique.
La premie`re contribution est la cre´ation de RenewSim. C’est un simulateur qui distingue les
v
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diffe´rents types de flux informatique et e´nerge´tique. RenewSim est base´ sur l’utilisation de plu-
sieurs sources d’e´nergie (fournisseur d’e´lectricite´, e´nergies renouvelables et espaces de stockages).
Il s’agit d’un simulateur de´die´ a` l’alimentation d’un centre de calcul via des sources d’e´nergie re-
nouvelables et non renouvelables. L’objectif de ce simulateur est de proposer la co-simulation afin
d’approfondir les mode`les de puissance, de consommation des diffe´rents composants du re´seau
intelligent. RenewSim permet de prendre des de´cisions a` travers un module de controˆle unique.
C’est un outil parame´trable.
La deuxie`me contribution porte sur l’analyse d’une charge de travail re´elle. Le choix des traces
(donne´es d’entre´e du syste`me) a un effet de´cisif sur l’observation des performances d’un centre
de calcul. Il doit permettre de garantir l’utilisation des ressources, de mesurer et de respecter le
niveau de QoS requis par les utilisateurs, par exemple via des priorite´s d’exe´cution. Nous nous
sommes base´s, pour cela, sur des traces issues des centres de calcul de Google. Son utilisation
tend a` se rapprocher d’une charge d’utilisation re´elle et actuelle. Une e´tude a permis de cre´er un
ensemble de traces synthe´tiques repre´sentatives.
La troisie`me contribution est la mise en place d’une charge de travail modulable a` travers l’uti-
lisation et l’adaptation d’algorithmes d’ordonnancement sous contraintes. La contrainte principale
est le placement d’une charge a` un instant ou` l’e´nergie renouvelable est disponible. Les diffe´rents
algorithmes re´alise´s sont compare´s a` l’aide de me´triques classiques et spe´cifiques comme le GEC
(Green Energy Coefficient) qui quantifie la part des e´nergies renouvelables consomme´es, au cours
d’un sce´nario, par un centre de calcul.
La quatrie`me contribution est l’impact environnemental et la performance de la batterie par
rapport a` sa capacite´ de stockage et de la production d’e´nergies renouvelables sur une charge
de travail. Les simulations effectue´es ont permis de faire augmenter la capacite´ des espaces de
stockage et la production d’e´nergie renouvelable afin de connaˆıtre le ratio ou` le GEC e´tait le plus
performant.
Mots-cle´s : Re´seau intelligent - E´nergie renouvelable - Centre de Calcul - Ordonnancement
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Abstract
Nowadays, the cloud becomes essential to use IT services, but all these online services have
an impact on our economy and our environment. The use of data centers has become essential
for information processing and large scale storage (Big Data). However, such distributed systems
are energy intensive, and have a direct influence on the environment and their operation cost.
In order to reduce the ecological footprint and the electricity bill, the use of renewable energy is
a solution adopted. However, the integration of renewable energies in such systems is complex
because of their strong dependence on the natural environment. Indeed, the energy production
yield depends essentially on the weather and production schedules. For example, solar panels do
not produce energy at night, or when a cloud hides the sun, and they perform more or less when
temperatures vary. On the other hand, wind turbines can produce both day and night but depend
on the intensity of the wind and their geographical location. In order to improve the efficiency
of data centers, many works have used renewable energy storage. This form of storage can be
considered as a security case related to the poor performance of such renewable sources. The use
of different energy sources introduces a new problem related to their complementarity. For that,
the creation of intelligent network introduces a better integrity of the energy flows, and allows
the communication between the different systems : energy producers, and consumers of energy.
The work of this thesis deals with the optimization of energy and computer flows in an
intelligent network aiming to supply a data center via renewable energies. In this thesis are
treated the problems related to the pooling of energy and information type information in a
strong reactivity constraint through the creation of an architecture for an intelligent network.
The modeling of such a network must allow the decision making in a dynamic and autonomous
way. The objective of this modeling, via an intelligent network, is the optimization of renewable
resources in order to reduce the ecological footprint.
The first contribution is the creation of RenewSim. It is a simulator that distinguishes different
types of IT and energy flows. RenewSim is based on the use of several sources of energy (electricity
supplier, renewable energy and storage space). It is a simulator dedicated to feeding a data center
via renewable and non-renewable energy sources. The objective of this simulator is to propose co-
simulation in order to deepen the models of power and consumption of the various components of
vii
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the intelligent network. RenewSim allows you to make decisions through a single control module.
It is a configurable tool.
The second contribution deals with the analysis of a real workload. The choice of traces (input
data of the system) has a decisive effect on the observation of the performances of a data center.
It must make it possible to guarantee the use of the resources, to measure and to respect the
level of QoS required by the users, for example via execution priorities. To do this, we relied on
traces from Google’s data centers. Its use tends to be closer to a real and current usage load. A
study has created a set of representative synthetic traces.
The third contribution is the establishment of a flexible workload through the use and adap-
tation of constraint scheduling algorithms. The main constraint is placing a load at a time when
renewable energy is available. The different algorithms are compared using classical and specific
metrics such as the GEC (Green Energy Coefficient) which quantifies the share of renewable
energies consumed, during a scenario, by a data center.
The fourth contribution is the environmental impact and performance of the battery in rela-
tion to its storage capacity and the production of renewable energy on a workload. The simulations
made it possible to increase the capacity of the storage spaces and the production of renewable
energy in order to know the ratio where the GEC was the most efficient.
Keywords : Smart grid - Renewable energy - Data center - Scheduler
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Abre´viations
CPU Central Processing Unit - Unite´ centrale.
DC/DC : Direct Current / Direct Current - Courant Continu vers Courant Continu, conver-
tisseur e´lectronique permettant de transformer un courant continu d’un niveau de voltage
a` un autre.
DC/AC : Direct Current / Alternating Current - Courant Continu vers Courant alternatif,
convertisseur e´lectrique permettant de transformer le courant continu vers un courant
alternatif.
DVFS : Dynamic Voltage and Frequency Scaling - Ajustement dynamique de la tension.
FF : First Fit - algorithme.
FF LPT : First Fit avec Long Processing Time - algorithme.
GA : Genetic Algorithme - algorithme ge´ne´tique.
GEC : Green Energy Coefficient - coefficient d’e´nergie vert.
IaaS Infrastructure as a Service - infrastructure en tant que service.
NTIC : Nouvelles Technologies de l’Information et de la Communication.
QoS Quality Of Service - qualite´ de service.
PE : Primary Energy - e´nergie primaire.
PUE : Power Usage Effectivenes - efficacite´ d’utilisation de la puissance.
RR : Round Robin - algorithme.
RR CLASSES : Round Robin avec CLASSES - algorithme.
RR LPT : Round Robin avec Long Processing Time - algorithme.
UML : Unified Modeling Language - langage de mode´lisation unifie´.
vCPU : Virtual Central Processing Unit - unite´ centrale virtuelle.
VM : Virtual Machine - machine virtuelle.
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1.1 Contexte
1.1.1 Quelques chiffres
De nos jours, le nuage (cloud) devient indispensable pour utiliser les services informatiques,
mais tous ces services en ligne ont un impact sur notre e´conomie et notre environnement.
En outre, cette consommation d’e´nergie augmente d’anne´e en anne´e. Le fonctionnement d’un
centre de calcul est de plus en plus couˆteux. Le taux d’utilisation et les besoins des utilisateurs
augmentent jour apre`s jour (diffusion, re´seau social, et cloud avec les services a` la demande). La
commission europe´enne a estime´ la consommation des centres de calcul dans la zone europe´enne
a` 56 milliards de kW en 2008 et a pre´dit 104 milliards pour 2020 1.
1.  Code de conduite sur l’efficacite´ e´nerge´tique du centre de donne´es  par la commission europe´enne en
octobre 2008
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De nombreuses entreprises se concentrent sur les e´nergies renouvelables pour re´duire leurs fac-
tures d’e´lectricite´ et l’empreinte carbone. De 2010 a` 2014, la consommation d’e´nergie des centres
de calcul a augmente´ d’environ 4 pour cent aux E´tats Unis [9]. Par exemple, Google a investi
2,5 milliards de dollars dans des projets d’e´nergie renouvelable pour atteindre 100% d’e´nergie
renouvelable en 2017 [10]. Aujourd’hui, Google a des centres de calcul alimente´s par l’usine pho-
tovolta¨ıque dans le de´sert d’Atacama, le plus grand de ce type en Ame´rique latine depuis janvier
2017 [11]. En outre, l’utilisation de panneaux solaires est complexe et impre´visible e´tant donne´
que la production d’e´nergie de´pend des variations climatiques. Pour re´duire l’empreinte carbone,
certains travaux ont utilise´ le prix de revente pour re´duire l’achat d’e´nergie non renouvelable [12].
Afin d’ame´liorer l’efficacite´ des centres de calcul, de nombreux travaux ont utilise´ le stockage
d’e´nergie graˆce a` la batterie [1]. L’utilisation de diffe´rentes sources d’e´nergie introduit une nou-
velle proble´matique lie´e au stockage de l’e´nergie. De nombreux travaux existent sur les diffe´rents
e´quipements de stockage d’un point de vue de charge/de´charge et leur utilisation dans un centre
de calcul [13, 14]. Cette forme de stockage peut eˆtre conside´re´e comme un cas de se´curite´ contre
la pe´nurie.
Ces domaines d’alimentation et de consommation d’un centre de calcul consti-
tuent le contexte de ses travaux de the`se. Mes travaux s’inscrivent dans la diminution
de l’empreinte e´cologique et la re´duction des couˆts de fonctionnements des centres
de calcul.
1.1.2 neOCampus
L’e´laboration de cette the`se s’est effectue´e au sein de l’ope´ration neOCampus. Cette ope´ration
a e´te´ initie´e en juin 2013 par le pre´sident de l’Universite´ Paul Sabatier (UPS), Bertrand Mon-
thubert, et fait appel aux compe´tences de plusieurs laboratoires travaillant conjointement avec
l’Universite´ de Paul Sabatier. Des domaines tels que la domotique, les baˆtiments intelligents
et les villes veulent fonctionner en grande partie avec des e´nergies renouvelables. Les re´seaux
intelligents font partie de la mise en œuvre de ces baˆtiments intelligents a` travers la cre´ation
de re´seaux d’e´lectricite´ interconnecte´s. Le campus de Paul Sabatier peut eˆtre assimile´ a` une
petite ville mais est compose´ de syste`mes complexes, par exemple des capteurs, du mate´riel
pe´dagogique, des mate´riaux innovants dans le baˆtiment ou du stockage de donne´es a` grande
e´chelle. La de´marche de neOCampus est donc e´volutive, et est fonde´e sur le croisement des
compe´tences pluridisciplinaires afin de re´duire l’empreinte e´cologique. Par exemple, la facture
d’e´lectricite´ de l’Universite´ de Paul Sabatier III s’e´le`ve a` 3M/an 2.
2. http://www.amue.fr/fileadmin/amue/patrimoine/actualites/WEBCONF_Ecocampus/Guide_SDEP_-_web.
pdf (p. 53)
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Les trois objectifs principaux de neOCampus sont :
- Ame´liorer la qualite´ de vie ;
- Re´duire l’empreinte e´cologique ;
- Re´duire les couˆts.
Figure 1.1 – Logo de l’ope´ration neOCampus
Le site internet de neOCampus : https://www.irit.fr/neocampus/fr/
Mes travaux de the`se s’inscrivent dans la diminution de l’empreinte e´cologique
re´alise´ par un centre de calcul sur un campus universitaire.
1.1.3 ADREAM
L’axe strate´gique du baˆtiment ADREAM est pluridisciplinaire. Ils sont fonde´s sur quatre
domaines : informatique, robotique, automatique et micro et nano syste`mes. L’objectif du
baˆtiment ADREAM est d’obtenir une plateforme expe´rimentale pour la recherche. Il offre
un contexte d’expe´rimentation pour le de´veloppement formel de syste`mes, environnements de
co-simulation et co-validation, syste`mes informatiques autonomiques, syste`mes e´nerge´tiques,
robotique et optimisation et commande.
Le baˆtiment est muni d’un ensemble de capteurs et d’actionneurs. Actuellement, il dispose
d’un mini centre de calcul de´voue´ a` l’expe´rimentation. La superficie totale du baˆtiment est de
1700m2 et la superficie des panneaux photovolta¨ıques est de 720m2.
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Figure 1.2 – Illustrations et panneaux solaires du baˆtiment ADREAM
Le site internet du baˆtiment ADREAM : https://www.laas.fr/public/fr/adream
Dans ces travaux de the`se, le baˆtiment ADREAM m’a permis d’obtenir des in-
formations, techniques de composants et des donne´es d’entre´es sur la production
photovolta¨ıque.
1.2 Proble´matiques de recherche
Les proble´matiques de cette the`se s’articulent autour de la gestion des e´nergies renouvelables
et leur utilisation pour re´duire la consommation e´nerge´tique d’un centre de calcul.
Question 1. Comment utiliser au mieux les ressources e´nerge´tiques renouvelables ?
Afin, de palier aux rendements incertains des e´nergies renouvelables, l’utilisation d’espace de
stockages peut permettre de sauvegarder et d’utiliser de l’e´nergie a` des instants plus favorables
au centre de calcul. Cependant, la prise en compte de plusieurs sources d’e´nergie dans un tel
re´seau peut entraˆıner des proble`mes de compatibilite´ e´lectrique. Par exemple, les puissances
des diffe´rentes sources d’e´nergies ne sont pas les meˆmes. De plus, l’utilisation des e´nergies
renouvelables et d’espaces de stockage, ne permet pas d’obtenir un centre de calcul autosuffisant.
C’est pourquoi, le branchement au re´seau d’e´lectricite´ central est indispensable. L’utilisation
de diffe´rentes sources peut entraˆıner des conflits de priorite´s et influencer la prise de de´cision.
Effectivement, l’achat d’e´lectricite´ ou la de´charge de la batterie, peut entraˆıner des couˆts
e´nerge´tiques, et influencer le fonctionnement du centre de calcul. Il faut donc eˆtre capable de
repre´senter le choix de la source d’e´nergie dans un mode`le de de´cision.
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Question 2. Comment diminuer l’empreinte e´cologique d’un centre de calcul ?
Le principal de´fi avec les e´nergies renouvelables est la production d’e´nergie non constante qui
de´pend des conditions me´te´orologiques. Nos de´fis sont de respecter les contraintes d’ordonnance-
ment et d’e´nergie des Machines Virtuelles (VMs), de satisfaire la demande des utilisateurs et d’op-
timiser et rendre les serveurs composants le centre de calcul plus rentables en fonction du temps,
de l’e´nergie disponible et des exigences. Nous pouvons utiliser d’une meilleure fac¸on l’e´nergie
renouvelable graˆce a` la sauvegarde de stockage (batteries), a` la rentabilite´ de l’e´nergie produite
(ventes) ou a` des algorithmes permettant de re´duire la consommation et les couˆts d’achat. Dans
cette the`se, nous nous concentrerons sur une approche d’ordonnancement pour atteindre une
corre´lation entre la production d’e´nergie renouvelable et la consommation demande´e par la charge
de travail (VMs). Cela permet de tendre vers un e´quilibre entre l’offre (production solaire) et la
demande (consommation centre de calcul) et de surcroˆıt diminuer, l’achat d’e´nergie non renou-
velable. Le but est de se rapprocher d’une charge travail agile (adaptable dans le temps et dans
l’espace).
Question 3. Comment mettre en place un niveau de validation ?
La validation par des expe´rimentations re´elles est envisageable. Cependant, de telles
expe´rimentations demandent un certain nombre d’e´quipements physiques de mesure, pas for-
cement manipulables et modulables. Un moyen de validation est de re´aliser une analyse par
simulation, permettant d’avoir un aperc¸u temporel de la consommation e´nerge´tique. Plusieurs
simulateurs de Cloud sont utilise´s pour mode´liser des infrastructures distribue´es. Cependant, de
tels simulateurs n’inte`grent pas, forcement, les meˆmes caracte´ristiques en termes de fonctionna-
lite´s. L’utilisation de donne´es d’entre´es re´elles apporte de la le´gitimite´ aux expe´riences re´alise´es.
C’est pourquoi une solution est d’utiliser des donne´es re´elles de production d’e´nergie renouvelable
et des donne´es re´elles de charge de travail de centre de calcul. L’utilisation de donne´es re´elles est
un moyen de validation.
1.3 Contributions scientifiques
Cette partie pre´sente les diffe´rentes contributions re´alise´es durant ce doctorat.
La cre´ation d’un simulateur de´die´ a` l’alimentation d’un centre de calcul via
plusieurs sources d’e´nergie : RenewSim
Cette contribution re´pond aux questions 1 et 3
Afin de faire face a` la consommation e´nerge´tique des centres de calcul qui augmentent d’anne´e
en anne´e, l’utilisation d’un re´seau intelligent permet de diminuer l’empreinte e´cologique. Le
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choix s’est porte´ vers la cre´ation d’un re´seau intelligent permettant de ge´rer un ensemble de
flux he´te´roge`nes a` travers un module de controˆle. Dans un premier temps, nous avons identifie´
les diffe´rents composants de ce re´seau. Apre`s analyse de l’e´tat de l’art, l’utilisation de batteries
dans un centre de calcul est fre´quemment utilise´e afin de re´duire les couˆts d’e´lectricite´. En analy-
sant de telles architectures, plusieurs sources d’e´nergies dites vertes sont e´galement utilise´es dans
l’alimentation de tels centres de calcul. Cependant, l’inte´gration des e´nergies renouvelables dans
de ces syste`mes est complexe en raison de leur forte de´pendance a` l’environnement naturel. C’est
pourquoi, ce re´seau doit eˆtre connecte´ aux re´seaux d’e´lectricite´ pour palier au rendement des
e´nergies renouvelables. Trois types de sources ont e´te´ identifie´es : les e´nergies renouvelables, les
espaces de stockages, et le re´seaux d’e´lectricite´. Cet aspect multi-sources dans ce re´seau doit eˆtre
ge´re´ a` travers un module de controˆle permettant de re´gler les conflits de priorite´s d’utilisation
mais aussi de permettre de prendre une de´cision e´co-responsable. La premie`re contribution de
cette the`se repose sur une mode´lisation a` haut niveau d’un re´seau intelligent, incluant un en-
semble de de´finitions et de mode`les permettant d’obtenir un simulateur polymorphe autorisant a`
terme la co-simulation avec d’autres simulateurs.
L’analyse de traces de centre de calcul a` grande e´chelle pour la cre´ation de traces
synthe´tiques
Cette contribution re´pond a` la question 3
La mode´lisation du re´seau intelligent a permis de de´finir plusieurs simulations avec un module
de controˆle utilisant un ensemble de politiques pour l’e´nergie. Cependant, celui-ci doit eˆtre aussi
capable de comprendre une charge de travail. Pour cela, une e´tude d’une charge de travail a`
grande e´chelle a e´te´ re´alise´e, afin de permettre de mode´liser des besoins et des flux relatifs aux
centres de calcul. L’analyse de telles traces, a permis d’e´tudier le comportement d’une charge de
travail en terme de temps d’attente d’un service, de dure´e d’exe´cution d’un service, de la qualite´
de service (QoS), de consommation et d’utilisation de ressources. A` travers cette analyse, nous
avons mode´lise´ une machine virtuelle ainsi que des traces synthe´tiques. Elles sont un e´le´ment de
validation pour la simulation.
Proposition d’utilisation, d’adaptation et de simulation d’algorithmes
d’ordonnancement sous contraintes
Cette contribution re´pond a` la question 2
L’utilisation et l’adaptation d’algorithmes ont permis de re´aliser un ensemble de simulation
afin d’obtenir une charge de travail agile. Cette charge de travail pour le centre de calcul est
obtenue via un ensemble d’algorithmes posse´dant plusieurs contraintes. La premie`re contrainte
est la production d’e´nergie verte disponible et la deuxie`me contrainte correspond au nombre de
14
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ressources disponibles pour chaque serveur du centre de calcul. Par la suite, des simulations ont
e´te´ re´alise´es afin d’e´valuer l’impact des diffe´rents ordonnancements. La validation a e´te´ re´alise´e a`
travers le simulateur RenewSim, en dotant, son module de controˆle d’un ordonnanceur. Ce dernier
a permis de mettre en corre´lation les flux e´nerge´tiques et informatiques entre eux. Plusieurs
indicateurs ont e´te´ mis en place afin de comparer les diffe´rents algorithmes, des indicateurs sur le
calcul de l’empreinte e´cologique ainsi que sur la QoS du centre de calcul. Le coefficient d’e´nergie
vert (GEC) a permis de quantifier la part des e´nergies renouvelables consomme´es, au cours d’un
sce´nario, par un centre de calcul. De plus, l’utilisation d’algorithmes et de mode`les doit nous
aider a` re´pondre a` des spe´cifications pour connaˆıtre l’algorithme le plus ou moins favorable a` une
politique de de´cision par rapport a` la QoS attendue, l’aspect environnemental (GEC) ou l’aspect
lucratif.
Dimensionnement d’un stockage e´nerge´tique par rapport a` une production
d’e´nergie verte
Cette contribution re´pond aux questions 2 et 3
A` travers les simulations re´alise´es, nous avons aussi analyse´ l’impact environnemental et
la performance des e´le´ments d’un re´seau intelligent. Ce dimensionnement a e´te´ illustre´ avec
une batterie et une production solaire. Il a permis d’e´tudier les performances de la batterie
par rapport a` sa capacite´ de stockage et de la production solaire sur une charge de travail.
Les simulations effectue´es ont permis de faire e´voluer la capacite´ des espaces de stockage et la
production photovolta¨ıque afin de connaˆıtre le ratio ou` le GEC e´tait le plus performant.
1.4 Plan du manuscrit
Ce document est constitue´ de sept chapitres. Suite a` ce chapitre 1, les 6 chapitres suivants
s’articulent comme suit :
- Chapitre 2
E´tat de l’art : gestion de l’e´nergie renouvelable dans un centre de calcul
Ce chapitre pre´sente de manie`re assez large un ensemble des domaines aborde´s dans cette
the`se, et le positionnement lie´ aux de´fis de cette the`se. Tout d’abord, les principes d’archi-
tectures de re´seau intelligent pour l’alimentation de centre de calcul. Puis, une pre´sentation
des concepts d’algorithmes d’ordonnancements. Ensuite, une pre´sentation des simulateurs
ayant pour but d’alimenter des centres de calcul. Enfin, une synthe`se des diffe´rents concepts
aborde´s est propose´e.
- Chapitre 3
Environnement de simulation pour la gestion des flux dans un re´seau intelligent
Ce chapitre pre´sente une analyse d’un re´seau intelligent permettant de cre´er et mode´liser
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un re´seau polymorphe. Cette analyse a donc permis de cre´er un simulateur RenewSim
qui a pour vocation de simuler les flux dans un tel re´seau intelligent et de mettre en
place un niveau de validation et d’expe´rimentation. Dans un premier temps est pre´sente´e
l’approche de conception d’un re´seau intelligent et ses objectifs. Dans un deuxie`me temps,
sont analyse´es les spe´cifications d’une approche par simulation pour un tel re´seau. Dans
un troisie`me temps est introduit les de´finitions et les diffe´rentes caracte´ristiques de notre
re´seau intelligent polymorphe. Dans un quatrie`me temps sont propose´s la conception du
module de controˆle et de son syste`me de de´cision. Enfin, une dernie`re partie expose le
bilan et les limites de cette mode´lisation.
- Chapitre 4
Analyse de charges de travail de serveurs a` grande e´chelle
Ce quatrie`me chapitre, va permettre de caracte´riser une charge de travail d’un centre de
calcul a` grande e´chelle, son comportement dans le temps, et dans l’espace (ordonnance-
ment). A` travers l’e´tude de traces de centres de calcul, il est propose´ un mode`le de traces
permettant de mettre en place les algorithmes d’ordonnancements et d’eˆtre imple´mente´s
dans les diffe´rentes expe´rimentations. Dans une premie`re partie, il est pre´sente´ les ca-
racte´ristiques essentielles afin de ge´ne´rer des traces cohe´rentes pour valider les diffe´rentes
contributions. Dans une deuxie`me partie, l’utilisation des traces Google dans la litte´rature
est expose´e. Dans une troisie`me partie et quatrie`me partie, les caracte´ristiques, et l’ana-
lyse des traces Google sont expose´es. Dans une cinquie`me partie, une proposition de traces
synthe´tiques est de´taille´e. Enfin, une dernie`re partie expose le bilan et les limites des traces
Google et des traces synthe´tiques.
- Chapitre 5
Ordonnancement sous contraintes : maximiser l’utilisation de l’e´nergie renouvelable
Ce chapitre introduit la notion de charge de travail agile pour re´duire la consommation d’un
centre de calcul. Ici, sont pre´sente´s un ordonnanceur permettant d’utiliser deux niveaux
de contraintes pour la prise de de´cision, les contraintes e´nerge´tiques et les contraintes lie´es
a` l’ordonnancement de charges. Il est pre´sente´ l’utilisation d’un ensemble d’algorithmes
d’optimisation sous contraintes permettant d’ordonnancer une charge de travail sur un
centre de calcul en fonction de la production solaire. Afin d’e´valuer ces algorithmes un
ensemble de me´triques est pre´sente´. Dans un premier temps, l’approche d’ordonnancement
sous contraintes et les objectifs sont pre´sente´s. Dans un deuxie`me temps, les spe´cifications
d’un tel ordonnanceur sont analyse´es. Dans un troisie`me temps, notre approche et les
diffe´rentes propositions d’adaptation d’algorithmes sous contraintes sont introduites. Dans
un quatrie`me temps, plusieurs me´triques existantes d’e´valuation de QoS et d’impact sur
l’environnement pour les diffe´rents algorithmes sont analyse´es. Enfin, dans une dernie`re
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partie sont expose´s le bilan et les limites de tels algorithmes.
- Chapitre 6
Expe´rimentations : e´valuations et comparaisons
Ce chapitre pre´sente les re´sultats expe´rimentaux et se divise en cinq parties. La premie`re
partie spe´cifie l’environnement des expe´rimentations. La deuxie`me partie e´value les
diffe´rentes politiques de de´cision et l’imple´mentation du mode`le de de´cision pre´sente´ dans
le chapitre 3. La troisie`me partie compare les diffe´rents algorithmes pre´sente´s dans le
chapitre 5 a` travers un ensemble de me´triques. La quatrie`me partie est une e´tude sur le
dimensionnement des e´le´ments du re´seau intelligent, afin d’e´tablir une corre´lation entre
eux et leurs influences sur le rendement e´nerge´tique vert. Enfin, la dernie`re partie dresse
un bilan des diffe´rentes expe´rimentations re´alise´es.
- Chapitre 7
Conclusions et perspectives
Ce dernier chapitre est de´die´ aux conclusions et perspectives de ces travaux. Il dresse le
bilan et les limites des travaux de cette the`se. Les perspectives d’e´volution de ces travaux
de recherches sont de´taille´es de l’ame´lioration des mode`les propose´s a` leur imple´mentation
en environnement re´el non maˆıtrisable.
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Ce chapitre pre´sente l’e´tat de l’art dans lequel s’inscrit les travaux de cette the`se. Il propose
un aperc¸u de trois domaines : les re´seaux intelligents alimente´s par des e´nergies renouvelables, les
algorithmes d’ordonnancement lie´s aux proble´matiques de l’e´nergie, et les simulateurs mode´lisant
les flux d’e´nergies dans des centres de calcul alimente´s par des e´nergies vertes. Les sections de ce
chapitre sont :
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- Dans une premie`re partie sont de´crits les diffe´rents re´seaux intelligents, qui fournissent a`
un centre de calcul une consommation plus respectueuse de l’environnement. Ces re´seaux
intelligents rendent possible le controˆle des flux et aident a` connaˆıtre les diffe´rentes familles
de composants qui construisent un tel syste`me.
- Dans une deuxie`me partie sont pre´sente´s diffe´rents algorithmes de placement et d’ordon-
nancement, mettant en avant la re´duction de la consommation d’e´nergie dans un centre de
calcul. De tels algorithmes re´partissent la charge de travail dans l’espace et dans le temps
afin de diminuer les couˆts de consommation d’e´nergie.
- Dans une troisie`me partie sont analyse´s diffe´rents simulateurs pre´sents dans la litte´rature
qui alimentent des centres de calcul. Cette section permet d’e´valuer les diffe´rents outils
propose´s dans la litte´rature.
Ces trois domaines sont lie´s entres eux et permettent de situer le positionnement des travaux
de cette the`se. Dans un premier temps, les re´seaux intelligents aident a` atteindre des objectifs
pluridisciplinaires, plus particulie`rement les objectifs informatiques et e´nerge´tiques. La structure
d’un re´seau intelligent influe directement sur la consommation et l’optimisation. De tels re´seaux
vont controˆler le cycle complet des flux, de la production d’e´nergie a` la consommation. Dans un
deuxie`me temps, les algorithmes pre´sents dans les ordonnanceurs ne sont qu’une partie de ce cycle.
Cependant, ils ont aussi leurs roˆles a` jouer dans l’optimisation de l’utilisation d’e´nergie. Dans un
troisie`me temps, il faut un environnement d’expe´rimentation afin de tester a` la fois une structure
d’un re´seau intelligent et des algorithmes d’ordonnancement. L’utilisation de simulateurs semble
plus ade´quate pour re´aliser diverses expe´rimentations car elle est moins couˆteuse et obtient des
re´sultats plus rapidement que des expe´rimentations en situations re´elles. Les simulateurs vont
servir a` inscrire et mode´liser, plus pre´cise´ment les algorithmes dans le cycle complet pre´sente´
dans les re´seaux intelligents. De tels simulateurs aident a` mode´liser et le´gitimer le comportement
des diffe´rents flux informatiques et e´nerge´tiques a` travers un cycle complet, et par ailleurs, d’eˆtre
un outil de validation avant l’imple´mentation dans un environnement re´el.
2.1 La composition des centres de calcul verts
Cette partie pre´sente les e´le´ments composants un centre de calcul alimente´ via des e´nergies
dites vertes. Pour re´duire l’empreinte e´cologique, certains travaux se portent sur un meilleure
utilisation de framework et d’infrastructure en tant que service (infrastructure as a service,
IaaS) [15, 16, 17]. Dans un premier temps, des architectures re´elles qui alimentent ces parcs
informatiques via des e´nergies renouvelables des re´seaux situe´s sur le meˆme lieu ge´ographique
sont pre´sente´es, puis dans un deuxie`me temps, celles qui sont distribue´s ge´ographiquement. Dans
un troisie`me temps, les notions de stockage d’e´nergie sont introduites.
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2.1.1 Des architectures de centre de calcul mono site
Lei et al. [12] pre´sente une strate´gie d’ordonnancement afin d’utiliser au mieux l’e´nergie verte
dans un centre de calcul. Leur ordonnanceur est mode´lise´ dans un re´seau intelligent compose´
de plusieurs sources d’e´nergie : de la production solaire, de la production e´olienne et le re´seau
d’e´lectricite´ conventionnel. Leur syste`me vise a` diminuer les couˆts e´nerge´tiques, et a` obtenir un
taux de QoS satisfaisant pour le centre de calcul. Les re´sultats de´montrent que l’e´lasticite´ du
couˆt d’e´lectricite´ permet d’augmenter le taux d’utilisation de l’e´nergie renouvelable et de re´duire
le couˆt de la consommation d’e´lectricite´ totale. Les taˆches arrivent dans une file d’attente. Elles
ont deux niveaux de priorite´ dites cruciales et non cruciales. Les taˆches cruciales ont besoin
d’un temps de re´ponse plus court que les taˆches non cruciales. Le but final de l’ordonnanceur est
d’e´viter au maximum les violations de dates limites (deadlines). Chaque taˆche est place´e sur un
nœud informatique et ne peut eˆtre place´e sur plusieurs nœuds. L’ordonnanceur de´termine ou` et
quand la taˆche peut eˆtre exe´cute´e.
Goiri et al. [1] ont de´veloppe´ un prototype d’un centre de calcul vert (Parasol) ainsi qu’un
ordonnanceur (GreenSwitch). Ce dernier ordonnance dynamiquement une charge de travail et
se´lectionne la source e´nerge´tique. Parasol est compose´ de batteries, de climatiseur, et de pan-
neaux solaires. Le centre de calcul est compose´ de 64 serveurs consommant entre 22 a` 30 W.
Parasol utilise Ganglia [18, 19], un syste`me de surveillance distribue´ e´volutif permettant de suivre
l’e´volution d’un cluster et prendre des de´cisions sur celui-ci. De plus, Parasol est constitue´ d’un
module de climatisation. La figure 2.1 pre´sente l’architecture de GreenSwitch. Il est compose´ de 3
modules : un pour la pre´vision (production d’e´lectricite´, charges de travail, niveau de la batterie),
un pour l’ordonnancement de la charge de travail et l’utilisation des diffe´rentes sources d’e´nergie,
et enfin, un pour la configuration d’Hadoop [20].
GreenCloud [2] est une architecture qui a pour but de re´duire la consommation d’un centre
de calcul tout en garantissant les performances d’un point de vue utilisateur. Le centre de calcul
utilise des machines virtuelles (VM) permettant la migration en direct via Xen [21]. Les VMs sont
exe´cute´es sur une machine physique et peuvent eˆtre migre´es sur un autre serveur sans arreˆter
l’exe´cution de celles-ci. La figure 2.2 pre´sente l’architecture de GreenCloud. Elle est compose´e de
quatre modules. Un module pour le controˆle des migrations des machines virtuelles (Migration
Manager), un module pour le controˆles des ressources (Monitoring Services), un module de
gestion de l’environnement (Managed Environment) et un module pour le service des donne´es
(Data Services). Le module Migration Manager autorise la migration en temps re´el et la prise de
de´cisions sur le placement des machines virtuelles sur les machines physiques via une heuristique
de placement. Le module Monitoring Services collecte les donne´es sur les applications de la
charge de travail (VMs), et sur l’utilisation des ressources occupe´es et libres, c’est-a`-dire l’e´tat
des machines physiques et leur consommation. Par exemple, ce module sait si les serveurs sont
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allume´s ou e´teints, connaˆıt la consommation des serveurs, et quelles sont leurs disponibilite´s en
termes de ressources. Le module Managed Environment repre´sente l’ensemble des applications
et par surcroˆıt les machines virtuelles, puis les machines physiques et leurs capteurs re´alisant les
mesures de consommation. Enfin, le module Data Services, contient E-Map qui est un service
web de type frontal (front-end) permettant de connaˆıtre en temps re´el l’e´tat de GreenCloud.
Par exemple, il montre le statut des serveurs, la consommation, les informations relatives a` la
charge de travail, ou encore les tempe´ratures. L’objectif de GreenCloud est l’utilisation d’une
architecture oriente´e pour le fonctionnement des migrations de VMs en cours d’exe´cution afin
d’e´conomiser efficacement de l’e´nergie.
Figure 2.1 – Architecture GreenSwitch [1]
SolarCore [22] est une architecture multi-cœurs afin de ge´rer l’alimentation de processeurs.
Ces derniers sont fournis en e´lectricite´ par des panneaux solaires et le re´seau d’e´lectricite´. Ce
dernier est utilise´ que lorsque les panneaux solaires ne produisent pas assez d’e´nergie.
Stewart et al. [23] proposent une architecture multi-sources : batteries, diverses e´nergies re-
nouvelables et le re´seau d’e´lectricite´. La source principale est l’e´nergie renouvelable. Elle peut
eˆtre de priorite´ 1 ou 2 (1 e´tant la plus forte). La deuxie`me source est l’ensemble des batteries
et le re´seau d’e´lectricite´ qui est prioritaire par rapport aux batteries, qui ne sont utilise´es qu’en
mode secours sur des courtes dure´es.
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Figure 2.2 – Architecture GreenCloud [2]
2.1.2 Des architectures de centres de calcul distribue´s ge´ographiquement
Zhang et al. [24] ont propose´ un intergiciel (middleware) appele´ GreenWare. Il vise a` aug-
menter le pourcentage d’e´nergie renouvelable utilise´e pour alimenter un re´seau de centres de
calcul distribue´s. L’e´nergie renouvelable utilise´e est l’e´nergie e´olienne et l’e´nergie solaire. Dans
cet article, le nuage (cloud) est compose´ comme un ensemble de centres de calcul distribue´s
ge´ographiquement. Les auteurs ont e´tudie´ les services afin de minimiser l’empreinte carbone de
certaines demandes dans le cadre d’un couˆt budge´taire fixe´ par l’ope´rateur du service Internet.
Dans [25], les auteurs utilisent de nombreux petits centres de calcul ge´ographiquement distribue´s
qui peuvent ajuster dynamiquement la charge de travail ou` il existe plus de sources renouvelables
disponibles.
Liu et al. [26] ont propose´ trois algorithmes pour atteindre un e´quilibre optimal de la charge
ge´ographique, ame´liorer l’utilisation de l’e´nergie verte et re´duire l’e´nergie des combustibles fos-
siles.
2.1.3 Les composants de stockage pour ame´liorer l’utilisation d’un centre de
calcul
Les composants de stockages de type Alimentation Sans Interruption (ASI), Uninterruptible
Power Supply (UPS) ont e´te´ utilise´s dans le domaine de l’e´lectronique, afin de palier au manque
d’e´nergie dans les centres de calcul. Ils peuvent eˆtre utilise´s principalement en cas de de´marrage
ou de pe´nurie d’e´nergie sur un court instant [27, 28]. De nos jours, avec l’utilisation des e´nergies
renouvelables, plusieurs types de syste`mes de stockages d’e´nergies sont utilise´s [29, 13].
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Les batteries sont de plus en plus utilise´es dans les centres de calcul afin d’e´conomiser de l’e´nergie
[1, 30]. Cependant, plusieurs e´tudes du domaine de l’e´lectronique ont mis en e´vidence certains
facteurs influenc¸ant le stockage des batteries :
1. Le lieu de stockage de la batterie (tempe´rature, humidite´ ...) influe sur la capacite´ de
stockage et de´stockage et sur la dure´e de vie de la batterie [31, 32] ;
2. La puissance de la batterie influe sur le stockage ainsi que le de´stockage de cette dernie`re ;
3. Le stockage et le de´stockage engrangent des pertes d’e´nergie [33] ;
4. La dure´e de vie d’une batterie varie suivant son taux utilisation.
Plusieurs approches d’utilisation de batteries sont pre´sentent dans la litte´rature. Li et al. [34]
pre´sentent deux approches pour ame´liorer l’utilisation de l’e´nergie renouvelable dans les centres
de calcul de petites et moyennes tailles. La premie`re approche consiste a` placer le maximum
de taˆches lorsque de l’e´nergie solaire est disponible. La deuxie`me approche consiste a` stocker le
surplus d’e´nergie solaire et de de´charger ce surplus lorsqu’il n’y a plus d’e´nergie. Le mode`le de
charge et de´charge pre´sente´ par les auteurs, est re´alise´ en fonction de la courbe de production
solaire et la demande du centre de calcul. Lorsque la production solaire est supe´rieure a` la
demande du centre de calcul, la batterie se charge. Lorsque la production solaire est infe´rieure a`
la demande du centre de calcul, la batterie est de´charge´e pour re´pondre a` la demande.
Les centres de calcul ont besoin d’e´nergie 24 heures sur 24 et 7 jours sur 7, mais les panneaux
solaires fournissent de l’e´nergie par intermittence et seulement lorsque la me´te´o est satisfaisante.
Stewart et al. [23] proposent d’allumer et d’e´teindre les diffe´rentes machines composant le centre
de calcul. Leur centre de calcul est donc utilise´ avec une batterie de type secours, pour palier a`
des ressources manquantes.
Les travaux pre´sente´s par Mu¨nzberg et al. [35] portent sur l’e´valuation de l’utilisation de trois
sources d’e´nergies (photovolta¨ıque, batterie et re´seau d’e´lectricite´) pour alimenter des baˆtiments
d’habitations ou non. Les auteurs proposent un mode`le line´aire permettant de minimiser l’uti-
lisation d’e´nergie tout en minimisant le prix de l’e´lectricite´. Le mode`le line´aire propose´ est
expe´rimente´ sur des sce´narios sur une longue dure´e, pendant 1 an, pour voir l’impact du mode`le.
2.1.4 Positionnement et objectifs
Actuellement, la gestion d’un centre de calcul s’e´quilibre par rapport a` l’offre et a` la demande
de services informatiques. Cependant, l’introduction d’e´nergie verte dans l’alimentation de tels
centres de calcul, ne permet pas de produire de l’e´nergie de fac¸on line´aire. Les objectifs de cette
the`se re´pondent aux questions et points suivants :
- alimenter un centre de calcul via des e´nergies renouvelables, par exemple, via de l’e´nergie
solaire. Cette production solaire est incertaine.
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- utiliser un espace de stockage d’e´nergie pour diminuer les couˆts de consommation. L’utilisa-
tion d’e´le´ments de stockage tel que des batteries pour palier a` certaines pe´nuries d’e´nergie,
ame`ne de nouvelles contraintes en terme de capacite´ et de stockage. Les batteries peuvent
eˆtre utilise´es a` divers instants et pas seulement lorsqu’il y a pe´nurie d’e´nergie renouvelable.
La prise de de´cision sur l’utilisation de la batterie doit se faire a` court terme. De plus, son
utilisation dans un re´seau intelligent dote´ de plusieurs sources d’e´nergies, peut introduire
des conflits d’utilisations de ces sources.
- ge´rer un centre de calcul dans un re´seau intelligent via des e´nergies vertes dont le lieu de
production est situe´ sur le meˆme lieu ge´ographique. Les architectures propose´es dans la
litte´rature peuvent eˆtre ou non distribue´es sur un lieu ge´ographique diffe´rent. Cependant,
cela induit des couˆts de transports d’e´nergies d’un point A a` un point B, et par surcroˆıt,
des pertes d’e´nergies. De plus, l’utilisation du centre de calcul doit eˆtre applique´ dans un
contexte de campus innovant, soit sur un seul site.
- exploiter la communication entre la partie informatique et les sources d’e´nergies, afin de
mutualiser l’offre et la demande pour prendre une de´cision optimale.
2.2 Les ordonnancements et politiques de placements
Cette section pre´sente diffe´rents types d’algorithmes et de me´thodes utilise´s pour ordonnan-
cer et placer des charges de travail sur des centres de calcul. La reconfiguration dynamique
donne la possibilite´ de changer un ordonnancement et de´placer des charges de travail alors
que celles-ci sont en cours d’exe´cution. Les algorithmes dit  Gloutons  et les algorithmes
 multi-crite`res  pre´sentent diffe´rentes proble´matiques, en terme d’optimisation, ou de temps
d’exe´cution. De plus, certains algorithmes sont re´alise´s a` travers des ordonnanceurs posse´dant
une architecture qui leur sont propres.
2.2.1 La reconfiguration dynamique
A` travers la reconfiguration dynamique, il est possible de diminuer la consommation
d’e´lectricite´ d’un centre de calcul. Ces reconfigurations peuvent intervenir directement sur l’ar-
chitecture logicielle, via la migration de services [36, 37], le de´marrage/extinction de machines,
ou la suspension de services. Ces reconfigurations peuvent se faire directement sur l’architecture
mate´rielle a` travers par exemple le DVFS [38, 39]. Villebonnet et al. [40], proposent de reconfi-
gurer dynamiquement des machines he´te´roge`nes afin de placer des applications de type web pour
minimiser l’utilisation d’e´nergie. A` travers des migrations et l’extinction ou non des machines
physiques, les de´cisions et politiques de placement servent a` consommer moins d’e´nergie tout en
satisfaisant les contraintes QoS.
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2.2.2 L’utilisation d’algorithmes gloutons
Les algorithmes gloutons (greedy algorithms) sont des sche´mas heuristiques. Ils construisent
une solution par ite´ration, sans remettre en cause les de´cisions prises a` l’ite´ration ante´rieure.
Dans certains cas, ces algorithmes re´alisent des prises de de´cisions qui semblent les meilleures a`
une ite´ration mais qui peuvent par la suite eˆtre inapproprie´es. Cependant, de telles heuristiques
permettent d’eˆtre mises facilement en œuvre afin d’obtenir des re´sultats de manie`re rapide, en
cas de contraintes de temps lie´es a` leurs contextes d’exe´cution.
L’algorithme Round-Robin (Tourniquet) [41] est souvent utilise´ dans l’ordonnancement
de taˆches dans les syste`mes d’exploitation. Il ge`re une file d’attente afin d’allouer un temps
d’exe´cution a` chacune des taˆches de manie`re cyclique. Dans le cadre de planification dans un
environnement de type ”nuage”, l’algorithme Round-Robin permet l’ordonnancement de charges
de travail. Cet algorithme construit une solution a` chaque tour d’ite´ration. Par exemple, dans le
cadre du placement d’une charge de travail constitue´ de n taˆches et de s serveurs, a` la premie`re
ite´ration la taˆche t1 sera place´e sur un serveur s1. A l’ite´ration suivante, la taˆche t2 sera place´e
sur le serveur s2. Les taˆches et les serveurs peuvent eˆtre classe´s par ordre d’arrive´e ou de priorite´.
Li et al. [3] pre´sentent PIKA (oPportunistic schedulIng broKer infrAstructure), un framework
d’ordonnancement, pour e´conomiser de l’e´nergie dans un centre de calcul en re´duisant la
consommation des machines physiques. La figure 2.3 pre´sente son architecture. Il utilise un
module de pre´diction (Predictor) pour l’utilisation de l’e´nergie verte ainsi qu’un module de
re-ajustement (Gap) pour dynamiquement remanier le nombre de machines physiques allume´es
par rapport a` la production d’e´nergie verte re´ellement re´alise´e. L’algorithme utilise´ pour le
placement des jobs de´tecte, dans un premier temps, les machines physiques surcharge´es en terme
de CPU et de RAM. Puis ensuite, le module de re-ajustement (Gap) prend une de´cision de
consolidation, puis chaque VM est place´e via un algorithme Gloutons First Fit Decreasing [42]
combine´ a` l’optimisation des ressources propose´es par PIKA. Cependant, l’utilisation de cet
algorithme de placement dans ce framework ne s’applique uniquement que pour des jobs dans
un centre de calcul de petite/moyenne taille et situe´ sur un seul et unique site.
Khosravi et al. [43] proposent ECE (Energy and Carbon-Efficient) une architecture permet-
tant d’assurer la QoS du syste`me, tout en minimisant l’empreinte carbone via une heuristique
de placement. L’heuristique utilise´e est une de´rivation du best-fit. Les VMs sont place´es dans le
centre de calcul, en fonction du re´sultat du PUE [44], et l’augmentation minimale de la consom-
mation d’e´lectricite´ des serveurs physiques.
26
2.2. Les ordonnancements et politiques de placements 27
Figure 2.3 – Architecture de PIKA (Li et al. [3])
2.2.3 Les algorithmes multicrite`res
L’algorithme ge´ne´tique, Genetic Algorithm (GA), a e´te´ propose´ pour la premie`re fois en 1975
par John Holland [45, 46]. L’algorithme ge´ne´tique s’inspire de la the´orie de l’e´volution. C’est une
me´ta-heuristique qui e´value diverses solutions a` travers une note normalise´e. Celle-ci provient du
re´sultat de la fonction objective (fitness) qui e´tudie chaque individu (solution) qui constitue une
population. Les diverses solutions sont appele´es Chromosomes . L’algorithme ge´ne´tique a pour
principe de faire e´voluer la population initiale vers une population qui contiendra de meilleurs
chromosomes. Cette e´volution se fait a` travers divers ope´rateurs ge´ne´tiques : mutation, croise-
ment, se´lection. la figure 2.4 pre´sente un exemple de chromosome pour un algorithme ge´ne´tique de
placements. Cela ge´ne`re un ensemble de placements qui peut eˆtre modifie´ a` travers les ope´rateurs
ge´ne´tiques.
Figure 2.4 – Exemple de chromosome dans un algorithme ge´ne´tique de´die´ a` la proble´matique de place-
ments de VMs sur un ensemble de machine physique (Gue´rout et al. [4])
Kessaciet al. [5] proposent un algorithme ge´ne´tique multi-objectifs (MO-GA) dont le but est
de trouver le meilleur ordonnancement pour des applications a` travers le temps. La fonction ob-
jectif de cet algorithme est la re´duction de la consommation d’e´nergie et des e´missions de CO2,
tout en maximisant le profit et en respectant la QoS des de´lais de terminaisons des applications
(deadline). Les centres de calcul sont re´partis sur des sites ge´ographiques diffe´rents. L’ordonnan-
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ceur utilise un cycle de planification de´crit dans la figure 2.5. A` chaque cycle, l’ordonnanceur
attend d’avoir suffisamment d’applications a` planifier, puis le MO-GA permet d’identifier les
meilleurs ordonnancements possibles sur les centres de calcul. Les re´sultats sont stocke´s dans
une archive Pareto. Un ordonnancement est choisi dans l’ensemble des solutions Pareto. Cet e´tat
propose´ par l’ordonnancement, servira de base a` l’ite´ration suivante. Leur approche est base´e sur
le mode`le de IaaS. Leurs expe´rimentations ont e´te´ re´alise´es sur des traces existantes (Parallel
Workload archive [47]). La pe´riode des traces s’e´tend sur 6 mois (janvier a` juin 2007). Les in-
formations extraites de ces traces correspondent aux caracte´ristiques de leur application : temps
de soumission des applications, leur temps d’exe´cution et le nombre de processeurs requis. Les
traces e´tant de´pourvues d’informations sur le de´lai de terminaison des applications, ils ont ge´ne´re´
cette information. Le nombre de centres de calcul est porte´ a` huit, re´partis dans diffe´rentes zones
ge´ographiques.
Figure 2.5 – Repre´sentation picturale de l’algorithme de (Kessaciet al. [5])
Gue´rout et al. [4, 48] proposent un algorithme ge´ne´tique pour placer des machines virtuelles
sur un ensemble de serveur. La fonction objective de cet algorithme est la minimisation de
la consommation d’e´nergie, du temps de re´ponse, et de la robustesse tout en maximisant le
dynamisme. La robustesse est un indicateur de QoS e´valuant la de´faillance de machine physique
(panne logicielle, panne physique, panne re´seau, ...). Le dynamisme permet de connaˆıtre la
capacite´ de CPU libre sur chacune des machines physiques. Cependant, cet algorithme ne prend
pas en compte le type d’e´nergie utilise´ et la production d’e´nergie re´alise´e. De plus, l’ensemble
des VMs est programme´ de`s le de´but de l’algorithme.
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Lei et al. [49] pre´sente un algorithme e´volutionnaire a` plusieurs objectifs pour ordonnancer
des taˆches sur un centre de calcul partiellement alimente´ par de l’e´nergie renouvelable. Base´ sur
des pre´dictions d’e´nergie renouvelable, l’algorithme ordonnance une charge de travail (ensemble
de taˆches) sur un centre de calcul. L’ordonnanceur se´lectionne les nœuds informatiques et leur
besoin en voltage, pour diminuer la consommation et correspondre a` la production d’e´nergie verte
pre´visionnelle. Les objectifs sont les suivants : maximiser l’utilisation de l’e´nergie verte, et le taux
de satisfaction des taˆches, et simultane´ment, minimiser la dure´e d’exe´cution d’une taˆche et la
consommation d’e´nergie totale.
2.2.4 Positionnement et objectifs
L’objectif de cette the`se n’est pas ne´cessairement la de´finition d’un algorithme de placement
optimal, mais plutoˆt d’ame´liorer les moyens permettant de le faire. A` travers des validations et
des illustrations de ces optimisations, nous allons concevoir un ordonnancement visant a` re´duire
la consommation e´nerge´tique non renouvelable. Nos contraintes sont lie´es aux e´nergies vertes car
elle ne sont pas pe´rennes dans le temps. Pour cela nous devons obtenir un re´sultat rapidement
afin de trouver un ordonnancement favorable a` la minimisation d’e´nergie non renouvelable. De
plus, le nombre de contraintes peut eˆtre e´leve´ dans un re´seau intelligent posse´dant un certain
nombre d’e´le´ments pouvant fournir de l’e´nergie. Dans ce manuscrit, nous avons pris la position
sur les trois points suivants :
Le type de prise de de´cisions. Nous avons choisi de prendre des de´cisions de manie`re
hors ligne et non dynamique car les e´nergies renouvelables ont un rendement qui de´pend prin-
cipalement de la me´te´o. Or de nombreux travaux se portent sur les pre´visions me´te´orologiques.
Cependant, dans un espace temps d’une grandeur supe´rieure au mois, les pre´visions ne sont
plus pre´cises. L’ordonnancement de charge de travail peut se faire a` travers des algorithmes de
de´cision en ligne ou hors ligne. Le centre de calcul peut se situer sur le meˆme site ou` la production
d’e´nergie renouvelable est re´alise´e. Tu et al. [50] ont montre´ que l’approche en ligne obtient de
meilleurs re´sultats. Cependant, l’approche hors ligne obtient des re´sultats d’optimisation de la
ressource e´nerge´tique non ne´gligeables. C’est pour cela que nous nous sommes d’abord inte´resse´s
a` des de´cisions hors ligne, dont les algorithmes sont plus rapidement parame´trables et obtiennent
un ensemble de re´sultats de manie`re plus rapide.
La famille d’algorithme utilise´e. Nous avons pre´fe´re´ l’utilisation d’algorithmes Glou-
tons. De fait, la programmation line´aire peut eˆtre utilise´e pour l’optimisation des ressources
e´nerge´tiques [51, 52, 53], et peut eˆtre tre`s performantes pour tendre vers des solutions exactes.
Cependant, la complexite´ en termes de contraintes (temps, diffe´rences sources d’e´nergie,
contraintes des machines physiques et des machines virtuelles, ...) est e´leve´e, et le temps de
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calcul n’est pas borne´ et peut-eˆtre suivant la complexite´ du programme prendre du temps
en termes d’exe´cution et de calcul. Les algorithmes gloutons nous ont permis de mettre en
place un ensemble de de´cisions. Ces algorithmes ont mis en avant des contraintes sur des flux
he´te´roge`nes pouvant circuler dans un re´seau intelligent. De plus, cela nous a aide´ a` e´tudier, avec
des expe´rimentations, le comportement d’une charge de travail agile, alimente´e par des sources
renouvelables ou non et des espaces de stockage.
Le type de charge de travail. Nous avons opte´ pour l’utilisation d’une charge de travail
re´elle pour appuyer la re´alite´ des re´sultats de consommation. Les caracte´ristiques des charges de
travail sont e´tudie´es dans ce manuscrit ainsi que la ge´ne´ration de traces synthe´tiques comme Kes-
saci et al. [5], via Parallel Workload archive [47] et/ou en utilisant des priorite´s pour les diffe´rentes
taˆches comme dans Lei et al. [12]. L’ordonnancement se fera en fonction de la consommation
e´nerge´tique et les ressources demande´es par une charge de travail et non a` travers des nœuds
d’un re´seau de centre de calcul. Le choix s’est porte´ vers l’utilisation de machines virtuelles car
elles peuvent contenir elles meˆme un ensemble de services. De plus, elles sont fortement pre´sentes
dans la litte´rature sur les travaux de migrations [54] et leurs utilisations pour la sauvegarde
d’e´nergie [55, 56, 57]. Les machines virtuelles posse`dent un taux d’abstraction e´leve´ sur le type
de services demande´, qui n’est pas une caracte´ristique des travaux de cette the`se.
2.3 Les simulateurs de gestion de centres de calcul
Les simulateurs sont des outils de de´veloppement utilise´s afin de tester et e´valuer de manie`re
rapide et efficace des algorithmes de placement. Cette section pre´sente les simulateurs reprodui-
sant un environnement e´lectrique pour un centre de calcul et pour les placements de charge de
travail dans un contexte d’applications distribue´es.
2.3.1 Les simulateurs d’environnement distribue´
Simgrid [58] est un simulateur pour les applications distribue´es he´te´roge`nes dans un en-
vironnement distribue´. Il autorise l’exe´cution d’algorithmes d’ordonnancement d’un centre de
calcul [59], la simulation de stockage dans un centre de calcul [60] et l’utilisation du DVFS dans
un centre de calcul [61]. Ce simulateur s’inscrit surtout dans l’ame´lioration d’applications re´elles
dans le domaine des grilles.
CloudSim[62], historiquement base´ sur GridSim [63], est un simulateur de Cloud Computing
de type IaaS (Infrastructure as a Service), imple´mente´e en Java. L’architecture des centres de
calcul est finement mode´lise´e et facilement modifiable par l’utilisateur. Il inte`gre la virtualisation
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et la migration, la simulation re´seau inter-centre de calcul, l’ajout de politiques de placements
ainsi que les couˆts e´nerge´tiques de fonctionnement induits. Cote´ e´nergie, CloudSim permet l’ex-
tinction de machine, la migration de machines virtuelles et l’inte´gration de mode`les e´nerge´tiques.
Une autre version [39] inte`gre e´galement le DVFS, avec un fonctionnement identique a` celui
imple´mente´ dans le noyau Linux, favorisant les e´tudes e´nerge´tiques avec une granularite´ de
gestion tre`s fine des fre´quences CPU. Ce simulateur est purement de´die´ a` la gestion interne des
centres de calcul.
2.3.2 Les simulateurs de´die´s aux re´seaux intelligent pour les centres de calcul
verts
GreenSolt [64] est un simulateur et un planificateur de taˆches pour des centres de calcul ali-
mente´s par des panneaux photovolta¨ıques, mais aussi par le re´seau d’e´lectricite´. GreenSlot peut
pre´dire la quantite´ d’e´nergie solaire qui sera disponible dans un avenir proche. GreenHadoop
[65] est une e´volution de GreenSolt [64]. C’est un simulateur d’e´oliennes et de panneaux solaires.
GreenHadoop inte`gre le principe de re´plication dynamique de donne´es afin de garantir la dispo-
nibilite´ de celles-ci, lorsque les serveurs sont e´teints. GreenHadoop a un module de pre´diction de
production d’e´nergie avec lequel la charge des batteries est ge´re´e. Contrairement a` GreenSlot [64]
les taˆches ont cinq niveaux de priorite´s (tre`s e´leve´e, e´leve´e, normale, faible, et tre`s faible). Trois
e´tats peuvent eˆtre affecte´s aux serveurs : actif, veille et e´teint. Ces deux simulateurs [64, 65]
permettent d’optimiser la consommation de l’e´nergie solaire mais ne proposent pas d’optimiser
simultane´ment la consommation d’e´nergie, et le couˆt financier.
ReRack [66] est une infrastructure de simulation extensible. Il est compose´ en deux parties :
un simulateur et un optimiseur. Ce simulateur a pour but d’alimenter un centre de calcul mono-
site via trois sources d’e´nergies : solaire, vent, et re´seau d’e´lectricite´. De plus, il utilise un espace
de stockage pour re´duire les couˆts de fonctionnement du centre de calcul. Son optimiseur uti-
lise un GA visant a` minimiser les couˆts et obtenir un meilleur taux d’utilisation des e´nergies
renouvelables.
DCWorms (Data Center Workload and Resource Management Simulator) [6] est un simula-
teur e´valuant l’impact e´nerge´tique via l’utilisation de plusieurs ressources he´te´roge`nes dans un
environnement de type nuage. L’architecture ge´ne´rale de DCWorms est de´crite par la figure 2.6. Il
est base´ sur le Simulateur GSSIM [67, 68]. Il propose des fonctionnalite´s lie´es a` la consommation
e´nerge´tique. Son objectif principal est de mode´liser des infrastructures des centres de calcul et
d’estimer leurs performances e´nerge´tiques via diffe´rents types de charges et de politiques d’ordon-
nancements. Ce simulateur permet de re´cupe´rer les expe´riences re´alise´es et d’obtenir des rendus
graphiques via un module statistique. Le simulateur autorise l’ajout de plugin par les utilisateurs.
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Figure 2.6 – Architecture de DCWorms [6]
2.3.3 Positionnement et objectifs
Dans cette the`se, nous voulons un simulateur qui re´pondent aux objectifs suivants :
Une meilleure utilisation de l’e´nergie renouvelable et ne pas seulement re´duire
l’aspect e´conomique. Il existe aussi d’autres simulateurs servant a` re´aliser des e´tudes
e´nerge´tiques tant sur la consommation et sur l’utilisation d’e´nergie verte dans des centres de
calcul comme [69, 70, 71]. Certains simulateurs comme GreenWare [24] maximisent l’utilisation
d’e´nergie renouvelable et e´value le couˆt pouvant eˆtre ge´ne´re´ par l’utilisation d’e´nergie verte.
Ces simulateurs se placent principalement du coˆte´ e´conomique, pour la re´duction des couˆts des
ope´rateurs de services Internet. Les objectifs de nos travaux doivent porter sur la re´duction de
la consommation e´nerge´tique non renouvelable, afin d’obtenir un baˆtiment pouvant eˆtre a` la fois
producteur d’e´nergie et consommateur.
Un simulateur pour la co-simulation. Le simulateur DCWorms [6] autorise l’ajout
de plugins par les utilisateurs. Cependant, une fois les plugins imple´mente´s et utilise´s dans
le simulateur, ils ne sont plus utilisables, tels quels, dans d’autres environnements et ont un
fonctionnement qui est propre a` DCworms. L’objectif est de propose´ un simulateur ayant
une architecture polymorphe permettant la co-simulation. C’est-a`-dire, l’utilisation de divers
composants logiciels qui peuvent eˆtre de´connecte´s et re-connecte´s de fac¸on simple (plug and play).
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La communication entre le re´seau physique e´lectrique et la demande du centre de
calcul. Les diffe´rents simulateurs de´crits pre´ce´demment, ne prennent pas en compte le type de
re´seaux (courant continu ou courant alternatif). Certains travaux [72, 73] montrent que l’utilisa-
tion d’un re´seau en courant continu peut re´duire les pertes d’e´nergies lie´es a` leur transport ou a`
leur conversion d’un courant a` un autre. Les objectifs ne portent pas sur l’utilisation d’un re´seau
intelligent en courant continu (DC/DC) ou alternatif (DC/AC). Cependant, le simulateur doit
agre´er l’une ou l’autre situation et voir meˆme l’utilisation des diffe´rents types de courants dans
un meˆme re´seau intelligent. Il doit permettre la prise de de´cision en fonction des flux d’e´nergie
mais aussi de l’e´tat et des demandes du centre de calcul via un module de controˆle centralise´.
2.4 Conclusion
Ce chapitre propose un e´tat de l’art de diffe´rents domaines tant sur l’e´lectronique que sur
la gestion de centre de calcul en terme de consommation et de gestion de ressources (ordon-
nancement). Le but est donc de cre´er un outil permettant la communication entre les diffe´rents
domaines pre´sents dans un re´seau intelligent afin de baisser la consommation e´nerge´tique d’un
centre de calcul.
Cre´ation d’un simulateur
Pour cela, nous avons cre´e´ un simulateur RenewSim, de´die´ a` l’utilisation de sources d’e´nergie
he´te´roge`nes : renouvelables, non renouvelables et espaces de stockage. Notre approche, via Renew-
Sim, propose de s’inte´resser simultane´ment a` deux proble´matiques de recherche : l’optimisation
du flux e´nerge´tique et l’optimisation de l’ordonnanceur d’un centre de calcul dans un re´seau ali-
mente´ par des sources he´te´roge`nes.
Comme dans GreenCloud [2] ou DCWorms [6], notre simulateur doit permettre de connaˆıtre en
temps re´el ou non les re´sultats d’une simulation a` travers un ensemble de mesures :
• Utilisation des ressources des machines physiques ;
• L’e´tat des espaces de stockage au cours du temps (charge/de´charge) ;
• L’e´volution de l’achat/vente a` un fournisseur d’e´lectricite´ ;
• Le pourcentage d’utilisation d’e´nergie verte ou non.
Il doit offrir la possibilite´ de :
• mettre en place d’algorithme d’ordonnancement (cf 2.2) ;
• utiliser une architecture polymorphe et non fixe (cf 2.1). C’est-a`-dire, pouvoir brancher et
de´brancher facilement d’autres simulateurs, outils, ou mode`les sans influencer son fonc-
tionnement ;
• offrir un environnement de simulation et d’expe´rimentations.
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Analyse d’une charge de travail re´elle
Ensuite, dans ce manuscrit nous pre´sentons une analyse de charge de travail a` grande e´chelle [8]
afin de comprendre le fonctionnement de telles charges et ge´ne´rer un ensemble de traces
synthe´tiques, pour pouvoir les imple´menter dans un centre de calcul. Les traces analyse´es nous
permettent d’avoir un aperc¸u de la QoS, dont le domaine de recherche n’est pas approfondi dans
ces travaux de the`se.
Cre´ation d’un ordonnanceur
Nous proposons un ordonnanceur directement utilisable dans le simulateur RenewSim a` travers
l’utilisation et l’adaptation d’un ensemble d’algorithmes de la famille des gloutons. Ces algo-
rithmes ont pour but de placer la charge de travail synthe´tique, base´e sur une analyse re´elle, pour
ge´ne´rer une charge de travail agile.
Le Chapitre 3 suivant pre´sente notre simulateur RenewSim. Son architecture et son syste`me
de prise de de´cision y sont de´crits.
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Ces travaux de the`se s’inscrivent en vue de la cre´ation d’un centre de calcul pour un baˆtiment
scientifique dans le cadre de l’ope´ration neOCampus (cf. 1.1.2). La proble´matique d’un re´seau
intelligent connecte´ a` une source d’e´nergie verte est e´tudie´e. La production non re´gulie`re des
e´nergies renouvelables introduit des proble´matiques d’alimentation, car il faut satisfaire la de-
mande variable des centres de calcul. Dans le chapitre pre´ce´dent, nous avons porte´ un e´tat de
l’art et une analyse sur l’architecture de centres de calcul et sur des simulateurs. Dans ce chapitre,
l’approche pre´sente´e est la conception d’un re´seau intelligent controˆle´ par un module central, per-
mettant de prendre des de´cisions pour satisfaire la demande des centres de calcul. Cette approche
doit permettre la cre´ation d’un simulateur de co-simulation pouvant rejouer la gestion e´lectrique
d’un centre de calcul alimente´ via des e´nergies renouvelables.
La structure de ce chapitre est la suivante : tout d’abord, l’approche de conception d’un
re´seau intelligent et de ses objectifs sont pre´sente´s. Ensuite, les spe´cifications d’une approche par
simulation pour ce type de re´seau sont analyse´es. Puis, la mode´lisation du re´seau intelligent et
ses diffe´rentes caracte´ristiques sont introduites. Dans une quatrie`me partie, le module de controˆle
du re´seau intelligent et son syste`me de de´cision sont mode´lise´s. Enfin, dans une dernie`re partie,
le bilan et les limites d’un tel re´seau sont expose´s.
3.1 Approche de conception d’un re´seau intelligent
Dans cette partie 3.1 sont pre´sente´es les caracte´ristiques d’un re´seau intelligent afin de le
mode´liser, et de permettre la cre´ation d’un simulateur. Ce dernier doit reproduire le comporte-
ment d’un re´seau intelligent controˆle´. Dans un premier temps, l’approche consiste a` de´crire un
re´seau intelligent afin de donner une de´finition. Dans un deuxie`me temps, cela permet de com-
prendre le fonctionnement et la mode´lisation d’un tel re´seau, pour la cre´ation d’un simulateur.
3.1.1 Impact d’un re´seau intelligent centralise´
Depuis quelques anne´es, la modernisation des re´seaux d’e´lectricite´ a permis d’amener
une flexibilite´ pour s’adapter a` l’offre et a` la demande d’e´nergie. Cela assure les trajets des
diffe´rents flux d’e´lectricite´ de manie`res efficace, pe´renne et e´conomique. Les contraintes lie´es
a` l’intermittence de production des e´nergies renouvelable, telles que les e´nergies e´oliennes et
solaires, sont plus facilement inte´gre´es dans les re´seaux intelligents. Les flux circulants dans un
re´seau intelligent sont he´te´roge`nes, en supple´ment des flux d’e´lectricite´, le re´seau intelligent est
capable de faire remonter un certain nombre d’informations sur les e´le´ments qui le composent
afin de prendre une de´cision adapte´e et de se controˆler de manie`re inde´pendante et automatique.
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La figure 3.1 est un exemple d’un re´seau intelligent [7]. Ce re´seau est constitue´ d’un ensemble
de parcs de production avec des e´nergies renouvelables (e´oliennes, panneaux solaires, ...) ou non
(central nucle´aire, turbine a` gaz). De plus, il posse`de un re´seau de transport pour alimenter les
consommateurs. Ce sche´ma justifie la pre´sence de diffe´rents flux dans un tel re´seau :
- des flux d’e´lectricite´ qui peuvent eˆtre ensuite consomme´s (Consommation d’e´lectricite´)
et re´injecte´s dans le re´seau (injection d’e´lectricite´) ;
- des flux de communication, ils sont repre´sente´s dans le sche´ma via les Boˆıtiers de
communication. Ils envoient des informations partout dans le re´seau.
Figure 3.1 – Exemple de la composition d’un re´seau intelligent [7]
3.1.2 De´finition d’un re´seau intelligent
Un ensemble de de´finition est pre´sente´ dans la litte´rature. Elles permettent de cibler les
caracte´ristiques et les objectifs d’un re´seau intelligent. Ci-dessous sont donne´es trois de´finitions.
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De´finition 1 : Commission de la Re´gulation E´nerge´tique [7]
 Les re´seaux e´lectriques intelligents sont aussi appele´s Smart Grids. Ce sont les re´seaux
e´lectriques publics auxquels sont ajoute´s des fonctionnalite´s issues des nouvelles technolo-
gies de l’information et de la communication (NTIC). Le but est d’assurer l’e´quilibre entre
l’offre et la demande d’e´lectricite´ a` tout instant et de fournir un approvisionnement suˆr,
durable et compe´titif aux consommateurs. 
De´finition 2 : Union Europe´enne [74]
Les re´seaux intelligents sont des re´seaux d’e´nergie pouvant surveiller automatiquement les
flux d’e´nergie et s’adapter aux changements d’approvisionnement en e´nergie et de demande.
Lorsqu’il est couple´ a` des syste`mes de mesure intelligents, les re´seaux intelligents atteignent
les consommateurs et les fournisseurs en fournissant des informations sur la consommation
en temps re´el. Avec les compteurs intelligents, les consommateurs peuvent s’adapter - en
temps et en volume - a` leur consommation d’e´nergie a` diffe´rents prix de l’e´nergie tout au
long de la journe´e, en e´conomisant de l’argent sur leurs factures d’e´nergie en consommant
plus d’e´nergie dans des pe´riodes de prix plus bas. 
De´finition 3 : Le forum du re´seau intelligent d’Ontario [75]
 Un re´seau intelligent est un syste`me e´lectrique moderne. Il utilise des capteurs, des
controˆleurs, des outils de communications, de l’automatisation et des ordinateurs pour
ame´liorer la flexibilite´, la se´curite´, la fiabilite´, l’efficacite´ et la se´curite´ du syste`me e´lectrique.
Cela augmente le choix du consommateur en permettant aux consommateurs de mieux
controˆler leur consommation d’e´lectricite´ en re´ponse aux prix ou a` d’autres parame`tres. 
3.1.3 Caracte´ristiques d’un re´seau intelligent
A` partir des de´finitions pre´sente´es dans la partie 3.1.2, le re´seau intelligent posse`de un en-
semble de caracte´ristiques :
- les capteurs qui le composent sont relie´s entre eux ;
- c’est un syste`me auto adaptatif, c’est-a`-dire, qu’il s’e´value et est capable de prendre une
de´cision de manie`re automatique ;
- il y a une re´gulation de la tension et courant entre les diffe´rents e´le´ments qui le composent ;
- la capacite´ de s’e´quilibrer entre l’offre et la demande, c’est-a`-dire, eˆtre capable de fournir
de l’e´nergie afin de satisfaire les utilisateurs.
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3.1.4 Objectifs d’un re´seau intelligent
A` partir des de´finitions pre´sente´es dans la partie 3.1.2, les objectifs d’un re´seau intelligent
sont multiples :
- e´nerge´tique : minimiser les pertes d’e´nergie dans le re´seau, ou re´duire la consommation
e´lectrique ;
- e´conomique : diminuer la facture e´lectricite´ et les couˆts de fonctionnement ;
- se´curite´ : garantir la se´curite´ des informations circulant dans le re´seau intelligent ;
- lucratif : revendre l’e´nergie renouvelable non utilise´e ;
- communication : optimiser la communication entre les diffe´rents capteurs le composant ;
- QoS : assurer une QoS aux utilisateurs du re´seau ;
- environnemental : diminuer l’e´mission de CO2.
3.2 Spe´cifications d’un simulateur permettant la gestion des
diffe´rents flux e´voluant dans un re´seau intelligent
Pour controˆler un re´seau intelligent, il faut ne´cessairement identifier les e´le´ments et les flux qui
sont controˆlables. Dans cette partie 3.2, il est pre´sente´ les diffe´rentes motivations de l’utilisation
d’un tel re´seau dans ces travaux de the`se, et plus particulie`rement, l’objectif de la cre´ation
d’un simulateur pour la gestion des flux dans un re´seau intelligent. Ce re´seau n’alimente pas
un ensemble d’habitations mais un centre de calcul via un ensemble de sources e´nerge´tiques
he´te´roge`nes dont des e´nergies renouvelables.
3.2.1 Un re´seau intelligent supervise´ par un module de controˆle
La figure 3.2 pre´sente un exemple de re´seau intelligent. Tous les e´le´ments du re´seau sont relie´s
a` un bus. Un bus est un ensemble de liaisons physiques permettant de relier plusieurs appareils ou
dispositifs entres eux. Il est destine´ a` la distribution de la puissance entre les diffe´rents composants.
Il est possible de brancher plusieurs sources et destinations. La source principale est la pro-
duction re´alise´e par des e´nergies renouvelables. La destination principale est l’alimentation du
centre de calcul. Chaque e´le´ment connecte´ au bus est relie´ a` un syste`me de conversion. Ce dernier
est un module permettant la conversion de courant de type DC/DC ou DC/AC. Certains travaux
portent sur l’optimisation d’un re´seau de type DC/DC alimente´ par des panneaux solaires pour
stocker de l’e´nergie dans des batteries [72]. Cependant, l’optimisation des syste`mes de conver-
sions n’est pas e´voque´e dans ce manuscrit. Ce re´seau intelligent est supervise´ par un module de
de´cision : le controˆleur. Son roˆle est de trouver la meilleure configuration possible pour re´duire le
couˆt e´nerge´tique a` travers la redirection et l’utilisation d’e´nergie ou a` travers l’ordonnancement
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du centre de calcul.
Figure 3.2 – Exemple d’architecture d’un re´seau intelligent d’un re´seau intelligent permettant d’alimenter
un centre de calcul
Le de´fi d’un module de controˆle est :
- de relier les diffe´rents flux d’e´nergies, renouvelables ou non renouvelables ;
- de satisfaire la demande d’e´nergie du centre de calcul ;
- d’assurer la QoS aux utilisateurs.
Les de´cisions prises par le module de controˆle sont exe´cute´es a` deux niveaux :
- E´nergie : gestion de la production, stockage et acheminement d’e´nergie ;
- Informatique : gestion des ressources du centre de calcul et son optimisation.
3.2.2 Les motivations de la cre´ation d’un simulateur
L’utilisation de diffe´rentes sources d’e´nergies introduit de nouvelles proble´matiques lie´es au
stockage de l’e´nergie. De nombreux travaux existent sur les mode`les de charge/de´charge des
batteries et leur utilisation dans un centre de calcul [13, 14]. Cette forme de stockage peut eˆtre
conside´re´e comme un cas de se´curite´ contre la pe´nurie. De plus, l’utilisation d’e´nergie renou-
velable est complexe et impre´visible car elle de´pend des variations climatiques. L’optimisation
de la distribution des services dans un syste`me informatique est complexe. Un centre de calcul
est compose´ de machines he´te´roge`nes et de services ayant des caracte´ristiques diffe´rentes. Par
exemple, la puissance demande´e pour un service diffe`re d’un service a` l’autre et les ressources
disponibles dans le syste`me informatique e´voluant dans le temps.
Comment corre´ler l’optimisation des flux e´nerge´tiques a` l’optimisation de la dis-
tribution des services dans un syste`me informatique ?
Le module de controˆle dans le re´seau intelligent doit centraliser toutes les informations des
diffe´rents composants capteurs et controˆler les flux de puissance a` travers le re´seau. Cela per-
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met d’utiliser au mieux l’e´nergie verte et de controˆler son flux dans le re´seau intelligent pour
e´conomiser de l’e´nergie ou re´aliser moins de perte. Il est tenu aussi optimiser les ressources infor-
matiques.
Le simulateur de ce re´seau intelligent doit eˆtre un outil de supervision, permettant de concevoir
un re´seau polymorphe dont l’ensemble des e´le´ments sont parame´trables. Il doit pouvoir ge´rer un
ensemble de traces de centre de calcul a` grande e´chelle (chapitre 4), et cre´er un environnement
pour expe´rimenter (chapitre 6) un ensemble d’ordonnancement(chapitre 5).
3.2.3 Fonctionnalite´s attendues
Le simulateur a besoin de posse´der un ensemble de fonctionnalite´s. Il doit :
- eˆtre de type greffon : c’est-a`-dire, qu’il doit pouvoir communiquer avec d’autres simulateurs
du domaine, par exemple, de l’e´nergie, du photovolta¨ıque ou de centre de calcul ;
- offrir la possibilite´ d’eˆtre extensible et polymorphe. Les e´le´ments doivent avoir un niveau
d’abstraction assez e´leve´, afin de rendre les possibilite´s d’extensibilite´ plus importantes ;
- obtenir un environnement d’expe´rimentation, afin de, valider diffe´rentes politiques d’or-
donnancement, de placement ou d’utilisation de l’e´nergie collecte´e par des panneaux so-
laires ;
- cre´er un historique qui a pour but de mode´liser graphiquement ou textuellement les
donne´es, afin de comparer un ensemble d’expe´rimentations entres elles.
3.3 Description et spe´cification des e´le´ments d’un re´seau intelli-
gent
Dans cette partie 3.3.1 l’architecture mate´rielle d’un re´seau intelligent. Les diffe´rents flux sont
analyse´s, afin d’obtenir un module de controˆle permettant la prise de de´cisions.
3.3.1 Mode´lisation de l’architecture du re´seau intelligent
Dans la partie 2.1 et la partie 2.3, un ensemble d’architecture pour ge´rer de tel type de re´seaux
est pre´sente´. Plusieurs hypothe`ses de conception mate´rielles sont expose´es pour se positionner sur
une mode´lisation. L’ordonnanceur occupe une place importante dans la consommation d’e´nergie,
car le re´sultat de son placement indique la de´pense e´nerge´tique du centre de calcul. Il doit avoir
acce`s a` des informations de consommation et de puissance pour prendre une de´cision. L’archi-
tecture de GreenCloud [2] permet la communication des informations de mesures d’e´lectricite´
a` son syste`me de planification. Il ne peut prendre des de´cisions sans ses informations. GreenS-
witch [1] utilise un module de pre´diction pour re´aliser son ordonnancement. Il existe donc un
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lien entre la prise de de´cision informatique et d’e´lectricite´. La plupart des travaux pre´sentant des
proble´matiques de gestion de centres de calcul avec plusieurs sources d’e´nergie, ont mis a` profit
les espaces de stockage d’e´nergie [1, 34]. Cependant, l’emploi de tels composants engendre des
proble`mes d’utilisation entre les autres sources e´nerge´tiques possibles. Pour re´soudre ces conflits,
dans la litte´rature, ces espaces de stockage sont employe´s seulement s’il n’y a plus d’e´nergie
renouvelable [34, 23].
Nous proposons donc l’architecture propose´e dans la figure 3.3 pre´sentant les diffe´rents mo-
dules du re´seau intelligent. Elle est compose´e :
- d’un bus e´lectrique ;
- d’un ensemble d’e´le´ments producteurs ou consommateurs relie´s directement au bus via un
convertisseur ;
- d’un module de controˆle central relie´ a` un module d’ordonnancement et de controˆle de
bus.
Cette architecture permet la connexion de n’importe quels e´le´ments. Par exemple, dans la
figure 3.3, le bus est compose´ d’un centre de calcul, d’une batterie, de panneaux solaires, de
fournisseurs d’e´lectricite´ et d’e´oliennes. Le module de controˆle centrale peut prendre, par exemple,
les de´cisions suivantes : la batterie peut eˆtre charge´e ou de´charge´e, les e´oliennes et les panneaux
solaires produisent de l’e´nergie, les fournisseurs sont utilise´s pour acheter ou vendre de l’e´nergie,
et enfin, le centre de calcul rec¸oit de l’e´nergie.
Figure 3.3 – Architecture du re´seau intelligent et de son centre de calcul
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Les parties suivantes de´crivent en de´tails le fonctionnement de l’architecture, les de´finitions
des diffe´rents flux et le roˆle de chacun des modules.
3.3.2 Le centre de calcul
Un centre de calcul a besoin d’eˆtre alimente´ 24h/24 et 7j/7, mais il doit satisfaire
imme´diatement la demande des utilisateurs avec un taux satisfaisant de QoS malgre´ la pro-
duction incertaine. De manie`re ge´ne´rale, la QoS dans un centre de calcul est la capacite´ a` fournir
un service conforme a` des exigences, par exemple, le temps d’attente des services, ou la capacite´
a` s’adapter a` des anomalies.
Un centre de calcul peut recevoir des demandes de services d’autres centres de calcul ou di-
rectement par des utilisateurs. Ces demandes de services peuvent eˆtre virtualise´es ou englobe´es
dans des conteneurs. Un conteneur n’inte`gre pas de syste`me d’exploitation, il utilise le syste`me
d’exploitation du serveur sur lequel il est de´ploye´. Cependant, l’avantage d’une VM a` un conte-
neur est la se´curite´ car les conteneurs peuvent avoir acce`s au syste`me d’exploitation sur lequel
il est he´berge´. Une VM est un composant logiciel, permettant de virtualiser les ressources d’une
machine physique. Les machines physiques ont des capacite´s de puissance e´lectrique et de res-
sources. Elles permettent l’exe´cution des diffe´rentes VMs. Il existe plusieurs fac¸ons de calculer la
consommation d’un serveur, par exemple en utilisant les puissances minimum et maximum du
serveur [76], ou estimant la consommation d’une VM [77]. L’e´quation 3.3.1 ([76]) permet d’esti-
mer la consommation d’un serveur a` un instant t, avec P (t) la puissance re´sultante, Pmin et Pmax
respectivement les puissances minimum et maximum d’un serveur et L(t) la charge d’un serveur
a` un instant t.
p(t) = pmin + (pmax − pmin)× l(t) (3.3.1)
La figure 3.4 pre´sente le centre de calcul de notre re´seau intelligent. Il posse`de un ou plusieurs
serveurs, permettant l’exe´cution de VMs.
De´finition 3.1. Les demandeurs de services
Le centre de calcul peut recevoir des demandes de services d’autres centres de calcul ou
directement par des utilisateurs. Ces demandes de services se traduisent par une ou plusieurs
VMs.
De´finition 3.2. Les Machines Virtuelles (VMs)
Une VM doit posse´der un ensemble d’information : un identifiant unique, une dure´e
d’exe´cution, et sa demande de ressources. Ces informations permettent par la suite de calculer
la consommation sur les serveurs.
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De´finition 3.3. Les machines physiques : Serveurs
Les machines physiques ont des capacite´s de puissance (minimum et maximum), une dure´e
d’exe´cution et des ressources vCPU. Ces ressources sont des unite´s CPU physiques qui sont
affecte´es a` des VMs. Un serveur, suivant ses ressources vCPU peut exe´cuter une ou plusieurs
VMs a` la fois.
De´finition 3.4. QoS
Dans ce manuscrit, cet indicateur permet de juger la conformite´ du centre de calcul a` allouer
un nombre de ressources suffisant aux VMs.
Figure 3.4 – Composition du centre de calcul du re´seau intelligent
3.3.3 Les sources d’e´nergies
Une source d’e´nergie dans notre re´seau intelligent peut eˆtre de trois types : non renouvelable,
renouvelable, ou espace de stockage d’e´nergie.
Les e´nergies renouvelables et non renouvelables
Les e´nergies non renouvelables sont issues d’une production non respectueuse de l’environ-
nement. Par exemple, elles proviennent du charbon, du pe´trole, du gaz naturel ou du nucle´aire.
Les e´nergies renouvelables sont des e´nergies respectueuses de l’environnement, et dont les res-
sources se renouvellent naturellement et assez rapidement pour qu’elles soient non e´puisables. Par
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exemple, elles peuvent eˆtre solaires, e´oliennes ou hydrauliques. Chaque dispositif de production
posse`de des caracte´ristiques en terme de puissance. Par exemple, le re´seau intelligent peut eˆtre
constitue´ de panneaux solaires pour alimenter le centre de calcul. Un panneau solaire est un
dispositif permettant de transformer l’e´nergie de la lumie`re en e´nergie e´lectrique. Les contraintes
des panneaux solaires sont les suivantes : ils produisent seulement durant la journe´e et seulement
durant les jours ensoleille´s, la production de´pend du taux d’humidite´ et de leur chaleur. Par
exemple, la puissance de´livre´e par les panneaux solaires est donne´e par [78] dans l’e´quation 3.3.2
avec Geff l’irradiance, µg le rendement du ge´ne´rateur et Ag la surface active du ge´ne´rateur.
Pdc = GeffµgAg (3.3.2)
Les e´nergies renouvelables peuvent eˆtre transporte´es vers le lieu ou` se situe le centre de calcul.
Par exemple, cela peut permettre l’utilisation d’e´oliennes dans un lieu ou` la nuisance sonore a
un impact, comme un quartier re´sidentiel. Cependant, le transport d’e´lectricite´ a` un couˆt de
fonctionnement et d’entretien
De´finition 3.5. Les e´nergies renouvelables
Dans notre re´seau intelligent, le lieu de production d’e´nergie renouvelable est situe´ au meˆme
endroit ge´ographique que les autres e´le´ments du re´seau car le centre de calcul a pour vocation
d’eˆtre auto-suffisant et de ne de´pendre d’aucunes infrastructures physiques inde´pendantes. Ce
sont des e´nergies qui doivent eˆtre respectueuses de l’environnement, et disposant elle meˆme d’un
mode`le de rendement qui leur est propre. Le re´seau intelligent doit permettre a` l’e´nergie renouve-
lable d’utiliser son propre mode`le de rendement, et/ou de production. Cependant, le re´seau doit
connaˆıtre impe´rativement les puissances supporte´es par de telles sources.
De´finition 3.6. Les e´nergies non renouvelables
Dans ce re´seau intelligent, le re´seau d’e´lectricite´ standard est repre´sente´ par le fournisseur
d’e´lectricite´, car aucune information, ne nous permet pas de savoir a` un instant donne´ d’ou`
provient l’e´nergie. Cependant, le re´seau intelligent doit connaˆıtre les couˆts d’achats et de ventes,
et les puissances du re´seau d’e´lectricite´ supporte´s.
Les espaces de stockage d’e´nergie
Les espaces de stockage repre´sentent la sauvegarde d’e´nergie dans un e´le´ment. Cela permet
d’utiliser cette e´nergie a` un autre instant. Ces espaces de stockage peuvent eˆtre par exemple des
batteries ou des super-condensateurs. Ils posse`dent des caracte´ristiques en terme de puissance ou
de temps de charge diffe´rentes. Par exemple, dans le re´seau intelligent, il peut eˆtre utilise´ une
batterie. Son efficacite´ de´pend de la fac¸on dont elle est stocke´e. Elle a besoin d’une tempe´rature
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optimale, chaque mode`le de batterie posse`de sa tempe´rature efficiente. Les de´bits de charge et
de de´charge de la batterie sont limite´s. Par exemple, la dynamique d’une batterie suit le mode`le
suivant pre´sente´e par [79] dans l’e´quation 3.3.3 suivante avec EB(t)(Wh) la quantite´ d’e´lectricite´
consomme´e dans la batterie a` un instant t, PB(t)(W ) le taux de charge/de´charge.
dEB(t)
dt
= PB(t) (3.3.3)
De´finition 3.7. Espaces de stockage d’e´nergie
Dans le re´seau intelligent, le lieu ou` se situe l’espace de stockage est situe´ sur le meˆme site
ge´ographique que les autres e´le´ments du re´seau. Un espace de stockage posse`de une capacite´ de
stockage (en joules) et de puissance e´lectrique maximale et minimale.
3.3.4 De´finitions des diffe´rents flux circulant dans un re´seau intelligent
Il y a deux types de flux qui circulent dans le re´seau intelligent : les flux dit  e´nerge´tiques et
les flux  informatiques 
De´finition 3.8. Les flux  e´nerge´tiques 
Les flux e´nerge´tiques sont la quantite´ d’e´nergie en fonction du temps circulant dans le re´seau
intelligent. Notre re´seau doit, par exemple, prendre en compte les taux de charge et de de´charge
des e´le´ments de stockage d’e´nergie, les couˆts d’achats et de vente d’e´lectricite´, les pertes ge´ne´re´es
d’e´nergie d’un e´le´ment a` un autre dans le centre de calcul.
De´finition 3.9. Les flux  informatiques 
Les flux informatiques sont les informations relatives a` la re´alisation des diffe´rents VMs dans
le centre de calcul. L’allocation des VMs de´pend de leurs caracte´ristiques (priorite´, pre´emptive
ou non) mais aussi de la quantite´ totale d’e´nergie disponible.
3.3.5 Bilan de l’architecture mate´rielle du re´seau intelligent pour la cre´ation
d’un simulateur de co-simulation
Dans cette partie, nous avons de´crit l’architecture d’un re´seau intelligent polymorphe. Cette
analyse permet la cre´ation d’un simulateur de co-simulation posse´dant un centre de calcul, des
espaces des stockages d’e´nergie, et des ressources d’e´nergies renouvelables et non renouvelables.
Cela nous permet, en partie, de re´pondre aux verrous e´difie´s par les fonctionnalite´s attendues
de´crites dans la partie 3.2.3.
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Via ce type de re´seau intelligent, notre simulateur peut :
- eˆtre de type greffon en ajoutant d’autres classes au module de controˆle (cf. figure 3.5).
Cela n’impactera pas le fonctionnement des autres e´le´ments ;
- eˆtre extensible. Le taux d’abstraction e´tant e´leve´, nous pouvons utiliser n’importe quelle
source renouvelable ou diffe´rents types d’espaces de stockage d’e´nergie ;
- offrir, via cette repre´sentation, la possibilite´ de cre´er un historique des donne´es.
Figure 3.5 – Diagramme des classes UML des diffe´rents e´le´ments du re´seau intelligent
A` travers cette premie`re phase d’analyse, la figure 3.5 dresse le diagramme UML (Langage de
mode´lisation graphique a` base de pictogrammes) d’un tel simulateur. Cette approche permet de
garder une abstraction des diffe´rents e´le´ments du re´seau afin de composer des simulations avec
diffe´rents mode`les ou simulateurs. De plus, cela permet d’ajouter des informations a` un ensemble
de classes sans impacter le reste du re´seau et surtout le module de controˆle.
Les espaces de stockage posse`dent un ensemble de caracte´ristiques diffe´rentes suivant la
technologie utilise´e. Par exemple, les batteries a` plomb ou a` lithium se chargeront plus ou moins
rapidement. Pour cela le re´seau intelligent doit pouvoir utiliser n’importe quelles technologies
de stockage et permettre son utilisation avec les autres e´le´ments du re´seau. C’est pour cela que
l’on trouve un module de conversion, Convertisseurs, afin d’uniformiser les diffe´rents e´le´ments
en terme de tension ou, de puissance sur le re´seau intelligent.
Le centre de calcul est de´crit a` haut niveau pour permettre la modularite´ des e´le´ments
composants le re´seau intelligent. Cela permet d’utiliser un ensemble de centres de calcul ayant
des caracte´ristiques et des fonctionnalite´s diffe´rentes.
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Les e´nergies renouvelables utilise´es posse`dent des rendements et des productions diffe´rents.
Par exemple, les e´oliennes produiront autant d’e´nergie le jour comme la nuit si le vent reste
constant. Cependant, les panneaux solaires ne produiront pas la nuit mais le jour, si seulement
si, les conditions me´te´orologiques le permettent.
Les fournisseurs d’e´lectricite´ ont un fonctionnement non modifiable par le syste`me. Cepen-
dant, leurs caracte´ristiques doivent eˆtre connues pour la prise de de´cision.
Le module de controˆle doit permettre de ge´rer l’ensemble de ses donne´es inde´pendamment de
leur nature. Pour cela, le niveau d’abstraction de mode´lisation dans le re´seau intelligent est haut,
et permet au module de controˆle de re´cupe´rer toutes les informations du re´seau afin de prendre
une de´cision ade´quate par rapport aux diffe´rentes caracte´ristiques des e´le´ments qui le composent.
3.4 Le module de controˆle : la prise de de´cision
Cette section pre´sente le processus de prise de de´cision dans le module de controˆle qui permet
de ge´rer les deux types de flux : les flux informatiques et les flux e´nerge´tiques.
3.4.1 Le controˆle des flux informatiques : un ordonnanceur
Le controˆle des flux informatiques se fait via l’ordonnanceur. Ce dernier peut eˆtre de type
de  en ligne  ou  hors ligne . Le re´seau intelligent accepte n’importe quel ordonnanceur. Ce
dernier peut :
- choisir l’ordre d’exe´cution des diffe´rents services (VM) et de les allouer aux diffe´rentes
ressources (Serveur) ;
- avoir acce`s aux informations suivantes : production solaire, charge des serveurs, et toutes
les informations relatives au re´seau intelligent (espace de stockage, fournisseur ...).
L’ordonnanceur peut donc prendre des de´cisions en fonctions des flux informatiques et
e´nerge´tiques. Ceci fera l’objet de la contribution du chapitre 5.
3.4.2 Le controˆle des flux e´nerge´tiques : le controˆle du bus
Les diffe´rentes sources d’e´nergies et la demande du centre de calcul peuvent eˆtre divise´es en
deux cate´gories : les entre´es pilotables et les entre´es non pilotables.
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De´finition 3.10. Les entre´es non pilotables
Ces entre´es sont les sources d’e´nergies renouvelables et la charge de travail demande´e par le
centre de calcul. Par exemple, la production solaire ne de´pend pas du syste`me. La production
des panneaux solaires de´pend de la me´te´o et de l’heure de la journe´e. De plus, le centre de calcul
doit re´pondre a` une demande qui ne de´pend pas du re´seau intelligent.
De´finition 3.11. Les entre´es pilotables
Ces entre´es sont les espaces de stockage et le fournisseur d’e´lectricite´. Par exemple, le prix du
fournisseur de´pend du temps : pendant la nuit l’e´lectricite´ est moins che`re que pendant la journe´e.
Dans un premier temps, pour prendre une de´cision menant a` une politique e´nerge´tique
 verte , il faut donc ge´rer les diffe´rentes entre´es pilotables ou spe´cifier le comportement in-
trinse`que de chaque bloc, de´crits dans la partie 3.3.1 pour e´viter des conflits d’utilisation entre
chaque sources d’e´nergies. Pour prendre une de´cision plus rapide base´e sur les entre´es pilotables,
chaque e´le´ment du re´seau intelligent (cf. 3.2) est de´crit par un mode`le [80]. Le mode de ca-
racte´risation des e´le´ments permet de de´finir quatre types d’e´le´ments dans le re´seau intelligent :
- Une source permet d’alimenter une destination.
- Une destination est alimente´e par une source.
- Une sauvegarde permet d’alimenter la destination lorsque la source est insuffisante.
- Un trop plein permet de stocker la production de la source non ne´cessaire a` la desti-
nation.
Afin de ne pas avoir de conflit entre plusieurs e´le´ments de type sauvegarde et trop plein, ces
derniers sont caracte´rise´s par une priorite´. La priorite´ e´gale a` 1 est la plus e´leve´e. A` travers cette
mode´lisation, il apparaˆıt deux cas : la sous-production et la sur-production.
La sous-production
Lorsque la production des e´le´ments de type source, est infe´rieure a` la demande des desti-
nations. Cette situation est pre´sente´e par l’e´quation 3.4.1, avec ∑St est la somme de toutes les
sources disponibles a` l’instant t, et ∑Dt est la somme de toutes les destinations disponibles
a` l’instant t. ∑
St <
∑
Dt (3.4.1)
L’e´le´ment de type sauvegarde va permettre d’e´quilibrer l’e´quation 3.4.1, et de permettre d’offrir
aux e´le´ments de destinations l’e´nergie de´sire´e. Cela est repre´sente´e via l’e´quation 3.4.2, avec∑
sauvt la somme de toutes les sauvegardes a` un instant t.
∑
St +
∑
sauvt =
∑
Dt (3.4.2)
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Algorithme 1 Sous-production : ∑St <∑Dt
for i=0;i;len(liste element sauvegarde);i++ do
if liste element sauvegarde[i] vide==Vrai then
continue ;
end if
if liste element sauvegarde[i] assez==Vrai then
update liste element sauvegarde
break ;
end if
if liste element sauvegarde[i] pas assez==Vrai then
update liste element sauvegarde
continue ;
end if
end for
L’algorithme 1, repre´sente le fonctionnement des e´le´ments de types sauvegarde, lorsqu’il y
a sous-production. Il y a trois comportements :
- l’e´le´ment sauvegarde est vide ;
- l’e´le´ment sauvegarde peut pallier entie`rement a` la sous-production ;
- l’e´le´ment sauvegarde ne peut pallier qu’a` une partie de la sous-production ;
La sur-production
Lorsque la production des e´le´ments de type source, est supe´rieure a` la demande des desti-
nations. Cette situation est pre´sente´e par l’e´quation 3.4.3, avec ∑St est la somme de toutes les
sources disponibles a` l’instant t, et ∑Dt est la somme de tous les destinations disponibles a`
l’instant t. ∑
St >
∑
Dt (3.4.3)
L’e´le´ment de type trop plein va permettre d’e´quilibrer l’e´quation 3.4.3, et de permettre de
stocker le surplus d’e´nergie. Cela est repre´sente´e via l’e´quation 3.4.4, avec∑ trop pleint la somme
de toutes les trop pleins a` un instant t.
∑
St =
∑
Dt +
∑
trop pleint (3.4.4)
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Algorithme 2 Sur-production : ∑St >∑Dt
for i=0;i;len(liste element trop plein);i++ do
if liste element trop plein[i] plein==Vrai then
continue ;
end if
if liste element trop plein[i] assez==Vrai then
updateliste element trop plein
break ;
end if
if liste element trop plein[i] pas assez==Vrai then
updateliste element trop plein
continue ;
end if
end for
L’algorithme 2, repre´sente le fonctionnement des e´le´ments de types trop pleins, lorsqu’il y
a sur-production. Il y a trois comportements :
- l’e´le´ment trop plein stocke entie`rement la sur production ;
- l’e´le´ment trop plein a atteint sa limite de stockage ;
- l’e´le´ment trop plein ne peut stocker qu’une partie de la sur production ;
Les e´le´ments destinations et sources suivent l’e´quation 3.4.5. Pour garantir l’e´quation 3.4.5
en cas de sur-et sous-productions, l’e´quation 3.4.6 ajoute ∑ sauvt, la somme de toutes les res-
sources de type sauvegardes disponibles a` l’instant t (cf. 3.4.2), et ∑ trop pleint la somme des
e´le´ments de type trop pleins disponibles (cf. 3.4.4).
∑
St =
∑
Dt (3.4.5)
∑
St +
∑
sauvt =
∑
Dt +
∑
trop pleint (3.4.6)
Mode´lisation
La repre´sentation de ce mode`le peut se faire a` travers une matrice. Les e´le´ments du re´seau
sont repre´sente´s dans la colonne et leur type dans la ligne. La matrice 3.1 est le masque d’une tel
repre´sentation. Il peut y avoir n e´le´ments, de stockages (espaces de stockage 1 et 2 ), d’e´nergies
renouvelables (e´nergies renouvelables 1 et 2 ), ou de fournisseurs d’e´lectricite´ (fournisseur), mais
qu’un seul centre de calcul (centre de calcul).
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Tableau 3.1 – Repre´sentation en matrice des ensembles des valeurs possibles pour chaque e´le´ment du
re´seau intelligent
e´le´ments
types
Source Destination Sauvegarde Trop-plein
E´nergie renouve-
lable 1
{×, 1} × {×, 1, 2, ...} ×
E´nergie renouve-
lable 2
{×, 1} × {×, 1, 2, ...} ×
Centre de calcul × {×, 1} × ×
Espace de sto-
ckage 1
{×, 1} {×, 1} {×, 1, 2, ...} {×, 1, 2, ...}
Espace de sto-
ckage 2
{×, 1} {×, 1} {×, 1, 2, ...} {×, 1, 2, ...}
Fournisseur {×, 1} {×, 1} {×, 1, 2, ...} {×, 1, 2, ...}
... {×, 1} {×, 1} {×, 1, 2, ...} {×, 1, 2, ...}
e´le´ment n {×, 1} {×, 1} {×, 1, 2, ...} {×, 1, 2, ...}
Dans ce mode`le de repre´sentation des flux, les e´nergies renouvelables ne peuvent eˆtre destina-
taires, elles sont de type source ou de type Sauvegarde. Pour le centre de calcul, il ne peut eˆtre
que de type destination car, il ne peut produire de l’e´nergie ou stocker de l’e´nergie. Les autres
e´le´ments, les espaces de stockage 1 et 2 et fournisseur, peuvent eˆtre de n’importe quels types,
car ce sont des entre´es pilotables. Cependant, il faut re´ussir a` organiser les diffe´rentes priorite´s
pour e´viter les conflits entres eux. Il n’y a pas de priorite´s pour les sources et les destinations,
car c’est la somme de celles-ci qui de´finit les cas de sur-production et sous-production.
Exemple de mode´lisation
Dans cette partie est pre´sente´ un exemple d’utilisation du mode`le avec un re´seau intelligent
compose´ de panneaux solaires, d’une batterie, d’un fournisseur d’e´lectricite´ et d’un centre de
calcul.
Tableau 3.2 – Un exemple de mode´lisation - Politique de minimisation des couˆts - matrice de jour
Source Destination Sauvegarde Trop plein
Panneaux solaires 1 0 0 0
Centre de calcul 0 1 0 0
Batterie 0 0 1 0
Fournisseur 0 0 2 1
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Tableau 3.3 – Un exemple de mode´lisation - Politique de minimisation des couˆts - matrice de nuit
Source Destination Sauvegarde Trop plein
Panneaux solaires 1 0 0 0
Centre de calcul 0 1 0 0
Batterie 0 1 0 0
Fournisseur 1 0 0 0
La mode´lisation dans les tableaux 3.2 et 3.3 minimise les couˆts lie´s a` l’e´lectricite´. Pendant
la journe´e, le mode`le est le tableau 3.2 : le re´seau intelligent utilise les panneaux solaires pour
alimenter le centre de calcul. S’il y a une sur-production d’e´nergie, l’exce´dant est vendu au
fournisseur. S’il y a une sous-production, le manque est pris de la sauvegarde ou` la priorite´ est
e´gale 1. Dans ce cas, c’est la batterie (de´charge). Si la sauvegarde de priorite´ 1 est vide, alors le
de´faut est pris a` la sauvegarde de priorite´ 2 (achat). Dans ce cas, c’est le fournisseur. Pendant
la nuit, il n’y a plus d’e´le´ment de type sauvegarde et de trop plein (tableau 3.2). Le fournisseur
est de type source avec les panneaux solaires afin de remplir l’espace de stockage qui est de type
destination. Cela permet de remplir les e´le´ments de stockage durant la nuit lorsque l’e´lectricite´ est
moins che`re. Durant la journe´e, l’utilisation de la batterie sera favorise´e au fournisseur d’e´lectricite´
car celui-ci posse`de des tarifs d’achat plus e´leve´s.
Figure 3.6 – Exemple de repre´sentation du mode`le de donne´es en terme d’entre´es et de sorties
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La figure 3.6 repre´sente les entre´es et les sorties du mode`le de de´cision a` l’inte´rieur du module
de controˆle :
- Les entre´es sont la charge de travail du centre de calcul et la production solaire.
- Les sorties sont les de´cisions re´alise´es et leurs repre´sentations graphiques et/ou textuelles
(CSV). Cela permet de repre´senter et d’analyser le comportement des diffe´rents e´le´ments
du re´seau en fonction d’un mode`le de´fini. Dans la figure 3.6, les sorties repre´sente´es sont
la vente et l’achat au fournisseur d’e´lectricite´ en fonction du temps, puis, la charge et la
de´charge de la batterie.
3.4.3 Bilan de la prise de de´cision
Les deux types de flux informatiques et e´nerge´tiques, en plus des informations diverses
de´livre´es par les capteurs, sont lie´s pour prendre une de´cision (figure 3.3). La demande du centre
de calcul va correspondre a` une charge d’e´lectricite´ diffe´rentes en fonction de l’organisation en
interne des VMs sur les diffe´rents serveurs composant le centre de calcul. Le mode`le 3.1 autorise
la repre´sentation de chaque e´le´ment d’un re´seau intelligent et ame´liore le module de controˆle. Le
mode`le, pre´sente´ dans la partie 3.4.2, permet une architecture polymorphe qui vise a` prendre
des de´cisions intelligentes et des politiques pour l’utilisation de sources d’e´nergies he´te´roge`nes.
Il aide a` la redirection en e´tiquetant et priorisant les diffe´rentes sources d’e´nergie. Le module de
controˆle peut prendre une de´cision dans un but et une politique sur une dure´e afin par exemple,
d’utiliser plus d’e´nergie renouvelable, ou de diminuer la facture d’e´lectricite´. Ce mode`le ge´ne´ralise
tout le processus ou` la charge d’alimentation peut eˆtre de´place´e. L’ordonnanceur anticipe la
production d’e´lectricite´ sur une ou plusieurs journe´es. Sachant que la production solaire de´pend
en partie de la notion temporelle, cette anticipation aide a` placer une charge plus importante
durant la journe´e. L’avantage est la maximisation de l’utilisation de la source e´nerge´tique verte.
3.5 Conclusion et limites
Ce chapitre pre´sente la mode´lisation du re´seau intelligent dote´ d’un module de controˆle. Il
nous permet de re´pondre aux objectifs suivants :
• avoir un module de controˆle pour la communication entre les flux informatiques et
e´nerge´tique ;
• offrir un niveau d’abstraction e´leve´e pour autoriser la co-simulation ;
• obtenir un environnement d’expe´rimentation ;
• mode´liser un re´seau intelligent polymorphe.
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La partie 3.3 de´crit l’architecture mate´rielle. Cette architecture est pre´sente´ a` haut niveau
pour autoriser le branchement de plusieurs e´le´ments de diffe´rents types. Il permet donc une
architecture polymorphe offrant la possibilite´ d’e´tablir de la co-simulation. Les de´finitions
de l’architecture sont contenues dans cette partie de manie`re a` exprimer comment chaque
composant est repre´sente´ dans les chapitres suivants.
La partie 3.4 pre´sente la prise de de´cision a` travers un module de controˆle compose´ d’un
ordonnanceur et d’un mode`le de flux d’e´nergie. Cela autorise la communication entre les flux
informatiques et e´nerge´tiques. Le mode`le de flux pre´sente´ dans la section 3.4.2 prend en compte
l’architecture polymorphe afin de prendre une de´cision intelligente pour l’utilisation de sources
he´te´roge`nes d’e´nergie.
A` l’issue de ce chapitre, nous avons cre´e´ RenewSim qui est un simulateur d’environnement
d’expe´rimentation et de co-simulation qui suit les spe´cifications e´nonce´es pre´ce´demment. Le
simulateur est code´ en python et posse`de 6824 lignes de code. A` travers RenewSim, il est
possible de controˆler et de ge´rer la production d’e´nergie verte, afin d’alimenter un centre
de calcul. Ce dernier rec¸oit des demandes de services dans le temps. Ce simulateur est un
environnement d’expe´rimentation. Celui-ci peut mode´liser graphiquement ou textuellement les
donne´es, afin de comparer un ensemble d’expe´rimentations entres elles. Le simulateur, RenewSim
a permis d’utiliser des traces synthe´tiques du chapitre 4, de re´aliser des simulations via des
algorithmes adapte´s a` nos besoins (chapitre 5), de caracte´riser l’environnement, et de cre´er
un module de controˆle permettant la gestion des diffe´rents flux e´voluant dans un re´seau intelligent.
Les limites de cette architecture sont les suivantes : elle ne prend pas en compte de base
l’aspect se´curite´ des e´changes de donne´es entre les diffe´rents e´le´ments du re´seau, la climatisation
des serveurs, et de meˆme la climatisation des espaces de stockage et plus particulie`rement des
batteries. L’abstraction des e´le´ments du re´seaux intelligent permet de prendre en compte ces
limites, e´tant donne´ que le re´seau peut inte´grer ses e´le´ments a` travers l’utilisation de mode`les
ou simulateurs du domaine dans ce syste`me. Par la suite, le module de controˆle posse`de les
informations ne´cessaires, il ne reste plus qu’a` l’inte´grer a` son syste`me de de´cision.
Cependant, pour re´aliser de telles simulations, nous avons besoin de donne´es re´elles a` grande
e´chelle de la charge d’un centre de calcul. C’est pourquoi, le chapitre 4 suivant est une e´tude de
charge de travail afin de ge´ne´rer des traces synthe´tiques directement utilisable dans le simulateur.
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Chapitre4
Analyse de charges de travail de serveurs a`
grande e´chelle
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Dans le chapitre pre´ce´dent, nous avons pre´sente´ la conception d’un re´seau intelligent controˆle´
par un module central, permettant de prendre des de´cisions pour satisfaire la demande de charge
de travail des centres de calcul.
Ce chapitre 4 va permettre de caracte´riser une charge de travail d’un centre de calcul a` grande
e´chelle, son comportement dans le temps et dans l’espace (ordonnancement). Afin de valider les
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diffe´rentes contributions propose´es dans les chapitre 5 et 3, il convient de connaˆıtre :
- les besoins fonctionnels pour obtenir des caracte´ristiques de traces re´elles puis
synthe´tiques ;
- les besoins en terme d’infrastructure (caracte´ristiques des serveurs).
Pour cela, nous avons analyse´ des traces de´ja` existantes, afin de proposer un mode`le de traces
pour mettre en place les algorithmes d’ordonnancements propose´s dans le chapitre 5. Dans ce
chapitre, il est propose´ :
- une analyse pour ge´ne´rer de telles donne´es, a` travers les traces mises a` disposition par
Google. Cette analyse porte sur les particularite´s statistiques des traces Google, mais
aussi sur leur contexte d’utilisation.
- un mode`le de traces synthe´tiques qui peut eˆtre introduit dans le simulateur RenewSim
(chapitre 3) afin d’imple´menter un syste`me de de´cisions cohe´rent.
Dans une premie`re partie sont de´crites les caracte´ristiques essentielles de traces a` vocation de
validation. Dans une deuxie`me partie est pre´sente´ le choix des traces Google. Dans une troisie`me
partie, la pre´sence des traces Google dans la litte´rature est expose´e. Dans une quatrie`me partie
est introduit la composition de ces traces. Dans une cinquie`me partie, une analyse des traces
est propose´e. Dans une sixie`me partie, les traces synthe´tiques sont de´taille´es. Dans une septie`me
partie sont expose´s le bilan et les limites des traces synthe´tiques.
4.1 Notre approche et nos motivations de l’utilisation de traces
a` grande e´chelle
Dans le cadre de neOCampus, un centre de calcul pour un campus doit eˆtre capable de
re´aliser des calculs importants. Les traces Google permettent donc de viser une grande charge.
Dans ces travaux de the`se, l’utilisation de traces re´elles a une vocation de validation et simuler
un environnement re´el. Elles ont pour roˆle :
- de garantir l’utilisation des ressources ;
- de mesurer et respecter la QoS ;
- d’eˆtre utilise´es dans un contexte d’infrastructure re´el de centre de calcul qui lui-meˆme est
compose´ de plusieurs serveurs ayant des caracte´ristiques he´te´roge`nes ;
Cependant, les services (taˆches, jobs, VMs) qui la composent influent sur l’utilisation des res-
sources. De part leurs placements sur des machines physiques, la QoS des utilisateurs sera in-
fluence´e. Le placement des taˆches, et leurs distinctions ainsi que les caracte´ristiques des ressources
vont impacter directement la consommation d’e´nergie. Par exemple, une taˆche longue ou courte
utilisant n unite´s physiques consommera plus ou moins si elle est place´e sur un serveur posse´dant
un microprocesseur d’une puissance plus ou moins grande. Afin de re´aliser les validations des
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diffe´rents algorithmes pre´sente´s dans le chapitre 5 et l’environnement de simulation pre´sente´ dans
le chapitre 3, il faut des traces existantes avec des caracte´ristiques re´elles. Pour la re´alisation des
expe´rimentations (chapitre 6), nous allons utiliser des traces synthe´tiques. L’objectif est d’ana-
lyser des traces existantes a` grande e´chelle pour obtenir un panel caracte´ristique pour e´tablir de
nouvelles traces.
Il existe plusieurs traces a` grande e´chelle disponibles.  Parallel Workload Archive  [47] est
un ensemble de traces sur des donne´es d’utilisation de jobs pour des clusters ou des supercalcu-
lateurs. Historiquement, elles e´taient pour un usage de grilles de calculs et maintenant, elles se
sont e´tendues pour des traces de charges de travail. Ces donne´es e´manent de centres de calcul
se´pare´s ge´ographiquement ainsi que des mode`les. Il y a des donne´es provenant de processus re´els
et des donne´es mode´lise´es base´es sur du re´el. De plus, certaines de ces donne´es ont e´te´ mesure´es,
il y a plus d’une dizaine d’anne´es.
Afin de re´aliser des traces synthe´tiques, le choix s’est porte´ vers les traces propose´es par Google [8].
Celles-ci sont compose´es de priorite´s lie´es a` la QoS, ou lie´es a` des contraintes temporelles. Ce
sont des donne´es re´elles provenant d’un cluster de Google. Les traces Google sont compose´es de
25 millions de taˆches, de plus de 12 000 serveurs et ont e´te´ re´colte´es sur 29 jours. L’e´tude de ces
traces sont tre`s pre´sentes dans la litte´rature et sont repre´sentatives des donne´es a` grande e´chelle.
4.2 Les traces Google dans la litte´rature
Plusieurs e´tudes se sont pre´ce´demment porte´es sur une meilleure compre´hension de l’ensemble
des traces Google et de leurs caracte´ristiques. Cette litte´rature permet de connaˆıtre :
1. l’he´te´roge´ne´ite´ de l’infrastructure des ressources physiques des centres de calcul ;
2. les ressources demande´es par les taˆches ;
3. la classification des taˆches qui composent la charge de travail.
Reiss et al. [81] ont de´crit l’he´te´roge´ne´ite´ des diffe´rentes ressources physiques ( hardware )
pre´sentes dans les traces Google. Ils ont classifie´ les priorite´s en cinq cate´gories :  Infrastructure
(11) ,  Monitoring (10) ,  Normal production (9) ,  other (2-8)  et  Gratis (0-1) .
Ils ont aussi identifie´ les  boulders , en franc¸ais,  Rochers  et les  sand , en franc¸ais,
 Sable  de cette charge de travail : une majorite´ de petites taˆches ( sand ) et un nombre
conside´rable de taˆches de tailles importantes ( boulders ). Dans cette analyse, ils ont montre´
que 2% des taˆches repre´sente´es 80% du CPU, de la me´moire, et que 92% sont des taˆches longues
avec une priorite´ de type  Free . De plus, Reiss et al. [82] ont analyse´ les performances des
centres de calcul. Selon cet article, de nombreuses taˆches longues ont une utilisation stable des
ressources, ce qui aide les ordonnanceurs de ressources. Ils ont conclu que la configuration de la
machine et la composition de la charge de travail sont he´te´roge`nes. Cette trace analyse´e nous
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permet de comprendre l’ensemble des donne´es propose´es par Google, l’importance d’un centre de
calcul he´te´roge`ne pour adapter, par exemple, les ressources a` la demande. Cependant, ils n’ont
pas fourni d’information sur la fac¸on d’utiliser cette charge de travail dans un autre contexte.
L’article [83] e´value l’e´cart entre les ressources demande´es et celles consomme´es par les taˆches.
La charge moyenne demande´e par un processeur est de 10% sur les centres de calcul Google. Cette
analyse de traces Google montre que les processeurs sont globalement sous utilise´s ce qui conduit a`
une augmentation de l’e´nergie consomme´e (90 % de la puissance de calcul du processeur disponible
n’est pas utilise´e). De plus, la majeure partie de la charge de travail a une faible priorite´ et n’est
pas sensible a` la latence (note de capacite´ d’adaptation a` attendre une ressource). Cette analyse
montre qu’il n’y a que tre`s peu de taˆches sensibles e´gale a` 2 ou 3. Dans cet article, les auteurs se
concentrent sur le manque de conside´ration d’e´nergie dans les traces de Google.
Liu et al. [84] ont analyse´ comment les serveurs sont ge´re´s dans le cluster et comment la
charge de travail se comporte. Selon eux, il y a plus de 870 e´ve´nements machines en moyenne
chaque jour. Dans cette e´tude, ils ont groupe´ les diffe´rentes machines par meˆme CPU et me´moire
(15 groupes). Contrairement a` [82], [84] montrant que les machines sont presque homoge`nes,
93 % machines ont les meˆmes capacite´s CPU et 86 % des machines ont les meˆmes capacite´s de
me´moires. Les auteurs ont e´galement explore´ la dure´e de vie de la charge de travail. Ils montrent
que beaucoup de taˆches sont tue´es, car 40,52 % des taˆches ordonnance´es sont tue´es au moins une
fois.
Alam et al. [85] ont fourni une analyse statistique des traces pour faire e´merger des profils de
travail de re´fe´rence. Ils ont fonde´ cette approche sur l’utilisation des ressources, le regroupement
des mode`les de charge de travail et la classification des taˆches avec des regroupements. Ils ont
de´montre´ que les taˆches Google sont tri-modales. Ils peuvent eˆtre Jobs longs, Jobs courts et Jobs
moyens. Chaque type de job peut e´galement eˆtre sous-cate´gorise´ comme Utilisation faible des
ressources, Utilisation moyenne des ressources et Ressources affame´es. Ils ont groupe´ des jobs
avec un k-mean, avec k e´gal a` 5 (nombre de classes). Les jobs peuvent e´galement eˆtre classe´s en
courts, presque moyens, moyens, presque longs et longs. Ce clustering vise a` utiliser cette charge
de travail dans un simulateur. Le regroupement des profils de taˆches est e´galement le re´sultat
principal de [86].
Ces e´tudes montrent que les donne´es de la charge de travail sont caracte´rise´es (priorite´, sensi-
bilite´ a` la latence). La partie suivante pre´sente la composition des traces Google et l’articulation
de toutes ces donne´es entre elles.
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4.3 Composition des traces Google : des donne´es de tailles im-
portantes
Dans cette partie, l’objectif est de comprendre l’organisation des traces Google dans le but
de cre´er des traces synthe´tiques. Dans un premier temps, la structure est pre´sente´e puis, dans un
deuxie`me temps le fonctionnement des taˆches.
4.3.1 Structure des traces Google
En 2011, Google a rendu public des traces sur l’utilisation de certains de leurs serveurs [8].
Ces traces incluent les demandes d’ordonnanceurs et leurs actions. Les donne´es relatives aux
diffe´rentes taˆches et de leurs utilisations de ressources au cours du temps sont aussi connues.
De plus, elles permettent de connaˆıtre la disponibilite´ des diffe´rents serveurs au cours du temps.
Certaines donne´es ont e´te´ normalise´es entre 0 et 1, afin de cacher la configuration exacte. Pour
la se´curite´ de Google, l’utilisation du CPU, de la me´moire, et de l’utilisation du disque pour un
job sont donc normalise´es. La taille des traces est de 43 GB. La figure 4.1 pre´sente la structure
de celles-ci. Le re´pertoire des traces contient un ensemble de fichiers CSV. Les donne´es collecte´es
dans l’ensemble de ces fichiers sont mesure´es au niveau de l’ordonnanceur de Google et au niveau
des diffe´rentes machines. Chaque re´pertoire est de´crit dans le tableau 4.1.
Figure 4.1 – Architecture des donne´es de Google
Google dispose de jobs et de taˆches qu’il place sur des machines. Un job est compose´ d’une ou
plusieurs taˆches, les taˆches sont accompagne´es d’un ensemble d’exigences en terme de ressources
pour pouvoir eˆtre ordonnance´es sur des machines. Chaque taˆche repre´sente un programme
Linux pouvant eˆtre exe´cute´ sur une seule machine. Les capacite´s des machines physiques ne sont
e´galement connues. Il est donc impossible d’e´valuer la consommation d’un tel cluster. Il existe
aussi une complexite´ au niveau des liens entre les diffe´rents dossiers de donne´es. Par exemple,
task events est lie´es aux contraintes des machines (machine attributes) et des ressources
disponibles (machine events) et a` ses propres contraintes de´finies dans task constraints. Il
y a une description a` plusieurs niveau des jobs (job events) et de leur composition en taˆches
(task events). Cela aide a` connaˆıtre le cycle de vie d’un job et d’une taˆche durant les 29 jours
de mesures.
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Tableau 4.1 – Description de l’architecture des donne´es Google
Nom re´pertoire Description
job events Ce re´pertoire de´crit les jobs et leur cycle de vie. Il contient 500 fichiers de type CSV
(315 MB). Un job posse`de une sensibilite´ a` la latence ( Scheduling Class ). C’est-
a`-dire que le temps d’ordonnancement et d’exe´cution du Job doit correspondre a`
certaines contraintes de temps afin de satisfaire l’utilisateur. Un job au cours de son
cycle de vie passe par diffe´rents e´tats qui sont de´crits par l’attribut  Event Type .
machine attributes Ce re´pertoire contient un seul fichier CSV (1.1 GB). Ce fichier de´crit toutes
les capacite´s d’une machine. Les donne´es ont e´te´ normalise´es a` l’aide d’un en-
tier afin de spe´cifier les contraintes pour les diffe´rentes taˆches (voir description
 task constraints ).
machine events Ce re´pertoire contient un seul fichier CSV (3 MB). Il de´crit les diffe´rentes machines
au cours du temps, suivant trois e´ve´nements :
-  ADD  : La machine est disponible dans le cluster.
-  REMOVE  : La machine ne fait plus partie du cluster.
-  UPDATE  : La machine a ses ressources disponibles mises a` jours.
task constraints Ce re´pertoire contient 500 fichiers CSV (2.8 GB). Une taˆche peut avoir aucune ou
plusieurs contraintes de placement. Ces fichiers permettent de de´crire les machines
ide´ales pour une taˆche.
task events Ce re´pertoire contient 500 fichiers CSV (15.4 GB). Comme  job events, l’ensemble
de ces fichiers de´crit le cycle de vie d’une taˆche. Une taˆche au cours de son cycle de
vie passe par diffe´rents e´tats qui sont de´crits par l’attribut  Event Type .
task usage Ce re´pertoire contient 500 fichiers CSV (158 GB). Google a enregistre´ toutes les
valeurs d’utilisation d’une taˆche pour chaque pe´riode de mesure.
Pour ge´ne´rer des traces synthe´tiques, il manque les aspects d’e´nergie et de consommation qui
ne sont pas repre´sente´s. Cependant, l’avantage est qu’elles offrent plusieurs niveaux de composi-
tion de charge de travail. Un job est compose´ de une ou plusieurs taˆches. Pour ge´ne´rer une charge
de travail d’un centre de calcul, il convient de s’inte´resser au dossier task events dans un premier
temps car la composition des jobs (job events) de´coulent directement du fichier task events.
C’est ce dossier que nous allons e´tudier dans la partie suivante.
4.3.2 Cycle de vie des taˆches
Les taˆches et les jobs passent d’un e´tat a` l’autre via des e´ve´nements. Les taˆches en e´tat
unsubmited attendent pour avoir une ressource qui correspond a` ses contraintes. Elle va eˆtre
ordonnance´e et assigne´e au processeur approprie´ pour l’exe´cution. Elle peut eˆtre annule´e ou tue´e
avant d’eˆtre ordonnance´e. Cependant, les taˆches tue´es peuvent eˆtre derechef ordonnance´es dans
un autre job. L’ordonnanceur de Google utilise les proprie´te´s des taˆches pour re´aliser une de´cision.
Si elles ont les meˆmes priorite´s, alors les taˆches sont choisies par ordre d’arrive´e. Ces donne´es,
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concernant les diffe´rentes taˆches, sont accessibles via trois fichiers : task events, task constraints
et task ressource usage. Les jobs et les taˆches sont planifie´s sur les machines en fonction du cycle
de vie de´crit dans la figure 4.2.
Figure 4.2 – E´tats des taˆches et les e´ve´nements au cours de leur cycle de vie (Documentation Google
[8])
Une taˆche est de´crite avec les informations pre´sente´es dans le tableau 4.2. Pour passer d’un
e´tat a` un autre, une taˆche utilise des e´ve´nements. Les diffe´rents event type sont les suivants :
- 0 pour submit : la taˆche devient e´ligible pour eˆtre ordonnance´e.
- 1 pour schedule : la taˆche a e´te´ ordonnance´e sur une machine.
- 2 pour evict : la taˆche a e´te´ de´-ordonnance´e car soit une priorite´ plus e´leve´e est arrive´e,
soit l’ordonnanceur est surcharge´ et la demande actuelle est supe´rieure aux capacite´s de
la machine, soit une machine sur laquelle elle est exe´cute´e est devenue inutilisable, et soit
le disque a perdu la taˆche.
- 3 pour fail : la taˆche a e´te´ de´-ordonnance´e a` cause d’un proble`me lie´ a` la taˆche.
- 4 pour finish : la taˆche a e´te´ accomplie normalement
- 5 pour kill : la taˆche a e´te´ annule´e par l’utilisateur ou le driver car une taˆche de´pendante
de celle-ci a e´te´ tue´e.
- 6 pour lost : la taˆche e´tait suppose´e terminer mais un enregistrement indique que la
terminaison manque dans les sources de donne´es.
- 7 pour update pending : la taˆche a e´te´ mise a` jour pendant son attente pour eˆtre
ordonnance´e.
- 8 pour update running : la taˆche a e´te´ mise a` jour pendant qu’elle e´te´ ordonnance´e.
A` travers la description des taˆches ci-dessus, il existe beaucoup d’e´ve´nements pour des taˆches qui
ne se finissent pas (kill, evict, fail), et pour des pour des taˆches ayant des proble`mes d’enregis-
trement ou de mise a` jour. La normalisation de la valeur de l’attribut ressource request for
CPU cores utilise´, ne nous permet pas de calculer la consommation d’une taˆche. Cet attribut
est un pourcentage d’utilisation (note´ entre 0 et 1) de la machine physique sur laquelle la taˆche
se trouve. Or, les capacite´s des machines physiques Google sont elles aussi cache´es. Cette norma-
lisation apparaˆıt aussi pour les attributs suivants : ressource request for RAM et ressource
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request for local disk space. Cependant, la description des taˆches posse`de les e´ve´nements
submit et schedule. La se´paration de l’e´ve´nement d’arrive´e et d’exe´cution aide a` calculer le
temps d’attente d’une taˆche, et ainsi connaˆıtre la QoS. Pour la ge´ne´ration de traces synthe´tiques,
l’attribut missing info peut eˆtre omis car, il de´coule de l’ordonnancement pre´vue par les centres
de calcul de Google. Pour les e´ve´nements de fin, ils peuvent eˆtre se´pare´s en deux cate´gories les
taˆches qui finissent bien (finish) et les autres qui se terminent de manie`re anormale (evict,
fail, kill et lost). Tout les e´ve´nements ne sont pas a` prendre en compte dans les futures traces
synthe´tiques. La section suivante, entre autre, va permettre d’analyser les diffe´rents e´ve´nements
de fin et de connaˆıtre leurs poids dans les traces.
Tableau 4.2 – Les attributs d’une taˆche par Google
Attribut Description
timestamp Le temps de la mesure (normalise´ par Google) en millisecondes.
missing info Les enregistrements Google proviennent de capture de donne´es a` un instant.
Cela permet de suivre l’e´volution d’une taˆche. Cependant, lorsqu’il manque un
e´ve´nement d’enregistrement, il re´alise un remplacement de cette information. Il
y a trois types de remplacement (0 : SNAPSHOT BUT NO TRANSITION, 1 :
NO SNAPSHOT OR TRANSITION, 2 : EXISTS BUT NO CREATION). Les en-
registrements sans informations manquantes n’ont pas ce champs rempli.
job ID L’identifiant du job est cache´ par Google, il a un nom opaque en Base 64. Il peut eˆtre
teste´ pour des e´galite´s.
task index -within
the job
L’identifiant d’une taˆche. Si le  task index  est e´gal au  job ID , la taˆche peut
eˆtre stoppe´e et relance´e sans assigner un nouvel  job ID  et un nouvel  index .
machine ID L’identifiant de la machine est cache´ par Google, il a un nom opaque en Base 64. Il
peut eˆtre teste´ pour des e´galite´s.
event type Cet attribut fait re´fe´rence a` la figure 4.2. Il correspond au type d’e´ve´nement pour
passer d’un e´tat a` l’autre.
user name L’identifiant de l’utilisateur est cache´ par Google, il a un nom opaque en Base 64. Il
peut eˆtre teste´ pour des e´galite´s.
scheduling class Cela permet de connaˆıtre la sensibilite´ a` la latence d’une taˆche. C’est-a`-dire le temps
d’ordonnancement et d’exe´cution de la taˆche doit correspondre a` certaines contraintes
de temps afin de satisfaire l’utilisateur. Le  scheduling latency  est classe´ de 0 a`
3 sachant que 0 est le niveau le plus faible, et 3 le niveau le plus e´leve´. Ce n’est pas
une priorite´.
priority Il y a trois types de priorite´ :  free (0 -1) c’est le niveau de priorite´ le plus bas,
ensuite il y a  monitoring  (2-8) et puis vient  production (9-11) le niveau de
priorite´ le plus e´leve´.
ressource request for
CPU cores
La demande CPU de la taˆche. L’unite´ est normalise´e elle va de 0 a` 1 (pourcentage
d’utilisation).
ressource request for
RAM
La demande RAM de la taˆche. L’unite´ est normalise´e elle va de 0 a` 1 (pourcentage
d’utilisation).
ressource request for
local disk space
La demande disque de la taˆche. L’unite´ est normalise´e elle va de 0 a` 1 (pourcentage
d’utilisation).
different-machine
constraint
Si cet attribut existe et qu’il est a`  vrai , cela indique qu’une taˆche doit eˆtre
programme´e pour eˆtre exe´cute´e sur une machine diffe´rente.
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4.4 Notre analyse des traces Google
Afin de ge´ne´rer des traces synthe´tiques pour valider les diffe´rents algorithmes et mode`les
propose´s dans les chapitres 3 et 5, il convient d’analyser les taˆches propose´es par Google, pour
obtenir une charge re´elle de centre de calcul. Cela permettra dans le chapitre 6 d’obtenir un
environnement favorable a` la validation des expe´rimentations. Pour les statistiques suivantes
nous avons conside´re´ les 500 fichiers CSV contenu dans le dossier  task events .
La structure de cette analyse est la suivante :
- Dans un premier temps, le nombre d’e´ve´nements de taˆches est analyse´ pour comprendre
son cycle de vie.
- Dans un deuxie`me temps, pour connaˆıtre l’he´te´roge´ne´ite´ des taˆches, il est e´nume´re´ la
re´partition des taˆches en fonction de leurs attributs de priorite´ et de sensibilite´ a` la latence
( scheduling class ).
- Dans un troisie`me temps, une analyse permet de comprendre le type de priorite´ et de
sensibilite´ a` la latence associe´s aux e´ve´nements de fin d’une taˆche.
- Dans un quatrie`me temps, la dure´e d’exe´cution des taˆches est pre´sente´e.
- Dans un cinquie`me temps, une e´tude du pourcentage de CPU utilise´ est inspecte´e.
- Dans une sixie`me partie, la QoS des taˆches est sonde´e.
- Dans une septie`me partie, le bilan des diffe´rentes hypothe`ses souleve´es est expose´.
4.4.1 Le nombre d’e´ve´nements par taˆche
Dans le tableau 4.3, 95 % des taˆches posse`dent trois e´ve´nements :  Submit,  Schedule et
un e´ve´nement de fin ( Fail ,  Kill ,  Evict ,  Finish ). Cependant, certaines taˆches
(4.5 %) n’ont pas d’e´ve´nement de fin. Dans les analyses suivantes, nous nous sommes seulement
inte´resse´s aux taˆches posse´dant ces 3 e´ve´nements, car cela repre´sente la majeure partie des traces.
Dans [87], le tableau 4.4 met en avant les e´ve´nements de fin pour les diffe´rentes taˆches a` 3
e´ve´nements. 73% des taˆches finissent correctement et 26% finissent par eˆtre tue´es. Presque toutes
les taˆches qui ne finissent pas normalement sont les e´ve´nements  Kill . Dans la description des
traces par Google [8], aucunes informations renseignent la raison de ces fins anormales.
Tableau 4.3 – Distribution du nombre d’e´ve´nements par taˆche [87]
Nombre d’e´ve´nement 1 2 3 4 5
Nombre de taˆches 248 1,093,992 24,258,907 19,378 17,215
Nombre d’e´ve´nement 6 7 8 9+ total
Nombre de taˆches 8,510 5,093 3,028 18,360 25,424,731
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Tableau 4.4 – Distribution des e´ve´nements de fin pour les taˆches a` trois e´ve´nements [87]
Type de l’e´ve´nement Finish Kill Fail Other
Nombre de taˆches 17,775,284 6,381,906 86,348 15,369
Pourcentage 73.31 % 26.31 % 0.35 % 0.03 %
Hypothe`ses 1
95 % des taˆches posse`dent trois e´ve´nements : ajout a` la liste d’attente (submit), exe´cution
de la taˆche (schedule) et fin de la taˆche (finish, kill, fail, et other). Pour les analyses
suivantes, les e´tudes se porterons uniquement sur les taˆches ayants ces trois e´ve´nements.
De plus, beaucoup d’e´ve´nements sont peu repre´sente´s (evict, lost, update pending et
update running). Il convient de s’inte´resser aux e´ve´nements suivants : finish, kill, et
fail. Pour les analyses suivantes nous avons inclus les taˆches ayant l’e´ve´nement de fin evict
car par exemple une taˆche peut eˆtre arreˆte´e en cours d’exe´cution a` cause d’une taˆche ayant
une priorite´ plus e´leve´e afin de respecter la QoS a` un instant t.
4.4.2 Le nombre de taˆches a` trois e´ve´nements
Dans [87], la classification des taˆches est re´partie par rapport a` leurs priorite´s en quatre
cate´gories :
-  monitoring  : les priorite´s 11 et 10 (peu pre´sentent dans les taˆches a` trois e´ve´nements) ;
-  production  : la priorite´ e´gale a` 9 ;
-  normal  : les priorite´s de 2 a` 8 ;
-  free  : les priorite´s 0 et 1
Les illustrations suivantes pre´sentent la re´partition des taˆches en fonction de leur priorite´ et
sensibilite´ a` la latence.
Dans la figure 4.3 presque 60 % des taˆches ont une priorite´ e´gale a` 4 (moyenne), tandis que
plus de 80 % des taˆches ont une sensibilite´ a` la latence e´gale a` 0 (figure 4.4). Dans la figure 4.5,
par conse´quent le couple  4 0  repre´sente presque 50 % des taˆches pre´sentes dans la traces
de Google, alors que le couple  0 0 , le plus faible (priorite´ et sensibilite´ a` la latence), ne
repre´sente que 20 % des taˆches. Les taˆches a` haute priorite´ sont peu repre´sente´es. Il n’y a aucune
taˆche de priorite´ 7 et 11.
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Figure 4.3 – Re´partition des taˆches par rapport a` la priorite´
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Figure 4.4 – Re´partition des taˆches par rapport a` la latence
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Figure 4.5 – Re´partition des taˆches par rapport aux couples (priorite´ - latence)
Hypothe`ses 2
Les taˆches de type  monitoring  correspondent a` moins de 0.002 % des traces, ce qui
est tre`s insignifiant. Les taˆches a` haute priorite´ ( production ) ont une sensibilite´ a` la
latente la plus e´leve´e tandis que les taˆches  normal ont une sensibilite´ a` la latence faible.
Google n’apporte aucune information sur le type de taˆches pre´sente´es et leurs domaines
d’exe´cution. Cependant, ces taˆches peuvent eˆtre de nature applicative et demandent un
temps de re´ponse tre`s faible afin d’eˆtre exe´cute´es le plus rapidement possible. Les taˆches
ayant une haute sensibilite´ et une haute priorite´ peuvent eˆtre des taˆches de type service.
Si ces taˆches ont ces caracte´ristiques, il convient de connaˆıtre leur e´ve´nement de fin.
4.4.3 Les e´ve´nements de fin pour les taˆches
La figure 4.6 montre que plus de 73.31 % des taˆches finissent correctement contre environ
26.31 % par un e´ve´nement de type  Kill . La figure 4.7 met en avant les e´ve´nements de fin
pour chaque priorite´. Nous remarquons que les taˆches a` faible priorite´ ont plus de chance de finir
correctement (0,1) alors que les taˆches a` haute priorite´ finissent par un  Kill . La figure 4.8 met
en avant les e´ve´nements de fin par rapport a` leur sensibilite´ a` la latence ( scheduling class ).
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Nous remarquons que la re´partition des taˆches est a` peu pre`s similaire sur les quatre niveaux de
sensibilite´ a` la latence.
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Figure 4.6 – Re´partition des taˆches par rapport a` leur e´ve´nement de fin
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Figure 4.7 – Re´partition des taˆches par rapport a` leur e´ve´nement de fin et de la priorite´
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Figure 4.8 – Re´partition des taˆches par rapport a` leur e´ve´nement de fin et de la latence
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Figure 4.9 – Pourcentage d’e´ve´nements de fin pour chaque couple (priorite´ - latence)
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La figure 4.9 est un bilan des figures 4.7 et 4.8. Les taˆches sont re´parties par couple (priorite´
et sensibilite´ a` la latence). Pour chaque couple, il y a le pourcentage de taˆches pour chaque type
d’e´ve´nements de fin. Plus la priorite´ et la sensibilite´ a` la latence sont e´leve´es plus les e´ve´nements
de fins sont des  Kill . Les taˆches qui ont plus de chances de finir normalement ( Finish )
sont les couples : 2 1 - 3 0 - 3 1 - 4 0 - 4 1 - 5 0 - 6 0 - 6 1 - 6 2 - 8 1 - 8 2
Dans la section 4.4.2, les taˆches  4 0  sont les taˆches les plus pre´sentes. Ici, elles ont en
moyenne beaucoup de chances de finir bien (presque 80 % de  Finish ).
Hypothe`ses 3
Les taˆches ayant une haute priorite´ et sensibilite´ a` la latence ont plus d’e´ve´nements de fin
de type  Kill . Cela peut s’expliquer par le type de taˆche a` exe´cuter. Effectivement, cela
peut correspondre a` des taˆches de type service. Par exemple, le lancement d’une application
ou d’une requeˆte web. Si le service n’est plus demande´ par l’utilisateur alors la taˆche est
tue´e. Il existe un lien entre les caracte´ristiques d’une taˆche et son e´ve´nement de fin. Si la
taˆche a une priorite´ haute, elle se termine souvent anormalement. Cependant, il existe des
taˆches dans la cate´gorie  normal (section 4.4.2) qui se termine par un  Finish , alors
que la latence ou la priorite´ est e´leve´e.
4.4.4 Les temps d’exe´cution des taˆches
La figure 4.10 pre´sente le temps moyen d’exe´cution d’une taˆche par rapport a` son e´ve´nement
de fin. Les taˆches finissant par un  Kill  durent beaucoup plus longtemps que les autres
e´ve´nements. Les taˆches finissant par un  Finish , ont un temps moyen d’exe´cution supe´rieur
aux taˆches ayant une fin anormalement ( Evict  et  Fail ).
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Figure 4.10 – Dure´e moyenne d’exe´cution par rapport a` l’e´ve´nement de fin d’une taˆche
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Les figures 4.11 et 4.12 repre´sentent le temps moyen d’exe´cution des taˆches par rapport a` la
priorite´ et a` la sensibilite´ a` la latence. Les taˆches ayant une priorite´ forte (9 ou 10) ont une dure´e
de vie plus importante. Cependant, les taˆches ayant une priorite´ e´gale a` 3, ont tendance a` durer
plus longtemps que les autres priorite´s (hors 9 et 10). Les taˆches ayant une sensibilite´ a` la latence
e´leve´e durent plus longtemps que les autres (2 et 3). Cependant, les  scheduling class  qui sont
a` 2, durent plus de temps en moyenne que celles a` 3.
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Figure 4.11 – Temps moyen d’exe´cution des taˆches par rapport a` la priorite´
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Figure 4.12 – Temps moyen d’exe´cution des taˆches par rapport a` la latence
La figure 4.13 repre´sente le temps moyen d’exe´cution par rapport au couple (priorite´ et sensi-
bilite´ a` la latence). Le couple ayant le temps moyen le plus long est 9 2. Le couple 1 1 posse`de un
temps d’exe´cution assez e´leve´. Cependant, la priorite´ et la  scheduling class  ne correspondent
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pas aux types de taˆches ayant des temps d’exe´cution long (cf. figures 4.11 et 4.12).
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Figure 4.13 – Dure´e moyenne d’exe´cution par rapport au couple (priorite´ - latence)
Hypothe`ses 4
La priorite´ et la sensibilite´ a` la latence influent sur la dure´e d’exe´cution d’une taˆche. Si la
priorite´ est e´gale a` 9 ou 10 et que la  scheduling class  est e´gale a` 2, alors les taˆches
dureront longtemps plus longtemps. Un coefficient peut eˆtre alloue´ en face de chaque
couple pour de´terminer le temps d’exe´cution d’une taˆche. Cependant, des taˆches ont des
temps moyens d’exe´cution e´leve´s alors que ni la priorite´ et ni la  scheduling class  sont
e´leve´es. De telles taˆches peuvent eˆtre associe´es a` des services de types applicatifs. Les
taˆches applicatives sont ge´ne´ralement gourmandes en consommation.
4.4.5 Le CPU utilise´ pour les diffe´rentes taˆches
La figure 4.14 pre´sente la moyenne de CPU utilise´e pour les diffe´rentes priorite´s. Les taˆches
dont le CPU utilise´ est le plus e´leve´, concernent les priorite´s 9, 3, 10, 8 et 4. La plus faible
consommation de CPU correspond aux taˆches dont la priorite´ est e´gale a` 2. La figure 4.15 met en
avant la moyenne de CPU utilise´e par rapport a` la sensibilite´ a` la latence, plus la  scheduling
class  est e´leve´e plus la consommation de CPU est importante.
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Figure 4.14 – CPU moyen des taˆches par rapport a` la priorite´
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Figure 4.15 – CPU moyen des taˆches par rapport a` la latence
Dans la figure 4.16, les taˆches ayant un e´ve´nement de fin  Kill utilisent environ en moyenne
le double de CPU que les taˆches finissant normalement ( Finish ). Dans la figure 4.17, la
moyenne de CPU est la plus grande pour les couples  9 3   9 2  et pour le couple  6 2 .
Le couple  6 2 posse`de une majeure partie d’e´ve´nements de fin de type  Finish. Cependant,
le couple  6 2  est peu pre´sent dans les traces (figure 4.5 dans la partie 4.4.2).
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Figure 4.16 – Moyenne de CPU utilise´e pour les diffe´rentes taˆches par rapport a` son e´ve´nement de fin
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Figure 4.17 – Moyenne de CPU utilise´e pour les diffe´rentes taˆches par rapport aux couples (priorite´ -
scheduling class)
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Hypothe`ses 5
Dans les diffe´rentes figures nous remarquons deux hypothe`ses. La premie`re (figure 4.16),
si les taˆches finissent anormalement ( Fail  ,  Kill ,  Evict ), en moyenne, les
taˆches consomment plus de CPU. La deuxie`me hypothe`se met en avant la priorite´ et la
sensibilite´ a` la latence : plus ces deux parame`tres sont e´leve´s, plus la taˆche consomme de
CPU. Les taˆches ayant une fin anormale nous permet d’appuyer l’hypothe`se de diffe´rents
types de services : application et batch ou log.
4.4.6 La QoS des diffe´rentes taˆches
La figure 4.18 pre´sente le temps moyen pour passer d’un e´ve´nement a` l’autre ainsi que le
temps moyen d’exe´cution d’une taˆche par rapport a` sa priorite´. Les taˆches ayant une priorite´
e´leve´e (9 et 10) ont un cycle de vie plus grand et un temps tre`s faible pour passer de l’e´ve´nement
 submit to schedule . La figure 4.19 repre´sente le temps moyen de changement d’e´ve´nements
par rapport a` la sensibilite´ a` la latence ( scheduling class ). Les taˆches ayant la sensibilite´ a`
la latence la plus e´leve´e sont les  scheduling class  de type 2. La figure 4.20 pre´sente les temps
moyens par rapport aux couples. Les taˆches ayant un  scheduling class  de 2 ont tendance a`
s’exe´cuter plus longtemps ainsi que les taˆches ayant une priorite´ e´leve´e. Le couple  9 2  posse`de
les deux caracte´ristiques.
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Figure 4.18 – Temps moyen d’ordonnancement d’une taˆche par rapport a` sa priorite´
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Figure 4.19 – Temps moyen d’ordonnancement d’une taˆche par rapport a` sa latence
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Figure 4.20 – Temps moyen d’ordonnancement d’une taˆche par rapport aux couples (priorite´ - latence)
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Hypothe`ses 6
Les taˆches ayant une priorite´ e´leve´e et un  scheduling class  e´gale a` 2, posse`dent un
temps d’attente tre`s faible pour passer de l’e´tat  Submit  a`  Schedule . Elles ont
donc une QoS tre`s e´leve´e. Les taˆches de types application sont souvent demande´es par des
utilisateurs qui de´sirent obtenir un retour rapide. On peut donc poser l’hypothe`se que les
taˆches ayant une sensibilite´ a` la latence e´leve´e doivent eˆtre rapidement exe´cute´es afin de
satisfaire un certain taux de QoS.
4.4.7 Bilan
Dans cette partie nous nous sommes inte´resse´s aux diffe´rentes taˆches des traces Google. Le
tableau 4.5 est un re´capitulatif des diffe´rentes hypothe`ses et des de´cisions prises pour l’e´laboration
de traces synthe´tiques.
Tableau 4.5 – tableau bilan des diffe´rentes hypothe`ses et de´cisions
Parame`tres Analyses Hypothe`ses
Le nombre
d’e´ve´nements par
taˆches (paragraphe
4.4.1)
95% des taˆches ont trois e´ve´nements :  Submit ,
 Schedule  et un e´ve´nement de fin ( Finish ,
 Kill ,  Evict ,  Fail ).
Ces taˆches repre´sentent l’ensemble des ca-
racte´ristiques des traces Google.
Le nombre de
taˆches (paragraphe
4.4.2)
Les taˆches de type  monitoring  correspondent a`
moins de 0.002 % des traces. Cependant, les taˆches
a` haute priorite´ ( production ) ont une sensibi-
lite´ a` la latente la plus e´leve´e tandis que les taˆches
 normal  ont une sensibilite´ a` la latence faible.
Les taˆches qui ont une priorite´ e´leve´e sont peu
nombreuses et ont une sensibilite´ a` la latence
plus e´leve´e.
Les e´ve´nements de
fin de taˆches (para-
graphe 4.4.3)
Les taˆches ayant une haute priorite´ et sensibilite´
a` la latence ont plus d’e´ve´nements de fin de type
 Kill .
Ils existent deux types de taˆches : applicatives,
et de traitements (batch,log).
Le temps
d’exe´cution des
taˆches (paragraphe
4.4.4)
Si la priorite´ est e´gale a` 9 ou 10 et que la  sche-
duling class  est e´gale a` 2, alors les taˆches dureront
longtemps.
La priorite´ et la sensibilite´ a` la latence influent
sur la dure´e d’une taˆche.
Le pourcentage
CPU utilise´ (para-
graphe 4.4.5)
La moyenne de CPU est la plus grande pour
les couples  9 3   9 2  et pour le couple
 6 2 . Les taˆches qui terminent par un  Kill ,
consomment en moyenne le double de CPU.
Si les taˆches finissent anormalement ( Kill ,
 Evict ,  Fail ), alors en moyenne, les
taˆches consomment plus de CPU. Si les prio-
rite´s et la sensibilite´ a` la latence sont e´leve´es,
alors la taˆche consomme plus de CPU.
La QoS (para-
graphe 4.4.6)
Les taˆches ayant une priorite´ e´leve´e et un  schedu-
ling class e´gale a` 2, posse`de un temps d’attente tre`s
faible pour passer de l’e´tat  Submit  a`  Sche-
dule .
De manie`re ge´ne´rale, les traces Google ont une
QoS tre`s e´leve´e.
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Le tableau 4.5 met en avant l’he´te´roge´ne´ite´ de la charge de travail parce qu’elle propose un
ensemble de taˆches ayant a` la fois des temps d’exe´cution long et court, le manque d’indicateurs
pour la consommation d’e´nergie, et de surcroˆıt, l’aspect e´nergie verte et l’existence de deux types
de services : les services de types application (longs et gourmands en terme de CPU) et les services
de types Batch et log. Par contre Google, ne met pas en avant les taˆches de type sauvegarde.
Dans les traces synthe´tiques il convient de :
- garder l’he´te´roge´ne´ite´ des taˆches (taˆches longues, taˆches courtes) ;
- avoir plus de taˆches courtes que de taˆches longues ;
- ajouter un indicateur pour calculer la consommation des taˆches. Les donne´es Google e´tant
cache´e, il faut donc rajouter un poids aux diffe´rentes taˆches afin calculer la consommation.
La partie suivante pre´sente la mode´lisation des traces synthe´tiques a` partir du mode`le de Google.
4.5 Mode´lisation des donne´es Google pour leur imple´mentation
dans RenewSim : conception des traces synthe´tiques
Afin d’utiliser les traces propose´es par Google dans le simulateur, une e´puration s’est impose´e.
Nous nous sommes inte´resse´s aux donne´es stocke´es dans le re´pertoire  task events . Il contient
500 fichiers csv. Afin de rejouer les donne´es Google dans notre simulateur, nous avons utilise´
certaines caracte´ristiques des taˆches Google. Le simulateur place des VMs sur des machines
physiques. Une VM est de´finie comme suit :
Dans le tableau 4.6, les attributs schedule time et ending time nous permettent de calculer le
 makespan  (le temps d’exe´cution). L’attribut ide est un identifiant unique obtenue par job
IDet task index -within the job (section 4.6) des caracte´ristiques Google. Ensuite, les attributs
suivants ont e´te´ calcule´s en fonction du cycle de vie de la taˆche a` trois e´ve´nements pre´sente´ en
section 4.6) :
- tps soumission : le timestamp de l’e´ve´nement  SUBMIT  ;
- tps debut exe : le timestamp de l’e´ve´nement  SCHEDULE  ;
- tps fin exe : le timestamp d’un e´ve´nement de type fin ;
- e´ve´nement de fin : correspond a`  Finish , Kill  et  Fail  (event type)
Les attributs de priorite´ et de latence sont respectivement obtenus par les attributs de´ja` pre´sents
dans les traces initiales, priority et scheduling class.
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Tableau 4.6 – Description d’une VM dans RenewSim
Nom Description
ide un identifiant unique qui nous permet de suivre
l’e´volution d’une VM
tps soumission le temps d’arrive´e de la VM dans la pile de VM a`
exe´cuter, ce temps nous permet de savoir quand la VM
est e´ligible pour eˆtre ordonnance´e
tps debut exe le temps ou` la VM est ordonnance´e, c’est-a`-dire le mo-
ment ou` la VM s’exe´cute sur le serveur
tps fin exe le temps ou` la VM est termine´e
e´ve´nement de fin e´ve´nement de fin. Il peut eˆtre de type :
 Evict , Fail ,  Finish ,  Kill 
priorite´ sa priorite´
latence sa sensibilite´ a` la latence
VCPU demande VCPU de la VM
Figure 4.21 – Diffe´rence entre les VMs des traces synthe´tiques et les Jobs et Taˆches pre´sente dans les
traces Google
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La figure 4.21 montre la diffe´rence entre une VM et les taˆches et les jobs Google. Une taˆche
est de´lie´e de son job et est associe´e a` une VM. Cela nous permet de calculer la consommation
via l’attribut VCPU et d’estimer la consommation d’une seule taˆche afin d’eˆtre pre´cis dans les
algorithmes d’ordonnancement lie´s a` la consommation d’e´nergie verte. Cela permet de dissocier
chaque exe´cution pour controˆler au mieux la consommation d’e´nergie.
La signification des e´ve´nements propose´e par Google est lie´e a` l’ordonnanceur. Google ayant
cache´ pour des raisons de se´curite´ le fonctionnement, on n’a pas assez d’information pour les
types  fail/kill/evict . Elles sont conserve´es dans les traces synthe´tiques car dans le futur ces
taˆches peuvent re´apparaitre sous un autre identifiant et cela permet de garder une classification
des types de taˆches (services applicatifs, ou services batch ou log).
Renewsim est un simulateur polymorphe donc utilisable avec des algorithmes d’ordonnance-
ment ou de placement diffe´rents. Les attributs lie´s a` la latence et la priorite´ peuvent eˆtre utilise´s
afin de de´terminer quand et ou` placer une taˆche, par rapport aux ressources disponibles. De
plus, d’apre`s l’analyse statistique, le poids des priorite´s influent par exemple sur la dure´e d’une
taˆche. Cela permet donc de tester des jeux de donne´es cible´s pour connaˆıtre le comportement
de l’ordonnanceur. De plus, cela peut permettre a` l’ordonnanceur de prendre certaines de´cisions.
Par exemple, de´finir des ressources pour des taˆches avec une priorite´ e´gale a`  4  ou bien, ge´rer
les conflits entre plusieurs taˆches arrivant dans la file d’attente. La sensibilite´ a` la latence est
conserve´e dans les traces synthe´tiques car cette sensibilite´ permet comme au priorite´ d’avoir un
roˆle de levier dans la prise de de´cision par l’ordonnanceur. Elle apporte en plus la notion de QoS.
Dans ces traces synthe´tiques la notion de VCPU a e´te´ introduite afin de ge´rer les diffe´rentes
ressources physiques et de calculer la consommation. Une VM doit eˆtre place´e sur un serveur
dont la capacite´ VCPU est disponible durant tout le temps ou` la VM s’exe´cute.
4.6 Conclusion et limites
Ce chapitre a permis d’analyser des traces re´elles a` grande e´chelle de cre´er des traces
synthe´tiques qui ont vocation de validation dans un environnement expe´rimental. Les traces
ge´ne´re´es ont atteint les objectifs suivants :
• de la capacite´ d’adaptation a` une infrastructure he´te´roge`ne ;
• de mesurer la consommation d’un serveur ;
• de quantification de la QoS a` travers les attributs des VMs ;
• d’imple´mentation de ces traces dans l’infrastructure mate´rielle de RenewSim (chapitre 3).
Dans la partie 4.4, l’analyse des traces Google met en avant l’abondance des d’e´ve´nements
pour les taˆches, et la normalisation des donne´es (CPU, RAM et Disque). Cependant, la
description des taˆches permet de connaˆıtre les temps d’arrive´e et d’exe´cution d’une taˆche qui
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sert a` calculer le temps d’attente d’une taˆche, et ainsi connaˆıtre la QoS. Cette analyse permet
de mettre en avant l’he´te´roge´ne´ite´ de la charge de travail parce qu’elle propose un ensemble de
taˆches ayant a` la fois des temps d’exe´cution long et court. Cependant, cette charge de travail ne
ne prends pas en compte la consommation d’e´nergie et par surcroˆıt l’aspect e´nergie verte.
Dans la partie 4.5, les traces synthe´tiques sont propose´es. Elles permettent de garder
l’he´te´roge´ne´ite´ observe´e dans les traces re´elles. Afin de palier aux donne´es normalise´es concer-
nant l’utilisation des ressources, la notion de VCPU a e´te´ rajoute´e. De plus, a` travers l’e´tude
de ces traces, nous pouvons mettre en avant le contexte applicatif de ces traces et ge´ne´rer des
charges de travail plus ge´ne´riques et inde´pendantes de la notion de consommation [87].
Les limites de cette ge´ne´ration sont les pertes de notions pour les services compose´s
permettant de calculer la consommation d’une charge a` un instant donne´. Cependant, la VM
encapsule l’ide´e de composition pour de futures traces.
Dans cette partie, l’analyse des traces Google permet de les utiliser dans le simulateur Renew-
Sim. Les expe´rimentations re´alise´es dans le chapitre 6 seront donc re´alise´es en imple´mentant ces
traces synthe´tiques dans RenewSim. Le chapitre 5 suivant pre´sente un ensemble d’algorithmes
d’ordonnancement. Ils ordonnancent des VMs, posse´dant les caracte´ristiques de´crites dans ce
pre´sent chapitre.
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Ordonnancement sous contraintes : maximiser
l’utilisation de l’e´nergie renouvelable
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De nos jours, les syste`mes de nuages informatiques consomment de plus en plus d’e´nergie.
L’e´conomie d’e´nergie est un objectif vise´ par une grande partie des entreprises pour re´duire
l’empreinte carbone graˆce a` l’e´nergie verte via des panneaux solaires ou e´oliennes. Contrairement
a` l’approvisionnement classique en e´nergie sur le re´seau e´lectrique, la production d’e´nergie
verte est instable et de´pend de la nature (les conditions me´te´orologiques). Cela introduit de
nouveaux de´fis en tant que charge de travail adaptable dans le temps et l’espace pour re´duire la
consommation d’un serveur.
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Dans le chapitre pre´ce´dent, nous avons analyse´ des traces re´elles a` grande e´chelle et cre´e´
des traces synthe´tiques qui ont permis de caracte´riser une charge de travail pour un centre de
calcul. Dans ce chapitre, nous concevons un ordonnancement de charge de travail qui utilise
une pre´diction de production d’e´nergie solaire pour prendre une de´cision. Cela nous permet
d’ordonnancer des machines virtuelles dans un centre de calcul en raison de diffe´rents algorithmes
qui consomment le moins d’e´nergie non renouvelable possible. L’ordonnanceur vise a` utiliser toute
l’e´nergie verte et a` re´duire la consommation du centre de donne´es en minimisant l’impact sur la
QoS. Nous avons utilise´ des algorithmes d’optimisation sous contraintes et nous les avons adapte´
a` nos besoins. Ils permettent d’ordonnancer une charge de travail sur un centre de calcul en
fonction de la production solaire. Afin d’e´valuer ces algorithmes un ensemble de me´triques est
pre´sente´.
Tout d’abord, l’approche d’ordonnancement sous contraintes et les objectifs sont pre´sente´s.
Ensuite sont e´nume´re´es les spe´cifications d’un tel ordonnanceur. Puis sont introduits notre ap-
proche et les diffe´rents algorithmes sous contraintes mode´lise´s. Afin d’e´valuer la QoS et l’impact
sur l’environnement de ces algorithmes plusieurs me´triques existantes sont analyse´es. Enfin, dans
une dernie`re partie sont expose´s le bilan et les limites de ces algorithmes.
5.1 Approche par ordonnancement sous contraintes
5.1.1 La cre´ation d’une charge de travail agile
Notre ordonnanceur vise a` modeler une charge de travail pour la rendre adaptable dans le
temps et dans l’espace. Nous la qualifions d’agile. La figure 5.1 pre´sente un exemple de charge de
travail agile. La corre´lation entre la charge de travail et la production de panneaux solaires vise a`
re´duire l’achat chez le fournisseur d’e´lectricite´ et a` avoir un centre de calcul presque autosuffisant.
Figure 5.1 – un exemple d’une charge de travail agile qui suit la courbe de production solaire
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Le verrou principal avec les e´nergies renouvelables est la production d’e´nergie non constante
car celle-ci de´pend de la me´te´o. Les de´fis sont donc de respecter les contraintes rencontre´es pour :
• les exigences d’ordonnancement et de demande d’e´nergie pour les VMs ;
• satisfaire la demande des utilisateurs ;
• optimiser et rendre les serveurs plus rentables en fonction du temps, de l’e´nergie disponible
et de leurs exigences.
A travers la sauvegarde d’e´nergie dans des espaces de stockage (batteries), il est possible : d’utiliser
d’une meilleure fac¸on l’e´nergie renouvelable, de rentabiliser l’e´nergie produite (ventes) ou de
re´duire la consommation, les couˆts d’achat via des algorithmes sous contraintes. Dans ce chapitre
est pre´sente´e une approche d’ordonnancement pour rapprocher faire co¨ıncider la charge de travail
a` la production solaire (figure 5.1). Cela permettra re´duire l’achat d’e´lectricite´ chez le fournisseur
tout en respectant un bonne QoS et tendre vers un centre de calcul auto-suffisant.
5.1.2 Utilisation d’algorithmes gloutons
Dans ce chapitre est de´crit un ensemble d’algorithmes appartenant a` la famille des glou-
tons [41, 43]. Leurs fonctionnements diffe`rent des algorithmes ge´ne´tiques ou des programmes
line´aires car ils n’inte`grent pas l’optimisation directe d’objectifs a` re´aliser. Les avantages des
algorithmes gloutons sont la cre´ation de sche´mas heuristiques simples et rapides. Les de´cisions
re´alise´es par l’algorithme sont prises pas a` pas, sans jamais revenir sur la de´cision pre´ce´dente.
Dans les algorithmes, la prise de de´cision se fait rapidement. Le choix d’utilisation s’est porte´
sur les algorithmes gloutons car une de´cision doit e´merger de manie`re rapide, afin de satisfaire
le plus rapidement possible la demande de l’utilisateur. L’utilisation d’e´nergie verte n’est pas
pe´renne dans le temps. Nous insistons sur le fait que l’avantage des algorithmes gloutons est
qu’ils prennent une de´cision pas a` pas sans jamais revenir sur celle-ci. Les de´cisions prisent par
un algorithme ge´ne´tique sont prises en fonction des autres, or, si les conditions me´te´orologiques
divergent et que la production solaire est affaiblie, alors les de´cisions prises sur cette feneˆtre
temporelle ne seront plus optimales et n’auront plus de sens.
5.2 Spe´cifications des algorithmes
5.2.1 Contexte
Les algorithmes pre´sente´s dans ce chapitre sont issus de la litte´rature. Ils ont e´te´ adapte´s a`
nos besoins et ils ont pour objectifs d’eˆtre imple´mente´s dans le simulateur RenewSim et plus
particulie`rement, en tant qu’ordonnanceur dans le module de controˆle. Cet ordonnanceur doit
avoir acce`s aux diffe´rentes informations et flux qui circulent dans le re´seau intelligent. Il ne prend
pas seulement une de´cision en fonction des activite´s informatiques lie´es au centre de calcul mais
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aussi aux disponibilite´s e´nerge´tiques disponibles. C’est-a`-dire, il prend en compte la production
d’e´nergie renouvelable, et la quantite´ disponible dans les espaces de stockage.
5.2.2 Objectifs
Notre objectif principal est de fournir de manie`re plus efficace un centre de calcul avec de
l’e´nergie verte a` travers un ordonnanceur se basant sur une pre´diction de production. Ce centre de
calcul est alimente´ simultane´ment par des sources d’e´nergie renouvelables et non renouvelables. Le
proble`me d’ordonnancement pour alimenter un centre de calcul est l’utilisation d’e´nergie verte
via des panneaux solaires, dont la production de´pend de la nature, variable en fonction de la
me´te´orologie.
La principale source provient de la production de panneaux solaires et la principale destination
est le centre de calcul. Ce re´seau intelligent est supervise´ par un module de controˆle. Le roˆle
est de trouver la meilleure configuration possible pour la gestion du flux d’e´nergie (alimentation
du centre de calcul) et la charge de travail demande´e par le centre de calcul. Cela consiste a`
ge´rer l’e´nergie vendue des panneaux solaires aux fournisseurs, l’e´nergie achete´e au fournisseur en
fonction de son couˆt ainsi que la charge et de´charge de la batterie. Le but est donc de doter le
module de controˆle d’un ordonnanceur afin de placer dans le temps la charge de travail. Cette
charge de travail est constitue´e d’un ensemble de VMs (chapitre 4). L’attribution des VMs de´pend
de leurs caracte´ristiques (CPU et capacite´ de me´moire, priorite´, pre´emptive ou non) et de la
quantite´ totale d’e´nergie disponible.
Les algorithmes d’ordonnancement doivent permettre :
- d’eˆtre le moins de´pendant possible du fournisseur d’e´lectricite´ ;
- de diminuer l’empreinte e´cologique ;
- de re´duire la facture d’e´lectricite´.
5.2.3 Les fonctionnalite´s attendues des algorithmes
Les algorithmes doivent respecter plusieurs e´le´ments de me´thodes ou contraintes. Dans un
premier temps, il faut respecter la capacite´ VCPU disponible des diffe´rents serveurs composant
le centre de calcul. Les serveurs ne peuvent he´berger une certaine limite de VMs a` la fois. Dans
un deuxie`me temps, il faut respecter la pre´diction de production solaire. Une VM est place´e sur
un serveur que quand elle peut eˆtre alimente´e via de l’e´nergie solaire. Dans un troisie`me temps,
ces algorithmes doivent pouvoir proposer des re´sultats et des simulations a` l’aide de RenewSim
(chapitre 3) qui repose sur une architecture qui me´lange les deux domaines complexes, les flux
d’e´nergie et les flux de type informatique. Dans un quatrie`me temps, les diffe´rents algorithmes
doivent eˆtre mesurables via des me´triques e´valuant la QoS et l’empreinte e´cologique afin de les
comparer et de les e´valuer.
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5.3 Notre approche d’ordonnancement
5.3.1 Strate´gie d’ordonnancement
Le tableau 5.1 pre´sente toutes les possibilite´s de strate´gie. Les lignes du centre de calcul et
des panneaux solaires n’ont aucune valeur, car certaines situations ne peuvent pas se produire.
Par exemple, le panneau solaire ne peut pas recevoir d’e´nergie, donc il ne peut pas stocker
d’e´nergie et eˆtre de type Sauvegarde, Trop-plein et Destination. Le centre de calcul ne peut pas
ge´ne´rer d’e´nergie (Source) et stocker de l’e´nergie (Sauvegarde et Trop-plein), il ne peut consommer
d’e´nergie (Destination).
Tableau 5.1 – Repre´sentation des e´le´ments et l’ensemble des valeurs possibles pour chaque e´le´ment du
re´seau intelligent, via le mode`le de flux d’e´nergie pre´sente´ dans le chapitre 3
e´le´ments
types
Source Destination Sauvegarde Trop-plein
E´nergie renouve-
lable 1
{×, 1} × {×, 1, 2, ...} ×
E´nergie renouve-
lable 2
{×, 1} × {×, 1, 2, ...} ×
Centre de calcul × {×, 1} × ×
Espace de sto-
ckage 1
{×, 1} {×, 1} {×, 1, 2, ...} {×, 1, 2, ...}
Espace de sto-
ckage 2
{×, 1} {×, 1} {×, 1, 2, ...} {×, 1, 2, ...}
Fournisseur {×, 1} {×, 1} {×, 1, 2, ...} {×, 1, 2, ...}
... {×, 1} {×, 1} {×, 1, 2, ...} {×, 1, 2, ...}
e´le´ment n {×, 1} {×, 1} {×, 1, 2, ...} {×, 1, 2, ...}
Notre strate´gie d’ordonnancement utilise le tableau 5.2 comme mode`le de donne´es. Ce ta-
bleau 5.2 met en e´vidence l’ordre d’utilisation des diffe´rentes sources d’e´nergie. Les panneaux
solaires fournissent le centre de calcul en tant que sources. En cas de sous-production, la batterie
(Sauvegarde = 1) alimente le centre de calcul. Si la batterie est vide, le fournisseur e´lectrique
alimente le centre de calcul (Sauvegarde = 2). En cas de sur-production, le surplus d’e´nergie est
stocke´ dans la batterie (Trop-plein = 1). Si la batterie est pleine, l’e´nergie est vendue au fournis-
seur d’e´lectricite´ (trop-plein = 2). Ce mode`le vise a` acheter le moins d’e´nergie possible aupre`s du
fournisseur. Notre strate´gie peut eˆtre repre´sente´e par la figure 5.2.
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Tableau 5.2 – Mode`le e´nerge´tique pour la strate´gie d’ordonnancement
Source Destination Sauvegarde Trop-plein
Panneaux
solaires
1 × 0 ×
Centre de
calcul
× 1 × ×
Batterie 0 0 1 1
Fournisseur 0 0 2 2
Figure 5.2 – L’utilisation des diffe´rentes sources d’e´nergies pendant 48 heures
La figure 5.3 est un exemple dans une situation presque parfaite. Les VMs sont programme´es
en fonction de l’heure, de l’e´nergie disponible dans la production solaire et de l’espace disponible
dans les serveurs. Le stockage (batterie) n’est pas une contrainte d’ordonnancement des algo-
rithmes mais elle fait partie de la strate´gie d’ordonnancement de la gestion des flux d’e´nergie. Il
s’agit d’une solution de sauvegarde, seulement si la production des panneaux solaires n’est pas
suffisante pour alimenter le centre de calcul.
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Les contraintes d’ordonnancement des VMs sont :
- l’utilisation de serveurs he´te´roge`nes en termes de VCPU ;
- le placement de VMs he´te´roge`nes en termes de temps d’exe´cution ;
- le nombre de VCPU utilise´s par VM ;
- l’e´nergie disponible issue de la production des panneaux solaires.
L’avantage de cette me´thode est l’utilisation maximale de la production des panneaux solaires et
la re´duction de l’achat d’e´nergie chez le fournisseur d’e´lectricite´. La VM n’est ordonnance´e que s’il
y a suffisamment d’e´nergie produite par les panneaux solaires. Cependant, les VMs continuent
de fonctionner meˆme si l’e´nergie solaire est nulle. Par exemple, dans la figure 5.3, la Vm 10
commence a` s’exe´cuter lorsqu’il y a assez d’e´nergie solaire sur le serveur S3. Cependant, cette
VM continue de s’exe´cuter lorsque la production solaire diminue.
Id
 S
e
rv
e
ru
r
Temps (min)
S1
S2
S3
Vm 1
Vm 2
Vm 4
Vm 12Vm 5
VCPU disponible
Production Solaire
Vm 3
Vm 6
Vm 7
Vm 9
Vm 8
Vm 10
Vm 11
Figure 5.3 – Un exemple d’ordonnancement de VMs en fonction de la production solaire
5.3.2 Proposition d’adaptation d’algorithmes existants
Dans cette partie sont pre´sente´es et analyse´es plusieurs solutions d’ordonnancement. Pour
chacun des algorithmes suivants, les contraintes de ressources de diffe´rents serveurs et l’e´nergie
solaire disponibles au fil du temps sont toujours prises en compte. Pour chacun des algorithmes
suivants est ordonnance´ un ensemble de VMs inde´pendantes, stocke´es dans une liste d’attente.
La figure 5.4 pre´sente les diffe´rentes entre´es et sorties des algorithmes de´crits dans cette partie.
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Figure 5.4 – Entre´es et sorties des diffe´rents algorithmes d’ordonnancement
Round Robin [41] (RR)
L’algorithme RR permet de placer une VM sur un serveur puis une fois la VM place´e, la VM
suivante sera place´e sur le serveur suivant et ainsi de suite. Dans ce cas, si une VM ne peut eˆtre
place´e sur un serveur, le suivant est se´lectionne´. Si elle ne peut eˆtre place´e sur l’un des serveurs
du centre de calcul, elle est e´jecte´e et la VM suivante est se´lectionne´e. La charge des serveurs
est plus ou moins e´quilibre´e dans le temps. L’inconve´nient est qu’il n’y a pas d’optimisation du
parc informatique en termes de serveurs allume´s, il y a une sous-utilisation des ressources. Cet
algorithme a pour but de servir de re´fe´rence.
Algorithme 3 RR
while VM < nbVmsOrdonnancees do
for tps=0;tps<fenetreOrdonnancement;tps++ do
if energieSolaire[tps] == vrai and serveurs[s][tps] == vrai then
VM ⇒ serveur[s][tps]
serveurs[s+ 1]
end if
end for
end while
First Fit (FF)
L’algorithme FF consiste a` placer les diffe´rentes VMs sur un serveur. Une fois ce dernier plein,
l’ope´ration se re´pe`te sur le serveur suivant. L’inconve´nient est la charge des diffe´rents serveurs.
Les premiers serveurs auront une charge plus importante que les derniers serveurs car l’e´nergie
solaire disponible aura fortement diminue´e par les placements de´ja` effectue´s.
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Algorithme 4 FF
while VM < nbVmsOrdonnancees do
for tps=0;tps<fenetreOrdonnancement;tps++ do
if energieSolaire[tps] == vrai and serveurs[s][tps] == vrai then
VM ⇒ serveur[s][tps]
if serveurP lein == vrai then
serveurs[s+ 1]
end if
end if
end for
end while
Round Robin [41] avec des classes de serveurs (RR CLASSES)
L’algorithme RR CLASSES reprend l’algorithme (RR) sauf qu’il contient des classes de ser-
veurs. Un ensemble de serveurs est de´die´ a` l’ordonnancement de VMs courtes, moyennes ou
longues. Par exemple, 10% des serveurs ordonnancent les VMs longues, 40% les VMs moyennes
et 50% les VMs courtes. Cette division en classes, permet de re´partir un ensemble de VMs, et
d’ordonnancer plus de VMs dans le temps. Cela permet aux VMs longues d’obtenir plus faci-
lement des ressources VCPU qui peuvent eˆtre utilise´es par des VMs de dure´e moins longues et
donc empeˆcher l’ordonnancement de certaines VMs plus gourmandes. L’inconve´nient de cet algo-
rithme est l’optimisation des diffe´rentes ressources du parc informatique. Par exemple, une VM
longue, qui ne peut plus eˆtre place´e sur un des serveurs appartenant a` la classe VMs longues, sera
e´jecte´e, meˆme s’il reste de la place sur un serveur permettant d’ordonnancer des VMs courtes ou
moyennes. Les classes serveurs doivent eˆtre imple´mente´es en fonction du nombre de diffe´rentes
VMs a` exe´cuter, pour trouver la meilleure re´partition de classes serveurs.
Algorithme 5 RR CLASSES
while VM < nbVmsOrdonnancees do
for tps=0;tps<fenetreOrdonnancement;tps++ do
if energieSolaire[tps] == vrai and serveurs[s][classe][tps] == vrai then
VM ⇒ serveur[s][tps]
serveurs[classe][s+ 1]
end if
end for
end while
Round Robin et Longest Processing Time (RR LPT)
Cet algorithme RR LPT consiste a` ordonnancer une VM sur un serveur, puis une fois que la
VM est place´e, la prochaine VM sera place´e sur le serveur suivant et ainsi de suite. Cet algorithme
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diffe`re de l’algorithme RR car les VMs sont ordonnance´es en fonction de leur taille. Les VMs les
plus longues sont ordonnance´es en premier.
Algorithme 6 RR LPT
Require: liste de VMs trie´es par temps d’exe´cution (des plus longues au plus courtes)
while VM < nbVmsOrdonnancees do
for tps=0;tps<fenetreOrdonnancement;tps++ do
if energieSolaire[tps] == vrai and serveurs[s][tps] == vrai then
VM ⇒ serveur[s][tps]
serveurs[s+ 1]
end if
end for
end while
First Fit et Longest Processing Time (FF LPT)
L’algorithme FF LPT consiste a` placer les diffe´rentes VMs sur un serveur. Une fois ce dernier
plein, on re´pe`te l’ope´ration sur le serveur suivant. Cet algorithme diffe`re de l’algorithme FF car
les VMs sont place´es en fonction de leur taille. Les VMs les plus longues sont place´es en premier.
Algorithme 7 FF LPT
Require: liste de VMs trie´es par temps d’exe´cution (des plus longues au plus courtes)
while VM < nbVmsOrdonnancees do
for tps=0;tps<fenetreOrdonnancement;tps++ do
if energieSolaire[tps] == vrai and serveurs[s][tps] == vrai then
VM ⇒ serveur[s][tps]
if serveurP lein == vrai then
serveurs[s+ 1]
end if
end if
end for
end while
5.4 Me´triques pour l’e´valuation des algorithmes
Afin d’e´valuer les diffe´rents algorithmes et les comparer entre eux, cette section pre´sente un
ensemble de me´triques. Dans une premie`re partie sont introduites des me´triques pour e´valuer la
consommation dite verte. Dans une deuxie`me partie sont pre´sente´es des me´triques pour e´valuer
la QoS de l’ordonnancement.
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5.4.1 Me´triques vertes
Il existe plusieurs mesures vertes, pour mesurer a` quel point un centre de calcul est vert.
L’efficacite´ d’utilisation de la puissance (PUE) [44] est une mesure pour de´terminer l’efficacite´
e´nerge´tique d’un centre de calcul. C’est la me´thode la plus populaire pour calculer l’efficacite´
e´nerge´tique. Par exemple, Google l’utilise pour e´valuer l’efficacite´ de ses centres de calcul, en
2017, depuis 2013, il est a` environ 1.12 [88]. Cela consiste a` e´valuer la quantite´ d’e´nergie totale
consomme´e par un site sur un an, par rapport a` la quantite´ d’e´nergie requise pour l’exploitation
du mate´riel informatique. Cependant, les travaux pre´sente´s dans cette the`se ne portent pas sur les
technologies de refroidissement dans un centre de calcul. Le coefficient d’e´nergie vert (GEC) [89]
permet de quantifier la part d’e´nergie renouvelable consomme´e par un centre de calcul. Comme
le PUE, il est introduit par l’organisation ”Green Grid” en novembre 2012 [90], afin de palier
aux inconve´nients du PUE, car ce dernier ne prend pas en compte certains e´le´ments tels que
la ge´olocalisation du centre de calcul, ou le taux de charge des diffe´rents composants du centre
de calcul. Pour le calculer, il faut diviser la quantite´ d’e´lectricite´ consomme´e provenant des
sources renouvelables par la consommation totale du centre de calcul. L’e´quation 5.4.1 propose
de calculer le GEC dans notre cas, ou` Prodsolaire toute l’e´nergie verte ge´ne´re´e dans le centre
de calcul, Prodvend toute l’e´nergie verte non utilise´e et vendue au fournisseur d’e´lectricite´, et
Fournisseurachat toute l’e´nergie achete´e chez le fournisseur.
Proposition 1 : Le calcul du GEC s’e´crit :
GEC = 0 6 Prodsolaire − Prodvend
Fournisseurachat + (Prodsolaire − Prodvend) 6 1 (5.4.1)
Nous choisissons de retirer la vente de surplus de l’e´nergie verte (Prodvend) car elle ne fournit
jamais le centre de calcul. Cela ne fait pas partie de la quantite´ d’e´nergie requise pour le fonc-
tionnement du mate´riel informatique. Si le re´sultat du GEC est plus proche de 1, cela signifie une
plus grande utilisation de l’e´nergie verte et plus proche de 0, l’architecture utilise plus d’e´nergie
non renouvelable que d’e´nergie verte.
5.4.2 Me´triques de QoS
Plusieurs travaux ont aborde´ la de´finition de la QoS dans un environnement distribue´ [91] ainsi
que, la QoS lie´e a` l’e´nergie [39, 92]. Les centres de calcul doivent eˆtre capables de de´livrer un niveau
de performance pour les utilisateurs. Un ensemble de me´triques peut eˆtre utilise´ pour e´valuer la
qualite´ dans un environnement de type nuage. Certaines me´triques, comme celles pre´sente´es
dans [93], permettent d’e´valuer l’e´lasticite´ d’un nuage, a` travers les ressources utilise´es, les couˆts
d’approvisionnements et de sous approvisionnement. Rossi et al. [94] pre´sentent Orchestrator (e-
eco), permettant d’ame´liorer les e´conomies d’e´nergies et les performances des applications dans
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un nuage. Cet indicateur se base, aussi, sur un ensemble de me´triques permettant d’e´valuer les
ressources, les consolidations, ou encore la virtualisation des VMs. Par exemple, a` travers leur
simulation, les indicateurs SLA violation/saturation sont tre`s infe´rieurs (' 30 pts) par rapport a`
d’autres me´thodes telles que Alvarruiz et al. [95].
Pour e´valuer la QoS des diffe´rents algorithmes pre´sente´s, il a e´te´ choisi de comparer le taux
de VMs exclues et ordonnance´es. Cela vise a` montrer la capacite´ du centre de calcul a` re´pondre
a` la demande de l’utilisateur et la capacite´ du centre de calcul a` s’adapter a` la charge de travail.
Ces valeurs sont fortement lie´es a` la qualite´ ressentie par les clients et par conse´quent, lie´es aux
be´ne´fices que peut re´aliser l’ope´rateur du centre de calcul. De plus, pour comparer les algorithmes,
nous avons introduit un indicateur de temps d’ache`vement (E´quation 5.4.2). Il correspond a` la
somme du temps d’exe´cution (de son ordonnancement a` sa fin d’exe´cution) pour chaque VM
ordonnance´e et chaque VM exclue.
Proposition 2 : La quantite´ horaire de VMs e´jecte´es/ordonnance´es s’e´crit :
n∑
i=1
(compvmit ) (5.4.2)
ou` n le nombre de VMs exclues ou ordonnance´es et compt le temps de fin de la VM vmi. Cet
indicateur aide a` comprendre les VMs exclues, pour savoir s’il y a beaucoup de VMs longues ou
courtes et son impact sur l’ordonnanceur.
5.4.3 Exemples d’utilisation des me´triques
L’e´quation 5.4.3 est un exemple d’utilisation du GEC lorsqu’il obtient un bon taux. Si les
panneaux solaires produisent 100 joules en 48 heures et la vente au fournisseur est e´gale a` 10
joules et l’achat est e´gal a` 20 joules, le GEC sera e´gal a` 0,82.
100− 10
20 + (100− 10) =
90
110 = 0.82 (5.4.3)
L’e´quation 5.4.4 est un autre exemple d’utilisation du GEC, lorsqu’il obtient un mauvais taux.
Si les panneaux solaires produisent 80 joules en 48 heures et la vente au fournisseur est e´gale
a` 40 et l’achat est e´gal a` 40 joules, le GEC sera e´gal a` 0.50. Dans ce cas la`, il y a eu plus de
vente au fournisseur que dans l’exemple pre´ce´dent 5.4.3. Cependant, le GEC obtient un moins
bon taux car l’achat est plus important. Cela peut s’expliquer par la pe´riode d’utilisation de
l’e´nergie. Si les VMs sont ordonnance´es lorsque la production solaire de´cline, elles vont continuer
a` s’exe´cuter lorsqu’il n’y aura plus d’e´nergie et donc le de´stockage de la batterie va commencer et
une fois celle-ci de´charge´e, l’achat au fournisseur sera re´alise´. Donc, le but des algorithmes n’est
pas de vendre au fournisseur et de stocker au maximum dans la batterie mais d’utiliser au mieux
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l’e´nergie renouvelable pour alimenter le centre de calcul.
80− 40
40 + (80− 40) =
40
80 = 0.50 (5.4.4)
5.5 Conclusion et limites
Dans ce chapitre, nous avons adapte´ un ensemble d’algorithmes pour re´pondre aux objectifs
suivants :
• cre´er un ordonnancement base´ sur de la pre´diction d’e´nergie verte ;
• eˆtre le moins de´pendant possible du fournisseur d’e´lectricite´ ;
• pouvoir e´valuer l’ordonnancement via des me´triques.
Nous avons choisis la famille des gloutons parce que l’utilisation d’e´nergie verte n’est pas
pe´renne dans le temps et cela nous permet d’obtenir une prise de de´cision de manie`re rapide.
Ces diffe´rents algorithmes posse`dent les meˆmes types d’entre´es afin de les rendre comparables
et mesurables entre eux. Nous avons de´finis nos indicateurs de QoS qui jugent de la conformite´
du centre de calcul a` allouer un nombre suffisant de ressources aux VMs. Nous avons adapte´
un indicateur pour e´valuer le pourcentage d’e´nergie verte utilise´ dans le centre de calcul. Les
contraintes des algorithmes sont les meˆmes, et correspondent a` la place disponible en termes de
VCPU pour chaque serveur et l’e´nergie produite disponible. Ces algorithmes nous permettent
d’obtenir une charge de travail agile et modulable.
Cependant, ces algorithmes ont besoin de pre´dictions me´te´orologiques afin de re´aliser un
ordonnancement. Actuellement, l’ordonnancement ne s’adapte pas en fonction de la production
re´elle. Il est uniquement base´ sur les pre´dictions de production solaire re´alise´e. De plus, les
VMs continuent de s’exe´cuter meˆme s’il n’y a plus de production solaire a` cet instant t. Une
ame´lioration possible serait de suspendre le travail d’une VM et attendre que l’e´nergie revienne.
Une deuxie`me solution est la migration en temps re´el [54] vers un autre serveur afin de diminuer
la consommation totale du centre de calcul et de surcroˆıt permettre un gain d’e´nergie. De plus,
dans ces algorithmes, il n’y a pas de pre´diction de la charge de la batterie au cours du temps
pour optimiser leur utilisation. Cela pourrait permettre de l’utiliser plus et non de l’utiliser au
minimum, afin d’acheter moins d’e´lectricite´ provenant du fournisseur.
Le chapitre 6 suivant pre´sente les diffe´rentes expe´rimentations des contributions de cette the`se.
Elles sont re´alise´es a` l’aide du simulateur pre´sente´ dans le chapitre 3.
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Ce chapitre de´taille les diffe´rentes expe´rimentations sur l’e´valuation des diffe´rents mode`les et
algorithmes. Le simulateur RenewSim pre´sente´ dans le chapitre 3 a permis d’obtenir les diffe´rents
re´sultats. A` travers son module de controˆle, il est exe´cute un certain nombre de politiques de
de´cisions afin de ge´rer les re´serves e´nerge´tiques et diminuer les couˆts de consommation. Les traces
synthe´tiques pre´sente´es dans le chapitre 4 sont une entre´e de ce simulateur. Elles sont utilise´es afin
de pouvoir re´aliser la simulation d’ordonnancement des algorithmes pre´sente´s dans le chapitre 5.
Cette phase d’e´valuation par simulation expe´rimente l’ensemble des travaux pre´sente´s dans les
chapitres pre´ce´dents. L’e´valuation par simulation ame`ne e´galement la possibilite´ d’e´tudier la
corre´lation entre la taille de la batterie et la production solaire. Cela permet de permet de
connaˆıtre la corre´lation entre les deux sources e´nerge´tiques dites vertes (batterie, panneaux so-
laires) pour obtenir un centre de calcul, le moins consommateur d’e´nergies dites non renouvelables.
Ce chapitre pre´sente les re´sultats expe´rimentaux et se divise en cinq parties. La premie`re
partie 6.1 spe´cifie le re´seau intelligent, en terme de mode`les et des diffe´rents e´le´ments qui le
compose. La seconde partie 6.2 e´value diffe´rentes politiques de de´cisions et l’imple´mentation du
mode`le de de´cisions pre´sente´ dans le chapitre 3. La troisie`me partie 6.3 e´value les diffe´rents
algorithmes pre´sente´s dans le chapitre 5 a` travers un ensemble de me´triques pre´sente´es dans
la partie 5.4. La quatrie`me partie 6.4 est une e´tude sur le dimensionnement des e´le´ments du
re´seau intelligent, afin d’e´tablir une corre´lation entres eux et leurs influences sur le rendement
e´nerge´tique vert. Enfin, la partie 6.5 dresse un bilan des diffe´rentes expe´rimentations re´alise´es.
6.1 Spe´cifications du simulateur pour les diffe´rentes
expe´rimentations re´alise´es
Dans cette section 6.1 est pre´sente´ l’environnement de simulation des diffe´rentes
expe´rimentations. Dans un premier temps est spe´cifie´e la structure du centre de calcul puis les
caracte´ristiques des diffe´rents e´le´ments qui le compose.
6.1.1 Composition du re´seau intelligent
Le re´seau intelligent propose´ pour les diffe´rentes simulations et expe´rimentations suivantes est
compose´ d’un parc photovolta¨ıque, d’une liaison vers le fournisseur d’e´lectricite´, d’une batterie
et d’un centre de calcul.
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Figure 6.1 – Architecture du re´seau intelligent pour les diffe´rentes expe´rimentations
La figure 6.1 pre´sente les diffe´rents e´le´ments du re´seau intelligent relie´s via un bus. Les conver-
tisseurs C1 a` C4 posse`dent des pertes respectives de 15 %, 17 %, 13 % et 14 %. Ce choix de
grandeur s’est oriente´ vers une caracte´risation nominative car dans nos mode`les la tension et le
courant des diffe´rents composants ne sont pas repre´sente´s. Donc, nous avons de´cide´ d’attribuer
une valeur de perte car cette perte doit eˆtre conside´re´e dans les mode`les de de´cisions. Chaque
e´le´ment du re´seau est situe´ sur le meˆme lieu ge´ographique. C’est-a`-dire, que la production solaire
re´alise´e est directement achemine´e vers le centre de calcul qui se situe dans le meˆme baˆtiment.
6.1.2 Les caracte´ristiques des composants du re´seau intelligent
Les panneaux solaires
La production des panneaux solaires provient du baˆtiment ADREAM 1. Pour les diffe´rentes
expe´rimentations, le choix s’est porte´ d’utiliser une production solaire sur 48h pour e´valuer de
manie`re efficace les diffe´rents re´sultats obtenus et avoir un cycle jour/nuit. La figure 6.2 pre´sente
un exemple de production solaire des panneaux du baˆtiment ADREAM. Ce dernier est constitue´
de plus de 800 m2 de panneaux. Pour certaines des expe´rimentations, la production a e´te´ adapte´e
pour obtenir une production relative a` un centre de calcul infe´rieur a` une dizaine de serveurs
(cf. figure 6.3). Pendant 48 heures, la production solaire de ADREAM fournit 1648 mesures, une
1. https://www.laas.fr/public/fr/adream
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unite´ de mesure e´quivaut a` 48×∗601648 ' 1, 75 mesures soit ' 1 min et 45 secondes. La figure 6.2
pre´sente donc deux jours conse´cutifs de production avec quelques pics de de´clin de la production.
Les pics de de´clin peuvent eˆtre explique´s par le passage de nuages et/ou des intempe´ries. Une
forme de  cloche  sur la courbe repre´sente un jour.
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Figure 6.2 – Production solaire du baˆtiment ADREAM sur 48 heures (Octobre 2015)
0 200 400 600 800 1000 1200 1400 1600 1800
nombre de mesures pendant 48H
0
100
200
300
400
500
600
700
800
w
at
t (
W
)
Production solaire
Figure 6.3 – Production solaire du baˆtiment ADREAM sur 48 heures (Octobre 2015) adapte´e a` notre
cas d’e´tude
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La batterie
La puissance maximum de la batterie est de 200 W. Ce choix s’est oriente´ vers une ca-
racte´risation nominative de la puissance car dans nos mode`les de charge et de de´charge, la ten-
sion et le courant ne sont pas repre´sente´s. Certaines batteries posse`dent environ cette ordre de
grandeur en terme de puissance [96].
Eb(t) = Eb(t− 1) + Pbb ×∆ (6.1.1)
Eb(t) = Eb(t− 1)− Pbb ×∆ (6.1.2)
La charge et la de´charge de la batterie sont respectivement mode´lise´es par les e´quations 6.1.1
et 6.1.2, avec t = l’heure, ∆ correspond a` une capacite´ de temps de charge/de´charge e´gale a` 3
unite´s de temps, Pbb l’alimentation de la batterie apre`s le module convertisseur (CM2) et Eb la
l’e´nergie disponible dans la batterie (joules).
Le fournisseur d’e´lectricite´
L’achat et la vente au fournisseur sont respectivement mode´lise´s par les e´quations 6.1.3 et 6.1.4
avec A la puissance achete´e, V la puissance vendue, Pee l’alimentation du fournisseur avant le
module convertisseur et la perte du convertisseur l (CM4). Dans les expe´riences suivantes, les
couˆts d’e´nergie du fournisseur sont : 0,2366e par kWh de 21h a` 8h du matin (nuit) et 0.6173 e
par kWh de 8h a` 21h (jour) 2.
A(t) = Pee(t)/(1− l) (6.1.3)
V (t) = V (t− 1) + Pee(t)× (1− l) (6.1.4)
Le centre de calcul
Pour nos diffe´rentes expe´rimentations, les serveurs et la charge de travail ont des ca-
racte´ristiques diffe´rents et seront de´finis au de´but de chaque expe´rimentation.
2. ENGIE - 2017 https://particuliers.engie.fr/electricite/conseils-electricite/
prix-electricite/heures-pleines-heures-creuses.html
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6.2 Politiques de de´cisions a` travers un mode`le de description
des donne´es
Dans cette partie 6.2 sont analyse´s les re´sultats du mode`le de donne´es pre´sente´ dans le cha-
pitre 3 partie 3.4.2
6.2.1 Motivations des diffe´rentes expe´rimentations sur le mode`le de descrip-
tion
Les expe´rimentations suivantes sont deux mode`les de de´cisions posse´dant chacun un objectif
diffe´rent :
1. mode`le environnemental : utilise au mieux l’e´nergie renouvelable et consomme le moins
possible d’e´nergie non renouvelable ;
2. mode`le lucratif : minimise les flux d’e´nergie provenant du fournisseur d’e´lectricite´ et
maximise les ventes d’e´nergie des panneaux solaires ;
Afin de re´aliser, les expe´rimentations de cette partie, nous avons utilise´ une charge de travail
de´finie en entre´e du syste`me. Cette dernie`re est repre´sente´e par la figure 6.4. Nous avons opte´
pour l’utiliser d’une charge de travail, proche de la production photovolta¨ıque car l’objectif est
la cre´ation de charge de travail agile. La charge de travail est toujours consommatrice de service
meˆme la nuit, il peut y avoir des demandes utilisateurs ou applicatifs. Cependant, la journe´e,
elle est plus importante, c’est la` ou` la demande des utilisateurs est plus pre´sente. Pour ces
expe´riences, le nombre de serveurs n’est pas connu, nous connaissons simplement sa demande
de consommation. Cette charge est adapte´e a` la production totale repre´sente´e par la figure 6.5
des panneaux solaires de ADREAM. Dans cette figure 6.5, la  cloche  est infe´rieure est la
production solaire apre`s le convertisseur (perte de 15 %). La courbe en pointille´e est la charge
de travail du centre de calcul. Cette dernie`re est nettement infe´rieure a` la production solaire.
Cependant, durant la nuit, le parc photovolta¨ıque ne produit aucune e´nergie mais la demande du
centre de calcul reste stable a` environ 7000 W.
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Figure 6.4 – Demande du centre de calcul pour les expe´rimentations de la partie 6.2
Figure 6.5 – Production solaire avant et apre`s pertes ge´ne´re´es par le module de conversion ainsi que la
demande du centre de calcul pour les expe´rimentations de la partie 6.2
Les deux sous-parties suivantes pre´sentent les simulations re´alise´es utilisant toutes les confi-
gurations introduites ci-dessus. Les deux expe´rimentations utilisent le mode`le environnemental
et une deuxie`me expe´rimentation utilise mode`le lucratif.
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6.2.2 Expe´rimentation 1 : un mode`le pour une gestion e´nerge´tique porte´e vers
le renouvelable
Conditions initiales 1
Pour cette expe´rimentation, nous avons utilise´ la strate´gie suivante :
Tableau 6.1 – Mode´lisation pour une strate´gie moins consommatrice d’e´nergie fossile
Source Destination Sauvegarde Trop-plein
Panneaux Solaires 1 0 0 0
Centre de calcul 0 1 0 0
Batterie 0 0 1 1
Fournisseur 0 0 2 2
Dans ce cas, RenewSim ne pourra vendre de l’e´nergie au fournisseur que lorsque la somme de
toutes les destinations est supe´rieure a` la somme des sources (e´quation 6.2.1) et de la la batterie
(e´le´ment de sauvegarde) (algorithme 2).
∑
St <
∑
Dt (6.2.1)
Analyse 1
Figure 6.6 – Exp 1 : Charge de la batterie pendant deux jours
La charge de la batterie est repre´sente´e par la figure 6.6. La batterie peut fournir le centre
de calcul lorsque la production solaire ralentit. A` environ t = 15 h 17 h, il y a une baisse de
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production solaire (cf. figure 6.2). Cette baisse de production par intermittence peut s’expliquer
par une mauvaise me´te´o pendant deux heures. Dans cette pe´riode horaire, la figure 6.6 montre
la charge/de´charge de la batterie pour donc palier a` ces manques de production solaire.
Les figures 6.7et 6.8 sont respectivement les courbes d’achat et de vente au fournisseur. La
vente a lieu lorsque la batterie est pleine. L’achat au pre`s du fournisseur a lieu dans deux cas :
1. Lorsque la production solaire et la batterie ne permettent pas de re´pondre a` la demande
du centre de calcul ;
2. Lorsque la puissance maximale de la batterie est de´passe´e pour fournir a` temps le centre
de calcul.
Figure 6.7 – Exp 1 : Achat au fournisseur pendant deux jours
Figure 6.8 – Exp 1 : Vente au fournisseur pendant deux jours
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Dans cette expe´rience a` environ 18 heures (le premier jour) nous nous retrouvons dans le cas
no2. Pendant la nuit, la batterie est de´charge´e (figure 6.6), puis l’achat au fournisseur commence
a` environ 20h (figure 6.7). Cependant, suite a` la strate´gie e´nerge´tique effectue´e (tableau 6.1), la
vente d’e´nergie dans la nuit ne se re´alise jamais car le re´seau intelligent n’est pas en sur-production
et la batterie est vide.
6.2.3 Expe´rimentation 2 : un mode`le e´conomique porte´ sur la re´duction de la
facture d’e´lectricite´
Conditions initiales 2
Pour cette expe´rience, deux mode`les de strate´gie de flux e´nerge´tiques ont e´te´ utilise´s,
diffe´renciant le jour (de 8h a` 21h) et la nuit de (21h a` 8h). Ils ont e´te´ introduits a` titre d’exemple
dans le chapitre 3 dans la sous-partie 3.4.2.
Tableau 6.2 – Exp 2 : Mode´lisation pour une strate´gie moins couteuse (jour)
Source Destination Sauvegarde Trop-plein
Panneaux solaires 1 0 0 0
Centre de calcul 0 1 0 0
Batterie 0 0 1 0
Fournisseur 0 0 2 1
Tableau 6.3 – Exp 2 : Mode´lisation pour une strate´gie moins couteuse (nuit)
Source Destination Sauvegarde Trop-plein
Panneaux solaires 1 0 0 0
Centre de calcul 0 1 0 0
Batterie 0 1 0 0
Fournisseur 1 0 0 0
La mode´lisation dans les tableaux 6.2 et 6.3 favorisent le couˆt e´nerge´tique plutoˆt que l’e´nergie
renouvelable. Pendant la journe´e, le mode`le repre´sente´ par le tableau 6.2 est le suivant :
- la production des panneaux solaires alimente le centre de calcul.
- s’il y a une sur-production d’e´nergie (demande centre de calcul ≤ production de panneaux
solaires), le surplus est vendu aux fournisseurs.
- s’il y a une sous-production (demande centre de calcul ≥ production de panneaux solaires),
le manque est retire´ de la sauvegarde 1. Dans ce cas, la batterie sera de´charge´e.
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- si la sauvegarde est vide, le besoin d’e´nergie manquant est retire´ de la sauvegarde 2. Dans
ce cas, le fournisseur sera prestataire d’e´nergie (achat).
Pendant la nuit, le mode`le repre´sente´ par le tableau 6.3 est le suivant :
- la production des panneaux solaires alimente le centre de calcul et charge la batterie.
- le fournisseur alimente le centre de calcul et charge la batterie.
Le mode`le de nuit permet au centre de calcul de ne jamais se retrouver en sous-production,
car le fournisseur est utilise´ aussi comme source principale pour alimenter a` la fois le centre
de calcul et la batterie. Meˆme s’ils sont repre´sente´s dans le mode`le, les panneaux solaires ne
produisent pas d’e´nergie pendant la nuit. Cependant, pendant une feneˆtre de 1h (entre 21h et
22h), ils peuvent produire de l’e´nergie si la nuit n’est pas tombe´e, par exemple, durant l’e´te´. Cette
strate´gie e´nerge´tique divise´e en deux parties (jour/nuit) permet de re´duire la facture d’e´lectricite´.
Effectivement, le fournisseur d’e´lectricite´ posse`de deux cate´gories de prix une pour les heures
pleines (la journe´e) et une pour les heures creuses (la nuit) 3. Le tarif d’e´lectricite´ pendant la
nuit est moins couˆteux. Dans ce cas la`, la strate´gie est d’utiliser l’e´nergie renouvelable pendant
la journe´e au maximum (batterie, et panneaux solaires) puis, durant la nuit de ne pas utiliser
la batterie et de la charger via le fournisseur pour l’utiliser lorsque le tarif d’e´lectricite´ est plus
e´leve´ (la journe´e).
Analyse 2
Figure 6.9 – Exp 2 : Achat au fournisseur pendant deux jours
3. ENGIE - 2017 https://particuliers.engie.fr/electricite/conseils-electricite/
prix-electricite/heures-pleines-heures-creuses.html
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La figure 6.10 pre´sente la charge et la de´charge de la batterie. Le premier jour la batterie
diminue lorsque la production solaire commence a` s’arreˆter. Cependant, la nuit la batterie maxi-
mise son chargement se qui permet de ne pas acheter au fournisseur le second jour pendant la
journe´e (figure 6.9).
Les deux mode`les fonctionnent ensemble et doivent fonctionner dans une feneˆtre temporelle
ou` il y a au moins deux cycles jour/nuit.
Figure 6.10 – Exp 2 : Charge de la batterie pendant deux jours
6.2.4 Bilan des mode`les de de´cisions
L’objectif de ces expe´riences e´tait de pre´senter un mode`le pour repre´senter chaque e´le´ment
d’un re´seau intelligent et permettre au module de controˆle de RenewSim d’obtenir une strate´gie
pour le flux e´nerge´tique. Le mode`le permet une architecture polymorphe qui vise a` prendre une
de´cision intelligente pour l’utilisation de sources he´te´roge`nes. Dans nos expe´rimentations, il est
mis en avant un mode`le de donne´es qui permet la redirection d’alimentation en identifiant et
diffusant les diffe´rentes sources d’e´nergie. Graˆce a` deux sce´narios distincts, le module de controˆle
peut prendre une de´cision dans le but : utiliser plus d’e´nergie renouvelable ou acheter a` faible
couˆt. Ce mode`le ge´ne´ralise tout le processus ou` nous pouvons de´placer la charge d’alimentation.
A` l’avenir, cette repre´sentation peut permettre d’inclure
- des mode`les de pre´visions et/ou des mode`les d’apprentissages [97, 98] ;
- des e´tudes d’optimisation multi-objectifs via des heuristiques [4, 48] ;
- de la co-simulation en inte´grant des simulateurs de´die´s a` chaque composant.
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Dans la partie suivante, nous allons faire des simulations des algorithmes pre´sente´s dans le
chapitre 5 a` l’aide de RenewSim.
6.3 E´valuation et comparaison des diffe´rents algorithmes de
de´cisions
Dans ces expe´riences est e´value´e la consommation du centre de calcul, l’utilisation des e´nergies
renouvelables et le comportement des VMs avec les diffe´rents algorithmes de´crits dans le cha-
pitre 5. Les indicateurs utilise´s sont pre´sente´s dans le chapitre 5 (partie 5.4). Dans ces expe´riences,
est mis en avant la corre´lation les flux e´nerge´tiques, propose´s dans le mode`le pre´sente´ dans le
chapitre 3 et expe´rimente´ dans la section pre´ce´dente 6.2, et les flux d’e´nergies.
6.3.1 Motivations des diffe´rentes expe´rimentations sur les algorithmes de pla-
cements
Les expe´riences suivantes sont la mise en place des diffe´rents algorithmes pre´sente´s dans le
chapitre 5. Ils sont introduits dans le module de controˆle de RenewSim afin d’obtenir des re´sultats
sur l’efficacite´ e´nerge´tique et sur la QoS via un ensemble d’indicateurs pre´sente´ dans la partie 5.4.
Afin de mettre en corre´lation les flux informatiques et e´nerge´tiques, ces expe´riences mettent en
e´vidence une prise de de´cisions sur des objectifs he´te´roge`nes. Ces algorithmes ordonnancent un
ensemble de VMs sur des serveurs et dans le temps. Pour une expe´rience, un ensemble de VMs est
donne´ en entre´e du simulateur. Ces dernie`res correspondent a` des traces synthe´tiques ge´ne´re´es a`
partir des donne´es Google [8]. Ces traces synthe´tiques suivent le mode`le propose´ dans le chapitre 4,
dans la partie 4.5. Nous rappelons que la VM est de´crite de la manie`re suivante :
- ide : un identifiant unique qui nous permet de suivre l’e´volution d’une VM.
- tps soumission : le temps d’arrive´e de la VM dans la pile de VM a` exe´cuter, ce temps nous
permet de savoir quand la VM est e´ligible pour eˆtre ordonnance´e. Pour les expe´riences
suivantes le temps de soumission n’est pas pris en compte. Toutes les VMs arrivent en
meˆme temps, c’est-a`-dire au de´but, de la simulation.
- tps debut exe : le temps ou` la VM est ordonnance´e, c’est-a`-dire le moment ou` la VM
s’exe´cute sur le serveur. Pour les expe´riences suivantes, l’unite´ de mesure est donne´e par
l’e´chantillonnage de la production solaire de ADREAM (1648 mesures). Par exemple, si
la VM est ordonnance´e a` partir de l’unite´ de mesure 44 de la production solaire, alors
tps debut exe est e´gal a` 44.
- tps fin exe le temps ou` la VM est termine´e. Pour les expe´riences suivantes, l’unite´ de
mesure est toujours celle de l’e´chantillonnage donne´ par la production solaire du baˆtiment
ADREAM. Cependant, le temps d’exe´cution d’une VM est toujours le meˆme que les
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donne´es propose´es par Google. Par conse´quent, le temps de fin est normalise´ via les donne´es
de mesure ADREAM. Par exemple, pour la dure´e d’une taˆche Google e´gale a` 103 unite´s
de mesure (3 heures). Si celle-ci est ordonnance´e dans RenewSim comme VM a` l’unite´ de
temps 44, alors la VM sera finie a` 44 + 103 = 147. Soit tps fin exe est e´gal 147.
- e´ve`nement de fin : l’e´ve`nement de fin. Il peut eˆtre de type : Fail , Kill, Evict,
 Finish . Dans ces expe´riences, e´ve`nement de fin est une donne´e, qui n’influence pas
la de´cision de l’ordonnanceur.
- priorite´ : sa priorite´. Dans ces expe´riences, priorite´ est une donne´e, qui n’influence pas
la de´cision de l’ordonnanceur.
- latence : sa sensibilite´ a` la latence. Dans ces expe´riences, latence est une donne´e, qui
n’influence pas la de´cision de l’ordonnanceur.
- vCPU : demande vCPU de la VM. Dans ces expe´riences, le vCPU des diffe´rentes VMs
est e´gal 2 pour eˆtre en ade´quation avec le nombre de serveurs et leur capacite´. Cela nous
permet de calculer la consommation d’une seule VM sur un serveur.
Pour les expe´riences suivantes, il a e´te´ utilise´ 1000 VMs (600 courtes, 200 moyennes et 200
longues) de diffe´rentes dure´es. Il y a plus de VMs courtes car Google a plus de taˆches courtes
que longues. Les taˆches courtes ont une moyenne de temps de fin d’attente de 3 minutes, les
taˆches les plus longues au-dessus de 3 heures et les taˆches moyennes de 45 minutes a` 2 heures.
Cela nous permet de garder une he´te´roge´ne´ite´ dans la charge de travail. Le choix du nombre de
VMs s’est porte´ a` 1000 car cette charge de travail devait eˆtre en ade´quation avec les capacite´s
des serveurs disponibles. Le centre de calcul est compose´ d’un ensemble de serveurs posse´dant
des caracte´ristiques he´te´roge`nes.
Le centre de calcul est compose´ de cinq serveurs (tableau 6.4) avec des caracte´ristiques
diffe´rentes. Le serveur s4 posse`de beaucoup plus de vCPU (20 vCPU) que les autres car nous
avions besoin d’un serveur ayant des ressources plus importantes pour les VMs longues par
exemple. Nous avons choisi un centre de calcul de petite taille et he´te´roge`ne, pour comprendre
les diffe´rents flux informatiques et e´nerge´tiques. De plus, le nombre de cinq serveurs a e´te´ choisi,
afin d’obtenir une corre´lation entre le nombre de VMs et la production solaire pendant 48 heures.
A l’e´tat initial de l’expe´rimentation, tous les serveurs sont e´teints. Ils s’allument pour la premie`re
fois de`s qu’une VM est ordonnance´e. Pour l’algorithme RR CLASSES, nous avons utilise´ les
classes suivantes : VMs a dure´e d’exe´cution courte [s0], VMs a dure´e d’exe´cution moyenne [s1] et
VMs d’exe´cution longue [s2, s3, s4]. Il y a plus de serveur pour les VMs longues car elles utilisent
le vCPU des serveurs pendant une plus longue pe´riode. Donc, les VMs longues utilisent plus de
vCPU dans le temps que les VMs moins longues (moyennes, courtes).
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Tableau 6.4 – Nombre de vCPU par serveurs
s0 s1 s2 s3 s4
8 vCPU 8 vCPU 16 vCPU 16 vCPU 20 vCPU
La consommation est mode´lise´e par l’e´quation 6.3.1. La consommation repre´sente la consom-
mation a` l’instant t d’une machine virtuelle sur un serveur.
Cser(t) = base+ (Pmaxser − Pminser)× ( vcpuvm
vcpu totalser
) (6.3.1)
- base est la puissance minimale du serveur (Pminser), si le serveur est de´ja` allume´, la base
est e´gale a` ze´ro sinon e´gale a` la puissance minimale du serveur(Pminser) ;
- vcpuvm est le nombre de vCPU demande´ par une VM ;
- vcpu totalser est le total de vCPU appartenant au serveur ;
- Pmaxser la puissance max du serveur
La puissance minimale de chaque serveur est de 80 W et la puissance maximale est de 169. Ces
donne´es sont extraites de donne´es re´elles, elles ont e´te´ mesure´es sur des serveurs DELL R630
posse´dant deux CPU (XEON).
Les expe´riences suivantes aide a` :
1. analyser et comprendre le re´sultat d’ordonnancement des algorithmes (partie 6.3.2) ;
2. connaˆıtre l’algorithme qui consomme le moins (partie 6.3.3) ;
3. identifier les algorithmes qui e´jectent le plus de VMs (partie 6.3.4) ;
4. distinguer les algorithmes utilisant le moins d’e´nergie renouvelable via l’indicateur GEC
(partie 6.3.5).
Toutes ces simulations sont lie´es les unes aux autres et nous ont permis de :
- comprendre le lien entre le nombre de VMs e´jecte´es et la consommation d’e´nergie totale ;
- comparer la part d’e´nergie verte a` la consommation d’e´nergie totale.
6.3.2 Les re´sultats de placement pour chaque algorithme
Dans cette partie sont pre´sente´s les re´sultats d’ordonnancement, en terme de placement sur
les serveurs du centre de calcul, pour chaque algorithme.
Analyse 1
Les algorithmes de type First Fit, (figures 6.11a et 6.11b) pre´sentent des re´sultats d’ordon-
nancement assez similaires. La diffe´rence est visible au niveau des serveurs. Les figures 6.12a et
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6.12b exposent le re´sultat d’ordonnancement pour le serveur S0. Chaque boite jaune est une VM.
Dans l’algorithme FF LPT, les VMs les plus longues sont place´es en premiers sur le premier
serveur, puis sur le second jusqu’au dernier le serveur (S4 ). L’e´cart d’ordonnancement des VMs
est plus important dans les premiers serveurs puis diminue. Cependant, on observe un e´cart pour
le serveur S4. Les figures 6.13a et 6.13b mettent en avant ce phe´nome`ne. Ce serveur S4 est le
dernier de l’algorithme ou` les VMs sont ordonnance´es. L’e´nergie solaire disponible est donc moins
importante car beaucoup d’autres VMs sont de´ja` en cours d’exe´cution sur les autres serveurs.
De plus, cet e´cart d’ordonnancement entre les diffe´rentes VMs, se mate´rialise au moment ou`
les panneaux solaires produisent le moins d’e´nergie, c’est-a`-dire, en de´but de journe´e, ou en fin
de journe´e. Le premier pic de consommation, sur chacun des re´sultats est duˆ a` l’allumage des
serveurs (e´quation 6.3.1).
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Figure 6.11 – Les algorithmes de type First Fit
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(a) Ordonnancement des VMs sur le serveur S0
pour l’algorithme FF
(b) Ordonnancement des VMs sur le serveur S0
pour l’algorithme FF LPT
Figure 6.12 – L’ordonnancement dans le serveur S0 pour les algorithmes de type First Fit
(a) Ordonnancement des VMs sur le serveur S4
pour l’algorithme FF
(b) Ordonnancement des VMs sur le serveur S4
pour l’algorithme FF LPT
Figure 6.13 – L’ordonnancement dans le serveur S4 pour les algorithmes de types First Fit
Analyse 2
Les algorithmes de type Round Robin, figures 6.14a, 6.14b, et 6.14c, pre´sentent des re´sultats
diffe´rents. Tout d’abord, sur l’algorithme RR 6.14a, le pic d’allumage des machines n’apparaˆıt
pas. Cela peut s’expliquer par le fait que les serveurs, au de´but de l’expe´rimentation, ne sont pas
surcharge´s et le pic d’allumage est aussi grand que la consommation des serveurs lorsque ceux-ci
sont de´ja` allume´s en milieu de journe´e. Ensuite, lors de la premie`re matine´e (unite´ de temps
' 150), pour l’algorithme RR LPT (figure 6.14b), la consommation des serveurs est supe´rieure a`
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la production photovolta¨ıque. Ce re´sultat s’observe, aussi, lorsque la production photovolta¨ıque
diminue. Chaque algorithme ordonne des VMs lorsqu’il y a assez d’e´nergie photovolta¨ıque a` un
instant t. Cependant, une VM continue a` consommer tout au long de son cycle de vie. Meˆme
s’il n’y a pas assez d’e´nergie photovolta¨ıque a` un instant t mais que des VMs ont commence´ a`
s’exe´cuter a` t−1, elles vont continuer a` consommer, meˆme apre`s. Pour l’algorithme RR CLASSES
(figure 6.14c), les serveurs S0, S1 et S2, ne sont pas occupe´s jusqu’a` la fin du deuxie`me jour (unite´
de temps ' 1300), ces serveurs appartiennent a` la classe des VMs courtes et des VMs longues.
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(c) Distribution des VMs avec consommation de
centre de calcul et production de panneaux so-
laires pour l’algorithme RR CLASSES
Figure 6.14 – Les algorithmes de type Round Robin (RR)
Plusieurs hypothe`ses peuvent eˆtre e´mises pour cette re´partition des VMs :
- soit toutes les VMs courtes et longues sont programme´es ;
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- soit il n’y a plus assez de vCPU disponible sur les serveurs sur une dure´e importante pour
exe´cuter les VMs de types longues (Serveur S2 ).
Pour comprendre les diffe´rents re´sultats d’ordonnancement obtenus dans les algorithmes ci-
dessus, les parties suivantes vont analyser le comportement e´nerge´tique, et les caracte´ristiques
des VMs ordonnance´es.
6.3.3 Consommation d’e´nergie pour les diffe´rents algorithmes
Analyse 3
La consommation Pour chaque algorithme, la consommation a e´te´ compare´e aux VMs ordon-
nance´es et e´jecte´es. La figure 6.15a pre´sente ces re´sultats. Pour chaque algorithme, la valeur de la
consommation varie de 11 500 Wh a` 13 000 Wh pendant 48 heures. L’algorithme qui consomme
le moins est RR CLASSES (11 500 Wh). Ce re´sultat s’explique par le regroupement de serveurs
en classe. Chaque serveur exe´cute un type de VM : long, moyen ou court. Donc, chaque serveur
est entie`rement optimise´. Cela inclut qu’il a connaissance de la charge de travail avant le de´but
de l’ordonnancement. Dans notre cas, il n’y a qu’un seul serveur pour les VMs les plus courtes
et trois pour les VMs les plus longues car elles utilisent plus de ressources au fil du temps. Cet
algorithme posse`de e´galement le meilleur re´sultat sur la vente et l’achat. Il vend plus d’e´nergie
que les autres algorithmes et ache`te moins d’e´nergie.
L’achat Pour chaque algorithme, la valeur de l’achat ne de´passe pas 2000 Wh pendant 48
heures. Les algorithmes FF et FF LPT posse`dent les consommations les plus e´leve´es et les achats
le plus e´leve´s, car ils utilisent les ressources maximales de chaque serveur (au moins les premiers).
Ces re´sultats s’expliquent par le fait que tous ces algorithmes ne tiennent pas compte de l’e´nergie
renouvelable pendant l’exe´cution d’une VM. Ils ve´rifient seulement si la VM a suffisamment
d’e´nergie renouvelable a` l’instant t pour eˆtre programme´e a` l’instant t. S’il n’y a plus d’e´nergie
au temps t+ 1, l’algorithme continue d’exe´cuter la VM et obtiendra l’e´nergie de la batterie (Sau-
vegarde=1) ou s’il n’y a plus d’e´nergie dans la batterie, l’e´nergie sera achete´e chez le fournisseur
d’e´lectricite´. Les serveurs doivent eˆtre alimente´s en permanence dans le temps contrairement a`
un algorithme Round Robin. Un algorithme Round Robin recherche des ressources serveur par
serveur.
La vente Pour chaque algorithme, la valeur de la vente varie de 1500 Wh a` 3000 Wh pendant
48 heures. L’algorithme RR CLASSES a toujours le meilleur re´sultat (≈ 3000 Wh). Il vend plus
d’e´nergie que les autres algorithmes car les classes de certains serveurs sont pleines et d’autres
sous utilise´es. Pour comprendre ces re´sultats, il est ne´cessaire de suivre les taux de VMs e´jecte´es
et ordonnance´es.
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VMs e´jecte´es et ordonnance´es La figure 6.15b pre´sente la consommation par rapport aux
VMs ordonnance´es et e´jecte´es. Les algorithmes FF, RR et RR CLASSES posse`dent les meilleurs
re´sultats pour les VMs ordonnance´es, le pourcentage de VM e´jecte´es est tre`s faible (entre 0,5 et
2%) mais l’algorithme RR CLASSES consomme moins que les autres. Cela s’explique par la taille
des VMs e´jecte´es, car si elles sont plus longues, elles produiront une consommation maximale.
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Figure 6.15 – Impact de la consommation des diffe´rents algorithmes
6.3.4 L’impact du nombre de VMs ordonnance´es et e´jecte´es pour chaque al-
gorithme
Nous allons e´tudier les caracte´ristiques des VMs de chaque algorithme, par rapport a` leur
quantite´ horaire de VMs e´jecte´es/ordonnance´es et leur temps d’exe´cution.
Analyse 4
Re´sultats ordonnancement et caracte´ristiques des VMs e´jecte´es/ordonnance´es La fi-
gure 6.16a pre´sente le pourcentage de VMs e´jecte´es et ordonnance´es. L’algorithme FF posse`de le
moins de VMs e´jecte´es avec les algorithmes RR CLASSES et RR. Cependant, la figure 6.16b
pre´sente la taille des VMs e´jecte´es et l’algorithme RR CLASSES e´jecte seulement des VMs
longues. Ce type de VMs consomme plus d’e´nergie que les autres, ce qui explique les meilleurs
re´sultats de consommation par rapport aux autres algorithmes (cf. analyse 6.3.3).
La figure 6.16b montre que l’algorithme FF LPT posse`de beaucoup de VMs e´jecte´es pour les plus
courtes, ceci s’explique par l’ordonnancement prioritaire des VMs longues.
L’algorithme RR LPT posse`de beaucoup de VMs e´jecte´es et une e´norme quantite´ horaire e´jecte´es
(92,5 heures) e´tant donne´ que les VMs courtes n’ont jamais acce`s aux ressources, ce sont les VMs
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longues qui ont la priorite´ sur les VMs courtes, et moyennes (figure 6.16b). L’espace de ressources
en terme de vCPU n’est pas disponible pour ordonnancer des VMs, et les intervalles vCPU
disponibles sont trop courts pour accueillir des VMs de taille moyenne.
Quantite´ horaire des VMs ordonnance´es/e´jecte´es par algorithme La figure 6.17a
pre´sente la quantite´ horaire de VMs e´jecte´es par rapport au pourcentage d’e´jection de chaque
algorithme. Cette illustration met en avant la plus haute quantite´ horaire de VMs e´jecte´es (65
heures) de´tenue par l’algorithme RR CLASSES. Cependant, cet algorithme posse`de un pourcen-
tage de VMs e´jecte´es relativement faible.
L’algorithme FF consomme plus d’e´nergie que les autres algorithmes (figure 6.15a), cette analyse
est justifie´e par la quantite´ horaire de VMs ordonnance´es tre`s e´leve´e (figure 6.17b) et le nombre
de VMs ordonnance´es. L’algorithme FF posse`de de meilleurs re´sultats concernent la quantite´
horaire des VMs e´jecte´es et le pourcentage d’expulsion. Sa quantite´ horaire de VMs e´jecte´es est
de 25 heures, e´tant donne´ que toutes les VMs e´jecte´es sont des VMs moyennes ou courtes et
qu’elles ne sont que 12.
Les algorithmes RR LPT et FF LPT ont ordonnance´ plus de 70 % des VMs et n’ont pas la
quantite´ horaire ordonnance´e la plus faible ceci s’explique par la priorisation d’ordonnancement
des VMs longues.
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Figure 6.16 – Impact du nombre de VMs ordonnance´es et e´jecte´es pour chaque algorithme
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Figure 6.17 – Impact de la quantite´ horaire de VMs ordonnance´es et e´jecte´es pour chaque algorithme
6.3.5 L’impact e´nerge´tique pour chaque algorithme
Pour rappel, l’e´quation 5.4.1 propose de calculer le GEC dans notre cas. Cette e´quation
nous permet de quantifier la part d’e´nergie renouvelable consomme´e par un centre de calcul,
remarquons que plus la vente sera grande et l’achat faible plus le GEC sera e´leve´ (meilleur).
GEC = 0 6 Prodsolaire − Prodsell
Fournisseurachat + (Prodsolaire − Prodvend) 6 1 (6.3.2)
La figure 6.18 montre les re´sultats du GEC pour chaque algorithme. Pour confirmer ces re´sultats,
le tableau 6.5 pre´sente les re´sultats des diffe´rentes me´triques utilise´es pour chaque algorithme
afin d’e´valuer la strate´gie d’ordonnancement.
L’algorithme FF LPT consomme le plus, vend le moins et ache`te le plus d’e´nergie, c’est pour cela
que son GEC est le plus faible. Cependant, sa quantite´ horaire e´jecte´es est la meilleure, e´tant
donne´, qu’il ordonnance les VMs les plus longues d’abord.
Le meilleur GEC est de´tenu par les algorithmes ayant une quantite´ horaire de VMs e´jecte´es tre`s
e´leve´e ( RR CLASSES et RR LPT) mais les deux algorithmes Round Robin n’optimisent pas les
ressources des diffe´rents serveurs. C’est pourquoi, il y a beaucoup de VMs e´jecte´es. Cependant,
il y a moins de VMs e´jecte´es pour le RR CLASSES ceci s’explique par l’ordonnancement via des
classes serveurs. Cet algorithme peut eˆtre optimise´ en rede´finissant les classes serveurs. Dans notre
cas, il n’y a pas assez de ressources pour exe´cuter certaines tailles de VMs. Selon la figure 6.16b,
les VMs les plus e´jecte´es appartiennent au type moyen (de 45 minutes a` 2 heures).
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Figure 6.18 – Re´sultat du GEC pour chaque algorithme
Tableau 6.5 – Re´sultats des diffe´rentes me´triques observe´es pour chaque algorithme
RR FF RR CLASSES RR LPT FF LPT
Nombre de VMs e´jecte´es 14 (1.4%) 12 (1.2%) 49 (2.6%) 615 (61.5%) 585 (58.5%)
Nombre de VMs ordonnance´es 986 (98.6%) 988 (98.8%) 981 (97.4%) 385 (38.5%) 415 (41.5%)
Quantite´ horaire ordonnance´e
(≈ Heures)
920 922 858 846 875
Quantite´ horaire e´jecte´e
(≈ Heures)
28 25 88 92.5 63
GEC 0.95 0.92 0.96 0.93 0.93
6.3.6 Bilan
Dans cette partie, il a e´te´ introduit une approche d’ordonnancement e´cologique d’une charge
de travail. Graˆce a` ces expe´riences, les diffe´rents algorithmes permettent de comprendre la charge
de travail agile. Toutes ces analyses sont re´currentes car nous faisons une expe´rimentation sur
un cas d’e´tude pre´cis. La strate´gie d’ordonnancement e´nerge´tique propose´e peut ame´liorer l’uti-
lisation de l’e´nergie verte. L’algorithme RR CLASSES posse`de les meilleurs re´sultats, mais pour
configurer les classes aussi bien que possible, il faut connaˆıtre les caracte´ristiques de la charge
de travail. Les algorithmes FF et FF LPT semblent approprie´s pour ordonnancer une charge de
travail agile, e´tant donne´ qu’ils permettent au centre de calcul d’utiliser le nombre approprie´ de
serveurs et d’utiliser la capacite´ de chaque serveur. Une perspective pourrait eˆtre d’ajouter un
taux de QoS en tant que principale contrainte pour obtenir une meilleure QoS. Pour atteindre
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ce re´sultat, nous pouvons utiliser les priorite´s et les caracte´ristiques de latence propose´es par
Google.
L’expe´rimentation suivante est une e´tude sur la corre´lation entre la production solaire et la ca-
pacite´ de la batterie en fonction d’une charge de travail.
6.4 Dimensionnement de la taille de la batterie par rapport a` la
production solaire
A` travers le simulateur RenewSim, l’e´tude suivante a permis de mettre en avant l’influence
de la taille de la batterie et de la production solaire sur une charge de travail. Un ensemble de
simulations a e´te´ re´alise´ sur une meˆme charge de travail en faisant varier les donne´es d’entre´es
du simulateur, dans ce cas, la capacite´ de stockage de la batterie et la production solaire.
Pour e´valuer la taille de la batterie par rapport a` la production des panneaux solaires, il
a e´te´ choisi d’analyser le GEC de l’algorithme. L’ordonnancement utilise´ est l’algorithme FF
e´tant donne´ qu’il pre´sente les meilleurs re´sultats en termes de compromis entre les diffe´rents
indicateurs (tableau 6.5). La meˆme charge de travail est maintenue, mais la taille de la batterie
et la production solaire sont module´es pour e´valuer le comportement du GEC.
Les figures 6.19a et 6.19b sont un exemple d’expe´rience ou` la production solaire e´volue d’un
ordonnancement a` l’autre avec une meˆme capacite´ de batterie de 10 000 joules. A` chaque de´but
d’expe´rimentation la batterie est initialise´e a` 0 joules, c’est-a`-dire qu’elle n’est pas charge´e.
Lorsque la production solaire diminue, la consommation du centre de calcul de´passe la pro-
duction. Dans la figure 6.19a, la consommation de charge de travail a` la mesure de 600 a` 900
W et de 1500 a` 1600 W est toujours presque supe´rieure a` la courbe de production solaire. Cette
mesure correspond a` l’apre`s-midi lorsque le soleil descend. La raison pour laquelle la courbe de
charge de travail n’est pas e´gale a` la production solaire, est la me´thode d’ordonnancement d’une
VM. L’algorithme ve´rifie a` l’instant t s’il y a suffisamment d’e´nergie pour ordonnancer une VM,
mais l’algorithme ne ve´rifie pas au temps t + n, si l’e´nergie sera toujours disponible. Certaines
VMs ont donc e´te´ ordonnance´es, peu avant la fin de la journe´e, ou` la production solaire commence
a` de´cliner.
La figure 6.19b pre´sente la distribution des VMs avec la meˆme charge de travail mais avec
une production des panneaux solaires plus e´leve´e. L’algorithme utilise´ est toujours le FF. La
diffe´rence avec l’ordonnancement pre´ce´dent est l’utilisation des serveurs. Il y a suffisamment
d’e´nergie solaire et de ressources vCPU pour exe´cuter les diffe´rentes VMs. Par conse´quent, le
serveur S4 n’est que tre`s peu sollicite´.
120
6.4. Dimensionnement de la taille de la batterie par rapport a` la production solaire 121
0 200 400 600 800 1000 1200 1400 1600 1800
nombre de mesures pendant 48h 
0
1
2
3
4
id
 d
es
 se
rv
eu
rs
VM
production solaire après perte
demande du centre de calcul
0
100
200
300
400
500
600
700
wa
tt 
(W
)
(a) La distribution des VMs avec consommation
de la charge de travail et la production de pan-
neaux solaires pour l’algorithme FF
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(b) La distribution des VMs pour l’algorithme FF
mais avec la production de panneaux solaires (plus
e´leve´es)
Figure 6.19 – Exemple d’ordonnancement pour une meˆme charge de travail dont la production solaire a
e´volue´
Les deux expe´rimentations suivantes sont le re´sultat d’un ensemble de simulations pour les-
quelles la taille de la batterie et la production solaire ont e´volue´. Elles nous ont aide´ a` :
1. connaˆıtre la meilleure corre´lation entre la taille de la batterie et la production solaire ou`
le GEC est le meilleur ;
2. identifier un palier ou` l’augmentation taille de la batterie n’a plus d’influence sur le GEC.
Les objectifs de performance de chaque dimensionnement est l’utilisation :
- Dimensionnement 1 : d’un algorithme d’ordonnancement consciencieux de l’environne-
ment ;
- Dimensionnement 2 : d’un algorithme d’ordonnancement moins consciencieux de l’en-
vironnement mais utilisant plus la batterie.
6.4.1 Dimensionnement 1 : e´volution du GEC sur une charge de travail agile
Dans cette partie, nous pre´sentons un ensemble de simulation re´alise´e avec RenewSim. Chaque
re´sultat de simulation est enregistre´ dans un historique, cela nous permet d’analyser et comparer
chaque re´sultat.
Conditions initiales 1
Pour re´aliser, l’ensemble des simulations nous avons :
- utilise´ l’algorithme FF pre´sente´ dans le chapitre 5 ;
- initialise´ la batterie a` 0 joule ;
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- augmente´ la production solaire ≈ 2kWh d’une simulation a` l’autre ;
- module´ la taille de la batterie de 40 000 joules 200 000 joules ;
- adopte´ la charge de travail de la partie pre´ce´dente 6.3, c’est-a`-dire 1000 VMs (600 courtes,
200 moyennes, 200 longues) ;
- dispose´ du meˆme parc informatique de la partie pre´ce´dente 6.3, c’est-a`-dire 5 serveurs avec
respectivement les capacite´s vCPU suivantes : 8, 8, 16, 16, 20 ;
- applique´ la meˆme strate´gie e´nerge´tique que dans la partie pre´ce´dente 6.3.
Analyse 1
La figure 6.20 montre l’e´volution du GEC lorsque la taille de la batterie et de la production
solaire sont modifie´es. Cela permet de comprendre la configuration optimale, ou` ces deux e´le´ments
obtiennent le meilleur re´sultat en terme de GEC. Lorsque la taille de la batterie et de la production
des panneaux solaires augmentent de niveau (de 0 a` 18 kWh pour la production des panneaux
solaires et de 0 a` 200 000 joules pour la batterie), cela augmente le GEC. Cependant, la batterie
ne permet pas au re´seau intelligent d’ame´liorer le GEC, car dans l’algorithme, la batterie est une
sauvegarde pour la simulation et non une contrainte. Il n’apparaˆıt pas dans l’e´quation du calcul
du GEC. Ce n’est pas le facteur principal de son re´sultat.
Figure 6.20 – E´volution du GEC par rapport a` la production des panneaux solaires et a` la taille de la
batterie
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La figure 6.21 est un exemple de la fac¸on dont la batterie peut augmenter le GEC. Lorsque
l’exe´cution d’une VM a de´bute´, et lorsque l’e´nergie solaire est suffisante, la VM continue meˆme s’il
n’y a plus d’e´nergie verte. S’il y a suffisamment d’e´nergie dans la batterie, il n’est pas ne´cessaire
d’acheter de l’e´nergie au fournisseur, cet achat rentre dans le calcul du GEC, de sorte que le
re´sultat du GEC sera meilleur.
Le GEC augmente rapidement en raison de son calcul. S’il n’y a pas de VMs ordonnance´es et
un peu de panneau solaire, le GEC sera e´gal a` 1 parce que le re´seau intelligent n’ache`te pas
d’e´lectricite´. Le module de controˆle vendra uniquement et stockera de l’e´nergie.
Dans ce cas, la batterie a une faible influence sur le calcul du GEC, e´tant donne´ que ce n’est
que durant quelques heures, ou` le re´seau intelligent se retrouve dans le cas de la figure 6.21 et le
module de controˆle ache`te quand meˆme de l’e´lectricite´ en raison de la puissance maximale de la
batterie. Il ne suffit pas de fournir a` l’instant t toutes les VMs pour obtenir un meilleur GEC.
id
 d
e
s
 s
e
rv
e
u
rs
Temps 
S1
S2
S3
production solaire
VM
début fin
Figure 6.21 – Exemple de levier de prise de de´cision pour la batterie pour le GEC
6.4.2 Dimensionnement 2 : E´volution du GEC sur une charge de travail
constante
Le premier dimensionnement ne permet pas de voir l’e´volution du GEC car meˆme si la majorite´
des VMs sont e´jecte´es et que l’achat d’e´nergie est faible, sa valeur peut eˆtre proche ou e´gal a` 1.
Pour palier a` cela, il a e´te´ utilise´ un autre algorithme d’ordonnancement.
Conditions initiales 2
L’algorithme FF 2 pre´sente´ ci-dessous est base´ sur l’algorithme FF dont la contrainte e´nergie
a e´te´ supprime´e. La seul contrainte est la disponibilite´ des serveurs en terme de vCPU.
123
6.4. Dimensionnement de la taille de la batterie par rapport a` la production solaire 124
Algorithme 8 FF 2
while VM < nbVmsOrdonnancee do
for tps=0;tps<fenetreOrdonnancement;tps++ do
if serveurs[s][tps] == vrai then
VM ⇒ serveur[s][tps]
if serveurP lein == vrai then
serveurs[s+ 1]
end if
end if
end for
end while
La figure 6.22 est un exemple d’ordonnancement pour l’algorithme FF 2. Cette illustration
montre les VMs programme´es dans le temps, avec un pic de production de panneaux solaires de
pre`s de 700 W et une capacite´ de batterie e´gale a` 10 000 joules. Le nombre de serveurs utilise´s
est infe´rieur a` l’algorithme FF puisque les VMs posse`dent assez de vCPU pendant 48 heures
sur les diffe´rentes machines. La charge de travail diminue dans le temps car le nombre de VMs
ordonnance´es est plus faible dans le temps. Le serveur S3 ne posse`de une charge de travail que
le premier jour.
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Figure 6.22 – La distribution des VMs avec consommation de la charge de travail et la production de
panneaux solaires pour l’algorithme FF 2
Les conditions initiales sont identiques a` l’expe´rimentation pre´ce´dente 6.4.1 sauf sur l’utilisa-
tion de l’algorithme. Comme dans le dimensionnement pre´ce´dent, la meˆme charge de travail est
maintenue, mais la taille de la batterie et la taille du panneau solaire sont module´es pour e´valuer
le comportement du GEC.
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Analyse 2
La figure 6.23 montre l’e´volution du GEC. Il est meilleur lorsque la production solaire
augmente. L’influence de la taille de la batterie apparaˆıt au moment ou` la production solaire
commence a` atteindre 10kWh. Effectivement, plus la batterie est grande plus le GEC augmente.
Cela permet d’acheter de moins en moins chez le fournisseur d’e´lectricite´. Quand la production
solaire est de 18 kWh, la batterie a une influence prononce´e sur le GEC.
Figure 6.23 – E´volution du GEC par rapport a` la production des panneaux solaires et a` la taille de la
batterie
Le tableau 6.6 pre´sente certaines valeurs du GEC :
- Pour une production solaire de 0kWh : le GEC est a` 0 ceci s’explique par la seule
utilisation d’e´nergie non verte et le fonctionnement de la batterie. Au de´but de chaque
simulation, elle est vide et ne peut se charger que pendant la dure´e de la simulation. Dans
ce cas, il n’y a pas de production solaire, donc pas de chargement.
- Pour une production solaire de 8kWh : le GEC est le meˆme pour n’importe quelle
taille de batterie. Dans ce cas, la batterie n’a pas d’influence sur le GEC.
- Pour une production solaire de 10kWh et 12kWh : le GEC augmente le´ge`rement
avec la taille de la batterie.
- Pour une production solaire de 16kwh et 18kWh : le GEC augmente de fac¸on
significative avec la taille de la batterie. Dans ces cas la`, la taille de la batterie a re´ellement
une influence sur l’indicateur.
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Tableau 6.6 – GEC en fonction de la taille de la batterie et de la production solaire
Batterie
Solaire 0 kWh 8kWh 10kWh 12kWh 16 kWh 18 kWh
50 000 joules 0 0.45 0.53 0.59 0.64 0.65
100 000 joules 0 0.45 0.55 0.62 0.69 0.71
200 000 joules 0 0.45 0.56 0.63 0.73 0.76
6.4.3 Bilan du dimensionnement
Dans cette partie, il a e´te´ pre´sente´ l’influence de la taille de batterie et de la production so-
laire et leur corre´lation, sur le GEC. Dans notre cas, l’indicateur obtient de meilleurs re´sultats si
l’algorithme utilise´ a un objectif de performance consciencieux de l’environnement (Partie 6.4.1).
Cependant, cet objectif ne met pas en avant l’utilisation de la batterie. Dans le deuxie`me dimen-
sionnement (Partie 6.4.2), la batterie a un roˆle d’optimisation d’e´nergie verte, cela s’explique par
l’augmentation du GEC a` partir d’une association batterie/production solaire e´leve´e.
Les re´sultats de dimensionnement ne sont utilise´s que sur une charge de travail donne´e. Une
perspective de simulation pourrait porter sur la charge de travail, par exemple, en modulant le
nombre de VMs longues/moyennes/courtes pour obtenir le nombre de serveurs ade´quat.
6.5 Synthe`ses et conclusion des expe´rimentations
Le simulateur RenewSim nous a permis de re´aliser l’ensemble des expe´riences pre´sente´es dans
ce chapitre. Les objectifs atteints par ces expe´rimentations sont :
• l’utilisation du module de controˆle pour cre´er des politiques de de´cisions sur l’utilisation
de l’e´nergie renouvelable ;
• l’utilisation d’un ordonnanceur afin de mettre en avant les flux e´nerge´tiques et informa-
tiques ;
• la cre´ation d’une charge de travail agile.
Le travail de validation s’est appuye´ sur des donne´es re´elles. Nous avons utilise´ la production
solaire e´manant des panneaux solaires du baˆtiment ADREAM 4. Puis, nous avons ge´ne´re´ un
ensemble de traces synthe´tiques provenant des traces Google [8] et pre´sente´e dans le chapitre 4.
Les expe´rimentations re´alise´es ont e´te´ faisables graˆce au simulateur RenewSim car contrairement
aux autres simulateurs de´crits dans le chapitre 2, RenewSim permet :
- l’utilisation de diffe´rents mode`les d’optimisation et pas seulement re´duire l’aspect
e´conomique ;
- la communication entre le re´seau physique e´lectrique et la demande du centre de calcul ;
4. https://www.laas.fr/public/fr/adream
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- l’application d’un ensemble de mode`les e´lectriques ou d’ordonnancements et de les com-
parer entre eux via des me´triques ;
- la co-simulation via sa facilite´ de s’inte´grer avec des simulateurs de´die´s.
Dans la partie 6.2, la strate´gie e´nerge´tique a e´te´ mode´lise´e a` travers un mode`le pre´sente´
dans le chapitre 3. Dans ces expe´riences, les sources et destinations sont dote´es d’une notation
pour connaˆıtre leur ordre d’utilisation les unes par rapport aux autres. Cette mode´lisation en
matrice permet de prendre une politique de de´cision pour l’utilisation des sources he´te´roge`nes.
Les mode`les pre´sente´s sont polymorphes, c’est-a`-dire, qu’ils peuvent eˆtre e´tendus avec d’autres
composants. Ils sont applicables pour diverses architectures de re´seau intelligent. A` l’avenir,
le mode`le de repre´sentation est apte a` inclure des mode`les de pre´visions et/ou des mode`les
d’apprentissage.
Dans la partie 6.3, il a e´te´ introduit une approche d’ordonnancement permettant de corre´ler
les diffe´rents types de flux entre eux afin de prendre une de´cision. Ces expe´riences ont permis
de re´aliser une charge de travail agile, d’analyser les re´sultats et de les comparer. De plus,
les algorithmes utilise´s ont permis d’obtenir une base d’outils pouvant eˆtre ame´liorer en
ajoutant, par exemple la QoS comme une contrainte des diffe´rents algorithmes. Pour atteindre ce
re´sultat, nous pouvons utiliser les priorite´s et les caracte´ristiques de latence propose´es par Google.
Dans la partie 6.4, la dernie`re expe´rience re´alise´e a analyse´ le comportement d’un indicateur
(GEC) en fonction de la taille des e´le´ments d’entre´es du simulateur (batterie et production
solaire). Cela a permis de connaˆıtre les capacite´s des e´le´ments a` s’inte´grer dans une dynamique
permettant d’utiliser au mieux l’e´nergie verte. Une e´volution possible de ce dimensionnement
est de connaˆıtre les capacite´s des e´le´ments en modulant la charge de travail, en terme de
caracte´ristiques de VMs utilise´es (longues, courtes, moyennes).
A` travers l’ensemble de ces expe´rimentations, l’utilisation d’algorithmes et de mode`les nous
aide a` re´pondre a` des spe´cifications attendues par l’administrateur du centre de calcul. La fi-
gure 6.24 est une illustration de la manipulation des algorithmes.
Par rapport a` ce que nous avons annonce´ dans le chapitre 3 partie 3.1.4, nous re´pondons a`
des objectifs du re´seau intelligent. Chaque algorithme certifie un objectif :
• QoS : assurer la qualite´ de service : pour ordonnancer des VMs (nombre de VMs ordon-
nance´es, ou favoriser les VMs longues) ;
• Environnemental : favoriser l’utilisation d’e´nergie renouvelable ;
• Lucratif : rendre le re´seau intelligent lucratif (vente d’e´nergie renouvelable).
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Le tableau 6.7 donne une appre´ciation a` chaque algorithme en fonction de la spe´cification atten-
due :
- + : acceptable ;
- ++ : favorable ;
- +++ : tre`s favorable.
Figure 6.24 – Illustration de la prise de de´cision par rapport a` une spe´cification
Tableau 6.7 – Les politiques de de´cisions en fonction des algorithmes
Objectif RR FF RR CLASSES RR LPT FF LPT
QoS Nombre de VMsordonnance´es
++ +++ ++ + +
VMs longues + + ++ +++ +++
Environnemental Utilisation de
l’e´nergie renouve-
lable
++ ++ +++ + +
Lucratif Vente d’e´nergie
renouvelable
++ ++ +++ ++ +
Le chapitre 7 suivant conclu ce manuscrit de the`se. Il re´sume l’ensemble des contributions et
expe´rimentations re´alise´es dans ces 6 chapitres. Puis, il e´nonce des perspectives de recherches pou-
vant comple´ter et e´tendre les propositions d’algorithmes, de mode`les et de me´thodes pre´sente´es
dans ces travaux de the`se.
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Le Cloud Computing est pre´sent dans beaucoup d’applications que nous utilisons au quotidien
via les re´seaux sociaux, les services de cloud a` la demande, ou meˆme a` travers une simple recherche
dans un navigateur. Leur couˆt de fonctionnement est de plus en plus one´reux. Les fournisseurs
de services distribue´s actuels, se penchent sur l’e´tude d’infrastructures moins one´reuses, sur des
proble´matiques d’optimisations de re´seaux informatiques, de transports d’e´nergie, et d’utilisations
d’e´nergies renouvelables.
Dans cette the`se, nous nous sommes inte´resse´s :
- aux architectures de re´seau intelligent pour l’alimentation de centres de calcul via des
e´nergies vertes ;
- aux charges de travail de centres de calcul a` grande e´chelle ;
- aux algorithmes d’ordonnancement permettant de prendre en compte a` la fois les
contraintes e´nerge´tiques et informatiques pour tendre vers une charge de travail agile ;
- aux dimensionnements des espaces de stockage re´pondant a` une production d’e´nergie
renouvelable et une charge de travail donne´e.
Ce chapitre dresse dans un premie`re partie le bilan des diffe´rentes contributions de cette the`se.
Dans une deuxie`me partie sont pre´sente´s les bilans des expe´rimentations et des simulations. Enfin
dans une troisie`me partie, les perspectives de ces travaux de the`se sont expose´es.
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7.1 Bilan des contributions
La cre´ation d’un simulateur de´die´ a` l’alimentation d’un centre de calcul via plusieurs
sources d’e´nergie - chapitre 3
Dans ces travaux de the`se, nous avons propose´ RenewSim. Il permet de recre´er un re´seau in-
telligent polymorphe. Il offre la possibilite´ de mode´liser son propre re´seau via des mode`les, de
brancher d’autres simulateurs pour des parties de´finies du re´seau. Le verrou principal leve´ par Re-
newSim est son module de controˆle. Celui-ci autorise la communication entre les flux e´nerge´tiques
et informatiques, pour prendre une de´cision commune, et plus consciencieuse, de l’environnement.
Le simulateur RenewSim a e´te´ utilise´ pour :
- La conception du mode`le de de´cisions pre´sente´e dans le chapitre 3 ;
- La validation d’algorithmes pre´sente´e dans le chapitre 5 ;
- La mode´lisation d’un environnement polymorphe et configurable dans le chapitre 6 ;
- L’analyse du dimensionnement de la batterie par rapport a` la production d’e´nergie verte,
via un des simulations re´alise´es dans le chapitre 6.
L’analyse de traces de centre de calcul a` grande e´chelle pour la cre´ation de traces
synthe´tiques - chapitre 4
Dans cette the`se, nous avons aborde´ la proble´matique de la gestion d’une charge de travail dans
un centre de calcul. Pour re´pondre a` cette proble´matique, nous nous sommes inte´resse´s a` un
ensemble de traces [8], ainsi qu’a` la cre´ation de traces synthe´tiques. La plupart des traces mises
a` disposition ne se focalisent pas sur l’aspect consommation et en particulier, avec quels types
d’e´nergies (renouvelable ou non) elles sont alimente´es.
Dans cette contribution, nous avons analyse´ le fonctionnement de traces sous divers angles :
- le cycle de vie d’une taˆche ;
- le nombre de taˆches sur une pe´riode donne´e ;
- le temps d’exe´cution d’une taˆche ;
- les ressources informatiques utilise´es pour une taˆche ;
- la QoS d’une taˆche.
Cette analyse a permis de mettre en avant l’he´te´roge´ne´ite´ de la charge de travail parce qu’elle
propose un ensemble de taˆches ayant a` la fois des temps d’exe´cution longs et courts. Cependant,
cette charge de travail ne prends pas en compte la consommation d’e´nergie et de surcroˆıt l’aspect
e´nergie verte. Le sche´ma de ces traces ne permettait pas le calcul de la consommation d’une taˆche.
Les traces synthe´tiques propose´es permettent de garder cette he´te´roge´ne´ite´, et d’encapsuler une
taˆche dans une VM. Mais via cette synthe`se des traces, on perd la notion de services compose´s
permettant de calculer la consommation d’une charge a` un instant donne´. Cependant, la VM
garde l’ide´e de composition pour de futures traces. De plus, a` travers l’e´tude de ces traces, on
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peut mettre en avant le contexte applicatif de ces traces et ge´ne´rer des charges de travail plus
ge´ne´riques et inde´pendantes de la notion de consommation [87].
Proposition d’utilisation, d’adaptation et de simulation d’algorithme d’ordonnance-
ment sous contraintes - chapitre 5
Dans ces travaux de the`se, plusieurs algorithmes sont utilise´s et adapte´s. Ils posse`dent les meˆmes
types d’entre´es afin de les rendre comparables et mesurables entre eux. Les contraintes sont
les meˆmes, et correspondent a` la place disponible en termes de VCPU pour chaque serveur et
l’e´nergie produite disponible. Ces algorithmes nous permettent d’obtenir une charge de travail
agile et modulable. Cependant, les algorithmes ont besoin de pre´dictions me´te´orologiques afin de
re´aliser un ordonnancement. Actuellement, l’ordonnancement ne s’adapte pas en fonction de la
production re´elle. L’objectif de cette the`se n’est pas ne´cessairement la de´finition d’un algorithme
de placement optimal, mais plutoˆt ame´liorer les moyens permettant de le faire. Ces algorithmes
ont mis en avant l’importance d’utilisation des informations e´nerge´tiques pour l’ordonnanceur,
afin de lui meˆme prendre une de´cision sur son centre de calcul. De plus, l’utilisation d’algorithmes
et de mode`les nous aident a` re´pondre a` des spe´cifications attendues par l’administrateur du centre
de calcul. Chaque algorithme est plus ou moins favorable a` une politique de de´cision par rapport
a` la QoS attendue, l’aspect environnemental ou l’aspect lucratif.
Dimensionnement d’un stockage e´nerge´tique par rapport a` une production d’e´nergie
verte - chapitres 3, 6
A` travers l’analyse des architectures pre´sente´es dans le chapitre de l’e´tat de l’art dans la partie 2.1,
peu de travaux se portent sur la corre´lation entre la production d’e´nergie verte, et la capacite´
d’une batterie. Dans ces travaux de the`se, nous avons essaye´ de comprendre l’impact e´nerge´tique,
en fonction de la production de panneaux solaires et de la taille disponible dans un espace de
stockage. Pour savoir si la combinaison des deux composants e´tait ade´quate, nous avons adapte´
un indicateur, le GEC. Ce dernier permet de quantifier la part d’e´nergie renouvelable consomme´e
par un centre de calcul. Les objectifs e´taient :
- d’analyser l’impact de la batterie sur l’empreinte carbone ;
- de connaˆıtre le seuil de capacite´ ou` la batterie n’a plus d’influence sur le GEC ;
- de mettre en e´vidence la meilleure association : production solaire totale et capacite´ de la
batterie.
Des expe´rimentations ont e´te´ re´alise´es dans le chapitre 6, dans la partie 6.4.
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7.2 Bilan des expe´rimentations
Dans le chapitre 6 est pre´sente´ un ensemble d’expe´rimentations re´alise´es a` l’aide du simulateur
RenewSim :
- des politiques de de´cisions a` travers un mode`le de description des donne´es (cf. partie 6.2) ;
- l’e´valuation des algorithmes utilise´s dans cette the`se (cf. partie 6.3) ;
- des dimensionnements de la taille de la batterie par rapport a` la production solaire (cf.
partie 6.4).
Politiques de de´cisions a` travers un mode`le de description des donne´es
L’objectif de cette expe´rimentation est de pre´senter un mode`le pour repre´senter chaque e´le´ment
d’un re´seau intelligent et ame´liorer la prise de de´cision dans RenewSim. Ce mode`le permet de
re´soudre les conflits de priorite´s entre les diffe´rentes sources e´nerge´tiques, et de re´aliser des poli-
tiques de de´cisions. A` l’aide de deux sce´narios distincts, le module de controˆle peut prendre une
de´cision dans un but :
- le mode`le environnemental : utiliser plus d’e´nergie renouvelable et l’espace de stockage
pour alimenter le centre de calcul ;
- le mode`le lucratif : re´duire la facture d’e´lectricite´.
E´valuation et comparaison des algorithmes utilise´s
Dans cette expe´rimentation, il a e´te´ introduit une approche d’ordonnancement e´cologique d’une
charge de travail via l’ensemble des algorithmes pre´sente´s dans le chapitre 5. Les re´sultats des
expe´rimentations montrent la validation des algorithmes dont le but e´tait la cre´ation d’une charge
de travail agile, c’est-a`-dire, d’obtenir une corre´lation entre la production d’e´nergie verte et la
consommation du centre de calcul. Les expe´riences ont e´te´ re´alise´es via une production solaire.
Cependant, les algorithmes peuvent s’adapter a` n’importe quelle production d’e´nergie verte.
Dimensionnement d’espace de stockage pour un centre de calcul alimente´ par des
e´nergies solaires
Dans cette expe´rience, il a e´te´ pre´sente´ l’influence de la taille de batterie et de la production
solaire et leur corre´lation, sur l’indicateur GEC. Malgre´, l’utilisation de la batterie la production
d’e´nergie solaire reste le facteur le plus important du GEC. Cependant, la batterie permet
d’obtenir un taux le´ge`rement supe´rieur. Ces expe´rimentations ont e´te´ re´alise´es via des concepts
d’algorithmes pre´sente´s dans le chapitre 5.
La prochaine section introduit les perspectives futures de ces travaux de the`se.
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7.3 Perspectives
Les contributions propose´es au cours de cette the`se, ont amene´ a` faire certains choix sur la
mode´lisation, et les approches adopte´es. Plusieurs points de de´veloppement semblent inte´ressants,
ils sont classe´s du plus court au long terme :
1. l’ame´lioration des mode`les de conversion du re´seau intelligent en vue de diminuer les pertes
e´nerge´tiques ;
2. l’ordonnancement a` partir de la pre´diction d’e´nergie verte et de la consolidation pour
corriger les erreurs lie´es a` la production re´elle ;
3. l’utilisation d’heuristiques d’ordonnancements non gloutonnes ;
4. le branchement de simulateurs de diffe´rents domaines a` RenewSim ;
5. la simulation dans un environnement re´el.
Les mode`les de conversion
Dans nos expe´riences, les pertes ge´ne´re´es par les modules de conversions sont des pourcentages.
Ces modules ont pour but de simuler la conversion des diffe´rentes tensions e´lectriques des com-
posants du re´seau intelligent, pour se connecter au bus e´lectrique commun.
Point de discussion 1 : il existe deux types de conversion, courant continu vers courant continu
(DC/DC ) et courant continu vers courant alternatif (DC/AC ). Le DC/DC est la conversion qui
ge´ne`re le moins de perte. De plus, suivant le type de technologie de convertisseur utilise´, la perte
ge´ne´re´e est moindre.
Point de discussion 2 : l’utilisation de DC/DC peut obliger tout les e´le´ments a eˆtre de type
courant continu, y compris le centre de calcul. Certains travaux portent sur l’utilisation de pan-
neaux solaires DC [72, 99].
La pre´diction d’e´nergie
Dans nos expe´riences, nous utilisons une production solaire re´elle pour prendre une de´cision.
D’autres me´thodes prennent des de´cisions a` l’avance afin d’anticiper les bonnes ou mauvaises
productions d’e´nergie renouvelables. Certains travaux portent sur la pre´diction d’e´nergie [97, 98].
Cependant, la pre´vision d’e´nergie sur des longues feneˆtres reste incertaine.
Dans nos travaux de the`se, un syste`me de pre´diction me´te´orologique pourrait eˆtre ajoute´ au
module de controˆle. Ce dernier aiderait a` la prise de de´cision d’ordonnancement sur le centre de
calcul et par la suite, comparer la production re´elle a` la pre´diction, pour re´ajuster l’ordonnan-
cement sur le centre de calcul. Pour optimiser ce syste`me, nous pouvons utiliser des principes
de reconfigurations dynamiques [40] via par exemple, de la migration en temps re´el. Une fois
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la reconfiguration re´alise´e, il nous est possible de cre´er un historique de de´cisions re´alise´es en
fonction d’une charge de travail et une pre´diction, pour apprendre des erreurs. Ceci nous ame`ne
a` la perspective suivante.
Les heuristiques non gloutonnes
L’utilisation de me´ta-heuristiques permet contrairement aux algorithmes gloutons, de re´soudre
un proble`me d’optimisation dans des calculs de temps encore raisonnables. Si ses heuristiques
sont bien parame´tre´es, elles obtiennent de meilleurs re´sultats que des algorithmes gloutons, e´tant
donne´ qu’elles explorent plusieurs espaces de solutions.
Dans ces travaux de the`se, nous avons utilise´ un algorithme glouton pour illustrer le lien entre
les flux informatiques et e´nerge´tiques. Cela nous a permis d’obtenir une charge de travail agile de
manie`re rapide. Cependant, l’utilisation de me´ta-heuristiques plus sophistique´es, nous donnerait :
- une prise en compte plus importante de QoS ;
- un ordonnancement moins consommateur.
Approche 1 : la cre´ation d’un algorithme multi-objectifs. Dans nos simulations, nous n’avons pas
utilise´e la QoS comme contrainte. Celles-ci peuvent se rajouter en utilisant les caracte´ristiques
des taˆches Google pre´sente´es dans le chapitre 4. Dans le mode`le de traces synthe´tiques, nous
avons garde´ la priorite´ et la sensibilite´ a` latence sans nous en servir. Le but d’un tel algorithme
serait d’utiliser ces caracte´ristiques pour ordonnancer majoritairement les taˆches ayant une
priorite´ e´leve´e et une sensibilite´ a` latence e´leve´e. De plus, comme l’algorithme RR CLASSES
pre´sente´ dans le chapitre 5, nous pourrions allouer certains serveurs dont les ressources VCPU
sont les plus grandes pour satisfaire ces taˆches et ne pas les surcharger avec des taˆches de
priorite´s plus faibles.
Approche 2 : la cre´ation d’un algorithme ge´ne´tique (GA). Ces capacite´s sont plus puissantes.
Il nous permettrait de donner une note (fonction objective) a` un placement. Dans notre cas la
fonction objective doit permettre de :
- minimiser la consommation ge´ne´rale du centre de calcul ;
- minimiser l’achat d’e´nergie aux fournisseurs ;
- maximiser la vente d’e´nergie aux fournisseurs ;
- maximiser l’utilisation de l’e´nergie verte.
Plusieurs proble´matiques sont souleve´es par un tel algorithme. Tout d’abord, il y a beaucoup de
parame`tres. Cela augmente le temps d’exe´cution de l’algorithme. Si les prises de de´cisions tardent
a` arriver, la me´te´o et la production d’e´nergie verte peuvent de´ja` avoir change´e. L’inclusion de
la batterie dans la fonction objective est complexe et arbitraire. Faut-il minimiser sa de´charge
ou maximiser sa de´charge ? La repre´sentation du chromosome du GA peut porter a` confusion
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pour la repre´sentation du temps et de l’e´nergie renouvelable. Effectivement, un chromosome a`
un ge`ne qui offre deux caracte´risations possibles : la repre´sentation du ge`ne par exemple, une
machine physique et la valeur du ge`ne, par exemple, l’identification de la machine physique.
Comment faire apparaˆıtre ces notions dans le chromosome ? la valeur d’un ge`ne peut-il eˆtre le
re´sultat d’une autre heuristique de placement ? Cependant, certains des objectifs peuvent eˆtre
en conflits tels que la minimisation de la consommation du centre de calcul et la maximisation
de l’utilisation de l’e´nergie verte. Le choix de mettre la maximisation de l’e´nergie verte, peut
signifier, que nous ne voulons pas consommer moins.
Approche 3 : l’utilisation du principe de machine learning. Ce type d’algorithme permet d’ap-
prendre des de´cisions passe´es pour en re´aliser de meilleures dans le pre´sent. Quelques travaux
portent dessus dans l’ordonnancement de charges [100]. Nous pouvons utiliser une approche de
machine learning afin de prendre des de´cisions sur la gestion du re´seau intelligent. Par exemple,
a` une charge de travail donne´e, et une pre´vision me´te´o donne´e, il faut aller chercher dans le passe´
les de´cisions re´alise´es sur ces donne´es d’entre´es. Ensuite, si cette de´cision s’est ave´re´e juste dans
le passe´, la re´aliser sinon, prendre une autre de´cision et eˆtre capable par la suite d’analyser ses
re´sultats pour l’utiliser dans d’autres situations.
L’utilisation du DVFS
Le DVFS peut eˆtre utilise´ dans la gestion des centres de calcul [101, 39] pour la gestion de la
tension des machines physiques. Il change dynamiquement la fre´quence des CPUs des machines
physiques en fonction de leurs utilisations. L’avantage de cet outil est la possibilite´ de diminuer
la consommation en ralentissant l’exe´cution des VMs.
Approche 1 : Les proprie´te´s des VMs comme levier d’utilisation du DVFS. Dans nos travaux,
nous n’avons pas utilise´ les caracte´ristiques des priorite´s et de la sensibilite´ a` la latence dans les
VMs. Dans le cadre de l’utilisation du DVFS, les VMs ayant ses caracte´ristiques faibles, pour-
raient constituer une classe. Les serveurs tournant au ralenti pourraient leurs eˆtres alloue´s.
Approche 2 : Les pre´dictions me´te´orologiques comme levier d’utilisation du DVFS. L’utilisa-
tion du DVFS dans nos travaux permettrait de diminuer la tension e´lectrique des serveurs du
centre de calcul en cas de pe´nurie d’e´nergie. Cela peut eˆtre couple´ a` de la pre´diction, et anticiper
les pertes d’e´nergie pour accumuler des re´serves. Par exemple, la figure 7.1 est une illustration de
l’utilisation du DVFS lorsqu’une pre´diction me´te´orologique explique une perte de 10% de produc-
tion d’e´nergie renouvelable pendant 2 heures. Les serveurs commenceront a` tourner au ralenti,
de`s l’alerte me´te´orologique, pour de´ja` commencer a` e´conomiser de l’e´nergie.
135
7.3. Perspectives 136
Consommation 
des serveurs en 
Watts
Temps 9h 11h 12h 14h
Alerte météo
Mauvaise météo
Figure 7.1 – Illustration d’utilisation du DVFS pour un serveur alimente´ par des sources vertes
Approche 3 : la connexion d’un autre simulateur permettant le DVFS a` RenewSim. Ceci nous
ame`ne a` la perspective suivante.
La co-simulation par une approche pluridisciplinaire
RenewSim est un simulateur dont les spe´cifications sont de´crites a` haut niveau. Ce niveau d’abs-
traction permet la communication avec d’autres simulateurs. Par exemple, dans le chapitre 2,
dans la partie 2.3, sont pre´sente´s plusieurs simulateurs. Le simulateur DCWorms [6] offre un en-
semble de module pour la gestion des pre´visions me´te´orologiques. En utilisant ces pre´visions nous
serons donc capables de prendre des de´cisions sur une feneˆtre d’ordonnancement et ame´liorer nos
algorithmes. La co-simulation permettra d’ame´liorer et d’utiliser des mode`les plus pre´cis dans
certains domaines. Par exemple, l’utilisation d’un simulateur pour la charge/de´charge de la bat-
terie avec des mode`les, venant de la communaute´ scientifique du domaine, beaucoup plus pre´cis
et adapte´s aux types de batteries utilise´s (lithium, plomb).
La simulation en environnement re´el
La simulation en milieu re´elle permettra de valider l’analyse et le comportement d’un re´seau
intelligent alimentant un centre de calcul via des e´nergies renouvelables. Dans l’environnement
re´el, l’ensemble des mode`les de batteries, d’algorithmes d’ordonnancement, ou de pre´visions
solaires, peuvent eˆtre teste´s et ajuste´s. Cependant, cette perspective arriverait en processus de
fin et une fois l’ensemble des simulations bien teste´ car une mauvaise gestion d’une puissance
pourrait entraˆıner par exemple des sur-tensions et de´te´riorer le mate´riel composant le re´seau
intelligent.
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L’utilisation d’algorithmes types  Machine Learning pour ame´liorer la prise de
de´cision dans un re´seau intelligent
Couple´ a` d’autres approches e´nonce´es pre´ce´demment, les algorithmes d’apprentissages pour-
raient ame´liorer la prise de de´cision dans de tels re´seaux intelligents. La politique de de´cision peut
e´maner d’une multitude de parame`tres dans un re´seau intelligent pour l’alimentation d’un centre
de calcul car les e´le´ments qui le compose, s’influencent entre eux. En addition des diffe´rentes
perspectives pre´sente´es, les sujets inte´ressants sont :
- l’e´tude du comportement des e´le´ments du re´seau intelligent entre eux, afin d’e´tablir un
historique ;
- le couplage des politiques de  Machine Learning  a` la de´cision intrinse`que des diffe´rents
e´le´ments du re´seau.
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