Measurement of the energy spectrum of cosmic rays with the 26 station configuration of the IceTop detector by Kislat, Fabian
Measurement of the Energy Spectrum of
Cosmic Rays with the 26 Station
Configuration of the IceTop Detector
D I S S E R TAT I O N
zur Erlangung des akademischen Grades





der Humboldt-Universität zu Berlin
von
Dipl.-Phys. Fabian Kislat
Präsident der der Humboldt-Universität zu Berlin:
Prof. Dr. Jan-Hendrik Olbertz
Dekan der Mathematisch-Naturwissenschaftlichen Fakultät I:
Prof. Dr. Andreas Herrmann
Gutachter:
1. Prof. Dr. Hermann Kolanoski
2. Prof. Dr. Thomas K. Gaisser
3. Dr. Gernot Maier
eingereicht am: 21. Juli 2011
Tag der mündlichen Prüfung: 27. September 2011

Meiner Familie.
Weil Ihr immer für mich da seid,
Auch über eine große Entfernung.
Abstract
IceTop is an instrument at the geographic South Pole designed to detect
cosmic ray air showers, particle cascades in the atmosphere initiated by high-
energy cosmic rays. It is the surface component of the IceCube neutrino
telescope. Since its completion in December 2010, IceTop consists of 81 de-
tector stations covering an area of one square kilometer on the ice surface
above IceCube. Each IceTop station consists of two ice-filled tanks in which
the Cherenkov light emitted by charged air shower particles is measured. In
this dissertation, an analysis of data taken in 2007 with 26 IceTop stations
operational at that time is presented.
First, properties of air showers like core position, direction and shower
size were reconstructed from the measured signals. The core position can
be determined to an accuracy of up to 6 m and a direction resolution of up
to 0.3◦ is achieved. The shower size is a measure of the energy of the primary
particle and a resolution of up to 10% is achieved at high energies.
In the next step the relation between primary energy and shower size, as
well as resolution and efficiency are determined from Monte Carlo simula-
tions of air showers and the IceTop detector. Here, an assumption was made
about the chemical composition of cosmic rays. The informations obtained in
these simulations are then used to unfold the spectrum of measured shower
sizes in order to obtain the all-particle cosmic ray energy spectrum. This is
done independently for particles from three different zenith angle intervals.
The result of the unfolding depends on the assumed primary composition.
Due to the isotropy of cosmic rays, results obtained in different zenith angle
intervals must agree. While with the chosen analysis technique a simulta-
neous determination of primary particle mass and energy is limited due to
systematic uncertainties, it has already been shown that the requirement of
isotropy can be used to constrain the range of possible assumptions on the
chemical composition of primary particles.
Good agreement of spectra from different zenith angle ranges has been
found under the assumption of pure proton primaries, as well as for a mixture
of protons and iron with a relatively large proton contribution at low energies
and proton dominance at high energies. Under these assumptions the knee of
the cosmic ray energy spectrum has been observed at energies between 3.97
and 4.20 PeV. The spectral index below the knee is about −2.7 and varies
between −3.08 and −3.15 above the knee. Pure iron as primary particles can
be excluded at a high confidence level below 25 PeV. Independent of the
primary composition assumption a flattening of the energy spectrum with an
index of about −3.0 has been observed above 30 PeV.
iv
Zusammenfassung
IceTop ist ein Detektor am geographischen Südpol zum Nachweis von Luft-
schauern, Teilchenkaskaden in der Atmosphäre, die von hochenergetischen
kosmischen Strahlen ausgelöst werden. IceTop ist die Oberflächenkomponen-
te des Neutrinoteleskops IceCube. Seit der Fertigstellung im Dezember 2010
besteht IceTop aus 81 Detektorstationen auf einer Fläche von einem Qua-
dratkilometer, auf der Eisoberfläche über IceCube. Diese Detektorstationen
bestehen aus jeweils zwei eisgefüllten Tanks, mit denen Luftschauer nach-
gewiesen werden, indem das Cˇerenkov-Licht gemessen wird, das von gela-
denen Sekundärteilchen des Schauers im Eis erzeugt wird. Die vorliegende
Dissertation umfasst eine Analyse von Daten, die im Jahr 2007 mit den 26 zu
der Zeit installierten Stationen genommen wurden.
Dazu werden zunächst die Eigenschaften der Schauer, wie Position, Rich-
tung und ein Maß für die Größe des Schauers aus den gemessenen Signalen
rekonstruiert. Dabei wird eine Genauigkeit von bis zu 6 m bei der Bestim-
mung der Position des Schauerkerns und eine Richtungsauflösung von bis
zu 0,3◦ erreicht. Die Schauergröße ist ein Maß für die Energie des Primär-
teilchens, und bei hohen Primärenergien wird eine Energieauflösung von
etwa 10% erreicht, was vergleichbar mit ähnlichen Experimenten ist.
Im nächsten Schritt wird der Zusammenhang zwischen Primärenergie und
Schauergröße aus Monte-Carlo-Simulationen von Luftschauern und des De-
tektors bestimmt, sowie Energieauflösung und Nachweiseffizienz. Hierbei
wurde eine Annahme über die chemische Zusammensetzung der kosmi-
schen Strahlung gemacht. Diese Informationen werden dann verwendet, um
das Spektrum der gemessenen Schauergrößen zu entfalten und das Energie-
spektrum zu bestimmen. Dies wird getrennt für Schauer aus verschiedenen
Zenitwinkelbereichen durchgeführt.
Das Resultat dieser Entfaltung hängt von der angenommenen Zusammen-
setzung der Primärteilchen ab. Die Ergebnisse, die aus der Entfaltung in ver-
schiedenen Zenitwinkelintervallen gewonnen werden, müssen jedoch über-
einstimmen, wenn man Isotropie der komischen Strahlung voraussetzt. Eine
gleichzeitige Bestimmung von Masse und Energie der Primärteilchen ist mit
der gewählten Methode aufgrund systematischer Unsicherheiten zwar nur
eingeschränkt möglich, es wurde jedoch bereits gezeigt, dass die Vorausset-
zung der Isotropie kosmischer Strahlung ausgenutzt werden kann, um den
Rahmen der möglichen Annahmen über die Zusammensetzung einzugren-
zen.
Eine gute Übereinstimmung von Spektren aus verschiedenen Zenitwinkel-
bereichen wird unter der Annahme von reinen Protonen als Primärteilchen
gefunden, sowie für eine Mischung aus Protonen und Eisen mit einem ho-
hen Protonanteil bei niedrigen Energien und einer Mehrheit von Eisen bei
hohen Energien. Unter diesen Annahmen ergibt sich eine Position des Knies
im Spektrum der kosmischen Strahlung von 3,97 bis 4,20 PeV. Der spektra-
le Index unterhalb des Knies ist etwa −2,7 und oberhalb des Knies variiert
v
er zwischen −3,08 und −3,15. Reines Eisen auf der anderen Seite kann mit
sehr großer Wahrscheinlichkeit ausgeschlossen werden. Unabhängig von der
Annahme über die Zusammensetzung wird oberhalb von etwa 30 PeV ein




1. Cosmic rays and air showers 3
1.1. Energy spectrum and chemical composition . . . . . . . . . . . . . . 3
1.2. Sources, acceleration and propagation to Earth . . . . . . . . . . . . 5
1.2.1. Fermi acceleration . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2.2. Sources . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2.3. Propagation in the galaxy . . . . . . . . . . . . . . . . . . . . 8
1.3. Cosmic rays at the knee and above . . . . . . . . . . . . . . . . . . . 10
1.3.1. Cosmic-ray acceleration . . . . . . . . . . . . . . . . . . . . . 11
1.3.2. Leakage of cosmic rays from the galaxy . . . . . . . . . . . . 12
1.3.3. Interaction with background particles . . . . . . . . . . . . . 12
1.3.4. Particle physics . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.3.5. Combinations of effects . . . . . . . . . . . . . . . . . . . . . 13
1.4. Air showers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.5. Air shower detection techniques . . . . . . . . . . . . . . . . . . . . 20
1.5.1. Ground based particle detectors . . . . . . . . . . . . . . . . 20
1.5.2. Cherenkov and fluorescence light detection . . . . . . . . . . 21
1.5.3. Radio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
1.5.4. Some recent experiments . . . . . . . . . . . . . . . . . . . . 22
2. IceCube and IceTop 25
2.1. IceCube and the IceTop air shower array . . . . . . . . . . . . . . . . 25
2.1.1. IceCube . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.1.2. IceTop . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.1.3. Digital Optical Modules and data acquisition . . . . . . . . . 28
2.1.4. Physics goals of IceTop . . . . . . . . . . . . . . . . . . . . . . 32
2.2. Signals in the IceTop detector . . . . . . . . . . . . . . . . . . . . . . 35
2.3. Detector calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.3.1. Calibration of DOM electronics and PMT . . . . . . . . . . . 36
2.3.2. Calibration of the IceTop tanks . . . . . . . . . . . . . . . . . 37
2.4. Environmental conditions at South Pole . . . . . . . . . . . . . . . . 39
3. Air shower reconstruction 43
3.1. Dataset and data selection . . . . . . . . . . . . . . . . . . . . . . . . 43
3.1.1. Run selection . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
vii
Contents
3.1.2. Pulse extraction . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.1.3. Event cleaning and retriggering . . . . . . . . . . . . . . . . 44
3.1.4. Event selection and livetime . . . . . . . . . . . . . . . . . . . 45
3.2. Likelihood reconstruction of air showers . . . . . . . . . . . . . . . . 45
3.2.1. Lateral distribution function . . . . . . . . . . . . . . . . . . 46
3.2.2. Description of the shower front . . . . . . . . . . . . . . . . . 48
3.2.3. The likelihood fit . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.2.4. Charge fluctuations . . . . . . . . . . . . . . . . . . . . . . . . 50
3.2.5. Fit procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.3. First guess methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.3.1. Core center-of-gravity . . . . . . . . . . . . . . . . . . . . . . 52
3.3.2. Plane fit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.4. Event selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.5. Shower size spectra . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4. Simulation of air showers and the IceTop detector 59
4.1. Air shower simulations with CORSIKA . . . . . . . . . . . . . . . . 59
4.2. High-energy hadronic interaction models . . . . . . . . . . . . . . . 61
4.3. Resampling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.4. Simulation of the IceTop detector . . . . . . . . . . . . . . . . . . . . 63
4.4.1. Simulation of IceTop tanks . . . . . . . . . . . . . . . . . . . 63
4.4.2. Simulation of DOMs and triggers . . . . . . . . . . . . . . . 64
4.4.3. Calibration of the simulated tanks . . . . . . . . . . . . . . . 65
4.5. Reweighting simulations to realistic fluxes . . . . . . . . . . . . . . 66
4.5.1. Individual primaries . . . . . . . . . . . . . . . . . . . . . . . 68
4.5.2. Two-component model . . . . . . . . . . . . . . . . . . . . . 68
4.5.3. Poly-gonato model . . . . . . . . . . . . . . . . . . . . . . . . 69
4.5.4. IceTop-IceCube coincident events . . . . . . . . . . . . . . . 71
4.5.5. Total flux in data analysis . . . . . . . . . . . . . . . . . . . . 71
4.6. Comparisons between simulated and experimental data . . . . . . 71
4.6.1. Measured quantities . . . . . . . . . . . . . . . . . . . . . . . 73
4.6.2. Reconstructed parameters . . . . . . . . . . . . . . . . . . . . 78
4.6.3. Likelihood values . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.7. Performance of the reconstruction . . . . . . . . . . . . . . . . . . . 83
5. Determination of the primary energy 87
5.1. General method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.2. Detector response . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.3. Unfolding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.3.1. Unfolding algorithm . . . . . . . . . . . . . . . . . . . . . . . 94
5.3.2. Termination criterion . . . . . . . . . . . . . . . . . . . . . . . 95
5.3.3. Error estimation . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.3.4. Verification of the unfolding procedure . . . . . . . . . . . . 97
5.3.5. Energy thresholds . . . . . . . . . . . . . . . . . . . . . . . . 99
viii
Contents
5.4. Correction for snow . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.5. Showers initiated by primary particles of different mass . . . . . . . 101
5.5.1. Shower size and energy resolution . . . . . . . . . . . . . . . 101
5.5.2. Effects on the unfolding result . . . . . . . . . . . . . . . . . 103
5.5.3. Slope parameter β . . . . . . . . . . . . . . . . . . . . . . . . 104
6. Systematic uncertainties 107
6.1. Environmental influence . . . . . . . . . . . . . . . . . . . . . . . . . 107
6.1.1. Snow height measurement . . . . . . . . . . . . . . . . . . . 107
6.1.2. Variations of the atmosphere . . . . . . . . . . . . . . . . . . 107
6.1.3. Atmosphere model in simulation . . . . . . . . . . . . . . . . 110
6.2. Detector effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
6.2.1. Calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
6.2.2. Droop . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
6.2.3. PMT Saturation . . . . . . . . . . . . . . . . . . . . . . . . . . 113
6.3. Shower reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . 117
6.3.1. Reconstruction method . . . . . . . . . . . . . . . . . . . . . 117
6.3.2. Quality cuts . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
6.4. Different interaction models . . . . . . . . . . . . . . . . . . . . . . . 117
6.5. Unfolding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
6.5.1. Response matrix . . . . . . . . . . . . . . . . . . . . . . . . . 119
6.5.2. Unfolding method . . . . . . . . . . . . . . . . . . . . . . . . 120
6.6. Primary composition . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
6.7. Summary of systematic errors . . . . . . . . . . . . . . . . . . . . . . 121
7. The cosmic ray energy spectrum 125
8. Discussion and outlook 133
8.1. Comparison with other experiments . . . . . . . . . . . . . . . . . . 133
8.2. Comparison with previous IceTop results . . . . . . . . . . . . . . . 135
8.3. Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
9. Summary 139
A. The all-particle spectrum 141
B. Uncertainty of the detection efficiencies 143
Bibliography 145
List of figures 153




Cosmic rays are charged particles constantly hitting the Earth’s atmosphere from
outer space at a rate of several thousand particles per square meter and second.
Most of them are protons and light nuclei. Their energy spectrum is non-thermal
and extends over many orders of magnitude with a steeply falling flux. The
highest-energy cosmic rays have macroscopic energies of 1 Joule or more, many
orders of magnitude higher than what is achieved by the most powerful man-
made accelerators.
Cosmic rays have first been discovered in 1912 by the Austrian physicist Viktor
Hess. He found out that the rate of ionization, which was attributed to natural
radioactivity at ground level, increased during ascends with balloon and con-
cluded that there had to be some ionizing radiation coming from outer space. The
effects of cosmic rays, however, have already been observed thousands of years
ago: auroras are fluorescent light emitted by nitrogen atoms excited by incident
cosmic rays.
Since their discovery, cosmic rays have triggered various researches. Before
the advent of modern particle accelerators they were the only source of high-
energy particles. Anderson for example discovered the positron when studying
the nature of cosmic rays. Furthermore, cosmic ray interactions in the upper
atmosphere are the main source of radioactive 14C atoms. Assuming that the
flux of cosmic rays has been constant over time, the abundance of this isotope in
organic material can be used to date archaeological artifacts using the method of
radiocarbon dating.
One of the greatest problems in modern physics is the search for the origin of
cosmic rays: which objects in space can accelerate particles to such enormous
energies and what is the mechanism driving the acceleration? In the last few
decades the field of astroparticle physics has developed with the goal of answering
these questions. One of the main problems in the study of cosmic rays is that they
are charged particles, which are deflected in cosmic magnetic fields, and thus
unlike light do not point back to their origin. Instead, their arrival directions are
isotropic to a high degree (apart from the very highest energy particles, which
might show some anisotropy).
Methods to search for sources of cosmic rays include TeV γ-ray astronomy
and the search for high energy cosmic neutrinos. Measurements of cosmic rays
concentrate on the determination of the energy spectrum and mass composition.
There are various theoretical models to describe acceleration and propagation
of cosmic rays, which differ in their predictions of the spectrum and chemical
composition of cosmic rays. Up to EeV energies the majority of cosmic rays is
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considered to originate within our galaxy, but a transition to extragalactic cosmic
rays could already start at lower energies. This make the energy range between
1 PeV and 1 EeV a particularly interesting field of study.
In this thesis a measurement of the cosmic ray energy spectrum between 1 PeV
and 100 PeV was performed. In the introductory chapter, an overview over the
phenomenology of charged cosmic rays and the air showers they initiate will be
given. In Chapter 2 the IceCube Neutrino Observatory will be introduced with a
focus on its surface component, IceTop, on which this work is based. The recon-
struction of air shower properties from the measured signals will be the topic of
Chapter 3. Since air showers are complex processes, Monte Carlo simulations are
needed to relate reconstructed air shower characteristics to physical parameters
of the primary particles. These simulations will be detailed in Chapter 4. An
unfolding method described in Chapter 5 was then used to determine the cosmic
ray energy spectrum from the measured data. In Chapter 6, systematic uncertain-
ties will be studied and the results are presented in Chapter 7. Chapters 8 and 9
finally contain a discussion of the results in the context of the IceTop experiment
and a summary of the work described in this thesis.
2
1. Cosmic rays and air showers
Since the discovery of cosmic rays by Victor Hess (1912) and the proof of the exis-
tence of air showers by Kohlhörster (Kohlhörster et al., 1938) and by Auger (Auger
et al., 1939) many experiments have been conducted in order to determine their
nature and origin. While the origin of cosmic rays remains speculative, we al-
ready have some knowledge on the nature of cosmic rays. The main questions
cosmic ray physics are trying to answer concern the sources of cosmic rays, their
source of power, and the actual mechanism accelerating the particles to energies
exceeding 1020 eV.
In this chapter, a brief overview on the current knowledge about cosmic rays is
given, mostly based on the books by Perkins (2003) and Gaisser (1990).
1.1. Energy spectrum and chemical composition
Up to energies of several 100 TeV, cosmic rays can be measured directly by satel-
lite or balloon-borne experiments (see e. g. Furukawa et al., 2003; Asakimori et al.,
1998) allowing a quite precise determination of their energy and mass on an
event-by-event basis. At higher energies, fluxes are too low for such experi-
ments and instead ground based detectors are used. Since Earth’s atmosphere
with a total depth of 1040 g/cm2 corresponds to roughly 12 hadronic interaction
lengths (Nakamura et al., 2010), it is not transparent to cosmic rays. Thus, high
energy particles initiate a cascade of particles called air shower that can reach the
ground if the energy of the primary particle is high enough. Since such cascades
can extend over a large area and because it is sufficient to sample a small part of
the cascade, the effective area of a ground based air shower detector can be much
larger than the actual detector area. The disadvantage of these experiments is that
they rely on modeling of the particle cascade in the atmosphere. Furthermore,
direct particle identification is not possible, and in the best case only primary mass




ni ln Ai, (1.1)
where the sum runs over N particle species i, ni is the relative abundance of
species i, and Ai is its nuclear mass number.
A current compilation of results on the all-particle cosmic ray energy spectrum
3
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Figure 1.1.: Compilation of measurements of the energy spectrum of cosmic rays,
from Nakamura et al. (2010). The flux has been weighted with E2.7
to enhance features of the spectrum. The gray band at low energies
indicates the range of direct measurements.
Figure 1.2.: Compilation of measurements of the chemical composition of cosmic
rays, from Blümer et al. (2009).
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with only few features. Therefore, cosmic rays have to be of non-thermal origin.
The spectral index is γ ≈ −2.7 up to the “knee” at about 4 PeV where it steepens
to γ ≈ −3.1. At the “ankle” around 1018.5 eV the spectrum flattens again, before
data are consistent with a cut-off at about 5 × 1019 eV, which is often associated
with the GZK effect (Greisen, 1966; Zatsepin and Kuz’min, 1966). This effect
predicts a cut-off of the cosmic ray energy spectrum at the threshold energy for
the production of ∆ resonances of protons with cosmic microwave background
photons,
p+ γCMB → ∆+ → p/n+ pi0/+. (1.3)
At energies below 100 TeV cosmic rays mostly consist of protons and light
nuclei with a small admixture of heavier nuclei. Only about 2% of all cosmic rays
are electrons or positrons with energies below the TeV range. Above the knee
composition begins to change getting heavier, see Fig. 1.2. Although systematic
uncertainties are large, most experiments show that light elements cut off at
energies of a few PeV while heavier elements persist up to more than 100 PeV.
Recent experiments have revealed more structure in the all-particle spectrum in
this energy range (e.g. Garyaka et al., 2008; Arteaga-Velázquez et al., 2010) and
KASCADE-Grande has shown evidence for a “second knee” (Arteaga-Velázquez
et al., 2010).
In the EeV energy range measurements from HiRes and Auger disagree on the
composition. While the HiRes results (Abbasi et al., 2005) indicate that the compo-
sition becomes lighter toward higher energies, Auger observes a composition that
becomes heavier again above 2 × 1018 eV (Abraham et al., 2010). Measurements
of the composition in this energy range are important to discern different possible
explanations of the ankle feature.
1.2. Sources, acceleration and propagation to Earth
Apart from particles up to a few GeV of energy which are associated with solar
flares, the origin of cosmic rays is outside the solar system but otherwise generally
unknown. Cosmic rays up to PeV energies, however, are considered to originate
inside our galaxy, while cosmic rays of the highest energies are assumed to origi-
nate mainly outside our galaxy, accelerated for example in Active Galactic Nuclei
or Gamma Ray Bursts.
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1.2.1. Fermi acceleration
The underlying mechanism of acceleration in most source models is diffusive
shock acceleration, also called first order Fermi acceleration.
In 1949 Fermi proposed a stochastic mechanism where particles gain energy in
collisions with randomly moving magnetized clouds:
E1 = (1+ ξ)E0. (1.4)
The energy gain ξcloud in this case is proportional to the square of the velocity of
the supersonic (but sub-relativistic) velocity βc of the cloud, ξcloud ∼ β2.
A more efficient acceleration is achieved, if it occurs at shock fronts such as
those created by a supernova explosion. All collisions of the highly relativistic
particles with the sub-relativistically moving gas on the other side of the shock
front are head on. The reason is that in the case of a shock front a reference frame
exists in which the gas in front of and behind the shock converge (Reynolds, 2008).
After a particle crosses the shock front it undergoes multiple elastic reflections on
turbulent magnetic fields before crossing the shock front again. The average en-
ergy gain in these collisions is proportional to the velocity of the shock, ξshock ∼ β.
Therefore, this mechanism is called first order Fermi acceleration.
After N collisions a particle has the mean energy
EN = (1+ ξ)NE0. (1.5)
Given the probability P that the particle remains in the acceleration region for
further acceleration, this leads to a power law energy spectrum,
N(E)dE = Eln(P)/ ln(1+ξ)−1dE = E−(s+1)dE. (1.6)
For shock-wave acceleration, it turns out that typically s ≈ 1.1, so that the index of
the differential spectrum of the source is γ ≈ 2.1. The steeper observed spectrum
with γ = 2.7 could be explained by a rigidity dependent escape probability 1− P,
which is in fact supported by measurements of abundances of different nuclei.





with the particle momentum p and charge Ze. An alternative explanation could
be interactions of cosmic rays with the interstellar medium during propagation.
1.2.2. Sources
Cosmic rays of energies above a few GeV originate outside our solar system, but
there are indications from gamma ray measurements that their origin lies within
our galaxy.
Shock waves of supernova remnants (SNR) have been discussed since a long
6
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time as candidates for galactic sources of cosmic rays. If cosmic rays have a
characteristic residence time in the galaxy of 107 years (which is indicated by
some measurements, see next subsection), the power output by supernovae in
the galaxy would large enough to account for the cosmic ray energy density
ρE ≈ 1 eV/cm3. Only a few percent of their total power output would need to be
converted to cosmic rays. Furthermore, Fermi acceleration at the supernova shock
front is a very efficient energy converter that can yield the observed spectrum.
The maximum energy to which particles can be accelerated in SNR is deter-
mined by the strength of the shock, the magnetic field B present in the medium
surrounding the shock front, and the time TA for which acceleration is efficient:
Emax ∼ Ze B u1 TA, (1.8)
where u1 is the velocity of the shock front and Ze is the charge of the particle
being accelerated. The magnetic field strength determines the time it takes to
deflect a particle back after it has crossed the shock front. Due to its expansion,
the acceleration efficiency of an SNR decreases. Maximum energies are obtained
significantly before the shock front has swept up its own mass. Gaisser (1990)
concludes that this leads to maximum energies of the order of 100 TeV. However,
recent simulations show that interactions between the particles being accelerated
and the surrounding medium can amplify magnetic fields allowing for maximum
energies in the knee region (Hillas, 2006). Figure 1.3 shows an X-ray image of Ty-
cho’s SNR. The thin outer layer of synchrotron radiation indicates that relativistic
electrons gain energy in a small region around the shock front (Hillas, 2006).
Thus, one can assume that galactic accelerators are able to produce cosmic ray
protons with energies up to several PeV and iron nuclei of O(100 PeV). Even
though rapidly spinning young neutron stars could be thought of as accelerating
particles to the highest energies observed, astrophysical sources of cosmic rays
with even higher energies inside our galaxy are disfavored (Blümer et al., 2009):
• It would be hard to explain the apparent isotropy of cosmic rays to energies
beyond 1019 eV.
• In the galactic magnetic field of typically B = 3 · 10−10 T, protons of E =
1020 eV have a gyroradius of ρ ≈ 30 kpc, which corresponds to the diame-
ter of our galaxy. The galactic magnetic field would thus be incapable of
containing such particles, at least if they have a low charge. These particles
thus escape from the galaxy on much shorter time scales than lower energy
particles.
Active galactic nuclei (AGN) are particularly bright galaxy cores believed to con-
sist of a super-heavy black hole accreting mass. Accretion is a very efficient
mechanism to convert gravitational energy to radiation which leads to the ex-
traordinary brightness of AGN. Together with the fact that their radiation spectra
are non-thermal, this makes them very good candidates for the acceleration of cos-
mic rays to the highest energies. Many AGN like the core of galaxy M87, shown
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Figure 1.3.: Left: CHANDRA image of Tycho’s SNR (Warren et al., 2005). The thin
outer layer of strong synchrotron radiation suggests that relativistic
electrons are being accelerated in this region. Right: Hubble image
of the galaxy M87 and its huge jet (from http://hubblesite.org/
gallery/album/pr2000020a/).
in Fig. 1.3, emit a huge jet. Shock waves in these jets are potential accelerators and
therefore particularly interesting for cosmic ray physics.
Several experimental efforts are being undertaken in order to test their role as
cosmic ray sources:
• in γ-ray astronomy, precise measurements of the spectral shape can help
distinguishing leptonic from hadronic models;
• a neutrino signal from an AGN would be a clear evidence for the acceleration
of hadrons;
• at the very highest energies, the reach of cosmic ray protons is limited by
the GZK effect, while at the same time their deflection due to magnetic
fields is relatively small so that point sources could be identifiable. Auger
reported evidence for a correlation of ultra high energy cosmic rays with
nearby AGN (Abraham et al., 2007).
1.2.3. Propagation in the galaxy
After their acceleration, cosmic rays spend O(107) years in the galaxy, on aver-
age traversing some 5 to 10 g/cm2 equivalent of hydrogen. They are scattered
by more or less random magnetic fields, which is the reason for their appar-
ently isotropic arrival directions. In this section our current understanding of
8
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cosmic ray propagation in the galaxy will be summarized, based on the review
by Strong et al. (2007).
For a particular particle species, propagation in the galaxy can be described by
a propagation equation of the general form:
∂ψ(r, p, t)
∂t






















where ψ(r, p, t) is the cosmic-ray density per unit of particle momentum p at
position r at time t. Furthermore,
• q(r, p, t) is the source term, including primary sources, as well as spallation
and decay contributions;
• Dxx is the spatial diffusion coefficient;
• V is the convection velocity;
• Dpp is the diffusion coefficient in momentum space;
• and τ f and τr are the time scales for losses by fragmentation and radioactive
decay.
Many observation can be described by simplified leaky-box models, where cos-
mic rays are assumed to stream freely inside the galaxy leaking out of it when
they reach the boundaries. Diffusion and convection are replaced by a leakage
term and an associated characteristic time. Energy gains and losses can often
be neglected, assuming that the same energy per nucleon is kept in fragmenta-
tion processes (Gaisser, 1990). However, when interpreting results obtained with
this kind of description, care must to be taken converting numerical results to
physically meaningful quantities.
Magnetic fields play a crucial role in cosmic-ray propagation. Their strength
and orientation can be probed remotely using radio polarization measurements
especially of pulsars and the Zeeman effect at optical wavelengths. Zeeman split-
ting and Faraday rotation (change of the polarization vector of linearly polarized
electromagnetic waves) are sensitive to the magnetic field component along the
line of sight, whereas polarimetry of starlight or dust and synchrotron radiation
are more sensitive to the perpendicular component. Furthermore, Faraday rota-
tion is wavelength dependent so that the original polarization does not have to
be known if the distance of the emitter can be determined. The galactic magnetic
field has a strength of roughly 3µG parallel to the spiral arms, but with large
fluctuations (Han and Wielebinski, 2002).
Diffusion of cosmic rays results from particle scattering on random magne-
tohydrodynamic waves, which arise from perturbations of magnetized plasmas
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(e. g. caused by streaming cosmic rays). At cosmic ray energies of 1 GeV per nu-
cleon, typical values of the diffusion coefficient of Dxx ∼ O(1028 cm2/s), increasing
with magnetic rigidity, are found. Additionally, convection of cosmic rays could
occur and galactic winds, which are observed in many galaxies, suggest that con-
vective or advective transport may be important (Strong et al., 2007). However, in
our own galaxy, galactic winds seem to be confined to the galactic center region,
and it is unclear whether they play a significant role in cosmic-ray transport. Fur-
thermore, if cosmic rays scatter on random magnetic fields, stochastic acceleration
as in second order Fermi acceleration can occur during propagation. This is also
referred to as re-acceleration.
Most experimental input to the modeling of cosmic-ray propagation comes
via observations of secondary cosmic rays. Secondary cosmic rays are nuclei
that are produced as spallation products during propagation of primary particles
which are accelerated at the source (Gaisser, 1990). Secondary cosmic rays can
be measured by comparing the abundance of isotopes in cosmic rays to their
abundance as end products of stellar nucleosynthesis. Most interesting are those
nuclei that are practically missing from stellar matter but much more abundant
in cosmic rays. Separation of individual nuclei or even isotopes is only possible
in direct measurements and can therefore only be done at low energies compared
to the knee where fluxes are large enough.
The cosmic-ray boron-to-carbon (B/C) ratio is a frequently used reference ratio,
because boron only occurs as secondary cosmic rays. The grammage traversed by
cosmic rays can be inferred from the measured B/C ratio because carbon, nitrogen,
and oxygen are the main progenitors of boron and the production cross-sections
are known.
Unstable secondary cosmic ray isotopes (most importantly 10Be) on the other
hand, act as radioactive clocks. The time cosmic rays spend inside the galaxy
before observation can be inferred from their abundance. Combined with data
from stable secondary cosmic rays, one can conclude that cosmic rays are not
confined to the galactic disk, but also fill a galactic halo with a height of about 4 kpc.
Furthermore, K-capture is suppressed after acceleration because the nuclei are
stripped of their electrons. Thus, the decay of isotopes that only decay through K-
capture is only possible before acceleration. From the abundance of such nuclei in
cosmic rays, which are produced in explosive nucleosynthesis (such as 59Ni), the
delay between synthesis and acceleration can be estimated to be ≥ 105 years. This
supports models in which supernovae accelerate existing interstellar material,
rather than their own ejecta.
1.3. Cosmic rays at the knee and above
Up to PeV energies the cosmic ray energy spectrum follows a rather smooth power
law. At 4 PeV the spectral index steepens from γ ≈ −2.7 to γ ≈ −3.1. This feature
is called the “knee” and was first observed by Kulikov and Khristiansen (1959).
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Understanding its origin is widely believed to be crucial in order to understand
the origin of cosmic rays. The review by Hörandel (2004) gives a good overview
of experimental results and theoretical models of the knee region.
The various models can (in principle) be distinguished with the help of mea-
surements of the all-particle energy spectrum and the chemical composition of
cosmic rays in the knee region and above. Unfortunately, fluxes are too low to be
measured directly with current balloon or satellite-borne experiments. Indirect
measurements at ground level have so far been unable to effectively discriminate
between models.
Hörandel divides the theoretical models of the origin of the knee into four
categories:
1. the origin of the knee is attributed to the acceleration process;
2. the knee is connected with leakage of cosmic rays from the galaxy;
3. interaction of cosmic rays with background particles are considered as origin
for the knee;
4. the knee is not of astrophysical origin, but caused by a new type of interaction
in air showers.
In the following a short summary of models in the four categories will be given.
1.3.1. Cosmic-ray acceleration
As described in subsection 1.2.2, acceleration in SNR shock fronts has a maxi-
mum energy for protons potentially in the knee region. Furthermore, according
to Eq. (1.8), this energy limit increases with nuclear charge, possibly allowing
for maximum energies of iron nuclei of O(100 PeV). Thus, if the knee is due
to the maximum energy of supernova shock acceleration a knee with increasing
energy ∝ Z should be found for individual particle species. Additionally, heavy
elements are accelerated more efficiently and thus will have a harder spectrum.
This would lead to an increasing mean logarithmic mass, 〈ln A〉 (see Eq. 1.1).
Such a scenario was first considered by Peters (1959, 1961), and is therefore also
referred to as ‘Peters Cycle’.
There are several variations of SNR shock modeling, including models where
the magnetic fields are not parallel to the direction of the shock front expansion and
models that consider acceleration by a variety of different flavors of supernovae.
A model by Stanev et al. (1993) considers two different galactic sources with
different cutoff energies to describe the knee. The spectrum at energies above
100 PeV is described by introducing an additional extra-galactic component. A
specific feature of the model is the relatively sharp knee, which was observed by
early experiments like MSU and Akeno (Hörandel, 2004).
Erlykin and Wolfendale (2001) proposed a model in which, in addition to a
background caused by many undefined sources, the structure around the knee
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is caused by a recent and nearby supernova explosion. Main characteristic of
their model is that the spectrum in the energy range above the knee cannot be
described by a smooth power law. Recently observed structures in the spectrum
in this energy range probably support this hypothesis.
All these models have in common that the position of the knee of individual
components increases with nuclear charge Z and the mean logarithmic mass
increases with energy. Around 100 PeV, iron should be the dominant component
of cosmic rays. The phenomenological poly-gonato model (Hörandel, 2003) even
predicts a considerable contribution from heavier nuclei up to uranium.
1.3.2. Leakage of cosmic rays from the galaxy
The second class of models attributes the knee to leakage of cosmic rays from the
galaxy, differing in their description of propagation and leakage.
A basic assumption made by several models is that the galactic magnetic field
can be described by a regular global field and a random component. It has been
shown that at low energies propagation of cosmic rays could be dominated by
diffusion in the random magnetic fields, while at high energies, drift in the global
magnetic field could become dominant. This transition could be the origin of
the cosmic ray knee, even if the source spectra are completely featureless power
laws. Since diffusion and drift in magnetic fields depend on rigidity, the position
of the knee for each primary particle species would be proportional to Z in such a
scenario. Several variations of this basic idea exist, making different assumptions
about the structure of magnetic fields inside the galaxy.
A model by Swordy (1995) uses power law input spectra with a rigidity de-
pendent cutoff and combines it with cosmic-ray propagation using a Leaky Box
model. Thus, in this model, the origin of the knee is assumed to be the acceleration
mechanism, but its exact shape is determined by rigidity dependent leakage from
the galaxy.
1.3.3. Interaction with background particles
Hörandel (2004) lists two classes of models attributing the knee to interactions
of cosmic rays with background particles: photo-disintegration and interactions
with background neutrinos.
Both, soft photons and optical and UV photon fields around compact galactic
objects have been investigated based on an idea by Hillas (1979). The knee is then
described as a combined effect of leakage of protons and photo-disintegration of
heavier primaries, as well as energy losses due to pion photo-production depend-
ing on the energy of the photon field. In these models, 〈ln A〉 first increases due
to the increase of the onset of photo-disintegration with mass before secondary
protons become dominant around 1017 eV.
Another model connects the origin of the knee with interactions of cosmic
12
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rays with background neutrinos. The authors argue that the density of standard
model neutrinos predicted by Big Bang cosmology is strongly increased due
to gravitational clustering inside galaxies. Cosmic rays then lose energy via
p+ ν→ ν+∆ and∆→ p+pi above a threshold of Ep = 3 PeV assuming a neutrino
mass of mν = 100 eV. Other candidates for such a process are hypothetical dark
matter particles.
1.3.4. Particle physics
Kazanas and Nicolaidis (2001) investigate the possibility that a new particle
physics process could be the origin of the knee. This process, which sets in
above a certain threshold energy, transfers energy to a particle not detected by air
shower experiments. This would lead to an underestimation of the primary en-
ergy by air shower experiments. In their article, Kazanas and Nicolaidis describe
the proton-proton cross-section as a combination of a constant term to describe
standard model processes and an additional part describing the new process
above the threshold energy. The knee position of individual primaries in such a
model would increase with primary mass since a certain minimum energy per
nucleon is required for the new physics process to set in.
However, such a description is already severely limited by Tevatron data (Dixit
et al., 2010). On the other hand, the authors also point out that at high energies,
pp interactions may not be cleanly separable into a standard model and a “new
physics” part, but that in every collision a certain amount of energy is lost due
to new processes. In such a scenario the total cross section would not need to
change drastically in order to explain the knee. Even at the LHC, a measurement
of the total pp cross section alone could not rule out such a scenario. Instead, a
direct search for missing energy would be required.
1.3.5. Combinations of effects
Most models described in the literature deal with individual aspects of cosmic-ray
physics to explain the origin of the knee: acceleration, propagation, or interactions.
It is very likely that the knee is in fact caused by a combination of different effects,
but current experiments do not constrain possible scenarios very strongly. Given
the weak experimental boundaries, Hörandel (2004) concludes that “acceleration
in supernova remnants and diffusive propagation through the Galaxy seem to be
very attractive models to understand the origin of the knee.”
1.4. Air showers
When a cosmic-ray particle hits the Earth’s atmosphere, it initiates a cascade
of particles, which can reach the ground if the primary energy is high enough.
13
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Figure 1.4.: Depth of the first interaction of simulated vertical 1 PeV proton and
iron showers (40 events each).
The atmosphere, thus, acts as a large calorimeter. Its density profile can be
approximately described by the barometric formula:
ρ(h) ≈ ρ0e−h/h0 , (1.10)
with ρ0 ≈ 1.225 kg/m3 and the scale height h0 ≈ 8.4 km. A very detailed account
of processes in an air shower is given by Anchordoqui et al. (2004) and this section
mostly follows their review article.




ρ(z)dz = ρ0h0 e−h/h0 , (1.11)
which leads to a total overburden at sea level of X0 = 1040 g/cm2. The ac-
tual slant depth traversed by an air shower, which is the relevant quantity
for particle interactions, increases with zenith angle as X = Xv/ cos(θ) up to
zenith angles of θ ≈ 70◦ (above that, the curvature of the atmosphere needs
to be taken into account). Assuming a mean free path length of protons in air
of λI ≈ 90 g/cm2 (Nakamura et al., 2010), Eq. (1.11) leads to a height of the first
interaction, h1, of
Xv(h1) = λI ⇔ h1 ≈ 20.5 km. (1.12)
The altitude of the first interaction increases with primary mass because of the
increasing cross section. This is illustrated in Fig. 1.4, where the depth of the first
interaction of simulated vertical 1 PeV proton and iron showers is shown.
The interaction of a high-energy cosmic-ray nucleus of mass number A and
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energy E0 with the atmosphere can be described as interactions of A independent
nucleons with energy E0/A because nuclear binding energies are small compared
to the energy transfer in such an inelastic scattering. Despite the fact that this
superposition model is only a simple approximation, it can be used to explain
many general properties of an air shower (Gaisser, 1990).
Figure 1.5.: Sketch of the de-
velopment of an air shower,
adapted from Kolanoski (2010).
The secondary particles that are created in
the hadronic cascade (see Fig. 1.5) that devel-
ops in the atmosphere can be classified in three
categories:
• a soft electromagnetic component;
• a hard muon component;
• and a hadronic component.
The hadronic component of an air shower
consists mainly of pions, neutrons and protons.
High energy hadrons (mostly pions) form the
shower core with a radius of ∼ 30 m, whereas
hadrons of lower energies (mostly neutrons)
have a very wide lateral distribution. This can
be seen in Fig. 1.6 where the lateral distribu-
tions of different groups of particles in one sin-
gle vertical 10 PeV proton shower are shown.
Of course, in order to derive more quantitative
numerical results, several showers would need
to be simulated, but Figures 1.6 and 1.7 only
serve to illustrate some general features of air
showers.
The hadronic core constantly feeds the soft
electromagnetic component of an air shower
through the decay of neutral pions to two pho-
tons:
pi0 → γγ. (1.13)
Since pi0 have a very short lifetime of 8.4 · 10−17 s (Nakamura et al., 2010) they
almost always decay which makes the energy transfer from the hadronic to the
electromagnetic component of an air shower very efficient. In fact, about one
third of the hadronic energy is transferred to electromagnetic component in every
hadronic interaction length λI (Gaisser, 1990). The photons produced in this way
initiate electromagnetic sub-showers through e+e− pair production. This makes
photons the most abundant particles in an air shower, followed by electrons and
positron, which can be seen in Figures 1.6 and 1.7.
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Figure 1.6.: Lateral distribution of different groups of secondary particles at the al-
titude of IceTop (2835 m) in a simulated vertical 10 PeV proton shower.
While more detailed numerical results would require simulation of
many air showers, this graph can serve to illustrate some basic prop-
erties of particle lateral distributions. The energy spectra of secondary
particles are shown in Fig. 1.7.
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Figure 1.7.: Energy spectra of different groups of secondary particles in a simu-
lated vertical 10 PeV proton shower at the altitude of IceTop (2835 m).
The lateral distributions of particles are shown in Fig. 1.6.
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Muons in air showers are mostly produced in the decay of charged kaons and
pions,
K±,pi± → µ± + (—)ν µ. (1.14)
Together with neutrinos they form the hard component of an air shower because
they penetrate very deeply.
Muons of TeV energies are produced in the first few interactions, and are able
to reach depths of more than 1 km w.e. (kilometers water equivalent). Due to
the relatively long mean lifetime of charged pions of 2.6 · 10−8 s (Nakamura et al.,
2010), muon production at high altitudes is governed by the interplay of the
decay of high-energy charged pions and their interaction. Since heavier primary
nuclei interact at higher altitudes, the mean free path of pions is longer (due to
the lower air density) than at lower altitudes. This increases the probability that
a pion decays instead of interacting, which leads to an increasing number of high
energy muons with increasing primary mass. On the other hand, those high-
energy mesons that interact will produce further secondary mesons forming the
hadronic core of the air shower. The number of muons above a certain energy
can be parametrized by the Elbert formula, and scales with the primary mass
as (Gaisser, 1990):
Nµ(> Eµ) ∝ A0.243. (1.15)
High energy muons form a strongly collimated muon bundle.
Lower energy muons, on the other hand, are produced much deeper in the
atmosphere by low-energy charged pions (E . 100 GeV), which almost always
decay. Since muons are relatively unaffected by multiple scattering, their lateral
distribution is governed by the lateral and angular spread of the parent pions.
Furthermore, muons do not multiply as the electromagnetic component of an
air shower, which leads to relatively low total numbers. Based on theoretical
calculations, Gaisser (1990) gives a moderate primary mass dependence of the
number of low-energy muons:
Nµ(Eµ > 1 GeV) ∝ A1−pµ (1.16)
with pµ ≈ 0.86 obtained from Monte Carlo simulations. Unlike other components
of an air shower, the energy spectrum of muons peaks at relatively high energies
of more than 1 GeV, as seen in Fig. 1.7.
The longitudinal development of the number of electrons Ne in an air shower











, X ≥ X1, (1.17)
where X is the slant depth, X1 is the slant depth of the first interaction, Xmax
is the depth shower maximum, Ne,max is the electron number at this depth,
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Figure 1.8.: Longitudinal development of simulated vertical proton and iron
showers with primary energies of 1 PeV (top) and 10 PeV (bottom).
Shown is the number of charges particles as a function of slant depth.
The upper horizontal axis gives the corresponding altitude in kilome-
ters. In each case several showers were simulated and the error bars
give the spread of the longitudinal profiles. The solid lines are fits of
the Gaisser-Hillas profile (1.17). The vertical lines indicate the slant
depth of the IceTop array (which is at an altitude of 2835 m) for three
different angles of incidence.
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and λ ≈ 70 g/cm2 is an effective radiation length. As seen in Fig. 1.8, shower
development can be described by three phases: the growth phase during which
the particle number increases; the shower maximum; and the tail, where particles
lose energy due to ionization losses and are eventually absorbed or decay.
Iron showers develop faster than proton initiated showers, which have their
shower maximum deeper in the atmosphere. Furthermore, fluctuations of the
overall shower development, which are mostly caused by variations of the altitude
of first interaction, are smaller for heavier primaries. These differences can be
understood in the framework of the superposition model by the fact that to first
approximation a primary particle of mass A initiates A independent air showers of
primary energy E0/A, leading to approximately Xmax ∝ ln(E0/A). This increased
initial particle multiplicity reduces the fluctuations of shower development.
The vertical lines in Fig. 1.8 indicate the slant depth traversed by air showers
with different zenith angles before reaching the IceTop detector (introduced in
Chapter 2), which is located at an altitude of 2835 m. Effectively, measuring
the particle numbers in air showers of different zenith angles corresponds to
measurements at different altitudes. Since the shower maximum of air showers
with primary energies Ep . 100 PeV is above the altitude of IceTop, inclined
showers are attenuated by the atmosphere. This attenuation depends on primary
mass, which will be discussed in more detail in Section 5.5.
The lateral distribution of secondary particles in air showers (see Fig. 1.6) is due
to Coulomb scattering of charged particles off nuclei in the atmosphere. Kamata
and Nishimura (1958) and later Greisen (1960) give a theoretical description of
the lateral distribution of charged particles in an electromagnetic shower, known














where Ne is the total number of electrons, rM is the Molière radius (which has a
value of rM ≈ 105 m at an altitude of 3 km), and
C =
Γ(4.5− sNKG)









characterizes the stage of shower development in terms of the slant depth in
radiation lengths x0, t = X/x0, with the primary energy E0 and the critical energy
ε0 below which particles no longer multiply but are absorbed. It is called the “age
parameter”. While this formula was derived for electromagnetic showers, it can
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where ξ is a floating parameter to describe differences between the theoretical
model of an electromagnetic shower and a hadronic shower. Experiments which
sample the lateral density distribution of charged particles at discrete distances
can determine the total number of charged particles in a shower from a fit of the
NKG function (1.18) to the measured data. It should be noted that, while the
electromagnetic component of an air shower is most abundant, its lateral density
distribution falls more steeply than that of hadrons and muons. This leads to an
enhancement of the relative abundance of hadrons and muons in the periphery
of an air shower (see Fig. 1.6).
1.5. Air shower detection techniques
Since fluxes are too low, all experiments measuring cosmic rays in the knee region
and beyond employ ground based detectors. The most commonly used tech-
niques and some recent experiments will be summarized in this section, which is
based on the review by Blümer et al. (2009).
1.5.1. Ground based particle detectors
The classic tool to detect extensive air showers are arrays of scintillators, which
detect charged secondary particles at ground level. Most signals are created by
electrons and positrons, and a few converted photons. Due to the large number of
particles in an air shower, sparse arrays covering only a small fraction of the area
are sufficient. From the lateral distribution of the density of charged particles,
which can be fit for example with the NKG function (1.18), the location of the
shower core, and the total number of charged particles in the shower can be
determined. Using Monte Carlo simulations of air showers, the primary energy
can be inferred from these quantities. The direction of the shower can be inferred
from a measurement of the signal times.
In a similar fashion, secondary particles at ground level can be detected by
arrays of water Cherenkov detectors. These consist of water or ice filled tanks,
which detect the Cherenkov light emitted by relativistic charged particles travers-
ing the detector medium. Because these detectors are relatively thick with a height
of typically ∼1 m (compared to a few centimeters in the case of scintillators), they
can efficiently detect inclined or even horizontal air showers, leading to a larger
acceptance than in the case of scintillator arrays. Additionally, the conversion
probability of photons is increased so that photons, which constitute the majority
of particles in an air shower, are detected more efficiently. More details will be
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given in Chapter 2, where the IceTop detector is described, which makes use of
this technique.
Often, such arrays are combined with additional particle detectors that are
covered with an absorber of several radiation lengths, in order to suppress the
electromagnetic component of air showers. Signals in these detectors are mostly
due to muons and the measurements can be used to determine the primary mass,
as discussed in the previous section. Alternatively, deep underground detectors
can be used to measure high-energy muons, as in the combination of EAS-TOP
and MACRO (Aglietta et al., 2004) or in the case of IceTop and IceCube (Ahrens
et al., 2001).
1.5.2. Cherenkov and fluorescence light detection
Since an air shower consists of highly relativistic charged particles, about one
third of all particles in the shower, most of them electrons and positrons, emit
Cherenkov light in the forward direction. This light is emitted in a narrow cone,
due to the maximum Cherenkov angle of about 1.3◦ at sea level. There are two
kinds of detectors for Cherenkov radiation in the atmosphere.
Light integrating detectors are arrays of photomultiplier tubes facing upward to
measure the lateral distribution of Cherenkov photons emitted by an air shower.
This technique was pioneered by the AIROBICC experiment on La Palma. From a
parametrization of the lateral distribution of Cherenkov light the primary energy
and the shower age can be inferred. The latter allows to determine the primary
mass.
The other method uses imaging telescopes to map the development of the
shower by not only counting the number of Cherenkov photons arriving at the
detector but also registering their arrival direction. This technique is most com-
monly used in TeV γ-ray astronomy, which will not be covered in this thesis.
A different approach uses imaging telescopes to measure the fluorescence light
emitted by nitrogen atoms in the atmosphere. Nitrogen atoms in the atmosphere
are excited by passing relativistic charged particles. In contrast to Cherenkov light,
fluorescence light is emitted isotropically, allowing observation of the shower
from the side from long distances Thus, a measurement of the longitudinal de-
velopment of air showers above primary energies of 1017 eV is possible (at lower
energies the fluorescence light yield is too low). This allows a direct determi-
nation of the shower maximum Xmax and thus a determination of the primary
mass. Furthermore, the energy measurement is calorimetric because the com-
plete development of the air shower can be observed, albeit afflicted with a 15%
systematic uncertainty on the calibration of the fluorescence light yield.
The disadvantage of both Cherenkov and fluorescence light measurements is
that they can only be performed in clear moonless nights, which limits the duty
cycle to roughly 10%.
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1.5.3. Radio
Several mechanisms for the emission of radio-frequency electromagnetic radiation
from air showers have been predicted theoretically. Radio emission from air
showers has first been discovered experimentally in the 1960s. One possibility is
the emission of coherent Cherenkov light by electromagnetic cascades, also known
as the Askaryan effect. This is mostly effective in dense media. In the atmosphere,
radio frequency waves can also be emitted by charged particles being deflected
in the Earth’s magnetic field. This is known as the geosynchrotron effect.
Different experiments to measure air showers using radio-frequency electro-
magnetic waves are currently being planned or in the prototype phase, for exam-
ple at the site of the Pierre Auger Observatory (Blümer et al., 2009) or at the South
Pole (Abbasi et al., 2011b). The quantitative description of radio emission has
not yet been fully understood. Experimental difficulties include the triggering of
radio arrays (Schröder, 2010).
1.5.4. Some recent experiments
Most of the techniques described above are currently used by various experiments
to study cosmic rays in the energy range around the knee and above. In this
subsection, a selection of a few experiments will be described.
KASCADE-Grande
The KASCADE-Grande experiment (Apel et al., 2010a) is the successor of KAS-
CADE (KArlsruhe Shower Core and Array DEtector, Antoni et al., 2003), located
near Karlsruhe in the valley of the river Rhine in Germany at 110 m a.s.l. This
altitude corresponds to an average atmospheric depth of 1022 g/cm2. KASCADE
comprises 252 detector stations arranged on a square grid with 13 m spacing,
covering an area of 200 × 200 m2. Each station consists of a scintillator detector
to detect all charged particles and an additional detector shielded by 10 cm of
lead and 4 cm of iron to detect muons with a threshold of about 230 MeV. The
central detector of KASCADE contains a hadronic calorimeter and underground
muon detectors. In this part of the detector, muons can be measured at additional
thresholds of 490 MeV, 800 MeV and 2400 MeV.
KASCADE-Grande extends the original array with 37 additional scintillator
detector stations arranged on an irregular triangular grid with an average spacing
of 137 m on a total area of about 700×700 m2. In addition, eight scintillator stations
(Piccolo) are used as a fast trigger of KASCADE in case the shower core is in the
Grande area. KASCADE-Grande can reconstruct the shower core position with
an accuracy between 5 and 8 m and the direction with an accuracy of up to 0.8◦.
KASCADE-Grande also acts as a test bed for research and development of radio
air shower detection (LOPES, Apel et al., 2010b).
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IceTop and KASCADE-Grande have a similar detector spacing and size and
thus cover a similar range of primary energies. The main differences are the
altitude, detector technology and the detectable muon energies.
Tunka-133
The Tunka experiment (Antokhonov et al., 2010; Kuzmichev, 2011) is an air shower
array in the Tunka Valley near lake Baikal in Siberia, at an altitude of 675 m a.s.l.
Tunka is a light-integrating Cherenkov detector. In its current configuration it con-
sists of 133 upward facing PMTs contained in 50 cm diameter metallic cylinders.
The PMTs are arranged in 19 clusters which are arranged on a grid with 85 m
distance between the clusters covering roughly 1 km2. The light integrating
technique allows a good energy resolution of 15% and an angular resolution
of 0.1 to 0.3◦. A fit of the Cherenkov light lateral distribution allows the recon-
struction of the shower core with an accuracy of 10 m. Furthermore it is sensitive
to Xmax with an uncertainty between 20 and 25 g/cm2 allowing a measurement
of the primary composition.
GAMMA
GAMMA (Garyaka et al., 2008) is an air shower array located at Mount Aragats in
Armenia at an altitude of 3200 m a.s.l. It consists of 33 plastic scintillator detectors
at the surface, each with an area of 1 m2. They are arranged in five concentric
circles with radii between 20 and 100 m. In addition, a densely instrumented
“carpet” of 150 m2 of muon detectors is located below 2.3 kg/cm2 of concrete
and rock in an underground muon hall. The energy threshold for muons of this
installation is about 4 GeV. GAMMA determines zenith angles with an accuracy
of 1.5◦ and achieves an energy resolution of 10 to 15% and a core resolution of
about 1 m.
The basic detection principles of GAMMA are very similar to those of KAS-
CADE and the arrays are similar in size. The main difference is the altitude,
which in case of GAMMA is closer to that of IceTop.
Tibet-III
The Tibet air shower array is located at Yangbajing in Tibet, China, at an altitude
of 4300 m a.s.l. (Amenomori et al., 2008). In its third stage of extension, it consists
of 789 scintillator detectors, which are 3 cm thick and each have an area of 0.5 m2.
They are covered with a 5 mm layer of lead in order to increase the sensitivity
by converting photons in electromagnetic showers. In the main part of the array,
detectors have a spacing of 7.5 m covering an area of 36 900 m2. The 92 outer
detectors have a spacing of 15 m. The high altitude allows for a very low energy
threshold of only a few TeV. Above 100 TeV shower directions can be reconstructed
with an accuracy better than 0.2◦. The core resolution is 5 m and shower size
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reconstruction accuracy is 5%. Tibet-III covers the primary energy range from
1014 to 1017 eV.
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IceTop is an air shower array at the geographic South Pole and the surface com-
ponent of the IceCube Observatory (Achterberg et al., 2006) shown in Fig. 2.1.
It covers an area of 1 km2 above the cubic kilometer IceCube neutrino telescope
in the ice. Detector construction started in 2004 and was completed in Decem-
ber 2010.
2.1. IceCube and the IceTop air shower array
2.1.1. IceCube
The IceCube neutrino telescope uses roughly 1 km3 of instrumented volume deep
in the South Polar ice to detect charged particles via Cherenkov radiation. It con-
sists of 4680 light sensors called Digital Optical Modules (DOMs, see section 2.1.3)
on 78 strings between 1450 and 2450 m depth. The strings which each contain 60
DOMs are arranged on a triangular grid with a spacing of 125 m. Additionally,
the central part of IceCube is instrumented with eight additional strings (Schulz,
2010). The 60 DOMs on these strings have a smaller spacing than on the other
strings and are arranged at depths between 1760 and 2450 m with no modules be-
tween 1850 and 2100 m depth, where the optical properties of the ice are impaired
by a layer of dust (Ackermann et al., 2006). This densely instrumented part is
called DeepCore and has a significantly lower energy threshold than the rest of
IceCube.
The main objective of IceCube is the detection of high-energy cosmic neutrinos.
Neutrinos can be detected via the Cherenkov light produced by charged leptons
created in charged current neutrino interactions. Because the ice at the depth of
IceCube is very clear with absorption lengths of the order of 200 m, Cherenkov
light can be detected at large distances from the particle track.
Besides high energy cosmic neutrino searches, IceCube is also sensitive to vari-
ous kinds of new physics, such as magnetic monopoles, WIMPs, or Kaluza-Klein
Dark Matter (Anchordoqui and Montaruli, 2010).
2.1.2. IceTop
The surface component of IceCube is the IceTop air shower array. It consist of
81 detector stations covering an area of 1 km2 above the neutrino telescope in
the ice. The stations are mostly located close to IceCube strings, except for three
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Figure 2.1.: The IceCube Observatory. The black dots at the surface indicate the
locations of IceCube strings, and the locations of IceTop stations in-
stalled in 2007 are highlighted in red. The IceCube data acquisition
systems are located in the IceCube Lab in the center of the array at the
surface.
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Figure 2.2.: Locations of IceTop tanks and their year of deployment. IceTop sta-
tions are located next to IceCube string and consist of two tanks,
A and B. The irregularity of the array is due to practical reasons, be-
cause tank locations were constrained by surface cabling and IceCube
drilling operations.
stations located at the center of the array with a smaller spacing, in order to lower
the energy threshold. Each station consist of two ice filled tanks separated by
10 m to detect air shower particles using Cherenkov light created in the tanks’ ice.
Having two tanks per station makes air shower reconstruction more robust against
signal fluctuations and allows a measurement of these fluctuations (Kislat, 2007).
Figure 2.2 shows the locations of IceTop tanks and the year they were deployed.
IceTop is designed to detect air showers in the primary energy range between
about 500 TeV and 1 EeV (Ahrens et al., 2001). Because of the thickness of the
antarctic glacier, IceTop is located at an altitude of about 2835 m above sea level.
This corresponds to an average atmospheric depth of 695 g/cm2, which is close
to the shower maximum in the energy range of interest — for proton showers at
about 550 g/cm2 at 1 PeV to 720 g/cm2 at 1 EeV (Gaisser, 1990). Close to shower
maximum, shower density fluctuations are smaller than at other stages of shower
development. Furthermore, at shower maximum electromagnetic particles are
most abundant, whereas only TeV muons are able to reach the deep IceCube
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detector. Measuring coincident events in IceTop and IceCube, therefore, allows a
good separation of the electromagnetic and the muon component of an air shower.
The ratio of these two components is highly sensitive to primary mass (Gaisser,
1990) and thus allows a measurement of cosmic-ray composition.
The analysis presented in this thesis is based on data taken in 2007. At that time
IceTop consisted of 26 stations, highlighted in red in Fig. 2.1, with a fiducial area
of 0.218 km2.
Figure 2.3 is a schematic sketch of the components of an IceTop tank. A tank
has an inner radius of 91 cm and is filled with ice up to a height of 90 cm. In
the final configuration of IceTop with 81 stations covering an area of 1 km2, a
fraction of 4.4 · 10−4 of the fiducial area are thus covered with detectors. A tank
is equipped with two Digital Optical Modules to detect Cherenkov light emitted
by charged particles in the ice. The two DOMs are placed at the top of the
ice facing downward, separated by 58 cm. The photomultiplier tubes inside the
DOMs are operated at two different gains, in 2007 at 5 · 106 (high-gain DOMs)
and 5 · 105 (low-gain DOMs1), to enhance the dynamic range. This results in a
linear range for signals from 1 up to more than 105 photoelectrons. The DOMs on
every IceCube string are numbered 1 to 60, with number 1 at the top of the string,
while the IceTop DOMs are numbered 61 to 64, where 61 and 63 are high-gain
DOMs.
In most tanks, the inner surface is coated with a diffusely reflective Zirconium
liner, in order to increase the light yield at the photo tubes. Only the tanks of the
first four stations deployed in the 2004/05 austral summer contain a Tyvek bag
instead. The Tyvek has a larger reflectivity which results in a larger light yield,
but also in an undesirable time stretch of pulses. On top of the ice, there is a 40 cm
layer of perlite as a thermal insulation and to keep light from entering the tanks.
The tanks are deployed in trenches, which are filled with snow after deployment,
such that their tops are on equal level with the surrounding snow, as seen in the
photograph in Fig. 2.4. This is done in order to protect the ice inside the tank from
large temperature variations, and to avoid a pile-up of drifting snow.
An important goal of the deployment of IceTop is the creation of a large block
of clear ice without air bubbles or cracks. To achieve this, after the tanks are filled,
the water is being degassed and circulated continuously by a special device called
Freeze Control Unit in order to remove dissolved gas. It takes about 50 days until
the water in a tank is completely frozen.
2.1.3. Digital Optical Modules and data acquisition
Both in IceCube and IceTop, Cherenkov light is detected by so called Digital
Optical Modules (DOMs, Abbasi et al., 2009). A DOM consists of a 10" Hamamatsu
photomultiplier tube (PMT, Abbasi et al., 2010) and electronic circuitry, contained
1The gain of the low-gain DOMs was changed to 105 in 2008 in order to increase the dynamic
range.
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Figure 2.3.: Cross-section of an IceTop tank. It is filled with ice to a height of 90 cm,
and two DOMs record Cherenkov light emitted in the ice.
Figure 2.4.: Photograph of an IceTop station. The tanks are deployed in a trench,
which is backfilled with snow after deployment is complete, in order
to avoid build-up of drifting snow. The metal frame on top of the tank
will hold a sunshade during freezing and will later be removed.
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Figure 2.5.: Schematic of an IceCube Digital Optical Module.
inside a 32 cm glass pressure sphere, as shown in Fig. 2.5. The PMT is shielded
from Earth’s magnetic field by a mu-metal grid.
Data taking, triggering, digitization and communication with the surface are
controlled by a FPGA (Field Programmable Gate Array) on the DOM mainboard
with an embedded CPU, so that the DOM firmware can be updated remotely.
Timing of the DOM is controlled by a free-running 20 MHz oscillator which is
synchronized with the master clock in the counting house. In addition, the flasher
board in a DOM is equipped with calibrated LEDs, used in studies of the optical
properties of the deep ice. They are not used in IceTop. A detailed description of
the Digital Optical Modules can be found in Abbasi et al. (2009).
Readout and digitization.
Readout of a DOM is triggered when the voltage at the PMT surpasses a pro-
grammable threshold. In IceTop, thresholds of all DOMs are optimized such that
they correspond to a signal charge of about 23 pe (Waldenmaier, 2010). In order
to capture part of the waveform before the actual trigger, signals are delayed
by 75 ns before they reach the data capture electronics (but not before the trigger
discriminator).
After triggering, the output of the PMT is sampled by a custom-made inte-
grated circuit called ‘Analog Transient Waveform Digitizer’ (ATWD) in 3.3 ns
wide bins for a total of 128 bins. This corresponds to a total sampling time of
about 422 ns. Each ATWD has four channels, three of which are used for regular
data taking. These three channels are equipped with pre-amplifiers of different
gains, nominally 0.25, 2 and 16. To minimize dead-time, a DOM is equipped with
two ATWDs which are used alternatingly. After the analog sampling, signals are
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Tank A Tank B
Figure 2.6.: Schematic of the Local Coincidence configuration in IceTop.
digitized with 10 bit precision. Due to the three different gain channels, a DOM
has an effective resolution of 16 bits.
In parallel, signals are recorded and digitized continuously by an untriggered
10-bit fast analog-digital converter (fADC) at a rate of 40 MHz. The result is stored
in a ring-buffer for 6.4µs and is read out upon a trigger. This additional waveform
information was not used in this analysis.
Local Coincidence and triggering.
The complete, digitized waveform is only transmitted to the surface, if the DOM
receives a ‘Local Coincidence’ signal from a neighboring DOM within a ±1µs
time window around the trigger time. Otherwise, only a coarse charge and time
stamp, called ‘Soft Local Coincidence Hit’ (SLC), is transmitted. The Soft Local
Coincidence feature was only introduced in 2009 when data taking with the 59-
string IceCube detector started. Therefore, SLC hits were not available in this
analysis. The IceTop local coincidence condition requires a trigger of the high-
gain DOM in the other tank of the station, as shown in Fig. 2.6 This implies, that
station signals always consist of a pulse in the high-gain DOMs of both tanks, and
optionally additional pulses in low-gain DOMs.
In the central counting house (IceCube Lab), events are then built from the
individual DOM signals. An event is only stored permanently if one of several
trigger conditions is met. For air shower physics, the IceTop Simple Multiplicity
Trigger (SMT) is used, which requires 6 hits in IceTop DOMs within 6µs. The
readout window then starts 10µs before the trigger window and lasts until 10µs
after the last of the 6 hits.
All triggered events were stored permanently on tape. However, IceCube
standard data processing was only performed on a filtered subset of data which
were transmitted via satellite to the central IceCube data storage in the north. In
2007, in order to save bandwidth, events with less than 16 participating DOMs2
were prescaled by a factor of 5 by transmitting only every fifth event. In this
analysis events with less than 16 DOMs, therefore, had to be weighted accordingly.
Events with 16 or more DOMs were transmitted at a rate of 0.9 Hz and the smaller,
prescaled events at a rate of 2.5 Hz.
2This was changed in 2008, requiring 8 full stations, instead of 16 DOMs.
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Droop.
The high voltage circuits of the PMT are decoupled from the DOM mainboard
using a wide-band pulse transformer (Abbasi et al., 2009). Droop is an undershoot
of the waveform after large pulses caused by this transformer. Choosing the time
constants of the transformer is a compromise between loss of precision in high-
frequency signals, and droop after large signal amplitudes. The pedestals of the
ATWD and fADC are set to ∼10% of the maximum scale, to permit waveforms
with below-baseline excursions.
The droop effect can be described by an impulse response with two time con-
stants τ1,2 (Roucelle, 2007a),
δ(t)→ δ(t) −N
(
(1− f )e−t/τ1 + f e−t/τ2
)
, (2.1)
where N is a normalization constant. The droop constants f , τ1, and τ2 have been
measured in the laboratory as a function of DOM temperature. This, in principle,
allows to correct for the droop effect, which, however, was not done in IceTop.
Droop is included in the detector simulation, though.
The transformers in DOMs deployed in the first 16 stations have short time
constants leading to a strong droop effect (often referred to as “droopy” DOMs),
whereas DOMs deployed later have larger time constants reducing droop (“non-
droopy” DOMs).
Since droop was not corrected for in experimental data, it needs to be taken into
account in simulation, where the same model (2.1) was used. However, since the
droop constants are temperature dependent, and temperature variations at the
South Pole throughout the year are significant (DOM mainboard temperatures
vary between −20◦C and −40◦C throughout the year), this is a potential source of
systematic error. While the tank calibration (see section 2.3.2) mitigates variations
of the droop to some extent, a remaining systematic uncertainty had to be taken
into account in the analysis.
2.1.4. Physics goals of IceTop
IceTop as an air shower experiment, can make use of the deep IceCube muon
detector, forming a three-dimensional air shower array. Besides its cosmic ray
physics program, it also serves as a veto and a source of calibration for IceCube.
Cosmic-ray energy spectrum.
Grid spacing and size of IceTop allow measurement of cosmic ray air showers in
the energy range between about 500 TeV and 1 EeV. The lower limit is determined
by the distance between stations, and will be even lower when making use of
the more densely instrumented central part. Above 1 EeV event numbers will
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be too small due to the steeply falling cosmic ray energy spectrum. The all-
particle energy spectrum in this energy range has already been measured by
several experiments. However, the measurements are not in good agreement,
and systematic uncertainties are large (see Fig. 1.1). At the lower energy end,
IceTop will have an overlap with direct measurements of balloon and satellite
experiments. At high energies, it will overlap with experiments like Auger or
HiRes.
In the energy range accessible to IceTop, a transition from galactic cosmic rays
as the dominant component to extragalactic cosmic rays is expected. The well-
established knee feature around 4 PeV is often associated with the cut-off of light
components of galactic cosmic rays. A second knee is expected at the cut-off of
the galactic iron component, and some measurements indicate the existence of
this feature.
Every new measurement in this energy range with a new detector in a differ-
ent location can help reducing systematic uncertainties and can verify or falsify
general features of the spectrum. One of the goals of IceTop is a high statistics
measurement of the all-particle cosmic ray energy spectrum, in order to scrutinize
its features. In addition, measuring the all-particle energy spectrum and compar-
ing the results to other experiments, is a good way to verify overall performance
of the detector, data acquisition systems and reconstruction algorithms. This is
particularly important at the early stage the IceTop experiment is still in.
Composition of cosmic rays.
The main goal of IceTop, is the determination of the primary mass composition
as a function of energy. Measuring coincident events in IceTop and IceCube
allows to separate high energy muons and electromagnetic component of air
showers (Ahrens et al., 2001).
In interactions of heavy nuclei with the Earth’s atmosphere, the pion multi-
plicity is higher than in proton-air interactions. The ratio between charged and
neutral pions is the approximately independent of primary mass. Since this hap-
pens at high altitudes, where density is low, charged pions rather decay to muons
than interact with air nuclei. This leads to a larger multiplicity of high energy
muons for heavier primary nuclei.
Furthermore, the interaction cross section increases with the mass of the pri-
mary particle, and thus, the first interaction occurs at higher altitudes. In addition,
to first approximation nuclei with mass A and energy E0 can be considered as a
superposition of A nucleons with energy E0/A. Therefore, interactions of heavier
primary particles lead to larger multiplicities and lower average energies of sec-
ondary particles. All of these effects lead to a faster development of air showers
initiated by heavier primary nuclei. Thus, at detector level, air showers initiated
by heavy primaries will be at a later stage of development (“older” showers),
than those initiated by lighter particles (“younger” showers).
Therefore, the ratio between electromagnetic and muon component of an air
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shower is highly sensitive to primary mass. Muon multiplicities have been used
to determine primary mass in other experiments, like KASCADE, as well. How-
ever, muons at the surface are mostly muons in the GeV range created at later
stages of shower development. IceTop is the first experiment that can make use
of a km3-scale underground muon detector to detect TeV muons from the first
interactions. It, therefore, provides a systematically different way of measuring
primary composition extending the measurements by EAS-TOP and MACRO into
the PeV energy region.
Additionally, methods are being developed to detect muons in signals of the
IceTop surface detectors (Lucke, 2008; Birr, 2010). These signals are caused pre-
dominantly by GeV muons. Furthermore, differences in shower development
described above, can be exploited when comparing data obtained with the Ice-
Top array from different zenith angles. This method has first been described
by Klepser (2008), and is also used in this thesis.
Being able to measure cosmic ray composition in several, systematically inde-
pendent ways, will allow a reduction of systematic uncertainties, and maybe even
give input to the modeling of high energy cosmic-ray interactions.
Solar physics.
During solar flares, the sun emits particles in the MV to GV rigidity range. Due to
the low geomagnetic cutoff at South Pole, IceTop is able to detect these particles.
While air showers of such low energies will not trigger the IceTop array, some
particles will still reach the ground. These trigger individual IceTop DOMs at
high rates. Therefore, short term variations can be measured at a high statistical
precision (Abbasi et al., 2008).
In addition to the discriminator used for the air shower trigger, each DOM
contains a second discriminator that can be used for solar physics. Setting these
additional discriminators to a range of different thresholds corresponds to differ-
ent energy thresholds for the measurement of secondary particles. From these
data, not only rates of particles emitted in solar flares, but also their energy spec-
trum can be inferred.
Particle physics.
Conventional muon bundles have a diameter of a few tens of meters, which is
small compared to the string spacing of IceCube. Therefore, IceCube cannot
distinguish individual muons in bundle. However, it is possible to separate indi-
vidual muons with a high transverse momentum of several GeV from the bundle,
if the separation between muon and muon bundle is larger than 150 m (Gerhardt
et al., 2009). Such muons are typically produced in cosmic ray interactions, where
heavy quarks are produced when a high-energy parton interacts with a nucleus
of the atmosphere. Using IceTop to reconstruct the energy of the primary parti-
cle, and IceCube to measure the transverse momentum of the muon, the lateral
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separation spectrum of muons can be measured in an energy range not accessible
to current collider experiments.
Calibration and veto for IceCube.
In case of coincident events in IceTop and IceCube, the direction of the event
can be reconstructed independently from the air shower and the muon bundle.
Comparison of the two results can be used for cross-calibration of the directional
reconstruction of the two sub-detectors (Ahrens et al., 2001).
Furthermore, IceTop can be used as a veto in neutrino searches. While standard
neutrino analyses in IceCube use the Earth as a filter, this becomes inefficient
when searching for neutrinos of PeV and higher energies, since their mean free
path in Earth is shorter than the Earth’s radius. In this energy range, neutrinos
from above the horizon can be studied. The main background of such neutrino
events are muon bundles from cosmic ray air showers. This background can, to
some extent, be suppressed by using IceTop as a veto (Auffenberg, 2010; Berghaus,
2010).
2.2. Signals in the IceTop detector
Due to their thickness, IceTop tanks not only count charged particles but measure
the energy deposited inside the tank volume, which depends on incident particle
species and energy. Signal development in IceTop tanks has been studied in detail
by several people (Klepser, 2008; Lucke, 2008; Melzig, 2011; Kislat et al., 2007) and
the results will be summarized here.
The detection principle is based on the emission of Cherenkov light by rela-
tivistic charged particles. If a particle traverses a dielectric at a velocity βc > c/n





Due to the refractive index of ice of n ≈ 1.3 (Lide, 1967), the maximum Cherenkov
angle is θc,max ≈ 40◦ for highly relativistic particles, and the Cherenkov threshold
energy in terms of particle rest mass m0 is E ≈ 1.57 m0c2. Because β < 1 the
Cherenkov angle is θc < θc,max and therefore most light is emitted downward for
a near vertical air shower.
Therefore, the Cherenkov light needs to be reflected by the bottom of the tank
and the tank walls before it can be detected by the DOM. In fact, simulations
showed that on average photons are reflected 6 times (in case of the Zirconium
liner) before they reach a PMT (Lucke, 2008). Furthermore, based on the fact
that waveforms measured in IceTop tanks have a characteristic decay time τ =
26.5 ns (in case of Zirconium liner), one can estimate an effective absorption length
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≈ 26.5 · 1.3
3.3
m = 10.4 m. (2.3)
Here, the time distribution of Cherenkov light emission was neglected, since a
vertical particle traveling at the speed of light only needs about 3 ns to traverse a
tank.
Due to their energy distribution, most muons registered in IceTop tanks are
close to minimally ionizing (Nakamura et al., 2010). Thus, their energy loss is
very continuous, without stochastic losses due to bremsstrahlung, and practically
constant within a tank. Therefore, above their Cherenkov threshold the light yield
of muons increases only very slowly with energy and it scales linearly with track
length inside the tank. Even muons below their Cherenkov threshold are able to
produce a small amount of light in the tank, for instance through δ-electrons and if
they decay inside the tank, the decay electron can be above Cherenkov threshold.
Electrons and positrons, on the other hand, initiate electromagnetic showers
inside the tank, which has a height in terms of radiation lengths of about
t = 90 cm
ρice
x0




with the density of ice of ρice = 0.92 g/cm3 and the radiation length in water of
x0 = 36.08 g/cm2. This leads to a considerable energy dependence of the light
yield of electrons. The same is true for photons. However, since they do not carry






in the high energy limit to pass the tank undetected. On the other hand, photons
are the most abundant particles in air showers and therefore the dominant source
of light in the tanks. A comparison of the light yield of muons and electrons as a
function of energy can be found in Fig. 2.7.
Since the nuclear interaction length in water of λI = 83.6 g/cm2 (Nakamura
et al., 2010) roughly corresponds to the column depth of a tank, roughly 63% of
all nucleons will initiate hadronic showers. Therefore, the qualitative behavior
of the light yield of nucleons is similar to that of electromagnetic particles. This
means that IceTop tanks are also sensitive to neutrons.
2.3. Detector calibration
2.3.1. Calibration of DOM electronics and PMT
Calibration of PMT gain and electronic components of a DOM are performed by
a software called ‘DOM-cal’ running on the DOM CPU (Achterberg et al., 2006)
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during special calibration runs. In 2007, 15 DOM-cal runs were conducted.
Charge calibration.
The analog-to-digital converter of the ATWD in every bin in each signal channel
is calibrated for both ATWDs, by varying the ATWD bias voltage and measuring
the response. A linear fit is then applied to the resulting amplitudes.
The ATWD front-end amplifiers are then calibrated in a two-step process. First,
the channel with the 16× pre-amplifier is calibrated by injecting artificial sin-
gle photoelectron-like pulses, and comparing the measured pulse height to the
known true pulse amplitude. The other channels are then calibrated consecu-
tively relative to the highest-gain channel using light injected into the PMT with
a LED. The gain of the next channel is then the ratio of the pulse integrals in the
two channels times the gain of the previously calibrated channel.
Finally, the gain of the PMT is calibrated making use of electrons from beta
decays of radioactive isotopes contaminating the glass pressure sphere. These
electrons lead to a rate of single-photoelectron pulses. The charge distribution
obtained from these pulses can be described by a Gaussian single-photoelectron
peak and a contribution at low charges attributed to backscattering of the pri-
mary photoelectron at the first dynode leading to a reduced production of sec-
ondaries (Abbasi et al., 2010). The relation between high voltage setting and
single-photoelectron peak is determined by varying the bias voltage between 1200
and 1900 V.
Timing calibration.
The master clock of the IceCube experiment is a GPS-controlled clock in the
IceCube Lab. The local 20 MHz oscillator of each DOM is synchronized with this
master clock in a procedure called “reciprocal active pulsing calibration” (RAPcal,
Abbasi et al., 2009). This works by sending a precisely timed bi-polar pulse from
the data acquisition system at the surface to the DOM, which responds after a
fixed delay, by sending a pulse identical to the original pulse back to the surface.
The one-way propagation time on the up to 3 km long cables can then be obtained
from the roundtrip time and the known idle period. In this way a timing precision
of 1 ns RMS or less can be achieved.
2.3.2. Calibration of the IceTop tanks
The methods described in the previous section allow a conversion of the ADC
counts measured by the DOM into a number of photoelectrons. However, the
detected charge is not comparable between different tanks, because the tanks have
different optical properties. Therefore, signals created by near vertical muons are
used to calibrate tanks in a uniform way, and tank signals are then expressed in
terms of ‘Vertical Equivalent Muons’ (VEM).
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Figure 2.7.: Left: Simulation of the tank response to vertical muons with energies
between 10 MeV and 100 GeV. A muon of Eµ = 900 MeV generates an
average signal of 1 VEM as defined in the VEM calibration procedure.
The cut-off at low energies is due to the trigger threshold. The discon-
tinuity around log(Eµ/GeV) = −0.6 is a digitization artifact that has
been removed in later versions of the simulation code. Right: Light
yield of vertical electrons. Note the logarithmic vertical scale. In con-
trast to muons the amount of Cherenkov light produced by electrons
and their secondary particles increases strongly with energy.
Figure 2.8.: Muon calibration spectrum of DOM 21-61, taken on July 26, 2007.
Figure from Demirörs (2007).
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2.4. Environmental conditions at South Pole
This calibration was performed during special calibration runs, carried out
roughly every two weeks3. During those runs all gains were set to 107 and
no local coincidence was required. In this way, charge spectra were collected
created by the natural spectrum of particles, energies and zenith angles. Since
muons are highly abundant and the light they create per track length is almost
constant they create a peak in these charge spectra. Figure 2.8 is the muon
calibration spectrum of DOM 21-61 taken on July 26, 2007. The charge distribution
from muons can be best described by a Landau peak due to vertical muons
and a step function caused by ‘edge-clipping’ muons. On top of that, there is
an exponentially falling background from electromagnetic particles (Beimforde,
2006). In 2007, two functions were used to fit the muon spectra (Demirörs, 2008).
The first was the sum of an approximation of the Landau distribution for the muon
















+ exp(p3 + p4 · x) + exp(p5 + p6 · x).
(2.6)
In the second function, the muon peak was assumed to be Gaussian, and the
background was described by a single exponential function:





)2+ exp(p3 + p4 · x). (2.7)
The muon peak position of each of these functions was determined numerically
and the two values were averaged.
Measurements triggered with an external scintillator telescope placed on top
of the tanks, which retricted the range of incident zenith angles to a maximum of
about 17◦, showed a 5% lower peak position. Therefore, 1 VEM was then defined
as the number of photoelectrons that corresponded to 95% of the muon peak. This
number corresponds to about 120 pe for the Zirconium lined tanks and 200 pe for
the Tyvek bag tanks. Simulations showed that a vertical muon of 900 MeV energy
creates a signal of 1 VEM, see Fig. 2.7. However, this relation is arbitrary since it
depends on the definition of VEM, which includes the choice of fit functions (2.6)
and (2.7) and the 95% scaling factor.
2.4. Environmental conditions at South Pole
Since cosmic ray measurements with IceTop use the Earth’s atmosphere as a con-
verter medium, variations of the atmosphere will affect air shower measurements.
3This procedure has been changed in 2009. Since then, muon calibration data are taken during
normal data taking runs.
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Figure 2.9.: (a) Atmosphere profiles measured in the daily balloon soundings in
January and in July 2007. (b) Slope of atmosphere profiles in 2007.
A small d ln(Xv)/dH corresponds to a dense atmosphere. The gray
shaded area indicates the time when the data using in this thesis were
taken.
The South Pole atmosphere undergoes a pronounced annual cycle. In the winter
months, May to October, when the sun is below the horizon, the air is much colder
than in summer, with surface temperatures ranging from −20◦C down to −70◦C.
Therefore, in winter the atmosphere is much denser than in summer, as can be
seen in Fig. 2.9(a). To illustrate this cycle, the development of the slope of simple
exponential fits of such atmosphere profiles throughout the year 2007 is shown
in Fig. 2.9(b). The overburden Xv(h) (see Eq. (1.11)) was determined from the air
pressure p(h) measured in the balloon flights as a function of altitude h:
Xv(h) = p(h)/g(h) (2.8)





where GN is the gravitational constant, M⊕ = 5.974 · 1024 kg is Earth’s mass,
and RP⊕ = 6.357 · 106 m is the polar radius of the Earth.
In contrast to the strong annual variation of the density profile, there is no
cyclic variation of ground pressure. Instead changes happen on a much shorter
time scale, as seen in Fig. 2.10. The average atmospheric pressure at South Pole
is about 680 hPa, in the time period studied in this thesis, the average pressure
was 681.0 hPa. An increase in air pressure leads to a stronger attenuation of air
showers, which in turn increases the energy threshold of IceTop. Accordingly,
event rates are anti-correlated to air pressure, which is clearly seen for the rate in
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Figure 2.10.: Ground pressure at South Pole between January 1 and December 31,
2007, compared to the event rate in the final event sample used in
this thesis. Pressure and rate are clearly anti-correlated.
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Figure 2.11.: Distribution of snow heights on top of IceTop tanks measured in
January, 2011, and interpolated between tanks.
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Snow in 2007 (Av. 20.5cm)
Snow in 2008 (Av. 53.2cm)
Figure 2.12.: Snow heights on top IceTop tanks of the first 26 stations in January
2007 and January 2008. Within one year the average snow height
increased from 20.5 cm to 53.2 cm.
the final sample of this thesis shown in the figure.
An additional decrease of the event rate throughout the measurement period
can be observed. It has no counterpart in the pressure development and is most
likely due to the accumulation of snow on top of IceTop tanks. While precipitation
at South Pole only amounts to about 2 cm per year, there is a significant amount
of snow accumulation due to drift. On average, the snow height on top of the
tanks increases by 20 cm every year. However, accumulation strongly depends on
surrounding terrain and buildings. Katabatic air flows lead to a relatively constant
wind with an average speed of 10 kts (in 2007) from one predominant wind
direction. This causes an increased accumulation of snow leeward of buildings
and slopes. Figure 2.11 shows the distribution of snow on top of IceTop stations
in January, 2011.
In January 2007, there were on average 20.5 cm of snow on top of IceTop
tanks (see Fig. 2.12). The 10 newly deployed stations were free of snow. On top of
most other stations there were between 20 and 30 cm of snow, apart from 4 stations
close to buildings with 60 to 90 cm snow height.
Measurements of snow depths are only made once per year. By January 2008,
the average snow depths on top of the 26 stations operated in 2007 had increased
to 53.2 cm. Assuming constant growth, the average snow depth in August 2007, in
the middle of the time when data used in this thesis were taken, can be estimated
to be 39 cm.
Depending on depth, the snow has a density of 0.35 to 0.4 g/cm3. Thus, 20.5 cm
correspond to about 1.2% of the total atmospheric depth. While muons are prac-
tically unaffected by snow, electrons and photons lose energy in it (Melzig, 2011).
This leads to an effective attenuation of air shower signals, with an attenuation
length of about 1.5 m (Andeen, 2011b).
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3.1. Dataset and data selection
3.1.1. Run selection
The analysis in this thesis is based on IceTop data taken between June 1 and
October 31, 2007, comprising IceCube data taking runs 107973 to 109628. In this
analysis only those runs were used that fulfilled the following quality criteria,
according to the official IceTop good run list (Tilav, 2007):
• No IceTop DOMs failed or encountered any problems such as unusual or un-
stable rates during the run or were missing entirely in the run configuration.
In 2007, there were no permanently disabled IceTop DOMs.
• Trigger and filter rates after pressure correction were stable and within ±5 %
agreement with the previous good run. Pressure correction was done
by fitting the relation between ground pressure p and rate R with an ex-
ponential function, R(p) ∼ exp(−β p), yielding a barometric coefficient
β = 0.0077/mbar (Tilav et al., 2009). Then, rates were corrected to the
average South Pole ground pressure of 680 mbar:
Rcorrected = R exp
(
β (p− 680 mbar)
)
. (3.1)
• In addition, specifically for this analysis, run durations were required to
be 30 min or longer. A normal data taking run lasted 8 hours, and nearly all
runs that were aborted after a short time encountered some kind of problem.
In total, 527 runs containing data from 3.5 · 107 triggered IceTop events fulfilled
these criteria.
3.1.2. Pulse extraction
A typical waveform recorded by IceTop is shown in Fig. 3.1. In the first step of data
processing recorded ADC counts are converted to voltages using the calibration
data acquired during the DOM-cal runs. From the three ATWD channels the
one with the highest unsaturated gain was chosen. Then, the baseline of the
waveform (horizontal blue line), determined by averaging the voltage in bins 83
to 123 (highlighted part of the baseline), was subtracted. This baseline can be
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10 DOM 47-61: Charge 1.18 VEM
Figure 3.1.: Example of an IceTop waveform calibrated to photo electrons per
nanosecond. Indicated in the figure are the baseline (horizontal blue
line), the range of bins from which baseline is determined (highlighted
in cyan), ‘leading edge’ (green line), and pulse time (red circle).
substantially below zero due to droop. Finally, the integrated charge of the
waveform was converted to VEM, in this example waveform S = 1.18 VEM. The
pulse time was determined from the ‘leading edge’ by extrapolating the largest
increase of the waveform between adjacent bins before the maximum (green line)
of the waveform to the baseline, indicated by the red circle.
In case both high and low gain DOM of a tank triggered, the charge from the
low gain DOM was used if the charge in the high gain DOM surpassed a threshold
determined during VEM calibration in order to avoid saturation. The pulse time
was always taken from the high gain DOM.
3.1.3. Event cleaning and retriggering
Event cleaning. Before further processing events were cleaned based on a few
simple checks. In case both DOMs of a tank triggered, the tank signal was rejected,
if the time difference between the two pulses was greater than 40 ns. Furthermore,
a maximum time difference between signals in tanks A and B of
|tA − tB| < |xA − xB|c + 200 ns (3.2)
was required. Here, xA,B and tA,B are position and signal time of tank A and
B, respectively. Finally, stations were grouped in clusters, such that any pair of
stations i and j in the cluster fulfilled the condition
|ti − t j| <
|xi − x j|
c
+ 200 ns. (3.3)
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The station position xi is the center of the line connecting its two tanks, and ti is the
average time of the tank signals. In each event, only the largest cluster of stations
was kept. The time tolerance of 200 ns in both cases was introduced to allow for
fluctuations of the shower front and shower front curvature. This selection was
done in order to remove obviously unrelated pulses from events. It only affects
about 4% of events, where on average 2.3 tanks are removed.
Charge-based retriggering. In order to reduce uncertainties due to the de-
scription of the detector threshold in Monte Carlo, all pulses were retriggered
to a common threshold based on registered charge. This step was motivated
by a discrepancy of charge thresholds between experimental and simulated data
discussed in Section 4.6.2. All pulses with a charge below Sthr = 0.3 VEM were
removed, and afterwards the local coincidence conditions (see Section 2.1.3) were
re-evaluated, discarding all pulses that no longer fulfilled this condition. This
procedure was applied to both experimental and simulated data.
3.1.4. Event selection and livetime
For further processing, Ntot = 8 895 205 events were selected where at least
five stations had triggered. Events which fulfilled this condition but had less
than 16 DOMs read out were reweighted in the analysis according to the prescale
factor of 5 (see Section 2.1.3). For each selected event the shower was recon-
structed and further cuts were applied, based on the reconstruction results, as
described in Section 3.4.
The effective livetime was calculated by fitting the distribution of time differ-
ences between events, ∆t, with an exponential function,
N(∆t) = N0 exp(−∆t/τ). (3.4)
The selected runs have a total effective livetime of
T = Ntot · τ = (3274.0± 1.9) hours, (3.5)
which corresponds to 89.4 % of the selected 153 days period. The statistical
uncertainty on the livetime was included in the statistical error of the resulting
flux.
3.2. Likelihood reconstruction of air showers
From the signals measured by IceTop, the following properties of an air shower
can be determined using a likelihood fit:
• zenith and azimuth angles θ and φ;
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• shower core position xc;
• and shower size Sref at reference radius Rref.
In general, shower size and core position are determined from the lateral distri-
bution of measured charges, and the shower direction is determined from signal
times. The air shower reconstruction procedures used by IceTop have mainly
been developed by Klepser (2008).
3.2.1. Lateral distribution function
IceTop tanks are not only sensitive to the number of charged particles, but also
detect photons. Furthermore, the signal generated by a particle when it traverses
the tank also depends on incident particle energy and direction (see Section 2.2).
Therefore, the NKG function (1.18) is not appropriate to describe the lateral signal
distribution in IceTop tanks. Instead, the signal charge expectation value in an
IceTop tank at distance R from the shower axis can be described by an empirical
lateral distribution function found in Monte Carlo simulations:






For the logarithm of the signal, log S(R), this is a second order polynomial in
log(R):











This function behaves unphysically at distances R . 1 m, since it has a maximum
at a radius of this order, whose exact location depends on the parameters of the
shower. However, as discussed later in Subsection 3.2.3, all pulses that are closer
to the core than 11 m were removed during the fit procedure.
The free parameters of this lateral distribution function are:
• the shower size Sref at reference radius Rref;
• the slope of the lateral distribution function −β at Rref;
• and the curvature parameter κ.
Parameter κ was fixed to the value 0.303, as determined in Monte Carlo simula-
tions, and it was verified that this does not impair reconstruction quality. Primary
mass and energy dependence of κ are still to be studied, and making it a free
parameter might improve reconstruction quality at high energies, especially for
the full configuration of IceTop. Thus, the lateral distribution function depends
explicitly on two parameters, Sref and β, and implicitly on four more parameters,
namely the shower core position (xc, yc) and directionθ andφ, because R depends
on these values.
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Figure 3.2.: An example of a lateral fit. Each point corresponds to the signal mea-
sured in an IceTop tank. The horizontal axis represents the distance to
the reconstructed shower axis. The colors represent signal times with
red corresponding to early and blue to late pulses.
For a given shower geometry, the fit of (3.7) can approximately be considered
equivalent to a linear least squares fit of a straight line (details on the likelihood
function are covered in Subsection 3.2.3). For a fixed core position and shower
direction, Ri are constant and because κ is also constant in the fit, one can define






Thus, the lateral distribution function can be rewritten as:
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〉log(R/m)〈
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Figure 3.3.: Mean logarithm of radii of pulses participating in the lateral fit for
showers in the given dataset with S(R = 125 m) ≥ 1 VEM.






log Ri = 〈log R〉. (3.12)
The distribution of 〈log R〉 of showers with S(R = 125 m) ≥ 1 VEM in the given
dataset is shown in Fig. 3.3. In order to minimize the correlation between Sref
and β, the reference radius was fixed at Rref = 125 m, which is close to the peak
position in the figure. This value was first suggested by Ochab (2007) based on a
study of fit stability, in which IceTop was split into two sub-arrays consisting only
of A and B tanks of the IceTop stations, respectively.
Figure 3.2 shows an example lateral fit of an event that triggered 25 stations.
The reconstructed shower size was S125 = (58.8± 2.6)VEM.
3.2.2. Description of the shower front
Zenith and azimuth angle θ and φ of an air shower can be reconstructed from
the arrival times of tank signals. These are determined by the shower direction
and the geometrical shape of the shower front. In the reconstruction used in this
thesis expectation values of signal times were parametrized as
t(x) = t0 + 1c (xc − x) · n+ ∆t(R) (3.13)
with
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Here, t0 is the time, at which the shower core reaches ground, where ground
is defined as the
√
S-weighted average of participating tank altitudes. Further-
more, xc is the core position on the ground, and n is the unit vector in shower
direction. ∆t is the time residual with respect to a plane perpendicular to the
shower axis through xc.
The form (3.14) of ∆t(R) and the constants
a = 4.823 · 10−4 ns/m2, b = −19.41 ns, and σ = 83.5 m (3.15)
were determined in a study of experimental data (Waldenmaier, 2007) and were
not varied in the fit. Energy and mass dependence of these parameters remain to
be studied and provide the possibility for further improvement of reconstruction
quality and sensitivity to parameters of the primary particle.
The fit of signal times consequently had five free parameters:
• shower arrival time t0;
• shower direction θ and φ;
• and core position (xc, yc).
3.2.3. The likelihood fit
The objective of the likelihood reconstruction is to find a set of parameters (S125,
β, t0, xc, θ, φ) that best describe the measured data given the model functions
described in the previous subsections. Given a set of parameter values, the
likelihood function L describes the probability to measure the given set of data
points. In an iterative procedure this function is maximized with respect to the
model parameters. This is conventionally done by minimizing L = − ln L to
improve numerical stability.
The negative log-likelihood function for IceTop air shower reconstruction con-
sisted of three terms,

















describes the probability to measure the tank signals Si given the expectation val-
ues Sfiti at the tank locations determined by the lateral distribution function (3.6).
The sums run over all tanks that triggered. A normal distribution with standard
deviation σS of log Si around the expectation value is assumed, as determined
in a study of signal fluctuations in experimental and simulated data, see next
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subsection. The second term in LS accounts for the normalization of the log-
normal distribution of charges. This is necessary, since σS depends on the charge
expectation value, and to correctly normalize the three terms in Eq. (3.16).









accounts for all stations that did not trigger, over which the sum runs. The














 d log S j. (3.19)
The lower integration limit was determined by the charge threshold, which was
fixed to Sthr = 0.3 VEM through the retriggering described in subsection 3.1.3. In
the analysis, the signal expectation value Sfitj was evaluated for each station at
the center of the line connecting its two tanks. The power of the hit probability
in (3.18), 2 − ξ, with 0 ≤ ξ ≤ 1, depends on the degree of correlation of signal
fluctuations in the tanks of a station. There is a natural correlation of the tanks due
to the similar signal expectation values, but assuming that their signal fluctuations
are uncorrelated, ξ = 0 was chosen. This, of course, is an approximation, and
the possible systematic error introduced through this assumption is discussed in
Section 6.3.1.









Here, ti are the measured signal times, tfiti = t(Ri) is the signal time expectation
value at the radius of tank i according to (3.13), and σt are radius dependent RMS
time fluctuations found in experimental data (Waldenmaier, 2007),
σt(R) = 2.92 ns+ 3.77 · 10−4 ns · (R/m)2. (3.21)
The second term in (3.20) is again a normalization term, similar to that in LS.
3.2.4. Charge fluctuations
Fluctuations of signal charges have been studied in detail, both in experimental
and simulated data. To study signal fluctuations in experimental data, signals
measured in the two tanks of a station were compared. In simulation, two different
approaches were used. In one study, the full IceTop array was simulated, and,
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Figure 3.4.: Fluctuations of signal charges measured in experimental and simu-
lated data (Kislat, 2007). In the analysis, the parametrization obtained
from the ‘tank rings’ simulation was used.
like in experimental data, charges in the two tanks of a station were compared.
In the second Monte Carlo study, tanks were arranged on circles, with shower
cores at the center of this idealized array. Charges were found to be log-normally
distributed around their expectation values, with the standard deviation shown
in Fig. 3.4, taken from the ring-shaped array simulation (Kislat, 2007):
σS(S) =

0.283 · (S/VEM)−0.072 S < 2.13 VEM
10−0.372−0.661 log(S/VEM)−0.160 log2(S/VEM) 2.13 VEM ≤ S < 119 VEM
0.0881 119 VEM ≤ S
.
(3.22)
Agreement between simulated and experimental data is acceptable. The flattening
below 1 PeV is a truncation effect introduced by the trigger threshold. Signals
fluctuating downward in this charge region will no longer trigger the tank, and
therefore local coincidence will no longer be fulfilled.
3.2.5. Fit procedure
Starting from a seed for the seven air shower parameters, the negative log-
likelihood function (3.16) was minimized using an iterative numerical procedure.
Initial values for shower direction, core position and arrival time were determined
using analytic first guess methods described in the next section. An initial value




log(Si/VEM) + β log  Rstarti125 m
+ κ log2  Rstarti125 m
 , (3.23)
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where Rstarti is the distance of tank i from the shower axis determined in first guess
reconstructions. For β, an empirically determined average value of βstart = 3 was
used as the seed.
Starting from these numbers the global minimum of L with respect to the air
shower parameters was found in several steps using the Minuit program. In
the first step, only the parameters S125, β, and core position of the lateral charge
distribution (3.6) were fitted, fixing shower direction and time t0. Then, all pulses
that were closer than 11 m to the reconstructed core position were removed and
the minimization was repeated. This was iterated until no more pulses were
removed. The rationale behind this step was that very large pulses tended to
unnaturally attract reconstructed core positions. Removing these pulses resulted
in a flatter distribution of reconstructed cores.
In the next step, t0 and shower direction (θ,φ) were freed and S125, β, and core
position (xc, yc) were restricted to ±3 standard deviations around their best fit
values from the first step. Both lateral charge and time distribution were fitted.
In the final iteration, t0, θ and φ were fixed again, and all other parameters
released. Only β remained limited to 1.5 ≤ θ < 5.
3.3. First guess methods
To determine initial values for core position and shower direction, simple, ana-
lytical first guess algorithms were used.
3.3.1. Core center-of-gravity
As a starting value for the position of the shower core, the center-of-gravity of
tank pulses, defined as their
√










The sums run over all tanks. In the likelihood fit, the z-coordinate of the shower
core remained fixed to the value obtained in this calculation. It varied by about
3 m, corresponding to the variation of tank altitudes in the 26-station IceTop array.
For larger configurations of IceTop it turned out that air shower reconstruction
can be improved by limiting the number of tanks that actually contribute in the
calculation to the 7 tanks with the largest signal (Feusels, 2010).
3.3.2. Plane fit
To determine initial values for t0 and shower direction, a plane perpendicular to
the shower axis moving in the direction of the air shower at the speed of light was
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fitted to the signal times. This is a linear least squares problem that can be solved
analytically. The χ2 is given by












1− n2x − n2y
)
in direction of movement of the
shower. The sum runs over all tank signals with times ti, positions (xi, yi), and
time uncertainties σi = σ = 5 ns.
This calculation was performed in two iterations. In the first step, all tanks
were assumed to be at the same altitude. Then, a correction for tank altitude,




with the average tank altitude 〈z〉was performed, and the calculation was repeated
using these corrected signal times.
3.4. Event selection
Based on the reconstruction results, several cuts were applied in order to guarantee
a good reconstruction quality in the final event sample.
• The slope parameter β had to be in the range 2.0 ≤ β < 4.5 because most
events with a value of β outside this range were badly reconstructed. The
removed events had predominantly small shower sizes with S125 < 1 VEM
corresponding to primary energies E . 1 PeV, as is apparent from Fig. 3.5.





y < 20 m, (3.27)
where σx and σy the fit errors of the core position (xc, yc). This cut removes
the tail of most badly reconstructed events and affects only about 7% of
events with Nstation > 5.
• Both, reconstructed core and center-of-gravity core position (3.24) had to
be 50 m inside the array boundary. Furthermore, it was required that the
station with the largest signal was not on the border of the array. The array
boundary was defined by the polygon through the stations at the corners of
the array. This containment cut defines a fiducial area of
Acut = 1.22 · 105 m2. (3.28)
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Figure 3.5.: Distribution of β as a function of shower size S125. The shaded regions
were removed by the cut 2 ≤ β < 4.5 (see text). Most of the removed
events had a shower size S125 < 1 VEM.
X / m















Loudest station not contained
Figure 3.6.: Effect of containment cut on simulated air showers. Shown are the
true core positions of showers whose reconstructed core position or
center-of-gravity (3.24) was not contained (blue stars) inside the cut
area (black line), or where the station with the largest signal (‘loudest
station’) was on the border of the array (red circles). Furthermore,
showers outside the cut area that passed all cuts due to a bad core
reconstruction are shown as green triangles. The small black dots
represent the IceTop tanks.
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The effect of these conservative containment criteria on simulated air show-
ers is illustrated in Fig. 3.6.
Passing rates for these cuts and differences between experimental and simulated
data will be discussed in Section 4.7.
3.5. Shower size spectra
The main primary energy related shower property used in this analysis was the
shower size S125. Shower size spectra were obtained from data in three zenith
angle ranges, equidistant in sec(θ):
Ω1 : 0◦ ≤ θ < 30◦, Ω2 : 30◦ ≤ θ < 40◦, and Ω3 : 40◦ ≤ θ < 46◦. (3.29)
Given the atmospheric depth of IceTop of about 690 g/cm2, a shower with a zenith
angle of 46◦ traverses a slant depth of 993 g/cm2 before reaching IceTop. This
almost corresponds to detection at sea level in case of vertical incidence.
Rates were calculated as
d6N




∆ log S125 ·Acut 12(cosθk,1 + cosθk,2) · 2pi∆ cosθ · T
,
(3.30)
where A⊥ is the area in the plane perpendicular to the shower axis. Furthermore:
• wi = 5 for events that triggered less than 16 DOMs, and wi = 1 for all larger
events;
• ∆ log S125 = 0.05 is the bin width;
• Acut is the fiducial area according to Eq. (3.28);
• 2pi∆ cosθ = 2pi(cosθk,1 − cosθk,2) is the solid angle of zenith angle range
Ωk;
• θk,1 and θk,2 are the angles limiting zenith angle range Ωk;
• and T is the livetime according to Eq. (3.5).
Figure 3.7 shows the results. In the top row all showers with θ < 46◦ were used
and in the bottom row showers were divided into the three zenith angle ranges
defined in Eq. (3.29). Fluxes in more inclined zenith angle ranges appear lower
than in steeper ones because inclined showers are attenuated by the additional
overburden and therefore the spectra are shifted toward lower values of S125.
On the right-hand side of Fig. 3.7, the same spectra are shown weighted
with S1.5125. In this representation a feature is visible in the range 1.4 . log S125 . 2,
which is not compatible with the assumption of a single power law. The “bump”
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° < 30θ ≤ °0
° < 40θ ≤ °30










































° < 30θ ≤ °0
° < 40θ ≤ °30
° < 46θ ≤ °40
Figure 3.7.: Top left: Shower size spectrum obtained from showers with recon-
structed zenith angles 0◦ ≤ θ < 46◦. Top right: The same spectra as on
the left weighted with S1.5125 in order to existing features visible. Bottom
row: Shower size spectra as above but split into three zenith angle
intervals defined in Eq. (3.29).
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is visible in the spectrum from all zenith angles as well as the individual spectra
from different zenith angle intervals, although it is not very significant in the more
inclined ranges due to lack of statistics.
For a simple comparison, the spectra from the different zenith interval in the
range 0.5 ≤ log S125 < 2.0 were fit with power laws. These yielded the following
spectral indices αk in the zenith ranges Ωk:
α1 = −1.884± 0.005, α2 = −1.849± 0.009, and α3 = −1.818± 0.018.
(3.31)
Spectra obtained in steeper zenith angle ranges have a larger spectral index than
those from more inclined showers. This can be explained by the fact that for higher
energy showers the shower maximum is closer to the detector level, leading
to less attenuation of showers with increasing slant depth. Additionally, the
zenith angular behavior is influenced by primary composition and a change in
composition can have an impact on the spectral indices in different zenith angle
ranges.
The S125 threshold decreases with increasing zenith angle. This is a simple
geometrical effect: S125 is measured at a distance of 125 m to the shower core in a
plane perpendicular to the shower axis. In this frame, distances between stations




4. Simulation of air showers and
the IceTop detector
Air showers are complex processes, and therefore one has to rely on Monte Carlo
simulations in order to relate measured air shower parameters to properties of the
primary particle. First, the physical events, i. e. the air showers, were simulated
using the software package CORSIKA (Heck et al., 1998). The output is a list of
secondary particles at ground level, which were then fed into a detailed simulation
of the IceTop detector.
4.1. Air shower simulations with CORSIKA
CORSIKA was used to simulate the development of air showers in the atmosphere.
Hadronic interactions with an energy in the laboratory frame above 80 GeV were
simulated using SIBYLL 2.1 (Fletcher et al., 1994, 1999), and FLUKA 2008.3 (Fassò
et al., 2005; Battistoni et al., 2007) was used for lower energies. The electromagnetic
component of air showers was simulated using the EGS code (Nelson et al., 1985).
CORSIKA offers the possibility to reduce computing time and storage require-
ments by a process called thinning. During the simulation, particles below a
certain threshold are only tracked with an energy dependent probability and are
then given an appropriate weight. Thinned air showers need special treatment
in order not to introduce artificial fluctuations. Since these studies were not yet
available, thinning was not applied in this thesis.
In total, about 3 · 105 proton and iron induced air showers with primary energies
following an E−1 spectrum between 100 TeV and 100 PeV were simulated. In





were produced. The reason for choosing iron as the heaviest nucleus is twofold.
On the one hand all nuclei heavier than iron are believed to make only a minor
contribution to the total flux, on the other hand, there is a technical limitation
in the CORSIKA program which does not allow simulation of heavier primaries.
Zenith angles were sampled according to
dN ∝ cosθ sinθdθ (4.1)
up to θ = 56◦, which is ideal for the simulation of a flat detector like IceTop and
an isotropic flux (see Section 4.5).
Particles were tracked until they either reached the observation altitude of
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Table 4.1.: Cutoff energies for particle tracking in CORSIKA. Particles were tracked
until they either reached the detector plane or their energy was below
the cutoff given in the table.




2835 m above sea level, or their energy dropped below a cutoff energy that de-
pended on particle type. The cutoff energies were chosen based on a simulation
study of particle light yield in IceTop tanks (Kislat et al., 2007), and correspond to
the energy below which particles would not create any light in a tank according
to these parametrizations. The cutoff energies are listed in table 4.1.
The atmosphere model in CORSIKA consists of 78.1% N2, 21.0% O2 and 0.9%
Ar. The atmospheric profile was modeled according to a parametrization of
the atmosphere of July 1, 1997, based on the MSIS-90-E model (Hedin, 1991,
CORSIKA atmosphere model 12). This model has a total atmospheric overburden
at the altitude of IceTop of 692.9 g/cm2, which is close to the average overburden
during data taking (690.7 g/cm2), and its profile is that of a South Pole winter
atmosphere.
The magnetic field was set according to the International Geomagnetic Refer-
ence Field (IGRF, Finlay et al., 2010) to an average value between June and October
2007 for a location 89◦ 59′ South1 on the prime meridian at an elevation of 2835 m.
This lead to the following components of the magnetic field2:
Horizontal: 16.59 nT
Vertical: −52.79 nT
and an angle of −119◦ between detector x-axis which points toward Grid East3
and magnetic north (i. e. the direction to the arctic magnetic pole). The negative
sign of the vertical component means that the magnetic field lines point upward,
since they point away from the antarctic magnetic pole.
For systematic checks, small samples of air showers were simulated using the
high energy interaction models QGSJET-II (Ostapchenko, 2006a,b) and EPOS 1.99
(Werner et al., 2006). Furthermore, one dataset using CORSIKA atmosphere
parametrization 13 (October 31, 1997), was produced. This parametrization has
a total overburden of 704.4 g/cm2, and its profile corresponds to the transition
1The IGRF parametrization fails to compute magnetic fields at 90◦ South.
2Calculated using the web interface at
http://www.ngdc.noaa.gov/geomagmodels/IGRFWMM.jsp
3At South Pole, directions are given in grid coordinates, where Grid North points along the
prime meridian toward Greenwich and Grid South in the opposite direction.
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period between winter and summer. Unfortunately, none of the atmosphere
models in CORSIKA has a lower overburden than the true average.
4.2. High-energy hadronic interaction models
One of the most problematic sources of systematic error in the analysis of air
showers is the modeling of high-energy hadronic interactions. There are several
reasons for this. Most importantly, the highest-energy cosmic ray interactions
cannot be achieved by man-made colliders (of course, LHC will significantly
extend the available energy range). Another important problem is that the results
from proton-proton collisions at collider must be extrapolated to proton-Air or
nucleon-Air interactions. Furthermore, interactions with pion projectiles play an
important role. Physical models are employed to extrapolate experimental results
to higher energies (Anchordoqui and Montaruli, 2010).
Scattering amplitudes are usually determined in the eikonal approximation and
total cross-sections are calculated using the optical theorem. The main difference
between models comes from the ansatz that is used for the eikonal function. An
important role in this respect plays the assumed parton distribution in the plane
perpendicular to the collision axis. In QGSJET a Gaussian profile function is
used. SIBYLL, on the other hand, bases the transverse density on the Fourier
transform of the proton electric form factor, which leads to a harder form factor.
This leads to smaller particle multiplicities in the case of SIBYLL, which in air
shower simulations mostly influences the number of muons at the detector level.
In both of these models, energy conservation is only taken into account after
determining the number of elementary interactions. Hadronization is based on
string fragmentation models.
In EPOS, a different approach is chosen. As in SIBYLL and QGSJET, the num-
ber of elementary interactions is fixed from the scattering amplitude. However,
energy conservation is taken into account at the parton level (Pierog, 2008). Ad-
ditionally, hadronization is not based on string fragmentation but a statistical
approach.
While the total cross-section predicted by the used models is relatively similar,
multiplicities start to diverge above around 100 TeV primary energies. QGSJET
predicts the highest multiplicities and EPOS the lowest ones.
4.3. Resampling
The simulated air showers were sampled on a circular area of 1200 m radius
around the center of the 26-station IceTop array. This area proved large enough to
allow for an accurate determination of effective area even at the highest energies,
as shown in Fig. 4.1.
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Figure 4.1.: The effective area determined from Monte Carlo simulations of
100 PeV proton showers, as a function of the radius of the sampling
area. In this study no containment was required. After applying the
containment cuts (see Section 3.4) the systematic error on the effective
area due to the limited sampling area will be even smaller because the
cuts very efficiently discard events outside the detector area (which is
much smaller than the sampling region).
log(E/PeV)











Figure 4.2.: Ideal resampling number in each primary energy bin, determined
such that showers would appear once in the final sample. The number
of resamplings was limited to 200 times.
62
4.4. Simulation of the IceTop detector
In order to increase simulation efficiency and because shower simulation took
much longer than detector simulation, every shower was sampled several times
inside this sampling area. The number of samples was chosen for each primary
energy bin (there were 10 bins per decade in energy) such that on average a shower
would only appear once in the final sample (i. e. after applying the cuts described
in Section 3.4) in order to avoid unnatural fluctuations. However, it was limited
to at most 200 samples. At low energies, only showers with a larger-than-average
size will trigger the array, while others will not. Therefore, the average number
of times a showers is in the final sample in that regime is strongly decreased by
those showers that do not trigger at all, whereas others could remain in the final
sample too often.
The resulting numbers are shown in Fig. 4.2. They were determined resampling
a subset of proton showers 200 times each. Using the same numbers for iron
induced showers should be safe since their shower size for a given primary
energy is in general smaller than proton induced showers as will be shown later.
4.4. Simulation of the IceTop detector
Detector simulation started with the simulation of the light yield inside the Ice-
Top tanks, taking the secondary particles output by CORSIKA as input. Then,
the PMT, DOM electronics, and trigger were simulated. Calibration constants
(e. g. VEM calibration, single photoelectron calibration, and ADC calibration) and
detector status information such as PMT gains were the same as those used in
experimental data on August 8, 2007. The output format of the simulation was
identical to experimental data, and the same reconstruction procedures and qual-
ity cuts as in experimental data were applied.
4.4.1. Simulation of IceTop tanks
The amount of light detected by a DOM when particles traverse IceTop tanks was
simulated using Geant4 (Agostinelli et al., 2003; Allison et al., 2006). The IceTop
tank simulation is described in detail by Melzig (2011). It included simulation of all
physical processes inside the ice, tank material, snow surrounding the tanks, and
the air above them (the CORSIKA simulation stopped above the snow). However,
Cherenkov photons were not tracked through the ice of the tank to the DOMs,
but only the number of emitted Cherenkov photons was calculated in order to
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along the tracks of charged particles. Here, α is the fine structure constant, z and
β are the charge of the particle and its velocity, and n = 1.32 is the refraction
index of ice. The integral runs over the sensitive range of the PMTs, λ1 = 300 nm
and λ2 = 650 nm. The actual number of Cherenkov photons was then drawn
from a Poisson distribution with mean value given by Eq. (4.2). Using Geant4
simulations that included full Cherenkov photon tracking, it was shown that
the number of detected photoelectrons is proportional to the number of emitted
Cherenkov photons, independent of particle type, energy, incident position, and
direction (Melzig, 2011).
The arrival times of Cherenkov photons were distributed according to an ex-
ponential function after their emission. The time constants are different for
Tyvek (τTyvek = 42.0 ns) and Zirconium lined tanks (τZirconium = 26.5 ns) due
to the different reflectivities of the liners (see Section 2.1.2). These numbers were
optimized in order to match the waveform shapes observed in experimental
data (Lucke, 2008).
The IceTop tanks were modeled as a cylindrical plastic container with an inner
diameter of 1.86 m and a wall thickness of 5 mm. For snow and ice, pure H2O
with a density of 0.38 g/cm2 and 0.92 g/cm3, respectively, was used. The DOMs
were modeled as 33.02 cm diameter glass spheres, filled with an effective DOM
material consisting of SiO2 with a density of 0.2 g/cm3. On top of the ice, there was
a 40 cm thick layer of perlite, which was modeled as a mixture of 92.92% air and
7.08% perlite, due to the granularity of the material. The chemical and physical
properties of perlite were taken from the manufacturer’s description4. The tanks
were surrounded by snow and the snow cover on top of them corresponded to
the individually measured amount of snow on top of each tank.
In order to save CPU time, only those particles were inserted into the Geant4
simulation whose trajectory did not miss a tank by more than 30 cm. Furthermore,
once the total charge inside a tank surpassed a saturation threshold of 2000 VEM,
particles in this tank were no longer simulated, but only counted. The total charge
inside that tank was then scaled according to the ratio between total particle
number and tracked particle number. This significantly reduced the time needed
to simulate tank signals in the vicinity of the shower core.
4.4.2. Simulation of DOMs and triggers
In the next step, the photoelectrons were injected into the simulation of the PMT. Its
response was simulated by superimposing Gaussian single-photoelectron wave-
forms with an RMS of 2.2 ns. Their charge was drawn according to the measured
single-photoelectron charge distribution (Abbasi et al., 2010).
The DOM electronics were simulated (Roucelle, 2007b) by first convoluting the
output of the PMT with a response function due to the limited spectral response of
the electronics, mostly caused by the coupling transformer. Individual responses
4http://www.silbrico.com/ryolex.htm, retrieved 13 May 2011
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for the different signal paths to the discriminator, the ATWDs and the FADC were
used5. Then, discriminators and local coincidence conditions between DOMs
were simulated, and if conditions were fulfilled, the signals were digitized using
the measured ADC calibration constants. Droop was applied to the digitized
waveforms6 according to Eq. (2.1).
For simplicity, only the IceTop SMT trigger described in Section 2.1.3, and
the ‘global throughput trigger’ that defines the overall trigger window were
simulated. All other IceCube triggers were not relevant for the analysis presented
here. The prescale for showers with less than 16 DOMs was not applied to the
simulated data.
4.4.3. Calibration of the simulated tanks
The complete detector simulation chain including the Geant4 simulation of the
tank and the simulation of the PMT and the electronics was calibrated using
vertical muons in the same way as the real tanks. Proton induced air showers with
an E−2.7 primary energy spectrum and energies between 3 GeV and 30 TeV, and
zenith angles up to 65◦were simulated. These showers do not have enough energy
to trigger the IceTop array, since only few particles actually reach ground, but can
still produce a signal in individual tanks. A shower resampling method developed
by Van Overloop (2010) was used in order to improve sampling efficiency.
The relation between 1 VEM and number of photoelectrons was taken from the
calibration of the real tanks and used as an input to the simulation. Then, in the
calibration procedure the ratio between the number of photoelectrons and the
number of emitted Cherenkov photons was found:
• As an ansatz for this ratio, the number of Cherenkov photons emitted by
a 4 GeV muon was estimated to correspond to 1 VEM. Using this relation,
the emitted Cherenkov photons in the tank simulation can be converted to
a number of photoelectrons before the PMT is simulated.
• Then, the tank response to low energy air showers was simulated to obtain
muon spectra as in experimental data. The same functions as used in data,
Equations (2.6) and (2.7), were used to determine the position of the VEM
peak.
5For the discriminator and the ATWD paths the same response functions were used but mea-
surements showed that they are different (David, 2009). Future versions of the simulation
software will take this into account.
6Naturally, droop should be applied to analog waveforms, but both digitization and droop
are linear operations and their order should not matter. The chosen order was based on
performance considerations. In future versions of the simulation software, the natural order
will be used, because otherwise digitization artifacts are introduced, that are not visible in
experimental data.
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Figure 4.3.: Example of a simulated single tank charge spectrum used to calibrate
the simulation after applying the calibration constant. The lines are
fits of functions (2.6) and (2.7).
• From the ratio between the observed peak position and the expected peak
position (taken from the calibration of the real tanks), a correction factor was
obtained.
In this way, the ratio between the number of emitted Cherenkov photons and
photoelectrons was found. An example of a simulated muon spectrum after
calibration can be found in Fig. 4.3.
However, Cherenkov emission is the same for all simulated tanks. At the
same time, 1 VEM is defined in the same way for all tanks. Therefore, 1 VEM
corresponds to a number of Cherenkov photons that is independent of the tank.
Thus, in air shower simulations, the number of emitted Cherenkov photons in
a tank was then first converted to VEM. Then, this number was converted to a
number of photoelectrons at each DOM, based on the DOM’s individual VEM
calibration. These photoelectrons were then fed into the PMT simulation.
4.5. Reweighting simulations to realistic fluxes
Air showers were simulated according to an E−1 spectrum in order to obtain a
good coverage of the whole energy range. However, from previous experiments it
is known that the flux in the energy range of interest has a spectral index changing
from roughly 2.7 to 3.1. Therefore, the simulated events were reweighted based
on their primary energy.
The generated flux is given by
d6Ngen
dE dA dθdφdt
∝ E−1 cosθ sinθ, (4.3)
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which corresponds to an isotropic E−1 flux,
d6Ngen
d log E dA dΩdt
= I cosθ, (4.4)
where dΩ = sinθdθdφ. The factor cosθ on the right is needed because the area
perpendicular to the incident direction is A⊥ = A cosθ. In order to renormalize
the generated events in all energy bins to a common flux, the normalization
constant I j must be determined for each energy bin j by integrating the simulated
flux. The total number of events generated in bin j is






















= I j∆ log E Agen
1
2
(1+ cosθmax)Ωgen τ. (4.5)
And thus,
d6Ngen
d log E dA dΩdt
=
Ngenj
∆ log E Agen 12(1+ cosθmax)Ωgen τ
cosθ, (4.6)
with
• the number of events Ngenj generated in bin j;
• the bin width, which is ∆ log E = 0.1 for all energy bins;





• the sampling area Agen = pi
(
1200 m)2;
• the maximum simulated zenith angle, θmax = 56◦, and thus Ωgen ≈ 0.88pi;
• and an arbitrary livetime τ, which acts as a scaling factor and has to be the
same for all energy bins.
Good choices of the scaling factor τ are
• the experimental livetime, τ = T, so that event numbers in the experiment
can be compared to weighted event numbers in simulation;
• or τ = 1, so that rates in simulation can be compared to experimental event
rates.
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The latter was chosen for all comparisons between data and simulation in this
thesis (Section 4.6). In the determination of the detector response in Chapter 5
the overall normalization of the simulation will cancel out, and τ = 1 was chosen
there as well.
Thus, for an isotropic model flux, event weights thus only depend on primary




d log E dA⊥ dΩdt(E)
d6Ngen
d log E dA⊥ dΩdt(E)
=
d6Nmodel
d log E dA⊥ dΩdt
(E) ·








In the following, five different flux models used in this thesis will be presented.
4.5.1. Individual primaries
For comparisons of data and Monte Carlo (see Section 4.6), proton and iron














The parameters were obtained from a fit of experimental data averages (Hörandel,
2003) in the energy range from 100 TeV to100 PeV:
I0 = (5.62± 0.21) · 10−6 m−2 s−1 sr−1,
Eknee = (3.4± 1.5)PeV,
γ1 = 2.663± 0.021,
∆γ = γ2 − γ1 = −0.38± 0.06.
(4.9)
The parameter describing the sharpness of the knee was fixed to ε = 2.1, as given
in the paper by Hörandel.
4.5.2. Two-component model
In addition to pure proton and iron, simulations of different primary particles
were combined to three mixed composition assumptions. Proton and iron were
combined according to a parametrization (Klepser, 2008) of Glasstetter’s “two-
component” model (Glasstetter et al., 1999), as an example of a simple mixed
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composition. The proton flux was converted to the form (4.8) with
I0 = 3.89 · 10−6 m−2 s−1 sr−1,
Eknee = 4.1 PeV,
γ1 = −2.67,
∆γ = γ2 − γ1 = −0.72.
(4.10)
For the sharpness of the knee ε = 2.1 was used as above since it could not be









The contributions from proton and iron to the total flux are shown in Fig. 4.4(a).
4.5.3. Poly-gonato model
In the poly-gonato model, the all-particle cosmic ray energy spectrum is modeled
as the sum of individual spectra of all elements from hydrogen to uranium, each
parametrized by Eq. (4.8). In the paper, both mass and rigidity-dependent knee
positions are considered; as well as two options for the change in spectral index
above the knee. For the simulations in this thesis, a rigidity-dependent knee,
EZknee = Z · EProtonknee , with EProtonknee = 4.49 PeV, combined with a common change
in spectral index, ∆γ = 2.10, for all elements was chosen since these options
yielded the best fit according to Hörandel’s paper. The smoothness parameter
of the knee was set to ε = 1.90 as found in the paper. To simplify simulations,
elements were divided into five groups and their combined spectra were fitted
with function (4.8) except for pure proton for which the parameters were taken
directly from the paper. Each group was then represented by a single element.
This element was chosen by calculating the average nuclear charge in each group
weighted with the flux at 1 PeV,
〈Z〉weighted =
∑





and then selecting the element with the closest Z. The results are given in ta-
ble 4.2 and the contribution of the five elements to the total flux is illustrated in
Fig. 4.4(b). Figure 4.5 compares the mean logarithmic mass 〈ln A〉 (see Eq. (1.1)) of
the two models which is the most relevant quantity when unfolding the energy
spectrum. Clearly, the poly-gonato model yields a heavier composition than the
two-component parametrization.
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Figure 4.4.: Contributions of individual elements to the total flux in the two com-
position models used in this thesis. In the lower panels the mean loga-
rithmic mass (see Eq. (1.1)) of the components used these parametriza-
tions is shown.
Table 4.2.: Flux parameters of five elemental groups used in the simulation. The
parameters were obtained from the model by (Hörandel, 2003) as de-
scribed in the text. Each group was represented by a single element, in
order to simplify simulations. I0 is given in 10−6 m−2 s−1 sr−1, and Eknee
in PeV.
Group I0 −γ1 −∆γ Eknee ε 〈Z〉weighted Representative
1H 1.49 1.71 2.10 4.49 1.90 1.0 Proton
2He – 4Be 1.71 1.63 2.09 9.43 1.85 2.07 24He
5B – 9F 0.633 1.68 2.10 32.29 1.85 7.13 714N
10Ne – 22Ti 0.741 1.64 2.04 63.51 1.82 13.89 1428Si
23V – 92U 1.07 1.56 1.21 94.21 2.00 26.59 2656Fe
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4.5.4. IceTop-IceCube coincident events
Finally, results from a measurement of IceTop-IceCube coincident events with the
40 string detector (Andeen, 2011b) were used. In this measurement, three primary
particle groups were assumed: proton, iron, and an equal mixture of helium and
oxygen. Their contributions to the total flux are listed in table 4.3. Since the
energy range of these measurements was relatively limited, an extrapolation was
used in order to build a response matrix that spans the whole energy range
from 100 TeV to 100 PeV. Because composition in these results is almost constant
in the lowest two energy bins, a constant composition was also assumed for
log(E/GeV) < 6.3. For energies above the highest measured bin, ln(A) was
assumed to increase linearly from bin to bin, with ∆ ln(A) = 0.244 taken from the
last two measured bins, until pure iron is reached at 100 PeV. The contribution of
the He+O mixture was assumed to decrease linearly to 0 and the proton to iron
ratio was chosen accordingly. This simple extrapolation and the limited range of
measurements available will of course have an influence on the resulting energy
spectrum, and results obtained with this composition will need to be treated with
care. Furthermore, oxygen was substituted with the simulated nitrogen primaries
in order to save CPU time and data storage.
4.5.5. Total flux in data analysis
In the unfolding analysis in Chapter 5, proton and iron fluxes were reweighted to
a featureless E−3 flux with I0 = 5.47 · 10−6 m−2 s−1 sr−1 in order to reduce potential
biases which could arise if a flux with features such as the knee is used as an input.
Also, in the case of the two-component composition assumption, the Poly-gonato
parametrization, and the IceCube 40 string results the total flux (i. e. the sum of
the individual components’ fluxes) was rescaled to the same E−3 flux.
4.6. Comparisons between simulated and
experimental data
Monte Carlo simulations were used to derive the primary energy and efficiencies
from the reconstructed quantities. Physical processes and the detector need to be
modeled accurately in order for the relations obtained from Monte Carlo simula-
tions to be meaningful and this agreement needs to be verified at various levels.
For these comparisons, three primary mass assumptions and fluxes were used:
• Pure proton and pure iron individually, each weighted with the flux accord-
ing to equations (4.8) and (4.9);
• A mixture of proton and iron according to the two-component model with
the corresponding total flux.
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Table 4.3.: Contribution of individual elemental groups to the all-particle flux
resulting from the analysis described in Andeen (2011b). The numbers
in the table are updated results to be published (Abbasi et al., 2011a;
Andeen, 2011a). Extrapolation was necessary in order to build a large
enough response matrix, for details see text.
Energy range
log(Ep/GeV)
〈ln A〉 Proton Helium + Oxygen Iron
4.9 – 6.3∗ 2.407 34% 13% 53%
6.3 – 6.5 2.407 34% 13% 53%
6.5 – 6.7 2.398 36% 9% 55%
6.7 – 6.9 2.508 35% 5% 60%
6.9 – 7.1 2.733 21% 22% 56%
7.1 – 7.3 3.106 15% 17% 69%
7.3 – 7.5 3.350 12% 10% 78%
7.5 – 7.7∗ 3.594 8% 6% 86%
7.7 – 7.9∗ 3.838 3% 3% 94%
7.9 – 8.1∗ 4.025 0% 0% 100%
∗ Extrapolation
/PeV)plog(E























Figure 4.5.: Comparison of the mean logarithmic mass of the two-component and
poly-gonato parametrizations used in this analysis. The black points
are the measurements by K. Andeen (Andeen, 2011b; Abbasi et al.,
2011a).
72
4.6. Comparisons between simulated and experimental data
The simulated and measured showers were reconstructed and all cuts listed in
Section 3.4 were applied, unless noted otherwise in some special cases. Further-
more,
log(S125/VEM) ≥ 1.0 (4.13)
was required in order to avoid normalization problems due to a possible dis-
crepancy in the threshold region which will be shown later in subsection 4.6.2.
Since all of the observables shown here depend on the primary energy and mass
spectrum, complete agreement between data and simulation cannot be required.
However, all observed differences need to be scrutinized and explained.
An important point to note about these comparisons is that, due to the normal-
ization of the simulation to a model flux (rather than to the observed number of
events in data), a disagreement in the overall rate between data and simulation
can arise. Most importantly, in all distributions iron showers show much lower
rates than proton showers, despite the normalization to the same primary flux.
This is caused by the fact that iron showers have smaller shower sizes and a larger
energy threshold. This does not constitute a problem or disagreement. The only
important question is whether the ratio between data and simulation is constant
as a function of the observed quantity.
4.6.1. Measured quantities
At the lowest level, those quantities that can be measured directly and do not
require reconstruction were compared to their simulated equivalents.
DOM occupancy. Participation of individual DOMs in air shower events de-
pends on the location of the tank inside the array, the snow cover on top of the
tank, and is different for high and low gain DOMs. Tanks at the corners of the
array have a lower rate than those in the center. Snow attenuates electromagnetic
particles reducing the rate of DOMs with a large snow cover. Finally, high gain
DOMs have a higher rate than low gain DOMs due to the exponentially falling
signal charge spectrum. Thus, the DOM occupancy shown in Fig. 4.6 is a good
measure of how well these effects are reproduced by simulation. The ratio be-
tween data and simulation is plotted in the lower panel. The transition between
high and low gain DOMs has some deficiencies (see next paragraph) leading to
too large rates of high gain DOMs whereas low gain rates are underestimated.
The overall rates, however, seem in good agreement between experiment and
simulation, as will be shown in the next paragraph. Apart from that, rates in
individual high gain DOMs (odd numbered) are well reproduced by simulation
since the ratios are mostly flat, with some variation in the low gain DOMs (even
numbers). The rates in case of iron are much lower than for proton (for both high-
gain and low-gain DOMs), despite the identical primary energy spectra, due to
stronger attenuation in the atmosphere of showers initiated by heavier primaries.
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Figure 4.7.: Measured charge distribution in data and Monte Carlo simulation.
The vertical dotted line at S = 0.3 VEM indicates the threshold of the
charge-based retriggering (see Section 3.1.3).
log(S/VEM)











1 DataData, High Gain Two Component, High Gain
Data, Low Gain Two Component, Low Gain
Figure 4.8.: Charge distribution in high and low gain DOMs in experimental data
and the two-component simulation.
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Signal charge spectrum. Since the energy reconstruction is based on the mea-
sured charges at each station, a realistic simulation is of particular importance.
The signal size spectrum is determined by the spectrum of secondary particles
and the IceTop tanks and electronics. Thus, a comparison between data and
simulation, shown in Fig. 4.7, can give important information about the overall
description of the detector. The best agreement in the overall rate, which is most
visible in the ratio between data and simulation in the lower panel in the figure,
is obtained for the mixed composition. In the case of pure proton, rates in the
simulation are too large whereas they are too low in case of pure iron.
Starting at S ∼ 103 VEM, a discrepancy in the saturation behavior between
data and simulation is visible, independent of primary mass assumption. Since
this analysis was limited to primary energies below 100 PeV, the impact of this
discrepancy on the inferred primary energy is less than 2.5% (see Section 6.2.3).
The charge threshold below log(S/VEM) = −0.5 is too low in simulation which
is one of the reasons for introducing the charge-based retriggering described
in Section 3.1.3. There is some disagreement in the charge spectrum between
log(S/VEM) = −0.5 and log(S/VEM) = 0 which improved slightly after retrig-
gering at S = 0.3 VEM due to the re-evaluation of the local coincidence condition.
The feature in the ratio between simulation and data at log(S/VEM) ≈ 1 is most
likely related to an issue with the transition between high and low gain DOMs.
As is apparent from Fig. 4.8, this transition happens at larger charges in simulated
than in experimental data. At log(S/VEM) ≈ 2 there is a feature in the ratio
between data and simulation which can be related to the transition between two
ATWD channels. There are known problems with the cross-calibration of these
channels in the DOM firmware (Tilav, 2011). However, both of these features
have only a minor influence on the overall charge spectrum.
Number of tanks per event. The number of tanks that participate in IceTop
air shower events shown in Fig. 4.9 depends on the primary energy spectrum
and mass composition, individual tank thresholds, and the local coincidence
condition. Due to the local coincidence condition, odd tank numbers cannot occur.
Accuracy of the detector simulation can be verified because measured rates mostly
lie between the simulated proton and iron fluxes. Agreement between data and
simulation is very good in case of the two-component assumption. In case of pure
proton, there are too many events with a small number of tanks, while there are
too few of these events in case of pure iron. This difference can be explained by
the different shower attenuation in the atmosphere. The deficit in the uppermost
bin for all composition assumptions is most likely due to the limited range of
simulated primary energies.
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Figure 4.9.: Number of tanks participating in IceTop events. Due to the local
coincidence condition odd tank numbers do not occur.



































Figure 4.10.: Distribution of reconstructed zenith angles in data and simulation.
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Figure 4.11.: Left: Distribution of reconstructed azimuth angles in data and sim-
ulation. Particles coming from positive x direction in the IceCube
coordinate system have an azimuth angle of 0◦. Right: Azimuth dis-
tribution in experimental data with a finer binning to reveal struc-
tures invisible in Monte Carlo due to limited statistics.
4.6.2. Reconstructed parameters
Reconstructed zenith angles. Showers are simulated isotropically and the cos-
mic ray flux is also assumed to be isotropic in the energy range of interest and at the
sensitivity of this analysis. The zenith angle distribution of reconstructed events
shown in Fig. 4.10 is influenced by shower attenuation in the atmosphere and the
snow cover on top of the IceTop tanks. The distribution for experimental data lies
in between the proton and the iron simulation, indicating that these influences are
simulated realistically. Furthermore, best agreement between experimental and
simulated data is achieved for the mixed composition. Agreement of the zenith
angle distribution between data and simulation is particularly important since in
this thesis the attenuation of showers with zenith angle will be exploited to study
primary composition.
Azimuth. Since geomagnetic cutoff does not play a role in the given energy
range azimuth angles of showers should be evenly distributed. Any deviation
from uniformity is most likely a detector effect. In Fig. 4.11 a comparison of the
reconstructed azimuth distribution in data and simulation is shown. Within sta-
tistical uncertainties, the azimuth distribution in simulation appears flat and in
agreement with experimental data. However, due to the larger statistics experi-
mental data show a variation of the order of 4%. It appears that showers moving
along the x-axis of IceCube have a slightly smaller chance of triggering the array
than those moving along the y-axis. This kind of asymmetry is not unexpected
due to the shape of the 26 station IceTop array and it should disappear in the final
configuration. A much larger Monte Carlo sample would be necessary to confirm
this effect in simulation.
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Figure 4.12.: Projection of the distribution of reconstructed core positions on the
x-axis (left) and y-axis (right) of the IceCube coordinate system.
Core position. True and simulated shower core positions are distributed evenly
across the IceTop array. The distribution of reconstructed core positions depends
on the geometry of the array and on the distribution of snow.The energy threshold
for showers with a core close to or outside the border of the array is higher than in
the center of the IceTop and snow increases trigger thresholds. Figure 4.12 shows
the projections of the distribution of reconstructed core positions on the x and y
axes in the IceCube coordinate system. Inside the array, the projection on the x
axis is almost flat whereas it drops steeply outside the array. The projection on
the y axis is flat in the range 100 m < ycore < 400 m. The increase below y = 100 m
is a geometrical effect since the array becomes narrower in this range with a tip
at station 21 at y ≈ 210 m. Independent of primary composition assumption the
ratio between data and simulation of the two projections is almost flat for the full
range of contained air shower events.
Shower size. Simulated and measured spectra of the shower size parame-
ter S125 in the zenith angle range from 0◦ to 46◦ are shown in Fig. 4.13. Above
the threshold the agreement between data and the two-component model is very
good. The proton flux is slightly larger whereas the iron flux shows a disagree-
ment due to shower attenuation. Toward high energies proton and iron fluxes
converge, which is to be expected from the decreasing difference in shower sizes
that will be shown in Section 5.5. This observation is also in agreement with what
is seen in the distribution of number of tanks shown in subsection 4.6.1.
The difference in threshold behavior between proton and iron Monte Carlo is
most likely caused by the difference in shower attenuation and the bias introduced
by the detector threshold, which allows only showers above a certain size to trigger
the detector. Of course, signal fluctuations also influence the detector threshold
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Figure 4.13.: Measured and simulated shower size spectra in the zenith angle
range 0◦ ≤ θ < 46◦.
behavior and differences in these fluctuations between different primary particles
can also have an effect on the shower size distribution in this region.
However, there is a possible discrepancy between data and simulation. The
simulated S125 spectrum in case of the two-component model is in very good
agreement with experimental data above the threshold, but it diverges below
log(Ep/PeV) < −0.2. Of course, this might be explained by a difference in primary
composition. However, an actual disagreement in shower size threshold cannot
be excluded.
Slope parameter β. The parameter β of the lateral distribution function (3.7)
is related to the shower age and is sensitive to primary particle mass, as will be
shown in Section 5.5.3. However, there is a clear disagreement between data and
simulation in the distribution of β as shown in Fig. 4.14. While the average value
is well-reproduced by simulation, all composition models lead to a narrower
distribution than in data. This might be related to possible differences in signal
fluctuations between experiment and simulation (see next subsection). Since β
was not used as a parameter for primary mass in this analysis this difference was
not investigated any further. Additionally the cut on this parameter, 2 ≤ β < 4.5,
only had a minor influence on the result. The peaks at β = 1.5 and β = 5 are
pile-up effects due to the limitation of β to this range in the fit.
4.6.3. Likelihood values
χ2 distribution of the lateral fit. The value of the likelihood function at its
extremum is difficult to interpret as a measure of the quality of the lateral fit. A
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Figure 4.14.: Distribution of the lateral fit slope parameterβ in data and simulation.
The peaks at β = 1.5 and β = 5 are due to the limitation of the
parameter in the lateral fit (see Section 3.2.3). The cut on β was not
applied.
































Figure 4.15.: Distribution of χ2 per degree of freedom in the lateral fit. The χ2 is
defined in Eq. 4.14.
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was used instead, where the sum runs over all triggered tanks. On average,
this quantity should be close 〈χ2〉 = ndf, where ndf is the number of degrees of
freedom, if signal fluctuations are described correctly by σS(S) (see Eq. (3.22)).
However, deviations from this value could to some degree be explained by the
fact that the log-likelihood function (3.16) contains additional terms and the fact
that fluctuations of log(S) are not purely Gaussian.
The χ2/ndf distribution in data and Monte Carlo is shown in Fig. 4.15. In
proton Monte Carlo the peak is χ2/ndf ≈ 1 and only at slightly larger values in
the case of iron simulation. In data on the other hand, the peak is at χ2/ndf ≈ 1.3,
indicating that signal fluctuations in data are larger than in simulation. This
observation is also in agreement with the results of the signal fluctuation study
in data and simulation that were shown in Fig. 3.4, although the interpretation of
the difference was different at that time.
In fact, this discrepancy in the χ2 distribution has already been observed with
an older tank simulation code that was not based on Geant4 directly (Berghaus,
2009a). The use of Geant4 has improved the situation and a possibility for further
improvement has been investigated (Melzig, 2011). This discrepancy is the reason
why no cut on the reconstruction quality was made.
Likelihood term for tanks that have no signal. The no-hit log-likelihood, L0,
defined in Eq. (3.18) is strongly influenced by the signal thresholds and signal
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Table 4.4.: Passing rates of the quality cuts described in Section 3.4 for events
with S125 > 1 VEM in data and the two-component simulation. Statis-
tical errors on experimental data are negligible. All passing rates are
given relative to the number of events with Nstation > 5 and S125 > 1. In
Fig. 4.17 this information is displayed graphically.
Cut Experimental data SimulationPassing rate Cumulative Passing rate Cumulative
Nstation > 5 100% 100%
Loudest station cut 42.5% 42.5% (39.4± 0.5)% (39.4± 0.5)%
CoG contained 60.4% 40.7% (56.4± 0.4)% (37.6± 0.5)%
Core contained 35.6% 32.1% (33.5± 0.5)% (30.5± 0.6)%
Zenith θ < 46◦ 94.9% 30.9% (95.4± 0.1)% (29.4± 0.6)%
σcore < 20 m 92.8% 30.8% (93.4± 0.2)% (29.4± 0.6)%
2.0 ≤ β < 4.5 92.1% 30.2% (96.4± 0.1)% (29.3± 0.6)%
fluctuations. Since pulses were retriggered with a charge threshold of 0.3 VEM,
all DOMs have the same charge threshold in data and simulation, leaving signal
fluctuations in the threshold regime as the main influence. As shown in Fig. 4.16,
as in the case of the χ2 distribution discussed above, there are clear differences
between data and all simulations. In experimental data L0 takes larger absolute
values than in simulation suggesting that fluctuations are underestimated. Cer-
tainly, there is a relation between the χ2 and L0 and the discrepancy in the χ2
distribution can at least partly be due to the L0 discrepancy.
4.7. Performance of the reconstruction
Table 4.4 lists the passing rates of data and two-component Monte Carlo of the
individual quality cuts listed in Section 3.4. The same information is summarized
graphically in Fig. 4.17. Due to the inconsistency between data and simulation
in the threshold region (see Section 4.6.2), only events with S125 > 1 VEM were
considered here. While there is some difference in the passing rates of individual
cuts between experimental and simulated data, the overall passing rate is in good
agreement. The remaining difference will be taken into account as a systematic
error.
In Fig. 4.18, core position and angular resolution of the reconstruction for show-
ers with zenith angles θ < 30◦ in case of the two-component model are shown as a
function of energy. For 68% of reconstructed shower cores, the distance between
true and reconstructed shower core position in the x-y plane is smaller than the
value indicated in the figure. Similarly, the angular resolution is defined as the
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Figure 4.17.: Passing rates of the quality cuts described in Section 3.4 for events
with S125 > 1 VEM.
angle between true and reconstructed shower direction,
ϕ = arccos(ntrue · nreco), (4.15)
where ntrue and nreco are the true and reconstructed unit vectors in direction of
movement of the shower front.
The core resolution of the likelihood fit improves from 15 m below 1 PeV pri-
mary energy to 6 m above 30 PeV. More inclined showers have a slightly worse
core resolution, in the zenith angle range 40◦ to 46◦ between 8 and 19.5 m. This
is consistent with a constant core resolution in the plane perpendicular to the
shower axis. At the same time the center-of-gravity yields the best resolution at
primary energies between 1 and 3 PeV, at about 22 m. Toward higher energies
the resolution becomes worse, because showers are no longer fully contained in-
side the array, and therefore not sampled symmetrically. This strongly biases the
center-of-gravity calculation. The core resolution as a function of energy above





which points at an optimum resolution at high energies of ∼5 m.
The angular resolution of the likelihood fit improves from 0.9◦ below primary
energies of 1 PeV to 0.3◦ at 100 PeV. More inclined showers have a slightly worse
angular resolution, in the zenith angle range between 40◦ and 46◦ achieving 0.5◦
at 100 PeV. The resolution of the plane fit below 3 PeV is about 1.6◦ and degrades
toward higher energies for the same reason as the center-of-gravity calculation:
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Figure 4.18.: Reconstruction quality of showers with θ < 30◦ in case of the two-
component assumption. Given are the 1σ resolutions as a function
of primary energy. Left: Distance between true and reconstructed
shower core of the lateral fit and the center-of-gravity. Right: An-
gle between true and reconstructed shower direction in case of the
likelihood and the plane fit.
the fit is biased if the shower front is sampled asymmetrically. A simple straight
line fit above 1 PeV of the angular resolution as a function of energy yielded:
σangle/◦ = 0.806(14) − 0.256(15) log(E/PeV). (4.17)
Obviously, this cannot be extrapolated to larger energies. However, a flattening
is not yet clearly visible below 100 PeV.
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5. Determination of the primary
energy
An unfolding method was used to convert the shower size spectra described
in Section 3.5 into primary energy spectra. The unfolding relies on the shower
simulations described in the previous chapter and on assumptions on primary
mass composition to account for detector response and efficiency.
5.1. General method
In order to convert the S125 spectra to energy spectra, the response of the detector
to a primary particle of mass M, energy Ep, zenith angle θ, and azimuth φ was
determined from the simulations described in the previous chapter. The response
of the detector is defined here as the probability to measure the shower size S125
given the primary energy Ep,
P(S125 |Ep) = P(S125 |Ep; M,θ,φ), (5.1)
which depends on the primary mass M and shower direction (θ,φ). For binned
data the response can be described by a matrix R(k), which connects the contents
of bin i of a measured S125 spectrum, Nsi (i = 1, . . . , m), with the contents N
p
j of


































dA cosθ Φ(Ep; M)
.
(5.3)
The model flux Φ(Ep; M) of nuclei with mass M, weighted by their acceptance
function p, is integrated over primary energy bin E jp, angles θ and φ, and core po-
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sition (xc, yc). The sum runs over all nuclei with masses M that contribute assum-
ing a specific composition assumption. The acceptance function p describes the
probability that a particle with mass M and kinematic parameters (Ep, xc, yc,θ,φ)
initiates an air shower with the S125 parameter in bin i and a reconstructed zenith
angle in range Ωk and that the event passes all cuts listed in Section 3.4. The
detector response was averaged over azimuth angles in each zenith angle inter-
val Ωk defined in Eq. (3.29). It is normalized to the total number of events in
energy bin j with true core position inside the fiducial area Acut and zenith an-
gle within Ωk (indicated in the denominator by integrals over ∆k cosθ and Acut).
Thus, the response matrix element R(k)i j is equivalent to the ratio between the ex-
pected number of measured events in shower size and energy bin (i, j) and the
true number of events in energy bin j. R(k)i j therefore corresponds to the integral
of the probability density P(S125 |Ep), Eq. (5.1), over shower size bin i and energy
bin j.
Due to this normalization R has the following normalization properties (drop-
ping the superscript k for the zenith range):∑
i
Ri j = ε j, and
∑
j
Ri j = 1. (5.4)
The row sum of the matrix R is equal to the detection efficiency ε j, i. e. the
probability that a shower with primary energy Ep in bin j will be in the final
sample in any S125 bin i. The second normalization property states that the
probability for an event in S125 bin i to be caused by a primary particle of any
energy is unity.
To obtain primary energy spectra from the measured data the matrix equa-
tion (5.2) has to be inverted:
Npj = (R
−1) ji Nsi . (5.5)
For this unfolding procedure the iterative algorithm described in Section 5.3 was
used which properly accounts for statistical fluctuations.
5.2. Detector response
The integrals in Eq. (5.3) were solved numerically using the Monte Carlo method.
Figure 5.1 shows the response matrix for proton showers with 0◦ ≤ θ < 30◦.
The colors indicate the probability P(Si125 |E
j
p) to measure an S125 in bin i given a
primary energy in bin j. The crosses represent 〈log(S125/VEM)〉 for each energy
bin, and the RMS of the distribution. The binning uses a logarithmic scale.
Above the threshold of about 1 PeV, 〈log(S125/VEM)〉 is almost proportional to































° < 30θ ≤ °Proton, 0
Figure 5.1.: Response matrix: distribution of the shower size S125 as a function
of primary energy for simulated proton showers with zenith angles
between 0◦ and 30◦. The crosses indicate the mean value and RMS of
the distribution in each energy bin.
smaller showers would not pass the 5 station requirement.












log(S125/VEM) − 〈log(S125/VEM)〉 j)
)2
2 σ2log S, j
 . (5.6)
The complete response matrix can then be described by the energy dependence
of three quantities: mean value and standard deviation of these Gaussian distri-
butions corresponding to mean logarithmic shower size 〈log(S125/VEM)〉 j and









which is the ratio between the simulation weights of the events that pass all cuts
(Nrec events) and the sum of the weights of all generated events (Ngen events). Due
to migration of shower cores into the fiducial area, this quantity can become larger
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Table 5.1.: Effective areas in the three zenith angle intervalsΩk for proton showers.
Within statistical uncertainties the same values were obtained for iron
primaries.
Zenith range Aeff/105 m2
0◦ ≤ θ < 30◦ 1.051± 0.013
30◦ ≤ θ < 40◦ 0.900± 0.019
40◦ ≤ θ < 46◦ 0.803± 0.012
than unity. This needs to be taken into account when calculating the statistical
error of ε j, see Eq. (B.10). The complete error calculation for the efficiencies can
be found in Appendix B.
The three quantities, 〈log(S125/VEM)〉, σlog S, and ε, are shown as a function of
energy in Fig. 5.2. The average shower size increases almost linearly with energy




This will be used later in Chapter 6 in the estimation of systematic uncertainties.
Below the threshold between 1 and 3 PeV depending on zenith angle, shower
sizes level off. This cutoff also influences the apparent energy resolution (see
below). For a given primary energy, shower sizes of inclined showers are smaller
than for vertical ones due to attenuation by the increased slant depth.
The standard deviation of the log S125 distribution peaks near the threshold,
and narrows toward higher energies. The altitude of the shower maximum de-
creases (i. e. gets closer to the detector) with increasing primary energy. This leads
to smaller shower fluctuations for larger energies, and a better energy resolution.
The improvement toward lower energies is caused by the cutoff effect due to the
trigger condition mentioned above. It is only an apparent improvement of energy
resolution, since the cutoff also introduces a bias which impairs the actual energy
resolution. The variation of log S125 is larger for inclined showers, because they
traverse more atmosphere and are therefore detected further away from shower
maximum.
The efficiency increases rapidly in the threshold region and then approaches a
constant value at high energies. While the threshold energy increases with zenith
angle due to shower attenuation in the atmosphere, the efficiency at high energies
approaches ∼92% almost independently of zenith angle. It is less than unity,
mostly due to the strict containment cut (see Section 3.4). The peak efficiencies
in the three zenith angle ranges Ωk correspond to the effective areas Aeff given in
Table 5.1. Within statistical uncertainties the same values were obtained for iron
primaries.






















° < 30θ ≤ °0
° < 40θ ≤ °30
° < 46θ ≤ °40
(a) Average shower size
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(b) Resolution
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° < 30θ ≤ °0
° < 40θ ≤ °30
° < 46θ ≤ °40
(c) Efficiency
Figure 5.2.: Parameters of the detector response for proton showers: (a) average
shower size, 〈log(S125/VEM)〉, (b) standard deviation of the shower
size distribution, σlog S, and (c) efficiency ε, as functions of primary
energy Ep.
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fitted with empirical functions, adapted from Klepser (2008):
〈log S125〉(Ep) = a0 + log Ep
+ ln
exp(a1 log Ep) + exp
(























−c1(log Ep − c2)




−c1(log Ep − c2) + c3(log Ep − c4)2
) log Ep < c4 .
(5.11)
Besides smoothing the simulation results, these functions were also used to ex-
trapolate in order to create a response matrix that spans the full range of measured
shower sizes. This was done in order to avoid cut-off effects at the end of the un-
folded spectrum. However, only data up to 100 PeV, which marked the upper
end of simulated primary energies, were considered in the final result.
The first function, Eq. (5.9), parametrizes the mean shower size as a function of
energy, taking into account that 〈log(S125/VEM)〉 and log(Ep/VEM) are almost
proportional above the threshold (see Fig. 5.2(a)). The residuals are parametrized
as a smooth transition from a linear function describing the threshold behavior
and a second order polynomial for the region above the threshold.
The resolution σlog S was parametrized by a combination of two exponential
functions and a constant in Eq. (5.10), see Fig. 5.2(b).
The efficiency, Eq. (5.11), is assumed to converge to a fixed value ε0 at high
energies, while the threshold is modeled by a second order polynomial in log ε.
The function is continuously differentiable at log Ep = c4.
While the standard deviation σlog S of the S125 distribution in the energy bins is
used in the unfolding procedure a more intuitive quantity is the energy resolu-
tion σlog E, i. e. the width of the distribution of reconstructed energies for a given
primary energy. The distribution of reconstructed energies in primary energy
bin j was obtained by transforming the S125 distribution in that bin back onto the
log Ep axis using the average shower sizes parametrized by function (5.9). These
distributions were then fitted with Gaussian functions, and the energy resolution
was defined as their standard deviation. The energy resolution for proton show-
ers from the three zenith rangesΩk is shown in Fig. 5.3. At 100 PeV a resolution of


















° < 30θ ≤ °0
° < 40θ ≤ °30
° < 46θ ≤ °40
Figure 5.3.: Energy resolution for proton showers in the three zenith range Ωk.
Since the general behavior is the same as for σlog S, fit of the same
functional form (Eq. (5.10)) are shown to guide the eye.
of 10% in energy. The resolution is worse for lower energy showers and for more
inclined showers, due to the larger shower age.
In order to verify the fits of 〈log S125〉(log Ep), the function (5.9) was used to con-
vert shower sizes from the same simulation dataset into energies, and the result
was compared to the true energy (see Fig. 5.4). In order to ensure that function (5.9)
could be inverted, it was extrapolated linearly below log(Ep/PeV) = −0.5 and
above log(Ep/PeV) = 2.5. The inversion was calculated numerically. The ex-
trapolation is responsible for the large energy mis-reconstruction in the threshold
region. Since it is not needed in the unfolding process, where the full information
from Equations (5.9) to (5.11) is used, no such mis-reconstruction should occur.
As seen in Fig. 5.4, for the two-component primary composition and θ < 30◦,
there is a small bias of less than 0.03 in log E in the range between 1 and 10 PeV
due to slight shortcomings of the parametrization. However, this bias is much
smaller than both the energy resolution (error bars in Fig. 5.4) and the chosen final
bin size of the energy spectra (see next chapter). A very similar bias was found
for more inclined showers and for other composition assumptions.
5.3. Unfolding
The response matrices described in Section 5.2 have to be inverted in order
to reconstruct the primary energy spectrum from the measured S125 distribu-
tion. This was done using an iterative unfolding method based on Bayes’ the-
orem which takes into account the efficiency ε and migration due to fluctua-
tions σlog(S) (D’Agostini, 1995).
The convolution of the energy spectrum with the detector response corresponds
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° < 30θ ≤ °0
Figure 5.4.: Difference between reconstructed energies obtained using the
parametrization (5.9) and true energies for the two-component as-
sumption and θ < 30◦. The error bars indicate the spread of the
distribution, and thus the energy resolution.
to a Fredholm integral equation of the first kind, where the kernel is given by the
detector response. The limited resolution of the detector has a damping effect on
high-frequency components of the input (the energy spectrum), so that the output
(the shower size spectrum) appears “smoothed”. Consequently, in the solution of
the inverse problem all high-frequency components are amplified. Thus, simply
inverting the response matrix R would lead to unnatural fluctuations in the result
due to amplification of statistical fluctuations (Hansen, 1998). The unfolding
algorithm avoids these fluctuations by assuming a smooth prior on the spectrum
and by introducing a regularization criterion.
5.3.1. Unfolding algorithm
Starting from a prior distribution Pk(E
( j)
p ) in the k-th iteration, the inverse of the

























































Figure 5.5.: Difference between true and reconstructed spectrum as a function
of the regularization criterion ∆χ2. In the toy simulation 1000
spectra were unfolded and after each unfolding step, ∆χ2 and
χ2(N˜pj,k, N
p
j,true) were calculated (black dots). The red crosses are aver-
ages of χ2(N˜pj,k, N
p
j,true) in bins of ∆χ
2(k− 1, k).
In the next step of the iteration, the prior distribution Pk(E
( j)









These steps are repeated until the termination criterion described in the next
subsection is reached. As initial prior a power law P0(E
( j)
p ) ∼ E−3p in the energy
range−1 ≤ log(Ep/PeV) < 2 was chosen normalized to the total number of events
(weighted with their prescale factor) in the input S125 spectrum. The systematic
error due to the choice of prior will be discussed in Section 6.5.2.
5.3.2. Termination criterion
The iteration was stopped once a termination condition was fulfilled. After each
iteration, the unfolded spectrum was folded with the response matrix, N˜si,k =∑
j Ri jN
p
j,k. The convergence criterion was then defined using the change in χ
2
between N˜s and the measured shower size spectrum Ns between two iterations k
and k− 1, as used by Ulrich (2004):
∆χ2(k− 1, k) = χ2(N˜sk−1, Ns) − χ2(N˜sk, Ns). (5.15)
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The iteration was stopped once ∆χ2 dropped below ∆χ2term = 1.1. This is a
regularization condition introduced to avoid unphysical fluctuations. After an
infinite number of iterations the unfolding would converge to the result obtained
by naïvely inverting the response matrix.
If the iteration is aborted too early, the result will still depend on the initial
prior P0 while too many iterations lead to unnatural fluctuations and strong neg-
ative correlations of neighboring bins. The optimum value of the termination
criterion was determined using a toy simulation. In this toy simulation an as-
sumed flux according to Eq. (4.8), Npj,true, was folded with the response matrix of
proton showers in zenith range Ω1 to obtain the expected event number Nsj,true.
Then, bin contents were varied 1000 times according to a Poisson distribution with
mean Nsj,true and each spectrum N
s
j was unfolded. After each step ∆χ
2(k − 1, k)
and the χ2 between true and unfolded spectrum, χ2(N˜pj,k, N
p
j,true), were calculated,
as shown in Fig. 5.5. The regularization parameter ∆χ2term = 1.1 was chosen in
order to optimize the agreement between true and unfolded spectrum. The best
value of ∆χ2term varies for different assumptions on the primary composition and
zenith angles but since the minimum is very wide it was decided for simplicity to
use one value in all unfoldings.
5.3.3. Error estimation
Statistical errors were propagated through the unfolding process using the boot-
strap method (Efron and Tibshirani, 1998) as follows. The measured shower size
spectra were varied within their statistical errors and unfolding was repeated.
This was done n = 3000 times for each spectrum and the errors of bin j were
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. (5.17)
The matrix of linear correlation coefficients, cov(i, j)/σiσ j, for the two-component
model with θ < 30◦ is shown in Fig. 5.6. Adjacent bins are positively correlated,
with a correlation coefficient decreasing with energy. This is expected due to
the improvement of the energy resolution with increasing energy. Bins off the
diagonal by two or three elements are slightly negatively correlated, but still
acceptable, due to a slightly too large number of iterations. Bins at larger distances





































Figure 5.6.: Matrix of the linear correlation coefficients for the two-component
model with θ < 30◦.
because energies can no longer be resolved due to the cutoff introduced by the
trigger.
5.3.4. Verification of the unfolding procedure
The correctness of the unfolding procedure and the error assignment was verified
using a simple toy simulation. A true energy spectrum according to the flux by
Hörandel, equations (4.8) and (4.9), was assumed. Event numbers were drawn
in bins with a width of 0.05 in log(Ep) assuming the experimental livetime and
effective area and solid angle of IceTop in zenith bandΩ1. The spectrum created in
this way was folded with the response matrix of the two-component assumption
and then unfolded again. This was repeated 100 times.
Figure 5.7 confirms that the average unfolded flux corresponded to the input
spectrum and that the average error assigned in each bin according to Eq. (5.16)
corresponds to the spread of unfolded fluxes. The errors assigned using the boot-
strap method described above correctly reproduce the spread of unfolded spectra.
Above ∼1 PeV where the detector is fully efficient the unfolding procedure cor-
rectly reproduces the model spectrum. The steep threshold function on the other
hand is not taken into account very well leading to a divergence of the unfolded
spectrum below threshold. The threshold region was therefore excluded in the
final result.
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Figure 5.7.: Verification of the unfolding procedure using the toy simulation de-
scribed in the text. In the upper panel the thick black line is the model
flux and the blue points are the average unfolded energy spectrum.
The shaded area represents the average errors assigned by the boot-
strap method, while the error bars on the data points show the spread
of unfolding results. In the lower panel the ratio between model flux
and average unfolded spectrum is shown.
Table 5.2.: Energy thresholds in PeV and in log(E/PeV) where the efficiency be-
comes larger than 90% of the maximum value ε0.
Primaries Ω1 Ω2 Ω3log E E log E E log E E
Proton 0.115 1.30 0.218 1.65 0.450 2.82
Iron 0.263 1.83 0.530 3.39 0.572 3.73
Two Component 0.174 1.49 0.315 2.07 0.524 3.34
Poly-gonato 0.178 1.51 0.341 2.20 0.532 3.41
IceCube/IceTop-40 0.141 1.38 0.276 1.89 0.466 2.92
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5.4. Correction for snow
5.3.5. Energy thresholds
There is a potential discrepancy between data and simulation in the energy thresh-
old of the detector discussed in Section 4.6.2. in the previous section, deficiencies
of the unfolding procedure at the threshold were revealed. These lead to an un-
trustworthy spectrum in this energy range. Therefore, results are only considered
in the region of full acceptance although the full S125 spectra were used as input for
the unfolding. To define a threshold, the energy was chosen where the efficiency
according to parametrization (5.11) becomes greater than 90% of the maximum
value ε0. The threshold increases with zenith angle and mass of the primary
particle (Table 5.2). The discussion of systematic errors in the next chapter always
refers to the energy range above these individual thresholds.
5.4. Correction for snow
As explained in Section 2.4, snow accumulates constantly on top of the IceTop
tanks, but a manual measurement of the snow height is only possible during the
austral summer and therefore is done only once every year. Techniques for an au-
tomatic, continuous monitoring of snow depths are under development (Rawlins,
2011; Kuwabara and Tilav, 2011), but were not yet available. The detector simula-
tion took the snow depths measured in January, 2007, into account. Data, on the
other hand, were taken between June and October, 2007, when more snow will
have accumulated. In order to estimate the effect of this difference, the detector
response to proton showers with primary energies of 1 PeV, 10 PeV and 30 PeV
and zenith angles 0◦, 30◦ and 40◦ was simulated assuming once the snow heights
measured in January 2007 and once those measured in January 2008. In January
2007 the average snow depth on top of IceTop tanks was 20.5 cm, while in January
2008 the height on top of the same tanks was 53.2 cm. The results for vertical
showers are shown in Fig. 5.8. Assuming constant growth of snow depth and
proportionality between log S125 and snow depth, shower sizes in August, 2007,
were estimated. All results are summarized in Table 5.3. Using Eq. (5.8) this
lead to the following zenith angle dependent energy corrections relative to the
simulations based on the January 2007 snow height measurement, which were
applied to all unfolded energy spectra:
Ω1 : ∆ log(E/PeV) = 0.0368(9),
Ω2 : ∆ log(E/PeV) = 0.0440(13),
Ω3 : ∆ log(E/PeV) = 0.0513(8).
(5.18)
The values for different energies only seem to fluctuate but do not show a clear
energy dependent trend.
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Figure 5.8.: Size of showers induced by vertical 1, 10, and 100 PeV protons assum-
ing snow depths measured in January 2007 and 2008.
Table 5.3.: Size of proton showers of different primary energies and zenith angles
given the snow covers of January 2007 and 2008 and an interpolation
for August 15, 2007. The shift given in the last column is the difference
to be applied to the data. N is the number of showers simulated for the
given energy and zenith angle.
Energy Zenith N January ’07 January ’08 August ’07 Shift
1 PeV 0◦ 100 0.012(9) −0.057(9) −0.028(9) −0.042(5)
30◦ 100 −0.114(12) −0.185(11) −0.155(12) −0.0435(19)
40◦ 100 −0.266(13) −0.318(10) −0.296(11) −0.032(6)
10 PeV 0◦ 50 1.043(7) 0.983(7) 1.008(7) −0.0368(9)
30◦ 50 0.965(7) 0.892(8) 0.922(8) −0.0447(23)
40◦ 50 0.807(12) 0.722(12) 0.757(12) −0.0521(9)
30 PeV 0◦ 50 1.486(19) 1.430(19) 1.453(19) −0.024(4)
30◦ 50 1.447(9) 1.375(9) 1.405(9) −0.0441(23)
40◦ 50 1.337(9) 1.257(10) 1.290(10) −0.0490(21)
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5.5. Showers initiated by primary particles of different mass
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(a) θ < 30◦
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(b) 40◦ ≤ θ < 46◦
Figure 5.9.: Mean logarithmic shower size in zenith intervals (a) Ω1 and (b) Ω3
as a function of energy for proton, helium, nitrogen, silicon and iron
induced showers.
5.5. Showers initiated by primary particles of
different mass
5.5.1. Shower size and energy resolution
The response matrices obtained with the procedure described in the previous
section depend on an assumption on the primary energy and on the composi-
tion assumption — the shower development of different primary particles differs,
as discussed in Section 1.4. In Fig. 5.9 the average logarithmic shower size of
primaries of different mass as a function of energy is shown for zenith angle
intervals Ω1 and Ω3. A qualitative explanation of the difference in shower devel-
opment is given by the superposition model as described in Section 1.4.
Showers of heavy primaries, thus, lead to a smaller shower size than showers
initiated by lighter particles of the same energy per nucleus. This attenuation
increases for inclined showers, which is apparent when comparing Figures 5.9(a)
and (b). The development of reconstructed shower size spectra for increasing
zenith angle (Fig. 3.7), therefore, depends on primary mass composition, which
can be exploited in order to draw conclusions about the primary cosmic-ray
composition, as demonstrated by Klepser (2008).
Energy resolution is better for heavier primaries in the case of inclined showers,
as shown in Fig. 5.11. Larger initial particle multiplicities reduce the variations
of the shower development as discussed in the framework of the superposition
model in Section 1.4. In the case of near vertical showers, the difference in particle
numbers at ground level and the higher threshold could be the reason that the
energy resolution for iron showers is worse than for proton showers, especially
at low energies.
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° < 30θ ≤ °0
° < 40θ ≤ °30
° < 46θ ≤ °40
Figure 5.10.: Left: Difference in the shower size between proton and iron showers
as a function of energy in all three zenith angle rangesΩk. Right: Com-
parison of proton showers and the two-component primary compo-
sition assumption.
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° < 30θProton, 
° < 30θIron, 
° < 46θ ≤ °Proton, 40
° < 46θ ≤ °Iron, 40
Figure 5.11.: Standard deviation of the S125 distribution of proton and iron show-
ers in zenith angle rangesΩ1 andΩ3 as a function of primary energy.
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5.5. Showers initiated by primary particles of different mass
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° < 30θProton, 
° < 30θIron, 
° < 46θ ≤ °Proton, 40
° < 46θ ≤ °Iron, 40
Figure 5.12.: Total efficiency for proton and iron showers in zenith angle rangesΩ1
and Ω3. While the maximum efficiency is independent of primary
mass and zenith angle, the energy threshold strongly depends on
these quantities.
The smaller size of showers initiated by heavy primaries also leads to an in-
creased energy threshold, as shown in Fig. 5.12. Within statistical uncertainties,
the maximum efficiency at high energies is independent of zenith angle and pri-
mary mass.
5.5.2. Effects on the unfolding result
The effect of different assumptions about primary particle composition on the
result of the unfolding can be illustrated with the help of a highly simplified





Furthermore the detector resolution is assumed to be perfect, and without thresh-
old:
log S125(log E) = log E+ log C, (5.20)
where C is a constant that decreases with increasing zenith angle due to shower
attenuation. The energy spectrum was then folded with this detector response, to
obtain shower size spectra. In the folding the following values of C were assumed:
log Ctrue(Ω1) = 1.0, log Ctrue(Ω2) = 0.7, and log Ctrue(Ω3) = 0.4. (5.21)
This can be compared to a lighter composition corresponding to a smaller decrease
of log C with zenith angle and a heavier primary composition, where log C would
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(c) Heavy composition
Figure 5.13.: Toy calculation to illustrate the effect of the cosmic ray composition
on the unfolding result. (a) Based on an isotropic flux, shower at-
tenuation leads to different fluxes in different zenith angle ranges.
(b) and (c) show that a wrong composition assumption in the unfold-
ing can lead to an over or under compensation of shower attenuation.
decrease more strongly. This can be seen in Fig. 5.10 which compares average
shower sizes of proton showers with iron and the two-component model.
The spectrum folded with the toy detector response (5.20) with the detector








where C is the value assumed in the unfolding. If a composition is assumed that
is too light the assumed shower size attenuation with increasing zenith angle will
be too weak while it will be too strong if the assumed composition is too heavy. In
the latter case the unfolding will overcompensate the shower attenuation while in
case of a too light composition attenuation will not be fully compensated. This is
illustrated in Figures 5.13(b) and (c). Only if the correct composition is assumed
in the unfolding, C = Ctrue, shower attenuation with zenith angle will be fully
compensated, leading to agreement of the spectra from the three zenith angle
ranges. This effect can in principle be exploited to determine primary compo-
sition. However, the sensitivity is not strong enough to make an independent
composition measurement. Therefore, primary mass composition remains essen-
tially unknown in this analysis and thus contributes to the systematic uncertainty.
5.5.3. Slope parameter β
Since the zenith angle dependency of S125 alone is not sufficient to measure the
primary composition as a function of energy the unknown primary mass con-
tributes to the systematic uncertainty on the all-particle spectrum. The slope
parameter β of the lateral distribution function (3.6) was studied by Miloshevich
(2009) in order to either allow a measurement of primary mass or allow for a mass
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Figure 5.14.: Average slope parameter β of the lateral distribution function (3.6) as
a function of shower size for proton and iron simulation and exper-
imental data (Miloshevich, 2009). The error bars on the simulation
data points represent the spread of β which is indicated by the gray
band in case of data. The fact that data do not lie in between proton
and iron simulation in the region below S125 = 1 VEM, is probably
due a deficiency of the simulation in the threshold region.
β














Figure 5.15.: Mean primary energy as a function of the slope parameter β for
simulated proton and iron showers with 1.4 < log(S125/VEM) <
1.5 (Miloshevich, 2009).
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independent measurement of primary energy.
Figure 5.14 shows the relation between β and shower size log S125 for proton
and iron Monte Carlo and experimental data. Throughout the range of shower
sizes, 〈β〉 for proton showers is larger than in case of iron. A larger β corresponding
to a steeper lateral distribution function. As shown by Klepser (2008) a larger beta
can be related to a smaller shower age. Thus, the result is expected due to the
faster development of showers initiated by heavier primaries. In the 1 to 10 VEM
range experimental data lie in between the proton and iron points with a tendency
toward iron at higher energies. The fact that data do not lie in between proton
and iron simulation in the threshold region is probably related to the discrepancy
in thresholds between data and simulation.
On the other hand, it was shown that the mean primary energy of a shower
with given S125 and β does not differ significantly between proton and iron show-
ers, see e. g. Fig. 5.15. This means that β cannot be used directly to create a
simple, primary particle independent energy estimator by correcting the energy
obtained from S125 alone. Therefore, it was not used in this analysis. However, it
could prove a valuable additional input parameter to composition analyses using
multivariate techniques. However, before this parameter can be exploited, the
discrepancy in the threshold region needs to be understood.
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6. Systematic uncertainties
Several assumptions made during analysis, especially during Monte Carlo simu-
lations, introduce systematic uncertainties to the result. These systematic effects
are discussed in this chapter.
6.1. Environmental influence
6.1.1. Snow height measurement
To estimate the systematic error due to the energy correction for snow described
in Section 5.4, snow accumulation was assumed proportional to wind speed (see
Fig. 6.1), as illustrated in Fig. 6.2. In this case 〈log(S125/VEM)〉 for a given Ep
averaged over the period from June to October is smaller by
Ω1 : 0.0017, Ω2 : 0.0020, and Ω3 : 0.0021, (6.1)
than the values estimated in Section 5.4 by assuming constant growth of snow
depth. Using Eq. (5.8) this difference between snow heights using linear inter-
polation and an interpolation proportional to wind speed lead to a difference in
reconstructed energy of:
Ω1 : 0.37%, Ω2 : 0.44%, and Ω3 : 0.46%. (6.2)
This was used as an estimate of the systematic error on energy determination due
to snow height.
6.1.2. Variations of the atmosphere
The influence of atmospheric variations were studied using the experimental
data. Two parameters of the atmosphere were studied: total overburden, Xv, and
altitude profile, d ln Xv/dh.
First, the days of data taking were ordered according to the total atmospheric
overburden Xv = p/g, with the measured ground pressure p, and the gravitational
acceleration at South Pole, g = 9.86 m/s2. Then, the 50 days with the highest
and with the lowest overburden were selected from the total of 153 days. The
average overburden was Xlow = 679 g/cm2 during the period of low overburden




















Figure 6.1.: Wind speeds measured at South Pole in 2007. Based on these mea-
surements, the systematic error on snow depth in August 2007 was
determined. The gray shaded region indicates the period during
which the data used in this thesis were taken.
MJD

















Figure 6.2.: Development of shower size of vertical 10 PeV proton showers in 2007,
assuming log S125 is proportional to snow depth. Accumulation of
snow is assumed proportional to wind speed (solid line) and constant




of ∆Xv = 21 g/cm2. From the data taken during these periods shower size spectra
were created, as shown in Fig. 6.3 for zenith range Ω2.
For each zenith angle interval the weighted average logarithmic flux difference:
〈∆ log I〉 =
∑Nbins
i=1 (∆ log I)i/(σ∆ log I,i)
2∑Nbins
i=1 (σ∆ log I,i)
−2 , (6.3)
was calculated in the range 0.6 ≤ log(S125/VEM) < 2.0. Here,







is the logarithm of the ratio of fluxes in the ith bin and σ∆ log I,i is the statistical
error of this quantity. Furthermore, both spectra were fit with a power law in the
same range of shower sizes. It was found, that in all zenith ranges the two spectral
indices, γlow and γhigh, were compatible within statistical error. Thus, 〈∆ log I〉
can be converted into an approximately energy independent shift of log S125 using
the average spectral index:
∆ log S125 =
2
γlow + γhigh
〈∆ log I〉. (6.5)
Here, it is assumed that the flux of cosmic rays is constant in time (there is no indi-
cation of a variation of the flux in the energy range of interest and at the sensitivity
of this measurement). This shift is only approximately energy independent. The
assumption of energy independence of the effect of atmospheric overburden will
certainly break down when energies at which the shower maximum for vertical
showers is at or below detector altitude are covered in the analysis. Including the







〈∆ log I〉. (6.6)
















= (−14.3± 2.9) · 10−4 1
g/cm2
.
The RMS variation of the total atmospheric overburden between June 1 and Octo-
ber 31, 2007, was determined to be σXv = 9.86 g/cm
2. Using approximation (5.8),
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this lead to a systematic error on energy of






yielding the following relative uncertainties on Ep in the three zenith angle inter-
vals:
Ω1 : 0.26%, Ω2 : 1.94%, and Ω3 : 3.09%. (6.9)
This variation was included as a systematic uncertainty.
In contrast to total overburden the altitude profile of the atmosphere at South
Pole undergoes a clear annual cycle, see Fig. 2.9(b). To study the effect of varying
the atmospheric profile on air shower measurements the data taking period was
divided into a period of very dense atmosphere (July 25 to October 10) and
one when the atmosphere was less dense (all other days). Shower size spectra
were extracted from the data taken in these two periods and the same procedure
outlined above was applied. The difference in shower sizes for a given primary
energy between the two periods for the three zenith angle ranges is
Ω1 : |∆ log S125| = (11.3± 1.5) · 10−3,
Ω2 : |∆ log S125| = (8.0± 2.5) · 10−3, (6.10)
Ω3 : |∆ log S125| = (5± 5) · 10−3,
yielding the following systematic errors on energy, when applying Eq. (5.8):
Ω1 : 2.5%, Ω2 : 1.8%, and Ω3 : 1.1%. (6.11)
Obviously, the systematic error in the most inclined zenith angle range is only a
crude estimate since the difference between the two spectra is not very significant.
Assuming there is no correlation between altitude profile and total overbur-
den (the linear correlation coefficient of the two quantities is only 0.340) the
numbers obtained here and above have been added quadratically to estimate the
systematic error due to atmospheric pressure variations listed in (6.9):
Ω1 : 2.6%, Ω2 : 2.7%, and Ω3 : 3.3%. (6.12)
6.1.3. Atmosphere model in simulation
To estimate the error due to atmospheric influences on the absolute energy scale
simulations using two different atmosphere parametrizations were compared,
see Fig. 6.4. Atmosphere model 12 (July 1, 1997), which was used in the unfold-
ing procedure, has a total overburden of 692.9 g/cm2 and atmosphere model 13
(October 1, 1997) has a total overburden of 704.4 g/cm2. Averaging the difference















































Figure 6.3.: Shower size spectra obtained in zenith range Ω2 from data taken
during the 50 days of highest (N) and lowest (H) overburden.
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° < 30θ ≤ °0
° < 40θ ≤ °30
° < 46θ ≤ °40
Figure 6.4.: Ratio between shower sizes as a function of energy obtained with
CORSIKA atmosphere models 12 (July) and 13 (October).
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= (−9± 6) · 10−4 1
g/cm2
.
This effect is larger than observed in experimental data, see (6.7). That might
be due to different atmosphere profiles of the two models, as well as differ-
ent atmosphere profiles contributing to experimental data. The difference be-
tween measured average overburden (695.5 g/cm2) and simulated overburden
(692.9 g/cm2) thus lead to the following additional systematic uncertainties of the
energy determination:
Ω1 : 0.9%, Ω2 : 1.1%, and Ω3 : 0.6%. (6.14)
6.2. Detector effects
6.2.1. Calibration
Systematic uncertainties due to calibration can arise for two reasons: variations
of the calibration constants between calibration runs and a discrepancy between
the calibration of the experiment and the detector simulation.
The first point was addressed by studying the variation of the VEM calibration
between calibration runs. In Fig. 6.5 the relative difference in the number of
photoelectrons corresponding to 1 VEM between calibration runs for all DOMs
is shown. From the RMS of this distribution the systematic uncertainty on the
energy reconstruction due to variations of the VEM calibration was estimated to
be 3.0% using Eq. (5.8).
Simulated tanks were calibrated using the same procedure as for real tanks,
as described in Section 4.4.3. For different tanks the conversion factors between
number of Cherenkov photons and number of photoelectrons resulting from
this calibration varied by 1.5% RMS. Since the Geant4 simulation of all tanks is
identical, this is a purely statistical error. However, it was included as a systematic
error on the energy of the same order because fixing the calibration constant leads
to a systematic error on the calibration that is the same for all signals.
Varying the spectral index of the primary energy spectrum of the showers used
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Figure 6.5.: Relative change in the number of photoelectrons corresponding
to 1 VEM between consecutive calibration runs for all calibration runs
and all DOMs. The RMS value of 0.031 of this distribution was used
to estimate the systematic error of the energy determination.
6.2.2. Droop
The toroid used to decouple the PMT from the signal capture electronics intro-
duces a significant droop effect, as described in Section 2.1.3. This droop was
not corrected for, which in itself is not a source of systematic uncertainty, since
it should be covered by the VEM calibration. However, discrepancies in the
way the droop effect is simulated in the detector Monte Carlo or incorrect droop
parameters (not all DOMs were measured individually) may lead to undesired
systematic effects. In order to quantify these effects a set of experimental and
Monte Carlo data were reprocessed correcting for droop. After droop correction,
signal charges are smaller than without, due to the baseline determination de-
scribed in Section 3.1.2, by about 2% for “droopy” and 0.5% for “non-droopy”
DOMs, see Fig. 6.6. Comparing this effect of droop on the charge determination
in Monte Carlo and experimental data leads to a systematic uncertainty on the
energy determination of about 1.5%. This uncertainty was assumed to translate
directly into a systematic error of the energy determination. The effect can be
partly compensated by VEM calibration. However, since not all simulated DOMs
were calibrated individually some uncertainty remains.
6.2.3. PMT Saturation
Differences between simulated saturation behavior of the PMT and the true be-
havior can cause a systematic uncertainty on energy determination mostly at high
energies. As shown in Fig. 6.8, in simulation saturation sets in at higher charges






























































































































Figure 6.7.: Saturation function (6.15) for different values of the maximum charge
Smax (dashed lines).
energy spectrum, an artificial, charge-based1 saturation function was applied to













in order to bring the simulated charge spectrum in agreement with experimen-
tal data. The only parameter in the formula, Smax, is the maximum possible
charge. A saturation value of Smax = 3000 VEM yielded the best agreement be-
tween simulated and experimental data. Simulated showers were reprocessed
and the change in log S125 was used to estimate the systematic error on energy
based on Eq. (5.8), see Fig. 6.9. For primary energies below 10 PeV, the systematic
error due to the difference in saturation behavior is less than 0.5%. Above 10 PeV
it increases exponentially to a value of 2.5% at 100 PeV.
Ideally, the influence of saturation on simulated shower sizes would be taken
into account as a correction when determining the response matrices. However,
since this is only an effect of less than 2.5% (much less than the total systematic
uncertainty), it was decided to simply include it as a systematic error. This should
also improve for future analyses since the gain dependence of saturation has been
studied (Berghaus, 2009b) in order to improve the agreement between data and
simulation at high charged.
1In reality, current is the relevant parameter for saturation. However, applying additional




















MC with artificial saturation
Figure 6.8.: Distribution of measured charges in all showers in the final data sam-
ple (black open circles), compared to proton Monte Carlo simulations
(blue triangles), and simulations including an artificial charge satura-
tion (red crosses).
/PeV)plog(E




















Figure 6.9.: Change in shower size as a function of energy when applying an
artificial saturation value of Smax = 3000 VEM in order to bring the






An assumption made in shower reconstruction is the correlation coefficient ξ
of tanks in the Pnohit term of the likelihood function, Eq. (3.18). Tank signal
fluctuations were assumed to be uncorrelated, corresponding to ξ = 0. In order to
determine the systematic error introduced by this assumption, the other extreme
case ξ = 1, was studied in data and simulation, as shown in Fig. 6.10. Since
the ratio between the numbers of triggered and untriggered stations increases
with energy, the importance of the Pnohit term decreases with increasing primary
energy, leading to a decreasing influence of the choice of ξ on S125.
The influence on shower size at low energies itself does not constitute a system-
atic error, as the same behavior is reproduced in simulation. In the lower panel of




























< 0.002 above the detector threshold it can be con-
cluded using Eq. (5.8) that the systematic error on energy reconstruction is less
than 0.5%.
6.3.2. Quality cuts
Differences in passing rates of quality cuts described in Section 3.4 when applied
to experimental and simulated data lead to a systematic uncertainty on the recon-
struction efficiency and consequently on the flux normalization. Passing rates of
all cuts for data and Monte Carlo events above threshold are listed in Table 4.4.
There is a relative difference of 3.0% between data and Monte Carlo in the total
cumulative passing rate, which was included in the systematic uncertainty on the
flux.
6.4. Different interaction models
Small simulation datasets of proton and iron showers created using the high
energy hadronic interaction models QGSJET-II and EPOS 1.99 were used to es-
timate the systematic uncertainty due to the modeling of hadronic interactions.
Figure 6.11 shows the shower size ratio between SIBYLL and the alternative
simulations as a function of primary energy for the two-component primary com-
position assumption and zenith angles up to 30◦. Simulations with SIBYLL seem
to yield systematically smaller shower sizes, and the same observation was made
for more inclined showers.
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Figure 6.10.: Influence of the correlation coefficient ξ of tanks in the Pnohit term of
the likelihood function, Eq. (3.18), on the reconstructed shower size
in data and proton simulation. In the lower panel the logarithm of
the Monte Carlo to data ratio is shown.
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Figure 6.11.: Shower size ratio for the two-component assumption between
SIBYLL and QGSJET and EPOS based Monte Carlo simulations for
the two component primary assumption and showers with zenith
angles up to 30◦.
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6.5. Unfolding
From the differences between SIBYLL and the other two interaction models, the
following errors on primary energy determination were derived:
Ω1 : 2.1%, Ω2 : 4.3%, and Ω3 : 2.0%. (6.17)
The systematic error derived here is purely based on a comparison of interaction
models. All of these models have different known strengths and weaknesses
in their description of the underlying physics. Additionally, they all include
an extrapolation to energy ranges not accessible by current collider experiments
which are relevant in the first few cosmic ray interactions. This leads to the
possibility of an unknown systematic error if correct behavior is not covered by
the variation observed between different hadronization models.
6.5. Unfolding
6.5.1. Response matrix
Limited Monte Carlo statistics lead to uncertainties in the determination of the
response matrix. Assuming the efficiency is constant above the threshold, the flux
error induced by uncertainties of the detector response can be estimated by the fit
error on ε0 in Eq. (5.11) in case of the two-component composition assumption:
Ω1 : 0.9%, Ω2 : 1.6%, and Ω3 : 1.2%. (6.18)
The uncertainties on the parameters a0 and b0 in Equations (5.9) and (5.10) in
case of the two-component model translate to an uncertainty on the energy in the
unfolding process:
Ω1 : 0.7%, Ω2 : 1.2%, and Ω3 : 0.8%. (6.19)
These statistical uncertainties on the response matrix were also included in the
systematic error of the final result.
Additionally, the flux model used in the simulation also influences the response
matrix. A harder spectrum leads to larger average shower sizes in an energy bin
than a softer one as shown in Fig. 6.12. In the figure simulations based on
an E−2 flux and an E−4 flux were compared with the standard simulation which
assumes a power law of E−3. Above the threshold this difference appears to be
independent of primary energy. In the three zenith angle ranges the following
average differences in shower size between the two extreme spectral indices were
found above Ep = 1 PeV:
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Figure 6.12.: Difference in logarithmic shower size between the standard Monte
Carlo (flux ∝ E−3) and differently weighted simulations assuming an
E−2 flux (left) and an E−4 flux (right).
Using Eq. (5.8) this leads to the following systematic errors on energy:
Ω1 : 0.73%, Ω2 : 0.97%, and Ω3 : 0.99%. (6.21)
6.5.2. Unfolding method
Two parameters besides the response matrix that influence the result of the unfold-
ing are: the termination criterion∆χ2max and the prior distribution P0. Since∆χ2max
was determined in a toy simulation by comparing unfolding results to a true spec-
trum, the uncertainty on that number is defined as the range within which the χ2
between the true and the unfolded spectrum increases by 1 from the overall min-
imum. Varying the termination criterion within this range lead to the following
variation of the total flux:
Ω1 : 1.3%, Ω2 : 3.2%, and Ω3 : 5.1%. (6.22)
Varying the spectral index of the initial prior P0 between −2.5 and −3.5, a
variation of the total flux of about 2% was observed, see Fig. 6.13. This was added
in quadrature to the numbers above. Below the knee region around 3 to 4 PeV, the
spectral index seems to depend on the prior (in the most inclined zenith interval
even up to 10 PeV. Varying the prior lead to a variation of the spectral index below
the knee in the most vertical zenith band by ±0.01, and in the most inclined zenith
range by ±0.025. At higher energies variations appear to be purely statistical.
6.6. Primary composition
Assuming pure proton and pure iron are the most extreme cases of the primary
composition, the systematic uncertainty on the energy arising from the unknown
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1.2 ° < 30θ ≤ °0
° < 40θ ≤ °30
° < 46θ ≤ °40
Figure 6.13.: Variation of the prior in the unfolding. Left: Ratio between the flux
obtained with P0 ∝ E−2.5 and the result obtained with the default E−3
prior, in case of the two-component assumption. Right: Comparison
of the results obtained with P0 ∝ E−3.5 to the default prior.
Table 6.1.: Shower size differences and resulting systematic errors on energy due
to the unknown composition.
E ≤ 10 PeV E > 10 PeV
Proton – 2 Components Proton – Iron
Zenith 〈∆ log S125〉 Syst. error 〈∆ log S125〉 Syst. error
Ω1 0.0309(23) 7.0% 0.013(4) 2.9%
Ω2 0.049(5) 11.3% 0.075(6) 17.9%
Ω3 0.053(6) 12.3% 0.115(8) 28.7%
primary composition can be estimated from Fig. 5.10. Furthermore, as will be
shown later, we can exclude pure iron at least below 10 PeV. Therefore, it is not
included when determining the systematic uncertainty below energies of 10 PeV
but only the difference between proton and the two-component model. Table 6.1
lists the shower size differences between different models and resulting systematic
uncertainties.
6.7. Summary of systematic errors
Systematic uncertainties are summarized in Table 6.2.
The total systematic uncertainty was determined by quadratically adding the
individual contributions. The error on the determination of the primary energy in
the most vertical zenith angle range is 8.7% below Ep = 10 PeV, and 6.4% above.
Main contributions are the unknown primary mass composition (7.0% below
10 PeV), and the variation of the atmosphere (2.6%). Furthermore, a flux uncer-
tainty of 3.5% is caused by differences in cut efficiencies between data and Monte
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Table 6.2.: Summary of systematic uncertainties of the energy and flux determi-
nation in the three zenith angle intervals Ω1, Ω2, and Ω3. The differ-
ent points are explained in the text. The total systematic error is the
quadratic sum of all contributions. The error labeled ‘Independent’
at the bottom is the total systematic error excluding those contribu-
tions that have the same effect on all zenith angle intervals and the
contribution from the unknown composition.
0◦ ≤ θ < 30◦ 30◦ ≤ θ < 40◦ 40◦ ≤ θ < 46◦
Uncertainty Energy Flux Energy Flux Energy Flux
Snow height 0.4% 0.4% 0.4%
Atmosphere variation 2.6% 2.7% 3.3%
Atmosphere model 0.9% 1.1% 0.6%
Saturation, Ep ≤ 10 PeV 0.5% 0.5% 0.5%
Saturation, Ep > 10 PeV 2.5% 2.5% 2.5%
Droop 1.5% 1.5% 1.5%
MC Calibration 1.5% 1.5% 1.5%
Calibration stability 3.0% 3.0% 3.0%
Reconstruction 0.5% 0.5% 0.5%
Interaction model 2.1% 4.3% 2.0%
Composition, Ep ≤ 10 PeV 7.0% 11.3% 12.3%
Composition, Ep > 10 PeV 2.9% 17.9% 28.7%
Flux model 0.7% 1.0% 1.0%
〈log S〉 and σlog S125 0.7% 1.2% 0.8%
Cut passing rates 3.0% 3.0% 3.0%
Efficiency 0.9% 1.6% 1.2%
Unfolding procedure 1.6% 3.4% 5.2%
Total: Ep ≤ 10 PeV 8.7% 3.5% 13.1% 4.8% 13.5% 6.1%
Ep > 10 PeV 6.4% 3.5% 19.2% 4.8% 29.3% 6.1%
Independent: Ep ≤ 10 PeV 3.7% 1.8% 5.5% 3.8% 4.3% 5.4%
Ep > 10 PeV 4.4% 1.8% 6.0% 3.8% 4.9% 5.4%
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Carlo, the efficiency calculation in Monte Carlo, and the termination criterion and
seed in the unfolding procedure.
In addition to the total systematic error, the Table 6.2 lists those systematic errors
that apply to different zenith angle intervals independently. From this error the
following contributions were excluded:
• calibration of the simulation, calibration stability, and droop because these
apply to all zenith angle ranges in the same way;
• and the uncertainty due to unknown composition because it only applies to
the final result.
This individual systematic error needs to be taken into account when comparing
spectra from different zenith angle ranges.
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7. The cosmic ray energy spectrum
Using the method described before, the shower size spectra obtained from the air
shower measurement and reconstruction presented in Chapter 3 were unfolded
in order to obtain the primary cosmic ray energy spectrum. This was done
independently for the three zenith angle ranges defined in Eq. (3.29):
Ω1 : 0◦ ≤ θ < 30◦, Ω2 : 30◦ ≤ θ < 40◦, and Ω3 : 40◦ ≤ θ < 46◦.
Five different models of the primary mass composition were used as input to the
unfolding procedure.
All unfolded spectra are shown in Figures 7.1 and 7.2. The lower end of the
energy range was chosen as specified in Section 5.3.5 based on a 90% efficiency
threshold. The spectra were cut off at 100 PeV, since Monte Carlo simulations of
higher energies were not available. A binning of 10 bins per decade in energy was
chosen based on the energy resolution.
In Section 5.5 it was shown that the difference in shower size between proton
and iron showers increases with zenith angle due to the increasing slant depth
of the atmosphere: showers initiated by heavy primary particles are attenuated
more strongly with increasing slant depth than proton showers. Since one can
safely assume that the cosmic ray flux is isotropic (at the level of sensitivity of this
analysis) the flux measured in the different zenith angular intervals has to be the
same.
In case of the pure proton assumption, Fig. 7.1(a), a good agreement between
the three spectra is observed. On the other hand, in case of the assumption of pure
iron, Fig. 7.1(b), the individual spectra for the three different zenith bands clearly
disagree at low energies while they start to converge toward higher energies. This
will be discussed more quantitatively later.
Agreement of the three spectra in case of the two-component model, Fig. 7.2(a),
is good at low and high energies. In the intermediate energy range there is
some deviation between the spectrum obtained from the steepest zenith angle
interval and the other two spectra. However, they are still consistent when
considering systematic errors. When using the poly-gonato model, Fig. 7.2(b),
or the results from the IceTop/IceCube coincident events analysis, Fig. 7.2(c), as
input, the spectra obtained in different zenith ranges disagree above the knee.
The order of the spectra is consistent with the fact that in those two cases 〈ln A〉 is
larger than for the two-components model, i. e. attenuation is over-compensated.
Possible reasons for this disagreement will be discussed in Section 8.2.
In case of the pure iron assumption a χ2 test was used in order to quantify the
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° < 30θ ≤ °0
° < 40θ ≤ °30
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(a) Proton
log(E/PeV)




































° < 30θ ≤ °0
° < 40θ ≤ °30
° < 46θ ≤ °40
(b) Iron
Figure 7.1.: Unfolded energy spectra assuming pure proton or iron primary parti-
cles. The lines indicate the individual systematic errors of the different
zenith ranges, i. e. excluding all contributions that are expected to have
the same effect on all three spectra, and excluding the systematic error
due to primary composition.
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° < 40θ ≤ °30
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(a) Two Components
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° < 30θ ≤ °0
° < 40θ ≤ °30
° < 46θ ≤ °40
(b) Poly-gonato
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° < 30θ ≤ °0
° < 40θ ≤ °30
° < 46θ ≤ °40
(c) IceTop/IceCube-40 Coincidences
Figure 7.2.: Unfolded energy spectra using three different mixed composition as-
sumptions. See Fig. 7.1 for an explanation of the systematic error
bands.
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Figure 7.3.: Upper panel: the three spectra obtained under the pure iron assumption
as in Fig. 7.1(b). Lower panel: Probability p that the three spectra agree
given the observed statistical and systematic uncertainties.
disagreement between spectra from different zenith ranges. In each energy bin
the χ2 probability was calculated that the three points from the different zenith
angles are due to the same mean. Systematic errors were added quadratically
to the statistical error, because of a lack of knowledge about the correct distribu-
tion. Furthermore, the systematic error on energy ∆ log E = ∆E/(E ln 10) was
transformed into an error on the flux ∆N/N = ln(10)∆ log N based on the local
spectral index γ˜:
∆ log N = γ˜∆ log E, (7.1)
where γ˜was determined from the change in flux between consecutive energy bins.
The result is shown in Fig. 7.3. Below 27 PeV, agreement of the spectra from pure
iron can be excluded at a 99% confidence level assuming that systematic errors can
be described by a normal distribution and that they are independent in different
zenith angle ranges. This is a conservative estimate, since systematic errors in
different zenith angle intervals are most likely positively correlated. Based on this
study, pure iron was excluded from the estimation of the systematic error arising
from the unknown primary composition below E = 25 PeV (log(25) = 1.40).
Figure 7.5 compares the unfolded spectra in zenith range Ω1 (0◦ ≤ θ < 30◦)
obtained under pure proton, pure iron, and the two-component assumption.
Because the difference in shower size between proton and iron decreases toward
higher energies (see Fig. 5.10) the spectrum obtained under the iron assumption is
softer than the proton-based result. All three spectra show a steepening between
3 PeV and 5 PeV, and a slight flattening around 28 PeV.
The three spectra in case of the pure proton and the two-component primary
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Figure 7.4.: All-particle primary energy spectrum based on the two-component
composition assumption derived from showers with 0◦ ≤ θ < 30◦.
The shaded bands indicate the systematic uncertainty ranges.
log(E/PeV)



































Figure 7.5.: Unfolded spectra in zenith range Ω1 (0◦ ≤ θ < 30◦) assuming pure
proton, pure iron, and the two-component model. The boxes indicate
the systematic errors as in Fig. 7.1.
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composition assumptions both appear to be in good agreement. It was decided to
use only spectra from zenith interval Ω1 (0◦ ≤ θ < 30◦) in the final result because
systematic errors in this zenith range are smallest, especially the uncertainty due to
primary composition. The spectra derived from these two primary composition
assumptions from showers in this zenith angle interval are shown in Fig. 7.4
together with the full systematic error range given in Table 6.2. All data points
together with their statistical uncertainties can be found in Appendix A.
In order to find the best-fit position of the knee and the spectral indices above
and below the knee, the spectra were fit with function (4.8) expressed in terms of
















where Iknee is the flux at the knee energy Eknee. Errors and correlations between
data points obtained from the bootstrap method described in Section 5.3.3 were
taken into account. Two cases were considered:
• the whole range from threshold up to E = 100 PeV was fit;
• only the range from the threshold up to the flattening at log(E/PeV) = 1.44
(corresponding to E = 27.5 PeV) was fit.
The results are summarized in Table 7.1. When fitting only up to the flattening
at log(E/PeV) = 1.44 a clear improvement in χ2/Ndof can be observed compared
to the fit of the full energy range. The bad χ2 value in case of the proton fits is
caused by the dip between the first and the fourth data point (potentially hinting
at an underestimation of correlations between data points). The spectral index
below the knee, γ1, and the position of the knee, Eknee, are hardly affected by
the choice of fit range. The change in spectral index at the knee, ∆γ, increases
when limiting the energy range of the fit, and the shape of the knee becomes
softer (ε becomes smaller).
The systematic error of the knee energy is the systematic error of the energy
determination at that primary energy as given in Chapter 6, however, excluding
the contribution from the unknown composition, since these are fits of specific
composition models. The systematic error of Iknee is the quadratic sum of the
systematic error on the flux, ∆N, and the error on the energy, ∆ log E, transformed
into a flux uncertainty:
(∆ log Iknee)2 =




2 + (∆ log N)2, (7.3)
with





Table 7.1.: Fit parameters of the cosmic-ray energy spectrum according to func-
tion (7.2) for the pure proton and two-component model primary com-
position assumptions. Systematic errors were derived as described in
the text and exclude the systematic error due to the unknown compo-
sition, since these are fits of spectra derived under specific composition
assumptions. The proton fit contains one additional data point at lower
energy.
(a) Proton
Parameter Full range fit
Iknee/10−7 m−2 s−1 sr−1 5.0 ± 0.3(stat) ± 0.5(syst)
γ1 −2.714 ± 0.007(stat) ± 0.020(syst)
Eknee/PeV 3.97 ± 0.13(stat) ± 0.17(syst)
∆γ −0.364 ± 0.014(stat) ± 0.018(syst)
ε 12 ± 4(stat)
χ2/Ndf 82.3/14
Parameter Fit up to log(E/PeV) = 1.44
Iknee/10−7 m−2 s−1 sr−1 4.5 ± 0.3(stat) ± 0.4(syst)
γ1 −2.714 ± 0.008(stat) ± 0.020(syst)
Eknee/PeV 4.22 ± 0.15(stat) ± 0.18(syst)
∆γ −0.406 ± 0.020(stat) ± 0.06(syst)
ε 9.2 ± 2.3(stat)
χ2/Ndf 58.1/8
(b) Two Components
Parameter Full range fit
Iknee/10−7 m−2 s−1 sr−1 5.01 ± 0.28(stat) ± 0.5(syst)
γ1 −2.742 ± 0.012(stat) ± 0.021(syst)
Eknee/PeV 4.20 ± 0.12(stat) ± 0.18(syst)
∆γ −0.365 ± 0.017(stat) ± 0.09(syst)
ε 9.3 ± 2.5(stat)
χ2/Ndf 29.4/13
Parameter Fit up to log(E/PeV) = 1.44
Iknee/10−7 m−2 s−1 sr−1 4.5 ± 0.3(stat) ± 0.4(syst)
γ1 −2.734 ± 0.015(stat) ± 0.022(syst)
Eknee/PeV 4.47 ± 0.16(stat) ± 0.19(syst)
∆γ −0.419 ± 0.029(stat) ± 0.08(syst)
ε 6.4 ± 1.6(stat)
χ2/Ndf 4.7/7
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Due to the power law shape of the cosmic ray energy spectrum, the transformation




= ln(10) · ∆ log Iknee. (7.6)
In order to determine systematic errors on γ1 and ∆γ, the upper and lower bound-
ary of the systematic error band were fit with the same function. The dominant
contribution to the systematic error of γ1, however, is the the uncertainty from the
unfolding prior (see Section 6.5.2), which was added quadratically.
Under the assumption that the change in spectral index at log(E/PeV) = 1.44
is not a detector artifact, the spectra were fitted above this energy range, obtaining
the following spectral indices:
Proton: γ3 = −2.93± 0.11,
Two Components: γ3 = −2.97± 0.09, (7.7)
which are both clearly flatter than the indices below log(E/PeV) = 1.44.
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8.1. Comparison with other experiments
Figure 8.1 shows a comparison of the primary energy spectra obtained in this
thesis under the pure proton and the two-component primary composition as-
sumption in comparison with several other experimental results. Quoted data are
from: GAMMA (Garyaka et al., 2008); KASCADE-Grande (Haungs et al., 2009);
Tibet (Amenomori et al., 2008); Tunka (Antokhonov et al., 2010; Wischnewski and
Kuzmichev, 2011); and private communication with T. K. Gaisser (all other spec-
tra). Furthermore, the results of fits of cosmic ray energy spectra by Erlykin and
Wolfendale (2009) are listed in Table 8.1 together with the results of this thesis.
The variations between different experiments seen in Fig. 8.1 and Table 8.1 could
be interpreted as a possible problem in the energy calibration of indirect cosmic
ray measurements. Primary energy determination relies on Monte Carlo simula-
tions and different hadronization models are used by different experiments. The
systematic error due to these models may be different at the different altitudes
where experiments are located. Furthermore, sensitivity of experiments to differ-
ent components of an air shower depends on the detector technology used. All
this can cause large variation of energy scales of different experiments.
The position of the knee of the cosmic ray energy spectrum, Eknee, found in this
thesis is in agreement with the range of knee energies found by other experiments.
KASCADE and Tibet found a slightly lower position of the knee, which judging
from Fig. 8.1 can probably be explained by a discrepancy in the energy calibration
between this measurement and KASCADE and Tibet. Additionally, the spectral
index above the knee appears in very good agreement with the value found in
this work. In case of Tunka and GAMMA, on the other hand, the knee is at larger
energies than in case of our measurement, whereas the flux weighted with E1.7 in
Fig. 8.1 is lower. This could hint at some other systematic difference.
Several experiments have reported deviations from a single power law in the
energy region between 10 and 100 PeV. GAMMA found a significant ‘bump’
in the all-particle spectrum between 60 and 80 PeV (Garyaka et al., 2008). This
irregularity was interpreted as due to an additional iron component attributed
to Pulsars with a very flat spectrum up to a cut-off at about 77 PeV. The Tunka
experiment reports a change of the spectral index from about 3.2 to 3.0 at primary
energies of about 20 PeV (Kuzmichev, 2011). Furthermore, they found a ‘bump’
between 80 and 100 PeV. It is thus at slightly higher energy than the feature
seen by GAMMA, but this might be due to differences in the energy calibration.
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Figure 8.1.: Comparison of the results obtained in this thesis with a selection of
other experiments (see text for references).
Table 8.1.: Results of fits of the cosmic ray energy spectrum in this thesis compared
to other experiments (fits by Erlykin and Wolfendale, 2009): position
of the knee, Eknee, spectral index below the knee, γ1, and the change in
spectral index at the knee, ∆γ.
Experiment Eknee/PeV −γ1 −∆γ
Tibet-III 3.89 2.64 0.48
KASCADE 3.55 2.60 0.49
GAMMA 5.75 2.76 0.32
Yakutsk 3.71 2.64 0.46
Maket-ANI 6.03 2.75 0.44
Tunka 4.37 2.59 0.75
IceTop (this work)
Proton 3.97 2.71 0.36
2 Components 4.20 2.74 0.37
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KASCADE-Grande also finds a spectral index above about 16 PeV that is flatter
than γ2 ≈ −3.1 found directly above the knee by most experiments (Arteaga-
Velázquez et al., 2010). They refer to this feature as a concavity around 10 PeV,
but only have two data points below the flattening.
Erlykin and Wolfendale have analyzed the structure of the cosmic ray energy
spectrum at the knee and above and give an interpretation of the visible features in
the context of their single-source model (2009). By averaging spectra from several
experiments they found a small irregularity at about 13 PeV. They suggest that,
if the knee is due to a cut-off of helium, this irregularity could be interpreted
as caused by nuclei of the CNO group. Then the structure above 30 PeV could
be attributed to iron. Erlykin and Wolfendale remark that the existence of these
structures and the sharpness of the knee supports their hypothesis of a single
nearby source as the origin of cosmic rays, since in that case spectra would be
much less affected by effects of propagation than in typical galactic diffusion
models.
8.2. Comparison with previous IceTop results
Klepser (2008) has analyzed a subset of the IceTop data used in this thesis and
developed many of the techniques used here. However, he also points out several
deficiencies especially in the available simulation codes, most importantly the
lack of an adequate treatment of snow on top of the tanks and discrepancies in the
detector threshold. Many of these problems have been solved now. Due to these
obvious differences mostly in the detector simulation, no quantitative comparison
of the results will be made here.
More recently, an analysis of coincident events in IceCube and IceTop based
on data taken with the 40 strings and 40 stations configuration has been com-
pleted (Andeen, 2011b). In this analysis, S125 as a measure of the shower size at
the surface and a quantity describing the size of the muon bundle in IceCube (K70)
are used as inputs for a neural network. The output of this multivariate analysis
are the primary energy and a quantity related to ln A. In this way a measurement
of the all-particle cosmic ray energy spectrum and of 〈ln A〉 as a function of energy
were obtained.
In this analysis, a relatively soft knee at Eknee = 5.16 ± 0.42 PeV and spectral
indices below and above the knee of 2.63± 0.07 and 3.35 ± 0.08 were found. The
total flux found by Andeen (2011b) is in agreement within systematic errors with
the flux obtained from the pure proton assumption in this thesis (see Fig. 8.2).
However, it is generally below the best-fit points found in this work. Further-
more, the knee is at a higher energy, and the spectral slope is steeper above the
knee. Additionally, the composition obtained in the analysis of coincident events,
appears too heavy in this analysis (see Fig. 7.2(c)).
The analyses differed in the following aspects:
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Figure 8.2.: Comparison of the results obtained in this thesis with the all-particle
cosmic ray energy spectrum determined in the analysis of Ice-
Top/IceCube coincident events by Andeen (2011b).
• The detector simulation used by Andeen was not based on Geant4 but on a
parametrization of the light yield of different particles developed by Klepser
(2008). These parametrizations did not take into account the snow on top of
the IceTop tanks.
• Instead of simulating snow, Andeen developed a method to correct for the
effects of snow in the lateral fit.
• The most obvious difference is the method used to obtain the primary energy
from the measured quantities. However, when using the same description
of the detector response, they should yield equivalent results. The only
remaining difference in this respect is then the fact that in the multivari-
ate analysis of coincident events, quantities measured by both IceTop and
IceCube will contribute to the reconstructed primary energy.
The most likely reason for the differences between the results is the simulation of
the IceTop detector, especially of the contribution for snow. The interpolation of
shower sizes between January, 2007, and January, 2008, described in Section 5.4
bears some uncertainty. If the snow height or the effect of snow on shower sizes
was overestimated, reconstructed energies in this analysis could be overestimated.
In addition, since the effect of snow is larger for inclined showers, overestimating
the effect of snow would lead to an overestimation of shower attenuation with
increasing zenith angle in simulation. This would lead to the opposite effect
when reconstructing experimental data and ultimately an underestimate of the
best fit mass composition from the comparison of spectra in different zenith angle
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ranges. Therefore, an overestimation of snow could explain the discrepancy of
spectra visible in Fig. 7.2(c) when using the results from Andeen (2011b) as input to
the unfolding procedure. Another possibility that cannot be ruled out at this point
is of course that the interaction models used (in both analyses SIBYLL and Fluka)
do not correctly describe the relation between the electromagnetic component of
an air shower, and its development, and the size of the muon bundle in the ice.
8.3. Outlook
The analysis performed in this thesis is a continuation and extension of the work
done by Stefan Klepser (2008). Since then, the simulation of the IceTop detector
has improved greatly, especially through the use of Geant4 to simulate the tanks.
Furthermore, simulation of the VEM calibration spectrum based on methods
developed by Van Overloop (2010) allowed a precise calibration of the simulated
tanks. Composition sensitivity of the shower size development with increasing
zenith angle has been confirmed with the improved understanding of our detector,
increasing the confidence in the validity of the method.
The measurement of the snow height is a source of systematic error that will be
eliminated in future analyses using the method developed by Rawlins (2011) and
Kuwabara and Tilav (2011). In addition, using a method developed by Andeen
(2011b), snow can be corrected for in the event reconstruction. In this way, future
analysis could cover long data taking periods without introducing systematic
errors or shifts (see Section 5.4) due to differences in the simulated and the actual
snow depths. This, however, would require a confirmation of the parameters used
to correct for the snow in simulation, which in turn would increase the confidence
in our detector simulation.
The agreement between data and simulation discussed in Section 4.6 of this
thesis is quite good. However, there is a striking disagreement between data and
Monte Carlo simulations in the χ2 distributions, which needs to be understood
and improved. Signal fluctuations have been studied (Kislat, 2007), but since that
time the IceTop detector has grown considerably, the accessible energy range has
increased, and there have been great improvements in the detector calibration.
Therefore, at some point these studies will have to be redone and extended to
larger signals of several hundred VEM.
The description of the shower front curvature and the arrival time distribution
also bears some room for improvement. Especially, it should be studied if the
curvature contains some information on primary composition.
The main goal of IceTop is the measurement of the primary composition using
coincident events in IceTop and IceCube. This method alone, however, depends
greatly on simulations of air showers, and hadronic interaction models are one of
the main sources of systematic errors. In this thesis, a measurement of coincident
events has for the first time been compared to a systematically independent mea-
sure of the primary composition, revealing some unexplained discrepancies. Such
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comparisons can help improving the understanding of the IceTop/IceCube detec-
tor and may at some point allow IceTop to help improving hadronic interaction
models.
Besides the method described here and the measurement of coincident events
with IceCube, IceTop offers further methods to determine cosmic ray composition.
While in this thesis the zenith angle development of shower sizes was only used
to judge on a range of a-priori composition assumptions, it could in principle be
extended to determine the best-fit mean logarithmic mass as a function of energy.
Further, it has been shown that muons can be identified in IceTop air shower sig-
nals (Lucke, 2008) and that their number is sensitive to primary composition (Birr,
2010). Exploiting SLC pulses (simple charge stamps transmitted by DOMs if the
local coincidence condition is not satisfied) will enhance the capability of IceTop
to detect single muons. Furthermore, as shown in Section 5.5.3, the slope param-
eter β of the lateral distribution function (3.6) is sensitive to primary mass. Also,
the curvature of the shower front, which still needs to be studied in detail, might
carry information on primary mass.
Given this large number of mass-sensitive parameters, IceTop should be capable
to make most precise measurements of the primary energy spectrum and mass
composition in the PeV to EeV energy range.
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The main goal of this thesis was the measurement of the primary energy spec-
trum of cosmic rays using data taken with the IceTop air shower array at the
geographic South Pole. Air showers were reconstructed by fitting the lateral
charge and arrival time distributions as described in Chapter 3. The signal expec-
tation value S125 at a distance of 125 m from the shower axis was used as a measure
of the shower size. Shower size spectra were determined in three different zenith
angle intervals,
Ω1 : [0◦, 30◦], Ω2 : [30◦, 40◦], and Ω3 : [40◦, 46◦].
In order to relate the measured shower sizes to primary energies, air shower
simulations were carried out using the software package CORSIKA as described
in Chapter 4. The results of these simulations were then fed into a detailed
simulation of the IceTop detector. However, since the air shower simulation
with CORSIKA is the most time consuming part of the simulation chain, air
showers were resampled several times. Care had to be taken to not use a single
shower too often, in order to avoid artificial fluctuations. The IceTop detector was
then simulated using a custom detector simulation based on the Geant4 package.
Since the relation between shower size and primary energy depends on the mass
of the primary particle, showers initiated by five different particle species were
simulated: hydrogen, helium, nitrogen, silicon, and iron.
From these simulations the response of the detector to primary particles with
primary energies between 100 TeV and 100 PeV has been determined. The de-
tector response was described using a response matrix, which was characterized
by the mean logarithmic shower size, 〈log S125〉, of showers in a given range of
primary energies, the shower size resolution and the detection efficiency. Re-
sponse matrices were determined for each zenith angle interval Ωk under five
different assumptions on the primary mass composition (see Section 4.5): pure
proton, pure iron, the two-component model, the poly-gonato model, and results
from a measurement of the chemical composition of cosmic rays using coincident
events in the IceTop and IceCube detector. Using these response matrices and
an iterative unfolding method based on Bayes’ Theorem, the shower size spectra
were unfolded in Chapter 5 in order to obtain primary energy spectra.
In Chapter 7, the results obtained under different assumptions on the primary
mass composition were presented. Since there is no indication for anisotropy in
the flux of cosmic rays at the energies studied in this thesis, spectra measured in
different zenith angle ranges should agree at the level of sensitivity of this analysis.
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9. Summary
This fact was exploited to exclude the assumption of pure iron composition. The
best agreement of spectra from the three zenith ranges has been obtained with the
pure proton and the two-component primary composition assumption. Because
systematic uncertainties (studied in Chapter 6) are smallest in the most vertical
zenith angle range (θ < 30◦), it was decided to base the final results only on data
taken in this interval.
Fits of function (7.2) to the resulting spectra yielded the following parameters.
The knee in the cosmic ray energy spectrum was found at:
Proton: Eknee = 3.97± 0.13(stat) ± 0.17(syst)PeV,
Two-Component: Eknee = 4.20± 0.12(stat) ± 0.18(syst)PeV.
Below the knee the spectral index is:
Proton: γ1 = −2.714± 0.007(stat) ± 0.001(syst),
Two-Component: γ1 = −2.742± 0.008(stat) ± 0.004(syst),
and above the knee:
Proton: γ2 = −3.078± 0.016(stat) ± 0.018(syst),
Two-Component: γ2 = −3.107± 0.021(stat) ± 0.09(syst).
However, it was also found that independent of primary composition assumption
the spectrum flattens at around 30 PeV and that a fit with a single power law above
the knee is not possible. Above this energy a spectral index of −2.93± 0.11 was
found in the pure proton case and of −2.97± 0.09 in case of the two-component
model. Such a flattening and other structures have been found by previous ex-
periments in the same energy range. However, in the case of IceTop, confirmation
with a larger detector and simulations that extend to higher energies would be
desirable.
Improved detector simulations and improvements in the calibration of the
simulated IceTop tanks have lead to a much better understanding of the detector.
Future analyses will profit from continuous monitoring of the snow depths on top
of the IceTop tanks and by taking these snow depths into account in the likelihood
function of the lateral fit. A main concern in future should be to improve the
agreement of likelihood distributions in simulations and experimental data. A
key to this could be extended studies of charge fluctuations. Another important
point is to understand and describe the shape of the shower front which is related
to the lateral distribution of signal times. Due to continuous improvement of the
understanding of the detector and thanks to various systematically independent
measures of primary energy and mass, IceTop should be able to make most precise
measurements of the all-particle energy spectrum and mass composition of cosmic
rays.
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A. The all-particle spectrum
Table A.1.: Measured cosmic-ray flux as a function of energy obtained from air
showers in with zenith angle θ < 30◦, assuming pure primary protons.
Errors are statistical errors only, systematic uncertainties are listed in
Table 6.2.
Energy / 106 GeV Flux / GeV−1 m−2 s−1 sr−1
1.5375 (9.26 ± 0.04) · 10−13
1.9355 (4.838± 0.020) · 10−13
2.4367 (2.650± 0.014) · 10−13
3.0676 (1.426± 0.010) · 10−13
3.8619 (7.38 ± 0.06) · 10−14
4.8618 (3.76 ± 0.05) · 10−14
6.1207 (1.868± 0.027) · 10−14
7.7055 (9.10 ± 0.17) · 10−15
9.7006 (4.41 ± 0.10) · 10−15
12.212 (2.13 ± 0.07) · 10−15
15.375 (1.08 ± 0.04) · 10−15
19.355 (5.01 ± 0.26) · 10−16
24.367 (2.45 ± 0.17) · 10−16
30.676 (1.44 ± 0.11) · 10−16
38.619 (7.0 ± 0.7) · 10−17
48.618 (3.6 ± 0.5) · 10−17
61.207 (1.91 ± 0.29) · 10−17
77.055 (1.04 ± 0.18) · 10−17
97.006 (4.64 ± 1.10) · 10−18
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A. The all-particle spectrum
Table A.2.: Measured cosmic-ray flux as a function of energy obtained from air
showers in with zenith angle θ < 30◦, assuming a mixed primary com-
position according to the two-component model. Errors are statistical
errors only, systematic uncertainties are listed in Table 6.2.
Energy / 106 GeV Flux / GeV−1 m−2 s−1 sr−1
1.5375 (1.0875± 0.0020) · 10−12
1.9355 (5.612 ± 0.013) · 10−13
2.4367 (2.974 ± 0.009) · 10−13
3.0676 (1.589 ± 0.006) · 10−13
3.8619 (8.30 ± 0.04) · 10−14
4.8618 (4.222 ± 0.025) · 10−14
6.1207 (2.098 ± 0.017) · 10−14
7.7055 (1.021 ± 0.011) · 10−14
9.7006 (4.92 ± 0.07) · 10−15
12.212 (2.38 ± 0.05) · 10−15
15.375 (1.177 ± 0.028) · 10−15
19.355 (5.58 ± 0.17) · 10−16
24.367 (2.66 ± 0.11) · 10−16
30.676 (1.51 ± 0.08) · 10−16
38.619 (7.5 ± 0.5) · 10−17
48.618 (3.72 ± 0.29) · 10−17
61.207 (1.97 ± 0.18) · 10−17
77.055 (1.05 ± 0.12) · 10−17
97.006 (4.7 ± 0.7) · 10−18
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B. Uncertainty of the detection
efficiencies









(see Section 5.2), where Ngen,i is the number of events generated inside the fiducial
area, Nrec is the number of events in the final sample and wi are the simulation
weights. It can become larger than unity, if more events with a true core position
outside the fiducial area migrate into that area than vice versa. That ε > 1 is
possible needs to be taken into account when calculating the statistical error of ε.
First, ε was split into contributions from events with their true core inside and
outside the array,
ε = εi + R εo, (B.2)

















Here, Nrec,i and Nrec,o are the number of reconstructed events (after containment
cuts) with true cores inside and outside the array, whereas Ngen,i and Ngen,o are
the corresponding generated event numbers. The factor R renormalizes εo to the










B. Uncertainty of the detection efficiencies
Both εi and εo are limited to 0 ≤ εx ≤ 1 (as a shorthand notation, εx will be used
in all cases that apply to both εi and εo).






where εx,k is the probability to detect event k with variance
σε,x,k = εx,k(1− εx,k) (B.6)
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with the number of events N that corresponds to the standard case of binomial





A more precise alternative would be to split the Monte Carlo sample into Nsample
subsamples and calculate the efficiencies for each sample. Then, the spread of
calculated efficiencies would be a measure of the variance of ε and correlations
and variations of the εx,k would be taken into account. However, this method is
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