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Luku 1
Johdanto
Epästandardilla analyysillä tarkoitetaan analyysin tutkimussuuntaa, joka sai
alkunsa Abraham Robinsonin perustavasta työstä 1960-luvulla. Epästandardi
analyysi tarkastelee matemaattisen analyysin malleja, jotka laajentavat normaa-
listi käytössä olevia lukualueita, reaalilukuja R tai kompleksilukuja C. Robinson
loi työssään reaalianalyysin mallin, jonka pohjana oli hänen hyperreaaliluvuiksi
kutsumansa reaalilukujen laajennus. Hyperreaalilukuihin kuuluu tavallisten re-
aalilukujen lisäksi niin kutsuttuja inﬁnitesimaaleja eli äärettömän pieniä lukuja,
sekä lukuja, jotka ovat suurempia kuin mikään tavallinen reaaliluku.
Ajatus inﬁnitesimaalien tai äärettömyyksien käytöstä analyysissä ei tieten-
kään ollut Robinson omaa keksintöä. Esimerkiksi diﬀerentiaalilaskennan keksi-
jät Gottﬁred Wilhelm Leibniz ja Isaac Newton käyttivät derivoinnissa inﬁni-
tesimaaleja, jotka vastasivat äärettömän pieniä lukuja tai muuttujia. Funktion
f(x) = x2 derivaatan saa laskemalla
f(x+ dx)− f(x)
dx
=
x2 + 2xdx+ dx2 − x2
dx
=
2xdx+ dx2
dx
= 2x+ dx = 2x,
missä inﬁnitesimaalilla dx voi jakaa, koska se poikkeaa nollasta, mutta se on niin
pieni, ettei se vaikuta summaan 2x + dx2. Vielä 1800-luvulla Augustin-Louis
Cauchy määritteli funktion jatkuvuuden siten, että muuttujan inﬁnitesimaali-
nen muutos aiheuttaa funktion arvon inﬁnitesimaalisen muutoksen. Cauchyn
mukaan funktio f : R → R on siis jatkuva kohdassa x, jos f(x + α) − f(x) on
inﬁnitesimaali, kun α on inﬁnitesimaali (BK12, s. 246). Matemaatikoilla ei kui-
tenkaan ollut lainkaan selkeää ideaa siitä, millaisia olioita inﬁnitesimaalit edes
olivat. Leibniz piti inﬁnitesimaaleja vain hyödyllisinä ﬁktioina, Cauchy taas yrit-
ti määritellä ne nollaa lähestyvinä muuttuvina suureina (BK12, s. 246). Vaikka
inﬁnitesimaalit saivat runsaasti kritiikkiä ﬁlosofeilta, kuten Georgen Berkeleyltä,
joka kutsui niitä kadonneiden suureiden haamuiksi1, vasta Karl Weierstrassin
epsilon-delta-määritelmät raja-arvolle ja jatkuvuudelle ja tätä seurannut mo-
derni analyysi karkotti puheen inﬁnitesimaaleista matematiikasta.
Miksi Robinson sitten halusi palata Leibnizin ja Cauchyn tapaan tehdä ana-
lyysiä? Keskeinen syy on siinä, miten paljon inﬁnitesimaalit yksinkertaistavat
1They are neither ﬁnite Quantities nor Quantities inﬁnitely small, nor yet nothing. May
we not call them the Ghosts of departed Quantities?
George Berkeley, The Analyst, 1734
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määritelmiä ja todistuksia. Tässä tutkielmassa tulemme huomaamaan, että sup-
penemisen, jatkuvuuden ja kompaktiuden kaltaiset käsitteen voidaan muodos-
taa Cauchyn määritelmän tapaan hyvin yksinkertaisina inﬁnitesimaaleja kos-
kevina lauseina, jotka kuitenkin osoittautuvat täysin yhtäpitäviksi esimerkiksi
epsilon-delta-määritelmien kanssa.
Robinsonin ja hänen seuraajiensa, kuten H. Jerome Keislerin ja Peter Loe-
bin, lähestymistapa oli olennaisesti malliteoreettinen ja vaatii voimakkaan mal-
liteoreettisen koneiston ymmärtämistä ja käsittelyä. Kuitenkin jotkut matemaa-
tikot päättivät lähestyä epästandardia analyysiä aksioomaattisesti. Näissä teo-
rioissa yleensä inﬁnitesimaalit oletetaan olemassa oleviksi lisäämällä aksioomia
tavalliseen joukko-oppiin. Tämän tutkielman tarkoituksena on esitellä Nelsonin
esittämä aksioomaattinen systeemi IST (Internal Set Theory eli internaalinen
joukko-oppi), joka oli varhaisimpia yrityksiä. Aksiomatisointeja epästandardil-
le analyysille on tehty myöhemminkin. Nelson esimerkiksi muokkasi aksiomati-
sointiaan artikkelissa (Nel88) ja toisaalta Andreev ja Gordon kehittivät IST:n
pohjalta aksiomatisoinnin epästandardille luokkajoukko-opille (AG01).
Luku 2 käytetään joukko-opin keskeisen teorian ZFC esittelyyn. Tarkoituk-
sena on antaa sen aksioomat ja kehittää joitakin joukko-opin keskeisiä käsit-
teitä. Kolmannessa luvussa tarkastelemme Nelsonin muotoilemaa internaalis-
ta joukko-oppia, IST:tä. IST sisältää kaikki ZFC:n aksioomat, eli Zermelo-
Fraenkelin joukko-opin laajennettuna valinta-aksioomalla. Näihin se kuitenkin
lisää kolme uutta aksioomaskeemaa, idealisaatio, standardisaation ja siirtope-
riaatteen, joiden on tarkoitus tuottaa epästandardin analyysin työkalut, kuten
inﬁnitesimaalit ja rajoittamattomat luvut.
Luvussa 4 todistamme, että IST on ZFC:n konservatiivinen laajennus eli et-
tä kaikki standardia matematiikka, kuten reaalianalyysiä tai luonnollisia lukuja,
koskevat väitteet, jotka ovat todistettavissa IST:ssä, ovat yhtä lailla todistetta-
vissa ZFC:ssä. Esittelemme sitten luvussa 5 Nelsonin kehittämän palautusalgo-
ritmin, jonka avulla muun muassa voidaan standardeille käsitteille, kuten lukujo-
non suppenemiselle ja funktioiden raja-arvoille, antaa epästandardeja ilmaisuja
sisältävät karakterisoinnit. Lisäksi mainitsemme Vladimir Kanovein todistaman
tuloksen, jonka mukaan Nelsonin palautusalgoritmi ei ole yleispätevä työkalu
epästandardien ilmaisujen palauttamiseen.
Viimeisessä luvussa siirrymme todistamaan Bernsteinilta ja Robinsonilta pe-
räisin olevan invarianttien aliavaruuksien ongelmaa koskevan lauseen, joka sa-
noo, että jos T on rajoitettu lineaarioperaattori ääretönulotteisessa, komplek-
silukukertoimisessa Hilbertin avaruudessa H ja jos p(z) 6= 0 on kompleksiluku-
kertoiminen polynomi, jolle p(T ) on kompakti lineaarioperaattori, niin T jättää
vähintään yhden H:n suljetun, epätriviaalin aliavaruuden invariantiksi. Lauseen
alkuperäinen todistus tehtiin Robinsonin alkuperäisestä epästandardin analyy-
sin muotoilua käyttäen, mutta tässä tutkielmassa tarkoituksena on todistaa väi-
te IST:n aksioomista. Käymme ensin läpi lauseen todistukseen tarvittavaa funk-
tionaalianalyysin käsitteistöä ja annamme keinoja käsitellä niitä IST:n kielel-
lä. Lopuksi esitämme todistuksen Bernsteinin ja Robinsonin lauseelle käyttäen
IST:n menetelmiä.
Lukijalta odotetaan ensimmäisen kertaluvun predikaattilogiikan sekä alkeis-
topologian perusteiden hallitsemista.
Luku 2
Joukko-oppia
Varhaiset matemaatikot ja loogikot, kuten Georg Cantor ja Gottlob Frege, pyr-
kivät 1800-luvulla systematisoimaan matemaatikkojen intuitioita joukoista ja
vastaamaan kysymykseen, millaisia olioita joukot ovat. Cantor ensimmäisenä
määritteli muun muassa joukon mahtavuuden ja osoitti, että kaikkia äärettö-
mät joukot eivät ole yhtä suuria. Cantorin harjoittama joukko-oppi ei kuiten-
kaan perustunut mihinkään aksiomaattiseen systeemin. Frege sen sijaan pyrki
esittämään joukko-opin periaatteet kehittämänsä predikaattilogiikan kielellä ak-
siomaattisesti. Fregellä oli olennaisesti kaksi periaatetta: ekstensioaksiooma, jo-
ka sanoo, että joukot ovat samat, jos ja vain jos niillä on sama ekstensio eli ala,
ja komprehensioaksiooma, joka sanoo, että mikä tahansa ymmärrettävä omi-
naisuus määrittelee joukon. Siis jos ϕ on jokin kaava predikaattilogiikassa, niin
{x | ϕ(x)} on joukko.
Kuitenkin pian loogikot huomasivat, että tämä niin kutsuttu naiivi joukko-
oppi ei maannut kestävällä perustalla. Bertrand Russell esitti vuonna 1902 kir-
jeessään Fregelle ongelman, joka tunnetaan Russellin paradoksina. Olkoon jouk-
ko R kaikkien niiden joukkojen kokoelma, jotka eivät ole omia alkioitaan, eli
joukko-opin merkinnöin
R = {x | x 6∈ x}.
Russell esitti kysymyksen, onko R oma alkionsa. Jos on, niin määritelmän mu-
kaan R 6∈ R, mikä on ristiriita. Toisaalta jos R ei ole oma alkionsa, määritelmän
mukaan R ∈ R. Siis R ∈ R, jos ja vain jos R 6∈ R, eli Fregen komprehensioak-
siooman käyttö johti ristiriitaan. Siis tämä aksiooma oli korvattava muilla.
Joukko-opin perusta saatiin onnellisesti laskettua 1900-luvun alkupuolella.
Vuonna 1908 Ernst Zermelo esitti oman formalisointinsa joukko-opille, jota
Abraham Fraenkel täydensi 1920-luvulla. ZFC on heidän aksiomaattinen sys-
teeminsä ZF, johon on lisätty vielä yksi aksiooma. ZFC pääsi eroon naiivia
joukko-oppia kiusaavista paradokseista. Ei ole kuitenkaan selvää, onko tämä-
kään teoria ristiriidaton; Gödelin epätäydellisyyslauseiden nojalla, jos ZFC on
ristiriidaton, se ei voi todistaa omaa ristiriidattomuuttaan. Toisaalta kukaan ei
ole onnistunut osoittamaan, että ZFC olisi ristiriitainenkaan. Se on kuitenkin
teoria, joka on lähes kaiken modernin matematiikan taustalla. Esittelemme nyt
ZFC alkeet. Esitys ei perustu suoraan mihinkään yksittäiseen teokseen, mutta
sen lähteinä on käytetty lähinnä teosta (Jec03).
5
6 LUKU 2. JOUKKO-OPPIA
2.1 ZFC
ZF:n eli Zermelo-Fraenkelin joukko-opin aksioomat ovat seuraavat:
Ekstensioaksiooma sanoo, että kaksi joukkoa ovat samat täsmälleen silloin,
kun niillä on samat alkiot eli sama ekstensio.
∀X∀Y ∀u((u ∈ X ↔ u ∈ Y )→ X = Y )
Olemassaoloaksiooma sanoo yksinkertaisesti, että tyhjä joukko eli joukko,
joka ei sisällä yhtään alkiota, on olemassa. Merkitsemme tätä joukkoa ∅.
Ekstensionaalisuusaksiooman nojalla tyhjä joukko on yksikäsitteinen.
∃x∀y(y 6∈ x)
Pariaksiooma sanoo, että mitä tahansa kahta joukkoaX ja Y kohti on olemas-
sa joukko Z, jonka alkiot ovat täsmälleen X ja Y . Eksentionaalisuusak-
siooman nojalla joukko Z on yksikäsitteinen. Merkitsemme sitä {X,Y }.
Sama tulee pätemään muidenkin aksioomien tuottamien joukkojen kanssa.
∀X∀Y ∃Z∀u(u ∈ Z ↔ (u = X ∨ u = Y ))
Osajoukkoaksiooma sanoo, että jokaisella kaavalla ϕ ja jokaisella joukolla X
on olemassa joukko, jonka alkiot ovat täsmälleen ne X:n alkiot, joille ϕ
pätee. Tämä on aksioomaskeema, eli
∀X∀p∃Y ∀u(u ∈ Y ↔ (u ∈ X ∧ ϕ(u, p)))
on aksiooma kaikilla kaavoilla ϕ(u, p), joissa ei esiinny vapaana muuttujaa
Y . Muita muuttujia saa esiintyä vapaana. Merkitkäämme saatua joukkoa
{u ∈ X | ϕ(u, p)}.
Yhdisteaksiooma sanoo, että jokaisella joukolla X on olemassa joukko Y ,
jonka jäseniä ovat täsmälleen X:n alkioiden alkiot. Tällöin merkitsemme
Y =:
⋃
X.
∀X∃Y ∀u(u ∈ Y ↔ ∃z(z ∈ X ∧ u ∈ z))
Potenssijoukkoaksiooma sanoo, että jokaisella joukolla X on olemassa jouk-
ko, joka sisältää täsmälleen X:n osajoukot. Tämä on X:n potenssijoukko
ja sitä merkitään P(X).
∀X∃Y ∀u(u ∈ Y ↔ ∀v(v ∈ u→ v ∈ X))
Äärettömyysaksiooma sanoo, että on olemassa induktiivinen joukko.
∃S(∅ ∈ S ∧ ∀x(x ∈ S → x ∪ {x} ∈ S))1
Korvausaksiooma sanoo, että mikäli kaava ϕ on funktionaalinen eli sen läh-
töjoukon jokaista alkiota vastaa täsmälleen yksi alkio sen maalissa, niin
1X ∪ Y on lyhennemerkintä joukolle ⋃{X,Y }.
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kaikki ϕ:n maalin alkiot muodostavat joukon. Tämä on jälleen aksioomas-
keema, eli
∀p∀X[∀x(x ∈ X → ∀y∀z((ϕ(x, y, p) ∧ ϕ(x, z, p))→ y = z))
→ ∃Y ∀y(y ∈ Y ↔ ∃x(x ∈ X → ϕ(x, y, p))]
on aksiooma jokaisella kaavalla ϕ(x, y, p), joka ei sisällä vapaata muuttujaa
Y ja voi sisältää muita vapaita muuttujia.
Säännöllisyysaksiooma sanoo, ettei mikään joukko ole itsensä alkio ja ettei-
vät joukot voi muodostaa alaspäin äärettömiä ketjuja ∈-relaation suhteen.
∀S(S 6= ∅→ ∃x(x ∈ S ∧ S ∩ x = ∅))2
Yllä esitettyjen aksioomien lisäksi joukko-opissa oletetaan yleensä niin kutsuttu
valinta-aksiooma. Kun valinta-aksiooma lisätään teoriaan ZF, saadaan teoria
ZFC.
Valinta-aksiooma (AC) sanoo, että jokaista joukkoa X kohti on olemassa
niin kutsuttu valintafunktio.
∀X(X 6= ∅→ ∃f : X →
⋃
X∀a ∈ X(f(a) ∈ a))
Valinta-aksioomalle on olemassa lukuisia keskenään ekvivalentteja muotoiluja.
Yksi näistä on Zornin lemmana tunnettu lause, joka on hyödyllinen tapa esit-
tää valinta-aksiooma tämän esityksen kannalta. Zornin lemmaa voidaan käyttää
hyvin erilaisten maksimaalisten elementtien olemassaolon todistamiseen, kuten
huomaamme myöhemmin tarkastellessamme ultraﬁlttereitä.
Määritelkäämme aluksi, mitä tarkoittaa järjestys.
Määritelmä 2.1. Olkoon S joukko ja ≤S ⊆ S × S kaksipaikkainen relaatio.
≤S on osittainjärjestys S:ssä, jos kaikille x, y, z ∈ S pätee, että
1. x ≤S x,
2. jos x ≤S y ja y ≤S x, niin x = y,
3. jos x ≤S y ja y ≤S z, niin x ≤S z.
≤S on lineaarijärjestys, jos lisäksi kaikille x, y ∈ S pätee x ≤ y tai y ≤ x.
Lineaarijärjestys <S on tiukka, jos kaikille x, y ∈ S pätee täsmälleen yksi
vaihtoehdoista x <S y, x = y ja y <S . Tiukka lineaarijärjestys <S on hy-
vinjärjestys, jos kaikilla S:n epätyhjillä osajoukoilla on olemassa pienin alkio
järjestyksen <S mielessä eli alkio x jolle pätee x <S y kaikilla y ∈ S, y 6= x.
Lause 2.2 (Zornin lemma). Olkoon A epätyhjä joukko, jossa ≤ on osittain-
järjestys. Olettakaamme, että sen jokaisella ketjulla eli osajoukolla, jossa ≤ on
lineaarijärjestys, on yläraja A:ssa. Tällöin A:ssa on maksimaalinen alkio.
Joukkoja ovat siis ainoastaan ne oliot, jotka voidaan tuottaa käyttämällä ak-
sioomia. Kuitenkin epämuodollisesti joukko-opissa on tapana puhua myös luo-
kista. Luokka C on mikä tahansa kokoelma joukkoja, jotka toteuttavat jonkin
kaavan ϕ, eli C = {x | ϕ(x)}. Tämä määritelmä tuo mieleen Fregen epäonnis-
tuneen aksiooman, mutta se ei johda ristiriitoihin, koska emme oleta luokkien
olevan joukkoja.
2X ∩ Y on lyhennemerkintä joukolle {x ∈ X | x ∈ Y }.
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2.2 Heijastusperiaate
Tulemme tarvitsemaan joitakin ZFC:n perustuloksia, kun siirrymme käsittele-
mään ZFC:n laajennusta, IST:tä. Erityisesti haluamme käyttää niin kutsuttua
heijastusperiaatetta. Sen muotoilemiseksi tarvitsemme ordinaalin käsitettä.
Määritelmä 2.3. Joukko S on induktiivinen, jos
1. ∅ ∈ S ja
2. kaikilla x pätee, että jos x ∈ S, niin x ∪ {x} ∈ S.
Luonnollisten lukujen joukolla tarkoitetaan pienintä induktiivista joukkoa
eli joukkoa, joka on jokaisen induktiivisen joukon osajoukko. Merkitsemme tätä
joukkoa ω. Tyhjää joukkoa ∅ voimme merkitä myös 0. Esimerkiksi lukujonois-
ta puhuessa keskitytään usein positiivisiin luonnollisiin lukuihin, N := ω \ {0}.
Luonnollisen luvun a seuraaja on a∪{a} eli S(a), joka on siis luku a+ 1. Jouk-
ko S on äärellinen, jos on olemassa bijektio siltä jollekin luonnolliselle luvulle,
muuten se on ääretön. Voimme lyhentää ilmaisun S on äärellinen kirjoitta-
malla fin(S). Joukko S on transitiivinen, jos se sisältää kaikkien alkioidensa
alkiot, eli jos x ∈ A jollakin A ∈ S, niin x ∈ S.
Määritelmä 2.4. Olkoon α joukko. Sanomme, että α on ordinaali, jos α on
transitiivinen ja {〈x, y〉 ∈ α×α | x ∈ y} on hyvinjärjestys α:ssa. Tätä hyvinjär-
jestystä voidaan merkitä ∈ tai <.
Huomatkaamme, että jokainen luonnollinen luku on ordinaali, samoin kuin
ω. Ordinaaleja on kuitenkin paljon enemmän; jos α on ordinaali, niin samoin
on S(α), kun S(α) := α ∪ {α}, aivan kuten luonnollisten lukujen tapauksessa.
Merkitkäämme kaikkien ordinaalien kokoelmaa On. Tämä ei ole joukko, vaan
luokka.
Jos ordinaali α on ääretön joukko, sanomme sitä transﬁniittiseksi Jos α on
S(β) jollakin ordinaalilla β, sanomme α:n olevan seuraajaordinaali. Jos α ei ole
nolla eli ∅ eikä seuraajaordinaali, α on rajaordinaali.
Olkoon V0 = ∅. Olkoon Vα+1 = P(Vα) seuraajaordinaaleilla ja Vλ =
⋃
α∈λ Vα
rajaordinaaleilla. Merkitkäämme kaikkien Vα yhdistettä V . Tämä on von Neu-
mannin universumi eli joukkojen kumulatiivinen hierarkia. On tärkeää huoma-
ta, ettei V ole joukko, vaan se osoittautuu itse asiassa kaikkien joukkojen luo-
kaksi eli jokainen joukko S kuuluu joukkoon Vα jollakin ordinaalilla α. Tämä
perustava tulos on todistettu teoksessa (Jec03, lemma 6.3).
Erityisen tärkeä tulos, joka koskee von Neumannin universumia, on pian esit-
telemämme heijastusperiaate. Epämuodollisesti heijastusperiaate sanoo, että jos
otamme minkä tahansa äärellisen joukon ZFC:n kaavoja, niin ne ovat tosia luo-
kassa V , jos ja vain jos ne ovat tosia jossakin hierarkian asteessa Vα, α ordinaali.
Esimerkiksi jokainen äärellinen joukko ZFC:n aksioomia on tosi jossakin Vα.
Jotta voimme puhua kaavojen totuudesta ZFC:ssä, meidän tulee koodata
predikaattilogiikan kaavat joukoiksi. Gödelin epätäydellisyyslauseiden todistuk-
sessa Peanon aritmetiikalle (katso esimerkiksi (Vä13, luvut 12 ja 13)) predikaat-
tilogiikan kaavat koodataan luonnollisiksi luvuiksi Gödel-numeroinnin avulla.
Samaa menetelmää voi soveltaa myös ZFC:n tapauksessa, koska luonnolliset lu-
vut ovat joukkoja. Objektia, joka vastaa kaavaa ϕ valitsemassamme koodaukses-
sa, voimme merkitä yksinkertaisuuden vuoksi edelleen ϕ, kunhan epäselvyyden
vaaraa ei ole.
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Ilmaisu ϕ on tosi Vα:ssa on määriteltävissä ZFC:ssä puhumalla malleista.
Kielen L, kuten esimerkiksi ZFC:n kielen {∈}, mallilla tarkoitetaan joukkoa
M = (M, (RMi )i∈I), (fMj )j∈J , (cMk )k∈K),
missä I, J ja K ovat indeksijoukkoja ja
1. M on jokin epätyhjä joukko
2. jos Ri ∈ L on ni-paikkainen relaatiosymboli, niin RMi ⊆Mni
3. jos fj ∈ L on ni-paikkainen funktiosymboli, niin fMj : Mni →M
4. jos ck ∈ L on vakiosymboli, niin cMk ∈M .
Kielen L termejä ovat muuttujat xi, i ∈ ω, vakiot ck, k ∈ K, sekä fj(t1, . . . , tm),
missä fj on m-paikkainen funktiosymboli ja t1, . . . , tm termejä.
Määritelmä 2.5. Olkoon t(x1, . . . , xm) termi ja a = (a1, . . . , am) ∈Mm. Täl-
löin termin t tulkinta mallissa M sijoituksella (a1/x1, . . . , am/xm), eli tM(a),
määritellään rekursiivisesti:
1. Jos t on muuttuja vi, niin t
M(a) = an, missä vi = xn.
2. Jos t on vakio ck, niin t
M(a) = cMk .
3. Jos t on fj(t1, . . . , tn), missä fj on n-paikkainen funktiosymboli ja t1, . . . , tn
ovat termejä, niin tM(a) = fMj (t
M
1 (a), . . . , t
M
n (a)).
Määritelmä 2.6. Olkoon ϕ(x), x = (x1, . . . , xm), on L-kaava ja a = (a1, . . . , am) ∈
Mm. Määritelkäämme nyt kaava ϕ(a) on tosi mallissaM eliM  ϕ(a) rekur-
siivisesti:
1. Jos ϕ on kaava t1 = t2, missä t1 ja t2 ovat termejä, niinM  ϕ(a), jos ja
vain jos tM1 (a) = t
M
2 (a).
2. Jos ϕ on kaava Ri(t1, . . . , tn), missä Ri on n-paikkainen relaatiosymboli,
niinM  ϕ(a), jos ja vain jos 〈tM1 (a), . . . , tMn (a)〉 ∈ RMi .
3. Jos ϕ on kaava ¬ψ jollakin kaavalle ψ, niin M  ϕ(a), jos ja vain jos
M 2 ψ(a), missäM 2 ψ(a) tarkoittaa, ettäM  ψ(a) ei päde.
4. Jos ϕ on kaava ψ ∧ θ joillakin ψ ja θ, niin M  ϕ(a), jos ja vain jos
M  ψ(a) jaM  θ(a).
5. Jos ϕ on ∀vi ψ(vi) jollakin ψ(vi), niin M  ϕ(a), jos ja vain jos kaikille
b ∈M päteeM  ψ(b, a).
Jos Γ on kaavajoukko, niin M  Γ tarkoittaa, että jokainen ϕ ∈ Γ on tosi
mallissaM.
Heijastusperiaatteita on olemassa useita ja ne voidaan esittää useassa eri muo-
dossa. Seuraava muotoilu on meille käyttökelpoinen, kun todistamme IST:n kon-
servatiivisuutta luvussa 4. Heijastusperiaatteen yleisemmän muodon todistus
löytyy esimerkiksi kirjasta (Jec03, lause 12.14).
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Lause 2.7 (Heijastusperiaate). Olkoot ϕ1, . . . , ϕk ZFC:n lauseita. Tällöin pätee
ZFC ` ∀β∃α > β
[
n∧
i=1
(ϕi ↔ (Vα,∈)  ϕi)
]
.
Sanomme tällöin, että Vα heijastaa kaavoja ϕ1, . . . , ϕk tai että kaavat ϕ1, . . . , ϕk
ovat absoluuttisia Vα:n suhteen.
Seuraavaksi siirrymme tarkastelemaan sitä, mitä internaalinen joukko-oppi tar-
koittaa ja miten se laajentaa ZFC:n ilmaisuvoimaa.
Luku 3
Internaalinen joukko-oppi
Kuten totesimme johdannossa, Robinsonin kehittämän epästandardin analyysin
tarkoituksena oli systematisoida varhaisten analyytikkojen puhe inﬁnitesimaa-
leista. Tämä kuitenkin nostaa esiin kysymyksen, missä mielessä inﬁnitesimaalit
sitten ovat olemassa. Epästandardin analyysin harjoittajat ovat suurelta osin
olleet varovaisen skeptisiä. Esimerkiksi Robinson piti inﬁnitesimaaleja ﬁktioina,
jotka vain sattuivat tekemään analyysistä tehokkaampaa ja selkeämpää. Tässä
hänen näkemyksensä lähestyi Leibnizia (Dau88, s. 185).
IST eli internaalinen joukko-oppi on Edward Nelsonin kehittämä Robinsonin
hyperreaaliluvuille vaihtoehtoinen tapa tehdä epästandardia analyysiä. Nelson
esitteli IST:n artikkelissa (Nel77) ja kehitti sitä edelleen artikkelissa (Nel88).
Robinsonin epästandardi analyysi vaati inﬁnitesimaalien ja muiden hyperreaali-
lukujen konstruoinnin, mutta Nelsonin menetelmässä epästandardit alkiot ovat
olemassa automaattisesti, pelkkien aksioomien nojalla. Nelson oli vielä Robinso-
niakin vahvemmin inﬁnitesimaalien olemassaoloa vastaan; tämä kumpusi hänen
yleisestä epäluulostaan lukujen olemassaolon suhteen.1 Nelsonille IST on vain
tapa todistaa ZFC:n tuloksia, jos oletamme inﬁnitesimaalit annetuiksi. Filoso-
ﬁsten varausten ei kuitenkaan tarvitse estää tutkimasta IST:n syntaksia ja se-
mantiikkaa itsessään kiinnostavina ilmiöinä, kuten monet ovat tehneet (Gor89;
Kan94; KR99).
3.1 IST
Käykäämme aluksi läpi, millainen IST:n syntaksi on eli miten se laajentaa ZFC:n
ilmaisuvoimaa. Lisätkäämme ZFC:n kieleen {∈} uusi yksipaikkainen predikaat-
1Esseessään Mathematics and Faith Nelson, joka kuoli vuoden 2014 syksyllä, käsittelee
matemaattisten olioiden olemassaoloa ja kertoo omasta kääntymisestään platonismista seu-
raavasti:
As I lay meditating about numbers, I felt the momentary overwhelming presence
of one who convicted me of arrogance for my belief in the real existence of an
inﬁnite world of numbers, leaving me like an infant in a crib reduced to counting
on my ﬁngers. Now I live in a world in which there are no numbers save those
that human beings on occasion construct.
Tavallisesti ﬁnitistit matematiikan ﬁlosoﬁassa uskovat, että luonnolliset luvut ovat olemassa,
mutta luonnollisten lukujen joukko ei ole. Nelsonin edustamaa kantaa kutsutaan usein ult-
raﬁnitismiksi, sillä hän kiisti aktuaalisen äärettömyyden lisäksi myös suurten luonnollisten
lukujen olemassaolon.
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tisymboli st. Se tulee lukea on standardi, mutta sillä ei pidä ajatella olevan
merkitystä, ennen kuin olemme antaneet sitä koskevat joukko-opin aksioomat.
Määritelmä 3.1. Olkoon ϕ kielen {∈, st} kaava. Jos symboli st ei esiinny
kaavassa ϕ, se on internaalinen. Muuten ϕ on eksternaalinen.
Käsitteet, jotka on määritelty käyttäen eksternaalisia kaavoja, ovat kielenkäy-
tössämme myös eksternaalisia. Tällaisia käsitteitä tulee vastaan paljon, kun siir-
rymme tekemään epästandardia analyysiä.
Ottakaamme nyt käyttöön seuraavat lyhennemerkinnät:
∀stx ϕ ≡ ∀x(st(x)→ ϕ)
∃stx ϕ ≡ ∃x(st(x) ∧ ϕ)
∀ﬁnx ϕ ≡ ∀x(fin(x)→ ϕ)
∃ﬁnx ϕ ≡ ∃x(fin(x) ∧ ϕ)
∀st ﬁnx ϕ ≡ ∀stx(fin(x)→ ϕ)
∃st ﬁnx ϕ ≡ ∃stx(fin(x) ∧ ϕ)
Kvanttoreita, joissa esiintyy predikaatti standardi, kutsumme eksternaalisiksi,
loppuja internaalisiksi.
Määritelmä 3.2. IST:n aksioomat sisältävät kaikki ZFC:n aksioomat sillä va-
rauksella, että osajoukko- ja korvausaksioomaskeemoissa sallitaan vain inter-
naalisten kaavojen käyttö, ja seuraavat aksioomaskeemat:
Idealisaatio (I) Olkoon ϕ(x, y) internaalinen kaava, jossa saa olla mielivaltai-
sia parametreja ja jossa esiintyvät vapaina muuttujat x ja y ja mahdolli-
sesti muita muuttujia. Tällöin
∀st ﬁnz∃x∀y(y ∈ z → ϕ(x, y))↔ ∃x∀sty ϕ(x, y)
on aksiooma.
Standardisaatio (S) Olkoon ϕ(z) kaava, jossa esiintyy vapaana muuttuja z
ja mahdollisesti muita muuttujia. Kaava ϕ(z) saa siis olla internaalinen
tai eksternaalinen ja lisäksi siinä saa esiintyä mielivaltaisia parametreja.
Tällöin
∀stx∃sty∀stz(z ∈ y ↔ (z ∈ x ∧ ϕ(z)))
on aksiooma.
Siirtoperiaate (T) Olkoon ϕ(x, t1, . . . , tk) internaalinen kaava, jossa on ai-
noastaan standardeja parametreja ja jossa esiintyvät vapaina muuttujat
x, t1, . . . ja tk eikä muita muuttujia. Tällöin
∀stt1 . . . ∀sttk(∀stx ϕ(x, t1, . . . , tk)→ ∀x ϕ(x, t1, . . . , tk))
on aksiooma.
Voimme siis kirjoittaa IST = ZFC + (I) + (S) + (T).
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Standardisaation avulla muodostetusta standardista joukosta voidaan käyt-
tää merkintää S{z ∈ x | ϕ(z)}. Siirtoperiaatteen nojalla se on yksikäsitteisesti
määritelty.
Jokaisella uusista aksioomista on oma tehtävänsä IST:n käytössä. Siirtope-
riaate takaa, että kaikki ZFC:n mielessä todet lauseet pätevät edelleen, kun
tarkastelemme standardeja joukkoja. Idealisaatio taas takaa sen, että teoriam-
me tuottaa myös epästandardeja joukkoja, kuten inﬁnitesimaalit, joista olemme
kiinnostuneita (katso lemma 3.8). Standardisaatiota taas käytetään usein uusien
standardien joukkojen määrittelemiseen. Tämä on hyödyllistä, koska siirtoperi-
aatetta voi soveltaa vain puhuttaessa standardeista joukoista.
Kuten ZFC:ssä, IST:ssäkin voimme käyttää luokkia puhuessamme epämuo-
dollisesti tai halutessamme lyhentää merkintöjämme, sillä jokainen {∈, st}-
kaava ϕ määrittelee luokan, jonka alkiot toteuttavat kaavan ϕ. Voimme esimer-
kiksi puhua kaikkien standardien joukkojen luokasta, S = {x | st(x)}, vaikkei
tällaista joukkoa ole olemassa.
Koska IST on ZFC:n laajennus, kaikki ZFC:ssä konstruoitavat joukot voi-
daan konstruoida myös IST:ssä. Edellisessä luvussa määrittelimme luonnollisten
lukujen joukon ω ZFC:n sisällä, joten luonnolliset luvut ovat edelleen olemassa
IST:ssä. Sama pätee esimerkiksi analyysissä käytetyille lukualueille R ja C eli
reaaliluvuille ja kompleksiluvuille2 ; ne ovat edelleen olemassa ja yksikäsitteisiä.
Lisäksi ne ovat standardeja, mikä seuraa seuraavasta lemmasta.
Lemma 3.3. Olkoon ϕ(x) internaalinen kaava, jossa esiintyy vapaana vain
muuttuja x. Jos jokin yksikäsitteinen alkio toteuttaa kaavan ϕ(x), niin tuo alkio
on standardi.
Todistus. Jos oletamme, että ∃x(ϕ(x) ∧ ∀y(ϕ(y) → x = y)), niin siirtoperiaat-
teen nojalla pätee ∃stx(ϕ(x) ∧ ∀y(ϕ(y)→ x = y)).
Tämä tarkoittaa sitä, että kaikki mistä ZFC:ssä voidaan puhua, on IST:n
mielessä standardia. Standardi on kuitenkin laajempi käsite, koska standardisaa-
tioaksiooma tuottaa joukkoja, jotka ovat standardeja mutta joita ei voi tuottaa
vain ZFC:n aksioomia käyttäen.
Kuten todettua, IST:n aksioomat takaavat sen, että myös tavallisen matema-
tiikan käsittelemät joukot voivat IST:ssä sisältää epästandardeja alkioita. Tämä
on idealisaatioperiaatteen ansiota, sillä ilman sitä ei epästandardeja joukkoja
olisi välttämättä olemassa. Tätä valaisee seuraava esimerkki.
Esimerkki 3.4. Tarkastelkaamme kaavaa ∃n∀stm m ≤ n, missä n ja m kvanti-
ﬁoidaan yli luonnollisten lukujen. Todetkaamme aluksi, että idealisaatioperiaate
2Reaaliluvut voidaan konstruoida monella tavalla, esimerkiksi rationaalilukujen Cauchy-
jonojen ekvivalenssiluokkina tai Dedekindin leikkauksina. Konstruktion täsmällinen luonne ei
ole tärkeä, kunhan se tuottaa jonkin tietyn, yksikäsitteisen joukon.
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toimii, vaikka kvantiﬁoisimme implisiittisesti yli jonkin joukon, koska pätee
∃x ∈ X∀sty ∈ Y ϕ(x, y)
⇔∃x∀sty(x ∈ X ∧ (y ∈ Y → ϕ(x, y)))
⇔∀st ﬁnz∃x∀y(y ∈ z → (x ∈ X ∧ (y ∈ Y → ϕ(x, y))))
⇔∀st ﬁnz∃x∀y ∈ z(x ∈ X ∧ (y ∈ Y → ϕ(x, y)))
⇔∀st ﬁnz∃x ∈ X∀y ∈ z(y ∈ Y → ϕ(x, y))
⇔∀st ﬁnz∃x ∈ X∀y ∈ z ∩ Y ϕ(x, y).
Tällöin idealisaation nojalla pätee
∃n∀stm m ≤ n↔ ∀st ﬁnN∃n∀m(m ∈ N → m ≤ n).
Idealisaatioperiaate muistuttaa käyttötavaltaan monia kompaktisuustodistuksia
logiikassa; jotakin osoitetaan päteväksi mielivaltaiselle äärelliselle osajoukolle, ja
tästä päätellään, että väite pätee koko joukolle. Olkoon N standardi ja äärel-
linen luonnollisten lukujen osajoukko. Koska N on äärellinen, sillä on yläraja,
vaikkapa n. Tällöin kaikilla m ∈ N pätee m ≤ n, eli yhtälön oikea puoli to-
teutuu. On siis olemassa luonnollinen luku η, joka on suurempi kuin mikään
standardi luonnollinen luku. Koska tällaista lukua ei ole olemassa standardissa
joukko-opissa, täytyy tämän luvun olla epästandardi. Koska kaikille luonnolli-
sille luvuille n myös n+ 1 on luonnollinen luku, löydämme runsain mitoin uusia
epästandardeja luonnollisia lukuja, η + 1, η + 2 ja niin edelleen.
Osoitimme siis, että on olemassa epästandardeja luonnollisia lukuja. Tämä
tulos voidaan yleistää koskemaan kaikkia äärettömiä joukkoja.
Lause 3.5. Olkoon X joukko. Tällöin jokainen X:n alkio on standardi, jos ja
vain jos X on standardi, äärellinen joukko.
Todistus. Tarkastelkaamme kaavaa x ∈ X ∧ x 6= y. Idealisaation nojalla
∀st ﬁnz∃x∀y(y ∈ z → (x ∈ X ∧ x 6= y))↔ ∃x∀sty(x ∈ X ∧ x 6= y)
on aksiooma. Toisaalta selvästi pätee
∃x∀sty(x ∈ X ∧ x 6= y)↔ ∃x(x ∈ X ∧ ¬st(x)).
Jos lauseet ovat ekvivalentteja, myös niiden negaatiot ovat ekvivalentit, joten
ottamalla negaatiot ja soveltamalla ekvivalenssin transitiivisuutta saamme, että
∃st ﬁnz∀x∃y(y ∈ z ∧ (x 6∈ X ∨ x = y))↔ ∀x(x ∈ X → st(x)).
Koska lisäksi pätee
∃st ﬁnz ∀x ∃y (y ∈ z ∧ (x 6∈ X ∨ x = y))↔ ∃st ﬁnz (x ⊆ z),
saamme tuloksen
∀x ∈ X st(x)↔ ∃st ﬁnz X ⊆ z.
Olettakaamme, että X on standardi, äärellinen joukko. Tällöin voimme valita
z = X, joten pätee ∃st ﬁnz X ⊆ z. Ekvivalenssin nojalla jokainen X:n alkio on
standardi.
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Olettakaamme sitten, että X:n kaikki alkiot ovat standardeja. Täten on ole-
massa standardi, äärellinen joukko z, jolle pätee X ⊆ z. Täten X ∈ P(z), joka
on myös standardi, äärellinen joukko. Mutta standardin, äärellisen joukon kaik-
ki alkiot ovat standardeja, eli myös X on standardi. Toisaalta X on äärellisen
joukon osajoukko, joten se on lisäksi äärellinen.
3.2 Epästandardit kompleksiluvut
Edellä huomautimme, että R ja C ovat standardeja joukkoja. Ne ovat selvästi
äärettömiä, joten niiden täytyy lauseen 3.5 nojalla sisältää alkioita, jotka eivät
ole standardeja. Puhuaksemme näistä epästandardeista luvuista otamme käyt-
töön uusia, eksternaalisia käsitteitä.
Määritelmä 3.6. Olkoon z ∈ C. Jos kaikille standardeille ε ∈ R, ε > 0, pätee
|z| < ε, z on inﬁnitesimaali. Jos |z| ≤ r pätee jollekin standardille r ∈ R, niin z
on rajoitettu, ja jos |z| ≤ r ei päde millekään standardille r ∈ R, sanomme, että
z on rajoittamaton.
Näemme selvästi, että ainoa standardi inﬁnitesimaali on 0 ja että standardeja
rajoittamattomia lukuja ei ole lainkaan. Lisäksi jos z 6= 0, niin z on rajoittama-
ton, jos ja vain jos z−1 on inﬁnitesimaali. Mutta löydämmekö kompleksilukujen
joukosta lainkaan epästandardeja inﬁnitesimaaleja? Tätä tarkoitusta varten on
idealisaatioperiaate mukana IST:n aksioomissa; se takaa sen, että vastaus on
kyllä.
Lemma 3.7. Joukon N ⊆ C rajoittamattomat alkiot ovat täsmälleen sen epäs-
tandardit alkiot.
Todistus. Olettakaamme, että n ∈ N on standardi. Tällöin n+1 on standardi ja
n ≤ n+1, joten n on rajoitettu. Jos taas n on rajoitettu, niin on olemassa jokin
standardi m ∈ N, jolle n ≤ m. Tällöin joukko {k ∈ N | k ≤ m} on äärellinen ja
standardi, joten kaikki sen alkiot, mukaan lukien n, ovat standardeja.
Lause 3.8. Kompleksilukujen joukko C sisältää epästandardeja inﬁnitesimaa-
leja.
Todistus. Esimerkissä 3.4 osoitimme, että idealisaatioperiaatteen seurauksena
luonnollisten lukujen joukko sisältää epästandardin alkion, η. Edellisestä lem-
masta seuraa, että η on rajoittamaton joukossa C. Koska se on nollasta poik-
keava luku, sillä on käänteisalkio η−1. Mutta nyt η−1 on inﬁnitesimaali.
Lauseen 3.8 olisi voinut todistaa myös kuten esimerkin 3.4, käyttäen suoraan
idealisaatioperiaatetta. Koska inﬁnitesimaali on eksternaalinen käsite, meidän
ei ole mahdollista muodostaa joukko-opin aksioomilla joukkoa, joka sisältäi-
si täsmälleen kaikki inﬁnitesimaalit, kuten ei myöskään joukkoa, joka sisältäisi
täsmälleen rajoitetut kompleksiluvut. Voimme kuitenkin sanoa, että inﬁnite-
simaalien luoka CI käyttäytyy kuin rajoitettujen kompleksilukujen luokan Cf
ideaali.
Lemma 3.9. Olkoot a ja b inﬁnitesimaaleja ja r ∈ C rajoitettu. Tällöin a + b
ja ra ovat inﬁnitesimaaleja.
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Todistus. Olkoon ε standardi positiivinen reaaliluku. Koska a ja b ovat inﬁnite-
simaaleja, pätee |a| < ε/2 ja |b| < ε/2, joten
|a+ b| ≤|a|+|b| < ε
2
+
ε
2
= ε.
Jos r = 0, niin ra on selvästi inﬁnitesimaali. Olettakaamme siis, että R 6= 0.
Tällöin |a| < ε|r|−1, joten
|ra| = |r||a| < |r| · ε|r| = ε.
Siis a+ b ja ra ovat inﬁnitesimaaleja.
Määritelmä 3.10. Olkoot z1 ja z2 kompleksilukuja. Jos z1 − z2 on inﬁnitesi-
maali, niin sanomme lukujen z1 ja z2 olevan äärettömän lähellä toisiaan. Mer-
kitsemme tällöin z1 ≈ z2. Tämän määritelmän nojalla luku z on inﬁnitesimaali,
jos ja vain jos z ≈ 0.
Lause 3.11. Jokaiselle äärelliselle kompleksiluvulle z on olemassa yksikäsittei-
nen standardi ◦z ∈ C, jolle pätee z ≈ ◦z.
Todistus. Todistakaamme väite ensin tapaukselle z ∈ R ⊆ C. Jos z on rajoitet-
tu, niin on olemassa standardi reaaliluku r, jolle pätee |x| ≤ r. Standardisaatio-
periaatteen nojalla on olemassa standardi joukko, jonka standardit alkiot ovat
täsmälleen ne reaaliluvut x, joille pätee x ≤ z. Merkitkäämme tätä joukkoa E.
Siirtoperiaatteen nojalla kaikille x ∈ E pätee x ≤ z, eli E on ylhäältä rajoitettu.
Toisaalta −r ∈ E, joten se on epätyhjä. Tällöin sillä on pienin yläraja, ◦z, joka
on siirtoperiaatteen nojalla standardi.
Olkoon ε > 0 standardi. Jos pätee z − ◦z > ε, niin z > ◦z + ε. Tällöin
◦z+ε ∈ E, koska ◦z+ε on standardi, eli ◦z ei ole E:n yläraja, mikä on ristiriita.
Toisaalta, jos ◦z − z > ε, niin z < ◦z − ε, eli kaikille standardeille x ∈ E pätee
x ≤ ◦z − ε. Siirtoperiaatteen nojalla kaikille x ∈ E pätee tällöin x ≤ ◦z − ε, eli
◦z ei ole pienin yläraja. Siis kaikille standardeille ε > 0 pätee |z − ◦z| ≤ ε, eli
z − ◦z on inﬁnitesimaali. Yksikäsitteisyyden osoittamiseksi olettakaamme, että
myös z − y, missä y on standardi reaaliluku, on inﬁnitesimaali. Nyt
(z − ◦z)− (z − y) = y − ◦z,
missä y−◦z on standardi inﬁnitesimaali, eli y−◦z = 0. Siis ◦z on yksikäsitteinen.
Olkoon sitten z mielivaltainen äärellinen kompleksiluku. Se voidaan esittää
summana a + ib, missä a ja b ovat rajoitettuja reaalilukuja. Olkoot ◦a ja ◦b
standardit reaaliluvut, joille pätee a ≈ ◦a ja b ≈ ◦b. Tällöin
z − (◦a+ i◦b) = a+ ib− (◦a+ i◦b) = (a− ◦a) + i(b− ◦b),
joka on lemman 3.9 nojalla inﬁnitesimaali.
Olkoon tämä esimakua epästandardista analyysistä. Myöhemmin tämä lause
tullaan todistamaan kaikille Hausdorﬃn avaruuksille, ei vain kompleksiluvuille.
Luvussa 5 esittelemme niin kutsutun palautusalgoritmin, jonka avulla epästan-
dardin analyysin tekeminen helpottuu huomattavasti; se antaa keinon kääntää
eksternaaliset kaavat ZFC:n kielelle siten, että standardeilla muuttujien arvoilla
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kaavat ovat ekvivalentteja. Täten voimme esimerkiksi antaa standardin lukujo-
nojen suppenemiselle tai standardin topologisen avaruuden kompaktiudelle eks-
ternaalisen määritelmän, jonka käyttö on internaalista helpompaa, mutta joka
on sen kanssa yhtäpitävä. Ennen sitä todistamme kuitenkin seuraavassa luvus-
sa, että IST:tä käyttämällä emme voi todistaa standardeista joukoista mitään,
mitä emme voisi todistaa myös ZFC:n aksioomista.
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Luku 4
Konservaatiolause
Määritelmä 4.1. Olkoot L1 ja L2 kieliä. Jos T1 on L1-teoria ja T2 L2-teoria,
joille pätee
1. L1 ⊆ L2
2. jos T1 ` ϕ, niin T2 ` ϕ
3. jos ϕ on L1-lause ja T2 ` ϕ, niin T1 ` ϕ,
niin sanomme, että T2 on teorian T1 konservatiivinen laajennus.
Konservatiivinen laajennus on siis uusi teoria, joka ei todista vanhan teorian
puhumista asioista mitään uutta. Esimerkki ZFC:n konservatiivisesta laajen-
nuksesta on NBG eli von Neumann-Bernays-Gödel joukko-oppi, joka sallii jouk-
kojen lisäksi luokat objekteiksi mutta joka ei todista mitään uutta joukkoja kos-
kevaa. Tässä luvussa haluamme todistaa, että IST on ZFC:n konservatiivinen
laajennus. Todistus perustuu esitykseen artikkelissa (Nel77, lause 8.8). Nelsonin
mukaan todistus on peräisin William C. Powellilta.
Lause 4.2 (Powell). Kaikille internaalisille lauseille φ pätee, että jos IST ` φ,
niin ZFC ` φ, eli IST on ZFC:n konservatiivinen laajennus.
Konservatiivisen teorian määritelmän kohdat (1) ja (2) toteutuvat IST:n mää-
ritelmän nojalla suoraan. Kohdan (3) todistuksen ideana on olettaa, että ¬φ
pätee ja tehdä sitten samankaltainen ultrapotenssikonstruktio kuin Robinson
luodessaan hyperreaalilukuja. Tämä tuottaa mallin, joka toteuttaa aksioomat
(I), (S) ja (T), lauseen ¬φ sekä ZFC:n aksioomat, joita tarvitaan todistuksessa
IST ` φ. Tämä tulee olemaan malli kaavoille φ ja ¬φ, mikä on ristiriita, jol-
loin ZFC välttämättä todistaa lauseen φ. Aloitamme kuitenkin ultrapotenssin
määrittelyä varten välttämättömistä ﬁlttereistä.
4.1 Filtterit ja ultraﬁltterit
Filtterit ovat työkaluja, joita käytetään usein malliteoriassa ja topologiassa.
Konservaatiolauseen todistuksessa käytämme näitä Robinsonin tapaan määri-
telläksemme joukon laajennuksen ultraﬁlttereiden avulla. Tätä varten meidän
on välttämätöntä käydä läpi ﬁltterien ja ultraﬁltterien ominaisuuksia alkaen pe-
rusteista.
19
20 LUKU 4. KONSERVAATIOLAUSE
Määritelmä 4.3. Olkoon X joukko. Kokoelma F ⊆ P(X) on ﬁltteri X:ssä,
jos sille pätee:
(F1) F 6= ∅ ja ∅ 6∈ F ;
(F2) F on suljettu leikkauksen suhteen, eli jos A ∈ F ja B ∈ F , niin A∩B ∈ F ;
(F3) F on suljettu ylijoukkojen suhteen, eli jos A ∈ F ja A ⊆ B, niin B ∈ F .
Jos F on ﬁltteri ja lisäksi kaikille A ∈ P(X) pätee joko A ∈ F tai X \ A ∈ F ,
niin F on ultraﬁltteri.
Jos F ⊆ P(X) on ﬁltteri (ultraﬁltteri), niin sanomme sen olevan ﬁltteri
(ultraﬁltteri) joukossa X. Ultraﬁltterit ovat erityisen tärkeitä työkaluja, sillä
niiden avulla voidaan määritellä jonojen tai funktioiden ekvivalenssi ja muodos-
taa ekvivalenssiluokista koostuva ultrapotenssi. Ensiksi meidän täytyy kuiten-
kin osoittaa, että ultraﬁlttereitä on aina olemassa. Tämä ei ole itsestään selvää,
sillä väitteen todistuksessa tarvitaan Zornin lemmaa.
Määritelmä 4.4. Jos F1 ja F2 ovat ﬁlttereitä X:ssä ja F1 ⊆ F2, sanomme,
että F2 ﬁltterin F1 hienonnus. Jos F on ﬁltterin F1 hienonnus ja millekään F1:n
hienonnukselle F2 ei päde F ⊂ F2, F on F1:n maksimaalinen hienonnus.
Lemma 4.5. Olkoon B X:n epätyhjä osajoukko, jolla on äärellisten leikkausten
ominaisuus eli jolle
⋂n
i=1Bi 6= ∅ kaikilla B1, . . . , Bn ∈ B. Tällöin on olemassa
ﬁltteri X:ssä, joka sisältää B:n.
Todistus. Olkoon
F := {Y ⊆ X | on olemassa B1, . . . , Bn ∈ B, joille pätee
n⋂
i=1
Bi ⊆ Y }.
Selvästi B ⊆ F . Koska ⋂ni=1Bi on aina epätyhjä, F ei sisällä tyhjää joukkoa.
Jos pätee Y ∈ F ja Y ⊆ Y ′, niin on olemassa B1, . . . , Bn ∈ B, joille pätee
n⋂
i=1
Bi ⊆ Y ⊆ Y ′.
Toisaalta jos Y, Y ′ ∈ F , niin on olemassa B1, . . . , Bn ∈ B ja B′1, . . . , B′m ∈ B,
joille pätee
n⋂
i=1
Bi ∩
n⋂
i=1
B′i ⊆ Y ∩ Y ′.
Siis F on ﬁltteri.
Zornin lemman avulla voimme todistaa osittaisjärjestyksen maksimaalisen
elementin olemassaolon. Voidaksemme soveltaa sitä ultraﬁltterin olemassaolo-
todistuksessa, tulee meidän varmistua siitä, että maksimaalinen ﬁltteri on aina
ultraﬁltteri.
Lemma 4.6. Olkoon F1 ﬁltteri X:ssä ja F sen maksimaalinen hienonnus. Täl-
löin F on ultraﬁltteri.
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Todistus. Olettakaamme, että F ei ole ultraﬁltteri. Tällöin on olemassa A ⊆ X,
jolle pätee A 6∈ F ja {A 6∈ F . Olkoon
A := {A ∩ Y | Y ∈ F}.
Olkoot Y1, . . . , Yn ∈ F . Tällöin
⋂n
i=1 Yi ∈ F . Nyt jos
⋂n
i=1 Yi∩A on tyhjä joukko,⋂n
i=1 Yi ⊆ {A 6∈ F . Siis
⋂n
i=1 Yi 6= ∅. Joukolla A on siis äärellisten leikkausten
ominaisuus, eli on olemassa ﬁltteri F ′, jolle pätee A ⊆ F ′. Jos Y ∈ F , niin
A∩Y ∈ F ′. Koska F ′ on ﬁltteri ja A∩Y ⊆ Y , pätee Y ∈ F ′. Lisäksi A ∈ F ′. Siis
F ′ on F :n aito hienonnus, mikä on ristiriidassa F :n maksimaalisuuden kanssa.
Siis F on ultraﬁltteri.
Lause 4.7 (Ultraﬁltterilemma). Olkoon F ﬁltteri X:ssä. Tällöin on olemassa
ultraﬁltteri U ⊆ P(X), jolle pätee F ⊆ U .
Todistus. Olkoon A kaikkien F :n sisältävien ﬁlttereiden joukko. Relaatio ⊆ on
osittainjärjestys A:ssa. Olkoon C ketju A:ssa. Osoittakaamme, että ⋃ C on ﬁlt-
teri.
Selvästi
⋃ C on epätyhjä, koska jokainen Fi ∈ C on epätyhjä. Toisaalta kai-
kille Fi pätee ∅ 6∈ Fi, joten ∅ 6∈
⋃ C.
Olettakaamme, että A,B ∈ ⋃ C. Nyt joillekin Fi,Fj ∈ C pätee A ∈ Fi ja
B ∈ Fj . Koska kyseessä on ketju, pätee Fi ⊆ Fj tai Fj ⊆ Fi. Ensimmäisessä
tapauksessa pätee A∧B ∈ Fj , jälkimmäisessä A∧B ∈ Fi. Siis joka tapauksessa
A ∧B ∈ ⋃ C.
Olettakaamme vielä, että A ∈ ⋃ C ja että A ⊆ B. Nyt jollekin Fi ∈ C pätee
A ∈ Fi. Koska Fi on ﬁltteri, B ∈ Fi. Siis
⋃ C on ﬁltteri. Tällöin Zornin lemman
nojalla A:ssa on maksimaalinen alkio U . U on F :n maksimaalinen hienonnus,
joten se on ultraﬁltteri.
4.2 Ultrapotenssi
Ultraﬁlttereiden hyöty malliteoriassa on muun muassa siinä, että niiden avulla
voimme ottaa mielivaltaisen mallin ja laajentaa sitä niin, että alkuperäinen malli
on uuden kanssa elementaarisesti ekvivalentti.
Määritelmä 4.8. Olkoot A ja X joukkoja ja U ultraﬁltteri joukossa X. Olkoot
f, g funktioita X → A, eli f, g ∈ AX . Määritelkäämme relaatio =U joukossa AX
asettamalla
f =U g, jos ja vain jos {ξ ∈ X | f(ξ) = g(ξ)} ∈ U .
Lemma 4.9. =U on ekvivalenssirelaatio.
Todistus. Olkoot f, g, h ∈ AX . On selvää, että {ξ ∈ X | f(ξ) = f(ξ)} = X ∈ U ,
joten pätee f =U f .
Olettakaamme, että f =U g. Siis pätee {ξ ∈ X | f(ξ) = g(ξ)} ∈ U . Mutta
{ξ ∈ X | f(ξ) = g(ξ)} = {ξ ∈ X | g(ξ) = f(ξ)},
eli pätee g =U f .
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Olettakaamme vielä, että pätee f =U g ja g =U h. Nyt pätee
{ξ ∈ X | f(ξ) = g(ξ) ja g(ξ) = h(ξ)}
= {ξ ∈ X | f(ξ) = g(ξ)} ∩ {ξ ∈ X | g(ξ) = h(ξ)} ∈ U .
Toisaalta jos f(ξ) = g(ξ) ja g(ξ) = h(ξ), niin f(ξ) = h(ξ), joten
{ξ ∈ X | f(ξ) = g(ξ) ja g(ξ) = h(ξ)} ⊆ {ξ ∈ X | f(ξ) = h(ξ)}.
Filtteri on suljettu ylijoukkojen suhteen, joten {ξ ∈ X | f(ξ) = h(ξ)} ∈ U
ja f =U h. Koska =U on reﬂeksiivinen, symmetrinen ja transitiivinen, se on
ekvivalenssirelaatio.
Määritelmä 4.10. Olkoon [f ]U = {g ∈ AX | f =U g} funktion f ∈ AX
ekvivalenssiluokka. Tällöin A:n ultrapotenssi ultraﬁltterin U suhteen on joukko
AX/U := {[f ]U | f ∈ AX}.
Olkoon nyt L jokin kieli ja A jokin L-struktuuri,
A = (A, (RAi )i∈I , (fAj )j∈J , (cAk )k∈K).
Tällöin ultrapotenssista AX/U saadaan L-struktuuri
A = (AX/U , (RAi )i∈I , (fAj )j∈J , (cAk )k∈K)
tulkitsemalla relaatio-, funktio- ja vakiosymbolit uudelleen. Relaatiosymbolin
Ri tulkinta A:ssa on relaatio R
A
i ⊆ (AX/U)n, missä n on Ri:n paikkaluku, jolle
pätee 〈[g1]U , . . . , [gn]U 〉 ∈ RAi , jos ja vain jos
{ξ ∈ X | 〈g1(ξ), . . . , gn(ξ)〉 ∈ RAi } ∈ U .
Funktiosymboli fj taas tulkitaan A:ssa n-paikkaisena funktiona
fAj ([g1]U , . . . , [gn]U ) = [g]U ,
missä g ∈ AX , g(ξ) := fAj (g1(ξ), . . . , gn(ξ)). Lopuksi vakiosymbolin ck tulkinta
on cAk = [g]U , missä g(ξ) := c
A
k eli g on vakiofunktio c
A
k . Seuraava lemma takaa
sen, että nämä tulkinnat ovat mielekkäitä.
Lemma 4.11. Relaatio- ja funktiosymboleiden tulkinnat mallissa A ovat yksi-
käsitteisiä, eli ne eivät riipu ekvivalenssiluokkien edustajien valinnasta.
Todistus. Osoittakaamme, että jos g1 =U g′1, . . . ja gn =U g
′
n, niin
〈[g1]U , . . . , [gn]U 〉 ∈ RAi ⇔ 〈[g′1]U , . . . , [g′n]U 〉 ∈ RAi .
Jos 〈[g1]U , . . . , [gn]U 〉 ∈ RAi , niin määritelmän nojalla pätee
{ξ ∈ X | 〈g1(ξ), . . . , gn(ξ)〉 ∈ RAi } ∈ U .
Samoin
n⋂
i=1
{ξ ∈ X | gi(ξ) = g′i(ξ)} ∈ U ,
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koska gi =U g′i kaikilla 1 ≤ i ≤ n. Toisaalta pätee
n⋂
i=1
{ξ ∈ X | gi(ξ) = g′i(ξ)} ∩ {ξ ∈ X | 〈g1(ξ), . . . , gn(ξ)〉 ∈ RAi }
⊆ {ξ ∈ X | 〈g′1(ξ), . . . , g′n(ξ)〉 ∈ RAi },
eli {ξ ∈ X | 〈g′1(ξ), . . . , g′n(ξ)〉 ∈ RAi } ∈ U ja siis 〈[g′1]U , . . . , [g′n]U 〉 ∈ RAi . Samoin
voimme päätellä toiseen suuntaan.
Osoittakaamme sitten, että jos kaikille 1 ≤ i ≤ n pätee gi =U g′i, niin
fAj ([g1]U , . . . , [gn]U ) = f
A
j ([g
′
1]U , . . . , [g
′
n]U ).
Tämä on yhtäpitävää sen kanssa, että fAj (g1, . . . , gn) =U f
A
j (g
′
1, . . . , g
′
n). Mutta
selvästi pätee, että jos gi(ξ) = g
′
i(ξ) kaikilla 1 ≤ i ≤ n, niin pätee
fAj (g1(ξ), . . . , gn(ξ)) = f
A
j (g
′
1(ξ), . . . , g
′
n(ξ)).
Siis {ξ ∈ X | fAj (g1(ξ), . . . , gn(ξ)) = fAj (g′1(ξ), . . . , g′n(ξ))} ∈ U , eli pätee
fAj (g1, . . . , gn) =U f
A
j (g
′
1, . . . , g
′
n).
Lemma 4.12. Olkoon t = t(x), x = (x1, . . . , xn), kielen L termi, ja olkoot
a1, . . . , an ∈ AX . Tällöin pätee
tA([a1]U , . . . , [an]U ) = [g]U ,
missä g(ξ) := tA(a1(ξ), . . . , an(ξ)).
Todistus. Todistakaamme väite induktiolla termin tmonimutkaisuuden suhteen.
Olkoon t muuttuja vi. Tällöin t
A([a1]U ) = [a1]U ja tA(a1(ξ)) = a1(ξ), joten väite
pätee suoraan. Tulkinnan määritelmästä seuraa samoin suoraan, että jos t on
vakio c, niin tA = cA = [g]U , missä g(ξ) = cA = tA.
Olettakaamme sitten, että väite pätee termeille t1(x), . . . , tm(x). Olkoon t
termi f(t1(x), . . . , tm(x)), missä f on m-paikkainen funktiosymboli L:ssä. Siis
pätee tA([a1]U , . . . , [an]U ) = fA([g1]U , . . . , [gm]U ), missä
gi(ξ) = t
A
i (a1(ξ), . . . , an(ξ))
kaikille 1 ≤ i ≤ m. Funktiosymbolin tulkinnan määritelmän nojalla pätee
fA([g1]U , . . . , [gm]U ) = [g]U ,
missä g(ξ) = fA(g1(ξ), . . . , gn(ξ)). Toisaalta
fA(g1(ξ), . . . , gn(ξ))
=fA(tA1 (a1(ξ), . . . , an(ξ)), . . . , t
A
m(a1(ξ), . . . , an(ξ)))
=tA(a1(ξ), . . . , an(ξ)).
Siis väite pätee termille t. Induktion nojalla väite pätee kaikille L-termeille.
Nyt voimme todistaa perustavan struktuurin ja sen ultrapotenssin suhdetta
koskevan lauseen, joka on peräisin Jerzy Ło±ilta. Ło±in lauseen suora seuraus
on, että A on upotettavissa elementaarisesti sen ultrapotenssiin A.
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Lause 4.13 (Ło±). Kaikille kaavoille ϕ(x), x = (x1, . . . , xn), ja kaikille g1, . . . , gn ∈
AX pätee, että
A  ϕ([g1]U , . . . , [gn]U ),
jos ja vain jos
{ξ ∈ X | A  ϕ(g1(ξ), . . . , gn(ξ))} ∈ U .
Todistus. Todistakaamme väite induktiolla kaavan ϕ monimutkaisuuden suh-
teen.
Olkoot t1 ja t2 L-termejä, joissa esiintyvät vapaat muuttujat ovat muuttujien
x1, . . . , xn joukossa. Osoittakaamme, että väite pätee yhtälölle t1 = t2. Nyt
A  (t1 = t2)([g1]U , . . . , [gn]U )
pätee, jos ja vain jos tA1 ([g1]U , . . . , [gn]U ) = t
A
2 ([g1]U , . . . , [gn]U ). Tämä taas on
edellisen lemman nojalla yhtäpitävää sen kanssa, että
{ξ ∈ X | tA1 (g1(ξ), . . . , gn(ξ)) = tA2 (g1(ξ), . . . , gn(ξ))} ∈ U ,
eli että
{ξ ∈ X | A  (t1 = t2)(g1(ξ), . . . , gn(ξ))} ∈ U .
Olkoon sitten R ∈ L m-paikkainen relaatiosymboli ja ϕ kaava R(t1, . . . , tm),
jonka termeissä esiintyvät vapaat muuttujat ovat muuttujien x1, . . . , xn joukos-
sa. Tällöin
A  R(t1, . . . , tm)([g1]U , . . . , [gn]U )
⇔〈tA1 ([g1]U , . . . , [gn]U ), . . . , tAm([g1]U , . . . , [gn]U )〉 ∈ RA
⇔〈[h1]U , . . . , [hn]U 〉 ∈ RA,
missä hi(ξ) = t
A
i (g1(ξ), . . . , gn(ξ)) kaikille 1 ≤ i ≤ m. R:n tulkinnan määritel-
män nojalla tämä on yhtäpitävää sen kanssa, että
{ξ ∈ X | 〈h1(ξ), . . . , hm(ξ)〉 ∈ RA} ∈ U .
Siis
{ξ ∈ X | 〈h1(ξ), . . . , hm(ξ)〉 ∈ RA}
={ξ ∈ X | 〈tA1 (g1(ξ), . . . , gn(ξ)), . . . , tAm(g1(ξ), . . . , gn(ξ))〉 ∈ RA}
={ξ ∈ X | A  R(t1, . . . , tm)(g1(ξ), . . . , gn(ξ))} ∈ U ,
mikä todistaa väitteen.
Olettakaamme, että väite pätee kaavalle ψ(x1, . . . , xn). Olkoon ϕ kaava ¬ψ.
Tällöin pätee
A  ϕ([g1]U , . . . , [gn]U )⇔ A 2 ψ([g1]U , . . . , [gn]U )
⇔ {ξ ∈ X | A  ψ(g1(ξ), . . . , gn(ξ))} 6∈ U
⇔ {{ξ ∈ X | A  ψ(g1(ξ), . . . , gn(ξ))} ∈ U
⇔ {ξ ∈ X | A 2 ψ(g1(ξ), . . . , gn(ξ))} ∈ U
⇔ {ξ ∈ X | A  ϕ(g1(ξ), . . . , gn(ξ))} ∈ U ,
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joten väite pätee kaavalle ϕ(x1, . . . , xn).
Olettakaamme sitten, että väite pätee kaavoille ψ(x1, . . . , xn) ja θ(x1, . . . , xn),
ja osoittakaamme, että väite pätee, kun ϕ on kaava ψ ∧ θ. Nyt pätee
A  ϕ([g1]U , . . . , [gn]U )
⇔A  (ψ ∧ θ)([g1]U , . . . , [gn]U )
⇔A  ψ([g1]U , . . . , [gn]U ) ∧ θ([g1]U , . . . , [gn]U )
⇔A  ψ([g1]U , . . . , [gn]U ) ja A  θ([g1]U , . . . , [gn]U )
⇔{ξ ∈ X | A  ψ(g1(ξ), . . . , gn(ξ))} ∈ U
ja {ξ ∈ X | A  θ(g1(ξ), . . . , gn(ξ))} ∈ U .
Koska U on ultraﬁltteri, tämä on yhtäpitävää sen kanssa, että
{ξ ∈ X | A  ψ(g1(ξ), . . . , gn(ξ)) ja A  θ(g1(ξ), . . . , gn(ξ))} ∈ U
⇔{ξ ∈ X | A  (ψ ∧ θ)(g1(ξ), . . . , gn(ξ))} ∈ U
⇔{ξ ∈ X | A  ϕ(g1(ξ), . . . , gn(ξ))} ∈ U .
Tapaukset, joissa ϕ on saatu kaavoista ψ ja θ soveltamalla disjunktiota, impli-
kaatiota tai ekvivalenssia, saadaan johdettua negaatiosta ja konjunktiosta.
Olettakaamme lopuksi, että väite pätee kaavalle ψ(x, x1, . . . , xn). Olkoon ϕ
kaava ∃x1 ψ. Nyt
A  ϕ([g1]U , . . . , [gn]U )⇔ A  ∃x ψ(x, [g1]U , . . . , [gn]U ).
Tämä taas on yhtäpitävää sen kanssa, että on olemassa [g]U ∈ AX/U , jolle pätee
A  ψ([g]U , [g1]U , . . . , [gn]U ).
Induktio-oletuksen nojalla tästä seuraa, että
{ξ ∈ X | A  ψ(g(ξ), g1(ξ), . . . , gn(ξ))} ∈ U .
Selvästi, jos pätee A  ψ(g(ξ), g1(ξ), . . . , gn(ξ)), niin pätee myös
A  ∃x ψ(x, g1(ξ), . . . , gn(ξ)),
joten jos {ξ ∈ X | A  ψ(g(ξ), g1(ξ), . . . , gn(ξ))} ∈ U , niin
{ξ ∈ X | A  ∃x ψ(x, g1(ξ), . . . , gn(ξ))} ∈ U .
Osoittakaamme sitten, että jos
B = {ξ ∈ X | A  ∃x ψ(x, g1(ξ), . . . , gn(ξ))} ∈ U ,
niin on olemassa [g]U ∈ AX/U , jolle pätee A  ψ([g]U , [g1]U , . . . , [gn]U ). Oletta-
kaamme, että B ∈ U ja valitkaamme valinta-aksiooman avulla jokaiselle ξ, joka
kuuluu joukkoon B, alkio aξ ∈ A, joka toteuttaa kaavan
∃x ψ(x, g1(ξ), . . . , gn(ξ)).
Olkoon a jokin A:n alkio. Olkoon sitten g : X → A funktio, jolle pätee
g(ξ) =
{
aξ, jos ξ ∈ B
a, jos ξ 6∈ B .
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Tällöin {ξ ∈ X | A  ψ(g(ξ), g1(ξ), . . . , gn(ξ))} ∈ U , eli pätee
A  ψ([g]U , [g1]U , . . . , [gn]U ).
Universaalikvanttorin tapaus seuraa suoraan eksistenssikvanttorin ja negaation
tapauksista, joten väite on todistettu kaikille kaavoille.
Upottakaamme nyt struktuuri A struktuuriin A. Tämä tapahtuu määrittele-
mällä kanoninen injektio j : A → A. Olkoon a ∈ A ja ca vakiofunktio ca(ξ) = a.
Tällöin j(a) = [ca]U . Ło±in lauseen seurauksena saamme tuloksen, jonka mukaan
j on elementaarinen upotus.
Seuraus 4.14. Kaikille a1, . . . , an ∈ A ja kaikille kaavoille ϕ(x1, . . . , xn) pätee,
että
A  ϕ(j(a1), . . . , j(an))⇔ A  ϕ(a1, . . . , an).
Todistus. A  ϕ(j(a1), . . . , j(an)) pätee, jos ja vain jos joukko
{ξ ∈ X | A  ϕ(ca1(ξ), . . . , can(ξ))} ∈ U .
Mutta nyt pätee
{ξ ∈ X | A  ϕ(Ca1(ξ), . . . , Can(ξ))} = {ξ ∈ X | A  ϕ(a1, . . . , an)},
missä {ξ ∈ X | A  ϕ(a1, . . . , an)} on joko koko X tai tyhjä joukko riippuen
siitä, päteekö A  ϕ(a1, . . . , an) vai ei. Siis A  ϕ(j(a1), . . . , j(an)), jos ja vain
jos A  ϕ(a1, . . . , an).
Olemme nyt pääasiassa kiinnostuneita {∈}-struktuureista. Tällöin relaation ∈
tulkintaa mallissa A merkitään yksinkertaisesti ∈. Siis kaikilla a1, a2 ∈ A pätee,
että A  a1 ∈ a2, jos ja vain jos a1 ∈ a2. Tarkemmin sanoen meidän pitäisi
sanoa, että 〈a1, a2〉 kuuluu universumin V relaatioon ∈ ∩(A×A), mutta tämän
eron tekeminen ei ole tarpeellista käytännössä. Kuitenkin relaatiosymbolin ∈
tulkinta ultrapotenssissa A meidän on pakko erottaa relaatiosta ∈ ∩(AX/U ×
AX/U). Määritelkäämme sen sijaan relaatio ∈U asettamalla
[g1]U ∈U [g2]U ⇔ {ξ ∈ X | g1(ξ) ∈ g2(ξ)} ∈ U .
Relaatio ∈U on siis relaatiosymbolin ∈ tulkinta mallissa A ja se voi poiketa
relaatiosta ∈ ∩(AX/U ×AX/U).
Meidän on nyt hyödyllistä määritellä tapa, jolla joukon A relaatioita voi-
daan laajentaa ultrapotenssissa. Olkoon R ⊆ An. Sen laajennus on (AX/U)n:n
osajoukko ∗R, jolle pätee
〈[g1]U , . . . , [gn]U 〉 ∈ ∗R⇔ {ξ ∈ X | 〈g1(ξ), . . . , gn(ξ)〉 ∈ R} ∈ U .
Tämä onnistuu, koska funktioavaruudet (AX)n ja (An)X ovat oleellisesti samat.
Tämän näkee helposti, kun tarkastelee funktiota sen komponenttikuvausten jo-
nona, eli f = 〈f1, . . . , fn〉. Meidän on aina tarpeen vaatiessa mahdollista lisätä
kieleen {∈} relaatiosymboli P jokaista R ⊆ An kohti ja asettaa PA = R. Täl-
löin pätee PA = ∗R. Laajennus on määritelty siten mielekkäästi, että jos pätee
R ⊆ An ja R ∈ A, niin kaikilla a ∈ An pätee a ∈U ∗R, jos ja vain jos a ∈ j(R).
Seuraavassa joitakin esimerkkejä Ło±in lauseen käytöstä.
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Esimerkki 4.15. Osoittakaamme, että tyhjän joukon laajennus ultrapotens-
sissa on edelleen tyhjä joukko. Selvästi A  ∀x x 6∈ ∅, joten A  ∀x x 6∈ ∅.
Siis kaikille x ∈ AX/U pätee x 6∈ ∗∅. Koska tyhjä joukko on yksikäsitteinen,
∗∅ = ∅.
Esimerkki 4.16. Osoittakaamme, että kaikille S1, S2 ⊆ A pätee
∗(S1 ∩ S2) = ∗S1 ∩ ∗S2.
Olkoon [f ]U ∈ AX/U . Nyt
A  [f ]U ∈ S1 ∩ S2
⇔{ξ ∈ X | A  f(ξ) ∈ S1 ∩ S2} ∈ U
⇔{ξ ∈ X | A  f(ξ) ∈ S1} ∈ U ja {ξ ∈ X | A  f(ξ) ∈ S2} ∈ U
⇔A  [f ]U ∈ S1 ja A  [f ]U ∈ S2.
Siis [f ]U ∈ ∗(S1 ∩ S2), jos ja vain jos [f ]U ∈ ∗S1 ja [f ]U ∈ ∗S2, eli pätee
∗(S1 ∩ S2) = ∗S1 ∩ ∗S2.
Lemma 4.17. Olkoon η ∈ AX/U ja t(η) = {E ∈ P(A) | η ∈ ∗E}. Tällöin t(η)
on A:n ultraﬁltteri, niin kutsuttu Keisler-ultraﬁltteri.
Todistus. Selvästi η ∈ ∗A = AX/U , joten A ∈ t(η). Siis t(η) 6= ∅. Toisaalta
η 6∈ ∗∅ = ∅, joten ∅ 6∈ t(η). Jos E,F ∈ t(η), niin huomaamme, että
η ∈ ∗E ∩ ∗F = ∗(E ∩ F ),
eli E∩F ∈ t(η). Jos taas E ∈ t(η) ja E ⊆ F , niin η ∈ ∗E. Mutta Ło±in lauseesta
seuraa nyt helposti, että ∗E ⊆ ∗F , eli η ∈ ∗F . Siis F ∈ t(η) ja t(η) on ﬁltteri.
Olettakaamme, että E 6∈ t(η). Siis η 6∈ ∗E, eli η ∈ (AX/U) \ ∗E. Mutta
(AX/U) \ ∗E = ∗(A \ E), joten A \ E ∈ t(η). Täten t(η) on ultraﬁltteri.
Määritelmä 4.18. Merkitkäämme kaikkien ultraﬁlttereiden A:ssa muodosta-
maa joukkoa Aˆ. Olkoon AX/U A:n ultrapotenssi. Mikäli kuvaus t : AX/U → Aˆ,
t(η) = {E ∈ P(A) | η ∈ ∗E}, on surjektio, AX/U on adekvaatti.
Lause 4.19. Olkoon A joukko. Tällöin A:lla on adekvaatti ultrapotenssi.
Todistus. Olkoon X = Pﬁn(P(A)), eli kaikkien P(A):n äärellisten osajoukkojen
joukko. Jos E ⊆ A, niin olkoon E˜ = {ξ ∈ X | E ∈ ξ}. Olkoon {E1, . . . , En} ää-
rellinen joukko A:n osajoukkoja. Selvästi kun 1 ≤ i ≤ n, niin Ei ∈ {E1, . . . , En}
eli {E1, . . . , En} ∈ E˜i. Siis leikkaus E˜1 ∩ . . . ∩ E˜n on epätyhjä. Olkoon
A = {E˜ | E ⊆ A}.
Lemman 4.5 nojalla olemassa ﬁltteri, joka sisältää joukon A. Toisaalta tällä
ﬁltterillä on ultraﬁltterilemman nojalla maksimaalinen hienonnus U , joka on
ultraﬁltteri.
Osoittakaamme sitten, että ultrapotenssi AX/U on adekvaatti. Olkoon V
ultraﬁltteri A:ssä. Jos ξ ∈ X, olkoon Aξ =
⋂{k ∈ ξ | k ∈ V}, kunhan
{k ∈ ξ | k ∈ V} on epätyhjä; mikäli kaikille k ∈ ξ pätee k 6∈ V, asetamme
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Aξ = A. Koska ξ on äärellinen joukko, niiden k ∈ ξ, jotka kuuluvat ultraﬁltte-
riin, leikkaus on välttämättä epätyhjä. Valitkaamme valinta-aksioomalla jokai-
selle ξ ∈ X alkio aξ ∈ Aξ. Olkoon η tämän valintafunktion ekvivalenssiluokka.
Seuraavaksi osoitamme, että t(η) = V.
Olkoon E ∈ V. Olettakaamme, että ξ ∈ E˜ eli että E ∈ ξ. Nyt jokainen Aξ:n
alkio kuuluu E:hen, eli aξ ∈ E. Siis E˜ ⊆ {ξ ∈ X | aξ ∈ E}. Koska E˜ ∈ U , myös
{ξ ∈ X | aξ ∈ E} ∈ U . Mutta tämä on sama kuin sanoa, että η ∈ ∗E, mistä
Kiesler-ultraﬁltterin määritelmän nojalla seuraa, että E ∈ t(η). Siis V ⊆ t(η).
Koska V ja t(η) ovat molemmat ultraﬁlttereitä, pätee välttämättä V = t(η). Siis
mielivaltaisella ultraﬁltterillä V ∈ Aˆ on alkukuva η ∈ AX/U , eli kuvaus t on
surjektio ja AX/U on A:n adekvaatti ultrapotenssi.
Ło±in lauseen lisäksi seuraava lause on tärkeä, kun osoitamme, että meidän
on mahdollista löytää malli, joka toteuttaa aksioomaskeemat (I), (S) ja (T).
Kun Ło±in lause osoittaa siirtoperiaatteen toimivaksi, tätä seuraavaa käytetään
idealisaatioperiaatteen todistamiseen.
Lause 4.20. Olkoon AX/U joukon A adekvaatti ultrapotenssi. Olkoon R ⊆ A2
sellainen relaatio, että kaikille äärellisille F ⊆ A on olemassa a ∈ AX/U , jolle
pätee 〈a, j(y)〉 ∈ ∗R kaikilla y ∈ F . Tällöin on olemassa η ∈ AX/U , jolle pätee
〈η, j(y)〉 ∈ ∗R kaikilla y ∈ A.
Todistus. Olkoon L = {P}. Tällöin A = (A,R) on L-struktuuri, kun asetamme
PA = R. Tällöin A = (AX/U , ∗R) on L-struktuuri tulkinnalla PA = ∗R.
Osoittakaamme, että jos F = {y1, . . . , yn} ⊆ A on äärellinen, niin leikkaus
{x ∈ A | 〈x, y1〉 ∈ R} ∩ . . . ∩ {x ∈ A | 〈x, yn〉 ∈ R}
on epätyhjä. Mutta oletuksen nojalla on olemassa a ∈ AX/U , jolle pätee
A  R(a, j(y1)) ∧ . . . ∧R(a, j(yn)).
Tästä ja lauseesta 4.14 seuraa, että
A  ∃x(R(x, j(y1)) ∧ . . . ∧R(x, j(yn)))
⇔A  ∃x(R(x, y1) ∧ . . . ∧R(x, yn))
eli on olemassa x ∈ A, jolle pätee 〈x, y1〉 ∈ R ∧ . . . ∧ 〈x, yn〉 ∈ R.
Olkoon B = {{x ∈ A | 〈x, y〉 ∈ R} | y ∈ A}. Nyt lemman 4.5 nojalla on
olemassa ﬁltteri, joka sisältää B:n, ja tämä ﬁltteri voidaan puolestaan laajentaa
ultraﬁltteriksi V. Koska AX/U on adekvaatti ultrapotenssi, on olemassa η ∈
AX/U , jolle pätee t(η) = V. Nyt kaikille y ∈ A pätee {x ∈ A | 〈x, y〉 ∈ R} ∈ t(η),
mikä on t:n määritelmän nojalla ekvivalenttia sen kanssa, että kaikille y ∈ A
pätee η ∈ ∗{x ∈ A | 〈x, y〉 ∈ R}. Huomatkaamme, että kun η = [g]U ,
η ∈ ∗{x ∈ A | 〈x, y〉 ∈ R} ⇔ {ξ ∈ X | 〈g(ξ), y〉 ∈ R} ∈ U
⇔ 〈η, j(y)〉 ∈ ∗R
⇔ η ∈ {x ∈ AX/U | 〈x, j(y)〉 ∈ ∗R}
Siis kaikille y ∈ A pätee 〈η, j(y)〉 ∈ ∗R.
Huomatkaamme, että lause 4.20 on hyvin rajoitettu muotoilu idealisaatio-
periaatteesta. Todistaaksemme väitteen yleisemmässä muodossaan, meidän on
laajennettava myös ultrapotenssia. Konstruoimme siis uuden struktuurin, jota
kutsutaan ultrarajaksi.
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4.3 Ultraraja
Aloitamme ultrarajan määrittelyn joukosta A, jota merkitsemme A = 0A. Ol-
koon sitten 1A joukon A jokin ultrapotenssi. Samoin jokaiselle n ∈ ω olkoon
joukko n+1A joukon nA ultrapotenssi. Jokainen nA voidaan upottaa sen ultra-
potenssiin kanonisella injektiolla jn. Tällöin saamme muodostettua ketjun
0A
j0−→ 1A j1−→ . . . jn−1−→ nA jn−→ n+1A jn+1−→ . . . .
Jos m,n ∈ ω, niin käyttäkäämme kuvauksesta
jn−1 ◦ jn−2 ◦ . . . ◦ jm+1 ◦ jm : mA→ nA
lyhennettä jmn. Jos m = n, kyseessä on identtinen kuvaus joukossa
mA.
Määritelmä 4.21. Olkoon I jokin indeksijoukko ja (Ai)i∈I joukkoperhe. Täl-
löin joukkojen Ai erillinen yhdiste on⊔
i∈I
Ai :=
⋃
i∈I
{〈x, i〉 | x ∈ Ai}.
Otamme seuraavaksi erillisen yhdisteen kaikista nA ja määrittelemme siinä
relaation ∼. Olkoon xm ∈ mA ja xn ∈ nA. Tällöin
〈xm,m〉 ∼ 〈xn, n〉,
jos ja vain jos on olemassa k ∈ ω, jolle jmk(xm) = jnk(xn).
Lemma 4.22. ∼ on ekvivalenssirelaatio.
Todistus. Olkoon xn ∈ nA. Selvästi pätee jnn(xn) = jnn(xn), eli 〈xn, n〉 ∼
〈xn, n〉.
Olkoon xm ∈ mA ja xn ∈ nA. Olettakaamme, että 〈xm,m〉 ∼ 〈xn, n〉. Tällöin
on olemassa k ∈ ω, jolle pätee jmk(xm) = jnk(xn), eli jnk(xn) = jmk(xm). Siis
〈xn, n〉 ∼ 〈xm,m〉.
Olkoon xk ∈ kA, xm ∈ mA ja xn ∈ nA. Olettakaamme, että 〈xk, k〉 ∼ 〈xk, k〉
ja 〈xm,m〉 ∼ 〈xn, n〉. Löydämme siis luvut p, q ∈ ω, joille pätee
jkp(xk) = jmp(xm) ja jmq(xm) = jnq(xn).
Jos pätee p ≤ q, niin määritelmän nojalla
jnq(xn) = jmq(xm) = jpq(jmp(xm)) = jpq(jkp(xk)) = jkq(xk).
Toisaalta, jos q ≤ p, niin vastaavasti
jkp(xk) = jmp(xm) = jqp(jmq(xm)) = jqp(jnq(xn)) = jnp(xn).
Joka tapauksessa pätee 〈xk, k〉 ∼ 〈xn, n〉, joten ∼ on ekvivalenssirelaatio. Voim-
me nyt määritellä joukon A ultrarajan ekvivalenssirelaation ∼ ekvivalenssiluok-
kien avulla.
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Määritelmä 4.23. Olkoon A joukko ja (nA)n∈ω sen ultrapotenssijono. Mer-
kitkäämme alkion 〈xα, α〉 ∈
⊔
n∈ω
nA ekvivalenssiluokkaa [xα]. Tällöin A:n ult-
raraja1 on joukko
∗A :=
⊔
n∈ω
nA
/
∼ =
{
[x]
∣∣∣∣;x ∈ ⊔
n∈ω
nA
}
.
∗A on siis joukko {[x] | jollekin n ∈ ω pätee x ∈ nA}.
Määritelmä 4.24. Jos kaikilla n ∈ ω joukko n+1A on joukon nA adekvaatti
ultrapotenssi, niin ∗A on A:n adekvaatti ultraraja. Lauseen 4.19 nojalla joukolla
A on aina olemassa adekvaatti ultraraja.
Tarkastelkaamme joukkoa A jälleen kielen L struktuurina
A = (A, (RAi )i∈I , (fAj )j∈J , (cAk )k∈K).
Teemme sen ultrarajasta L-struktuurin
∗A = (∗A, (R∗Ai )i∈I , (f
∗A
j )j∈J , (c
∗A
k )k∈K)
seuraavilla tulkinnoilla:
1. Olkoon n relaatiosymbolin Ri paikkaluku ja xi ∈ αiA kaikilla i ≤ i ≤ n.
Tällöin 〈[x1], . . . , [xn]〉 ∈ RAi , jos ja vain jos on olemassa k ∈ ω, jolle pätee
〈jα1k(x1), . . . , jαnk(xn)〉 ∈ R
kA
i .
Tässä R
kA
i on relaatiosymbolin Ri luonnollinen tulkinta ultrapotenssissa
kA.
2. Olkoon n funktiosymbolin fj paikkaluku ja xi ∈ αiA kaikilla i ≤ i ≤ n+1.
Tällöin fAj ([x1], . . . , [xn]) = [xn+1], jos on olemassa k ∈ ω, jolle pätee
f
kA
j (jα1k(x1), . . . , jαnk(xn)) = jαn+1k(xn+1).
Jälleen f
kA
j on funktiosymbolin fj tulkinta ultrapotenssissa
kA.
3. Jos ck on vakiosymboli, niin c
A
k = [c
A
k ].
Ultrapotenssista nA saatua L-struktuuria merkitsemme nA. Kielen L sym-
boleiden tulkinnat ovat kussakin ultrapotenssissa kuten edellisessä osiossa ne
määrittelimme. Tarkistakaamme, että relaatio- ja funktiosymboleiden tulkinnat
ovat hyvinmääriteltyjä, kuten ultrapotenssin tapauksessa.
Lemma 4.25. Olkoot R relaatiosymboli ja f funktiosymboli, joiden molempien
paikkaluku on n. Olkoon xi ∈ αiA ja yi ∈ βiA kaikilla 1 ≤ i ≤ n. Olettakaamme,
että kaikille 1 ≤ i ≤ n pätee 〈xi, αi〉 ∼ 〈yi, βi〉. Tällöin
1. 〈[x1], . . . , [xn]〉 ∈ RA, jos ja vain jos 〈[y1], . . . , [yn]〉 ∈ R∗A, ja
2. f
∗A([x1], . . . , [xn]) = f
∗A([y1], . . . , [yn]).
1Tässä määritelty ultraraja on erikoistapaus niin kutsutusta suorasta rajasta. Yleisessä
tapauksessa esimerkiksi indeksijoukon ei tarvitse olla luonnolliset luvut.
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Todistus. (1) Olettakaamme, että jollekin k ∈ ω pätee
〈jα1k(x1), . . . , jαnk(xn)〉 ∈ R
kA.
Ekvivalenssirelaation määritelmän perusteella 〈jαik(xi), k〉 ∼ 〈yi, βi〉 pätee kai-
kille 1 ≤ i ≤ n. Siis jokaista 1 ≤ i ≤ n vastaa ki ∈ ω, jolle pätee
jkki(jαik(xi)) = jβiki(yi).
Nyt joukon {ki | 1 ≤ i ≤ n} maksimille km pätee kaikilla 1 ≤ i ≤ n, että
jkkm(jαik(xi)) = jβikm(yi).
Koska jkkm on mallin
kA elementaarinen upotus malliin kmA, pätee nyt
〈jkkm(jα1k(x1)), . . . , jkkm(jα1k(x1))〉 ∈ R
kmA,
mikä on yhtäpitävää sen kanssa, että
〈jβ1km(y1), . . . , jβnkm(yn)〉 ∈ R
kmA.
Todistus on täysin symmetrinen, joten implikaatio pätee myös toiseen suuntaa.
Siis 〈[x1], . . . , [xn]〉 ∈ R∗A, jos ja vain jos 〈[y1], . . . , [yn]〉 ∈ R∗A.
(2) Olkoon f
∗A([x1], . . . , [xn]) = [xn+1]. Siis jollekin k ∈ ω pätee, että
f
kA
j (jα1k(x1), . . . , jαnk(xn)) = jαn+1k(xn+1).
Olkoon km ∈ ω kuten yllä, eli jkkm(jαik(xi)) = jβikm(yi) pätee kaikille 1 ≤ i ≤
n+ 1. Koska jkkm on elementaarinen upotus, pätee nyt
f
kmA(jkkm(jα1k(x1)), . . . , jkkm(jαnk(xn))) = jkkm(jαn+1k(xn+1)).
Siis
f
kmA(jβ1km(y1), . . . , jβnkm(yn)) = jkkm(jαn+1k(xn+1)),
mikä tarkoittaa sitä, että f
∗A([y1], . . . , [yn]) = [xn+1].
Kun tarkastelemme alkion a kuvia struktuureissa nA, sillä, millä tasolla a esiin-
tyy alun perin, ei ole usein väliä. Voimme siis yksinkertaistaa merkintätapaam-
me ja kirjoittaa a(n), kun tarkoitamme a:n kuvaa kuvauksessa jmn, missä a on
joko mA:n alkio tai jonkin mA:n alkion alkukuva jossakin kuvauksessa jkm.
Lemma 4.26. Olkoon t = t(x¯), missä x¯ = (x1, . . . , xn), L-termi. Tällöin kai-
kille k ∈ ω pätee, että jos a1, . . . , an ∈ kA, niin
t
∗A([a1], . . . , [an]) = [b],
missä t
kA(a1, . . . , an) = b.
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Todistus. Jos t on muuttuja tai vakiosymboli, väite pätee suoraan. Olkoon t
siis termi f(t1(x¯), . . . , tm(x¯)), missä f on m-paikkainen funktiosymboli. Oletta-
kaamme, että väite pätee termeille t1(x¯), . . . , tm(x¯). Siis jokaiselle 1 ≤ i ≤ m ja
kaikille k ∈ ω pätee, että jos a1, . . . , an ∈ kA, niin tAi ([a1], . . . , [an]) = [bi], missä
t
kA
i (a1, . . . , an) = bi.
Olkoon siis k ∈ ω, ja olettakaamme, että a1, . . . , an ∈ kA. Meidän tulee osoittaa,
että t
∗A([a1], . . . , [an]) = [b], missä t
kA(a1, . . . , an) = b. Mutta selvästi pätee,
että
t
kA(a1, . . . , an) =f
kA(t
kA
1 (a1, . . . , an), . . . , t
kA
m (a1, . . . , an))
=f
kA(b1, . . . , bm).
Toisaalta funktiosymbolin tulkinnan mukaan
[f
kA(b1, . . . , bm)] = fA([b1], . . . , [bm])
= t
∗A([a1], . . . , [an]),
eli väite pätee termille t. Väite on siis todistettu kaikille termeille induktiolla
termin monimutkaisuuden suhteen.
Todistamme seuraavaksi ultrarajaa koskevan lauseen, joka vastaa käyttöta-
voiltaan Ło±in lausetta ultrapotenssille. Sen nojalla jokainen ultrapotensseista
kA voidaan upottaa elementaarisesti ultrarajaan ∗A.
Lause 4.27. Kaikille k ∈ ω ja kaikille kaavoille ϕ pätee, että
∗A  ϕ([a1], . . . , [an])⇔ kA  ϕ(a1, . . . , an),
kun a1, . . . , an ∈ kA.
Todistus. Suorittakaamme induktio kaavan monimutkaisuuden suhteen.
Olkoon ϕ yhtälö t1 = t2. Olkoot k ∈ ω ja a1, . . . , an ∈ kA. Olettakaamme,
että ∗A  t1 = t2([a1], . . . , [an]). Siis t∗A1 ([a1], . . . , [an]) = t
∗A
2 ([a1], . . . , [an]).
Mutta nyt edellisestä lemmasta seuraa, että t
kA
1 (a1, . . . , an) = t
kA
2 (a1, . . . , an)
eli että kA  (t1 = t2)([a1], . . . , [an]). Toisaalta edellisestä lemmasta seuraa
myös, että jos kA  (t1 = t2)(a1, . . . , an), niin ∗A  (t1 = t2)([a1], . . . , [an]).
Olkoon ϕ sitten kaava R(t1, . . . , tm), missä R ∈ L on m-paikkainen relaatio-
symboli. Olkoon k ∈ ω ja a1, . . . , an ∈ kA. Olettakaamme, että pätee
∗A  R(tm, . . . , tm)([a1], . . . , [an])
eli että 〈t∗A1 ([a1], . . . , [an]), . . . , t
∗A
m ([a1], . . . , [an])〉 ∈ R
∗A. Nyt on siis olemassa
k′ ∈ ω, jolle pätee
〈tk
′A
1 (a
(k′)
1 , . . . , a
(k′)
n ), . . . , t
k′A
n (a
(k′)
1 , . . . , a
(k′)
n )〉 ∈ R
k′A.
Lauseen 4.14 nojalla tämä on yhtäpitävää sen kanssa, että
kA  R(tm, . . . , tm)(a1, . . . , an).
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Jos taas pätee kA  R(tm, . . . , tm)(a1, . . . , an), niin relaatiosymbolin tulkinnan
määritelmästä seuraa, että ∗A  R(tm, . . . , tm)([a1], . . . , [an]).
Olettakaamme nyt, että väite pätee kaavalle ψ(x1, . . . , xn) ja että ϕ on kaava
¬ψ. Olkoon k ∈ ω ja a1, . . . , an ∈ kA. Tällöin pätee
∗A  ϕ([a1], . . . , [an])⇔ ∗A 2 ψ([a1], . . . , [an]),
⇔ kA 2 ψ(a1, . . . , an)
⇔ kA  ϕ(a1, . . . , an).
Olettakaamme, että väite pätee kaavoille ψ(x1, . . . , xn) ja θ(x1, . . . , xn). Ol-
koon ϕ kaava ψ ∧ θ. Olkoon k ∈ ω, ja olkoot a1, . . . , an ∈ kA. Nyt pätee
∗A  ϕ([a1], . . . , [an])⇔ ∗A  (ψ ∧ θ)([a1], . . . , [an])
⇔ ∗A  ψ([a1], . . . , [an]) ja ∗A  θ([a1], . . . , [an])
⇔ kA  ψ(a1, . . . , an) ja kA  θ(a1, . . . , an)
⇔ kA  ϕ(a1, . . . , an).
Muiden konnektiivien tapaukset seuraavat negaatiosta ja konjunktiosta.
Olettakaamme, että väite pätee kaavalle ψ(x0, x1, . . . , xn), jossa esiintyy va-
paana muuttuja x. Olkoon ϕ kaava ∃x0 ψ(x). Olkoon k ∈ ω ja a1, . . . , an ∈ kA.
Olettakaamme, että ∗A  ϕ([a1], . . . , [an]) pätee. Tämä on yhtäpitävää sen kans-
sa, että on olemassa [a0] ∈ ∗A, jolle pätee ∗A  ψ([a0], [a1], . . . , [an]). Olkoon
a0 ∈ k′A. Jos k ≤ k′, niin a(k
′)
1 , . . . , a
(k′)
n ∈ k′A, jolloin induktio-oletuksemme no-
jalla k
′A  ψ(a0, a(k
′)
1 , . . . , a
(k′)
n ). Siis pätee k
′A  ∃x0ψ(x0, a(k
′)
1 , . . . , a
(k′)
n ). Täl-
löin lauseesta 4.14 seuraa, että kA  ∃x0ψ(x0, a1, . . . , an). Toisaalta jos k′ ≤ k,
niin a
(k)
0 ∈ kA, ja jälleen induktio-oletuksesta seuraa, että
kA  ψ(a(k)0 , a1, . . . , an)
ja edelleen kA  ∃x0ψ(x0, a1, . . . , an).
Olettakaamme sitten, että kA  ∃x0 ψ(x0, a1, . . . , an). Olkoon a0 ∈ kS alkio,
jolle pätee kA  ψ(a0, a1, . . . , an). Nyt induktio-oletuksen nojalla pätee, että
∗A  ψ([a0], [a1], . . . , [an]),
eli ∗A  ∃x0ψ(x0, [a1], . . . , [an]).
Universaalikvanttorin tapaus seuraa negaation ja eksistenssikvanttorin ta-
pauksista, joten väite on todistettu kaikille kaavoille.
Ultrapotenssin tapauksessa käsitellyt laajennokset ∗R, missä R ⊆ An, voi-
daan määritellä ultrarajan tapauksessa analogisesti, eli asetamme
∗R =
⊔
n∈ω
nR
/
∼,
missä nR on relaation R laajennus ultrapotenssissa, kuten määrittelimme edelli-
sessä osiossa. Jos R on määriteltävä relaatio A:ssa, niin ∗R on selvästi sen tulkin-
ta A:n ultrarajassa. Erityisesti relaation ∈ tulkintaa koskevat huomiot pätevät
ultrarajankin suhteen. Merkitkäämme sen tulkintaa ∈∗. Nyt voimme todistaa
idealisaatioperiaatteen ultrarajalle.
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Lause 4.28. Olkoon ∗A joukon A adekvaatti ultraraja, ja olkoon R ⊆ A2+k.
Olkoot [a1], . . . , [ak] ∈ ∗A. Olettakaamme, että jokaista äärellistä F ⊆ A kohti on
olemassa x ∈ ∗A, jolle pätee 〈x, [y], [a1], . . . , [ak]〉 ∈ ∗R kaikilla y ∈ F . Tällöin
on olemassa ξ ∈ ∗A, jolle pätee 〈ξ, [y], [a1], . . . , [ak]〉 ∈ ∗R kaikilla y ∈ A.
Todistus. Olkoon n ∈ ω luku, jolle pätee a(n)1 , . . . , a(n)k ∈ nA. Olkoon
S = {〈x, y〉 ∈ nA× nA | jos on olemassa z ∈ A, jolle pätee z(n) = y,
niin 〈x, y, a(n)1 , . . . , a(n)k 〉 ∈ nR}.
Olkoon G = {y1, . . . , ym} ⊆ nA äärellinen. Koska kuvaus z 7→ z(n), on injektio,
joukko F = {z ∈ A | z(n) ∈ G} on äärellinen. Nyt oletuksen nojalla on olemassa
x0 ∈ ∗A, jolle pätee 〈x0, [y], [a1], . . . , [ak]〉 ∈ ∗R kaikilla y ∈ F .
Olkoon L = {P1, P2}. Olkoon nA = (nA, nR,S} L-struktuuri, kun PA1 = nR
ja PA2 = S. Olkoon ultraraja L-struktuuri ∗A = (∗A, ∗R, ∗S}, missä P
∗A
1 =
∗R
ja P
∗A
2 =
∗S. Tämä tarkastelu on mielekäs, sillä ∗A on olennaisesti myös joukon
nA ultraraja.
Olkoon yi ∈ G. Jos ei ole olemassa alkiota zi ∈ A, jolle z(n)i = yi, niin
〈x, yi〉 ∈ S kaikilla x. Nyt nA  ∀xP2(x, y1). Voimme soveltaa edelleen lausetta
4.27, joten ∗A  ∀xP2(x, [y1] =. Jos taas yi = z(n)i jollakin zi ∈ A, niin zi ∈ F .
Siis 〈x0, [yi], [a1], . . . , [ak]〉 ∈ ∗R eli 〈x0, [yi]〉 ∈ ∗S. Pätee siis
∗A  ∃xP2(x, [y1]) ∧ . . . ∧ P2(x, [ym]),
eli nA  ∃xP2(x, y1) ∧ . . . ∧ P2(x, ym). Siis jollekin x ∈ nA pätee
〈x, y1〉 ∈ S ∧ . . . ∧ 〈x, ym〉 ∈ S
eli
〈x(n+1), y(n)1 〉 ∈ n+1S ∧ . . . ∧ 〈x(n+1), y(n+1)m 〉 ∈ n+1S.
Koska n+1A on nA:n adekvaatti ultrapotenssi, lauseen 4.20 nojalla on olemassa
ξ0 ∈ n+1A, jolle pätee 〈ξ0, y(n+1)〉 ∈ n+1S kaikilla y ∈ A. Siis 〈[ξ0], [y]〉 ∈ ∗S
kaikilla y ∈ A, mikä tietenkin tarkoittaa sitä, että 〈[ξ0], [y], [a1], . . . , [ak]〉 ∈ ∗R
kaikilla y ∈ A. On siis olemassa ξ ∈ ∗A, jolle kaikilla y ∈ A pätee
〈ξ, [y], [a1], . . . , [ak]〉 ∈ ∗R.
4.4 Konservaatiolauseen todistus
Nyt olemme valmiita todistamaan IST:n konservatiivisuuden. Olkoon φ inter-
naalinen lause, jolle pätee IST ` φ. Todistamme, että φ:lle on todistus ZFC:stä
osoittamalla, että ZFC+¬φ on ristiriitainen lausejoukko. Päättelysysteemi, jota
ZFC ja IST käyttävät, voidaan määritellä ZFC:ssä ja on seuraavanlainen.
Määritelmä 4.29. Predikaattilogiikan aksioomia ovat kaikilla kaavoilla ϕ, ψ
ja θ:
(A1) ϕ→ (ϕ→ ψ),
(A2) (ϕ→ (ψ → θ))→ ((ϕ→ ψ)→ (ϕ→ θ)),
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(A3) (¬ψ → ¬ϕ)→ ((¬ψ → ϕ)→ ψ),
(A4) ∀x ϕ(x)→ ϕ(t), missä t on termi,
(A5) ϕ→ ∀x ϕ, kun x ei esiinny vapaana ϕ:ssä,
(A6) ∀x(ϕ→ ψ)→ (∀x ϕ→ ∀x ψ).
Lisäksi aksioomia ovat kaikilla termeillä t, t′, t1, . . . , tn, u1, . . . , un, atomikaavoil-
la ϕ ja luonnollisilla luvuilla m1, . . . ,mn
(I1) t = t,
(I2) t = t′ → t′ = t,
(I3) (t1 = u1 ∧ . . . ∧ tn = un ∧ ϕ′)→ ϕ′′,
missä ϕ′ on saatu korvaamalla jokainen muuttuja vmi kaavassa ϕ termillä ti ja
ϕ′′ on saatu korvaamalla jokainen muuttuja vmi kaavassa ϕ termillä ui. Olkoon
Φ jokin teoria eli lausejoukko. Kaavan ϕ todistus teoriasta Φ on äärellinen jono
kaavoja, (ϕ1, . . . , ϕk = ϕ), missä kaikille 1 ≤ i ≤ k pätee jokin seuraavista:
1. ϕi ∈ Φ.
2. ϕi on jokin aksioomista (A1)-(A6) tai (I1)-(I3).
3. joillekin j < j′ < i pätee, että ϕ′j = ϕj → ϕi.
Tällöin merkitsemme Φ ` ϕ. Ainoa päättelysääntö, jonka tarvitsemme, on siis
modus ponens.
Voidaan osoittaa, että tämä päättelysysteemi on yhtäpitävä esimerkiksi uni-
versaalikvanttorin eliminointisääntöä käyttävän (Vä13, määritelmä 7.2) kanssa.
Olkoon nyt (ϕ1, . . . , ϕm), missä ϕm = φ, todistus kaavalle φ teoriasta IST.
Todistuksessa voi esiintyä korkeintaan äärellinen määrä ZFC:n aksioomia. Ol-
koot ne A1, . . . , An. Käytämme nyt heijastusperiaatetta (lause 2.7), jonka no-
jalla
ZFC ` ∃α
[
(¬φ↔ (Vα,∈)  ¬φ) ∧
n∧
i=1
(Ai ↔ (Vα,∈)  Ai
]
.
Olkoon ∗Vα joukon Vα adekvaatti ultraraja ja j : Vα → ∗Vα kanoninen injek-
tio. Osoittakaamme, että {∈, st}-struktuuri ∗Vα = (∗Vα,∈A, stA) on lauseiden
A1, . . . , An sekä aksioomaskeemojen (I), (S) ja (T) malli, kun ∈A=∈∗ ja
stA = j[Vα] = {x ∈ ∗Vα | on olemassa y ∈ Vα, jolle pätee x = [y]}.
Lemma 4.30. Jos ϕ on internaalinen kaava, jossa esiintyy vapaina muuttujat
x, t1, . . . , tn eikä muita muuttujia, niin pätee
ZFC ` (∗Vα  ∀stt1 . . . ∀sttn(∀stxϕ(x, t1, . . . , tn)↔ ∀xϕ(x, t1, . . . , tn))),
eli jokainen siirtoperiaatteen avulla muodostettu aksiooma on tosi mallissa ∗Vα.
36 LUKU 4. KONSERVAATIOLAUSE
Todistus. Olkoot [a1], . . . , [an] ∈ j[Vα]. Meidän tulee osoittaa, että
∗Vα  ∀stxϕ(x, [a1], . . . , [an])↔ ∀xϕ(x, [a1], . . . , [an]).
Olettakaamme aluksi, että ∗Vα  ∀stxϕ(x, [a1], . . . , [an]). Olkoon x0 ∈ Vα. Täl-
löin ∗Vα  ϕ([x0], [a1], . . . , [an]), sillä [x0] ∈ j[Vα]. Nyt lauseen 4.27 nojalla
Vα  ϕ(x0, t1, . . . , tn). Koska x0 oli mielivaltainen, pätee Vα  ∀xϕ(x, t1, . . . , tn).
Jälleen soveltamalla lausetta 4.27 näemme, että
∗Vα  ∀xϕ(x, [t1], . . . , [tn]).
Ekvivalenssin toinen suunta on selvä, koska j[Vα] on joukon
∗Vα osajoukko.
Koska [a1], . . . , [an] ∈ j[Vα] olivat mielivaltaisia, pätee
∗Vα  ∀stt1 . . . ∀sttn(∀stxϕ(x, t1, . . . , tn)↔ ∀xϕ(x, t1, . . . , tn)).
Lemma 4.31. ∗Vα toteuttaa jokaisen idealisaatiolla muodostetun aksiooman,
eli jos ϕ on internaalinen kaava, jossa esiintyy vapaina muuttujina x ja y ja
ehkä muita muuttujia, niin pätee
ZFC ` (∗Vα  ∀st ﬁnz∃x∀y(y ∈ z → ϕ(x, y))↔ ∃x∀sty ϕ(x, y)).
Todistus. Selvästi suunta
∗Vα  ∃x∀sty ϕ(x, y)→ ∀st ﬁnz∃x∀y(y ∈ z → ϕ(x, y))
pätee, koska jos x ∈ ∗Vα toteuttaa kaavan kaikille y ∈ j[Vα], se toteuttaa sen
jokaisen äärellisen z ∈ j[Vα] kaikille alkioille. Koska jokainen internaalinen kaava
ϕ määrittelee relaation
R = {〈t1, . . . , tn〉 ∈ V nα | ϕ(t1, . . . , tn)},
jolle pätee 〈t1, . . . , tn〉 ∈ ∗R ⇔ ∗Vα  ϕ(t1, . . . , tn), meidän riittää todistaa
käänteinen suunta vain relaatioille.
Olkoon ϕ kaava R(v1, . . . , v2+k). Olettakaamme, että pätee
(∀ﬁnz ∈ j[Vα])(∃x ∈ ∗Vα)(∀y ∈ ∗Vα)(y ∈∗ z → ∗R(x, y, [a1], . . . , [ak])).
Jokainen äärellinen joukko z ∈ j[Vα] on jonkin äärellisen joukon z′ ∈ Vα kuva.
Voimme siis soveltaa lausetta 4.28, jonka nojalla on olemassa x ∈ ∗Vα, jolle
〈x, y, [a1], . . . , [ak]〉 ∈ ∗R pätee kaikilla y ∈ j[Vα]. Siis
(∃x ∈ ∗Vα)(∀y ∈ j[Vα])∗R(x, y, [a1], . . . , [ak])
eli toisin sanoen ∗Vα  ∃x∀sty ϕ(x, y). Täten jokainen idealisaation avulla muo-
dostettu aksiooma on tosi mallissa ∗Vα.
Lemma 4.32. ∗Vα toteuttaa standardisaatiolla muodostetut aksioomat, eli jos
ϕ on kaava, internaalinen tai eksternaalinen, jossa esiintyy vapaana muuttuja
z ja mahdollisesti muita muuttujia, niin pätee
ZFC ` (∗Vα  ∀stx∃sty∀stz(z ∈ y ↔ (z ∈ x ∧ ϕ(z)))).
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Todistus. Olkoot [a1], . . . , [am] parametrit, jotka esiintyvät kaavassa ϕ. Nyt jol-
lekin n ∈ ω pätee, että a(n)1 , . . . , a(n)m ∈ nVα. Olkoon
B = {z ∈ Vα | nVα  ϕ(z(n), a(n)1 , . . . , a(n)m )}.
Olkoon [x] ∈ j[Vα]. Koska Vα on transitiivinen joukko, pätee tällöin B∩x ∈ Vα.
Siis [B ∩x] ∈ j[Vα]. Olkoon [z] ∈ j[Vα]. Olettakaamme, että ∗Vα  [z] ∈ [B ∩x].
Tällöin Vα  z ∈ B∩x, eli Vα  z ∈ x ja nVα  ϕ(z(n), a(n)1 , . . . , a(n)m ). Mutta nyt
lauseen 4.27 nojalla ∗Vα  [z] ∈ [x] ∧ ϕ([z], [a1], . . . , [am]). Ekvivalenssin toisen
suunnan todistus on yhtä suoraviivainen. Koska [z] ∈ j[Vα] oli mielivaltainen,
∗Vα  ∀stz(z ∈ [B ∩ x]↔ (z ∈ [x] ∧ ϕ(z, [a1], . . . , [am])))
eli
∗Vα  ∃sty∀stz(z ∈ y ↔ (z ∈ [x] ∧ ϕ(z, [a1], . . . , [am]))).
Edelleen [x] ∈ j[Vα] oli mielivaltainen, joten
∗Vα  ∀stx∃sty∀stz(z ∈ y ↔ (z ∈ x ∧ ϕ(z, [a1], . . . , [am]))).
Ordinaalin α valinnan perusteella ZFC+¬φ todistaa, että ∗Vα  ¬φ. Osoit-
takaamme vielä, että lisäksi pätee ZFC + ¬φ ` (∗Vα  φ). Jono (ϕ1, . . . , ϕm),
missä ϕm = φ, on lauseen φ todistus lauseista A1, . . . , An, (I), (S) ja (T). Tie-
dämme, että ZFC todistaa päättelyyn liittyvän eheyslauseen, joka sanoo, että
jos kaavalle ϕ on todistus teoriasta Γ, niin kaikilleM  Γ päteeM  ϕ. Osoi-
timme, että ∗Vα on lauseiden A1, . . . , An, (I), (S) ja (T) malli, joten ∗Vα  φ on
todistuva teoriasta ZFC + ¬φ.
Osoitimme siis että ZFC+¬φ ` (∗Vα  φ∧¬φ) eli teorian ZFC+¬φ mielestä
ristiriidalla on malli. Mutta ZFC todistaa, että ristiriidalla ei ole mallia, joten
teoria ZFC + ¬φ on ristiriitainen. Tiedämme predikaattilogiikasta, että teoria
Γ + ¬ϕ on ristiriitainen, jos ja vain jos Γ ` ϕ (esim. (Vä13, korollaari 8.7)).
ZFC + ¬φ on ristiriitainen teoria, joten pätee ZFC ` φ. Tämä todistaa IST:n
konservatiivisuuden.
Seuraus 4.33. ZFC on ristiriitainen, jos ja vain jos IST on ristiriitainen. IST
ja ZFC ovat siis ekvikonsistentit teoriat.
Todistus. Jos ZFC on ristiriitainen, niin IST on selvästi myös ristiriitainen, sillä
ZFC ⊆ IST. Toisaalta jos IST on ristiriitainen, niin siitä voidaan päätellä jokai-
nen {∈, st}-lause, erityisesti jokainen internaalinen lause. Konservaatiolauseen
nojalla tällöin ZFC:stä voidaan päätellä jokainen internaalinen lause, eli ZFC
on ristiriitainen.
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Luku 5
Nelsonin palautusalgoritmi
Nelson esittää suhteellisen yksinkertaisen prosessin, jonka tarkoituksena on kään-
tää jokainen IST:n lause, internaalinen tai eksternaalinen, rajoitetussa mielessä
ekvivalenttiin internaaliseen lauseeseen. Tämä on hyödyllistä, kun halutaan esi-
merkiksi todistaa jokin internaalisen käsitteen ekvivalentti eksternaalinen mää-
ritelmä, kuten lukujonon suppenemisen kanssa tehtiin lauseessa 6.15. Tämä me-
netelmä on keskeinen Nelsonin ohjelmalle, koska se helpottaa ZFC:ssä muotoil-
tavien väitteiden todistamista epästandardisti. Näkemyksen, että IST on vain
työkalu standardien väitteiden todistamiseksi, Nelson esittää niin artikkelissaan
(Nel77) kuin myöhemmässä (Nel88). Palautusalgoritmin käyttäminen on se tek-
ninen yksinkertaistus, joka erottaa Nelsonin lähestymistavan esimerkiksi Robin-
sonin malliteoreettisesta.
Ottakaamme käyttöön uusi metateoreettinen käsite, S-ekvivalenssi.
Määritelmä 5.1. Olkoot ϕ(x) ja ψ(x) IST:n kaavoja. Mikäli kaikille standar-
deille a pätee ϕ(a)↔ ψ(a), niin ϕ ja ψ ovat S-ekvivalentit, ϕ ≡S ψ.
Esimerkki 5.2. Olkoon ϕ internaalinen kaava. Tällöin siirtoperiaatteen nojalla
kaikilla standardeilla t1, . . . , tn pätee
(T') ∀stx ϕ(x, t1, . . . , tn)↔ ∀x ϕ(x, t1, . . . , tn).
Tällöin pätee ∀stx ϕ(x) ≡S ∀x ϕ(x). Tämä on siirtoperiaatteen kanssa ekvi-
valentti aksioomaskeema. Kvanttoreiden välisen suhteen vuoksi lisäksi pätee
∃stx ϕ(x) ≡S ∃x ϕ(x).
Nelsonin palautusalgoritmin1 ideana on palauttaa IST:n kaava internaaliseen
kaavaan, jonka kanssa se on S-ekvivalentti. Osoittautuu, että tämä menetelmä
ei ole sovellettavissa kaikkiin kaavoihin. Kuitenkin se, että kaava on rajoitettu,
takaa sen, että algoritmi toimii. Rajoitetulla tarkoitetaan tässä sitä, että kaikki
kaavan kvanttorit kvantiﬁoivat yli jonkin standardin joukon.
Lause 5.3. Olkoot X ja Y standardeja joukkoja ja ϕ(x, y) mikä tahansa IST:n
kaava, jossa esiintyy vapaina muuttujat x ja y. Olettakaamme, että kaikille stan-
dardeille x ∈ X on olemassa standardi y ∈ Y , jolle pätee ϕ(x, y). Tällöin on
1Kyseessä ei ole algoritmi sanan täsmällisessä mielessä, koska sen käytössä tullaan tarvit-
semaan luovuutta; prosessi ei ole formalisoitavissa siten, että esimerkiksi tietokone pystyisi
käyttämään sitä. Käytämme kuitenkin Nelsonin terminologiaa.
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olemassa standardi funktio y˜ : X → Y , jolle kaikilla standardeilla x ∈ X pätee
ϕ(x, y˜(x)).
Todistus. Olettakaamme, että jokaista x vastaa yksikäsitteinen y. Olkoon tällöin
y˜ = S{〈x, y〉 ∈ X × Y | ϕ(x, y)}. Määritelmän mukaan se on standardi, ja
siirtoperiaatteesta seuraa, että kaikilla x ∈ X on olemassa yksikäsitteinen y ∈ Y ,
jolle ϕ(x, y). Siis y˜ on standardi funktio X → Y ja kaikille standardeille x ∈ X
pätee ϕ(x, y˜(x)).
Yleisessä tapauksessa voimme määritellä jokaiselle x ∈ X yksikäsitteisen
standardin joukon T = S{y ∈ Y | ϕ(x, y)}. Koska Y ja T ovat standardeja,
siirtoperiaatteen nojalla T ∈ P(Y ). Edelle todistetun nojalla tällöin on olemassa
standardi funktio T˜ : X → P(Y ), jolle kaikilla standardeilla x ∈ X, T˜ (x) =
S{y ∈ Y | ϕ(x, y)}. Valinta-aksioomaa ja siirtoperiaatetta käyttämällä voimme
nyt valita sellaisen standardin funktion y˜ : X → Y , että kaikille standardeille
x ∈ X pätee y˜(x) ∈ T˜ (x) eli ϕ(x, y˜(x)).
Pätee siis
∀stx∃sty ϕ(x, y)↔ ∃sty˜ : X → Y ∀stx ϕ(x, y˜(x)), (5.1)
missä x kvantiﬁoidaan yli X:n ja y yli Y :n. Kvanttoreiden duaalisuuden nojalla
pätee myös
∃stx∀sty ϕ(x, y)↔ ∀sty˜ : X → Y ∃stx ϕ(x, y˜(x)). (5.2)
Tarpeellisia huomata ovat myös kaava
∀x∀sty ϕ(x, y)↔ ∀sty∀x ϕ(x, y) (5.3)
ja sen duaali
∃x∃sty ϕ(x, y)↔ ∃sty∃x ϕ(x, y). (5.4)
Nelsonin palautusalgoritmi toimii seuraavalla tavalla:
1. Jokainen kaavan ϕ eksternaalinen predikaatti, kuten inﬁnitesimaali tai
äärettömän lähellä, korvataan sen määritelmällä, kunnes ainoa kaavassa
esiintyvä eksternaalinen predikaatti on standardi eli st.
2. Tämän jälkeen kaava kirjoitetaan muodossa, jossa ainoat predikaatin stan-
dardi esiintymät ovat eksternaalisissa kvanttoreissa. Siis esimerkiksi il-
maisussa ∀x(st(x)→ ϕ(x)) universaalikvanttori korvataan sen eksternaa-
lisella versiolla, ∀xstϕ(x).
3. Kaava palautetaan sitten sen kanssa ekvivalenttiin kaavaan, joka on muo-
toa Q1x1 . . . Qnxn ϕ(x1, . . . , xn), missä jokainen Qi on jokin kvanttoreista
∀, ∀st, ∃ tai ∃st, ja kaavassa ϕ ei esiinny kvanttoreita. Tätä kutsutaan kaa-
van prenex-normaalimuodoksi. Tähän voi käyttää muun muassa seuraavia
tosia lauseita:
¬∀x ϕ(x)↔ ∃x¬ϕ(x)
∀x∀y ϕ(x, y)↔ ∀y∀x ϕ(x, y)
∀x ϕ(x) ∧A↔ ∀x(ϕ(x) ∧A)
∃x ϕ(x) ∧A↔ ∃x(ϕ(x) ∧A)
(∀x ϕ(x)→ A)↔ ∃x(ϕ(x)→ A)
(A→ ∀x ϕ(x))↔ ∀x(A→ ϕ(x)).
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Näissä x ei saa esiintyä kaavassa A. Saatu kaava on astetta j, jos siinä on
j internaalista kvanttoria, jonka oikealla puolella on ainakin yksi ekster-
naalinen kvanttori.
4. Jos kaavan aste on j > 0, olkoon Qi sen oikeanpuoleisin internaalinen
kvanttori, jota seuraa ainakin yksi eksternaalinen kvanttori. Olettakaam-
me, että Qi on universaalikvanttori. Jos kaavassa on peräkkäin useita
eksternaalisia eksistenssikvanttoreita, ne voidaan yhdistää kvantiﬁoimalla
kerran yli järjestetyn jonon. Esimerkiksi kaava ∃stx∃sty ϕ(x, y) on yhtä-
pitävä kaavan ∃st〈x, y〉 ϕ(x, y) kanssa. Jos Qi:tä seuraa vain universaali-
kvanttoreita, ne voidaan siirtää sen vasemmalle puolella kaavan (5.3) no-
jalla. Jos taas sitä seuraa sekä universaali- että eksistenssikvanttoreita, ne
voidaan siirtää sen vasemmalle puolelle käyttäen kaavoja (5.1) ja (5.3).
Lopulta saavutetaan kaava, johon voidaan soveltaa idealisaatioperiaatetta
(I). Näin saatu kaava on astetta j− 1. Jos Qi on eksistenssikvanttori, niin
prosessi on muuten sama, mutta siinä käytetään hyväksi kvanttoreiden
duaalisuutta eli kaavoja (5.2) ja (5.4) sekä idealisaatioperiaatteen muotoa
∃st ﬁnz∀x∃y(y ∈ z → ϕ(x, y))↔ ∀x∃sty ϕ(x, y)
5. Toistetaan, kunnes saadaan kaava, jonka aste on 0.
6. Kaavan kaikki kvanttorit korvataan vastaavilla internaalisilla, jolloin esi-
merkin 5.2 nojalla tämä kaava on alkuperäisen kanssa S-ekvivalentti.
Esimerkiksi palautusalgoritmin käytöstä käy seuraavan lauseen todistus:
Lause 5.4. Olkoon (zn) = (zn)n∈N standardi lukujono C:ssä. Tällöin (zn) sup-
penee kohti standardia lukua a ∈ C, jos ja vain jos kaikilla rajoittamattomilla
ν ∈ N pätee zν ≈ a.
Todistus. Tarkastelkaamme kaavaa
∀n(n rajoittamaton→ zn ≈ a).
Aluksi kirjoitamme auki kaikki määritelmät kaavassa, jolloin saamme
∀n(∀stm m ≤ n→ ∀stε |zn − a| < ε),
missä n ja m kvantiﬁoidaan yli luonnollisten lukujen ja ε yli positiivisten reaali-
lukujen. Seuraavaksi esitämme sen ekvivalentissa muodossa käyttäen predikaat-
tilogiikan sääntöjä.
∀n(∀stm m ≤ n→ ∀stε |zn − a| < ε)
⇔∀n∀stε(∀stm m ≤ n→|zn − a| < ε)
⇔∀stε∀n(∀stm m ≤ n→|zn − a| < ε)
⇔∀stε∀n∃stm(m ≤ n→|zn − a| < ε).
Seuraavaksi huomaamme, että tähän lauseeseen voi käyttää idealisaatioperiaa-
tetta, eli
∀stε∀n∃stm(m ≤ n→|zn − a| < ε)
⇔∀stε∃st ﬁnN∀n∃m ∈ N(m ≤ n→|zn − a| < ε).
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Lopulta voimme käyttää siirtoperiaatetta, jolloin saamme
∀n(∀stm m ≤ n→ ∀stε |zn − a| < ε)
≡S∀ε∃ﬁnN∀n∃m ∈ N(m ≤ n→|zn − a| < ε).
Osoittakaamme vielä, että tämä on ekvivalenttia sen kanssa, että lukujono (zn)
suppenee kohti a:ta eli että
∀ε∃m∀n(m ≤ n→|zn − a| < ε).
Jos pätee ∀ε∃ﬁnN∀n∃m ∈ N(m ≤ n → |zn − a| < ε), niin kaikilla ε voimme
valita m = maxN . Olkoon n positiivinen kokonaisluku. Tällöin on olemassa
m′ ∈ N , jolle jos m′ ≤ n, niin |zn − a| < ε. Nyt m′ ≤ m, joten jos m ≤ n, niin
m′ ≤ n, eli pätee m ≤ n→|zn − a| < ε. Siis ∀ε∃m∀n(m ≤ n→|zn − a| < ε).
Jos taas oletamme, että ∀ε∃m∀n(m ≤ n → |zn − a| < ε), niin voimme
jokaiselle ϕ valita joukoksi N joukon {k ∈ N | k ≤ m}. Nyt jos n on positiivinen
luonnollinen luku, niin luvulle m ∈ N pätee, että m ≤ n → |zn − a| < ε. Siis
pätee
∀ε∃ﬁnN∀n∃m ∈ N(m ≤ n→|zn − a| < ε).
Olemme siis todistaneet, että väite pätee standardeille a ja (zn).
Se, että IST:n lause on rajoitettu, takaa sen, että palautusalgoritmia voi-
daan soveltaa. Vladimir Kanovei todisti, että palautettavien lauseiden joukko
ei ole kaikkien IST:n lauseiden joukko. Hän tuottaa artikkelissaan (Kan94) pa-
lautumattoman lauseen eksplisiittisesti,
K := ∀F (∀stn st(F (n))→ ∃stG∀stn F (n) = G(n)).
Tässä n kvantiﬁoidaan yli kokonaislukujen ja F ja G yli kokonaisluvuille mää-
riteltyjen funktioiden.
Lause 5.5 (Kanovei). Olkoon ϕ mikä tahansa internaalinen lause. Tällöin lause
ϕ↔ K ei ole IST:n teoreema, ellei IST ole ristiriitainen.
Kuitenkin lauseiden, joiden palautus onnistuu, määrää on mahdollista kas-
vattaa esimerkiksi muokkaamalla IST:n aksiomatisointia, kuten Nelson itse teki
myöhemmin (Nel88). Tällä palautusalgoritmin epätäydellisyydestä ei ole kui-
tenkaan käytännössä haittaa, sillä tyypillisesti puhumme joistakin standardeis-
ta joukoista. Esimerkiksi seuraavassa funktionaalianalyysiä käsittelevässä osios-
sa kvantiﬁoimme pääasiassa standardin vektoriavaruuden `2 tai luonnollisten
lukujen yli.
Luku 6
Bernsteinin-Robinsonin lause
6.1 Invarianttien aliavaruuksien ongelma
Funktionaalianalyysin avoimiin kysymyksiin kuuluu se, kuvaako Banachin ava-
ruuden B, jonka ulottuvuus on yli yksi, rajoitettu lineaarikuvaus jonkin ava-
ruuden B epätriviaalin vektorialiavaruuden itselleen. Epätriviaaliksi sanotaan
aliavaruutta, joka ei ole yksiö {0} eikä koko avaruus B. Yleisessä tapauksessa
väite on todistettu epätodeksi (Enf87), mutta on vielä avoin kysymys, päteekö
se kaikille Hilbertin avaruuksille.
Allen R. Bernstein ja Abraham Robinson todistivat artikkelissaan (BR66) tä-
män ongelman erään erikoistapauksen käyttämällä Robinsonin kehittämää epäs-
tandardia analyysiä. Tulos oli historiallisesti merkittävä, sillä se osoitti sen, että
epästandardin analyysin avulla pystyi tekemään myös alkuperäistä tutkimusta.
Se ei siis ollut vain keino yksinkertaistaa standardin analyysin merkintätapo-
ja ja toisintaa sen tuloksia. Samassa numerossa, jossa Bernstein ja Robinson
julkaisivat artikkelinsa, Paul Halmos todisti saman väitteen käyttäen puhtaas-
ti standardeja menetelmiä nähtyään ennakkoversion Bernsteinin ja Robinsonin
todistuksesta (Hal66). Tarkoituksenamme on nyt paitsi todistaa kyseessä ollut
lause, tehdä se käyttämällä internaalisen joukko-opin tarjoamaa välineistöä, mi-
kä onnistuu konservaatiolauseen nojalla. Bernsteinin ja Robinsonin todistama
lause on seuraava:
Lause 6.1 (Bernstein-Robinson). Olkoon T rajoitettu lineaarioperaattori ääre-
tönulotteisessa, kompleksilukukertoimisessa Hilbertin avaruudessa H, ja olkoon
p(z) 6= 0 kompleksilukukertoiminen polynomi, jolle p(T ) on kompakti lineaario-
peraattori. Tällöin T jättää vähintään yhden H:n suljetun, epätriviaalin aliava-
ruuden invariantiksi.
6.2 Hilbertin avaruudet
Käykäämme nyt läpi Bernsteinin-Robinsonin lauseen todistamiseen vaaditta-
vaa funktioanalyysin käsitteistöä sekä teoriaa. Tarkastelemme aluksi täydellisiä
sisätuloavaruuksia. Lähteenä toimii luentomoniste (Ast12).
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Määritelmä 6.2. Olkoon E normiavaruus ja (xn)n∈N jono E:ssä. (xn)n∈N on
Cauchy-jono, jos jokaiselle ε ∈ R+ on olemassa nε ∈ N, jolle pätee ‖xi−xj‖ < ε,
kunhan pätee i ≥ mε ja j ≥ mε.
Määritelmä 6.3. Olkoon E normiavaruus. E on täydellinen, jos sen jokaisella
Cauchy-jonolla on olemassa raja-arvo E:ssä, eli sen jokainen Cauchy-jono sup-
penee E:ssä. Täydellistä normiavaruutta kutsutaan Banachin avaruudeksi. Jos
E:n normi on saatu sisätulosta ja E on täydellinen, sitä kutsutaan Hilbertin
avaruudeksi.
Esimerkiksi Hilbertin avaruudesta käy euklidinen avaruus Rn, missä n ∈ N.
Funktionaalianalyysissä erittäin hyödyllinen Hilbertin avaruus on niin kutsuttu
`2-avaruus.
Esimerkki 6.4. Olkoon (xn) kompleksiarvoinen lukujono eli funktio x : N→ C,
x(n) = xn. Olkoon
`2 :=
{
x : N→ C
∣∣∣∣ ∞∑
n=1
|xn|2 <∞
}
.
Tällöin
(x|y) :=
∞∑
n=1
xnyn
on sisätulo avaruudessa `2. Sisätulon määräämä normi on
‖x‖ :=
( ∞∑
n=1
|xn|2
) 1
2
.
‖ · ‖ on täydellinen normi, joten `2 on Hilbertin avaruus.
Lause 6.5 (Schwarzin epäyhtälö). Olkoot (xn)n∈N, (yn)n∈N ∈ `2. Tällöin
∞∑
k=1
|xkyk| ≤
( ∞∑
k=1
|xk|2
) 1
2
( ∞∑
k=1
|yk|2
) 1
2
.
Lause 6.6 (Minkowskin epäyhtälö). Olkoot (xn)n∈N, (yn)n∈N ∈ `2. Tällöin( ∞∑
k=1
|xk + yk|2
) 1
2
≤
( ∞∑
k=1
|xk|2
) 1
2
+
( ∞∑
k=1
|yk|2
) 1
2
.
Määritelmä 6.7. Olkoot E ja F normiavaruuksia. Kuvaus T : E → F on
lineaarioperaattori, jos kaikille x, y ∈ E ja u, v ∈ C pätee
T (ux+ vy) = uTx+ vTy.
Se on rajoitettu, jos on olemassa M ∈ R+, jolle kaikilla x ∈ E pätee
‖Tx‖ ≤M‖x‖.
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Rajoitettuun lineaarikuvaukseen liittyy niin kutsuttu operaattorinormi,
‖T‖ := sup{‖Tx‖ | x ∈ E, ‖x‖ ≤ 1} <∞.
Kaikissa normiavaruuksissa pätee, että lineaarikuvaus on jatkuva, jos ja vain jos
se on rajoitettu.
Määritelmä 6.8. Olkoon H Hilbertin avaruus, ja olkoon T : H → H lineaario-
peraattori. Olkoon A vektoriavaruuden H:n aliavaruus. Jos kaikilla x ∈ A pätee
Tx ∈ A eli T [A] ⊆ A, niin sanomme, että T jättää joukon A invariantiksi.
Määritelmä 6.9. Olkoot E ja F Banachin avaruuksia. F :n osajoukko D on
suhteellisen kompakti, jos sen sulkeuma D on kompakti. T : E → F on kompakti
lineaarikuvaus, jos E:n suljetun yksikköpallon BE kuva on suhteellisen kompakti
F :ssä.
Lemma 6.10. T : E → F on kompakti lineaarioperaattori, jos ja vain jos T [B]
on suhteellisen kompakti F :ssä kaikilla rajoitetuilla B ⊆ E.
Määritelmä 6.11. Olkoon X topologinen avaruus. Osajoukko A ⊆ X on ti-
heä, jos sen sulkeuma A on koko avaruus X. X on separoituva, jos sillä on
numeroituva, tiheä osajoukko.
Määritelmä 6.12. Olkoon H Hilbertin avaruus. Perhe (ej)j∈J on emphorto-
normaali kanta, jos sen kaikille alkioille pätee
(ei|ej) =
{
0, jos i 6= j
1, jos i = j
.
Jos lisäksi span({ej | j ∈ J}) on tiheä avaruudessa H, niin (ej)j∈J on H:n
Hilbertin kanta eli ortonormaali kanta.
On tärkeää huomata, että H:n Hilbertin kanta ei välttämättä ole H:n kanta
algebrallisessa mielessä, eli siltä ei vaadita, että H = span({ej | j ∈ J}).
Määritelmä 6.13. Olkoot E ja F normiavaruuksia. Olkoon T : E → F jatkuva
lineaarikuvaus. Jos T on bijektio ja on olemassa α, β ∈ R+, joille pätee
α‖x‖ ≤ ‖Tx‖ ≤ β‖x‖
kaikilla x ∈ E, niin sanomme, että T on lineaarinen isomorﬁsmi ja että E ja F
ovat lineaarisesti isomorﬁset, E ∼= F .
Isomorﬁsmi on siis bijektio, joka säilyttää normiavaruuden funktioanalyysin
kannalta kiinnostavan rakenteen. Monisteessa (Ast12) osoitetaan, että jokainen
separoituva Hilbertin avaruus on isomorﬁnen avaruuden `2 kanssa. Tämä joh-
tuu siitä, että jokaisella separoituvalla Hilbertin avaruudella on numeroituva
Hilbertin kanta.
Lause 6.14. Olkoon H separoituva Hilbertin avaruus ja (en)n∈N ortonormaali
jono. Tällöin seuraavat ehdot ovat yhtäpitäviä:
1. (en) on Hilbertin kanta avaruudessa H.
2. (x|en) = 0 kaikilla n ∈ N, jos ja vain jos x = 0.
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3. Kaikille x ∈ H pätee x = ∑∞n=1(x|en)en.
4. Kaikille x ∈ H pätee ‖x‖2 = ∑∞n=1∣∣(x|en)∣∣2.
5. Kaikille x, y ∈ H pätee (x|y) = ∑∞n=1(x|en)(y|en).
Osoittautuu, että Bernsteinin-Robinsonin lause riittää todistaa vain avaruu-
delle `2. Se nimittäin pätee automaattisesti, jos H ei ole separoituva. Olkoon
nimittäin x ∈ H jokin alkio. Tällöin sen kuvien joukko operaattorin T suhteen
{z, Tz, T 2z, . . .} virittää avaruuden, jonka sulkeuma E on H:n separoituva ali-
avaruus. Jos H on ei-separoituva, niin välttämättä E 6= H. Toisaalta T jättää
E:n invariantiksi, joten väite pätee.
6.3 Epästandardi funktionaalianalyysi
Tähän mennessä olemme käsitelleet funktionaalianalyyttisiä käsitteitä vain käyt-
tämällä standardia matematiikkaa. Ottamalla käyttöön IST:n saamme lisää kä-
sitteistöä ja työkaluja, joilla tutkia esimerkiksi Hilbertin avaruuksia. Kerätkääm-
me tässä vaiheessa yhteen perustavia epästandardin analyysin tuloksia. Aiem-
min todistimme seuraavan lauseen:
Lause 6.15. Olkoon (zn) standardi lukujono C:ssä. Tällöin (zn) suppenee kohti
standardia lukua a ∈ C, jos ja vain jos kaikille rajoittamattomille ν ∈ N pätee
zν ≈ a.
Tämä on erittäin hyödyllinen eksternaalinen karakterisointi lukujonon sup-
penemiselle. Sen sovelluksena saamme esimerkiksi seuraavan sarjoja koskevan
tuloksen.
Lause 6.16. Olkoon (zn) standardi lukujono, jonka sarja
∑∞
n=1 zn suppenee.
Olkoon ν rajoittamaton luonnollinen luku. Tällöin
∑∞
n=ν zn on inﬁnitesimaali.
Todistus. Jos sarja
∑∞
n=1 zn suppenee, niin sen summa on standardi luku, koska
jono (zn) on standardi. Merkitkäämme S =
∑∞
n=1 zn ja Sk =
∑k
n=1 zn. Oletuk-
sen nojalla jono (Sk) on standardi jono, joka suppenee kohti standardia lukua S.
Siis kaikilla rajoittamattomille ν ∈ N pätee S ≈ Sη. Nyt jos ν on rajoittamaton,
niin
S − Sν−1 =
∞∑
n=ν
zn
on inﬁnitesimaali.
Lause 6.17 (Robinsonin jonolemma). Olkoon (zn) standardi lukujono, jolle zn
on inﬁnitesimaali kaikilla rajoitetuilla n ∈ N. Tällöin on olemassa rajoittamaton
ν ∈ N, jolle zn on inﬁnitesimaali kaikilla n ≤ ν.
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Todistus. Käyttämällä palautusalgoritmia lauseen johtopäätökseen saamme
∃ν(∀stm m < ν ∧ ∀n(n ≤ ν → ∀stε |zn| < ε))
⇔∃ν∀stm∀stε(m < ν ∧ ∀n(n ≤ ν →|zn| < ε))
⇔∃ν∀stm∀stε(m < ν ∧ ∀n(n ≤ ν →|zn| < ε))
⇔∃ν∀st〈m, ε〉(m < ν ∧ ∀n(n ≤ ν →|zn| < ε))
⇔∀st ﬁnz∃ν∀〈m, ε〉 ∈ z(m < ν ∧ ∀n(n ≤ ν →|zn| < ε)
⇔∀st ﬁnA∀st ﬁnB∃ν∀m ∈ A∀ε ∈ B(m < ν ∧ ∀n(n ≤ ν →|zn| < ε).
Olettakaamme, että pätee
∀stm∀stε∃ν(m < ν ∧ ∀n(n ≤ ν →|zn| < ε). (6.1)
Olkoot A ⊆ N ja B ⊆ R+ standardeja ja äärellisiä. Olkoon m = maxA ja
ε = minB. Nämä ovat tällöin standardeja alkioita, joten on olemassa ν, jolle
m < ν ja kaikille n ∈ N, jos n ≤ ν, niin |zn| < ε. Nyt kaikille joukon A alkioille
m′ ja joukon B alkioille ε′ pätee m′ ≤ m < ν ja kaikille n ∈ N, jos n ≤ ν, niin
|zn| < ε ≤ ε′.
Todistettavan lauseen johtopäätös siis seuraa kaavasta (6.1). Mutta tämä lause
on tosi. Nimittäin jos m ∈ N ja ε ∈ R+ ovat standardeja, niin voimme valita
ν = m + 1. Tällöin m < ν ja kaikille n ∈ N pätee, että jos n ≤ ν, niin |zn| <
ε, koska |zn| on inﬁnitesimaali kaikilla standardeilla alkioilla. Johtopäätös siis
seuraa.
6.4 Lähes standardit alkiot
Kun tarkastelemme topologisia avaruuksia, kuten esimerkiksi normiavaruutta
`2, olemme epästandardissa analyysissä erityisesti kiinnostuneita siitä, miten sen
epästandardit alkiot käyttäytyvät. Erään kiinnostavan epästandardien alkioiden
luokan muodostavat alkiot, jotka ovat standardien alkioiden vieressä.
Määritelmä 6.18. Olkoon X standardi topologinen avaruus ja x ∈ X. x on
lähes standardi, jos on olemassa standardi ◦x ∈ X, jolle x ∈ U kaikilla ◦x:n
standardeilla ympäristöillä U .
Lähes standardeja alkioita voidaan käyttää antamaan kompaktiudelle epäs-
tandardi karakterisointi samaan tapaan kuin aiemmin tehtiin lukujonon suppe-
nemiselle.
Lause 6.19. Olkoon X standardi topologinen avaruus. Tällöin X on kompakti,
jos ja vain jos sen jokainen piste on lähes standardi.
Todistus. Jälkimmäinen ehto voidaan esittää lauseella
∀x∃sty∀stU(U ∈ V (y)→ x ∈ U),
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missä x ja y kvantiﬁoidaan yli standardin joukon X ja U sen (standardin) po-
tenssijoukon. Palautusalgoritmia käyttämällä saamme
∀x∃sty∀stU(U ∈ V (y)→ x ∈ U)
⇔∀x∀stU˜∃sty(U˜(y) ∈ V (y)→ x ∈ U˜(y))
⇔∀stU˜∀x∃sty(U˜(y) ∈ V (y)→ x ∈ U˜(y))
⇔∀stU˜∃st ﬁnY ∀x∃y ∈ Y (U˜(y) ∈ V (y)→ x ∈ U˜(y))
≡S∀U˜∃ﬁnY ∀x∃y ∈ Y (U˜(y) ∈ V (y)→ x ∈ U˜(y)).
Tämä puolestaan on kompaktiuden määritelmä; jokaisella X:n avoimella peit-
teellä, eli funktiolla U˜ : X → P(X), jolle kaikilla y ∈ X U˜(y) on y:n ympäristö,
on äärellinen osapeite eli rajoittuma U˜ |Y , missä Y ⊆ X on äärellinen, joka on
myös X:n peite.
Kun tarkastelemme Hausdorﬃn avaruuksia, joita kaikki normiavaruudet ovat,
lähes standardin alkion määritelmä yksinkertaistuu. Tällöin lähes standardi al-
kio on täsmälleen yhden standardin alkion naapurustossa.
Lause 6.20. Jos X on standardi Hausdorﬀ-avaruus ja x ∈ X on lähes stan-
dardi, niin on olemassa yksikäsitteinen standardi ◦x ∈ X, jonka kaikkiin stan-
dardeihin ympäristöihin x kuuluu. Tätä kutsutaan x:n standardiosaksi.
Todistus. Olettakaamme, että x kuuluu sekä standardin pisteen x1 että stan-
dardin pisteen x2 jokaiseen standardiin ympäristöön. Jos x1 6= x2, koska X
on Hausdorﬀ, voimme löytää x1:n ympäristön U1 ja x2:n ympäristön U2, joille
pätee U1 ∩ U2 = ∅.
Koska X ja x1 ovat standardeja, kaikkien x1:n ympäristöjen joukko V (x0)
on standardi. Standardisaatioperiaatteen nojalla on olemassa standardi joukko
SV (x1), jolle kaikilla standardeilla U pätee
U ∈ SV (x1), jos ja vain jos U ∈ V (x1) ja x ∈ U.
Toisaalta kaikilla standardeilla U ∈ V (x1) pätee U ∈ SV (x1). Kaksi standardia
joukkoa ovat samat täsmälleen silloin, kun niillä on samat standardit alkiot, jo-
ten kaikilla U ∈ V (x1) pätee x ∈ U . Samoin voimme päätellä x1:n tapauksessa.
Siis x ∈ U1 ja x ∈ U2, mikä on ristiriita. Täten x1 = x2.
Metrisissä avaruuksissa kaikkien standardien ympäristöjen sijaan riittää tar-
kastella kaikkia standardeja kuulaympäristöjä. Tällöin x:n standardiosalle ◦x
pätee, että x ∈ B(◦x, r) kaikilla standardeilla r > 0. Normiavaruuksissa tä-
mä edelleen tarkoittaa sitä, että ‖x − ◦x‖ on inﬁnitesimaali. Erityisesti tästä
saadaan toinen todistus sille, että jokaisella äärellisellä kompleksiluvulla z on
standardiosa ◦z, jolle z ≈ ◦z. Voimme ottaa tämän saman merkintätavan käyt-
töön mielivaltaisessa normiavaruudessa, eli merkitsemme x ≈ y, jos ‖x− y‖ on
inﬁnitesimaali.
Luvussa 3 määrittelimme inﬁnitesimaalit sekä rajoitetut ja rajoittamatto-
mat kompleksiluvut. Tämä määritelmä on yleistettävissä kaikille standardeille
normiavaruuksille:
Määritelmä 6.21. Olkoon E standardi normiavaruus. Tällöin vektori x ∈ E
on normiäärellinen, jos ‖x‖ on rajoitettu reaaliluku eli on olemassa standardi
r > 0, jolle pätee ‖x‖ ≤ r.
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Lause 6.22. z = (zn) ∈ `2 on lähes standardi, jos ja vain jos se on normiää-
rellinen ja
∑∞
n=ν |zn|2 on inﬁnitesimaali kaikilla rajoittamattomilla ν ∈ N.
Todistus. Olettakaamme, että z on lähes standardi. Siis jollekin standardille
◦z ∈ `2 luku ‖z − ◦z‖ on inﬁnitesimaali. Tällöin
‖z‖ = ‖z − ◦z + ◦z‖ ≤ ‖z − ◦z‖+ ‖◦z‖ < 1 + ‖◦z‖,
missä ‖z◦‖ on rajoitettu reaaliluku. Siis z on normiäärellinen. Kun ◦z = (z′n),
lauseen 6.16 nojalla kaikilla rajoittamattomilla ν ∈ N summa ∑∞n=ν∣∣z′n∣∣2 on
inﬁnitesimaali. Lisäksi
∞∑
n=ν
|zn − z′n|2 ≤ ‖z − ◦z‖2,
joten
( ∞∑
n=ν
|zn|2
) 1
2
=
( ∞∑
n=ν
|zn − z′n + z′n|2
) 1
2
≤
( ∞∑
n=ν
|zn − z′n|2
) 1
2
+
( ∞∑
n=ν
|z′n|2
) 1
2
.
Täten
∑∞
n=ν |zn|2 on inﬁnitesimaali.
Olettakaamme sitten, että z on normiäärellinen ja
∑∞
n=ν |zn|2 on inﬁnitesi-
maali kaikilla rajoittamattomilla ν ∈ N. Nyt kaikilla n ∈ N pätee, että zn on
rajoitettu eli sillä on standardiosa ◦zn. Olkoon s ∈ `2 standardi lukujono, jolle
sn =
◦zn standardeilla n ∈ N. Koska kaikille standardeille k ∈ N pätee, et-
tä
∑k
n=1 |zn − sn|2 ≈ 0, löytyy Robinsonin jonolemman nojalla rajoittamaton
ν ∈ N, jolle ∑νn=1 |zn − sn|2 on myös inﬁnitesimaali. Nyt
‖z − s‖2 =
∞∑
n=1
|zn − sn|2
≤
ν∑
n=1
|zn − sn|2 +
(( ∞∑
n=ν+1
|zn|2
) 1
2
+
( ∞∑
n=ν+1
|sn|2
) 1
2
)2
,
missä
∑∞
n=ν+1 |zn|2 on inﬁnitesimaali oletuksen nojalla ja
∑∞
n=ν+1 |sn|2 lauseen
6.15 nojalla. Siis ‖z − s‖ on inﬁnitesimaali, joten z on lähes standardi.
Lause 6.23. Olkoon T kompakti lineaarioperaattori avaruudessa `2. Tällöin
jokaisen normiäärellisen x ∈ `2 kuva on lähes standardi.
Todistus. Olkoon x normiäärellinen. On siis olemassa standardi r > 0, jolle
pätee ‖x‖ ≤ r. Nyt x kuuluu joukkoon B = B(x, r), joka on rajoitettu. Koska
T on kompakti operaattori, T [B] on kompakti H:ssa. Tällöin Tx ∈ T [B], joten
lauseen 6.19 nojalla Tx on lähes standardi.
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6.5 Rajoitetun lineaarikuvauksen matriisiesitys
Seuraavaksi on meidän määriteltävä rajoitettujen lineaarikuvausten tutkimiseen
käytettävä työkalu, niin sanottu ääretön matriisi, joka määrittelee lineaariope-
raattorin yksikäsitteisesti, kunhan kanta (en) on kiinnitetty (Bow68). Käytäm-
me hyväksemme Bernsteinin ja Robinsonin tuloksia, mutta esimerkiksi lemmo-
jen 6.15-16 todistukset ovat teoksesta (Dav05, s. 141-144). Ellei erikseen mai-
nita, kaikkia lauseet koskevat avaruuden `2 lineaarioperaattoreita, sillä kuten
todettua, jokainen separoituva Hilbertin avaruus on isomorﬁnen avaruuden `2
kanssa.
Määritelmä 6.24. Olkoon (en) avaruuden `2 ortonormaali kanta ja T rajoi-
tettu lineaarioperaattori. Tällöin T :n matriisiesitys on
[ajk] :=

a11 · · · a1n · · ·
...
...
an1 · · · ann · · ·
...
...
 ,
missä ajk := (Tek|ej) kaikilla j, k ∈ N.
Rajoitetun lineaarioperaattorin matriisiesityksestä [ajk] saadaan vektorin
z = (zn) kuvalle Tz kaava Tz = (z
′
n), missä kaikilla j ∈ N
z′j =
∞∑
k=1
ajkzk.
Erityisesti jos ek on kanta-alkio, niin
Tek =
∞∑
j=1
(Tek|ej)ej =
∞∑
j=1
ajkej .
Lisäksi matriisiesitykselle pätee, että
∞∑
k=1
∣∣ajk∣∣2 <∞
eli (ajk)k∈N ∈ `2 kaikilla j ∈ N ja
∞∑
j=1
∣∣ajk∣∣2 <∞
eli (ajk)j∈N ∈ `2 kaikilla j ∈ N.
Lause 6.25. Olkoon T kompakti lineaarioperaattori ja [ajk] sen matriisiesitys.
Tällöin jos k ∈ N on rajoittamaton, niin ajk on inﬁnitesimaali kaikille j ∈ N.
Todistus. Olkoon k rajoittamaton. Kun j on rajoitettu, summa
∑∞
n=k
∣∣ajn∣∣2
on inﬁnitesimaali lauseen 6.16 nojalla, joten erityisesti ajk on inﬁnitesimaali.
Olettakaamme sitten, että j on rajoittamaton. Olkoon z = (zn)n∈N jono, jolle
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pätee zn = 0, kun n 6= k, ja Zk = 1. Selvästi z ∈ `2 ja ‖z| = 1. Nyt Tz =: (z′n)
on lähes standardi. Tässä kaikille n ∈ N pätee
z′n =
∞∑
n=0
ajnzn = ajk.
Lauseen 6.22 nojalla ajk on tällöin inﬁnitesimaali. Väite pätee siis kaikille j.
Määritelmä 6.26. Olkoon p(z) = c0+c1z+. . .+cmzm polynomi ja T : E → E
lineaarikuvaus. Asettakaamme tällöin
p(T ) := c0I + c1T + . . .+ cmT
m,
missä I on identtinen kuvaus E → E, eli kaikilla z ∈ E pätee
p(T )(z) = c0z + c1Tz + . . .+ cmT
mz.
Lemma 6.27. p(T ) on lineaarikuvaus.
Todistus. Olkoot x, y ∈ E ja α ∈ C. T k on lineaarikuvaus kaikilla 1 ≤ k ≤ m,
joten
p(T )(αx+ y) = c0(αx+ y) + c1T (αx+ y) + . . .+ cmT
m(αx+ y)
= c0αx+ c0y + c1αTx+ c1Ty + . . .+ cmαT
mx+ cmT
my
= c0αx+ c1αTx+ . . .+ cmαT
mx+ c0y + c1Ty + . . .+ cmT
my
= αp(T )x+ p(T )y.
Määritelmä 6.28. Olkoon [ajk] operaattorin T matriisiesitys. T on melkein
superdiagonaalinen, jos kaikille j, k ∈ N pätee, että kun j > k+ 1, niin ajk = 0.
Samoin kuin matriisiesitys on melkein superdiagonalinen selvästi suhteelli-
nen käsite. Siis aina kun kirjoitamme [ajk] on T :n matriisiesitys tai T on mel-
kein superdiagonaalinen, sisällytämme implisiittisesti lisäyksen kiinteän kan-
nan (en)n∈N suhteen. Melkein superdiagonaalisen kuvauksen matriisiesitys on
muotoa
[ajk] =

a11 a12 a13 · · ·
a21 a22 a23 · · ·
0 a32 a33 · · ·
0 0 a43 · · ·
...
...
...
 .
Olkoon T melkein superdiagonaalinen. Tällöin määrittelemme rekursiivisesti
a
(1)
jk := ajk,
a
(n+1)
jk :=
∞∑
i=1
a
(n)
ji aik =
k+1∑
i=1
a
(n)
ji aik.
Lemma 6.29. Olkoon T rajoitettu ja melkein superdiagonaalinen lineaariope-
raattori ja [ajk] sen matriisiesitys. Tällöin [a
(n)
jk ] on kuvauksen T
n matriisiesi-
tys.
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Todistus. Käyttäkäämme induktiota. Tapaus n = 1 on selvä. Olettakaamme,
että väite pätee luvulle n. Olkoon [bjk] kuvauksen T
n+1 matriisiesitys. Tällöin
∞∑
j=1
bjkej = T
n+1ek = T
n(Tek)
= Tn
( ∞∑
i=1
aikei
)
= Tn
( k+1∑
i=1
aikei
)
=
k+1∑
i=1
aikT
nei =
k+1∑
i=1
aik
( ∞∑
j=1
a
(n)
ji ej
)
=
∞∑
j=1
( k+1∑
i=1
(a
(n)
ji aik)
)
ej
=
∞∑
j=1
a
(n+1)
jk ej ,
eli matriisiesityksen yksikäsitteisyyden nojalla bjk = a
(n+1)
jk kaikilla j ja k.
Lemma 6.30. Melkein superdiagonaalisen operaattorin matriisiesitykselle [ajk]
pätee kaikilla s, h, n > 0
a
(s)
h+m,h = 0, jos s < m, (6.2)
a
(m)
h+m,h =
m−1∏
i=0
ah+i+1,h+i. (6.3)
Todistus. Todistamme ensin kaavan (6.2) induktiolla. Kun s = 1, niin jos s < m,
m ≥ 2. Koska T on melkein superdiagonaalinen,
a
(s)
h+m,h = ah+m,h = 0.
Olettakaamme, että väite pätee kaikille lukua s pienemmille luvuille. Nyt
a
(s)
h+m,h =
h+1∑
i=1
a
(s−1)
h+m,iaih,
joten jos i ≤ h + 1 ja s < m, niin induktio-oletuksen nojalla a(s−1)h+m,i = 0, eli
a
(s)
h+m,h = 0.
Osoittakaamme sitten, että kaava (6.3) pätee. Jos m = 1, väite pätee suo-
raan. Olettakaamme, että väite pätee luvulle m eli
a
(m)
h+m,h =
m−1∏
i=0
ah+i+1,h+i.
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Yhtälöstä (6.2) seuraa, että kun i ≤ h, niin a(m)h+m,i = 0. Tällöin
a
(m+1)
h+m,n =
n+1∑
i=1
a
(m)
h+m,iaih = a
(m)
h+m,n+1ah+1,h
=
(m−1∏
i=0
ah+i+2,h+i+1
)
ah+1,h
= ah+1,hah+2,h+1 . . . ah+m,h+m−1ah+m+1,h+m
=
m∏
i=0
ah+i+1,h+i,
eli väite on todistettu.
Lause 6.31. Olkoon T rajoitettu ja melkein superdiagonaalinen lineaarioperaat-
tori ja [ajk] sen matriisiesitys. Olkoon
p(z) = c0 + c1z + . . .+ cmz
m, cm 6= 0,
standardi, nollasta poikkeava polynomi, joka ei ole vakiopolynomi. Olettakaam-
me, että p(T ) on kompakti operaattori. Tällöin on olemassa rajoittamaton po-
sitiivinen kokonaisluku ν, jolle aν+1,ν on inﬁnitesimaali.
Todistus. Olkoon [bjk] lineaarioperaattorin p(T ) matriisiesitys. Osoittakaamme,
että kaikille h ≥ 1 pätee
bh+m,h = cmah+1,hah+2,h+1 . . . ah+m,h+m−1.
Määritelmän nojalla
bh+m,h =(p(T )eh|eh+m)
=(c0eh + c1Teh + . . .+ cmT
meh|eh+m)
=c0(eh|eh+m) + c1(Teh|eh+m) + . . .+ cm(Tmeh|eh+m),
josta lemman 6.29 avulla saadaan
bh+m,h = c0 + c1a
(1)
h+m,h + c2a
(2)
h+m,h + . . .+ cma
(m)
h+m,h.
Lemman 6.30 nojalla a
(i)
h+m,h = 0, kun i < m. Siis
bh+m,h = cma
(m)
h+m,h = cm
m−1∏
i=0
ah+i+1,h+i
Lauseesta 6.25 seuraa, että bh+m,h on inﬁnitesimaali kaikilla rajoittamattomilla
h. Standardin polynomin vakiokertoimet ovat standardeja, joten koska cm poik-
keaa nollasta, se ei ole inﬁnitesimaali. Siis kun h on rajoittamaton, ah+j+1,h+j
on inﬁnitesimaali jollakin j < m, koska äärellinen tulo muita kuin inﬁnitesi-
maaleja ei voi olla inﬁnitesimaali. Voimme nyt valita ν = h+ j, jolloin lause on
todistettu.
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6.6 Projektiokuvaus ja varjo
Voidaan osoittaa, että jokaista Hilbertin avaruuden H suljettua aliavaruutta E
vastaa projektiokuvaus PE , jolle kaikilla x ∈ H kuva PEx on yksikäsitteinen
vektori, joka minimoi x:n etäisyyden avaruuteen E eli
‖x− PE(x)‖ = inf{‖x− y‖ | y ∈ E} = dist(x,E).
Kuvausta PE kutsutaan H:n ortoprojektioksi aliavaruudelle E, ja se on lineaa-
rikuvaus. Projektiokuvaukselle pätee, että PEx = x kaikilla x ∈ E ja PEx = 0
kaikilla x ∈ E⊥. Lisäksi kaikille x ∈ H pätee, että ‖PEx‖ ≤ ‖x‖, eli ortoprojek-
tio on rajoitettu lineaarioperaattori.
Määritelmä 6.32. Olkoon E avaruuden `2 suljettu vektorialiavaruus. Tällöin
avaruuden E varjo (engl. shadow) on standardi joukko
◦E := S{z ∈ `2 | on olemassa z′ ∈ E, jolle z ≈ z′}.
Jos z ∈ ◦E ja t ∈ E on vektori, jolle ‖z − t‖ ≈ 0, niin koska PEz ∈ E, pätee
‖z − t‖ ≥ ‖z − PEz‖ ≈ 0.
Osoittautuu siis, että z ∈ ◦E, jos ja vain jos z ≈ PEz.
Lause 6.33. ◦E on avaruuden `2 suljettu vektorialiavaruus.
Todistus. Olkoot z1, z2 ∈ ◦E ja α ∈ C standardeja. Tällöin löytyy t1, t2 ∈ E,
joille ‖z1 − t1‖ ja ‖z2 − t2‖ ovat inﬁnitesimaaleja. Nyt
‖(αz1 + z2)− (αt1 + t2)‖ ≤ |α|‖z1 − t1‖+ ‖z2 − t2‖ ≈ 0,
missä αt1 + t2 ∈ E. Siis αz1 + z2 ∈ ◦E, joten siirtoperiaatteen nojalla kaikille
z1, z2 ∈ ◦E ja α ∈ C pätee αz1 + z2 ∈ ◦E. Täten ◦E on vektorialiavaruus.
Olettakaamme, että z on standardi alkio joukon ◦E sulkeumassa cl(◦E).
Tällöin on olemassa avaruuden ◦E standardi lukujono (zn), joka suppenee kohti
vektoria z. Lauseen 6.15 nojalla z ≈ zn kaikilla rajoittamattomilla n. Jos n ∈ N
on rajoitettu eli standardi, niin zn on standardi. Koska lisäksi zn ∈ ◦E, pätee
zn ≈ PEzn. Robinsonin jonolemman nojalla on olemassa rajoittamaton ν, jolle
‖zn − PEzn‖ on inﬁnitesimaali kaikilla n < ν. Valitkaamme n < ν, joka on
rajoittamaton, esimerkiksi ν − 1. Tällöin
‖z − PEzn‖ = ‖z − zn + zn − PEzn‖ ≤ ‖z − zn‖+ ‖zn − PEzn‖ ≈ 0
eli z ≈ PEzn. Koska PEzn ∈ E, pätee z ∈ ◦E. Siis ◦E on suljettu.
Määritelmä 6.34. Olkoon m ∈ N. Merkitsemme tällöin
Hm := {(zn) ∈ `2 | zn = 0, kun n > m}.
Kaikilla m ∈ N joukko Hm on avaruuden `2 äärellisulotteinen aliavaruus,
joten Hm on suljettu. Merkitkäämme sitä vastaavaa ortogonaalista projektiota
Pm. Kaikille z = (zn) pätee, että Pmz = (z
′
n), missä z
′
n = zn, kun n ≤ m,
ja z′n = 0, kun n > m. Joukon Hm olemassaolo on selvä standardissa funktio-
naalianalyysissä, joten se on olemassa kaikilla m ∈ N myös IST:ssä. Erityisesti
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Hm ja Pm ovat olemassa, vaikka m olisi epästandardi. Tällöin avaruus Hm ei
kuitenkaan ole standardi vektoriavaruus eikä Pm standardi funktio.
Olkoon ν rajoittamaton positiivinen kokonaisluku sekä Hν ja Pν sitä vas-
taavat aliavaruus ja projektiokuvaus. Kun T on standardi rajoitettu lineaario-
peraattori avaruudessa `2, merkitkäämme T ′ := PνTPν(= Pν ◦ T ◦ Pν). Olkoon
Tν kuvauksen T
′ rajoittuma joukkoon Hν . Tällöin
‖Tν‖ ≤ ‖T ′‖ = ‖PνTPν‖ ≤ ‖Pν‖‖T‖‖Pν‖ ≤ ‖Pν‖2‖T‖ ≤ ‖T‖,
koska projektiokuvaukselle pätee ‖Pν‖ ≤ 1.
Lause 6.35. Olettakaamme, että E on avaruuden Hν suljettu aliavaruus, jonka
kuvaus Tν jättää invariantiksi. Tällöin T jättää E:n varjon invariantiksi.
Todistus. Olkoon z = (zn) standardi ja olettakaamme, että z ∈ ◦E. Nyt on
olemassa x ∈ E, jolle pätee z ≈ x. Koska Tν jättää E:n invariantiksi, Tνx ∈ E.
Nyt
Tνx = PνTPνx = PνTx,
joten PνTx ∈ E. Osoittakaamme, että ‖Tz − PνTx‖ on inﬁnitesimaali. Tällöin
‖Tz − PνTx‖ = ‖Tz − PνTz + PνTz − PνTx‖
≤ ‖Tz − PνTz‖+ ‖PνTz − PνTx‖
= ‖Tz − PνTz‖+ ‖PνT (z − x)‖
≤ ‖Tz − PνTz‖+ ‖Pν‖‖T‖‖z − x‖.
Nyt koska Tz on standardi, pätee
‖Tz − PνTz‖ =
( ∞∑
n=ν+1
|zn|2
) 1
2
,
joka on lauseen 6.16 nojalla inﬁnitesimaali. Koska ‖Pν‖ ≤ 1, ‖T‖ on standardi
reaaliluku ja ‖z − x‖ on inﬁnitesimaali, myös tulo ‖Pν‖‖T‖‖z − x‖ on inﬁnite-
simaali. Siis
‖Tz − PνTz‖+ ‖Pν‖‖T‖‖z − x‖ ≈ 0
eli Tz ≈ PνTx. Siis kaikille standardeille z ∈ ◦E pätee Tz ∈ ◦E, joten siirtope-
riaatteen nojalla T jättää ◦E:n invariantiksi.
Määritelmä 6.36. Olkoon V vektoriavaruus ja W sen vektorialiavaruus. Vek-
torit w1, . . . , wn ∈ W ovat lineaarisesti riippumattomia modulo V , jos kaikilla
a1, . . . , an ∈ C pätee
n∑
k=1
akwk ∈W → a1 = . . . = an = 0.
Muuten ne ovat lineaarisesti riippuvia modulo V .
Lemma 6.37. Olkoon V äärellisulotteinen vektoriavaruus ja W sen aliavaruus.
Olettakaamme, että dim(V ) = dim(W ) + 1. Tällöin kaikille x, y ∈ V löytyy
sellaiset z ∈W ja λ ∈ C, että joko y = λx+ z tai x = λy + z.
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Todistus. Olkoon {v1, . . . , vn−1} avaruuden W kanta ja {v1, . . . , vn−1, vn} sen
laajennus, joka on V :n kanta. Tällöin vektoreille x ja y löytyy yksikäsitteiset
esitykset x =
∑n
k=1 xkvk ja b =
∑n
k=1 ykvk, missä x1, . . . , xn, y1, . . . , yn ∈ C.
Jos y ∈ W , niin voimme valita λ = 0 ja z = y eli väite pätee. Jos taas x ∈ W ,
niin väite pätee, kun λ = 0 ja z = x. Olettakaamme siis, että x, y ∈ V \W eli
yn 6= 0 6= xn. Olkoon λ = ynx−1n ja z = y − λx eli
z =
n∑
k=1
ykvk − yn
xn
n∑
k=1
xkvk =
n−1∑
k=1
(
yk − xkyn
xn
)
vk.
Selvästi λ ∈ C, z ∈W ja y = λx+ z, eli väite on todistettu.
Lause 6.38. Olkoot V ja W avaruuden Hν suljettuja aliavaruuksia, joille pätee
W ⊆ V ja dim(V ) = dim(W ) + 1. Tällöin pätee, että ◦W ⊆ ◦V ja että mitkä
tahansa kaksi ◦V :n alkiota ovat lineaarisesti riippuvia modulo ◦W .
Todistus. Olettakaamme, että standardille z pätee z ∈ ◦W . Siis on olemassa
t ∈W ⊆ V , jolle ‖z − t‖ on inﬁnitesimaali. Siis z ∈ ◦V eli ◦W ⊆ ◦V .
Olettakaamme sitten, että jotkin standardit z1, z2 ∈ ◦V ovat lineaarisesti
riippumattomia modulo ◦W . Olkoot t1 ja t2 joukon V alkiot, joille pätee ‖z1 −
t1| ≈ 0 ja ‖z2− t2‖ ≈ 0. Nyt löydämme alkiot t ∈W ja λ ∈ C, joille t1 = λt2 + t
tai t2 = λt1 + t. Voimme yleisyyttä menettämättä olettaa, että t2 = λt1 + t.
Jos λ olisi inﬁnitesimaali, niin
‖z2 − t‖ ≤ ‖z2 − t2‖+ ‖t2 − t‖ = ‖z2 − t2‖+ |λ|‖t1‖,
missä ‖t1‖ on rajoitettu, koska lauseen 6.22 nojalla t1 on normiäärellinen. Siis
‖z2 − t‖ ≤ ‖z2 − t2‖+ |λ|‖t1‖ ≈ 0
eli z2 ∈ ◦W . Kun a1 = 0 ja a2 = 1, niin a1z1 +a2zw ∈ ◦W , mikä on ristiriidassa
sen kanssa, että z1 ja z2 ovat lineaarisesti riippumattomia modulo
◦W . Siis λ ei
voi olla inﬁnitesimaali. Jos taas λ olisi rajoittamaton, niin∥∥∥∥z1 + 1λt
∥∥∥∥ ≤ ‖z1 − t1‖+∥∥∥∥t1 + 1λt
∥∥∥∥ = ‖z1 − t1‖+∥∥∥∥t1 + 1λ (t2 − λt1)
∥∥∥∥
= ‖z1 − t1‖+ 1|λ| ‖t2‖ ≈ 0,
koska λ−1 on inﬁnitesimaali. Siis z1 ∈ st(W ), mikä on jälleen ristiriidassa line-
aarisen riippumattomuuden modulo ◦W kanssa. λ on siis rajoitettu, joten sillä
on standardiosa ◦λ. Koska λ ei ole inﬁnitesimaali, ◦λ 6= 0.
Olkoon z = z2 − ◦λz1. Nyt pätee
‖t− z‖ = ‖t2 − λt1 − z2 + ◦λz1‖ ≤ ‖t2 − z2‖+ ‖◦λz1 − λt1‖
= ‖t2 − z2‖+ ‖◦λz1 − λz1 + λz1 − λt1‖
= ‖t2 − z2‖+ |◦λ− λ|‖z1‖+ < λ|‖z1 − t1‖ ≈ 0
eli z ∈ ◦W . Kuitenkin ◦λ 6= 0, mikä on ristiriidassa sen kanssa, että z1 ja z2
ovat lineaarisesti riippumattomia modulo ◦W . Standardit z1, z2 ∈ ◦V ovat siis
lineaarisesti riippuvia modulo ◦W , mistä väite seuraa.
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6.7 Bernsteinin-Robinsonin lauseen todistus
Olkoon T nyt standardi, rajoitettu lineaarioperaattori Hilbertin avaruudessa
`2, ja olkoon p(X) = c0 + c1X + . . . + cmX
m, cm 6= 0, m ≤ 1, standardi,
kompleksilukukertoiminen polynomi, jolle p(T ) on kompakti lineaarioperaattori.
Olkoon z ∈ `2 sellainen, että ‖z‖ = 1, ja olkoon Az = {z, Tz, T 2z, . . .}. Tällöin
suljettu aliavaruus span(Az) on selvästi invariantti T :n suhteen.
On helppo nähdä, että span(Az) on avaruuden `
2 epätriviaali aliavaruus,
jos Az on lineaarisesti riippuva tai span(Az) 6= `2. Jälkimmäinen ehto takaa
aliavaruuden epätriviaalisuuden, sillä joka tapauksessa span(Az) 6= {0}, kos-
ka 0 6= z ja z ∈ span(Az). Olettakaamme, että Az:n alkiot ovat lineaarisesti
riippuvia. Olkoon k pienin positiivinen kokonaisluku, jolle on olemassa sellaiset
a0, . . . , ak ∈ C, ai 6= 0 jollekin 0 ≤ i ≤ k, että
a0z + a1Tz + . . .+ akT
kz = 0.
Koska k on pienin tällainen alkio, ak 6= 0. Nyt pätee
T kz =
a0
ak
z +
a1
ak
Tz + . . .+
ak−1
ak
T k−1z.
Siis T kz ∈ span({z, Tz, . . . , T k−1z}) eli {z, Tz, . . . , T k−1z} virittää aliavaruuden
span(Az). Tiedämme, että äärellisulotteinen aliavaruus on aina suljettu, joten
span(Az) on avaruuden `
2 suljettu, epätriviaali aliavaruus.
Voimme siis olettaa, että kaikille z ∈ `2, joilla ‖z‖ = 1, joukko Az on li-
neaarisesti riippumaton ja span(Az) = `
2. Voimme korvata kunkin joukon Az
ortonormaalilla joukolla Bz = {e1, e2, . . .}, jonka virittämä aliavaruus on sa-
ma kuin Az:n, käyttämällä niin kutsuttua Gram-Schmidtin menetelmää. Aluksi
asetamme v1 = ‖z‖−1z ja kaikilla k ≥ 2
vk = T
k−1z −
k−1∑
j=1
(T k−1z|vj)
(vj |vj) vj .
Sitten asetamme ek = ‖vk‖−1vn kaikilla k ∈ N. Tällöin kaikille k ∈ N pätee
span({e1, . . . , ek}) = span({z, Tz, . . . , T k−1z}).
Bz on nyt avaruuden `
2 Hilbertin kanta.
Lemma 6.39. Kuvaus T on melkein superdiagonaalinen jokaisen kannan Bz
suhteen.
Todistus. Olkoon [ajk] T :n matriisiesitys kannan Bz suhteen. Olkoon k ∈ N.
Tällöin ek ∈ span({z, Tz, . . . , T k−1z}) eli
Tek ∈ span({Tz, . . . , T kz}) ⊆ span({e1, . . . , ek+1}).
Täten Tek =
∑k+1
j=1 ajkej . Toisaalta Tek =
∑∞
j=1 ajkej , joten ajk = 0 kaikilla
j > k + 1.
Voimme siis soveltaa lausetta 6.31, jonka nojalla on olemassa rajoittamaton
ν ∈ N, jolle aν+1,ν on inﬁnitesimaali. Kiinnittäkäämme tällainen ν, sitä vastaava
avaruuden `2 aliavaruus Hν ja operaattorit Pν ja T
′ = PνTPν .
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Lemma 6.40. p(T )x ≈ p(T ′)x kaikilla normiäärellisillä x ∈ Hν .
Todistus. Olkoon x =
∑ν
j=1 xjej . Osoittakaamme ensin induktiolla, että kaikille
k ∈ N pätee T kx ≈ (T ′)kx. Tapauksessa k = 1
(T − T ′)x = (T − PνTPν)x = (I − Pν)TPνx = (I − Pν)Tx
= (I − Pν)
ν∑
k=1
xkTek = (I − Pν)
ν∑
k=1
xk
k+1∑
j=1
ajkej
= (I − Pν)
ν∑
k=1
xk
ν+1∑
j=1
ajkej = (I − Pν)
ν+1∑
j=1
( ν∑
k=1
xkajk
)
ej
=
ν+1∑
j=1
( ν∑
k=1
xkajk
)
ej − Pν
ν+1∑
j=1
( ν∑
k=1
xkajk
)
ej
=
ν+1∑
j=1
( ν∑
k=1
xkajk
)
ej −
ν∑
j=1
( ν∑
k=1
xkajk
)
ej
=
ν∑
k=1
xkaν+1,keν+1 = xνaν+1,νeν+1,
missä käytimme hyväksemme sitä, että Hν = span({e1, . . . , eν}) ja että T on
melkein superdiagonaalinen. Täten
‖Tx− T ′x‖ = ‖xνaν+1,νeν+1‖ ≤|xν | ‖aν+1,ν‖ ≤ ‖x‖‖aν+1,ν‖,
missä ‖x‖ on rajoitettu ja ‖aν+1,ν‖ inﬁnitesimaali. Siis ‖Tx− T ′x‖ on inﬁnite-
simaali.
Tehkäämme sitten induktio-oletus, että T kx ≈ (T ′)kx, missä k ∈ N. Tällöin
‖T k+1x− (T ′)k+1x‖ = ‖T k+1x− T (T ′)kx+ T (T ′)kx− (T ′)k+1x‖
≤ ‖T k+1x− T (T ′)kx‖+ ‖T (T ′)kx− (T ′)k+1x‖
= ‖T (T kx)− T (T ′)kx‖+ ‖T (T ′)kx− T ′(T ′)kx‖
≤ ‖T‖‖T kx− (T ′)kx‖+ ‖T (T ′)kx− T ′(T ′)kx‖.
Käyttämällä havaintoa (T ′)rx ∈ Hν ja induktio-oletusta havaitsemme, että
‖T‖‖T kx− (T ′)kx‖+ ‖T (T ′)kx− T ′(T ′)kx‖ ≈ 0.
Väite on siis todistettu kaikille k ∈ N. Tämän ja sen havainnon, että ci on
standardi kaikilla 0 ≤ i ≤ m, nojalla pätee
‖p(T )x− p(T ′)x‖
=‖x+ c1Tx+ . . .+ cmTmx− (x+ c1T ′x+ . . .+ (T ′)mx)‖
≤|c1|‖Tx− T ′x‖+ . . .+ |cm|‖Tmx− (T ′)mx‖ ≈ 0,
eli ‖p(T )x− p(T ′)x‖ on inﬁnitesimaali kaikilla normiäärellisillä x ∈ Hν .
Nojaudumme nyt perustavaan tulokseen, jonka mukaan jokaisella äärellisu-
lotteisella vektoriavaruudella E on jono lineaarikuvauksen T : E → E suhteen
invariantteja aliavaruuksia,
{0} = E0 ⊆ E1 ⊆ . . . ⊆ En = E,
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missä kaikilla 0 ≤ j ≤ n aliavaruuden Ej ulottuvuus dim(Ej) on j. Todistuksen
idea on esitetty muun muassa kirjassa (Con97, esimerkki 4.3). Täten avaruudelle
Hν löytyy ketju operaattorin Tν = T
′|Hν suhteen invariantteja aliavaruuksia,
{0} = E0 ⊆ E1 ⊆ . . . ⊆ Eν = Hν .
Jokaista niitä vastaa projektiokuvaus Pj , 0 ≤ j ≤ ν.
Kaikilla standardeilla x ∈ `2 pätee, että jos x 6= 0, niin p(T )x 6= 0, koska
muuten joukko {x, Tx, . . . , Tmx} olisi lineaarisesti riippuva. Valitkaamme stan-
dardi x ∈ `2, jolle pätee ‖x‖ = 1. Nyt
‖p(T )x− p(T )Pνx‖ = ‖p(T )(x− Pνx)‖ ≤ ‖p(T )‖‖x− Pνx‖,
missä ‖p(T )‖ on rajoitettu, koska p(T ) on standardi ja kompakti, ja ‖x− Pνx‖
on inﬁnitesimaali, koska lauseen 6.15 nojalla
‖x− Pνx‖2 =
∞∑
n=ν+1
|xn|2 ≈ 0.
Siis p(T )x ≈ p(T )Pνx. ‖p(T )x‖ on standardi, eli se ei erityisesti ole inﬁnitesi-
maali. Siis ‖p(T )Pνx‖ ei ole inﬁnitesimaali, eli lemman 6.40 nojalla ‖p(T ′)Pνx‖
ei ole inﬁnitesimaali. Toisaalta
‖p(T ′)x− p(T ′)Pνx‖ ≤ ‖p(T ′)‖‖x− Pνx‖ ≤ ‖p(T )‖‖x− Pνx‖ ≈ 0,
eli myöskään ‖p(T ′)x‖ ei ole inﬁnitesimaali. Täten jollekin standardille r ∈ R+
pätee ‖p(T ′)x‖ > r. Merkitkäämme rj = ‖p(T ′)x − p(T ′)Pjx‖, kun 0 ≤ j ≤ ν.
Tällöin rν = ‖p(T ′)x − p(T ′)Pνx‖ on inﬁnitesimaali, eli rν < r/2. Toisaalta
r0 = ‖p(T ′)x‖ > r, joten on olemassa pienin positiivinen kokonaisluku λ, jolle
pätee rλ < r/2 mutta rλ−1 ≥ r/2.
Tarkastelkaamme nyt avaruuksien Eλ ja Eλ−1 varjoja, ◦Eλ ja ◦Eλ−1, jotka
ovat lauseen 6.33 nojalla avaruuden `2 suljettuja aliavaruuksia. Lisäksi ne ovat
lauseen 6.35 nojalla kuvauksen T suhteen invariantteja. Osoittakaamme, että
ainakin toinen avaruuksista ◦Eλ ja ◦Eλ−1 on epätriviaali.
Olettakaamme, että x ∈ ◦Eλ−1. Tällöin x ≈ Pλ−1x, joten
rλ−1 = ‖p(T ′)x− p(T ′)Pλ−1x‖ ≤ ‖p(T ′)‖‖x− Pλ−1x‖ ≈ 0,
mikä on ristiriita. Siis ◦Eλ−1 6= `2.
Tarkastelkaamme sitten vektoria η = p(T ′)Pλx. Koska Eλ on invariantti
kuvauksen Tν suhteen, se on invariantti myös kuvauksen p(Tν) ja edelleen ku-
vauksen p(T ′) suhteen. Nyt Pλx ∈ Eλ, joten η ∈ Eλ. Pλx on normiäärellinen
ja Pλx ∈ Hν , joten lemman 6.40 nojalla η ≈ p(T )Pλx. Koska p(T ) on kom-
pakti operaattori, lauseesta 6.23 seuraa, että p(T )Pλx ja sitä kautta η on lähes
standardi. Olkoon ◦η vektorin η standardiosa. Vektoriavaruuden varjon määri-
telmän nojalla ◦η ∈ ◦Eλ. Olettakaamme, että ◦η = 0, eli ‖η‖ on inﬁnitesimaali.
Nyt
rλ = ‖p(T ′)x− η‖ ≥ ‖p(T ′)x‖ − ‖η‖ > r − ‖η‖ > r − r
2
=
r
2
.
Tämä on ristiriita, joten ◦η 6= 0. Siis pätee ◦Eλ 6= {0}.
Olettakaamme lopuksi, että ◦Eλ = `2 ja ◦Eλ−1 = {0}. Lauseen 6.38 nojalla
mitkä tahansa avaruuden ◦Eλ kaksi vektoria ovat lineaarisesti riippuvia modu-
lo ◦Eλ−1. Erityisesti on olemassa a1, a2 ∈ C, joille pätee a1 6= 0, a2 6= 0 ja
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a1z+a2Tz = 0. Mutta tämä on ristiriita, koska {z, Tz, T 2z, . . .} on lineaarisesti
riippumaton. Siis ◦Eλ tai ◦Eλ−1 on epätriviaali avaruuden `2 suljettu aliava-
ruus, joka on operaattorin T suhteen invariantti. Tämä todistaa Bernsteinin-
Robinsonin lauseen.
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