Abstract: The main goal of the Union Esprit Basic Research Action is to develop methods for increasing the autonomy and intelligence of Underwater Remotely Operated Vehicles (Rov). The project focuses mainly on the development of coordinated control and sensing strategies for combined manipulator and vehicle systems. Both fundamental theories and methods for the design of these heterogeneous systems are investigated and concern: dynamic modeling and control for arm/base stabilization, use of sensory information (camera, sonars, lasers..) for pipeline inspection, navigation, programming, etc. Experimental and simulated results validated the theoretical developments. A complex canonical mission in the eld of o shore Inspection Maintenance and Repair tasks was chosen to illustrate the integration of all the results. The Union project brings together seven European research groups working on underwater vehicles, robotics and intelligent sensing systems: (1)Ifremer, Subsea Robotics Laboratory (FR), (2) 
Introduction
The current state-of-the-art in underwater exploration is dominated by the use of Remotely Operated Vehicles (rovs). These vehicles are typically controlled by a human user through a teleoperation interface. This form of operation is extremely exible and powerful, but it is also very expensive, very tedious for the human operator, and very slow. The main problems are related to the coordination of the complex subsystems (the vehicle, its tether and its manipulation capabilities) under external disturbances. Also, the interpretation of complex disparate sensing devices must be enhanced.
General Objectives
Exploitation of redundancy at both the acting and sensing levels are the key issues investigated in the Union project in order to propose solutions to these considerations. Also, adequate programming environments are designed to easily integrate the control and sensing results within complex operational missions. To study redundancy at the actuating and motion control level means to consider as a unique controllable system the underwater mobile platform and its intervention e ectors to execute a speci c task in a robust and reliable way. Under these conditions and adopting the automatic control point of view, every task could be performed by selecting the degrees of freedom to be used in function of its peculiarities. As an experimental example, we consider the case of a sub-sea intervention task for free oating vehicle (un-clamped) under disturbances (waves, marine currents, or interaction with the close environment). At the sensing level, integration and fusion processes of information provided by several exteroceptive and proprioceptive sensors are investigated. Such devices are: attitude, velocity, depth and heading sensors, sonar and video, telemeters including for example rigid manipulators with contact sensors. The objectives are twofold: rst they allow world modeling and second optimal states of the system are estimated. The general preoccupations to exploit redundancy in the sensor framework, lead to de ne, like at the control level, the system with a certain number of degrees of freedom. They are selected according to the vehicle sensing capabilities and their choice depends on the speci city of the task. The sensing study is illustrated in the various phases of the mission example mentionned in the sequel. Sensing and control aspects are not isolated and must be e ciently merged into theoretically well founded schemes. Therefore, sensor based control is of prime interest in the project to provide reactive behaviour and thus to increase the level of autonomy of the whole system.
Project organization: building-blocks and integration mission
All the aspects of the Union project are illustrated by building blocks, each relevant to a particular scienti c issue. Then, we have chosen to integrate these building-blocks, in a realistic mission pro le. It involves tasks in a structured environment 29] that require the integration of teleoperation aspects together with full autonomous control within the same framework. The simple, but general, structure of generic missions is comprised of INRIA three phases, each phase requiring both sensing and control developments. In Union, the developments mainly focused on the two last phases.
1. Search and Navigate to worksite: Robot moves to the area where the objective of the mission is performed. This phase generally covers the period of robot operation from release at the launch site to arrival at the work area. Assuming that the site of operations is not well known, the robot will need to search a general area for exact site where the task is to be completed. As far as sensing aspects are concerned, this phase involves sensor modeling, dead reckoning, and navigation studies. Control main issues are related to modeling and speci cation and robust control of vehicle under disturbances and precise trajectory following. Both aspects are introduced in the rst section of this paper. 2. Dynamic stabilization on the worksite with sensors: Upon nding and reaching the site, it is necessary to stabilize the vehicle in front of its given working area before the desired task can be e ectively performed .
To do that, new sensing technology and new sensing processing and fusion must be investigated. The outputs of these new sensing devices will be integrated into new control schemes for vehicle dynamic stabilization and precise trajectory following. The second section of this paper addresses both of these issues. 3. Operation with free oating vehicle and/or manipulation tasks: Once the vehicle is dynamically stabilized in front of the worksite, tasks, such as precise manipulations or pipe following, are performed by the robot. After completing the task, the robot is free to begin another task or to return to the home position in completing the mission. Typically, these tasks require robotics end-e ector trajectory following, sensor-based control, hybrid position force control of manipulators and coordination between the manipulator and the free oating vehicle. These aspects are described in the third section of this paper. Basic mechanisms for managing and programming the required actions are illustrated section 5. All the addressed theoretical themes are then merged in the canonical mission, described and programmed section 6. Finally, guidelines for the future are drawn in conclusion.
Search and navigate to worksite
In this part, the main research issues are associated to optimal dead reckoning and location update using natural or arti cial landmarks. Precise trajectories are then computed and used in robust controllers to reach the worksite area. This investigates solutions to the principal di culties limiting the actual performances of commercial systems, which are associated to non linear perturbations, sensors drifts and poor visibility.
Sensing
Location, path planning, maneuvering, obstacle/target positioning or sensor motion compensation can be achieved thanks to accurate position, velocity and attitude information. Accuracy needs strongly depend of the type of navigation (short, medium or long range), and of the mission phase. Inertial sensing (Ins) and dead reckoning provide one component of localization as they supply a local, fast estimate of vehicle movement away from some xed point. However errors accumulate, and regular updating of position with respect to the xed point is required to supplement Ins to maintain reliability. This requires the use of a second, independent measurement system, which can locate with respect to an external object. Most operational systems request in general active transponders to be placed on the sea bed, and generally yield accuracy of up to a few meters, depending on their depth and baseline.
Estimation of the vehicle attitude
The motivation of this work has been to develop an inertial system able to estimate accurate orientation of a vehicle (pitch and roll) by using the fusion of redundant data provided by two kinds of low-cost inertial sensors (Figure 1 ). The rst method 35] consists in correlating the pitch and roll angles computed by using the gravity components obtained from two accelerometers. It consumes estimations resulting from the integration of the angular velocities measured by three orthogonal gyrometers. A fusion by extended Kalman ltering is performed to bene t from both measurements. However, the Kalman lter performances are strongly dependent on the adequacy of the a priori error models of the sensors. To deal with this problem, we developed and tested a new ltering approach which uses fuzzy intervals to represent in a same framework both the accuracy and the reliability of a measurement. Then, fuzzy inference theory is used to include semantical knowledge about the sensors behaviour 34].
Terrain based and target tracking based navigation
An objective of Union is to provide e ective terrain based navigation methods capable of supporting automatic stand-o and/or trajectory following. Because of narrow beam sonars limitations (price,data interpretation di culties) we propose to employ a wide beam sonar device, operating at a lower frequency. The success of interpretation of single wide angle sonar 19, 31] , is based on the detailed examination of the physics of the projection and re ection of ultrasound. In the project, for better performance, we use a di erential sonar device (Figure 2a .) rather than a single wide angle sonar to track a feature given suitable processing and scanning action. Tracking is implemented using a Kalman lter. To handle the correspondence problem between images the feature needs to be described at a higher level than just a raw range point; otherwise ambiguity is a major di culty. Therefore it is vital to extract as much information as possible about a target in a single image so reliable correspondence can be established rapidly. Multihypothesis ltering can be used to deal with ambiguous sensor data but is computationally very expensive. The sonar comprises ve major components ( Figure 2b .): the tracking sonar transducers, the pan and tilt head controller, a target selector, validation unit for the targets, and a Kalman lter for estimating vehicle localization (which also has as an input the data form the Ins).
To obtain real-time bearing information for 3D tracking, we propose to use di erential timeof-ight information from three (or more) transducers observing the same target. Considerations of visibility and interference mean that the best results are obtained when all three receivers are quite closely spaced and measure the time-of-ight of a sound pulse from a single closely spaced transmitter 20]. The sonar sensors consist of a trio of synchronized sonars (three modi ed Ulvertech model 305 depth sounders) mounted co-axially on a single pan and tilt unit. To avoid interference e ects due to cycle ring overlap and target motion e ects, the depth-sounders were modi ed to operate in a single-transmitter multiple receivers mode. For the purposes of the sonar model, the geometry of environmental features is assumed to approximate one of a small number of geometric forms: planes, spherical patches, cylindrical patches, edges, corners, and points (cf 3, 18] for experimental results and comparison with more sophisticated classi cation 5]). Initial trials with sonar/target aspect xed for long periods established an e ective beamwidth, of around 15 degrees. The measured range distribution was approximately normal with a 3.5mm (half-wavelength!) sigma bound for targets at a range of two meters. Unfortunately, these excellent results could not be replicated trials with targets being scanned to assess tracking performance produced much lower quality data. The presence of a strong bias towards false long readings at the edge of the beam, that means that the e ective beam-width across which useful range/bearing data can be obtained is actually rather less than 8 degrees (Figure 3a. ). The bias in range observed for o -axis targets does, however, appear to be reasonably consistent between all three sonars. Figure 3b . shows di erential time-of-ight from a typical scan across a target.
RR n 0123456789 Preliminary tank trials have con rmed that the di erential time-of-ight data can be used for tracking, in an experiment to track a cylinder moved slowly across the tank at a distance of a few meters. The classi cation data-fusion task to be performed is thus one of simultaneous mapping and localization rather than just localization. The available sensor data has to be combined to estimate the locations of the sonar targets as well as the vehicles location relative to these targets. In practice, serious combinatorial problems arise. The di culty is that the various positions estimates (target and vehicles) are cross-correlated. The result is that a full Kalman lter update to estimate target/vehicle positions cannot be computed in better than O(n) time, where n is the number of sonar targets. In Union, to overcome these shortcomings, we use a new approach based on a partitioning of the estimation task. For any plausible sensor management strategy, the set of targets observed at any given time will be stable and geographically clustered. Close targets will be favored over distant targets, with sensors being occasionally re-assigned as targets are lost from view or better targets come into range. Given the relatively small number of sensors available, the number of targets in each cluster is likely to be quite small. Thus, by maintaining independent lters for vehicle state and features for all clusters, but updating only a few (the current cluster and selected neighbors containing observed features) it might, in principle, be possible to implement an adequate sub-optimal but scalable navigation lter.
Control
Once localization is e ciently performed, a trajectory can be generated and consumed at the control level. One of the main issues is then to design robust control schemes with regards to external disturbances and estimation errors. In order to evaluate these controllers, modeling and simulation tools must be used. In the mean time, the feasibility of the implementation on targeted real-time architectures, must also be tested. Therefore, the next paragraph highlights the modeling and simulation aspects at the basis of the design of the robust controllers described sections 3.2 and 4.
INRIA
The design of a robotics system is both a di cult and a costly task. This di culty arises from the complexity of such systems which usually involve various mechanical systems, sensors and computers which communicate between each other. The behaviour of mechanical systems is described by integrating, with respect to time, the di erential equations which they satisfy. Consequently, the evolution of such systems is continuous in time. On the other hand, sensors and computers belong to the digital world. Their behaviour is described by discrete events. Because of the cooperation of the continuous and the discrete worlds, the complexity of robotics systems is increased. Finally, robotics systems demand expensive, high technology components. Errors in a design can result in physical damages or a complete loss of the system especially in the case of underwater robotics. For these reasons, realistic simulation is an essential step in the design of robotics systems. The Simparc 4] (Simulator for MultiProcessors Advanced Robot Controllers) general simulation software is developed and used in the project. It is designed to handle both the continuous and the discrete aspects within a single simulation system. The commercially available MatLab simulation tool is also used for dynamic simulation of the studied systems. In the context of Union, we have customized Simparc in order to account the requirement of the project: underwater platform and manipulator arm, vision and ultrasonic sensors, 3D scene modeling can now be modeled. We simulated sensor-based tasks using vision or range sensors on board of Vortex vehicle ( gure 7a.) in a realistic way (cf section 4). More precisely, we have developed:
a geometric model of 3D underwater scenes; various models of exteroceptive sensors based on vision and acoustic principles; kinematic and dynamic models of the vehicle ( gure 4a.) and the on board arm ( -gure 7b.); visualization and analysis tools for exploiting results ( gure 4b.).
All these improvements have been used in the simulation of visual pipe following tasks described section 4.
Dynamic stabilization on the worksite with sensors
Close to the worksite the principal problems arising are mainly related to stabilization, station keeping and once again precise trajectory following using proprioceptive and exteroceptive sensors. In this part, the stress is put on the sensing requirements and the developments of original control schemes built to solve these problems.
Sensing
One of the main originalities of this project is to propose coordination and integration of sensory information provided by imaging sensors (sonar/video), range nders (laser/sounders) and attitude, velocity and acceleration devices. Here, the biggest di culties is the estimation of zero-velocity states. 
Estimation of vehicle kinematics
A method to estimate the relative motion between a Rov and a xed o -shore structure made of tubular members has been developed in simulation 36]. It uses a light stripe sensor (including a Ccd camera and a laser plane), an Attitude and Heading Reference System (Ahrs), and a pressure sensor. The structure is known via a priori environment modeling. The Ahrs is used to estimate the Rov orientation motion, and the light stripe provides relative position measurements with respect to the structure. Here also, the estimation is based on an extended Kalman lter. The motion is predicted using a simple dynamic model of the Rov, taking into account the commanded thrusts. Another aspect of this work concerns the determination of the vehicle motion with respect to a mobile target 21]. An estimation method has been developed and takes into account the following problems : the sensors data are acquired at low rate and are asynchronous, the kinematic model of the relative motion between the vehicle and the target is unknown; it can be non linear and/or non stationary, the environment introduces unknown perturbations.
Recursive motion estimation: cooperation of video/inertial data
The station keeping problem may be solved by using inertial navigation systems which provide high frequency measurements. However these methods, which are based on the integration of velocity and acceleration data, are not su cient. Localization errors are accumulated because of the sensors drifts, the computation approximations and the inaccuracies of the sensor and vehicle models. Measurements with respect to natural or arti cial passive seamarks may be used to complete and/or to update the robot location.
INRIA
Several methods for estimating the ROV motion from images sequences are developed 37].
As an example, the localization data provided by the inertial sensing system are updated with the motion estimation obtained at a lower rate from a monocular vision system. An accurate image preprocessing allows to extract geometric features (straight lines, points,...) in the current image of the observed scene. The 3D camera motion estimation involves a matching between these 2D visual features and those obtained in the previous image 1]. The camera has been calibrated and its intrinsic parameters are known. The algorithm used for determining the camera motion has been tested with simulated images of an o -shore structure.
Because of turbid conditions, video visibility is often low. Therefore, sonar and laser information are good candidate to complete and enhance video information.
3.1. Mesotech system ( gure 5), providing high resolution over ranges of up to 10m. The images obtained with this sensor have high resolution, the beam is 1 degree, but as drawback require a relatively long image acquisition time. Again the main progress is the development of a physics based sonar model. The manner in which sonar signal is re ected by a surface is dependent on the microscopic shape characteristics of the surface. For instance a smooth surface may re ect the incident signal in a single direction, while a rough surface will tend to scatter the incident signal in various directions. To be able to accurately predict the re ection of incident signal, it is important to have some prior knowledge of surface irregularities. In this work we assume the surface is modeled as a random process of known statistics 9].
Laser depth sensor The laser depth sensor used in Union is based on a light striping/-triangulation technique to measure the three dimensional coordinates of points in the scene with respect to a global reference frame 22]. A plane of light is projected across the scene. Data from an image taken by a video camera positioned at some disparate angle with respect to the light plane is processed to locate the illuminated points. The ranging system consists of a line illumination source (laser) and a two dimensional light sensing element (Ccd camera) whose optical axis is positioned at some nite disparity angle from the place source. Triangulation is used to obtain three dimensional data from the two dimensional sensing element data. The plane of light is obtained by passing the laser beam through a cylindrical lens which diverges the beam in a direction perpendicular to the lens cylindrical axis. A one to one correspondence exists between all points in the image and points lying in the light plane in the world co-ordinate system. In order to determine the correspondence the system must be precisely calibrated. The three parameters that are determined in order to locate the light plane are disparity angle, tilt angle and the base line distance. Both the laser and the camera are calibrated using purely empirical techniques based upon the use of multiple planes (i.e. no parameters are required before hand). 
Scene analysis using 3D color image and range information
A wide scope of methods has been developed in Union to address contour extraction, color and texture analysis and gradient gathering in an optimal way. All these processing can separately provide good results for a great number of underwater environments. Association of image analysis ( gure 6) with range data is also a speci city of the project.
Segmentation for state and motion analysis Segmentation can be based on the study of the relative movement among the di erent objects in the scene. Using optical ow, trajectories of sets of points are tracked in successive images. The homogeneity of the di erent regions can also be analyzed from the region growing technique, which starts from a seed and grows in an environment that verify some given conditions. Finally, an environment depth map, permits to di erentiate objects located in di erent planes. Once the segmentation is nished, it is possible to center the focus of attention over the desired object or a part of it, and from that point to track the object movement, as seen in the images taken from the vehicles. This tracking allows to attain the dynamic underwater vehicle stabilization in front of the object 2].
Robust color image segmentation: The color image segmentation method which has been developed is based on the idea that the hue is the most discriminant attribute for most of regions, while the intensity and the purity of the color can be a ected by the illumination conditions and by the surface re ectance 26]. The algorithm uses a preliminary pixel classi cation which takes into account its chromaticity degree. This classi cation allows the selection of discriminant attributes which will be used during the segmentation process. A recursive directed region growing method which takes advantage of a hierarchical data representation groups pixels belonging to homogeneous regions. This method has been experimented with subsea images including man made or natural objects. The results show the interest of the pixels classi cation and the requirements for an accurate estimation of the pixel chromaticity degree. It appears that the performances of the method are limited when shade or highlight are too strong on some parts of the scene. Textures analysis The texture parameters and the evaluation of their relevance in any kind of scene, is also addressed in the project ( gure 6). The system calculates ve texture parameters from the intensity and contour images 8] that correspond to the scene characteristics: blurriness, granularity, discontinuity, straightness and abruptness, and then selects the most relevant for image segmentation.
Fusion of 3D and color data for image segmentation: Finally, the problem of combining shape and color information for 3D scene analysis was also investigated. Two studies have been achieved: the implementation of an accurate calibration of the multi-sensor system (camera/telemeter) allowing data registration in the same reference frame 27], the development and the tests of a segmentation algorithm which combines shape and color information. Several kinds of information are extracted after sensor data analysis. Classically combination and fusion methods are studied. We propose an original optimization of sensors selection for fusion.
Optimization of the sensors selection for fusion methods
A multi-criteria algorithm using fuzzy logic has been designed to optimize the sensors selection. This method has been developed and simulated for mobile robotics tasks. The fuzzy approach allows the aggregation of various, uncertain or suggestive criteria. However, only mono-dimensional criteria are used (price, range, accuracy for a given direction, sensitivity to a particular state ...). Presently, the model is not able to take into account the geometrical aspects of the information. A geometrical approach to solve the sensor selection problem is being developed.
Control
Because we extensively use and process exteroceptive sensors, we are able to extract pertinent information from the operational underwater world. In order to pursue our long range mission now related to vehicle stabilization in front of the worksite, these information are directly consumed in speci c control loops as described in the sequel.
Generic sensor-based control framework
Modeling the interaction between the robot and its local environment requires to specify the task in terms of constraints between a frame associated to the sensor and a frame attached to the local environment. Also it is necessary to de ne a mapping which allows to translate these constraints expressed in the con guration space (usually R 3 XSO 3 ) in constraints expressed in the sensor space. The interaction screw corresponds to a Jacobian of the task that allows to relate in a straightforward manner the variation of the observed sensor signal to the velocity screw which characterizes the relative motion between the sensor frame and a frame attached to the local environment.
Speci cation of sensor-based tasks and associated control schemes: Then, a task function 32] must be de ned in the sensor space. It characterizes the error between the current con guration and the desired nal con guration. Because of the de nition of the interaction screw, it becomes possible to relate the speci cation of a task in the con guration space to its speci cation in the sensor space. Some examples of speci cations are: align the optical axis of a camera with the axis of a pipe , or constraint a vector in the sensor frame to be parallel to a surface ... In the context of Union, a library of canonical sensor-based tasks using vision or range sensors has been speci ed using classical linkages. After selecting the sensor signals required to perform the desired sensor-based task, the last step is to design a robust closed loop control scheme able to regulate this task function to the desired value 14]. Such a generic framework has been widely implemented to construct numerous building blocks used in the mission. Among others, the stabilization of the vehicle in front of its working environment (e.g. a pipe line) has been experimented. The implementation of a vision-based pipe following also based on this sensor-based control approach is described in section 4.4.
Dynamic stabilization
Complete Rov modeling includes dynamic and hydrodynamic considerations, and points out both the nonlinearities in the model description and the di erent coupling existing on some vehicle states. The set of equations of motion resulting from the modeling phase consists of six nonlinear and coupled di erential equations. The exact knowledge of the model cannot be gained, because several parameters, especially the hydrodynamic parameters, can just be poorly estimated. A dynamic simulator based on the vehicle model is used for that study. As an example, the Vortex vehicle ( gure 7a.) parameters have been introduced in a simulation that allows to approximate relatively well the behaviour of the real vehicle. As the vehicle is submitted to di erent kinds of external (underwater current, tether...) and internal (model uncertainties) disturbances not modeled, robust control techniques 23] are chosen to overcome these problems. A speci c nonlinear Pid controller has been studied in this way. An adaptive control distribution process has been developed and proposed Addressing robustness appears to be the common worry to tackle for both control and sensing processes. This is even more sensitive for complex tasks operating under real disturbances.
Although, robustness has been tested and enforced in the Union context with optimal operational conditions (limited or known perturbations), further propositions remain to be investigated in order to improve the proposed solutions for real conditions.
Operation with free oating vehicle and/or manipulator
Precise trajectory following and dynamic stabilization of vehicles with no manipulator can be considered as solved when only small disturbances are encountered. Mounting a manipulator on the free oating base ( gure 7b.) introduces new internal perturbations due to the coupling phenomena. The next step is then to overcome this typical problem in an e cient way while performing operational tasks.
Hybrid position force control of manipulator
Two hybrid position/force control algorithms have been developed separately. The rst is a multivariable self-tuning adaptive control algorithm, while the second one is a robust control algorithm. In the rst case, unknown and changing process dynamics are identi ed on-line while the manipulator is moving, in order to improve its performance. This algorithm was successfully implemented in simulation on the two link model of a Slingsby Ta9 manipulator (Figure 7c. ). The complete model for this manipulator was also developed within this subtask. The implementation of this control algorithm showed that it possesses good tuning properties and improved control performance compared to a xed gain Pid hybrid position/force control, which was implemented on both the model and real hardware. The robust control algorithm is based on a modi ed variable structure control with a virtual environment, which regards the ill-modeled dynamics as disturbances to be rejected 25]. A direct comparison of the two proposed schemes was made in simulation, using the model of the Slingsby Ta9 hydraulic manipulator 10]. These comparisons looked at the performance of the controller over a wide variety of operating conditions, known to degrade the performance of the standard xed gain controller. Both controllers performed well over a wide range of conditions; the Vsc-Hf performing better at di erent positions in the workspace, while the adaptive controller copes with changes in sti ness better.
Modeling and Control of vehicle/manipulator system
For operational purpose, cooperation of vehicle with manipulators is required and is an emerging research topic. The robust control schemes previously studied for the Rov alone, are now evaluated on the new coupled system. Station-keeping tasks with high stability characteristics during the manipulations tasks (possibly with contact on the environment) are studied. The above described Vsc-Hf controller of the manipulator alone is tested in simulation when arm joint torque disturbances are introduced. They simulate the residual motions of the vehicle under station-keeping control. In the nominal task, the manipulator (a 6 Dof Puma 560) follows a straight line while exerting a contact force normal to a planar surface. Using a multi-body system approach a dynamic model of the coupled system is developed. This model takes into account the most important hydrodynamic e ects present in an underwater environment, including added mass and drag. The model is implemented in a C++ based simulation program which allows the forward dynamics simulation of a vehicle-manipulator system. As far as the controller design is concerned, two di erent control modes are considered: position control for the whole system and trajectory control for the manipulator with position control for the free-oating platform. For position control of the whole system both local Pid controllers and a linear regulator are used. With both methods position control for the coupled system are achieved. For the trajectory control task a nonlinear decentralized controller is used for the platform and the manipulator. This controller achieves a good tracking performance for the desired joint trajectories of the manipulator joints. However, the controller performs not very well on stabilizing the base. This result proposes that the best control performance might be achieved with two separate controllers, especially designed for the base and the manipulator. Within the simulation program the controllers are implemented in a control system which enables switching between di erent control modes and di erent controllers and which also includes path planning. 
Motion planning for coupled manipulator/vehicle
Finding a collision-free path for a robot from an initial con guration to a goal con guration is essential in the development of an autonomous robot. Various methods for dealing with the basic nd-path problem and its extensions, such as Vgraph, Voronoi diagram, exact cell decomposition, approximate cell decomposition, and potential eld approaches have been developed. In Union, a novel approach to robot path planing, using a nonlinear programming approach is being investigated. The central idea is to represent the free space of the robot workspace as inequality constraints of a nonlinear programming problem using the con guration variables. The goal con guration is designed as the unique global minimum point of the objective function. The initial con guration is treated as the start point for the nonlinear search. Then, the numerical algorithm developed for solving the nonlinear programming problem is applied to solve the robot motion planning problem. Every immediate point generated using the nonlinear optimization search method guarantees that it is in the free space and therefore is collision free. The mathematical foundations for the Constructive Solid Geometry (Csg), the Boolean operations and the approximation techniques which are used to represent the free space of the robot workspace as a set of inequalities is being developed. Thus far, simulation results have shown its e ectiveness, e ciency and the great potential as an onlinear motion planner. These techniques will be experimentally tested on the Vortex Rov and Pa10 arm. Figure 9a&b shows the torques applied on the Vortex's actuators during the task.
Programming tools
At this step of the description, a set of building blocks that mix sensing and control aspects, are now available. In order to program a subsea intervention task for free oating vehicle (unclamped) under disturbances mixing autonomous and teleoperated phases, it is necessary to specify and develop a prototype of control architecture. All building blocks can be integrated using a well-de ned formalism and can e ciently be arranged to reach the goal of the mission. Also, a dedicated human-machine interface must be provided for supervision and control purposes.
Control architecture: Robot-Tasks, Robot-Procedures and Mission Programming Language
In order to manage the complexity of the building blocks integration for a given mission, we propose a three-level architecture. The lowest level (functional level) takes care mainly of the dynamics of the controlled physical systems, the intermediate level (control level) handles its reactive aspects while the highest level (planning level) makes decision. In the Union context, only the issues of the functional and control levels are investigated. Two entities 16] are de ned to capture their speci cities:
the
] this behaviour is de ned for the management of events such as preconditions, postconditions or typed exceptions that may occur during the execution of the control law. The Robot-Task's reactive external view is directly handled by Robot-Procedures and the mission programming language. Thanks to the Robot-Procedure 16] formalism, actions of increasing complexity are programmed at the control level. It is the basic entity handled through the Mission Programming Language. Here reactivity is predominant and is also formally handled within the context of reactive systems theory. Robot-Procedures correspond to the entities handled at the planning level.
Because we adopt at this level the end-user's point of view, who reasons in terms of actions to be launched, stopped, switched 33], through various types of operators, we e ectively provide him with a well de ned high-level speci cation formalism. The whole speci cation and validation process can be performed thanks to a programming environment 15]. Its characteristics are:
a set of operators which express sequence, parallelism, conditions, iterations, rendezvous and various levels of preemption 11].
The semantics of the Robot-Procedure formalism is de ned statically. The operational semantics is de ned by a translation into a target language such as the Esterel synchronous language according to the Robot-Procedures and the Robot-Tasks structures. Thus, we directly bene t from the semantics of the underlying language that is in the case of Esterel expressed in terms of automata. The complete analysis of the whole systeme can be performed at each level of the mission decomposition (RobotTask,Robot-Procedure). It requires to make both logical and temporal quantitative analysis of the speci cation 13, 16 ]. An automatic and/or interactif veri cation process can be envisioned. Two main categories of Robot-Procedures properties are identi ed: the rst ones are related to critical operating issues such as safety and liveness properties; the second ones are operational properties related to the completion of the desired objective such as the coherency of the speci cation with the requirements of the application. In addition, veri cation methods are used to create adequate abstract views to help the user during the speci cation phase.
To keep this environment up to date with the evolution of the requirements, it is prototyped using the Centaur interactive environment 6]. Brie y speaking, using a collection of grammar rules, a syntax tree is generated by parsing the Robot-Procedure speci cation. Then, information linked to the handled Robot-Tasks are merged and modify this tree, from which nally the desired Esterel code is generated.
RR n 0123456789 Figure 10 : The Mission script and its control environment
Man Machine Interface
For supervision and control purposes, human-machine interfaces are developed in Union.
They include the presentation of three-dimensional information displayed to the operator and an ergonomic visualization of the main parameters that de ne the working conditions. Also, information related to task speci cation and mission programming are delivered. The structure of the interface is designed to assure the maximum compatibility and exibility with di erent systems while ensuring e ciency. For a given mission, the structure uses an intermediate database that links each speci c controller with the user. Each system controller writes the data related to the mission execution, asynchronously and reads also asynchronously the data corresponding to the commands or parameters necessary to program and execute the mission. The physical link between the console table, the systems controllers and the Data Base consists of an ethernet network. This link enables the use of data transmission public networks and consequently allows the user to be physically far from the immersion location.
Mission validation
Given the developed building blocks, and the proposed programming environment for their formal integration, we are now able to program the following realistic mission carried out with Vortex in a test tank 12, 28] . This mission scenario (depicted in Figure 10 ) involves tasks in a structured environment that require the integration of aspects of teleoperation together with full autonomous control within the same framework.
Search and Navigate to Worksite: {Depth&Heading, GotoPoint, GotoWall, FollowWall}. Once the desired depth, orientation and point location are reached, the search phase can start. This phase ends when the work site is found, that is to say when an observation function (detection of the presence of a target (mock-up of the worksite) within the visual scope of the Vortex) triggers the target signals. Dynamic Stabilization on the worksite with sensors: in this experimental example, the stabilization is performed thanks to {VisualServoing} Operation with free oating and/or manipulation tasks: This phase is two fold. First, mission programming issues for autonomous vehicles with a gateway to teleoperation for online intervention are illustrated experimentally. Secondly, manipulation tasks are carried out in simulation as described later. Return Home:{Homing, Surface} This last step drives the robot home.
The whole set of actions, implemented within the Vortex controller 24], is performed under supervision of the user who can interrupt the mission causing the vehicle to start a {Homing, Surface} procedure. During the execution of the mission, the presence of an obstacle will cause the vehicle to {StationKeep} until the obstacle is removed from its nominal path. Then, the vehicle proceeds and continues the mission. More drastic exceptions (such as alarms for water leakage) can occur at any time during the mission execution and cause the vehicle to shutdown (Figure 10 ).
In order to complete the demonstration of the Operation phase of the mission scenario, a simulation is performed using the model of the Vortex Rov testbed tted with a Pa10 7 d.o.f. arm. The goal is to inspect a pipe with the arm tip while the vehicle is stabilized using sensor-based control 28]. The DoInspection procedure combines a Robot-Procedure to control the arm and a second one to stabilize the vehicle. The arm can be driven through three di erent control laws i.e. trajectory tracking in joint space, trajectory tracking in operational space and teleoperated mode. These mode are switched according to prede ned exception handlers and operator's calls. The vehicle stabilization can be achieved using visual servoing facing the pipe or using acoustic-based control with respect to the pool's corner. This is a way to achieve a given goal, i.e. stabilizing the vehicle, using di erent actions on a context dependent criterion. The arm and vehicle Robot-Procedures must be synchronized to achieve the inspection task. As the video is sampled at a higher rate than the acoustic sounders, it is expected that visual servoing is more robust with respect to inertial perturbations coming from the arm motions than acoustic servoing. Thus, arm motions are only authorized during visual servoing stabilization. However, the video signal to be tracked can be lost in case of fast motion or degraded visibility. In that case, the arm motion must be frozen while the vehicle control is switched to acoustic control up to visual servoing recovery. As all the logical behaviors of Robot-Procedures and Robot-Tasks are encoded using the Esterel 7] synchronous language, the associated Mauto 13] tool for formal verication of automata is used to check properties of these behaviors. For example gure 11a shows an abstract view of the inspection task at a Robot-Task level, where we only see the logical interaction between the arm and vehicle control procedures. Other abstract views of the Vortex control Robot-Procedure can be explored to demonstrate that there is no con ict between successive control laws and that the switching lies in a single logical instant thus ensuring a fast switch minimizing the loss of control delay. OC1  OC1  OC1  OC1 OC1 OC1 OC1 OC1 OC1 OC1 OC1 OC1  OC1  OC1  OC1 OC1   OC2  OC2  OC2  OC2  OC2 OC2 OC2 OC2 OC2 OC2 OC2 OC2 OC2  OC2  OC2  OC2 OC2   OC0  OC0  OC0  OC0  OC0 OC0 OC0 OC0 OC0 OC0 OC0 OC0 OC0  OC0  OC0  OC0 OC0  OC3  OC3  OC3  OC3  OC3 OC3 OC3 OC3 OC3 OC3 OC3 OC3 OC3  OC3  OC3  OC3 OC3  OC5  OC5  OC5  OC5  OC5 OC5 OC5 OC5 OC5 OC5 OC5 OC5 OC5  OC5  OC5  OC5 OC5   OC4  OC4  OC4  OC4  OC4 OC4 OC4 OC4 OC4 OC4 OC4 OC4 OC4  OC4  OC4  OC4 OC4   OC7  OC7  OC7  OC7  OC7 OC7 OC7 OC7 OC7 OC7 OC7 OC7 OC7  OC7  OC7  OC7 Complementary quantitative information can be given by realistic simulations using Simparc 4] as shown gure 11b, where we can see the motions of the vehicle and of the arm during a loss and recovery of video signal exception handling. For example we can check that the arm is moving only when the vehicle is stabilized and centered in front of the pipe using visual servoing according to the procedure speci cation.
Summary and Future Trends
Solid solutions to the design of coordinated control sensing strategies for combined underwater manipulator and vehicles systems were proposed in the context of the Union Esprit Basic Research Action. This has progressively lead to design a set of building blocks that mix both aspects and could be integrated using a well-de ned formalism in a prototype of control architecture. This building blocks represent the main entities at the basis of subsea intervention task. The choice of the o -shore Inspection, Maintenance and Repair task clearly sets the main di culties arising when coordinating vehicle/manipulator(s) and heterogeneous sensors. During our investigations in Union, new research issues were identi ed for further developments (multi arms/vehicles collaboration, zero velocity estimation...). Furthermore experiments, although not forecast, were carried out in test tanks to validate some of the developments. It remains to consolidate by experiments in real conditions the main contributions of this basic research action.
