Optimization under uncertainty requires proper handling of those input parameters that contain scatter. Scatter in input parameters propagates through the process and causes scatter in the output. Stochastic methods (e.g. Monte Carlo) are very popular for assessing uncertainty propagation using black-box function metamodels. However, they are expensive. Therefore, in this article a direct method of calculating uncertainty propagation has been employed based on the analytical integration of a metamodel of a process. Analytical handling of noise variables not only improves the accuracy of the results but also provides the gradients of the output with respect to input variables. This is advantageous in the case of gradientbased optimization. Additionally, it is shown that the analytical approach can be applied during sequential improvement of the metamodel to obtain a more accurate representative model of the black-box function and to enhance the search for the robust optimum.
Introduction
Optimizing a process using computer simulations requires many evaluations of the model. Those models are generally black-box functions that evaluate the output based on the input parameters. For a computationally expensive model, a metamodel can replace the black-box function to enhance the optimization procedure, since function evaluation on a metamodel is much faster than on the model itself (Koziel, Ciaurri, and Leifsson 2011; Dellino, Kleijnen, and Meloni 2015) . A metamodel-based approach is used not only in deterministic optimization but also in optimization under uncertain input parameters (Zhuang, Pan, and Du 2015) .
Uncontrollable or difficult-to-control input parameters are a challenge in engineering design and manufacturing. The parameters that can be adjusted to get an optimum output are called design variables. The parameters that are mainly out of control or are difficult to control are called noise variables. Noise variables require thoughtful handling. The main concern is how these affect the response of the process. This problem is very common in various fields of study, including-but not limited to-engineering, physics, biology and economics. For instance, uncertainty analysis has been performed in large-scale energy/economic policy models (Kann and Weyant 2000) , zerodefect manufacturing (Myklebust 2013) , maintenance modelling (Gao and Zhang 2008) , the study of groundwater flow (Dettinger and Wilson 1981) , engineering design (Kang, Lee, and Lee 2012) , weather forecasting (Palmer 2000) and health related issues (Barchiesi, Kessentini, and Grosges 2011) . For this purpose, several uncertainty analysis methods have been developed over the past decades. Monte Carlo (MC) and its variations, perturbation methods (Taylor-series expansion), Gaussian Quadrature (GQ), polynomial chaos and stochastic collocation have been widely used (Lee and Chen 2009 ). The dimensionality of the problem (Fuchs and Neumaier 2008) and the fidelity of the model (Ng and Willcox 2014) determine the efficiency of these methods.
The goal of robust optimization is to find a design point at which the output is least sensitive to the variation of input noise variables. A typical metamodel-based robust optimization approach, shown in Figure 1 , consists of several steps. First, a design of experiments (DOE) is generated (step 1) and the responses of the black-box function are evaluated for the discrete DOE points (step 2). Then a metamodel, which is the mathematical fit of the black-box function, is constructed (Step 3). Considering the uncertainty of noise variables, the characteristics of the response uncertainty is then evaluated (step 4). Then, using a given criterion, the objective function value which should be minimized is calculated and a robust optimum is obtained. The objective function is generally selected as f (x) =f (μ(x), σ (x)) in which μ(x) is the mean of the response and σ (x) is the standard deviation of the response (step 5). The robust optimum is evaluated on a metamodel of the process. As the metamodel is an approximate representation of the process, reliance on a metamodel might lead to loss of accuracy in the evaluation of the robust optimum. To reduce the prediction error, sequential improvement of the metamodel can be applied (Wiebenga, van den Boogaard, and Klaseboer 2012) . For this purpose new points are added to the initial DOE to get an improved metamodel of the process. Improving the metamodel helps to get a more accurate robust optimum of the underlying process. A new infill point is selected in combined design and noise parameter space (step 6) and the blackbox output is evaluated at that point (step 7). Then an updated metamodel is fitted to evaluate the objective function value (step 8). One might continue this improvement until a satisfactory level of accuracy is obtained by sequentially adding more infill points.
In recent years, metamodel-based robust optimization has been implemented in a variety of fields to optimize the processes in the presence of unavoidable noise parameters. Sun et al. (2014) applied it to improve the crashworthiness and robustness of a foam-filled thin-walled structure. In that work, the initial DOE comprised 32 sample points generated using the Latin hyper-cube sampling (LHS) approach and 12 sampling points were added by a sequential sampling strategy in a two-dimensional parameter space. They showed the influence of improvement steps on the accuracy of the metamodel and predicted the robust optimum. Choi et al. (2018) implemented a robust optimization method for designing a tandem grating solar absorber. A Kriging method was used to build a metamodel in a five-dimensional input space and uncertainty propagation was evaluated using a genetic algorithm method. It was shown that at the robust optimum design a solar absorptance of greater than 0.92 was achieved with a probability of 90%. That was a significant improvement compared to the reference design in a previous work in which only 22% of samples could satisfy the same condition. The capability of metamodel-based robust optimization to solve an industrial V-bending process was investigated by Wiebenga, van den Boogaard, and Klaseboer (2012) . Various initial DOEs were generated using LHS on a six-dimensional design-noise variable space. A Kriging metamodel was used and uncertainty propagation was evaluated using an MC method. They validated the obtained robust optimum through a metamodel using a large reference data set, constructed by performing 6000 FE simulations.
For each robust optimization step shown in Figure 1 , various methods exist and a variety of choices can be combined during the whole procedure (Huang et al. 2006; Marzat, Walter, and PietLahanier 2013; Kitayama and Yamazaki 2014; ur Rehman, Langelaar, and van Keulen 2014) . For instance, several methods exist for making an initial DOE such as factorial design, central composite, space filling, and LHS (Cavazzuti 2013) . To evaluate noise propagation through a metamodel, various techniques such as Bayesian statistical modeling, the method of moments, MC, analytical integration, and Taylor series approximation can be used (Heijungs and Lenzen 2014; Leil 2014) . The computational effort during metamodel-based robust optimization directly depends on the methods used in each step. There are some steps, e.g. the calculation of uncertainty propagation and objective function uncertainty, that occur more frequently than the other steps. The current methods dealing with those steps are not efficient enough.
In this article, an efficient method for the calculation of uncertainty propagation during the search for a robust optimum is presented. This method assesses uncertainty propagation through the analytical integration of the multiplication of metamodel and input noise probability distribution. Moreover, it can evaluate the uncertainty of the objective function value and the derivatives of output with respect to each input variable. This approach is compared with an MC method in terms of efficiency and accuracy. This article is structured as follows: in Section 2, a general approach is presented for calculating uncertainty propagation analytically. In Section 2.4, the parameters for Kriging and radial basis function (RBF) metamodels are derived. Two examples are addressed in Section 3: a Branin function having one design and one noise parameter, and a basketball free throw in windy weather conditions having three design and two noise variables.
Analytical approach for evaluating output uncertainty in robust optimization

Uncertainty propagation
Assume a process that has M inputs and one output. The vector of input variables is considered as X ∈ R M , which includes design parameters, x ∈ R m , and noise parameters, z ∈ R n . Assume that the response of the process, r, is defined as r = r(X) = r(x, z) using a metamodel. The mean and variance of the response are expressed by
In this equation, p(z) is the probability distribution function of the noise parameters. It is assumed that the noise variables are statistically independent. If the noise variables are not statistically independent, this method is still applicable using principal component analysis (PCA) of the input noise. A PCA step should be performed before robust optimization to transform a set of correlated parameters into a set of linearly uncorrelated parameters. More details about employing PCA in robust optimization to decouple the input noise parameters can be found in Wiebenga et al. (2014) .
It has been shown that if r(X) can be expressed as a sum of tensor-product basis functions the results of univariate integrals can be combined to evaluate multivariate integrals (Chen, Jin, and Sudjianto 2005) . Multivariate tensor-product basis functions, B i (X), can be written as a product of M univariate basis functions, b i (X):
where b iP (X P ) is a univariate basis function. If a response function r(X) can be defined using linear expansion of these multivariate basis functions, it can also be re-written in terms of univariate basis functions as follows:
In this equation, N is the number of multivariate basis functions that are used to describe r(X). Most of the metamodels commonly used, e.g. polynomial regression, Kriging and Gaussian RBFs, can be expressed using tensor-product basis functions. By substituting Equation (4) into (1), the mean and standard deviation are obtained through
where C1 depends on the choice of metamodel and probability distribution:
The details of derivations can be found in Appendix 1. Similarly, by inserting Equations (4) and (5) into Equation (2) the standard deviation is calculated using:
where C2 depends on the choice of metamodel and probability distribution:
Once these coefficients are known for the combination of metamodel and probability distribution, the mean and standard deviation of the output can be evaluated at each design point. As shown above, C1 and C2 are written in a general form and one needs to choose a metamodel and use proper basis functions, b iP (X P ), for that metamodel. In addition, the input probability distribution p(z) must be specified. C1 and C2 for Kriging metamodels and Gaussian RBFs are evaluated in Section 2.4.
Analytical gradients
In the case of gradient-based optimization, it is beneficial to provide the gradients analytically. Analytical gradients increase accuracy and computational efficiency, specifically when a large number of input parameters are present. If numerical algorithms are not provided with analytical gradients, finite difference is usually performed to calculate them. When the number of input parameters is large, finite difference is computationally expensive and less accurate than the use of analytical gradients.
Analytical gradients of the mean and standard deviation with respect to each input variable can be calculated by
where C1 and C2 are as defined in (6) and (8).
Sequential robust optimization
An optimum design found using the metamodel is not always equal to the optimum of the underlying black-box function. This occurs when the prediction behaviour of the metamodel around the predicted optimum is poor when there are no sampling points around the optimum. Therefore, it is necessary to use an update procedure to improve the metamodel and subsequently obtain an accurate robust optimum. For deterministic optimization, a method has been proposed to take into account both local and global search for new infill points based on expected improvement (Jones, Schonlau, and Welch 1998). The expected improvement is then defined by
In this equation, φ is the probability distribution of a standardized normal distribution, is the cumulative probability distribution of a standardized normal distribution and r * min is the minimum value of the response at the DOE points examined so far.r andŝ are the predicted value and uncertainty of the predicted response. A DOE of untried points is formed and the EI is evaluated at those points. The point that has the highest EI value is chosen to be added to the initial DOE and the black-box function is evaluated at that point. Then a new metamodel is fitted based on the updated DOE and responses.
Equation (11) is only useful for deterministic optimization. However, it can be altered to use in a robust optimization procedure (ur Rehman and Langelaar 2016). A new infill point (x , z ) must be selected in the combined design and noise space. The robustness measure or objective function value, f (x), replaces the function value, r(x). Moreover, to evaluate f (x) and get f * min one needs to calculate μ r (x) and σ r (x) using Equations (1) and (2). Therefore, the objective function values are not a result of evaluations of the black-box function, but a prediction using a metamodel. Thus, there is a prediction uncertainty at the current best point, which is not the case in the deterministic approach. The minimum of the objective function values obtained from the projection of the DOE points on the design variable domain is then selected as f * min that has an uncertainty ofŝ * . Suitable estimation for prediction error at any design,ŝ(x), is also required. As the uncertainty measure on the metamodel is dependent on both the design variables and noise variables, there are two main approaches to obtain the uncertainty of the objective function value,ŝ f . One method is to evaluate an integral over the noise space-evaluating the mean value of the mean square error (MSE) (Wiebenga, van den Boogaard, and Klaseboer 2012; Havinga, van den Boogaard, and Klaseboer 2017)-and the other approach is the minimax robustness criterion (Jurecka 2007; Jurecka, Ganser, and Bletzinger 2007) . In this article the first approach is used:
The influence of the uncertainty of the best point,ŝ * , is neglected and the expected improvement is evaluated using Sóbester, Leary, and Keane (2004):
More details about including the influence ofŝ * can be found elsewhere (Jurecka 2007; Jurecka, Ganser, and Bletzinger 2007) . The first term in Equation (13) is related to local search and the second term is related to global search. One can adjust the search in global and local domains by choosing a proper weight factor such that 0 < ω < 1. In this work ω = 0.5 is selected to balance between local and global search. Maximizing the expected improvement using (13) leads to the infill point in the design space, x . For that design, a point in noise space must be selected to be able to evaluate the black-box function. For this purpose, z = arg max z (ŝ 2 (x , z)p(z)) is employed to choose a point in the noise domain. The point (x , z ) is then added to the initial DOE, a new metamodel is fitted and the robust optimum is evaluated using the updated metamodel. The sequential improvement stops when the root-mean-square error (RMSE) at the robust optimum (ŝ f (x opt )) is below a specific threshold.
Analytical approach in sequential robust optimization
Sequential improvement of the metamodel during robust optimization requires prediction of the MSE estimateŝ 2 (X) =ŝ 2 (x, z). For a robust optimization problem, the uncertainty of the objective function must be provided. If the expression ofŝ 2 can be written as a linear expansion of products of univariate basis functions, the evaluation of this integral is also similar to that of (7). The expression ofŝ 2 depends on the choice of metamodel and therefore it will be discussed in the next section. Up to this section, there has been no assumption on basis functions (choice of metamodel) or probability distribution. One can employ the analytical approach as long as the initial assumptions hold and the multiplication of basis functions in the probability distribution is integrable. If an integral cannot be calculated analytically, numerical quadrature methods can be employed to evaluate the integral. In the next section, the derivations will be provided for Kriging and Gaussian RBF metamodels, combined with the normal probability distribution.
Evaluation for Kriging and RBF
Calculation of the mean, standard deviation, derivatives and the uncertainty of the objective function value requires the evaluation of C1 and C2. It should be noted that C1 and C2 are only associated with noise parameters and they depend on the choice of metamodel and input probability distribution. In this section, they are evaluated for commonly-used metamodels combined with the normal probability distribution of noise:
where μ q and σ q are the mean and standards deviation of the input noise data.
An ordinary Kriging metamodel is described by
In this equation, R contains the correlations between all DOE points. The basis functions for Kriging are
where the values for θ P are obtained from fitting the Kriging metamodel.
To find the characteristics of the output probability distribution, a normal probability distribution is assumed as input. Considering these assumptions, C1 iq and C2 ijq for the Kriging metamodel are
For universal Kriging that has a linear trend, the linear part can be evaluated separately. For more detail, the reader is referred to Appendix 2. The basis functions for RBF are
In these equations, θ P and τ i are the parameters obtained from fitting a Gaussian RBF model. The main difference between RBF and Kriging is that the weights in RBF are assigned for each basis function and variable, whereas those weights in a Kriging model are assigned to each variable. More details about fitting and RBF model can be found elsewhere (Havinga, van den Boogaard, and Klaseboer 2017) . C1 iq and C2 ijq for RBF are
The details on how to evaluate C1 iq and C2 ijq for Kriging and RBF metamodels can be found in Appendix 2. As mentioned earlier, the uncertainty measure for the objective function is another important parameter to obtain during sequential optimization. It depends on the choice of metamodel, and for the Kriging metamodel,ŝ
More details can be found in Appendix 2. In contrast to the Kriging metamodel, RBF does not provide an explicit uncertainty measure. Nevertheless, there are several methods of estimatingŝ 2 for RBF in the literature (see Sóbester, Leary, and Keane 2004; Li et al. 2010; Havinga, van den Boogaard, and Klaseboer 2017) and one common approach is to use the same form as employed for Kriging (Gibbs 1998 ).
In the next section, the analytical approach for Kriging and RBF will be implemented and the results and predictions presented. A comparison will be made between the analytical approach and MC analyses in terms of accuracy and efficiency.
Results and discussion
Case 1: The Branin function
In this section, the Branin function is used to show the relevance and advantages of using the analytical approach in metamodel-based robust optimization. The exact robust optimum of the Branin function is evaluated and is used for comparison purposes. Branin function has two variables. It is assumed that one variable is the design parameter and the other is the noise variable:
where −5 ≤ x ≤ 10 and the noise variable, z, follows a normal distribution described by a given mean and standard deviation, N (7.5, 2.5). The function to be minimized is chosen to be f (x) = μ r (x) + 3σ r (x). The LHS method combined with full factorial design (FFD) is used to generate 14 DOE points. This is done by generating 10,000 various DOE sets using LHS, merging each one with FFD, and evaluating the minimum distance between all DOE points in each set. Among these 10,000 DOE sets, the one that has the biggest minimum distance is selected as the final DOE. Branin function values are evaluated at those points. Both Kriging and Gaussian RBF are used to fit the metamodel. For uncertainty propagation, both MC and analytical methods are employed. It must be noted that Equation (23) is used to find the reference robust optimum. This reference value is used to compare the accuracy of robust optima obtained using MC and the analytical method on metamodels of the Branin function, while in practice the underlying mathematical description of the response might be unknown (Black-box function evaluation). The Branin function and its representative metamodels are illustrated in Figure 2 . The sequential quadratic programming (SQP) method is used to find the robust optimum (Cheng and Li 2015) .
To minimize the objective function, the algorithm must be supplied with μ r (x) and σ r (x). Figure 3 shows the obtained values for μ r (x) and σ r (x) using the MC method and the analytical approach. Owing to the randomness of MC sampling, runs using various MC samples using the same metamodel lead to different results. Small MC sampling leads to large deviations in the prediction. It has been suggested that the number of samples for crude MC analysis should be between 100 and 1000 for each dimension (Kleijnen 2007; Bucher 2009 ). This range balances accuracy versus computational effort. Therefore, in this article these sample sizes are used. Even though increasing the sample size in the noise domain reduces the deviations, they never vanish. In contrast, the consistency of the analytical approach is a big advantage in comparison with stochastic methods such as MC. Additionally, a bigger sample size in the noise domain greatly increases the computational cost. The ratio of calculation time between analytical and MC methods to obtain various output distribution characteristics is shown in Figure 4 . Although the computational effort is comparable for small MC samples, increased computational time specifically in high-dimensional problems is inevitable when using a larger MC sample size.
Most nonlinear optimization algorithms require derivatives. Providing analytical gradients in the case of gradient-based optimization has significant influence on accuracy and computational efficiency. Approximation methods such as finite difference are widely used to obtain those gradients. However, providing analytical gradients improves the computational efficiency by diminishing unnecessary function evaluations that are required to obtain gradients numerically (Nocedal and Wright 1999) . Using the analytical method, second order derivatives (Hessians) of a function can be obtained by using a similar approach if required. Figure 5 shows a comparison between gradients obtained using finite difference/MC and the analytical approach. As shown here, an accurate and stable gradient is calculated with minimal computational effort. Figure 6 shows the analytical mean, standard deviation, gradient of the mean, and gradient of the standard deviation predicted for RBF. For comparison purposes, MC predictions are also illustrated. It is apparent that the predictions of RBF are different from those of Kriging even though both Kriging and RBF metamodels represent the same function. However, they are essentially different owing to dissimilar parametrizations during the fitting as mentioned in Section 2.4. The predicted trends in the design space for the mean, standard deviation, gradient of the mean and gradient of the standard deviation look similar, but there are basic differences originating from the fitting of the parameters. These differences influence the evaluation of the robust optimum. Figure 7 shows the prediction of the uncertainty of the objective function,ŝ(x), using the Kriging model. This figure shows that MC prediction ofŝ(x) mostly underpredictsŝ(x) values compared to the analytical approach. An improved prediction ofŝ(x) is very important as this value is calculated during each step of the sequential improvement to maximize expected improvement. A better prediction of expected improvement increases the efficiency of the metamodel update by selecting a proper infill point.
Sequential improvement using the criterion of Equation (13) tends to add points that are close to each other. This happens when the sequential improvement is repeated several times and the algorithm finds a candidate optimum. Therefore, besides the initial DOE, there is a cloud of points near to the candidate optimum. In this way, the correlation matrix becomes nearly singular and there are methods to deal with that (Jones, Schonlau, and Welch 1998) . A method to avoid sampling nearby points is to use a criterion for global optimization such that it samples on sparsely-sampled regions (Sasena, Papalambros, and Goovaerts 2002) . Another approach is to adjust the weight factor in the expected improvement criterion in Equation (13) to balance the sampling in a local or global trend (Sóbester, Leary, and Keane 2004) .
Using RBF can avoid the above-mentioned problem by assigning each basis function with its own shape parameter, τ , in (19). This parameter can be chosen to be correlated with the scaled distance to the nearest neighbour and so avoid a badly-conditioned correlation matrix (Havinga, van den Boogaard, and Klaseboer 2017). Nevertheless, RBF does not include explicit uncertainty measure as Kriging does. Therefore, in this work sequential optimization is only used with the Kriging metamodel.
As the main goal of optimization is to minimize the objective function value, Table 1 shows the objective function values obtained from various approaches. The reference optimum from analytical assessment of the Branin function is at x = −1.12, which has an objective function value of f = 47.97. Each MC run using the same metamodel leads to a different robust optimum value and location.
The difference between the reference robust optimum and predicted optimum location and value might decrease if the metamodel is updated properly. Sequential improvement of the metamodel is necessary to obtain a more accurate prediction of the process response specifically around the optimum and consequently to obtain a more accurate robust optimum. Figure 8 shows the improvement of the prediction of the optimum design and objective function values by increasing the number of sequential improvement steps. Each marker shows the optimum design and objective function value after a sequential optimization step. To follow the sequence of improvement, the small markers indicate the beginning of the sequential improvement process, and as the sequential improvement progresses they become larger in size. An improvement in prediction is not always expected, owing to uncertainties (Jurecka 2007) . The star mark shown in Figure 8 is the reference optimum. The MC method using 100 samples has quite big deviations in the prediction of both optimum design and objective function values even after sequential improvement. The prediction error decreases by increasing the MC samples to 1000. It is interesting to see that at some point the predicted optimum arrives in the vicinity of the reference optimum. However, by continuing the sequential improvement, the predicted optimum moves away from the reference optimum and converges to a more distant design point. The capability of the analytical approach in predicting the robust optimum is apparent from this figure. Even though the algorithm detects distant designs as candidate optima, e.g. x = −1.24 and x = −1.05, the next try makes sure that those are not the optimum and the algorithm converges towards the reference robust optimum. In addition to that, fewer steps are required to find the robust optimum compared to the MC method. As the predictions of the mean, standard deviation andŝ are more accurate than those found using the MC method, the search for the robust optimum using the analytical method is more efficient. The error in the prediction of the optimum design and objective function values after sequential improvement is shown in Table 2 . A bigger MC sample does not always guarantee a better prediction of the optimum design and objective function values. This is due to the fact that the results of MC are sample dependent. Even for the same sample size, there is the possibility of deviations. However, the spread decreases as the MC sample becomes bigger.
Case 2: A basketball free throw in windy weather conditions
In this section, the proposed approach is used to find an optimized setting for a basketball free throw in windy weather conditions. Figure 9 shows the projectile motion of a basketball in the x-z-plane. The design parameters for this problem are initial velocity, V 0 , throw angle in the x-z-plane, θ xz , and throw angle in the x-y-plane, θ xy . A side wind is considered as noise during the projectile motion of the basketball. Assuming that the side wind is blowing in the +y-direction, a negative throw angle θ xy is required to compensate for the effects of wind. Wind magnitude, V w , and the angle of wind in the x-y-plane, γ w , are considered as noise variables. The ranges of these parameters are mentioned in Tables 3 and 4. A simulation of this problem gives the final coordinates of the centre of the ball in the x-y-plane at the height of the hoop (x f , y f ; z = 3.05) as well as the angle of approach towards the hoop, β xy . As Figure 9 . Projectile motion of a basketball in the x-z-plane. 
shown in Figure 10 , the angle of approach towards the hoop is an important parameter that determines the success of the throw (Brancazio 1981) . A higher throw results in a higher angle of approach and therefore a wider range of success. On the other hand, a higher throw increases the effect of the wind and therefore results in more scatter of the final coordinates. It is expected that a strategy can be found that maximizes the number of successful throws.
The simulation results are combined in one output parameter, p, that measures the success of the throw: where
In these equations, d x and d y determine the range of successful approaches to the hoop and they depend on the angle of approach towards the hoop as shown in Figure 10 (Brancazio 1981) . The lower the value of p, the more successful the throw. The goal is to obtain a setting of design parameters in which p has a minimum value and variation in the windy situation to guarantee the highest rate of success. Therefore,
is used as the objective function during robust optimization. A total of 132 DOE points in the five-dimensional design-noise space is generated based on combined LHS and FFD. The Kriging model is used to build the metamodel and sequential improvement is employed to improve the search for the robust optimum. Table 5 shows the throw setting in windy weather conditions that has the least sensitivity to wind. As discussed in the previous section, MC results fluctuate around the results obtained by the exact analytical method. To investigate the accuracy of the optimum, simulations are done for both MC and the analytical approach in the predicted robust optimum setting. The final coordinates are plotted in Figure 11 . This figure shows the top view of the basket and the dotted ellipse represents d x and d y , which determine the range of successful throws. Inspecting the results obtained by three MC samples of size 100 does not show a reliable prediction in most cases. When the MC sample size increases to 1000, the robust optimum predicted is slightly improved but at the expense of extra computational effort. Simulation of multiple basketball throws in the robust optimum setting found by the analytical approach indicates the consistency and success of this method in high-dimensional problems. Additionally, the computational effort to find the robust optimum is much less compared to MC. Using these examples, it is shown that the analytical approach for uncertainty evaluation can be used during robust optimization of a black-box function. Although some methods have been proposed recently to enhance MC predictability and accuracy (Rajabi, Ataie-Ashtiani, and Janssen 2015) , the analytical approach has significant advantages for use in the robust optimization procedure.
Conclusions
A sequentially-improved robust optimization technique has been studied using an analytical approach for the evaluation of uncertainty propagation. Robust design in the presence of uncertainties was obtained for Kriging and RBF metamodels, and the results compared with Monte Carlo methods in terms of accuracy and efficiency.
It has been shown that analytical evaluation used in robust optimization is capable of predicting uncertainty propagation more accurately and consistently with minimal computational effort. In addition, analytical evaluation provides the analytical gradients (and analytical Hessians if required), which is a big advantage during gradient-based optimization. Moreover, sequential improvement employing the analytical approach for Kriging metamodels improves prediction of the robust optimum and requires fewer improvement steps.
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Appendices Appendix 1. General approach for propagation of mean and variance
Derivation of mean propagation from (5):
Derivation of variance propagation from (7):
Appendix 2. Derivations of C1 and C2 for Kriging and RBF
For an ordinary Kriging metamodel,
which is in the form of Equation (4), considering univariate basis functions as
Assuming that the noise input is normally distributed, as stated in Equation (14), C1 iq is calculated as follows:
Similarly for C2 ijq : In the case of Kriging with a polynomial trend, one can separate the integral of Equations (1) and (2) to two parts. One for a general polynomial trend model and the other one for weighted sum of residual random function. For example, for universal Kriging with a linear trend,
This can be directly substituted in Equations (1) and (2). Univariate basis functions for linear trend, a iP (X P ), are defined as follows:
and design and noise parameters can be separated for the linear part:
By replacing these basis functions and normal distribution in Equation (6):
Similarly for standard deviation: 
This means that the linear expressions μ r,linear and σ 2 r,linear are added to the original expression given by (5) and (7). For Gaussian RBFs, the same approach can be used:
The following basis functions are selected for RBFs:
The derivations of the coefficients C1 iq and C2 ijq are very similar to Kriging. The difference is that the fitting coefficients in RBF are assigned to each basis function and variables instead of being assigned to each variable only. Therefore 
