Abstract-As a complement to cloud computing, fog computing can offer many benefits in terms of avoiding the long wide-area network (WAN) propagation delay and relieving the network bandwidth burden by providing local services to nearby end users, resulting in a reduced revenue loss associated with the WAN propagation delay and network bandwidth cost for a cloud provider. However, serving the requests of end-users would lead to additional energy costs for fog devices, thus the could provider must compensate fog devices for their losses. In this paper, we investigate the problem of minimizing the total cost of a cloud provider without sacrificing the interests of fog devices. To be specific, we first formulate a total cost minimization problem for the cloud provider, where the cost consists of four parts, namely the energy cost of data centers, network bandwidth cost, revenue loss associated with WAN propagation delay, and the economic compensation paid to fog devices. Note that the formulated problem is a large-scale mixed integer linear programming, which is in general NP-hard. To solve the problem efficiently, a distributed heuristic algorithm is designed based on Proximal Jacobian Alternating Direction Method of Multipliers (ADMM), which determines the number of active fog devices, workload allocation, and the number of active servers in each cloud data center. Extensive simulation results show the effectiveness of the designed heuristic algorithm.
I. INTRODUCTION
Cloud computing is envisioned as an effective means of providing worldwide consumers with on-demand computing resources (e.g., networks, servers, storage, applications, and services) in a convenient way. Due to the advantages of high resource utilization, strong computing ability, high reliability, and rapid elasticity of cloud computing, many Internet workloads are processed in cloud data centers. According to a report in Cisco Global Cloud Index (2015-2020), 92 percent of all data center workloads are expected to be processed in cloud data centers by 2020 [1] . However, with the development of various applications and services (e.g., IoT (Internet of Things) applications), a tidal wave of data would be produced. When moving such huge-volume data to the cloud, it would lead to network bandwidth burden, unbearable wide-area network L. Yu (WAN) propagation latency, and low-quality user experience. As a complement to cloud computing, fog computing was proposed by Cisco in 2012 [2] , which intends to process partial workloads locally on fog devices (e.g., routers, switches, and IP video cameras) without transmitting them to the remote cloud data centers [3] . As a consequence, fog computing is capable of offering certain advantages, in terms of supporting some applications with stringent latency requirements (e.g., healthcare), operating autonomously to provide uninterrupted services (e.g., data processing for oil rigs) even there is no or intermittent network connectivity to the cloud [4] , and providing location-aware applications (e.g., fog devices deployed in a shopping center could provide navigation and product information to nearby consumers).
In practice, many applications need the interplay and collaboration between fog and cloud [4] . For example, many video monitoring systems have been deployed to enhance the security level of modern cities. To provide an instant alarm, fog devices (e.g., IP video cameras) could first detect the abnormal behaviors from their monitoring video segments locally. If abnormal behaviors are detected, critical notifications would be sent to the monitoring center. In addition, if the current video segment obtained by a fog device is different from the previous ones stored at the fog device, the current video segment would be transmitted to the remote cloud for storage so that further big data analytics about the stored video segments could be conducted. Due to the huge energy consumption of cloud data centers, the corresponding electricity bill is extremely high [5] - [13] . For instance, as discussed in [14] , Google consumed 2260 GWh in 2010 and the corresponding electricity bill was larger than 135.6 million dollars considering 60 $/MWh as specified in [5] . In addition, network bandwidth cost is also a significant component of the expense of a cloud [6] . Therefore, it is very important to manage the cost of a fogcloud computing system efficiently.
There has been few work on the performance/cost/energy management of a fog-cloud computing system. In [3] , Deng et al. investigated the tradeoff between power consumption and delay in the fog-cloud computing system. In [15] , Jalali et al. studied the energy consumption of nano servers in fog computing and found that fog computing could help to save energy in cloud computing when serving certain applications. In [16] , Do et al. considered a social welfare (i.e., utility minus carbon emission cost) maximization problem for video streaming service in fog computing. However, aforementioned research efforts neglect the fact that fog devices may not be owned by a cloud provider [4] . Under this situation, the cloud provider must compensate fog devices for their energy costs related to serving requests.
In this paper, we investigate the problem of minimizing the total cost of a fog-cloud computing system by optimally deciding the number of active fog devices, workload allocation, and the number of active servers in cloud data centers, where the total cost consists of four parts, i.e., the energy cost of data centers, network bandwidth cost, revenue loss associated with WAN propagation delay, and the economic compensation paid to fog devices. To achieve the above aim, we first formulate a total cost minimization problem for the cloud provider. Note that the formulated problem is a largescale mixed integer linear programming (MILP), which is in general NP-hard. To solve the problem efficiently, a distributed heuristic algorithm is designed based on Proximal Jacobian Alternating Direction Method of Multipliers (ADMM) [17] . Note that the benefits of proposed algorithm are two-fold. On one hand, it can be implemented in parallel by fog devices and data centers independently. On the other hand, it has low computational complexity since each decision could be obtained based on closed-form expressions or binary search.
The contributions of this paper could be summarized below:
• We formulate a total cost minimization problem for a fogcloud computing system with the considerations of four components, i.e., the energy cost of cloud data centers, network bandwidth cost, revenue loss associated with the WAN propagation delay, and the economic compensation paid to the fog devices.
• We propose a heuristic algorithm for the formulated problem using Proximal Jacobian ADMM, which offers scalability when the problem size becomes large. Moreover, we provide the distributed and parallel implementation of the proposed algorithm.
• We conduct extensive simulations to show the effectiveness of proposed algorithm in terms of reducing network bandwidth costs and revenue loss for the cloud provider.
The rest of this paper is organized as follows. In Section II, the system model is given and a total cost minimization problem is formulated. Section III proposes a heuristic algorithm for the problem using Proximal Jacobian ADMM and provides the distributed implementation of the proposed algorithm. Then, we conduct extensive simulations in Section IV and make conclusions in Section V.
II. MODEL AND FORMULATION
We consider a fog-cloud computing system in Fig. 1 , where N fog devices (e.g., routers, switches, IP video cameras) and K geographically distributed cloud data centers collaborate with each other to serve the J types of requests (this paper mainly focuses on delay-sensitive requests, and delay-tolerant requests are left for future work) from nearby end users. To be specific, each fog device i (1 ≤ i ≤ N ) should decide the types and the quantities of application requests to be processed. Then, the remaining requests are dispatched to the cloud data centers, which are connected to the Internet through ISP links. In the following parts, we would provide the models related to fog devices, ISP links, and cloud data centers. Then, we formulate a total cost minimization problem for the fogcloud computing system, which is solved periodically at the beginning of each time slot, e.g., every 15 minutes or 1 hour.
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A. Workload Allocation
Let λ i,j (1 ≤ j ≤ J) and α i,j denote the request rate of application j arrived at fog device i and the request rate allocated to the fog device i (both in requests/second), respectively. To ensure that application j could be finished by fog device i within the maximum tolerant delay t max j (in second), M/M/1 model is adopted as in [3] . Then, we have
where v i,j is the service rate of application j supported by fog device i (in Mbps); s j is the request size of application j (in Mb/request). Here, we implicitly assume that each fog device could deal with all types of applications. By adopting some extra symbols, the above assumption can be relaxed to the case that some types of applications could not be processed by a fog device and must be forwarded to cloud data centers. Let β i,j,k (1 ≤ k ≤ K) be the request rate of application j allocated from fog device i to data center k (in requests/second). According to the workload balance, we obtain
Let A max k be the link capacity of data center k (in Mbps). Then, we have
Let c j,k and C j,k be the number of active servers and the total number of servers for application j in data center k, respectively. To ensure that the request of application j could be finished within the maximum tolerant delay t max j , the M/M/n model as in [11] is adopted. Thus, we have 1
where µ j,k denotes the service rate of servers for application j in data center k (in requests/second).
B. Power Consumption Models Associated with Cloud Data Centers and Fog Devices
Let PUE k denote the power usage effectiveness of the data center k. In addition, denote the idle power and peak power of the servers for application j in data center k by p idle j,k and p peak j,k (both in Watts), respectively. Then, the power consumption of data center k could be estimated by [5] 
where
and q peak i are the idle power and peak power of fog device i, respectively. Then, the power consumption of the fog device i (P fog i ) could be calculated according to a linear energy consumption model as in [15] 1 ,
where v i = j v i,j ; f i is a binary variable to denote whether fog device i is activated for request processing. To be specific, f i = 0 for the case that no request processing is processed at fog device i. Otherwise, f i = 1. Therefore, the following constraints are adopted to describe the relationship between f i and j α i,j , i.e.,
where F is an arbitrarily large number. Taking (11) into consideration, (10) can be rewritten as follows,
C. Total Cost Minimization Problem
In this work, we focus on minimizing the total cost of a cloud provider in a given time slot with duration T without sacrificing the interests of fog devices, where the cost consists of four parts, i.e., the energy cost of data centers, network bandwidth cost, revenue loss associated with WAN propagation delay, and the economic compensation paid to the fog devices. Let ν k denote the electricity price associated with electric region that data center k is located. Then, the energy cost of all data centers is given by
Transmitting requests from fog devices to data centers would result in network bandwidth cost, which is an significant component of operational cost for a cloud provider [6] . Let B k be the bandwidth price of the ISP link connected to data center k (in $/Mbps). Then, the network bandwidth cost is given by [21] 
For delay-sensitive requests, latency is the most important performance metric in cloud services. A moderate increase in user-perceived latency would result in substantial revenue loss for the cloud provider [6] . Compared with the case that all incoming requests are processed at fog devices, transmitting requests from fog devices to data centers would result in the extra WAN propagation latencies. Denote the propagation latency of the requests associated with fog device i and data center k by L i,k (in ms), which could be measured through empirical approaches [21] . Then, the revenue loss due to the WAN propagation latency is obtained by [12] ,
where ω j denotes the latency conversion parameter that translates network propagation latency into revenue loss of application j (in $/ms).
Assuming that the cloud provider make compensation to fog devices for their energy costs (i.e., the larger their energy costs are, the higher the compensations they could receive) incurred in serving requests. The reason behind this assumption is that fog devices are willing to serve the requests for the cloud provider on the condition that their interests would not be damaged. We assume that the compensation paid to the fog devices is composed of two parts, i.e., the fixed compensation
T , where h i ≥ 1 is the compensation factor associated with fog device i; S i is the electricity price associated with electric region that fog device i is located;
Based on the above model, we can formulate a total cost minimization problem below,
; (18b) and (18c) are obtained by adjusting the forms of (1) and (6); the decision variables of P1 are α i,j , β i,j,k , f i and c j,k .
III. ALGORITHM DESIGN A. The Proposed Heuristic Algorithm
It can be observed that there are two kinds of integer variables f i and c j,m in P1. Thus, P1 is a mixed integer linear programming (MILP), which is generally very difficult to solve. When solving a MILP in a centralized manner, the corresponding computation time would increase dramatically if the problem size becomes large [18] . Since the number of fog devices N could be very large, we are motivated to design a scalable and distributed heuristic algorithm for P1.
Algorithm 1 : The proposed heuristic algorithm 1: Input: 11:
Solve P3 with α i,j = 0 (∀i, j); the solution 14: is (α 
17:
The key idea of the proposed heuristic algorithm could be described as follows. We first ignore the constraints and the items in the objective function associated with f i . The remaining problem P2 just contains a kind of integer variable c j,m . Then, by using the rounding technique in [20] , the remaining problem could be transformed into a large-scale linear program P3. To solve P3, a distributed algorithm could be designed based on Proximal Jacobian ADMM. Next, we will decide the number of activated fog devices based on the solution of P3. Specifically, if j α i,j ≤
2 , fog device i would not be selected as the helper of the cloud provider, i.e., f i = 0. If the set of activated fog devices N a is nonempty, we compare the objective values of P3 with α i,j = 0 (∀i / ∈ N a , j) and α i,j = 0 (∀i, j). Then, the solution corresponding to the smaller objective value would be selected as the final output of the proposed algorithm. If N a is empty, the solution of 2 Since a fog device i would be activated by the could provider on the condition that the activation cost is smaller than the benefit brought by the fog device, i.e., S i q idle i T +
)T . To satisfy the above inequality, the smaller h i requires the lower j α i,j . Therefore, a smaller threshold T H i is needed to deactivate the fog device i. Considering the fact that h max i would lead to a situation, i.g., α i,j = 0 (∀i, j), we choose
P3 with α i,j = 0 (∀i, j) is adopted as the final output of the proposed algorithm. Specific algorithm can be found in Algorithm 1.
Based on the above description, we can obtain P2 as follows,
According to [20] , (18c) could be transformed into
Taking the constraints (6) and (7) into consideration, we have i β i,j,k + e j,k ≤ µ j,k C j,k . As a result, P2 is transformed into P3 by discarding some constant items in the objective function,
where Γ = i j hiSiqiαi,j sj T vi
; the decision variables are α i,j and β i,j,k . We can first solve P3 without considering the last constraint. After obtaining the optimal β i,j,k , the number of active servers for application j in data center k could be derived based on (20d).
To solve P3, a typical way is to use dual decomposition with the consideration of the truth that the objective function is separable over decision variables. Unfortunately, the objective function in P1 is not strictly convex. Thus, dual decomposition could not applied here, for otherwise the Lagrangian is unbounded below [19] . In this paper, we intend to solve P3 based on Proximal Jacobian ADMM [17] , which could be used to generate a distributed and parallel algorithm.
When directly applying Proximal Jacobian ADMM to P3, a centralized algorithm would be incurred since there are couplings among β i,j,k . Therefore, we continue to transform P3 so that a distributed algorithm could be designed. By adopting a set of auxiliary variables β i,j,k = γ i,j,k , and β i,j,k = l i,j,k , P3 could be transformed into P4 equivalently, (2), (4), (5), (21b)
where the decision variables are α i,k , γ i,j,k , β i,j,k , and l i,j,k . Let X collects the variables α i,k , γ i,j,k , β i,j,k , and l i,j,k for all i, j, k. Denote the augmented Lagrangian of P4 by L ρ (X; φ i,j , ϕ i,j,k , χ i,j,k ), which is given in (22) , where ρ is the penalty parameter. φ i,j and ϕ i,j,k are dual variables associated with (21c)-(21e), respectively.
Following the framework of Proximal Jacobian ADMM, we design a distributed algorithm for P4 as follows, 1. Initialization: All decision variables are initialized to be zero. For each iteration w = 0, 1, 2, · · · , repeat the following four steps in parallel until convergence.
2.1 α i,j -minimization: Each fog device i solves the following optimization problem to obtain α w+1 i,j in parallel.
)α i,j , where θ i,j > 0 (∀ i, j) are the elements of the diagonal matrix used in the proximal term associated with α i,j ; the solution to P5 could be found in Appendix A.
2.2 γ i,j,k -minimization: Each fog device i solves the following optimization problem to obtain γ
, where σ i,j,k > 0 (∀ i, j, k) are the elements of the diagonal matrix used in the proximal term associated with γ i,j,k ; the solution to P6 could be found in Appendix B.
2.3 β i,j,k -minimization: Each data center k solves the following optimization problem to obtain β w+1 i,j,k in parallel.
(P7) min
, where η i,j,k > 0 (∀ i, j, k) are the elements of the diagonal matrix used in the proximal term associated with β i,j,k ; the solution to P7 could be found in Appendix C. 2.4 l i,j,k -minimization: Each data center k solves the following optimization problem to obtain l w+1 i,j,k in parallel. (P8) min
elements of the diagonal matrix used in the proximal term associated with l i,j,k ; the solution to P8 could be found in Appendix D.
Dual update:
Dual variables are updated in the following way, i.e., φ
Termination:
If the change of the objective function in two consecutive iterations is lower than the chosen threshold ̟ and feasibility violation metric
3 ) is smaller than ζ, the proposed algorithm terminates.
Theorem 1 If the optimal solution set of P4 is non-empty, the algorithm developed based on Proximal Jacobian ADMM converges to an optimal solution of P4 when
Proof: In P4, it can be observed that the objective function is separable and continuous over all variables. Moreover, the minimum values of all separable functions are zero and the effective domains of such functions are nonempty/closed. Thus, all separable functions are closed proper convex (i.e., the first assumption for the optimality of Proximal Jacobian ADMM is satisfied). For the convex optimization problem P4, all inequality constraints are affine. Therefore, the strong duality holds when the optimal solution set is non-empty. Continually, the unaugmented Lagrangian of P4 has a saddle point (i.e., the second assumption for the optimality of Proximal Jacobian ADMM is satisfied). Since the square of spectral norm of the relation matrix associated with each block of variables (there are totally 4 blocks) is 1, K + 1, 2, and 1, respectively, we can complete the proof according to Lemma 2.2 and Theorem 2.3 in [17] .
Remarks:
In the proposed distributed algorithm, all decisions could be made based on close-form expressions or binary search (see Appendixes A-D). Moreover, all decisions in P5-P8 could be made by each entity (e.g., a fog device or a data center) in parallel. Therefore, we analyze the computation time complexity associated with each entity as follows. Let N iter and N b be the total number of iterations of the proposed distributed algorithm and the maximum iteration number of binary search (used in solving P7 and P8), respectively. The computational time complexity associated each fog device and each data center is given by O(N iter JK) and O (N iter N JN b ) , respectively. Considering the truth that N ≫ K, the algorithmic computation time mainly depends on the computation time of data centers. Since N iter and N b are the functions of N , the type of the proposed algorithm is unknown (e.g., polynomial time algorithm or exponential time algorithm). Therefore, we investigate the scalability of the proposed algorithm in simulations. 
B. Algorithmic Implementation
The information flow of the proposed distributed algorithm for solving P4 could be illustrated as in Fig. 2 . Firstly, each fog device and each data center make their respective decisions in parallel. Then, fog devices broadcast γ In this section, we conduct extensive simulations to show the effectiveness of the proposed heuristic algorithm. To this end, a baseline is adopted, which intends to minimize the total cost (e.g., the energy cost, bandwidth cost and revenue loss) of a cloud provider without the help of fog devices, i.e., α i,j = 0. In addition, CPLEX 12.4 solver in GAMS is adopted to solve P1. The main system parameters are given as follows, T = 1 hour, N = 1000, J = 2, K = 3, M = 3, s 1 = 2 Mb, s 2 = 1 Mb, A 70, ν 2 = 50, ν 3 = 60 ($/MWh). Other parameters associated with data centers and applications are provided in Table I . For simplicity, we suppose that v i,j follows a uniform distribution with parameters 1.5 and 2 (in requests/second), i.e., v i,j ∼ U(1.5, 2), q
IV. PERFORMANCE EVALUATION
A. Simulation setup
peak i ∼ U(200, 240) (in Watts), S i ∼ U(20, 60) (in $/MWh), λ i,j ∼ U( 1 2N k C j,k µ j,k , 1 N k C j,k µ j,k ) (in requests/second), L i,k ∼ U(10, 40) (in ms). We set q idle i = 0.5q peak i [22], δ = 1.
B. Simulation results
1) Convergence results:
We evaluate the optimality and efficiency of the distributed algorithm developed for P4 in Figs. 3(a)-(c) . It can be found that the distributed algorithm converges to the same optimal value (which is the same as the result generated by the GAMS with CPLEX solver) under different ρ. Although several thousands of iterations are needed to find the optimal solution, the distributed algorithm could find a suboptimal solution with low optimality loss (e.g., the relative optimality loss at iteration 600 is smaller than 0.009% when ρ = 0.00026) in several hundreds of iterations. Due to the lack of enough hardware resources for parallel implementation, the distributed algorithm is serially implemented on a single Intel Core i5-2410M 2.3GHz server with 4G RAM. When we set ζ = 1, ̟ = 10 −6 , ρ = 0.001, 718 iterations and 66 seconds are needed to obtain a nearoptimal solution. Considering the truth that there are at least K = 3 parallel optimization subproblems in each step of the distributed algorithm, the maximum parallel implementation time would be 22 seconds. In addition, we find that the proposed distributed algorithm offers scalability when the number of fog devices N becomes large, which could be illustrated by Fig. 3(c) .
2) The impact of h i : In this subsection, we evaluate the performance of the proposed heuristic algorithm under varying compensation parameter h i in Fig. 4 . It can be observed that the cost performance of the proposed algorithm approximates to that of CPLEX when h i ≤ 7. Compared with the baseline, the proposed algorithm can reduce total cost by 9.74% when h i = 1. With the increase of h i , the motivation of the cloud provider to collaborate with fog devices gradually subsides (as shown in Figs. 4(b) and (c)) since less benefit of fog computing could be gained, resulting in narrowing performance gap between the proposed algorithm and the baseline as shown in Fig. 4(a) . In addition, the smaller h max i would result in the better cost performance when h i ≥ 8. The reason is that the smaller h max i means a higher threshold T H i , which contributes to reduce the violation probability that a fog device is activated 3) The impacts of B k and ω j : As introduced in Section I, fog computing contributes to relieve the network burden and reduce WAN propagation delay, resulting in lower network bandwidth cost and lower revenue loss due to the incurred WAN propagation delay. Consequently, larger B k or ω j would result in larger performance gap between the proposed algorithm and the baseline, which could be illustrated by Fig. 5. V. CONCLUSIONS In this paper, we investigated the total cost minimization problem in fog-cloud computing systems, where the cost consists of four aspects, i.e., the energy cost of data centers, network bandwidth cost, revenue loss associated with the WAN propagation delay, and the economic compensation paid to fog devices. Since the formulated problem is a largescale MILP, a parallel and distributed heuristic algorithm was proposed based on Proximal Jacobian ADMM, which offers scalability when the problem size becomes large. Simulation results showed that the proposed heuristic algorithm could reduce the total cost for a cloud provider effectively.
