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Abstract
We investigate the branch-and-bound method for solving nonconvex optimization problems. Traditionally, much
effort has been invested in improving the quality of the bounds and in the development of branching strategies,
whereas little is known about good selection rules.After summarizing several known selection methods, we propose
to introduce a probabilistic element into the selection process. We describe conditions which guarantee that a
branch-and-bound algorithm using our probabilistic selection rule converges with probability 1. This newmethod is
a generalization of the well-known best-bound selection rule. Furthermore, we relate the corresponding probability
measure to the distribution of the optimal solution in the bounding interval. We also show how information on the
quality of the upper and lower bounds inﬂuences the choice of the subset selection rule and conclude with numerical
experiments on the Maximum Clique Problem which show that probabilistic selection can speed up an algorithm
in many cases.
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1. Introduction and motivation
In this paper, we deal with the branch-and-bound method for maximizing a nonconcave function over
a set of feasible points determined by the constraints. Formally, we consider the problem
max f (x)
s.t. x ∈M. (1)
It is common to assume the objective function f to be upper semicontinuous and the feasible setM to
be compact, which ensures that the maximum exists.
This type of problem appears in numerous situations, and the branch-and-boundmethod is one possibil-
ity to solve it. Since it was ﬁrst proposed in 1963 by Little et al. [12] this method has become increasingly
popular and has been successfully applied to a wide range of applications. Just to mention a few examples:
branch-and-bound has been used to solve discrete problems [2,3,7], continuous and stochastic problems
[6,13–15], problems in economics and in technical applications [10,16,17].
To be able to refer to the particular steps of the branch-and-bound algorithm to solve problem (1), we
recall its general framework (for a detailed introduction to the theory of branch-and-bound the reader is
referred to Horst and Tuy [8]):
Algorithm.
Step 0: Compute a compact set X ⊃ M of simple structure (e.g., a simplex or hyperrectangle).
Compute an upper bound u(X)maxx∈X∩M f (x) for the solution of (1), as well as a lower bound
	(X)maxx∈X∩M f (x). LetL be an empty list, and set the iteration counter k := 1.
Step 1: Partition X into (a constant number of)  compact subsets X1, . . . , X, and add them to the
listL.
Step 2: Calculate upper bounds u(Xi)maxx∈Xi∩M f (x) and lower bounds 	(Xi)maxx∈Xi∩M f (x)
for all newly generated sets Xi .
Step 3: Update the current overall upper and lower bounds: Put
uk := max
X∈L u(X) and 	k := maxX∈L 	(X).
Step 4: Discard elements from the list L which cannot contain a global optimizer, i.e. discard all
elements X with the property (i) X ∩M= ∅, or (ii) u(X)< 	k .
Step 5: Select (according to some selection rule) a new X ∈ L which is to be subdivided in the next
iteration, and remove it fromL.
Step 6: While stopping criteria are not fulﬁlled, increment k := k + 1, and go to step 1.
Our analysis will focus on step 5, the selection of the next subset, for which we discuss a new approach.
Several possible selection rules are known: One popular procedure is depth search ﬁrst. It is easy to
implement and requires only little memory. In other implementations, problem dependent heuristics are
used. Their main disadvantage is that convergence of the algorithm is often unsure.
A rule which ensures convergence of the branch-and-bound algorithm to the global maximum under
mild conditions is the rule “select the set with the highest upper bound in each iteration” (see [8]).
As we will often refer to this rule, we will call it “best-bound rule.” We will call the set with the best
upper bound in iteration k the dominating set of that iteration, and we will denote it by Xk .
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Recently, other selection criteria have been proposed: In the context of interval branch-and-bound
methods, Csendes [4] suggested to choose that set for which a certain index computed from the available
bounding information is maximal. He reports on good computational performance of his selection rule,
cf. also Kreinovich and Csendes [11].
Stix [14] reports on performance improvements when a so-called target oriented branch-and-bound
method is used. This means that not only the dominating set is selected for partitioning, but also all sets
X whose u(X) exceeds a certain value, the target value.
In the present paper, we propose to include a probabilistic element in the selection process. Our
motivation is that we think that the traditional rule is too much focused on the dominating set. For
example, in situations where there are several sets with upper bounds similar to the dominating set,
there is no reason why the selection rule should discriminate those sets against the dominating one.
Our idea is that randomization can somehow balance the selection process and speed up the algorithm
runtime. Our numerical experiments on the Maximum Clique Problem show that this hope is justiﬁed in
many cases.
To illustrate this idea, imagine that, at some iteration k, the listL consists of six elements X1, . . . , X6
whose upper and lower bounds can be represented as shown in Fig. 1.
Since 	kmaxx∈M f (x)uk , we have the feeling that some of the sets are “more likely” to contain the
global solution than others. For example, in Fig. 1 the set X3 seems “more likely” to contain the sought
maximizer than X5, whereas X1 and X2 are “almost even likely” to contain the solution. Therefore, we
suggest to select the next set to be partitioned according to a probability distribution onL in such a way
that sets with higher upper bounds get higher probabilities of being selected, but also sets with bad upper
bounds are assigned a small, but nonzero probability of being chosen.
One possibility for such a probability distribution is to assign to each set a probability which is
proportional to the length of the intersection of the two intervals [	(Xi), u(Xi)] and [	k, uk]. This
means that
Pk(Xi is selected in iteration k) ∝ u(Xi)− 	k
uk − 	k .
Obviously, this probability distribution depends on the list present in iteration k, a fact which is expressed
by the notation Pk . In order to ensure that Pk is a probability measure, it must be normed properly,
X1
X2
X3
X4
X5
X6
uk
lk
Fig. 1. A possible situation in iteration k, before step 5.
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which leads to
Pk(Xi is selected in iteration k)= u(Xi)− 	k∑
X∈L(u(X)− 	k)
. (2)
It is an important fact that we here assume all elements X of the list to fulﬁll u(X)	k , i.e., we assume
that step 4 of the branch-and-bound algorithm has been carried out before introducing the probabilistic
subset selection rule. This is equivalent to assigning the probability 0 to all sets X with u(X)< 	k .
In later sections we will discuss other possible probability distributions onL.
2. General setup and convergence results
It goes without saying that a probabilistic subset selection rule need not necessarily use the probability
measure sketched above in (2), but can use other probability measures as well. One could think of a priori
information on the quality of the bounds which could give rise to a certain probability measure. But also
the traditional best-bound rule is a (degenerate) probabilistic rule: the corresponding probability measure
assigns the probability 1 to the dominating set, and the probability 0 to all other sets. Other possible
probability measures are discussed in Section 3.
In this section, we outline a general theory for probabilistic subset selection and give conditions under
which the resulting branch-and-bound algorithms converge. An important assumption which we will
presume to be satisﬁed throughout is that the random selections are independent in the sense that whether
or not the dominating set is chosen in one iteration has no inﬂuence on whether or not it is selected in
any other iteration. We ﬁrst recall some important deﬁnitions.
Deﬁnition 1. A partitioning procedure is called exhaustive, if every nested sequence {Xi}i∈N of partition
sets eventually shrinks to a singleton {x∗}.
Most of the commonly used partitioning methods (e.g., bisection of simplices and rectangles) are
exhaustive, cf. Horst and Tuy [8]. Furthermore, we need a concept which describes that, in the limit,
lower and upper bounds of a sequence of partition sets coincide.
Deﬁnition 2. We say that a bounding procedure has the zero convergence property, if for every exhaustive
sequence {Xi}i∈N of subsets of X0 we have
lim
i→∞ u(Xi)= limi→∞ 	(Xi).
If a bounding procedure has this property, it follows immediately that both sequences of bounds
converge to the maximum of f on the limit set
⋂
i∈NXi : We have
lim
i→∞ u(Xi) limi→∞ maxx∈Xi∩M
f (x)= max
x∈ ∩
i∈NXi∩M
f (x) lim
i→∞ 	(Xi),
where the inner equality follows from Lemma 2 in Dür [5]. The zero convergence property implies
equality.
The following proposition gives an elementary convergence result.We understand a branch-and-bound
procedure to be convergent if limk→∞ uk = limk→∞ 	k .
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Proposition 1. Assume that in a branch-and-bound procedure
(a) a selection rule is used which ensures that the dominating set is chosen inﬁnitely often,
(b) an exhaustive partitioning procedure is used, and
(c) the bounding procedure has the zero convergence property.
Then the branch-and-bound procedure is convergent.
Proof. Denote by kn the (inﬁnite) subsequence of iterations where the dominating set is selected for
subdivision, and by Xkn the corresponding subsequence of dominating sets which, by deﬁnition, fulﬁll
u(Xkn)= ukn . Since all Xkn are nodes of the branch-and-bound tree which, at every depth kn, has only a
ﬁnite breadth, we conclude that there exists an inﬁnite subsequence Xknm of Xkn which is nested. As the
partitioning procedure is exhaustive, the diameters d(Xknm )→ 0. Therefore, using the zero convergence
property, we have:
lim
k→∞ uk = limm→∞ uknm = limm→∞ u(Xknm )= limm→∞ 	(Xknm ) limm→∞ 	knm = limk→∞ 	k.
Since uk	k for all k, the two limits must be equal, so the branch-and-bound procedure is
convergent. 
The next theorem introduces the probabilistic subset selection into the theory. It gives a conditionwhich
guarantees convergence of the branch-and-bound procedure with probability 1.
Theorem 1. Assume that in a branch-and-bound procedure
(a) a probabilistic selection rule is used which fulﬁlls
∞∑
k=0
Pk(Xk is selected in iteration k)=+∞,
(b) an exhaustive partitioning procedure is used, and
(c) the bounding procedure has the zero convergence property.
Then the branch-and-bound procedure converges with probability 1.
Proof. Observe that in every iteration k ∈ N we are performing a Bernoulli experiment: Either
we select the dominating set Xk , or we do not, events which we can encode by 1 and 0, respectively.
Hence, in every iteration k we have a sample space k =  = {0, 1}. The corresponding -ﬁeld
is the power set of :Ak = A = {∅, {0}, {1}, }. Thus, in every iteration we have the same
measurable space (,A). The probability measure Qk describing the Bernoulli experiment,
however, depends on the iteration. We deﬁne Qk({1}) to be the probability that Xk is selected in
iteration k:
Qk({1})= Pk(Xk is selected in iteration k),
and Qk({0})= 1− Qk({1}). So we have deﬁned a probability space (,A,Qk) for each iteration k.
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Next,wewant to describe the entire selectionprocess, i.e., an inﬁnite sequenceofBernoulli experiments.
To this end, we need a common probability space, and the appropriate one is(∏
k∈N
,
⊗
k∈N
A,
⊗
k∈N
Qk
)
,
where
∏
k∈N  denotes the inﬁnite product  ×  × . . . , (i.e.,
∏
k∈N  is the set of all sequences of
elements out of {0,1}),⊗k∈NA is the product -ﬁeld, and⊗k∈N Qk is the product of the measures Qk .
For details on these probabilistic concepts, the reader is referred to Bauer [1]. We use the abbreviation
Q :=⊗k∈N Qk .
Now let Ak be the event “Xk is selected in iteration k”. Formally, Ak ∈⊗k∈NA is the event
Ak = × · · · × ︸ ︷︷ ︸
k−1
×{1} × × · · · .
Its probability is Q(Ak) = Qk({1}). To see that the family of events {Ak}k∈N is independent, take any
nonempty ﬁnite subset I = {i1, . . . , in} of N, and observe that
Q(Ai1 ∩ · · · ∩ Ain)= Q(Ai1) · . . . · Q(Ain),
a basic property of the product measure.
Assumption (a) of the theorem translates to∑∞k=0 Q(Ak)=+∞. Hence, we have an independent family{Ak}k∈N of events which fulﬁll the preconditions of the Borel–Cantelli lemma (cf. again Bauer [1]).
From this lemma, we conclude that with probability 1 inﬁnitely many Ak occur, i.e., with probability 1
the dominating set is selected inﬁnitely often. Combined with Proposition 1, this completes the proof of
Theorem 1. 
Remark1. The traditional best-bound rule trivially fulﬁlls the conditions of Proposition 1 andTheorem1.
Thus our new probabilistic selection method is a generalization of the best-bound rule.
Remark 2. In some situations, the branch-and-bound tree is not an inﬁnite, but a ﬁnite tree. This occurs,
e.g., if at some depth of the tree the bounds u(X) are known to be exact, or if in each iteration the problem
dimension is reduced, such that for the subproblems corresponding to the leaves of the tree the dimension
is 1. Moreover, the tree is ﬁnite in all practical situations where the problem is not solved exactly but to
a prescribed tolerance > 0.
It is obvious that in the ﬁnite tree setting the described probabilistic subset selection results in a
convergent, i.e., ﬁnite, algorithm.
Remark 3. Even if conditions (b) and (c) of Theorem 1 are fulﬁlled, it may occur that lower bounds
	k = −∞, for example if lower bounds are computed using feasible points, but no feasible point can
be found until iteration k. In such a situation, our randomized selection rule still results in a convergent
algorithm, provided that the Pk fulﬁll condition (a) of Theorem 1.
One possibility to accomplish this is to use the best-bound-rule in all iterations k with 	k =−∞, and
to switch to a different measure once the lower bound becomes ﬁnite. Or one could use any probability
measure Pk which assigns to the dominating set a higher probability than to every other set in the current
list (cf. Corollary 1 below). Both ways will render the branch-and-bound procedure convergent.
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Notice that under the assumption of the zero convergence property, if the algorithm generates an inﬁnite
nested sequence of partition sets, then there exists at least a subsequence of upper bounds converging to
the optimal value of the underlying problem. Therefore, in the case where the problem is infeasible, the
algorithm must terminate after ﬁnitely many iterations indicating this fact.
3. Possible realizations of the probability measure
3.1. A general concept
To see that the probability measure introduced in Section 1, which assigns probabilities according
to (2), fulﬁlls the key assumption (a) of Theorem 1, observe that this measure assigns to the dominating
set the highest probability among all X ∈L. This means that this probability is not smaller than 1/|L|.
Now in iteration k, the list contains at most k elements (a consequence of step 1 of the branch-and-bound
framework, where each selected set is partitioned into exactly  subsets), hence
Pk(Xk is selected in iteration k)
1
k
.
Therefore,
∞∑
k=0
Pk(Xk is selected in iteration k)
1

∞∑
k=0
1
k
=+∞,
which is the decisive property in Theorem 1. More general, we have the following result:
Corollary 1. Assume that in a branch-and-bound procedure
(a) a selection rule is used which ensures that in each iteration the dominating set is assigned the highest
probability among all elements of the list,
(b) the number of elements in the list increases at most linearly in the iterations,
(c) an exhaustive partitioning procedure is used, and
(d) the bounding procedure has the zero convergence property.
Then the branch-and-bound procedure is convergent with probability 1.
In the construction of the probability measure (2) we were implicitly assuming that the unknown
optimal value maxx∈M f (x) is distributed uniformly in the bounding interval. This is, of course, the
natural thing to do if no additional information is available. But one could imagine that prior knowl-
edge on the quality of the bounds is available which suggests to use a distribution different from the
uniform one.
To be more precise, what we are doing here is (in a sort of Bayesian approach) to regard the unknown
optimal value of (1) as a random variable Y whose distribution is described through a cumulative prob-
ability distribution function F . The distribution function F is viewed as a function telling us where in
the bounding interval the unknown optimal value maxx∈M f (x) is likely to be found and where it is not.
Without loss of generality assume that Y is distributed in the interval [0,1].
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Using the distribution function F , the probability measure P′k must fulﬁll
P′k(Xi is selected in iteration k) ∝ F
(
u(Xi)− 	k
uk − 	k
)
.
Here the distribution function F has to be rescaled to the interval [	k, uk]. Norming to a probability
measure gives
P′k(Xi is selected in iteration k)=
F((u(Xi)− 	k)/(uk − 	k))∑
X∈L F((u(X)− 	k)/(uk − 	k))
. (3)
From the monotonicity of F we conclude that, compared to the probability measure (2), introducing a
distribution function does not change the order of the subsets according to their probabilities of being
selected in a given iteration k:
Pk(Xi)Pk(Xj )⇐⇒u(Xi)u(Xj )⇐⇒ F
(
u(Xi)− 	k
uk − 	k
)
F
(
u(Xj )− 	k
uk − 	k
)
⇐⇒P′k(Xi)P′k(Xj ).
Therefore, the dominating subset remains the set with the highest probability among all elements of the
list. As seen above, this property is sufﬁcient for condition (a) of Theorem 1 to be fulﬁlled. This proves
the following result:
Proposition 2. Any choice of a distribution function F, combined with (3), results in a selection rule
which ensures the algorithm to converge with probability 1.
3.2. Examples
Next, we discuss different possible choices of distributions and demonstrate their effect on the proba-
bilistic subset selection rule. To this end, take again the example of Fig. 1, but order the sets according to
their upper bounds: Let X[1] denote the set with the highest upper bound, X[6] the set with the lowest.
As mentioned before, assuming F to be the uniform distribution function results in the probability
measure introduced in (2): In this case, we have F 1(x)= x, whence
P′k(Xi is selected in iteration k)=
F 1((u(Xi)− 	k)/(uk − 	k))∑
X∈L F 1((u(X)− 	k)/(uk − 	k))
= u(Xi)− 	k∑
X∈L (u(X)− 	k)
,
as asserted. The resulting probability distribution onL (along with the distribution function F 1k which is
the function F 1 rescaled to the interval [	k, uk]) can be seen in the following picture.
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It may be reasonable to use other distributions, for example the distribution function F 2 shown below.
This is reasonable if the upper bounds are supposed to be of higher quality than the lower bounds.
The resulting probabilities (calculated again for the example of Fig. 1) are sketched below. The differ-
ence to the uniform distribution is not too big, a fact which is not astonishing in view of the results of the
next section. But note that the probability of the dominating set has increased compared to the uniform
distribution.
3.3. Deterministic versus random selection
Next, we investigate the two stochastically extreme distribution functions: Consider
F 3(x)=
{
0 . . . 0x < 1,
1 . . . x = 1.
F 3 corresponds to the situation where the global upper bound uk is known to be sharp, i.e., it is known
that maxx∈M∩X f (x) = u(X). Of course, this is only a hypothetical situation, because in this case,
maxx∈M f (x) = maxX∈L u(X) = uk , so the branch-and-bound algorithm would ﬁnish in the ﬁrst iter-
ation. Anyhow, it is clear that the dominating set should be preferred to all others. And this is exactly
what the probability measure corresponding to F 3 deﬁnes: The resulting probabilities are 1 for the dom-
inating set and 0 for all others, so this choice of distribution function yields the deterministic best-bound
selection rule.
Now let us see what the other stochastically extreme distribution function leads to: Let
F 4(x)= 1 for 0x1.
F 4 corresponds to a setting where the lower bound 	k is known to be sharp, which may occur if the
optimal solution of the problem is known but the maximizing point is unknown, but also if good local
solutions are available which provide good lower bounds. Since 	k is a feasible objective value for all
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sets in the list, all of them should be assigned a positive probability. Indeed, here we get using (3)
P4k(Xi is selected in iteration k)=
1∑
X∈L1
= 1|L| ,
so all sets from the list have the same probability of being chosen. This is somehow the purely random
selection, whereas the stochastically smallest distribution function F 3 resulted in the purely deterministic
choice.
We see that there is a range of selection rules, from purely deterministic to purely random, and these
selection rules correspond to the two distribution functions F 3 and F 4. Every other distribution function
F can be ranked on this scale. An appropriate way to measure the distance  of F to F 4 is
(F, F 4)=
∫ 1
0
(F 4(y)− F(y)) dy =
∫ 1
0
(1− F(y)) dy = EF (Y ),
where EF (Y ) denotes the expected value of the random variable Y (the unknown optimal value of the
original problem (1), rescaled to the interval [0,1]) with respect to the distribution described by F . This
quantity lies between 0 and 1. If the measure is near 0, this signiﬁes that the selection procedure is highly
random, a measure near 1 corresponds to a selection process which is very close to deterministic.
This means that if the expected value EF (Y ) is nearly 1 (= near to the upper bound), then it is
recommendable to use a more deterministic selection procedure, if EF (Y ) is nearly 0 (= near to the lower
bound), then a more random selection rule should be used.
4. Experimental results
We tested the implication of this new selection rule compared to the best-bound rule. The experiments
were made on an NP-complete discrete problem, the Maximum Clique Problem (MCP), a well-known
problem in graph theory. Its objective is to ﬁnd the largest complete subgraph inside a given graph. As
problem instances some graphs from the DIMACS challenge were chosen (see [9]). These graphs are
known to be hard to solve with respect to the MCP.
The two compared algorithms have the same structure except for the selection step 5 (i.e., step 5 in
the prototype algorithm of Section 1). On one hand we tested an algorithm (called “best-bound” below)
which deterministically always selects the subproblem with the best upper bound. Our second algorithm
selects the subproblem depending on an assumed distribution of the real maximum as introduced in this
paper. The latter algorithm is called “random” below.
The following three ﬁgures (Figs. 2–4) illustrate three typical situations: All of them plot the num-
ber of iterations (i.e., sub-nodes visited) on the horizontal axis against the maximal clique-size found.
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The best-bound algorithm is plotted using a dashed line whereas the random-algorithm is plotted with a
solid line.
Fig. 2 shows the behavior of the two versions of the algorithm on the san200_0.9_1 graph, a graph
of dimension 200 (i.e., 200 vertices), density 0.9 (i.e., 90% of the possible edges are actually present),
and a maximum clique size of 70. Here the random-algorithm is able to ﬁnd larger cliques in earlier
iterations than the best-bound algorithm all the time. This results in a better performance of this particular
random-instance of 74%.
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Fig. 2. Overall better performance of the random-algorithm.
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Fig. 3. Better performance of the random-algorithm.
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Fig. 4. Overall better performance of the best-bound algorithm.
Fig. 3 shows the results when testing san200_0.9_3, a different graph of dimension 200 and den-
sity 0.9. Here the maximum clique size is known to be 44. Both algorithms were terminated after 3000
iterations with the samemaximal clique size of 36 found so far. It can be seen that although the best-bound
algorithmwas superior at the very beginning it was beaten by the random-algorithm.After 1000 iterations
the best-bound algorithm had still around 58,000 subproblems in its list L (see Section 1) whereas the
random-algorithm had only around 40,000. This phenomenon was observed in all of our experiments and
will be discussed below.
Fig. 4 shows the results of a third graph of dimension 200 and density 0.9, the san200_0.9_2
graph. Here the maximum clique size is 60. Both algorithms were stopped after 3000 iterations. At that
stage, neither of them had found the maximum clique, but both of them had found a maximal clique
of size 59. For this problem, the best-bound algorithm was superior compared to the random-algorithm.
The same was observed after repeating the experiment with new random selections, whence we think
that this is a structural property of that particular graph. After 1000 iterations the best-bound algorithm
and random-algorithm had around 8700 and 6500 subproblems in their respective lists. We let the algo-
rithms continue to run to check which one will ﬁrst ﬁnd the maximum clique, but without success after
3000 iterations.
The above plots illustrate some representative outcomes of our experiments. To give a more complete
picture, we have summarized our experimental ﬁndings in Table 1.
The table lists graphs of dimension up to 400 for which both algorithms were unable to ﬁnd the exact
solution. Instead, both algorithms were stopped when they reached the same local solution so far. The
time (measured in iterations) when the stopping happened is illustrated in Table 1. To reﬂect randomness,
the random algorithm was restarted 20 times with different random seed.
The columns “min”, “avg” and “max” represent theminimum, average andmaximum stopping-time for
this algorithm, respectively. Column “best-bound” shows the stopping-time for the best-bound algorithm,
and column “performance” gives the relative average time the random selection rule was faster compared
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Table 1
Experimental results on DIMACS-graphs up to dimension 400
Name Dimension Random Best-bound Performance (%)
Min. Avg. Max.
brock200_1 200 1497 1935.45 2103 2802 69
brock400_1 400 25 72.85 102 105 69
brock400_2 400 17 67.20 107 90 71
brock400_3 400 41 163.45 259 99 165
brock400_4 400 8 254.45 560 330 77
MANN_a27 378 9 16.25 30 123 13
p_hat300-2 300 2833 4603.75 5079 3628 127
p_hat300-3 300 53 145.10 288 156 93
san200_0.9_2 200 136 253.90 348 243 104
san200_0.9_3 200 92 853.20 1732 885 96
san400_0.7_1 400 23 142.30 207 88 162
san400_0.7_2 400 688 1046.60 1865 2777 38
san400_0.7_3 400 38 833.70 1291 462 181
san400_0.9_1 400 18 192.10 511 272 71
sanr200_0.7 200 12 77.25 132 144 53
sanr200_0.9 200 694 3468.05 8613 3512 98
sanr400_0.7 400 44 216.90 372 257 84
to the best-bound rule (i.e., the ratio of the columns “avg” and “best-bound”). Instances where the random
algorithm performed better than the best-bound algorithm are shown in bold.
It can be seen that in 12 out of the 17 testproblems the random selection rule performed (in average)
better than the best-bound rule, in ﬁve cases it was even better with respect to its maximum stopping-time.
In ﬁve of our test problems the random selection rule performed worse (in average). In none of these
ﬁve cases, however, it performed worse with respect to its minimum stopping-time.
An observation in all our experiments was that the size of the listL in the random-algorithmwas always
by amagnitude smaller than that of the best-bound algorithm.One explanation for that behavior is, that, for
our test problems, larger problems tend to have a larger upper bound and tend to create more subproblems
(which are nevertheless bounded by a ﬁxed number). If the dominating set is always extracted next, it
is more likely to create more subproblems than in the random-algorithm. A second explanation which is
more general and not speciﬁc to a problem-class is as follows: by selecting randomly the probability of
creating more infeasible subproblems is higher. These problems are removed from the list by step 4 of the
general algorithm (see Section 1). Anyway, because of a smaller listL, the random-algorithm consumes
less memory and is therefore faster (e.g., in step 4).
We also found that the random-algorithm ﬁnds better lower bounds (local solutions) in earlier iterations
and consumes less memory. For our problems an assumed density function similar to F 2k seemed to be
more efﬁcient than an equi-distribution implied by F 1k (see Section 3.2).
Therefore, our numerical experiments suggest that the probabilistic selection method has two main
advantages: (i) better local optimizers and thus larger lower bounds are found in earlier iterations of the
algorithm and (ii) the listL of candidate-sets is considerably smaller compared to the best-bound rule.
These two features result in a speedup of the algorithm performance.
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5. Conclusion
This article generalized the well-established best-bound selection rule using new probabilistic parame-
ters.We showed convergence conditions for the probabilistic branch-and-bound algorithm and motivated
different possible random distributions. Numerical tests performed on the Maximum Clique Problem
showed that probabilistic selection often results in a speed-up of the algorithm.
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