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Abstract
We present a new method for calculating the Green functions for a lattice
scalar field theory in D dimensions with arbitrary potential V (φ). The method
for non-perturbative evaluation of Green functions for D=1 is generalized to
higher dimensions. We define “hole functions” A(i) (i = 0, 1, 2, · · · , N−1) from
which one can construct N -point Green functions. We derive characteristic
equations of A(i) that form a finite closed set of coupled local equations. It is
shown that the Green functions constructed from the solutions to the charac-
teristic equations satisfy the Dyson-Schwinger equations. To fix the boundary
conditions of A(i), a prescription is given for selecting the vacuum state at the
boundaries.
1 Introduction
In quantum field theory, various physical quantities are calculated from the Green functions
(correlation functions). The principal methods for calculating Green functions in a theory
for space-time dimensions D ≥ 3 have been either to resort to the perturbative expansion
or to estimate their behavior in Euclidean region by numerical simulation based on a lattice
field theory. It is desirable, however, that the Green functions can be calculated other than
in perturbative expansion or without large computer calculation.
It is well-known that the Green functions obey the Dyson-Schwinger equations, which
constitute an infinite hierarchy of equations.[1] For a general interacting field theory, there
is no finite closed subset of these equations, which makes it difficult to solve the equations
exactly. Meanwhile, for a scalar field theory defined on a lattice (with arbitrary potential
V (φ)), we find there exist equations equivalent to the Dyson-Schwinger equations that
have finite closed subsets. From the closed equations one may calculate N -point Green
functions, which can be used as a new technique to evaluate Green functions.
The idea for finding the equations is to generalize the method for non-perturbative
evaluation of Green functions in 1 dimension. Consider the 1-dimensional (continuum)
scalar field theory given by the action
S[φ] =
∫ T
0
dt
{
1
2
(∂tφ)
2 − V (φ)
}
, (1.1)
or equivalently, the quantum mechanical system given by the Hamiltonian
Hˆφ = −1
2
d2
dφ2
+ V (φ). (1.2)
Suppose we want to calculate the one-point function defined by
G(t) = 〈f | e−iHˆ(T−t) φˆ e−iHˆt | i 〉 (1.3)
for some initial state | i 〉 and final state | f 〉. For this purpose, first define a function
A(ϕ, ϕ′; t) = 〈f | e−iHˆ(T−t) |ϕ 〉 〈ϕ′ | e−iHˆt | i 〉 , (1.4)
where φˆ
∣∣∣ϕ(′) 〉 = ϕ(′) ∣∣∣ϕ(′) 〉. Once A(ϕ, ϕ′; t) is known, the one-point function can be
calculated as
G(t) =
∫
dϕ ϕA(ϕ, ϕ; t). (1.5)
A(ϕ, ϕ′; t) satisfies a characteristic equation
i
∂
∂t
A(ϕ, ϕ′; t) =
(
Hˆϕ′ − Hˆϕ
)
A(ϕ, ϕ′; t). (1.6)
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Note that eq.(1.6) is satisfied by A(ϕ, ϕ′; t) corresponding to any initial and final states,
| i 〉 and | f 〉. As we will see later, there is a prescription to select a particular solution to
eq.(1.6) for which both | i 〉 and | f 〉 are the ground state | 0 〉 of the Hamiltonian (1.2). So,
in fact we may evaluate the one-point function 〈0 | φˆ | 0 〉 by solving eq.(1.6).
The simplest Dyson-Schwinger equation related to G(t) is given by
d2
dt2
G(t) = −
∫
dϕ V ′(ϕ)A(ϕ, ϕ; t), (1.7)
which is just the Ehrenfest formula when | i 〉 = | f 〉. Using fundamental techniques of
quantum mechanics, it is easy to prove eq.(1.7) for any A(ϕ, ϕ′; t) satisfying eq.(1.6) and
for G(t) constructed via eq.(1.5).
It is eqs.(1.4) and (1.6) that we are going to generalize for scalar field theory regular-
ized on a lattice in higher dimensions. We will define a “hole function” An associated with
a lattice site n, and will see that it obeys local equations that characterize local property
of the field theory in a non-trivial way.
Most of the discussion given in this paper holds in parallel both for Minkowski and
Euclidean space-time metrics. For notational convenience, we will adopt the Euclidean
theory in the following, and we list Minkowski versions of some important equations in
Appendix A.
In Section 2 we review the Dyson-Schwinger equations of a lattice scalar field theory.
In Section 3 we will define a hole function, from which Green functions can be calculated,
and derive local equations satisfied by the hole function. We show that these local equations
are equivalent to the Dyson-Schwinger equations in Section 4. Then we discuss in Section
5 how to extract Green functions satisfying a specific boundary conditions, namely those
given by the vacuum expectation values of field operator products. Some basic properties
of the local equations are briefly summarized in Section 6. Section 7 is devoted to summary
and discussion.
We list some equations for Minkowski space-time in Appendix A. Proof of formulas
used in Section 4 is given in Appendix B.
2 Dyson-Schwinger Equations
We start∗ by reviewing the Dyson-Schwinger equations for a Euclidean scalar field theory
defined on aD-dimensional lattice ΛD with a lattice spacing ǫ. The N -point Green function
for the lattice scalar field theory is given by
〈φi1 · · ·φiN 〉 =
∫ ∏
l∈ΛD
dφl φi1 · · ·φiN e−S[φ]
/∫ ∏
l∈ΛD
dφl e
−S[φ], (2.1)
∗ We will not pay attention to the boundary conditions of the field configurations until Section 5. For
definiteness, one may assume periodic boundary conditions for discussion in Sections 2 - 4.
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where the action is defined as the discretized version of eq.(1.1) forD-dimensional Euclidean
space-time:
S[φ] =
∑
l∈ΛD
ǫD
{ D∑
µˆ=1
1
2
(
φl+µˆ − φl
ǫ
)2
+V (φl)
}
. (2.2)
Here and hereafter, µˆ denotes a unit vector in one of 2D directions (±xˆ1, . . . ,±xˆD). For no-
tational simplicity, the following rules for the sum of directions are understood throughout
the paper.
D∑
µˆ=1
: sum over µˆ = +xˆ1, . . . ,+xˆD,
2D∑
µˆ=1
: sum over µˆ = ±xˆ1, . . . ,±xˆD.
(2.3)
The expression for the Green function has a simple form of taking the expectation
value of field product φi1 · · ·φiN with the weight factor e−S[φ]. In the following, we derive
the relationship among the Green functions starting from defining equations of this weight
factor w ≡ e−S[φ]:
∂
∂φn
(
eS[φ]w
)
= 0 for ∀n, (2.4)
or,
[
1
ǫD
∂
∂φn
− ⊓⊔ nφn + V ′(φn)
]
w = 0, (2.5)
where
⊓⊔ nXn =
D∑
µˆ=1
(
Xn+µˆ − 2Xn +Xn−µˆ
ǫ2
)
=
2D∑
µˆ=1
(
Xn+µˆ −Xn
ǫ2
)
. (2.6)
From the first equations (2.4), it is clear that the equations define w uniquely up to a
physically unimportant (φ-independent) coefficient.
Next, we Fourier transform the defining equations (2.5) with respect to all φl’s as
0 =
∫ ∏
l
dφl exp
(
iǫD
∑
l
Jlφl
) [
1
ǫD
∂
∂φn
− ⊓⊔ nφn + V ′(φn)
]
e−S[φ] (2.7)
=
∫ ∏
l
dφl [−iJn − ⊓⊔ nφn + V ′(φn)] e−S[φ]+iǫD
∑
Jlφl . (2.8)
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Replacing φn by ∂/∂Jn, we obtain the following coupled partial differential equations for
the partition function, that is, Dyson-Schwinger equations:{
⊓⊔ n
(
1
iǫD
∂
∂Jn
)
−V ′
(
1
iǫD
∂
∂Jn
)
+iJn
}
Z[J ] = 0, (2.9)
Z[J ] =
∫ ∏
l
dφl e
−S[φ]+iǫD
∑
Jlφl. (2.10)
Perhaps the physical meaning of the equations is most transparent when we regard them
as the expectation values of the equations of motion in the presence of source J :
〈 ⊓⊔ nφn − V ′(φn) + iJn〉J = 0. (2.11)
Expanding the partition function in Taylor series in J as
Z[J ] = Z[0]×
∞∑
N=0
(iǫ)D
N !
∑
i1∈ΛD
· · · ∑
iN∈ΛD
Ji1 · · ·JiN 〈φi1 · · ·φiN 〉 , (2.12)
and substituting to eq.(2.9), we obtain coupled equations among the Green functions:
⊓⊔ n 〈φn φi1 · · ·φiN 〉 − 〈V ′(φn)φi1 · · ·φiN 〉 = −
N∑
k=1
1
ǫD
δn,ik 〈φi1 · · ·⌢φik
· · ·φiN 〉 . (2.13)
Since eqs.(2.9) are nothing but Fourier transform of the defining equations for the
weight factor e−S, Green functions obtained by solving the Dyson-Schwinger equations
(2.13) are (almost) equivalent to the Green functions defined by the integral eq.(2.1).†
In this sense, the Dyson-Schwinger equations contain full information on the lattice field
theory.
Another important feature of the Dyson-Schwinger equations is that if one tries to
solve the equations to obtain the N -point Green function for some N , one in fact needs to
solve all the coupled equations. Namely, the coupled equations never close with some finite
subset of the equations, so one needs to deal with infinite-dimensional coupled equations.
3 Hole Function and Local Equations
We consider the lattice scalar field theory as defined in the previous section. For later
convenience, we make a slight change in the integral measure of the partition function
Z[J ] =
∫ ∏
l∈ΛD
[dφl] exp
[
−S[φ] + iǫD∑
l
Jlφl
]
, (3.1)
† Note that eq.(2.9) holds for any contour in the complex φ-plane of φ-integral in eq.(2.10). Therefore,
there is additional degree of freedom for solutions to the Dyson-Schwinger equations compared with the
original definition (2.1). The degree of freedom corresponds to the number of independent contours in the
complex φ-plane for each φl-integration.
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where [dφl] = dφl/
√
2πǫ. (This change does not alter the Green functions (2.1).) The
action is given by eq.(2.2).
Let us take one site n ∈ ΛD, and define the “hole function of n” as a function of 2D
link variables u1, . . . , u2D surrounding the site n (Fig.1) by
An(u1, · · · , u2D; J)
≡
∫ ∏
l 6=n
[dφl] exp
[
−S ′n[φ] + iǫD
∑
l 6=n
Jlφl − ǫD
2D∑
µˆ=1
1
2
(
φn+µˆ − uµˆ
ǫ
)2]
, (3.2)
where S ′n[φ] denotes the part of the action S[φ] that remains after subtraction of terms
depending on φn:
S ′n[φ] = S[φ]− ǫD
{ 2D∑
µˆ=1
1
2
(
φn+µˆ − φn
ǫ
)2
+V (φl)
}
. (3.3)
As compared to Z[J ], not only we leave φn unintegrated but also we subtracted all φn-
dependent terms in the exponent in eq.(3.2) first and then re-added the kinetic term after
replacing φn by the link variables u1, . . . , u2D. Using this hole function, expectation value
of a local operator can be expressed as
〈
φ kn
〉
J
=
∫
[du] ukAn(u, · · · , u; J) e−ǫDV (u)+iǫDJnu∫
[du]An(u, · · · , u; J) e−ǫDV (u)+iǫDJnu
. (3.4)
Also, we can construct the Green functions from the hole function as
〈φn φi1 · · ·φiN 〉 =
∫
[du] u
[
1
iǫD
∂
∂Ji1
. . . 1
iǫD
∂
∂JiN
An(u, · · · , u; J)
]
J=0
e−ǫ
DV (u)
∫
[du] [An(u, · · · , u; J)]J=0 e−ǫDV (u)
. (3.5)
Note that from the definition (3.2) the hole function has a property
An(u1, · · · , u2D; J) = independent of Jn, (3.6)
although it depends on Jl for l 6= n.
We are going to derive a local equation satisfied by the above hole function An. For
this purpose, we define a function associated with the two adjacent sites n and n + µˆ as
follows. (See Fig.2.)
Fn,µˆ(u1, ⌢
uµˆ
· · · , u2D ; u˜1, ⌢
u˜−µˆ
· · · , u˜2D ; J) =
∫ ∏
l 6=n,n+µˆ
[dφl] exp
[
−S ′′n,n+µˆ[φ] + iǫD
∑
l 6=n,n+µˆ
Jlφl
−ǫD
2D−1∑
νˆ 6=µˆ
1
2
(
φn+νˆ − uνˆ
ǫ
)2
−ǫD
2D−1∑
νˆ 6=−µˆ
1
2
(
φn+µˆ+νˆ − u˜νˆ
ǫ
)2]
. (3.7)
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Here, S ′′n,n+µˆ[φ] denotes the part of the action S[φ] that remains after subtraction of terms
depending on φn and φn+µˆ. The function Fn,µˆ depends on the variables on the links
surrounding the sites n and n + µˆ but the one connecting n and n + µˆ. This function is
defined such that both An and An+µˆ can be constructed from it.
The hole function An is obtained from Fn,µˆ by integrating over the field variable on
the site n+ µˆ:
An(u1, · · · , u2D; J) =
∫
[du˜] exp
[
−ǫD
{
1
2
(
uµˆ − u˜
ǫ
)2
+V (u˜)
}
+iǫDJn+µˆu˜
]
× Fn,µˆ(u1, ⌢
uµˆ
· · · , u2D ; u˜, · · · , u˜ ; J) (3.8)
= exp
[
1
2
ǫ2−D
∂2
∂u2µˆ
]
exp
[
−ǫDV (uµˆ) + iǫDJn+µˆuµˆ
]
× Fn,µˆ(u1, ⌢
uµˆ
· · · , u2D ; uµˆ, · · · , uµˆ ; J), (3.9)
where in the second line we used the identity‡
∫ dy√
2πa
e−(x−y)
2/2a f(y) = e
1
2
a d
2
dx2 f(x) (a > 0). (3.10)
Then we can easily invert eq.(3.9) to find
Fn,µˆ(u1, ⌢
uµˆ
· · · , u2D ; uµˆ, · · · , uµˆ ; J)
= exp
[
ǫDV (uµˆ)− iǫDJn+µˆuµˆ
]
exp
[
−1
2
ǫ2−D
∂2
∂u2µˆ
]
An(u1, · · · , u2D; J). (3.11)
On the other hand, one may express the hole function An+µˆ in terms of Fn,µˆ:
An+µˆ(u˜1, · · · , u˜2D; J) =
∫
[du] exp
[
−ǫD
{
1
2
(
u˜−µˆ − u
ǫ
)2
+V (u)
}
+iǫDJnu
]
‡ To derive the integral form (left-hand side) from the differential form (right-hand side), substitute
f(x) =
∫
dy δ(x− y) f(y) =
∫
dp dy
2pi
eip(x−y) f(y)
and integrate over p after replacing d/dx by ip.
Also, one may show a similar identity for the inverse transformation:∫ ∞
−∞
dy√
2pia
e−(y+ix)
2/2a f(iy) = e−
1
2
a d
2
dx2 f(x) (a > 0).
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× Fn,µˆ(u, · · · , u ; u˜1, ⌢
u˜−µˆ
· · · , u˜2D ; J). (3.12)
Using representation by differential operator as before, we obtain
Fn,µˆ(u˜−µˆ, · · · , u˜−µˆ ; u˜1, ⌢
u˜−µˆ
· · · , u˜2D ; J)
= exp
[
ǫDV (u˜−µˆ)− iǫDJnu˜−µˆ
]
exp
[
−1
2
ǫ2−D
∂2
∂u˜2−µˆ
]
An+µˆ(u˜1, · · · , u˜2D; J). (3.13)
Comparing eqs.(3.11) and (3.13), we find
Fn,µˆ(u, · · · , u ; u˜, · · · , u˜ ; J)
= exp
[
ǫDV (u˜)− iǫDJn+µˆu˜
]
exp
[
−1
2
ǫ2−D
∂2
∂u˜2
]
An(u, · · · , u, u˜
↑
µˆ
, u, · · · , u ; J)
= exp
[
ǫDV (u)− iǫDJnu
]
exp
[
−1
2
ǫ2−D
∂2
∂u2
]
An+µˆ(u˜, · · · , u˜, u
↑
−µˆ
, u˜, · · · , u˜ ; J).
(3.14)
Or, equivalently,
exp
[
1
2
ǫ2−D
∂2
∂u2
]
exp
[
−ǫDV (u) + iǫDJnu
]
An(u, · · · , u, u˜
↑
µˆ
, u, · · · , u ; J)
= exp
[
1
2
ǫ2−D
∂2
∂u˜2
]
exp
[
−ǫDV (u˜) + iǫDJn+µˆu˜
]
An+µˆ(u˜, · · · , u˜, u
↑
−µˆ
, u˜, · · · , u˜ ; J).
(3.15)
These are the local equations satisfied by the hole function we set out to derive. Using
eq.(3.10) we obtain coupled linear integral equations.
We will show in the next section that the local equations (3.15) together with the
condition (3.6) are equivalent to the Dyson-Schwinger equations. In marked contrast to
the Dyson-Schwinger equations, however, we obtain sets of closed equations among the
hole functions when we expand eqs.(3.15) in Taylor series in J . For example, if we define
A(0)n ≡ An
∣∣∣∣
J=0
, (3.16)
A
(1)
n;k ≡
1
iǫD
∂
∂Jk
An
∣∣∣∣
J=0
, (3.17)
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then the zeroth order and the first order equations, respectively, become as follows.
exp
[
1
2
ǫ2−D
∂2
∂u2
]
exp
[
−ǫDV (u)
]
A(0)n (u, · · · , u, u˜
↑
µˆ
, u, · · · , u)
= exp
[
1
2
ǫ2−D
∂2
∂u˜2
]
exp
[
−ǫDV (u˜)
]
A
(0)
n+µˆ(u˜, · · · , u˜, u
↑
−µˆ
, u˜, · · · , u˜) (3.18)
and
exp
[
1
2
ǫ2−D
∂2
∂u2
]
exp
[
−ǫDV (u)
]
A
(1)
n;k(u, · · · , u, u˜
↑
µˆ
, u, · · · , u)
− exp
[
1
2
ǫ2−D
∂2
∂u˜2
]
exp
[
−ǫDV (u˜)
]
A
(1)
n+µˆ;k(u˜, · · · , u˜, u
↑
−µˆ
, u˜, · · · , u˜)
= δn+µˆ,k exp
[
1
2
ǫ2−D
∂2
∂u˜2
]
exp
[
−ǫDV (u˜)
]
u˜ A
(0)
n+µˆ(u˜, · · · , u˜, u
↑
−µˆ
, u˜, · · · , u˜)
−δn,k exp
[
1
2
ǫ2−D
∂2
∂u2
]
exp
[
−ǫDV (u)
]
uA(0)n (u, · · · , u, u˜
↑
µˆ
, u, · · · , u). (3.19)
Also, a condition follows from eq.(3.6):
A(1)n;n(u1, · · · , u2D) = 0. (3.20)
So, if we solve eqs.(3.18)-(3.20), we can calculate one-point and two-point Green functions,
respectively, using eq.(3.5).
4 Equivalence to the Dyson-Schwinger Equations
We have seen in the previous section that the hole function defined in eq.(3.2) obey the
local equations (3.15). Conversely, one may define a hole function to be the solution to
the local equations (3.15) satisfying the condition (3.6). Now we are going to show that
the hole function defined in this way generates the partition function that obey the Dyson-
Schwinger equations.
Let us begin by showing that Zn defined as
Zn =
∫
[du] exp
[
−ǫDV (u) + iǫDJnu
]
An(u, · · · , u; J) (4.1)
is independent of n. This property would have been trivial if we had adopted the definition
(3.2) since Zn is just the partition function Z[J ]. Using the local equations (3.15), we see
Zn+µˆ =
∫
[du] exp
[
−ǫDV (u) + iǫDJn+µˆu
]
An+µˆ(u, · · · , u; J)
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=
∫
[du]
{
exp
[
−ǫDV (u˜) + iǫDJn+µˆu˜
]
An+µˆ(u˜, · · · , u˜, u
↑
−µˆ
, u˜, · · · , u˜ ; J)
}
u˜→ u
=
∫
[du]
{
exp
[
−1
2
ǫ2−D
∂2
∂u˜2
+
1
2
ǫ2−D
∂2
∂u2
]
× exp
[
−ǫDV (u) + iǫDJnu
]
An(u, · · · , u, u˜
↑
µˆ
, u, · · · , u ; J)
}
u˜→ u
=
∫
[du] exp
[
−ǫDV (u) + iǫDJnu
]
An(u, · · · , u; J) = Zn, (4.2)
where in the last line we used the identity
∫
dx
{
exp
[
−1
2
ǫ2−D
∂2
∂y2
+
1
2
ǫ2−D
∂2
∂x2
]
f(x, y)
}
y → x=
∫
dx f(x, x). (4.3)
(See Appendix B for proof.) Thus, Zn is independent of n, so we will denote Zn = Z[J ] in
the following.
We can derive yet another local property of Z[J ] in a similar manner. Again using
eq.(3.15), we find
∫
[du] u exp
[
−ǫDV (u) + iǫDJn+µˆu
]
An+µˆ(u, · · · , u; J)
=
∫
[du] u
{
exp
[
−ǫDV (u˜) + iǫDJn+µˆu˜
]
An+µˆ(u˜, · · · , u˜, u
↑
−µˆ
, u˜, · · · , u˜ ; J)
}
u˜→ u
=
∫
[du] u
{
exp
[
−1
2
ǫ2−D
∂2
∂u˜2
+
1
2
ǫ2−D
∂2
∂u2
]
× exp
[
−ǫDV (u) + iǫDJnu
]
An(u, · · · , u, u˜
↑
µˆ
, u, · · · , u ; J)
}
u˜→ u
=
∫
[du]
(
u exp
[
−ǫDV (u) + iǫDJnu
]
An(u, · · · , u; J)
+ ǫ2−D exp
[
−ǫDV (u) + iǫDJnu
] { ∂
∂u˜
An(u, · · · , u, u˜
↑
µˆ
, u, · · · , u ; J)
}
u˜→ u
)
,
(4.4)
where in the last line we used the identity
∫
dx x
{
exp
[
−1
2
ǫ2−D
∂2
∂y2
+
1
2
ǫ2−D
∂2
∂x2
]
f(x, y)
}
y → x
=
∫
dx
(
x f(x, x) + ǫ2−D
{
∂
∂y
f(x, y)
}
y → x
)
(4.5)
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(See Appendix B for proof.) Thus, we have shown the relation∫
[du] u e−ǫ
DV (u) ǫ−2
[
An+µˆ(u, · · · , u; J) eiǫDJn+µˆu −An(u, · · · , u; J) eiǫDJnu
]
= ǫ−D
∫
[du] e−ǫ
DV (u)+iǫDJnu
{
∂
∂u˜
An(u, · · · , u, u˜
↑
µˆ
, u, · · · , u ; J)
}
u˜→ u. (4.6)
Taking sum over µˆ in 2D directions, we find
∫
[du] u e−ǫ
DV (u)
2D∑
µˆ=1
ǫ−2
[
An+µˆ(u, · · · , u; J) eiǫDJn+µˆu − An(u, · · · , u; J) eiǫDJnu
]
= ǫ−D
∫
[du] e−ǫ
DV (u)+iǫDJnu
∂
∂u
An(u, · · · , u; J). (4.7)
Then one may convert this equality to the equation for the partition function Z[J ] using
eqs.(3.6) and (4.2):
(l.h.s.) =
2D∑
µˆ=1
ǫ−2
{
1
iǫD
∂
∂Jn+µˆ
− 1
iǫD
∂
∂Jn
}
Z[J ], (4.8)
(r.h.s.) = −
∫
[du] [−V ′(u) + iJn] e−ǫDV (u)+iǫDJnuAn(u, · · · , u; J)
=
{
V ′
(
1
iǫD
∂
∂Jn
)
−iJn
}
Z[J ]. (4.9)
Hence, the partition function satisfies the Dyson-Schwinger equations (2.9). This shows
that the Green functions constructed from the hole function (3.5) satisfy the Dyson-
Schwinger equations (2.13).
5 Extracting the Vacuum State at the Boundaries
So far we have discussed method for calculating Green functions that obey the Dyson-
Schwinger equations, while we have left aside the issue of their boundary conditions. In fact,
Green functions satisfy the Dyson-Schwinger equations for arbitrary boundary conditions.
In quantum field theory, however, we usually want to find the Green functions given by
the vacuum expectation values of time-ordered field operator products. We will see that
such Green functions can be obtained by solving the zeroth and first order local equations
for the hole functions, eqs.(3.18) and (3.19), with appropriate conditions.
The Hamiltonian Hˆ for the lattice field theory (3.1) is defined from the transfer
matrix of this theory:
e−ǫ Hˆ = exp
[
−1
2
ǫD
∑
l∈S
{
D−1∑
νˆ=1
1
2
(
φl+νˆ − φl
ǫ
)2
+V (φl)
} ]
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× exp
[
1
2
ǫ2−D
∑
l∈S
∂2
∂φ2l
]
exp
[
−1
2
ǫD
∑
l∈S
{
D−1∑
νˆ=1
1
2
(
φl+νˆ − φl
ǫ
)2
+V (φl)
} ]
, (5.1)
where φl’s are the fields on a (D−1)-dimensional lattice hyperplane S corresponding to
some fixed time. Hˆ is hermitian, and we denote the energy eigenstates as
Hˆ |α 〉 = Eα |α 〉 . (5.2)
We can define Heisenberg operator Φˆn just as in the continuum theory. Then the Green
functions that obey the Dyson-Schwinger equations (2.13) is given by
〈φi1 · · ·φiN 〉 =
∑
α,β
Cαβ 〈α |T Φˆi1 · · · ΦˆiN |β 〉 (5.3)
for arbitrary Cαβ ’s.
Suppose we look for translationally invariant solutions to the zeroth order equations
(3.18):
A(0)n = independent of n. (5.4)
Then any one-point function calculated from A(0)n will also be translationally invariant
〈φmn 〉 =
∫
[du] umA(0)n (u, · · · , u) e−ǫDV (u)∫
[du]A
(0)
n (u, · · · , u) e−ǫDV (u)
= independent of n. (5.5)
It means we have selected a particular class of boundary conditions in (5.3). Since∑
α,β
Cαβ 〈α | Φˆmn |β 〉 =
∑
α,β
Cαβ e
−τ(Eβ−Eα) 〈α | Φˆm(~n,0) |β 〉 , (5.6)
where we regard the D-th component of n as the Euclidean time, n = (~n, nD) and τ = ǫ nD,
we see the solutions (5.4) correspond to the boundary conditions
Cαβ = 0 for Eα 6= Eβ . (5.7)
Next, consider the solution A
(1)
n;k to the first order equations (3.19), from which one
may calculate the two-point Green function 〈φnφk〉 subject to the same boundary conditions
as that for the one-point function, eq.(5.7). For nD > kD,
〈φnφk〉 =
∑
α,α′
Cαα′ 〈α | ΦˆnΦˆk |α′ 〉 (Eα = Eα′)
=
∑
α,α′,β
Cαα′e
−(τ−τ ′)(Eβ−Eα) 〈α | Φˆ(~n,0) |β 〉 〈β | Φˆ(~k,0) |α′ 〉 , (5.8)
where k = (~k, kD) and τ
′ = ǫ kD. Therefore, if we demand the two-point function to be
well-behaved as |nD − kD| → ∞, Eβ ≥ Eα, so that the vacuum state will be selected at
the boundaries. It is the condition that should be imposed on A
(1)
n;k.
To calculate higher Green functions satisfying the right boundary conditions, solve
successively higher order local equations for higher order hole functions using thus obtained
A(0)n and A
(1)
n;k.
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6 Basic Properties of the Local Equations
6.a D = 1 Case
Let us examine the local equation (3.15) for the 1-dimensional lattice with N + 1 sites
(n = 0, 1, . . . , N) :
e
1
2
ǫ ∂
2
∂u2 e−ǫV (u)+iǫJnuAn(u, u˜; J) = e
1
2
ǫ ∂
2
∂u˜2 e−ǫV (u˜)+iǫJn+1u˜An+1(u, u˜; J). (6.1)
Noting that An(u, u˜; J) is independent of Jn, the solution is found to be
An(u, u˜; J) =
∑
i
[
e
1
2
ǫ ∂
2
∂u2 e−ǫV (u)+iǫJn−1u · · · e 12 ǫ ∂
2
∂u2 e−ǫV (u)+iǫJ0u fi(u)
× e−ǫV (u˜)+iǫJn+1u˜ e 12 ǫ ∂
2
∂u˜2 · · · e−ǫV (u˜)+iǫJN u˜ e 12 ǫ ∂
2
∂u˜2 gi(u˜)
]
(6.2)
for ∀fi(u), gi(u˜).
Now we take the continuum limit ǫ→ 0 fixing T = ǫN and τ = ǫ n. Eq.(6.1) reduces
to
∂
∂τ
A(τ ; u, u˜; J) =
[(
Hˆu˜ − iJ(τ)u˜
)
−
(
Hˆu − iJ(τ)u
)]
A(τ ; u, u˜; J), (6.3)
where
Hˆu = −1
2
∂2
∂u2
+ V (u), Hˆu˜ = −1
2
∂2
∂u˜2
+ V (u˜), (6.4)
and the hole function (6.2) to
A(τ ; u, u˜; J) =
∑
i
〈gi |T e−
∫ T
τ
dτ ′ (Hˆ−iJ(τ ′)φˆ) | u˜ 〉 〈u |T e−
∫ τ
0
dτ ′ (Hˆ−iJ(τ ′)φˆ) | fi 〉 , (6.5)
which are the slightly generalized forms of the equations discussed in Section 1. Then one
obtains the correct partition function of the theory from the hole function
Z[J(τ)] = lim
ǫ→0
∫
du e−ǫV (u)+iǫJnuAn(u, u; J) (6.6)
=
∑
i
〈gi |T e−
∫ T
0
dτ ′ (Hˆ−iJ(τ ′)φˆ) | fi 〉 . (6.7)
The Green functions are obtained from Z[J ] (or from A(τ ; u, u˜; J)), and it is easy to check
that the procedure indicated in the previous section picks up the vacuum | fi 〉 , | gi 〉 → | 0 〉.
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6.b Formal Solutions
We present formal solutions to the local equations (3.15).
First consider the hole function (3.2) in the case of free field theory V (φ) = 1
2
m2φ2.
Since the integrand is Gaussian, one can explicitly perform the integration. We find
A(free)n (u1, · · · , u2D; J) = exp

−1
2
(
~u+ ~J
)T
N−1
(
~u+ ~J
)
− 1
2
ǫD−2
2D∑
µˆ=1
u2µˆ

 , (6.8)
where (
~J
)
l
= ǫDJl,
(~u)l =
2D∑
µˆ=1
ǫD−2 uµˆ δn+µˆ,l,
(N−1)lk = G(l − k)−
1
G(0)
G(l − n)G(n− k),
(6.9)
and
G(l) =
1
ǫD
∫
B
dDp
(2π)D
eip·l
m2 + 2ǫ−2
∑D
µˆ=1[1− cos pµ]
, B = (−π, π)D. (6.10)
It is straightforward to verify that eq.(6.8) satisfies the local equations (3.15).
For a general potential V (φ), we write
V (φ) =
1
2
m2φ2 + Lint(φ). (6.11)
Then from the definition (3.2), the formal solution can be written as
An(u1, · · · , u2D; J) = exp
[
−ǫD∑
l∈Λ
Lint
(
1
iǫD
∂
∂Jl
)]
A(free)n (u1, · · · , u2D; J). (6.12)
Again, it is straightforward to show that this formal solution satisfies the local equations
(3.15).
6.c Reduction of Variables
The closed equations (3.18) and (3.19) are equations for the hole functions of 2D link
variables. We shall turn the problem of solving these equations into that of solving coupled
linear equations for a set of functions of two variables. When the system in question is
translationally invariant as well as invariant under rotation by 90◦, we define
A(u, u˜) ≡ A(0)n (u, · · · , u, u˜
↑
µˆ
, u, · · · , u) : independent of n, µˆ, (6.13)
Bn−k;µˆ(u, u˜) ≡ A(1)n;k(u, · · · , u, u˜
↑
µˆ
, u, · · · , u). (6.14)
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Then eqs.(3.18)-(3.20) are rewritten as
e
1
2
ǫ2−D ∂
2
∂u2 e−ǫ
DV (u)A(u, u˜) = e
1
2
ǫ2−D ∂
2
∂u˜2 e−ǫ
DV (u˜)A(u˜, u), (6.15)
e
1
2
ǫ2−D ∂
2
∂u2 e−ǫ
DV (u)Bl;µˆ(u, u˜)− e
1
2
ǫ2−D ∂
2
∂u˜2 e−ǫ
DV (u˜)Bl+µˆ;−µˆ(u˜, u)
= δl+µˆ,0 e
1
2
ǫ2−D ∂
2
∂u˜2 e−ǫ
DV (u˜) u˜ A(u˜, u)− δl,0 e
1
2
ǫ2−D ∂
2
∂u2 e−ǫ
DV (u) uA(u, u˜), (6.16)
B0;µˆ(u, u˜) = 0. (6.17)
In addition, the following conditions should be satisfied according to the definitions (6.13)
and (6.14).
d
du
A(u, u) = 2D
[
∂
∂u˜
A(u, u˜)
]
u˜→ u
, (6.18)
Bl;µˆ(u, u) = Bl(u) : independent of µˆ, (6.19)
d
du
Bl(u) =
2D∑
µˆ=1
[
∂
∂u˜
Bl;µˆ(u, u˜)
]
u˜→ u
. (6.20)
Following the discussion in Section 4, one can verify that when A(u, u˜) and Bl;µˆ(u, u˜) satisfy
eqs.(6.15)-(6.20), the one-point and two-point Green functions constructed from these hole
functions obey the Dyson-Schwinger equations (2.13). Thus, it suffices to solve these set of
coupled linear equations for A(u, u˜) and Bl;µˆ(u, u˜) to obtain the one-point and two-point
Green functions.
7 Summary and Discussion
In Section 2 we review the Dyson-Schwinger equations for a Euclidean lattice scalar field
theory. We argue that they carry full information of the theory since the equations are
identified with the Fourier transform of the defining equations for the weight factor e−S[φ].
In Section 3 we define the “hole function”, An, associated with a lattice site n. It is
defined such that any N -point Green function can be constructed from it. We see that the
hole function obeys a set of local equations, which are shown to be equivalent to the Dyson-
Schwinger equations (Section 4). The remarkable feature is that the local equations, when
expanded in terms of source J , reduce to sets of closed equations for the hole functions.
It is in contrast to the Dyson-Schwinger equations which are the infinite series of coupled
equations.
To obtain the Green functions satisfying the right boundary conditions: Find trans-
lationally invariant solutions A(0)n to the zeroth order equation (3.18). Then solve the first
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order equation (3.19) for A
(1)
n;k, and demand that the two-point function calculated from
A
(1)
n;k to behave well as |n− k| → ∞ (Section 5).
Section 6 summarizes some basic properties of the local equations. We have seen that
the equation correctly reproduces the known results from quantum mechanics when D = 1
(Subsection 6.a). The existence of formal solution to the local equations is anticipated
from the ordinary perturbation theory, and the explicit form is given (Subsection 6.b).
The closed sets of local equations for the hole functions can be reduced to the coupled
linear equations for functions of two variables. (Subsection 6.c).
It would be straightforward to solve numerically the closed local equations given in
the form of Subsection 6.c. If we expand the functions A(u, u˜) and Bl;µˆ(u, u˜) in terms
of some appropriate functional bases, task to solve the equations would reduce to matrix
calculations.
Finally, it may be instructive to see which part of the information on the Dyson-
Schwinger equations is contained in each set of closed equations. Consider the solution
A(0)n to the simplest equations (3.18). Since we may obtain Fn,µˆ|J=0 from A(0)n via eq.(3.11),
not only the one-point functions 〈φmn 〉 but also two-point functions of the nearest neighbors〈
φmn φ
m′
n+µˆ
〉
can be constructed from A(0)n .
§ In fact, one can show using the zeroth order
equations (3.18) alone the following particular part of the Dyson-Schwinger equations
〈
( ⊓⊔ nφn)φmn − V ′(φn)φmn +
m
ǫD
φm−1n
〉
= 0, (m = 0, 1, 2, . . .). (7.21)
Similarly, from the solutions to eqs.(3.18) and (3.19), one can show
〈
( ⊓⊔ nφn)φmn φk − V ′(φn)φmn φk +
m
ǫD
φm−1n φk +
1
ǫD
δn,k φ
m
n
〉
= 0,
(m = 0, 1, 2, . . .). (7.22)
The author is grateful to K. Hikasa for carefully reading the manuscript and making
useful comment.
Appendix A: Minkowski Versions
We present here the local equations for Minkowski space-time.
Define
ηµˆ =
{ −1 for µˆ = ±xˆ1, . . . ,±xˆD−1 (space direction)
+1 for µˆ = ±xˆD (time direction) . (A.1)
§ Since we defined the hole function to be a function of links surrounding n rather than of the field on
n, it carries some information on the nearest neighbors.
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The action is given by
S[φ] =
∑
l
ǫD
{ D∑
µˆ=1
1
2
ηµˆ
(
φl+µˆ − φl
ǫ
)2
−V (φl)
}
, (A.2)
and the hole function is defined by
An(u1, · · · , u2D; J)
≡
∫ ∏
l 6=n
[dφl] exp
[
iS ′n[φ] + iǫ
D
∑
l 6=n
Jlφl + iǫ
D
2D∑
µˆ=1
1
2
ηµˆ
(
φn+µˆ − uµˆ
ǫ
)2]
(A.3)
with
S ′n[φ] = S[φ]− ǫD
{ 2D∑
µˆ=1
1
2
ηµˆ
(
φn+µˆ − φn
ǫ
)2
−V (φl)
}
. (A.4)
Here, the integral measure is defined as [dφl] = dφl/
√
2πiǫ.
The local equations satisfied by the hole function is
exp
[
1
2
iǫ2−Dηµˆ
∂2
∂u2
]
exp
[
−iǫDV (u) + iǫDJnu
]
An(u, · · · , u, u˜
↑
µˆ
, u, · · · , u ; J)
= exp
[
1
2
iǫ2−Dηµˆ
∂2
∂u˜2
]
exp
[
−iǫDV (u˜) + iǫDJn+µˆu˜
]
An+µˆ(u˜, · · · , u˜, u
↑
−µˆ
, u˜, · · · , u˜ ; J),
(A.5)
where a condition that follows from the definition eq.(A.3) is
An(u1, · · · , u2D; J) = independent of Jn. (A.6)
An identity corresponding to eq.(3.10) is given by
∫
dy√
2πia
ei(x−y)
2/2a f(y) = e
1
2
ia d
2
dx2 f(x). (A.7)
When we expand the local equation (A.5) in J , the zeroth-order and first-order equa-
tions are, respectively,
exp
[
1
2
iǫ2−Dηµˆ
∂2
∂u2
]
exp
[
−iǫDV (u)
]
A(0)n (u, · · · , u, u˜
↑
µˆ
, u, · · · , u)
= exp
[
1
2
iǫ2−Dηµˆ
∂2
∂u˜2
]
exp
[
−iǫDV (u˜)
]
A
(0)
n+µˆ(u˜, · · · , u˜, u
↑
−µˆ
, u˜, · · · , u˜) (A.8)
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and
exp
[
1
2
iǫ2−Dηµˆ
∂2
∂u2
]
exp
[
−iǫDV (u)
]
A
(1)
n;k(u, · · · , u, u˜
↑
µˆ
, u, · · · , u)
− exp
[
1
2
iǫ2−Dηµˆ
∂2
∂u˜2
]
exp
[
−iǫDV (u˜)
]
A
(1)
n+µˆ;k(u˜, · · · , u˜, u
↑
−µˆ
, u˜, · · · , u˜)
= δn+µˆ,k exp
[
1
2
iǫ2−Dηµˆ
∂2
∂u˜2
]
exp
[
−iǫDV (u˜)
]
u˜ A
(0)
n+µˆ(u˜, · · · , u˜, u
↑
−µˆ
, u˜, · · · , u˜)
−δn,k exp
[
1
2
iǫ2−Dηµˆ
∂2
∂u2
]
exp
[
−iǫDV (u)
]
uA(0)n (u, · · · , u, u˜
↑
µˆ
, u, · · · , u), (A.9)
where
A(0)n ≡ An
∣∣∣∣
J=0
, (A.10)
A
(1)
n;k ≡
1
iǫD
∂
∂Jk
An
∣∣∣∣
J=0
, (A.11)
and
A(1)n;n(u1, · · · , u2D) = 0. (A.12)
Appendix B
In this appendix, we prove eqs.(4.3) and (4.5):
∫
dx
{
exp
[
−1
2
ǫ2−D
∂2
∂y2
+
1
2
ǫ2−D
∂2
∂x2
]
f(x, y)
}
y → x=
∫
dx f(x, x), (B.1)
and
∫
dx x
{
exp
[
−1
2
ǫ2−D
∂2
∂y2
+
1
2
ǫ2−D
∂2
∂x2
]
f(x, y)
}
y → x
=
∫
dx
(
x f(x, x) + ǫ2−D
{
∂
∂y
f(x, y)
}
y → x
)
. (B.2)
Here, we assume that the function f(x, x) swiftly vanishes as |x| → ∞, as well as
e
− 1
2
ǫ2−D ∂
2
∂y2
+ 1
2
ǫ2−D ∂
2
∂x2 f(x, y) swiftly vanishes as |x|, |y| → ∞.
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We write f(x, y) = 〈x | fˆ | y 〉. Then, we see
∫
dx
{
exp
[
−1
2
ǫ2−D
∂2
∂y2
+
1
2
ǫ2−D
∂2
∂x2
]
f(x, y)
}
y → x
=
∫
dx 〈x | e− 12 ǫ2−D pˆ2 fˆ e 12 ǫ2−Dpˆ2 |x 〉
= Tr
[
e−
1
2
ǫ2−D pˆ2 fˆ e
1
2
ǫ2−Dpˆ2
]
= Tr
[
fˆ
]
=
∫
dx f(x, x). (B.3)
Also,
∫
dx x
{
exp
[
−1
2
ǫ2−D
∂2
∂y2
+
1
2
ǫ2−D
∂2
∂x2
]
f(x, y)
}
y → x
=
∫
dx 〈x | e− 12 ǫ2−D pˆ2 fˆ e 12 ǫ2−Dpˆ2 xˆ |x 〉
= Tr
[
e−
1
2
ǫ2−Dpˆ2 fˆ e
1
2
ǫ2−Dpˆ2 xˆ
]
= Tr
[
fˆ
(
e
1
2
ǫ2−D pˆ2 xˆ e−
1
2
ǫ2−Dpˆ2
)]
= Tr
[
fˆ
(
xˆ− iǫ2−Dpˆ
)]
=
∫
dx
(
x f(x, x) + ǫ2−D
{
∂
∂y
f(x, y)
}
y → x
)
. (B.4)
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Figure Captions
Fig. 1 The hole function An(u1, · · · , u2D; J) is defined as a function of link variables sur-
rounding the site n.
Fig. 2 The function Fn,µˆ is defined as a function of link variables surrounding two adjacent
sites n and n+ µˆ; n is surrounded by u1, . . . , u2D (except uµˆ), and n+ µˆ is surrounded
by u˜1, . . . , u˜2D (except u˜−µˆ). Note that the link connecting n and n+ µˆ is missing.
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