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Abstract
Most transport theorems—that is, a formula for the rate of change of an integral in
which both the integrand and domain of integration depend on time—involve domains
that evolve according to a flow map. Such domains are said to be convecting. Here
a transport theorem for nonconvecting domains evolving on an embedded manifold is
established. While the domain is not convecting, it is assumed that the boundary of
the domain does evolve according to a flow map is some generalized sense. The proof
relies on considering the evolving set as a fixed set in one higher dimension and then
using the divergence theorem. The domains considered can be irregular in the sense
that their boundaries need only be Lipschitz. Tools from geometric measure theory
are used to deal with this irregularity.
1 Introduction
One often encounters the problem of having to find a formula for the derivative of an integral
with respect to a parameter in which both the integrand and the domain of integration
depend on the parameter. Such problems occur in continuum physics when trying to
convert a global balance law to a local one [13] or in shape optimization problems when
computing the variation of a functional [4, 23]. The simplest case of this kind of result is
the Leibniz integral rule, which states that if φ : R2 → R and a, b : R → R are sufficiently
smooth functions, then
d
dt
∫ b(t)
a(t)
φ(x, t) dx =
∫ b(t)
a(t)
∂
∂t
φ(x, t) dx+ φ(b(t), t)b′(t)− φ(a(t), t)a′(t). (1)
In higher dimensions, such a formula is referred to as a transport theorem. This is because
the analogous result in three dimensions is called Reynolds’ transport theorem, which in-
volves an open, bounded set R in R3 with smooth boundary that is evolving according to
a given flow map with velocity field v. In this case, given a smooth function φ depending
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on position and time, one has
d
dt
∫
R
φdv =
∫
R
∂
∂t
φdv+
∫
∂R
φv · nda, (2)
where n is the exterior unit-normal to R. A domain evolving according to a flow map is
called a convecting domain.
Extensions of the classical transport theorems of Leibniz and Reynolds have been estab-
lished by considering different types of evolving domains. A particularly important example
of this being the surface transport theorem [6, 12, 14, 16]. Here, one considers a convecting
surface S in three dimensions. The resulting formula for the time derivative is
d
dt
∫
S
φda =
∫
S
(

φ− 2Hφv · n)da+
∫
∂S
φv · ν dl, (3)
where

φ is what is known as the normal time-derivative of φ and it measures how quickly φ
is changing in the direction orthogonal to the surface, H is the mean curvature of S, and ν
is the unit binormal that is tangent to S but orthogonal to ∂S. More generally, a transport
theorem for a k-dimensional manifold convecting in an n-dimensional semi-Riemannian
manifold was established by Betounes [3]. The formula for the derivative in this case is
similar to what appears in (3) with the term involving the mean curvature being replaced
by one that contains the mean-curvature vector.
The transport theorems mentioned so far hold for evolving smooth domains, but results
for irregular domains have been obtained. Falach and Segev established generalized trans-
port theorems by modeling the domain of integration either as a de Rham current [9] or a
flat chain [10] in the spirit of Federer’s geometric measure theory [11]. In both cases, the
domain was convecting according to a given flow map, though in [10] this map was only re-
quired to be Lipschitz. Seguin and Fried [20] proved a transport theorem involving irregular
domains using Harrison’s theory [15] of differential chains. Besides allowing for irregular
evolving domains, this transport theorem holds for domains that need not be convecting.
This allows for the domain to develop holes or transition from smooth to fractal during the
course of its evolution. For a not-so-technical description of this result, see [21].
Of all of the previously mentioned results on transport theorems, only two did not
involve convecting domains: the result of Seguin and Fried [20] and Gurtin, Struthers, and
Williams’ [14] proof of the surface transport theorem. The first of these has the drawback
that showing a particular evolving domain can be modeled as a time-dependent differential
chain with the properties necessary to apply the generalized transport theorem can be
challenging in practice, while the second only holds for smooth surfaces. Another method
of proving a transport theorem for nonconvecting domains was provided by Estrada and
Kanwal [8] using the theory of distributions, but their result involved smooth domains.
When considering a nonconvecting domain, there is no flow map, and hence no associated
velocity field v. In this case, the transport theorems take a slightly different form. For
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Figure 1: A simple example of the type of evolving domain allowed in the transport theo-
rem presented here. During the course of the evolution of the domain, the boundary can
transition from intersecting itself, as shown in (a), to not intersecting itself, as seen in (b).
example, in the Reynolds’ transport theorem (2) for a nonconvecting domain the term v ·n
is replaced by a scalar normal velocity which describes the evolution of the boundary of R.
Here we establish a transport theorem involving an evolving open set that lives on a fixed
manifold embedded in a Euclidean space that is not convecting and can have certain types
of irregularities. Since the manifold on which the set is evolving is stationary, this transport
theorem will take a form similar to (2). For a simple example of the type of domain that
will be considered, look at the evolving domain shown in Figure 1. The domain initially
occupies the region in R2 shown in Figure 1(a), with the arrows indicating the velocity
of the boundary of the domain. Notice that the boundary of this domain is initially not
smooth for two reasons: it has corners and it intersects itself. However, during the course
of its evolution, the domain changes so that the bounding curve no longer intersects itself,
as seen in Figure 1(b). Such an evolution cannot be described by a convecting domain.
The proof of the desired transport theorem uses the ideas of Gurtin, Struthers, and
Williams [14] in that the evolving domain is considered as a fixed domain in one higher
dimension, which can be viewed as space-time. Moreover, the divergence theorem plays
a key role in establishing the result. Tools from geometric measure theory are used to
allow for the consideration of irregular domains. While the domain is not assumed to be
convecting, in some sense the boundary of it is.
The main motivation for establishing this particular transport theorem is to compute
the first variation of a newly introduced fractional length functional. The condition of the
first variation being zero can be used to motivate a nonlocal notion of curvature for a curve.
This is analogous to how Caffarelli, Roquejoffre, and Savin [5] computed the Euler–Lagrange
equation of the fractional perimeter and Abatangelo and Valdinoci [1] used it to define a
nonlocal mean curvature. For the work in which this transport theorem is applied to obtain
a nonlocal notion of curvature for a curve, see Seguin [19]. There are other problems in
shape optimization theory that do not always involve regular domains, see the work of
Bucur and Buttazzo [4], and, when considering a perturbation of the domain to compute
the first variation, one does not always have a flow map that describes this. This is exactly
the situation that occurred when computing the first variation of the fractional length
functional in [19]. Irregular domains are also important in the physical sciences. See, for
example, the works of Marzocchi [17], Degiovanni, Marzocchi, and Musesti [7], S˘ilhavý,[22]
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and Schuricht [18] one end goal of which is to formulate balance laws for irregular domains.
The formulation of such balance laws requires the ability to integrate over irregular domains.
Moreover, the balance laws of interest typically include a term involving a time rate of
change of an integral in which both the domain and integrand may vary with time, and
thus a transport theorem for irregular domains is needed. Thus, the result established here
could have applications outside of its original motivation.
The next section introduces a number of definitions and makes precise the type of
evolving domains that will be considered here. Section 3 investigates the geometry of
the evolving domains. In particular, the time-dependent domain will be considered as a
fixed domain in one higher dimension and the exterior unit normal to this domain will
be determined. The last section, Section 4, contains the proof of the desired transport
theorem.
2 Regularly evolving sets
We say that a subset S of Rd is a k-dimensional immersed submanifold if it is the range
of a function f ∈ W 1,∞(N ,Rd), where N is a k-dimensional Riemannian manifold, whose
differential df is injective where it exists, which is Hk-a.e.. Such a function f is called an
immersion1. Let W 1,∞
im
(N ,Rd) denote the space of all immersions in W 1,∞(N ,Rd). If f is
also injective, then S is an embedded submanifold of Rd. We call the set S an Hk-embedded
submanifold of Rd if it is an immersed submanifold of dimension k and the immersion
f ∈W 1,∞
im
(N ,Rd) satisfies
Hk({p ∈ S | H0(f−1({p})) > 1}) = 0. (4)
This condition says that the set of points of S where the image of N under f intersects
itself has dimension less than k. See Figure 2.
We say that a subset A is an Hk-almost embedded submanifold if there exists an Hk-
embedded submanifold S such that A and S differ by a set of Hk-measure zero. See
Figure 2. If this is the case, we write
A Hk= S. (5)
Notice that A and S have the same tangent space at Hk-a.e. point.
Let M an m-dimensional embedded submanifold of Rd. For each t ∈ R, let Ot be an
open subset of M whose reduced boundary ∂∗Ot is an Hm−1-almost embedded submani-
fold.2 Furthermore, assume that each ∂∗Ot is related to the image of the same manifold
1Usually an immersion is a smooth function, but here we slighty abuse terminology and apply this term
when the function has less regularity.
2For a definition of reduced boundary see, for example, Ambrosio, Fusco, and Pallara [2].
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Figure 2: The set consisting of just the depicted self-intersecting curve is a H1-embedded
submanifold of R2 since the set is the immersed image of a 1-dimensional Riemannian
manifold and the set of intersection points is finite, and hence has H1-measure zero. The
set consisting of the self-intersecting curve together with the isolated points represented by
dots in the figure is a H1-almost embedded submanifold because the isolated points have
H1-measure zero.
smoothly in time. More precisely, assume there is a (m− 1)-dimensional Riemannian man-
ifold N and a function f ∈ C1(R,W 1,∞
im
(N ,Rd)) such that
∂∗Ot H
m−1
= ft(N ) and Hm−1({p ∈ ∂∗Ot | H0(f−1t ({p})) > 1}) = 0, (6)
where ft := f(t, ·). We refer to a family of open sets Ot of M as a regularly evolving open
set in M if there is a Riemannian manifold N and a function f ∈ C1(R,W 1,∞
im
(N ,Rd))
that satisfy (6). For simplicity, we refer to O as a regularly evolving open set with the
understanding that this consists of a collection of open sets indexed by t, which we think
of as time.
Given a regularly evolving open set O, the velocity v associated with f is defined at
Hm−1-a.e. p ∈ ∂∗Ot by
v(t, p) := f ′(t, f−1t (p)) (7)
for all t ∈ R, where the prime denotes partial differentiation with respect to time. This
velocity is not unique as it depends upon N and f . However, if n denotes the exterior
unit-normal to O relative to M, which is defined at Hn−1-a.e. point of ∂∗Ot for all t ∈ R,
then V∂ := v · n is unique Hn−1-a.e.. To see this, consider another (m − 1)-dimensional
Riemannian manifold L and a function g ∈ C1(R,W 1,∞
im
(L,Rd)), such that
∂∗Ot H
m−1
= gt(N ) and Hk−1({p ∈ ∂∗Ot | H0(g−1t ({p})) > 1}) = 0. (8)
Given t ∈ R and p ∈ ∂∗Ot such that f−1t (p) and g−1t (p) exist, set z := g−1t (p) and define
h(t, z) := f−1t (gt(z)). Notice that this function satisfies
g(t, z) = f(t, h(t, z)). (9)
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Differentiating this relation with respect to t, it follows that the velocity w associated with
g is related to the velocity v associated with f (see (7)) by
w(t, p) = dft(f
−1
t (p))h
′(t, g−1t (p)) + v(t, p). (10)
Since dft(f
−1
t (p))h
′(t, g−1t (p)) is tangent to ∂
∗Ot, it follows that w · n = v · n = V∂ , where
these quantities are defined. Since this normal velocity is uniquely defined for a regularly
evolving open set, we will say that O is a regularly evolving open set in M with boundary
velocity V∂ .
3 Geometry of regularly evolving sets
Let O be a regularly evolving open set in M. Given t◦, t ∈ R, consider the set
W := {(s, x) ∈ R×M | s ∈ (t◦, t), x ∈ Os}, (11)
which is an open set in E := R ×M, and hence is a (m + 1)-dimensional submanifold of
R
d+1. Moreover, the reduced boundary of W is given by
∂∗W = B ∪ S ∪ T , (12)
where
B := {t◦} × Ot◦ , S :=
⋃
s∈(t◦,t)
{s} × ∂∗Os, T := {t} × Ot. (13)
One can roughly view B, S, and T as the bottom, side, and top of W, respectively. See
Figure 3. While it is clear that B and T are m-dimensional manifolds, the fact that S is an
Hm-almost embedded submanifold of Rd+1 is not as obvious. To see that this is the case,
consider f and N such that (6) holds and define F : (t◦, t)×N → Rd+1 by
F (s, z) := (s, f(s, z)) for all (s, z) ∈ (t◦, t)×N . (14)
It follows from the properties of f that F ∈ W 1,∞
im
((t◦, t) ×N ,Rd+1), S H
m
= g((t◦, t) ×N ),
and
Hm({p ∈ S | H0(F−1({(t, p)})) > 1}) = 0. (15)
The exterior unit-normal to W is described in the next result.
Lemma 3.1. The exterior unit-normal to W, which exists at Hm-a.e. point of ∂∗W, is
given by
w :=


−t on B,
n−V∂t√
1+V 2
∂
on S,
t on T ,
(16)
where t = (t,0) ∈ R × Rd is the purely time-like vector, n is the exterior unit-normal to
∂∗O, and V∂ is the boundary velocity.
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Figure 3: This is a depiction of the geometry of W in the product space R ×M, which
shows its reduced boundary ∂∗W consisting of B, S, and T , and its exterior unit-normal
w.
Proof. The form of the exterior unit-normal w on B and T is clear from their definitions.
The form of w on S is characterized by the following properties:
w − (w · t)t is tangent to W and orthogonal to ∂∗O,
w · (V∂n+ t) = 0 and w · n > 0,
|w| = 1.
The vector w − (w · t)t is the projection of w onto the plane orthogonal to t. To ensure
that w is orthogonal to ∂∗W, w − (w · t)t must be tangent to W and orthogonal to ∂∗O.
The vector V∂n + t is tangent to S, and so w must be orthogonal to it. The condition
w · n > 0 ensures that w is an exterior normal, as apposed to a interior normal. The final
condition |w| = 1 guarantees that w is a unit vector. The only vector that satisfies all
these conditions is that specified in (16)2.
The following result, which allows us to convert an integral over S into an iterated
integral, will be useful in proving the main result.
Lemma 3.2. If φ be an integrable real-valued function defined on S, then
∫
S
φdHm =
∫ t
t◦
∫
∂∗Os
φ(s, p)
√
1 + V 2∂ (s, p) dHm−1(p)ds.
Proof. First, find a Riemannian manifold N and function f ∈ C1(R,W 1,∞
im
(N ,Rd)) such
7
that (6) holds. By the area formula [2]
∫
S
φdHm =
∫ t
t◦
∫
N
φ(F (s, z))JF (s, z) dHm−1(z)ds, (17)
where JF =
√
det(dF⊤dF ) is the Jacobian of the function F : (t◦, t)×N → S defined by
F (s, z) := (s, f(s, z)) for all (s, z) ∈ (t◦, t)×N . (18)
It turns out that
JF (s, z) =
√
1 + V 2∂ (s, fs(z))Jfs(z). (19)
To establish this fact, first notice that
dF⊤dF =
m− 1 1( )
df⊤df df⊤f ′ m− 1
f ′⊤df |f ′|2 + 1 1 , (20)
where df is the differential of f with respect to the space variable and f ′ is the derivative
with respect to time. Recall that the determinant of a block matrix can be computed using
det
( )
A B
C D
= det(D) det(A−BD−1C).
Using this identity, we find that
J2F = (|f ′|2 + 1) det
(
df⊤df − df
⊤f ′ ⊗ df⊤f ′
|f ′|2 + 1
)
. (21)
To compute the right-hand side of the previous equation, recall the following identity in-
volving the determinant: if A and B are linear mappings between inner-product spaces
such that the product A⊤BA makes sense, then
det(A⊤BA) = det(A⊤A) det(J⊤BJ), (22)
where J is the natural injection of the range of A into the domain of B. Using this fact,
we find that
det
[
df⊤df − df
⊤f ′ ⊗ df⊤f ′
|f ′|2 + 1
]
= det(df⊤df) det
([
1f − |Pff
′|2
|f ′|2 + 1e⊗ e
])
, (23)
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where 1f is the identity mapping on the range of df , Pf the projection of R
n onto the range
of df , and e := Pff
′/|Pff ′|. Since e is a unit vector, we have
det
(
1f − |Pff
′|2
|f ′|2 + 1e⊗ e
)
= 1− |Pff
′|2
|f ′|2 + 1 . (24)
Notice that |f ′|2 = |Pff ′|2 + |n · f ′|2, and so putting (21)–(24) together yields
J2F = |f ′|2 + 1− |Pff ′|2 = V 2∂ + 1, (25)
which establishes (18). Plugging this result into (17) and using the area formula again
results in
∫
S
φdHm =
∫ t
t1
∫
N
φ(s, f(s, z))
√
1 + V 2∂ (s, fs(z))J(fs)(z) dHm−1(z)ds (26)
=
∫ t
t1
∫
∂∗Os
φ(s, p)
√
1 + V 2∂ (s, p) dHm−1(p)ds. (27)
This is the desired result.
4 Proof of the transport theorem
Here the transport theorem for regularly evolving open sets is established. Before this is
done, let us recall that E = R×M is an (m+1)-dimensional submanifold of Rd+1. Given a
differentiable vector-field a defined on an open subset of E , we denote the covariant gradient
of a by ∇Ea. The associated divergence operator is defined by divEa := tr(∇Ea).
The set W, which is an open subset of E , has finite-perimeter. Thus, the divergence
theorem can be applied. Namely, if a is a smooth tangential vector field defined on W, we
have ∫
W
divE(a)dHm =
∫
∂∗W
a ·wHm−1. (28)
This result plays an important role in establishing the desired transport theorem. The fact
that the divergence theorem can be used to prove transport theorems is due to Gurtin,
Struthers, and Williams [14].
Theorem 4.1. Let O be a regularly evolving open set with boundary velocity V∂ and let
φ ∈ C1(R,W 1,1(M,R)). It follows that
d
dt
∫
O
φdHm =
∫
O
φ′ dHm +
∫
∂∗O
φV∂ dHm−1, (29)
where prime denotes the partial derivative with respect to time.
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Proof. Notice that since t = (1,0) is a purely time-like vector,
divE(φt) = ∇Eφ · t = φ′. (30)
Applying the divergence theorem and then the coarea formula [2] results in
∫
∂∗W
φt ·w dHm =
∫
W
divE (φt) dHm+1 =
∫
W
φ′ dHm+1 =
∫ t
t◦
∫
Os
φ′(s, p)dHm(p)ds. (31)
Using Lemmas 3.1 and 3.2, the integral on the left-hand side of (31) can be computed as
∫
∂∗W
φt ·w dHm = −
∫
B
φdHm −
∫
S
φV∂√
1 + V 2∂
dHm +
∫
T
φdHm
= −
∫
Ot◦
φdHm −
∫ t
t◦
∫
∂∗Os
φ(s, p)V∂(s, p) dHm−1(p)ds +
∫
Ot
φdHm.
(32)
Substituting (32) into (31) and differentiating with respect to t yields the result.
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