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ABSTRACT  
To the best of our knowledge, proposed is a novel variable depth of field smart imager design using intelligent laser 
targeting for high productivity multiple barcodes reading applications. System smartness comes via the use of an 
Electronically Controlled Variable Focal-Length Lens (ECVFL) to provide an agile pixel (and/or pixel set) within the 
laser transmitter and optical imaging receiver. The ECVFL in the receiver gives a flexible depth of field that allows clear 
image capture over a range of barcode locations. Imaging of a 660 nm wavelength laser line illuminated 95-bit one 
dimensional barcode is experimentally demonstrated via the smart imager for barcode target distances ranging from 10 
cm to 54 cm. The smart system captured barcode images are evaluated using a proposed barcode reading algorithm. 
Experimental results after computer-based post-processing show a nine-fold increase in barcode target distance variation 
range (i.e., range variation increased from 2.5 cm to 24.5 cm) when compared to a conventional fixed lens imager. 
Applications for the smart imager include industrial multiple product tracking, marking, and inspection systems.  
Keywords: Optical Sensing, Industrial inspection, imaging systems, pattern recognition, and target tracking 
1. INTRODUCTION  
Optical imaging systems play a vital role in a variety of applications including industrial inspection, patient monitoring 
and security surveillance [1-4]. These imagers capture visual representations of objects in the form of images which are 
then analysed via human intervention or software processing. To obtain desirable clear snapshots for effective post-
processing, objects of interest need to be located within the depth of field of an imaging system. For conventional 
imagers comprising fixed focal length imaging lenses, the depth of field is constant. Various barcode imaging techniques 
have been proposed in literature [5-9] and in general, these barcode imagers have a restricted barcode positional range 
due to their fixed depth of field. In addition, prior-art barcode scanners do not provide target specific intelligence to the 
laser targeting mechanism via programmable beamforming that can add additional capabilities to the overall transmit-
receive active (i.e., laser illuminated) imager using the agile pixel (and/or pixel set) concept.  
One application where conventional imagers are used is industrial tracking via product tagged barcodes. As shown in 
Fig. 1(a), a conventional optical Transmitter/ Receiver (T/R) identifies products via their barcode images as the items 
move on a single industrial conveyer belt. The depth of field of a conventional T/R is indicated by the barcode readable 
scan angle which is limited to within the dashed lines shown in Fig. 1(a). If multiple conveyer belts are run in parallel to 
increase industrial productivity, the conventional T/R cannot track barcodes along the multiple parallel tracks as these 
conveyer belts lie outside the depth of field of the conventional T/R. This is because the distance of the T/R from each of 
the tracks is different for different conveyer belts.  
Thus, proposed in this paper is the use of a smart T/R for optical targeting and reception that has a variable depth of field 
to accommodate for the varying distances so as to ensure clear snapshots of the items (e.g., barcodes) on the different 
conveyer belts. Prior efforts to vary the depth of field in imaging systems has involved the use of mechanical motion of 
lenses, although at the expense of wear and tear due to moving parts, slow target object detection time, and increase in 
overall system size. Thus, a smart active (i.e., laser-based) imaging system is desired that can increase the target readable 
range while achieving a compact size and a fast operations time along with target feature-based laser beam conditioning. 
The use of the smart T/R as shown in Fig. 1(b) allows high quality imaging operation for different path lengths L1, L2 
…LN (see Fig.1(c)) when using multiple conveyor belts.  
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2. PROPOSED SMART TRANSMITTER/RECEIVER FOR MULTIPLE BARCODE 
APPLICATION  
Previously, the use of an Electronically Controlled Variable Focal Focal-Length Lens (ECVFL) has been proposed and 
demonstrated for both transmit and receive agile optical systems [10-14]. With the same motivation, Fig. 2(a) shows the 
proposed smart T/R using ECVFLs for laser targeted imaging of barcodes. The smart transmitter (T) contains an 
optimized laser source such as a laser line source combined with an ECVFL (not shown in Fig.2(a)) and other 
beamforming optics (e.g., diffractive optical elements) where these optics produce the desired laser beam contour at the 
target location that maximizes target optical response. A classic contour is a laser line commonly used for reading optical 
barcodes. The smart receiver (R) in the T/R also uses an ECVFL along with a bias lens BL (see Fig.2(b)) to provide clear 
in-focus images of the mirror scanned barcodes at varying distances from the module location. The smart transmitter 
design would be similar to the smart receiver design, except the detector is replaced by the laser. One can even use the 
same optics for both the receiver and transmitter if the T and R channels are separated using an optic like a classic beam 
splitter or custom polarization control optics (e.g., Faraday rotator). The proposed active T/R imager’s depth of field is 
varied by electronically changing the focal length of the ECVFL in the R to account for different barcode locations such 
as distances L1, L2 …LN shown in Fig.1(c). In Fig.2(b), light scattered off the barcode travels a distance d2 to pass 
through the ECVFL-BL arrangement in R to reach the detector array. The ECVFL in R has a variable focal length Fe, 
and BL is of fixed focal length Fb. Both these lenses are separated by a distance d1, while the BL and detector array are 
separated by d0. Introduction of the bias lens BL serves to increase the T/R imager’s field of view and forms the barcode 
image nearer to the ECVFL in R, reducing the overall T/R imager design size. For a clear image to fall on the detector 
array, the imaging condition for the 2-lens system must be satisfied for a certain location of the barcode [15]. Change in 
barcode-detector distance results in barcode image formation outside the plane of the detector array. This barcode 
position variation can cause image blurring, rendering the barcode difficult to read even using computer post-processing. 
 
Fig. 3 consists of the ray-trace diagrams for the 2-lens system in the R which illustrates the effect of the change in object 
location on image location, and how the proposed design caters for that change. d0, d1 and Fb are kept constant. In Fig. 
3(a), with d2=d21 and Fe=Fe1, application of the ray-trace procedure [15] shows that the resulting image falls on the 
detector plane. When the object is brought closer to the ECVFL in R so that d2=d22 where d22 < d21 (see Fig. 3(b)), the 
image is formed out of the detector array’s plane, resulting in blurred image formation on the detector itself. This 
detrimental effect, which is common to prior-art barcode readers encountering objects over a wide range of locations, is 
overcome in the smart T/R via changing Fe to Fe = Fe2 where Fe2 < Fe1. The change in the ECVFL focal length in R 
causes the image to form clearly onto the plane of the detector array as shown by the ray-trace diagram in Fig. 3(c). 
Therefore the change in location of the object or barcode is accommodated by the smart imaging system resulting in 
clear image formation on the detector array. 
 
3. BARCODE IMAGING EXPERIMENT  
To conduct a first stage proof of concept experiment, a laser line source without the ECVFL and extra beamforming 
optics is used to form the smart T that is deployed for illuminating a Universal Product Code (UPC) 95 bit, 2.5 cm wide 
one dimensional barcode. Specifically, a Prophotonix’s 3D Pro 3.3 mW 660 nm wavelength laser line source is used 
which has a minimum laser line spatial width of 90 µm at 18.5 cm from the exit point of the T laser module and has a fan 
angle of 20 degrees. Note that future work will engage an ECVFL in the T to adjust the laser targeting beam for optimal 
target location and feature-based optical response. For the present paper, the one dimensional barcode used in the 
experiment is well illuminated by a laser line and hence the ECVFL in the T is not engaged. The ECVFL used in the R 
for the experiment is the Optotune EL-10-30 VIS LD, an electromagnetically actuated mechanical membrane deforming 
liquid based lens which has a focal length range from 4.5 cm to 12 cm. The fixed focal length Fb of BL is 5 cm, and a 
Sony CCD imager XC-77 is used as the detector array. The entrance of the imager, i.e., the centre of the ECVFL in the 
R, is located 6 cm from the exit point of the T laser module. d0 is chosen to be 1.9 cm, and d1 is kept to 4.2 cm. For the 
experiment, the barcode distance d2 is varied from 10 cm to 54 cm. First, for smart imaging, the ECVFL focal length Fe 
in R is adjusted for each barcode location to ensure the detector array captures focussed barcode images. Then, to 
compare the smart T/R performance to a fixed lens imaging system, Fe is fixed to 4.7 cm giving in-focus images for d2 = 
14.2 cm and Fe is left unchanged for all other values of d2. This fixed setting of Fe constitutes a conventional fixed lens 
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imager. Images captured using both smart and conventional fixed lens methods are displayed in Fig. 4 for d2 values of 
14.2 cm, 17.5 cm and 34.5 cm. In Fig. 4(a), images acquired via both methods are the same since both imagers are 
focused onto the barcode placed at d2 = 14.2 cm. However, for d2 = 17.5 cm (Fig. 4(b)), the image plane for the fixed 
lens system is different from the detector plane, giving a blurred image on the CCD. The smart T/R accommodates for 
the shift in object (barcode) location and keeps the image plane on the CCD, as explained in Fig. 3, giving a clear and 
readable image (Fig. 4(b)). The image clarity for the fixed lens imager is further deteriorated at d2 = 34.5 cm while the 
smart active imager keeps the laser illuminated barcode in focus (Fig. 4(c)).  
 
A barcode reading algorithm is used to evaluate barcode readability for both smart and fixed lens methods for the range 
of barcode locations. Many barcode decoding techniques that are present in the literature include Hough transform, 
convolution analysis, and waveform analysis [16-19]. Presented here is an algorithm based on peak recognition and 
thresholding, which is used to analyse the effectiveness of the smart imager. The algorithm implemented in Matlab is 
described in the following precise steps. Step 1: The raw barcode image of Fig. 5(a) is first converted to grayscale before 
the intensity values in each column are summed up over all the rows and then normalized, giving a 1-D intensity profile 
along the horizontal axis of the barcode. Step 2: The useful region of the image, which contains the barcode binary 
pattern, is extracted by executing a strategic “for” loop to pinpoint the column index where the consecutive intensities 
above a set threshold terminate. The loop is applied to both beginning and concluding portions of the barcode to ensure 
correct start and end points of the binary pattern. The result of Step 2 is shown in Fig. 5(b). Step 3: The local maxima 
and minima of the extracted binary intensity pattern in Step 2 are found, using appropriate thresholds to ensure 
alternating maxima and minima locations. Then, between consecutive maxima and minima, the midpoint intensity values 
are found, and those are used as thresholds to approximate the binary code (see Fig. 5(c)). Step 4: Finally, the obtained 
approximate binary code is down-sampled, and rounded off to 95 bit (UPC standard). The algorithm is applied to Fig. 4 
(b) images, taken at d2 = 17.5 cm to compare barcode readability for images captured via the smart T/R imager and fixed 
lens methods, and the results are given in Fig. 6.  
 
Fig. 6 illustrates superior barcode readability using the smart T/R versus fixed lens imaging systems. The percentage of 
barcode recovered via the algorithm application on images captured via the smart T/R is 94.7 % at d2 = 17.5 cm. For the 
same value of d2, the algorithm recovers 46.8 % barcode from the image captured via the fixed lens mode of the T/R.  
This result is expected owing to the clear barcode images available for post-processing using the proposed smart imager 
design. The fixed lens imager gives a 2.5 cm dynamic range with d2 from 13.5 cm to 16.0 cm, while the proposed smart 
imager provides a dynamic range with d2 from 10.0 cm to 34.5 cm, giving a nine-fold increase in imager dynamic range. 
The dynamic range for both imagers is measured over a d2 range over which images captured give barcode recovery 
percentages greater than 65 % via the algorithm application. Note that although barcode readability via the smart T/R is 
much improved for the range of d2, compared to a fixed lens imager, the overall image clarity is reduced with increasing 
distance due to a number of factors. The limited pixel resolution of the deployed detector array restricts the amount of 
resolvable spatial frequencies of the barcode. Specifically, the deployed CCD has a pixel pitch of 11 µm and has 768 × 
493 pixels. Fig. 4 images of the barcode at d2 = 34.5 show barcode lines to be closer together than in images captured at 
d2 = 17.5 cm. The reduced spatial sampling of the barcode pattern in images taken at larger d2, along with limited pixel 
quantity of the detector array, decreases the image quality available for post processing. Aberration effects across the 
two-lens system further deteriorates image quality with increased target distance. The post processing algorithm used in 
the experiment also has its limitations. For example, uncertainties arising during the down-sampling in Step 4 increase 
the error in the barcode bits which may cause a right or left shift in the algorithm read barcode, dramatically decreasing 
the recovery percentage. Lack of calibrated distance based algorithm conditions result in incorrect thresholds to be set in 
Step 2, making the data recovery process less precise. Incorrect maxima and minima recognition in Step 3 along with 
optical noise present in the system introduces further errors. The imager aberration and spatial frequency limit issues can 
be significantly reduced using commercially available cameras with high pixel density and low aberration optics, and 
then modifying them to include the ECVFL to allow for the extended barcode readability range. Post processing steps 
can also be refined via application of more sophisticated algorithms for effective decoding. These improvements will 
extend the readability range of the smart T/R, making it suitable for industrial deployment.  
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The operational speed of the smart T/R is determined by a number of factors that includes the scanning speed of the laser 
scan mirror, the laser power level and sensitivity of the detector array, the contour of the laser illumination on the target, 
the integration time of the detector array to produce an adequate image for computer-based post-processing, the 
complexity of the bar-code reading algorithm, the speed of the target/barcode on the conveyor belt, the background light 
noise level,  and environmental (air currents, vibrations, air dust content) conditions of the laser targeting scenario. 
Today, fast 1 KHz or faster scan mirrors and ECVFL technologies are available including high sensitivity CCD and high 
speed CMOS cameras. Moreover, the novel use of the ECVFL in the smart transmitter acts as a distance sensor [20], 
allowing formation of an effective feedback loop between the T and R modules, ensuring the extended DOF of the smart 
T/R imager.  Thus, an optimally engineered smart T/R imager can produce high impact for several industrial imaging 
applications 
4. CONCLUSION 
Presented and demonstrated is a smart active imager suited for the industrial barcode reading applications. The 
demonstrated smart T/R imager uses laser line targeting in combination with an ECVFL that dynamically changes the 
receive imager’s focal length and depth of field allowing clear image capture. A proof of concept experiment is 
conducted using a low power visible laser line source for barcode targeting of a 95 bit one dimensional barcode. The 
smart active imager experimental results are compared to those captured using a fixed lens imager. A barcode reading 
algorithm is proposed to test the barcode readability of the acquired images. Algorithm results show a nine-fold increase 
in dynamic range of readable barcode T/R to target distances using the proposed smart T/R imager versus the fixed lens 
imager. Applications for the smart active imager are diverse and include multiple conveyer belt product tracking. Future 
work relates to designing and demonstrated a fully smart active T/R imager that engages electronically programmable 
beamforming optics in both the T and R of the smart system for multiple barcode acquisition with automatic feedback 
control to exploit the full capabilities of the agile pixel (and/or pixel set) concept. 
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