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1Chapter 1
Introduction
The Radio Frequency (RF) Inductively Coupled Plasma (ICP) has long been utilized for ion
sources in a wide range of fields. Despite its high versatility, the discharge process of the
RF-ICP is so complex that it has been of scientific interest since it was generated for the first
time more than 100 years ago. In this chapter, we briefly describe the physical property of
the RF-ICP, some examples and issues of the RF-ICP application. The purpose of our study
is also summarized in the last section in this chapter.
1.1 Physical Property of the RF-ICP
1.1.1 Typical geometries of RF discharges
As the name implies, the RF-ICP discharge is generated by electromagnetic induction made
by an RF antenna adjacent to (or immersed in) its discharge region. There are several types
of RF-ICP generator, which are reviewed in Ref. [1]:
• cylindrical discharge by a solenoid antenna,
• planar discharge by a spiral antenna,
• cylindrical/planar discharge by an immersed antenna.
The cylindrical discharge generated by a non-immersed solenoid antenna is presented here as
an example.
Figure 1.1 shows the simplest form of the cylindrical RF-ICP generator. Fundamental
equipments of the system are a discharge chamber filled by a gas, a solenoid antenna sur-
rounds the chamber, an RF power source and a matching box inserted between the power
source and the antenna.
The gas contained within the discharge chamber is ionized by the electric power delivered
by the surrounding antenna current whose frequency is in an RF range. The discharge cham-
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Fig. 1.1 Schematic view of a cylindrical RF-ICP discharge. This is a simplest version of
the cylindrical discharge that is composed of only fundamental equipments. The discharge
is sustained by the electromagnetic induction generated by the antenna adjacent to the
discharge chamber.
ber is usually made of dielectric material in order to let the power, which is delivered in terms
of electromagnetic wave, penetrate the discharge region.
The RF antenna current generates the axial magnetic field and the resultant azimuthal elec-
tric field (Bz and Eθ in Fig. 1.1, respectively) in accordance with the Maxwell-Faraday equa-
tion,
∇ × E = −∂B
∂t
. (1.1)
Most of the electric power is coupled to electrons in the chamber because the other particles
are too heavy to respond to the electromagnetic field in an RF time scale. The electrons, which
are accelerated by the electric field, experience collisions with neutrals in the gas and some
of them ionize the neutrals. Each ionization yields the secondary electron so that the electron
density exponentially increases when the ionizations suﬃciently occur. The reaction rate of
the ionization and the electric field coupled to the electrons are then the key parameters which
determine the plasma density. As this process is sustained by the circular inductive field, this
RF-ICP discharge is usually referred to as ring discharge.
As the large amount of the RF power is delivered to the antenna and the plasma, one can
expect that the high voltage is applied to the solenoid antenna. The high voltage applied to the
antenna yields the electrostatic field along the antenna (Ez in Fig. 1.1), and this electric field
also contributes to the RF-ICP discharge, which will be described in Section 1.1.2. Some RF-
ICP generators employ a Faraday shield between the chamber wall and the solenoid antenna
in order to mitigate the electrostatic field and to make the pure inductive discharge.
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The amount of the RF power is an important parameter which determines the plasma den-
sity as mentioned above. The matching box inserted between the RF power source and the
antenna, plays an important role in optimizing the power transfer eﬃciency. However, proper
design for the eﬃcient power transfer cannot readily be done because the RF-ICP acts as a
variable load whose behavior is too complex to be predicted in advance. In Section 1.1.3, we
describe the issues of the power transfer to the RF-ICP.
1.1.2 RF discharge modes
Since the electrode-less discharge was invented, it had been a controversial issue, whether
the discharge is sustained by the inductive field Eθ or the electrostatic field Ez (see Fig. 1.1).
Nowadays, it is widely known that either of the inductive or electrostatic fields can be the
dominant one that sustains the discharge, which was noticed by Mackinnon for the first time
[2]. The two diﬀerent discharge modes are called E-mode and H-mode [3, 4]: The former is
sustained by the electrostatic field, and the latter is done by the inductive field.
The E-mode exhibits when the plasma is operated in a low plasma density regime. The
electrostatic field forces the charged particles within the plasma to move back and forth be-
tween the antenna edges, which makes the dynamics of the plasma similar to that of the
plasma between the parallel capacitors. The field is therefore referred to as the capacitive
field. As the origin of the field is the electrostatic potential, it can readily be reduced or elim-
inated by a conductive material (e.g., Faraday shield). The plasma itself also screens out the
field by the Debye shielding, as the plasma density increases so that the inductive field (H-
mode) dominates the discharge in turn. The electric fields inside RF antennae (the capacitive
against the inductive) have been investigated in Refs. [5–7].
As described above, the operational plasma density determines the dominant discharge
mode. Therefore, the discharge mode transition between the E- and H-mode has frequently
been observed in one operation. The transition usually makes the RF-ICP more diﬃcult to
handle as the dynamics of the plasma changes largely in response to the transition. In order
to obtain insight into such complex discharge process, numerous studies have been carried
out [8–21].
For example, it is well known that the RF-ICP discharge exhibits a hysteresis phenomenon
during the mode transition, and it has been actively investigated [11,13,17]. Figure 1.2 shows
the hysteresis of an argon RF-ICP: the emission from the argon 419.8 and 420.0 nm lines,
which corresponds roughly to the plasma density, has been measured as a function of the RF
input current. When the RF current is increased in order to change the discharge mode from
E- to H-mode, a sudden jump of the plasma density is observed when the current exceeds
about 3.5 A while the sudden jump during the H- to E-mode transition does not occur at the
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Fig. 1.2 Emission from the argon 419.8 and 420.0 nm lines during a transition from the
E-mode to the H-mode in a pure argon discharge at 0.1 Torr as a function of the RF coil
current amplitude. The arrows denote the time evolution of the trace, starting from the
E-mode at low RF coil currents [11].
same point but the lower current, about 1.8 A. This investigation is important in order to find
the minimum current which is required to operate the plasma in the high density regime, the
H-mode. Not only the hysteresis phenomenon, but also instability of the plasma during the
transition (for electronegative plasmas, especially) has been reported and investigated [10].
The RF-ICP discharge is usually accompanied by non-equilibrium phenomena. For exam-
ple, the plasma does not reach to a thermal equilibrium state in the low pressure regime. In
addition, plasma sheath is of importance to investigate the dynamics of the ions because ions
obtain the direct kinetic energy easily by the sheath acceleration. These non-equilibrium phe-
nomena are diﬃcult to analyze by conventional theoretical approaches or fluid models, and
most of the relating parameters are laborious to obtain by experimental methods. Although it
is desirable to understand the non-equilibrium features of the RF-ICP, especially during the
mode transition, it has not been studied well from a kinetic point of view.
1.1.3 Power transfer to the RF-ICP
In the RF system that includes the RF-ICP as a load, the power transfer eﬃciency tends to
be an issue for the operation of the system. As mentioned in Section 1.1.1, the matching box
inserted between the power source and the antenna (see Fig. 1.1 again) plays an important
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role in improving the power transfer eﬃciency.
The RF power is properly sent from the power source to the load only when all the equip-
ments installed in the system have the same impedance (the most standard value is 50 Ω).
Otherwise, a portion of the RF power is reflected back so that one might end up failing to
ignite the RF-ICP in the worst case. The mathematical description of the power reflection
due to the impedance mismatch is provided in Chapter 2.
Since the antenna and the RF-ICP inside the chamber almost never be a 50 Ω load by
themselves, the matching box is inserted before the load so that they play as a 50 Ω load in
total. The matching box is usually an LC circuit which comprises a combination of a few
inductances and capacitances, which is tuned to resonate in the operational frequency range.
Although the matching box is to be designed properly, an optimum design is diﬃcult to define
when the system includes the RF-ICP as a load. It is because the estimation of the impedance
of the RF-ICP is not easy even when all the discharge parameters are given. In addition, those
parameters are time-varying parameters so that the plasma impedance also changes in time.
Basically, impedance of a circuit element can be defined when one can estimate the power
dissipation and the stored electromagnetic energy of the element, which represent the real
and imaginary part of the impedance, respectively. Some theoretical approaches model the
RF-ICP as a lumped circuit element (a 0D model) and estimate the impedance assuming that
the plasma is a conductive material whose permittivity εp is constant with respect to time and
space. The assumption makes it easy to calculate the electromagnetic field inside the RF-ICP
so that one can estimate the stored and dissipated power. Such a 0D approach is useful for
the qualitative analysis of the RF system including the plasma as a load.
As we mentioned in the previous section, the microscopic approach is mandatory to dis-
cuss the power transfer to the RF-ICP in detail because the behavior of the actual RF-ICP
is too complex to be predicted by simple theoretical approaches. In particular, there are few
methods that are able to analyze the power transfer while taking into account the complex
RF-ICP discharge processes, e.g., E-H discharge mode transition, kinetic behaviors of the
RF-ICP. Those phenomena are closely related to the power dissipation of the plasma and
cannot be taken into account in the absence of the microscopic perspective. On the other
hand, it is also important to notice that a sophisticated method that is able to analyze such
complex phenomena tends to be a time-and-labor-consuming process. Hence not only the
microscopic approach but also the macroscopic approach is mandatory in order to contribute
to the development of the RF system that includes the RF-ICP.
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1.2 Hydrogen Ion Source for Particle Accelerator
1.2.1 CERN
The European Organization for Nuclear Research (CERN: Conseil Europe´en pour la
Recherche Nucle´aire) is a leading research institute for particle physics. Their research
activity is dedicated to clarifying the fundamental constituent of matter. The basic concept
of their research is to observe the collision reaction between two proton beams that are
accelerated close to the light speed. The proton beams with the extraordinary speed are
obtained by using the CERN’s accelerator complex (shown in Fig. 1.3), whose scale is the
largest in the world. The acceleration is done by the following accelerators:
1. Linac2: Protons are obtained/extracted from the hydrogen ion source and accelerated
to 50 MeV, which is described more in detail in the next section.
2. Proton Synchrotron Booster (PSB): 1.4 GeV acceleration of the proton beams injected
from Linac2.
3. Proton Synchrotron (PS): 25 GeV acceleration. This instrument is capable of the
acceleration of either protons from the PSB or heavy ions from the Low Energy Ion
Ring (LEIR).
4. Super Proton Synchrotron (SPS): This is the second largest accelerator in CERN’s
accelerator complex and is capable of accelerating up to 450 GeV. Not only the protons
but also the diﬀerent type of the particles are handled by this instrument, e.g., electron,
positron, antiproton, etc.
5. Super Proton Synchrotron (SPS): generates 450 GeV proton beams from the ones
supplied from PS.
6. Large Hadron Collider (LHC): This world’s largest accelerator accelerates the proton
beams to 7 TeV, where the beams are split into two. One is delivered in the clockwise
direction and the other is done in the opposite direction so that they collide with each
other.
The experiment carried out at LHC is indispensable for modern particle physics research,
one of which leads to the discovery of Higgs boson. It is therefore desirable to improve the
CERN’s experiment for the further progress of particle physics. The hydrogen ion source,
which is the very beginning stage for the proton beams, is one of the key components for the
further improvement of the CERN’s accelerator complex.
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Fig. 1.3 Schematic drawing of CERN’s accelerator complex [22].
1.2.2 CERN’s Linac4 and H− ion source
The linear accelerator is the first stage of the particle acceleration. Its reliability must be the
highest in all other accelerators because a fault of the linear accelerator leads to shutdown of
the whole accelerator complex. The present CERN’s accelerator complex employs Linac2
(linac is named after the acronym of linear accelerator) as a particle injector. The Linac2
extracts protons from its hydrogen ion source, and they are accelerated up to 50 MeV.
Aiming to deliver a higher energy beam, CERN has decided to develop a new linear accel-
erator Linac4 [23], which shall replace Linac2. The replacement is desirable also because of
its obsolete design. Some components of the Linac2 have already gone out of production.
The schematic of the Linac4 is shown in Fig. 1.4. In contrast to the Linac2, the Linac4
handles negative hydrogen (H−). The H− ions are extracted as a beam from the H− source and
will be injected to Low-Energy Beam Transport (LEBT) line. The beam will be accelerated
to 3 MeV at Radio Frequency Quadrupole (RFQ) located after LEBT line. The beam is
separated into several bunches in the chopper line. Those bunches are injected to PSB after
being accelerated to 160 MeV by Drift Tube Linac (DTL), Coupled DTL (CDTL) and Side
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Fig. 1.4 Schematic drawing of Linac4 [23].
Coupled Linac (SCL).
1.2.3 Linac4 H− source and H− production
The Linac4 H− source, shown in Fig. 1.5, is designed to produce a 50 mA, 45 keV H− beam
within the transverse RMS emittance of 0.25 π·mm·mrad that is the RFQ acceptance [24–27].
The plasma chamber of the Linac4 H− source is surrounded by solenoid antenna, and the
plasma is heated by a 100 kW, 2 MHz, 10% bandwidth RF system.
The processes of H− production are categorized into two; volume production and surface
production. The volume-produced H− requires following two reactions:
H2(ν) + ehigh → H2(ν′) + ehigh, (1.2)
H2(ν′) + elow → H− + H. (1.3)
The hydrogen molecule H2 experiences the collision with fast electrons and will be in a
vibrationally exited state as shown in the first reaction (1.2). On the other hand, low energy
electrons are also important for the production of H− by the reaction (1.3), the dissociative
attachment process.
The Linac4 H− source mainly uses on the surface-produced H−, which is produced by the
bombardment on the low work function metal surface (the cesiated molybdenum electrode,
Cs-Mo shown in Fig. 1.5) by H, H+ or H+2 :
H,H+or H+2 + (wall)→ H−. (1.4)
These heavy particles, which are related to the surface-production of H−, are produced from
the following reactions;
H + e1 → H+ + e1 + e2, (1.5)
H2 + e1 → H+2 + e1 + e2, (1.6)
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Fig. 1.5 Schematic drawing of the Linac4 H− source.
H2 + e→ H + H + e, (1.7)
H+2 + e→ H+ + H + e. (1.8)
The point here is that the electron is of importance for both the volume- and surface-produced
H−. The behavior of the electron during the discharge (shown in Fig. 1.6) is therefore to be
investigated.
As the RF power coupled to the H− source plasma is dominantly consumed by the elec-
trons, the power transfer eﬃciency between the RF generator and the plasma plays an impor-
tant role in controlling the electron and also the production of H− consequently. It has been
indicated that the extracted H− current is proportional to the RF power coupled to the plasma
in Ref. [28].
As we have discussed in Section 1.1.3, however, the control of the power transfer eﬃciency
is not an easy issue because the system includes the RF-ICP which acts as a time-varying
load. In the previous work at CERN, it has been shown that the tuning of RF frequency
dynamically (within the range of 1.9 - 2.1 MHz) during the discharge is useful to cope with
the improvement of RF-coupling to the plasma [29]. The tuning is by now automatized.
However, the complex relation between the power transfer eﬃciency, discharge parameters,
hydrogen pressure and plasma impedance deserves further investigation.
1.2.4 Other applications of the RF-ICP
Originally, the RF-ICP discharge under high gas pressure condition has long been investi-
gated for the applications such as spectra-chemical analysis, plasma-aided chemical synthe-
sis, and so on [30]. The interest in the RF-ICP discharge was renewed several decades ago
as the low pressure ICP started to attract the researchers attention. The advantage of the
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Fig. 1.6 Acceleration of electron.
low pressure ICP discharge is the independent control of the ion energy and the plasma den-
sity [4]. Such ion sources with the low pressure RF-ICP are applied to the industrial field
such as plasma-aided manufacturing of integrated circuits [1].
Recently, the importance of the low pressure RF-ICP has been getting noticed again in
other fields because of the increasing demand of RF driven type H− sources. They are applied
not only to accelerators of high energy particle physics, which we mentioned in the previous
sections, but also to the heating of magnetically confined fusion plasmas [31–35].
The RF driven type H− source is an important component in the Neutral Beam Injection
(NBI) system, which is for the heating of the fusion plasmas. The H− beam extracted from the
source is neutralized after the suﬃcient acceleration. The highly accelerated neutral beams
are injected into the fusion plasma as an energy input. The NBI systems for ITER [36], the
world’s largest fusion experiment, are required to produce a 1 MeV neutral beams by each.
It has been decided to use the RF driven type H− source as it is required to provide high
energy/density H− beam with less maintenance. The RF driven type H− source requires less
maintenance than conventional ion sources because it does not use any filament to ignite the
plasma. The filaments get damaged easily, especially when the ion source is operated with
the high electric power to produce high dense plasma, and exchange of filaments tends to be
a time-and-labor-consuming process.
Figure 1.7 shows the H− source which is developed at Max-Planck Institute for Plasma
Physics (IPP). The H− source is dedicated to the study on the ion source development for the
ITER NBI. The RF system of the H− source delivers a 150 kW RF power at 1 MHz. The IPP
H− source is composed of three parts; the driver region, where the RF-ICP is generated, the
expansion region and the extraction region. The latter two is magnetically separated in order
to filter electrons and to extract H− only.
As the H− source for the ITER NBI are required to be delivered a high density H− beam
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Fig. 1.7 Schematic drawing of the standard size IPP rf source [33].
under a long-pulse operation, the eﬃciency of the power transfer to the plasma and its relia-
bility are severe issues. The IPP R&D, which is dedicated to the improvement of the power
coupling eﬃciency, is summarized in Ref. [35], and still on-going.
1.3 Purpose of the Thesis
In this thesis, our numerical studies on the hydrogen ion sources with the RF-ICP are pre-
sented. Those studies have been carried out with an attempt to obtain insight into the oper-
ation of the RF-ICP. In particular, we have studied the RF-ICP from 1. macroscopic and 2.
microscopic points of view:
1. An equivalent circuit model of the RF-ICP
The power transfer to the RF-ICP is one of the key parameters for the operation of
the hydrogen ion sources. The optimization of the power transfer cannot readily be
achieved because the RF-ICP acts as a variable electrical circuit in the RF system. By
using a 0D equivalent circuit model of the RF-ICP, we have investigated the optimiza-
tion of the power transfer to the RF-ICP.
2. Particle-based modeling of the RF-ICP discharge
A particle-based model of the RF-ICP has been developed in order to analyze its
discharge process from a kinetic point of view. The model is able to analyze the
discharge mode transition between the E- and H-modes, where the physical property of
the RF-ICP suddenly changes. We discuss the kinetic behavior of the RF-ICP during
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the mode transition, which is too complex to investigate by conventional fluid models.
This thesis is organized as follows:
Chapter 1 is an introduction of this thesis. The purpose and the aim of this study have been
described with the brief summary of the physics of the RF-ICP discharges, applications and
issues of RF-ICPs.
In Chapter 2, the equivalent circuit model of the RF-ICP will be explained, which has
been developed for the study on impedance matching. This model describes RF-ICP inside
the ion source and the matching network including the external coil which surrounds the
plasma chamber. All the elements have been modeled as lumped elements, which means this
model is based on the 0D model. By using this model, optimization of the power transfer and
impedance matching between the RF system and the RF-ICP has been investigated.
In Chapter 3, the analysis of the impedance matching in the RF system of the hydrogen ion
source of CERN’s linear accelerator, LINAC4, will be given by using the model introduced in
Chapter 2. From the results, it has been confirmed that the control of the RF signal frequency
is useful to increase the eﬃciency of the power transfer to the RF-ICP, which have empirically
been found in the experiment carried out at CERN.
In Chapter 4, the numerical model of the hydrogen RF-ICP discharge will be described.
The model is based on the EM Particle In Cell (PIC) method, whose governing equations
are Maxwell’s equations and the equation of motion for the charged particles. This model
is superior to conventional fluid or other simple numerical models of RF discharge: particle-
based modeling enables the model to analyze the discharge process from a kinetic point of
view. The RF-ICP has hardly been studied by such a kinetic model so far.
In Chapter 5, the discharge process of hydrogen RF-ICP will be numerically analyzed by
using the model introduced in Chapter 4. It has been confirmed that the model is able to
reproduce the E-to-H discharge mode transition. In addition, Energy Distribution Functions
(EDFs) of electron and ions is analyzed from a kinetic view of point. The EDFs deviate from
the Maxwell distribution in the thermal equilibrium. This indicates the importance of the
kinetic perspective to investigate the RF-ICP discharge. It is expected that this model enables
us to calculate the impedance of RF-ICP with the non-equilibrium EDFs. This model will
be the basis for the further study the impedance matching between RF system and RF-ICP,
which takes the kinetic eﬀect into account.
Chapter 6 is the summary of this thesis.
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Chapter 2
Equivalent Circuit Model of RF-ICP
The characteristics of plasma impedance has been analyzed by using analytic model. Al-
though the analytic model is not suitable for quantitative prediction of the plasma due to its
simplified description, it is still useful to know the basic features of the RF ICP as a circuit
element. In this chapter, overview of the analytic modeling is presented.
2.1 Introduction: Impedance Matching and Plasmas
Basic theory of impedance matching is introduced in this section. In electronics, impedance
matching is to design input impedance of a load or output impedance of a signal source to be
the same value with each other. This practice is mandatory to avoid the reflection of sending
signal at a discontinuous point between the load and the signal source. Now we consider the
reflection of a signal at a discontinuous point d between input impedance Z1 and Z2 as shown
in Fig. 2.1.
At the point d, signals of voltage and current satisfy continuity conditions as follows:
vi + vr = vt, (2.1)
ii + ir = it, (2.2)
Fig. 2.1 Reflection of signal at discontinuous point.
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where vi, ii, vr, ir ,vt and it are forward voltage/current, reflected voltage/current and trans-
mitted voltage/current, respectively. Voltage and current can be related to each other using
Ohm’s law:
vi = iiZ1, (2.3)
vr = irZ1, (2.4)
vt = itZ2. (2.5)
Combining Eqs. (2.1) - (2.5) leads to the following relations,
vr =
Z2 − Z1
Z2 + Z1
vi, (2.6)
vt =
2Z2
Z2 + Z1
vi, (2.7)
ir = −
Z2 − Z1
Z2 + Z1
ii, (2.8)
it =
2Z1
Z2 + Z1
ii. (2.9)
From above relations, one can find that reflected signal does not exist where Z1 = Z2. In
that case, signal are sent to the load without any loss, which is ideal condition for eﬃcient
power supply to the load. The following parameters are also of importance to describe the
impedance matching:
Γv =
vr
vi
=
Z2 − Z1
Z2 + Z1
, (2.10)
Tv =
vt
vi
=
2Z2
Z2 + Z1
= 1 + Γv, (2.11)
Γi =
ir
ii
= −Z2 − Z1
Z2 + Z1
= −Γv, (2.12)
Ti =
it
ii
=
2Z1
Z2 + Z1
= 1 − Γv, (2.13)
where Γv, Γi, Tv and Ti are the reflection coeﬃcients of voltage and current, the transmission
coeﬃcients of voltage and current, respectively.
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Common practice for the impedance matching is installation of matching circuit which is
composed of capacitor and inductor. Configuration of matching circuit is determined by the
operational signal frequency and the impedance of signal source and the load. In general,
resistor is not used for matching circuits because it causes undesirable power loss.
In an RF system of the RF driven type ion source, however, the output impedance includes
that of plasma whose features as circuit element is diﬃcult to define. This causes the diﬃculty
of designing RF system. In the next section, we present the analytic description of impedance
of the RF ICP. This approach is mandatory to understand the basic features of RF system with
the plasma load.
2.2 The Transformer Model
The transformer model [4] is a model to describe RF plasmas as a circuit element. We de-
scribe the principle of the transformer model in the following sections.
Note that an arbitrary parameter Awhich varies sinusoidally will be expressed by following
rules hereafter:
A = Re[A˜eiωt],
A˜ = Ar + iAim.
Since the transformer model uses a linear harmonic analysis to model the RF ICP, this ex-
pression is convenient to describe.
The complex impedance of an arbitrary circuit element Z can be defined from the relation
between the complex power input P˜ and the magnitude of the current I˜ flowing in the element:
P˜ =
1
2
ZI˜2. (2.14)
The impedance of the RF ICP can also be calculated by the above relation. Therefore, when
the dissipated power and the current in the plasma have been defined, the plasma impedance
can also be defined. The main part of the impedance calculation is then to solve theMaxwell’s
equation to calculate the power dissipation and the current in the plasma.
2.2.1 Overview of the transformer model
The transformer model which we describe here is the model that defines the impedance of the
cylindrical RF ICP. The cylindrical RF ICP is ignited by the surrounding solenoid coil (see
Fig. 2.2 (a)). As for the Linac4 H− source, for example, the geometric features of the system
are as follows: the radius of the chamber r0 = 24 mm, coil length, l = 28.5 mm, the number
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Fig. 2.2 The transformer model: (a) schematic of the ion source chamber and (b) the
equivalent circuit of RF plasma inside the chamber and the antenna.
of turns of the coil N = 5.5.
The coil current Icoil induces azimuthal electric field and the resultant the plasma current
Ip. In the RF range, note that the plasma current is dominantly composed of electrons because
other charged particles are too heavy to respond to the RF field. The RF ICP can be described
as an LR series circuit coupled inductively with the primary circuit (see Fig. 2.2 (b)). The
symbol Rp denotes the resistance of plasma and Lp is the inductance due to electron inertia
which is known to be Lp = Rp/νen, where νen is collision frequency of electrons. The neutral
gas pressure for Linac4 operation is relatively high (a few Pa) so that the collision process
with neutrals are assumed to be dominant for νen. Plasma inductance Lmp is due to magnetic
flux, which is created by the circular shaped plasma current. When plasma skin depth is thin
enough, the current channel can be seen the same as the solenoid antenna. Hence Lmp can be
defined in the same manner as that of solenoid antenna.
In the following sections, we derive the mathematical expressions of above circuit param-
eters.
2.2.2 Plasma as a conductive material
The permittivity and conductivity of plasma can be derived from the momentum conservation.
For simplicity, we assume that:
• The RF electromagnetic wave propagates in the z-direction and its electric field has
only the component Ex in the x-direction.
• Electron is only the particle specie which responds to RF electromagnetic fields.
• Spatial distributions of the electron density ne and temperature Te are uniform.
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• There is no steady current, which means no net current flows when it is averaged over
an RF cycle.
The above assumptions allow us to linearize the momentum conservation equation for elec-
tron as follows,
nemiωu˜x = −neeE˜x − nemνenu˜x, (2.15)
where ω is the frequency of electromagnetic wave, νen is the collision frequency between
electrons and neutral particles, and m, e and ux are the mass, the charge and the velocity of
electron, respectively. From Eq.(2.15), the relation between the magnitudes of the perturba-
tion in velocity and electric field amplitude can be written as
u˜x =
− e
m(iω + νen)
E˜x. (2.16)
The net current J˜x is a sum of the displacement current due to time varying electric field and
the true current due to the motion of electron:
J˜x = iωε0E˜x + ne(−e)u˜x = iωε0
(
1 +
nee2
iωε0m(iω + νen)
)
E˜x
≡ iωε0
(
1 − ω
2
pe
ω(ω − iνen)
)
E˜x
≡ iωε0εp(ω)E˜x (2.17)
where ωpe is the electron plasma frequency and εp is the permittivity of plasma. The
Maxwell’s equations are simplified by using the permittivity εp, which are solved in the next
section.
2.2.3 Maxwell’s equations in the cylindrical RF-ICP
Suppose that the system is composed of the long cylindrical plasma chamber surrounded by
a solenoidal coil as shown in Fig. 2.3. By assuming the axial symmetry of the system, the
Maxwell’s equations become
−∂H˜z
∂r
= iωε0εE˜θ, (2.18)
1
r
∂(rE˜θ)
∂r
= −iωµ0H˜z, (2.19)
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where ε = εp in the plasma and ε = εt in the wall of the chamber. One can derive the Bessel
equation for the magnetic field from Eqs. (2.18) and (2.19),
∂2H˜z
∂r2
+
1
r
∂H˜z
∂r
+ k20εH˜z = 0. (2.20)
Therefore, the solutions of the Maxwell’s equations are,
H˜z = Hz0
J0(kr)
J0(kr0)
, (2.21)
E˜θ =
ikHz0
ωε0εp
J1(kr)
J0(kr0)
, (2.22)
where Hz0 = H˜z(r = r0), Jn is the Bessel function of the n-th order and k = k0
√
ε is the wave
number of the wave inside the plasma. We assume Hz0 to be the real number so that the phase
of the magnetic fields at the edge of the plasma becomes the reference for the phase of all
other complex parameters.
The electromagnetic field inside the chamber wall, on the other hand, can be assumed to
be uniform because its wavelength is long enough compared to the width of the chamber wall
( ∼ 10−2 m) within the frequency range of interest ( a few MHz). Therefore,
H˜z(r0 < r < rc) ≈ Hz0. (2.23)
Under this assumption, the electric field outside the wall can be derived from integral form
of Faraday’s law, ∮
E˜θdl = −
∂
∂t
!
B˜zdS (2.24)
⇒ E˜θ(rc) = E˜θ(r0)
r0
rc
− iωµ0Hz0
⎛⎜⎜⎜⎜⎜⎜⎜⎝ r2c − r202rc
⎞⎟⎟⎟⎟⎟⎟⎟⎠ . (2.25)
In the next chapter, we discuss the relation among the coil/plasma currents and the electro-
magnetic field that has just been derived.
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Fig. 2.3 Cross sectional view of the chamber.
2.2.4 Plasma current and coil current
The total current flowing in the plasma Ip can be calculated by integrating the current density
from the center to the edge of the plasma:
I˜p = l
∫ r0
0
J˜θdr. (2.26)
The current density on the right hand side and the electric fields we derived in the last section
can be related by Eq. (2.17). By substituting Eqs. (2.17) and (2.22) into Eq. (2.26), the
integral can be calculated as follows:
I˜p = lHz0
1
J0(kr0)
∫ kr0
0
J1(kr)d(kr) = lHz0
⎡⎢⎢⎢⎢⎢⎢⎢⎣ 1J0(kr0) − 1
⎤⎥⎥⎥⎥⎥⎥⎥⎦ . (2.27)
It is also a good practice to discuss the current Ip from Ampe`re’s theorem. Figure 2.4 shows
the integral paths for Ampe`re’s theorem. Contour 1 gives the same result as Eq. (2.27):
I˜p = lH˜z(0) − lHz0 = lHz0
⎡⎢⎢⎢⎢⎢⎢⎢⎣ 1J0(kr0) − 1
⎤⎥⎥⎥⎥⎥⎥⎥⎦ . (2.28)
Likewise, contour 2 and 3 give the displacement current flowing in the dielectric tube I˜t, and
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the current flowing in the coil I˜RF, respectively:
I˜t = lHz0 − lH˜z(rc), (2.29)
NI˜RF = lH˜z(rc), (2.30)
where N is the number of turns of the coil. The sum of these three currents therefore becomes
I˜p + I˜t + NI˜RF =
lHz0
J0(kr0)
. (2.31)
With the assumption Eq. (2.23), the magnetic field in the chamber wall can be considered as
uniform, which leads to I˜t = 0. Combining Eqs. (2.31), (2.28) and I˜t = 0, one obtains the
relation between the current in the coil and the magnetic field as follows;
Hz0 =
NI˜RF
l
. (2.32)
This relation explains that I˜RF is in phase with Hz0 whose phase we defined as the reference
in this analysis. Thus the current I˜RF is equivalent to the magnitude of the coil current Icoil.
Then we express the relation as follows:
Hz0 =
NIcoil
l
. (2.33)
When the plasma density is high enough so that kr0 ≪ 1, the Bessel function of complex
argument grows exponentially and consequently,
I˜p + NIcoil ≈ 0, (2.34)
In this condition, the plasma current is localized at the periphery of the chamber at the edge
of the chamber, which is to cancel the magnetic field induced by the coil current. This de-
scription is important to understand the basic concept of the transformer model.
2.2.5 Poynting theorem
As we have already pointed out in the overview of the transformer model, definition of
impedance calls for calculation of the power dissipation and the current in the plasma. Now
that the expressions of electromagnetic field inside the plasma has been obtained, we can
derive the complex power input which is the sum of the power dissipated and stored in the
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Fig. 2.4 Ampe`re contours for the current in the Plasma (1), in the dielectric tube (2) and
in the coil (3).
plasma. Integrating the Poynting vector at the surface of the plasma, we obtain
P˜ = −1
2
E˜θ(rc)H˜z(rc)2πrcl =
1
2
ZindI2coil, (2.35)
where Zind is the total complex impedance of the system including the plasma and the coil.
By using Eqs. (2.23), (2.25) and (2.33), the input power can also be written as
P˜ = i
πN2I2coil
l
⎡⎢⎢⎢⎢⎢⎢⎢⎣ kr0J1(kr0)ωε0εpJ0(kr0) − 12ωµ0(r2c − r20)
⎤⎥⎥⎥⎥⎥⎥⎥⎦ . (2.36)
2.2.6 Plasma resistance Rp and inductance Lmp
The plasma resistance is defined from the relation
Pabs =
1
2
Rp|I˜p|2, (2.37)
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where Pabs is the dissipated power in the plasma, which corresponds to the real part of com-
plex power input that we have derived as Eq. (2.36):
Pabs = Re[P˜] =
πN2
lωε0
Re
⎡⎢⎢⎢⎢⎢⎢⎢⎣ ikr0J1(kr0)εpJ0(kr0)
⎤⎥⎥⎥⎥⎥⎥⎥⎦ I2coil. (2.38)
Then we obtain the definition of RP from Eqs. (2.27)(2.33) and (2.38) as follows:
Rp =
2Pabs
|I˜p|2 =
2π
lωε0
Re
⎡⎢⎢⎢⎢⎢⎢⎢⎣ ikr0J1(kr0)εpJ0(kr0)
⎤⎥⎥⎥⎥⎥⎥⎥⎦
∣∣∣∣∣∣∣∣
1
J0(kr0)
− 1
∣∣∣∣∣∣∣∣
−2
. (2.39)
The transformer model uses the assumption that the plasma current is localized at the edge
of the chamber so that the inductance of the plasma can simply be defined by the magnetic
flux inside the circular plasma current channel. Hence it can be derived in the same manner
as that of solenoidal coil:
Lmp =
µ0πr20
l
. (2.40)
2.2.7 Inertia inductance Lp
The inertia of the plasma can be regarded as the inductance since it produces a phase dif-
ference between the plasma current and the applied RF field. The diﬀerence can be derived
from Eq. (2.15). What is to be derived here is the relation between the applied voltage and
the plasma current. From Eq. (2.15), we can obtain
mne
du
dt
eS = −nee2ES − nemνmueS , (2.41)
−mdI
dt
= −nee2ES + mνmI, (2.42)
where S is the eﬀective area where plasma current flows. The Assuming that the applied
electric field and the voltage can be related by V =
∮
E · dl = El, Eq. (2.42) becomes
E =
m
nee2S
dI
dt
+
mνm
nee2S
I. (2.43)
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⇒ V = ml
nee2S
dI
dt
+
mνml
nee2S
I (2.44)
≡ Lp
dI
dt
+ RpI, (2.45)
where l is the length of the integral path (l = 2πr in the case of cylindrical ICP discharges).
As we define the coeﬃcients of dI/dt and I are the inertia inductance Lp and the plasma
resistance Rp, respectively, those can be related as follows:
Lp = Rp/νm. (2.46)
2.2.8 Mutual inductance M
The mutual inductance M between coil and plasma can be derived from the circuit equation
of the circuit which is shown in Fig. 2.2 (b):
V˜p = iωLmp I˜p + iωMIcoil = −I˜p
⎡⎢⎢⎢⎢⎢⎢⎢⎣Rp + iRp
⎛⎜⎜⎜⎜⎜⎜⎜⎝ ωνm
⎞⎟⎟⎟⎟⎟⎟⎟⎠
⎤⎥⎥⎥⎥⎥⎥⎥⎦ . (2.47)
Assuming M to be the real number, one can obtain
M2ω2 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣Rp2 +
⎛⎜⎜⎜⎜⎜⎜⎜⎝ωLmp + Rp
⎛⎜⎜⎜⎜⎜⎜⎜⎝ ωνm
⎞⎟⎟⎟⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎟⎟⎠
2⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∣∣∣I˜p∣∣∣2
Icoil2
, (2.48)
which is calculable since all the parameters on the right hand side have already been defined
in the previous sections.
2.3 Impedance measurement and the transformer model
In the next section, the transformer model is applied to analyze the impedance matching in
the CERN’s Linac4 RF system. The results are compared with the previous work which was
carried out at CERN [29]. In the previous work, the impedance of the plasma has experi-
mentally been investigated in accordance with an equivalent circuit. Figure 2.5 shows the
matching circuit which is installed in the Linac4 RF system and the equivalent circuit of the
plasma. Table. 3.1 shows the typical values of each components.
One can find that the equivalent circuit model which is shown in Fig. 2.5 is diﬀerent from
the one we have derived so far. While we choose the transformer model to describe the
RF ICP, its description can be reformulate so that the impedance becomes comparable with
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Fig. 2.5 Antenna and matching circuit.
Fig. 2.6 The transformer model of an inductive discharge. On the right, the secondary
circuit has been transformed into its series equivalent in terms of the primary circuit cur-
rent.
Rplasma and Lplasma shown in Fig. 2.5. The reformulation can be done by transforming the
circuit equations of the transformer model into that of a series circuit. Figure 2.6 shows a
series circuit model which is equivalent to the transformer model. As for the primary coil
shown on left hand side of Fig. 2.6, the circuit equation becomes
V˜coil = iωLcoilIcoil + RcoilIcoil + iωMI˜p, (2.49)
while the circuit equation for the secondary coil is expressed in Eq. (2.47). As for the circuit
shown on right hand side of Fig. 2.6,
V˜coil = (iωLs + Rs)Icoil. (2.50)
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Combining Eqs. (2.47), (2.48) and (2.49), one can obtain
Rs = Rcoil + Rp
|I˜p|2
I2coil
≡ Rant + Rplasma, (2.51)
Ls = Lcoil −
⎛⎜⎜⎜⎜⎜⎜⎜⎝Lmp + Rpνm
⎞⎟⎟⎟⎟⎟⎟⎟⎠ |I˜p|2I2coil ≡ Lant + Lplasma. (2.52)
This shows that Rplasma and Lplasma which are measured at CERN’s measurement are also
calculable from the transformer model.
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Chapter 3
Experimental & Theoretical Study
on Plasma Impedance
3.1 Publication-1: Equivalent Circuit of Radio
Frequency-Plasma with the Transformer Model [37]
3.1.1 Abstract
LINAC4 H− source is radio frequency (RF) driven type source. In the RF system, it is re-
quired to match the load impedance, which includes H− source, to that of final amplifier. We
model RF plasma inside the H− source as circuit elements using transformer model so that
characteristics of the load impedance become calculable. It has been shown that the model-
ing based on the transformer model works well to predict the resistance and inductance of the
plasma.
3.1.2 Introduction
RF driven type H− source is used as an injector of LINAC4. In the LINAC4 H− source, the
plasma is heated by a 100 kW, 2 MHz, 10 % bandwidth RF system. It is required to match
the load impedance, which includes H− source, to that of final amplifier in order to maximize
the power supplied to the plasma inside the source chamber. In the previous work at CERN,
designing of the matching circuit has been done. The configuration of the load circuit is
shown in Fig. 3.1. Capacitance Cp and Cs are determined to match the load impedance to
that of final amplifier Rm = 50Ω. In Ref. [29], frequency hopping (switching between two
predefined frequencies f1 = 1946 kHz, f2 = 2000 kHz) is proved to be useful to cope with the
wide load impedance change due to plasma formation. In this paper, we propose the analytic
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Fig. 3.1 Antenna and matching circuit [37].
Fig. 3.2 The transformer model: (a) schematic of the ion source chamber and (b) the
equivalent circuit of RF plasma inside the chamber and antenna [37].
model of RF plasma as circuit elements aiming the prediction of Rplasma and Lplasma. This work
allows us to calculate frequency characteristics of the circuit, which is to be investigated for
improvement of frequency hopping.
3.1.3 Equivalent circuit model
In this chapter, we present the modeling scheme of RF plasma, which is based on two models:
electromagnetic model and the transformer model [4]. These two models of RF plasma allow
us to define Rplasma and Lplasma analytically.
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A. Overview of the transformer model
The source chamber that contains plasma is surrounded by coil (see Fig. 3.2(a)). The geo-
metric features of the system are as follows: radius of chamber r0 = 24 mm, coil length l =
28.5 mm, the number of turns of the coil N = 5.5. The coil current Ic induces the plasma
current Ip, which is mainly composed of electrons. This inductively coupled plasma (ICP)
can be described as RL series circuit coupled inductively with the primary circuit (see Fig.
3.2(b)). The symbol Rp denotes resistance of plasma and Lp is the inductance due to electron
inertia which is known to be Lp = Rp/νen, where νen is collision frequency of electrons. The
neutral gas pressure for LINAC4 operation is relatively high (a few Pa) and collision process
with neutrals are assumed to be dominant for νen. The collision frequency νen is chosen cor-
rectly based on this assumption. Plasma inductance Lmp is due to magnetic flux, which is
created through the circular shaped plasma current. When plasma skin depth is thin enough,
the current channel can be seen same as the solenoid antenna. Thus Lmp can be defined same
manner as that of solenoid:
Lmp =
µ0πr20
l
. (3.1)
In the following analysis, A˜ denotes the complex amplitude of arbitrary value A:
A = Re
[
A˜eiωt
]
, where ω is angular frequency of the RF system. We derive the expression of
Rplasma and Lplasma based on this transformer model in the next section.
B. Modeling of Rplasma and Lplasma
While we choose the transformer model to describe RF plasma, the expressions of Rplasma and
Lplasma, [29] which are modeled as series circuit elements, can be obtained by transforming
the circuit equations of the transformer model into that of a series circuit (compare the model
of plasma in Figs. 3.2(b) and 3.1):
V˜c = (iωLtot + Rtot)Ic. (3.2)
As a result, Rtot and Ltot are defined as follows:
Rtot = Rc + Rp
|I˜p|2
I2c
≡ Rc + Rplasma, (3.3)
Ltot = Lc −
⎛⎜⎜⎜⎜⎜⎜⎜⎝Lmp + Rpνen
⎞⎟⎟⎟⎟⎟⎟⎟⎠ |I˜p|2I2c ≡ Lc + Lplasma. (3.4)
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Fig. 3.3 Cross sectional view of the chamber [37].
Still the plasma resistance Rp is unknown value so that these definitions of Rplasma and
Lplasma are not calculable for the circuit analysis. We introduce the derivation of plasma
resistance based on electromagnetic model in the next section.
C. Electromagnetic model
The concept of the electromagnetic model [4] is to model the plasma resistance from the basic
relation with the dissipated power in the plasma Pabs and the current (i.e., Pabs = Rp|I˜p|2/2).
In order to obtain the expressions of Pabs and I˜p, it is necessary to know the electromagnetic
field from the solutions of Maxwell’s equations.
The plasma inside the chamber is described as a uniform medium whose permittivity εp is
complex value:
εp = 1 −
nee2
meε0
1
ω(ω − iνen). (3.5)
where ne is the number density of electrons, e is the electric charge, me is the of electron
(see Ref. [4] for more detailed explanation). Then the solutions of Maxwell’s equations can
be obtained readily in the cylindrically symmetric coordinate system (see Fig. 3.3): the
electric field and the magnetic field are composed of only θ-component E˜θ and z-component
H˜z. Coming back to the expressions of Pabs and I˜p , these are obtained by integrating the
Poynting vector at the surface of the plasma or applying Ohmʟs law.
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Consequently, the plasma resistance can be derived as follows:
Rplasma =
2Pabs
I2c
=
2πN2
lωε0
Re
⎡⎢⎢⎢⎢⎢⎢⎢⎣ ikr0J1(kr0)εpJ0(kr0)
⎤⎥⎥⎥⎥⎥⎥⎥⎦ , (3.6)
Rp =
2Pabs
|I˜p|2 =
2π
lωε0
Re
⎡⎢⎢⎢⎢⎢⎢⎢⎣ ikr0J1(kr0)εpJ0(kr0)
⎤⎥⎥⎥⎥⎥⎥⎥⎦
∣∣∣∣∣∣∣∣
1
J0(kr0)
− 1
∣∣∣∣∣∣∣∣
−2
, (3.7)
where Jn and k = k0
√
ε are the Bessel function of the n-th order and the wave number of the
plasma, respectively.
Now that calculable definition of Rplasma and Lplasma has been obtained, the calculation
results of some characteristics of the matching circuit are introduced in the next section.
3.1.4 Results and Discussion
We calculate Rplasma and Lplasma from Eqs. (3.4), (3.5) and (3.7) with two variables, i.e.,
frequency of the RF system f and electron density ne. The other parameters are constant
values, which are listed in Table 3.1. Note that the electron temperature is assumed to be 10
eV, which is the typical temperature of RF plasmas. From the calculation results of Rplasma
and Lplasma, voltage reflection coeﬃcient ΓVof the matching circuit (Fig. 3.1) has also been
calculated whose definition is,
ΓV =
RM − Z0
RM + Z0
. (3.8)
Table 3.1 Calculation condition.
Parameters Value Parameters Value
H2 gas pressure 3.0 Pa Rm 50Ω
H2 gas tempetature 300 K Lant 3.2µH
Dissociation rate of H2 0.1 Rant 0.4Ω
Electron temperature Te 10 eV Ls 1.98µH
Chamber radius r0 24 mm Rs 0.5Ω
Coil length l 28.5 mm Cp 6.5nF
Turns of the coil N 5.5 Cs 1.61nF
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Fig. 3.4 Calculation of Rplasma and Lplasma as functions of the electron density, where (a)
1012m−3 ≤ ne ≤ 1020m−3, (b) 1017m−3 ≤ ne ≤ 1020m−3, for various frequencies [37].
A. Calculation results
The electron density dependence of Rplasma and Lplasma has been shown in Fig. 3.4. Each line
indicates the diﬀerence due to the frequency of the system. From Fig. 3.4 (a), one can fined
that the magnitude of Rplasma and Lplasma increase in the low electron density regime and take
the maximums where ne ≈ 1018m−3. Similar tendency has been provided by the 3 dimen-
sional numerical simulation [38]. According to the measurement results, it has been shown
that the magnitudes of Rplasma and Lplasma increase in the initial phase and reach Rplasma ≈ 2.5Ω
and Lplasma ≈ −0.4µH. Suppose that the electron density range of the typical RF plasma in
a steady state is 1017m−3 ≤ ne ≤ 1018m−3, the calculation values are the same order as these
experimental results. Also, as shown in Fig. 9 in Ref. [29], the values of Rplasma and Lplasma
in the steady state do not significantly depends on the frequency changes. This tendency of
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Fig. 3.5 Reflection coeﬃcient as a function of the electron density for various frequencies [37].
experimental results agrees well with our calculation results.
The magnitude of voltage reflection coeﬃcient |Γv| of the circuit has been shown in Fig.
3.5. The response of the circuit can be characterized as follows:
1. When the electron density is low, the circuit shows the least reflection where f =
1.95MHz.
2. The electron density where the reflection takes minimum becomes higher as the fre-
quency becomes higher.
3. When the electron density is high (ne ≥ 1018m−3), the reflection has small frequency
dependence.
From these characteristics, it is suggested the frequency of the system be 1.95 MHz in the
initial phase. That is because the resonant frequency fr of the matching circuit without plasma
corresponds to 1.95 MHz:
fr =
√√
1
LT
⎛⎜⎜⎜⎜⎜⎜⎜⎝ 1Cp + 1Cs
⎞⎟⎟⎟⎟⎟⎟⎟⎠, (3.9)
where LT = Lant + Ls + Lplasma (Lplamsa = 0 in this case). As seen from Fig. 3.4, the total
inductance LT becomes smaller as the electron density increases. The decrease in LT causes
increase in the resonant frequency especially in the density range ne ≥ 1017m−3 (see Fig. 3.4
and Eq. (3.9)), which leads to detuning eﬀect. In order to overcome this detuning eﬀect, it
is necessary to increase the frequency of RF driver. In the experiments, frequency hopping,
i.e., frequency changes from 1.95 MHz to 2.0 MHz, has been employed for this reason. On
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the other hand, if the higher electron density is required (ne ≥ 1018m−3), we may need to
redesign the matching circuit because the reflection is close to unity with any frequencies.
B. Summary and discussion
The calculation results of the impedance of RF plasma and the frequency characteristics have
been shown in this paper. The impedance of the plasma shows good agreement with the mea-
surement and also the simulation results. Moreover, our calculation reproduces the usability
of frequency hopping, which has already been found experimentally. These agreements show
that the transformer model works well to predict the impedance of the plasma. However, the
transformer model may not be quantitative in some cases because of the some assumptions
for simplification of the model. For example, antenna solenoid is assumed to be ideal. This
assumption causes the overestimation of the electromagnetic field inside the chamber, which
leads to overestimation of Rplasma and Lplasma. Moreover, when electron density is low, the
results may have less reliability. That is because Eq. (3.1) holds only when skin eﬀect is
strong enough to let plasma current channel be narrow. Since more sophisticated modeling
is required for more quantitative analysis, now we are planning to improve the transformer
model, which is available to the general conditions.
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3.2 Publication-2: Experimental Investigation of Plasma
Impedance in Linac4 H− Source [39]
3.2.1 Abstract
CERN’s new particle accelerator Linac4 is part of the upgrade of the LHC accelerator chain.
Linac4 is required to deliver 160 MeV H− beam to improve the beam brightness and luminos-
ity in the Large Hadron Collider (LHC). The Linac4 H− source must deliver 40-50 mA, 45
keV H− beam in the RFQ acceptance. Since the RF power coupled to the H− source plasma is
one of the important parameters that determines the quality of the H− beam, the experimen-
tal investigation of the dependence of the load impedance on the operational parameters is
mandatory. In this study, we have measured the impedance of the H− source plasma varying
the RF power coupled to the plasma and the condition of the hydrogen gas. Also, optical
emission spectroscopy (OES) measurements have been carried out simultaneously with the
impedance measurement in order to determine the plasma parameters. The determination of
the plasma parameters allows us to compare the experimental results with the analytic model
of the plasma parameters, which is useful to discuss the results from a physical point of view.
3.2.2 Introduction
CERN’s new particle accelerator Linac4 is part of the upgrade of the LHC accelerator chain.
Linac4 is required to deliver 160 MeV H− beam to improve the beam brightness and luminos-
ity in the Large Hadron Collider (LHC). The cesiated surface Linac4 ion source must deliver
40-50 mA, 45 keV H− beam in the RFQ acceptance.
The power transfer eﬃciency between the RF generator (100 kW from 1.9 MHz to 2.1
MHz) and the ion source plasma is one of the most important parameters that determine the
extracted H− beam current [28]. The optimization of the power transfer to an ordinary load
can readily be achieved by equalizing the impedance of the load to that of the RF generator,
which is realized by the insertion of a matching circuit between the load and the generator.
In the case of the Linac4 H− source RF system, however, the optimization during the plasma
pulse cannot be done by the matching circuit alone and is achieved by variation of the RF-
frequency because the impedance of the load depends on plasma parameters evolution during
the pulse.
In the previous work at CERN, it has been shown that the tuning of RF frequency dy-
namically during the discharge is necessary to improve RF-coupling to the plasma [29]. The
tuning is by now automatized, [40] however, the complex relation between the power transfer
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eﬃciency, discharge parameters, hydrogen pressure and plasma impedance deserves further
investigation. The aim of our study is to clarify the dependence of the plasma impedance
on the operational parameters (RF power coupled to the plasma and hydrogen gas pressure).
The dependence will be experimentally investigated varying RF-power and H2 gas pressure.
Also the results will be discussed with the analytic model [4, 37], which requires the plasma
parameters (electron density ne and electron temperature Te) as inputs. Thus optical emission
spectroscopy (OES) measurements have been simultaneously carried out in order to measure
the plasma parameters.
3.2.3 Experimental Setup
RF Low-Level Control System
The RF low-level control system of Linac4 H− source is shown in Fig. 3.6. The three-level
amplifier chain is capable of delivering the power up to 100 kW. Both the amplitude and
the frequency of the RF signal are programmable over the plasma pulse by the automatic
voltage control system (AVC). The AVC controls the signal referring the return signal from
a high directivity directional coupler (> 30 dB). The forward and reflected signals from the
directional coupler are acquired by a high speed digitizer. The digitized signals are processed
numerically to calculate the amplitude of the signal and the phase diﬀerence between the
forward and reflected signals. Those calculated data are used to calculate the impedance of
the load (the sum of the matching circuit and the plasma inside the ion source), which is
mentioned in the next section.
The typical pre-programmed waveform of the RF signal and the response of the RF system
(the forward power Pfwd, the reflected power Pref)are shown in Fig. 3.7. In the present
measurements, only the signal acquired from t = 0.2ms to t = 0.3ms has been analyzed while
the frequency is fixed as shown in Fig. 3.7 for the simplification of the measurement. The
frequency is programmed to be larger in steady state than in the ignition phase in order to
compensate the change of the load impedance due to the plasma formation [29]. The more
detailed description of the RF low-level control system can be found in Ref. [41].
Ion Source and Gas Injection
The schematic of the ion source is shown in Fig. 3.8. The source chamber that contains the
plasma is surrounded by RF coil. The geometric features of the system are as follow: the
radius of chamber rc= 24 mm, lc = 136 mm, the length of the chamber the coil length lant
= 28.5 mm and the number of turns of the coil N= 5. The magnetic configuration inside
the chamber comprises a magnetic octopole field in Halbach configuration and a dipole filter
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Fig. 3.6 The RF system comprising the RF source, the three-level amplifier chain, the
directional coupler and the matching network up to the antenna [29, 41].
Fig. 3.7 Left: The pre-programmed waveform of amplitude and frequency of signal.
Right: the response RF system (the forward and reflected RF power and the phase diﬀer-
ence) [39]
field [42]. The port of the gas injection is equipped at the back end of the plasma chamber,
which is controlled by a piezo valve. The total amount of the gas injected NH2 through the
valve can be controlled by a pulsed voltage signal whose repetition rate fp = 1/1.2 s−1. Four
parameters, i.e., the timing of the gas injection ts, the pulse width wp, the pulse height Vp and
the DC oﬀset of the voltage signal VDC, can be varied to control the gas injection. The front
end pumping port equips a turbo molecular pump (pumping speed S = 500 l/s) and a vacuum
gauge in order to monitor the pressure pH2(t).
The measured pressure curve allows us to estimate the total amount of gas NH2 . The gas
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Fig. 3.8 The schematic drawing of the Linac4 H− source [39].
balance equation can be written as:
Vp.p.
dpH2
dt
= kBT (QH2 − S pH2 ), (3.10)
where kB is the Boltzman constant, Vp.p. = 0.07m3 is the volume of the front end vacuum,
QH2 is the number of hydrogen molecules flowing in to the front end vacuum per unit of time
and the gas temperature T is assumed to be 300 K. By integrating Eq. (3.10) over a gas cycle,
the integration of the pressure curve is found to be representation of NH2 :
S
∫ 1/ fp
0
pH2 =
∫ 1/ fp
0
QH2 ≡ NH2 . (3.11)
In the measurements, the timing of the gas injection ts and the pulse width wp are set to be
-2.5 ms and 0.5 ms respectively while the pulse height Vp and the DC oﬀset of the voltage
signal VDC are the variables to control the gas injection. The dependence of NH2 on the valve
setting is shown in Fig. 3.9.
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Fig. 3.9 The dependence of NH2 on the valve setting [39].
3.2.4 Measurement Methods
Determination of Plasma Impedance
The impedance of the load and the plasma can be determined by the forward and reflected
voltage signals. The reversed/forward voltage signals are expressed as follows:
V˜r = Vrexp
[
i(ωt + φr)
]
, (3.12)
V˜ f = Vf exp
[
i(ωt + φ f )
]
. (3.13)
where Vr and Vf are the amplitude of the signals and φr − φ f = φ gives the phase diﬀerences
between the reflected and forward signals. Since those reflected and forward signals are ob-
tained at directional coupler, the electrical delay θ due to the coaxial cable installed between
the directional coupler and the matching box is to be taken into account in order to calculate
the total impedance ZM (sum of the matching box and the plasma). Therefore the reflection
coeﬃcient between the cable and the matching box ΓM can be written as
ΓM =
V˜re−iωθ
V˜ f eiωθ
(3.14)
=
Vr
Vf
exp
[
i(φ − 2ωθ)] (3.15)
=
ZM − Zcable
ZM + Zcable
, (3.16)
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where the impedance of the cable Zcable is 50 Ω. Thus the total impedance ZM can be defined
as
ZM = Zcable
Vf + Vrexp
[
i(φ − 2ωθ)]
Vf − Vrexp [i(φ − 2ωθ)] . (3.17)
The plasma can be modeled as the sum of the inductance Lpl. and resistance Rpl. connected
to the antenna in series as shown in Fig. 3.2.4. Since the total impedance of the matching
box ZM is calculable as mentioned above, the complex impedance of the plasma Zpl. also
can calculated by subtracting the impedances of other components in matching box. The
inductance and the resistance of the plasma are defined by the complex impedance Zpl.:
Rpl. = Re
[
Zpl.
]
, Lpl. = Im
[
Zpl.
]
/ω, (3.18)
where ω = 2πRF.
The measured plasma impedance Rpl. and Lpl. will be discussed with the equivalent circuit
model of the plasma. The model enables us to calculate the analytic plasma impedance
Rind and Lind, which are correspond to the measurable impedance Rpl. and Lpl. respectively.
The model which is called the transformer model will be briefly summarized in this paper.
The detailed description of the model can be found elsewhere [4, 37]. For the modeling,
we assume that the plasma inside the chamber is described as a uniform medium whose
permittivity εp is complex value:
εp = 1 − nee
2
meε0
1
ω(ω − iνen) . (3.19)
where e, me and νen are the charge, the mass and the collision frequency of electron, respec-
tively. The collision process with neutrals is assumed to be dominant for νen because the
neutral gas pressure for LINAC4 operation is relatively high. On the basis of the transformer
model, the resistance Rind and the inductance Lind are defined as follows:
Rind =
2πN2
lantωε0
Re
[
ikr0J1(kr0)
εpJ0(kr0)
]
, (3.20)
Lind =
µπr0N2
lant
∣∣∣∣∣ 1J0(kr0) − 1
∣∣∣∣∣2 − Rplasmaνen , (3.21)
where Jn, k = k0
√
εp and r0 are Bessel function of n-th order, the wave number of the plasma
and the outermost radius where the plasma current can flow, respectively. In the case without
any external cusp magnets the radius r0 is considered to be rc. In our case, however, the
radius r0 is assumed to be smaller than rc due to the cusp magnets which prevent plasma
from flowing in the vicinity of the wall. Although the radius is found to be about half of the
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Parameter Value
Cp 5.1 nF
Cs 1.46 nF
Ls 4.1 µH
Lant 1.7 µH
Rant + Rs 1.1 Ω
Fig. 3.10 The matching box and the measured parameters.
radius of the chamber under a particular discharge condition by a numerical simulation [14],
r0 is treated as a variable for the parametric survey presented in this paper.
Determination of Plasma Parameters
The plasma parameters are important parameters which determines the impedance of the
plasma, which can be evaluated by the OES measurements. The Linac4 H− source has three
view ports at the back end in order to observe the plasma light (see Fig. 3.8). Those view
ports are tilted on-axis, 19◦ and 26◦ with respect to the cylindrical coordinate axis and the
on-axis view port has been used in the measurement. For the evaluation, the Balmer series of
atomic hydrogen (the line ratios Rαβ = Hα/Hβ and Rβγ = Hβ/Hγ) have been recorded. The
line ratios are acquired from t = 0.2ms to t = 0.3ms in order to avoid the ignition phase.
The recorded line ratios are analyzed by the collisional radiative (CR) model Yacora H [43].
Yacora H allows to calculate the line ratios for given plasma parameters. Yacora H has been
run for many diﬀerent sets of plasma parameters. The evaluated plasma parameter is defined
as the parameters that fit the measured two line ratios. For the sake of simplicity, only the
direct excitation due to electron impact has been taken into account to calculate the line ratios
(the full evaluation of the discharge parameters can be found in Ref. [44]). Also one has to
keep in mind that the evaluated plasma parameters represent axial averaged value.
3.2.5 Results and Discussion
Dependence of Plasma Impedance on Operational Parameters
The plasma impedance is presented in Fig. 3.11 as a function of the RF power coupled to the
plasma Ppl. (= Pfwd−Pref). The voltage applied to the piezo valve is set to be Vp+VDC = 75+4
V in this measurement. The total amount of gas for this setting can be found in Fig. 3.9. From
left hand side of Fig. 3.11, it can be seen that the resistance of the plasma Rpl. increases as
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Ppl. increases. As for the plasma inductance Lpl., it shows negative value. This is because
the inductance of an antenna generally decreases with a presence of ICP due to the plasma
current which cancels the stored magnetic field inside the antenna. The trend of Lpl. is similar
to that of Rpl.: it monotonically increases as Ppl. increases. The right hand side of Fig. 3.11
shows the frequency characteristics of the reflection coeﬃcient |ΓM| of the matching box for
some Ppl. settings. It has been calculated on the assumption that Rpl. and Lpl. is constant
in such small frequency range shown in the figure. The result indicates that the frequency
modulation is able to reduce the reflection to 15 % at least. Also it has been found that the
eﬀect of the frequency modulation is more significant for higher Ppl. setting. This is because
the resistance Rpl. becomes larger when Ppl. increases, which leads to the reduction of the
load impedance ZM at the resonant frequency.
The dependence of the plasma impedance has been measured by varying the total amount
of gas NH2 . The total amount of gas has been varied by changing the setting of Vp + VDC
from 76 V to 88 V while the power coupled to the plasma Ppl. is fixed to be 40 kW. We define
the pressure during the plasma pulse ppp from NH2 by assuming that the gas temperature is
300 K and the number density of the hydrogen molecule nH2 = NH2/Vsc where Vsc denotes
the volume of plasma source chamber. In doing so, we can assume that NH2 shown in Fig.
3.12 correspond to the pressure range from 3.5 Pa to 8 Pa. Although this estimation gives
reasonable value compared to the previous pressure measurement [45], please note that this
is the simple estimation that may lead to overestimation of the pressure.
The plasma impedance Zpl. as a function of NH2 is shown in the left hand side of Fig. 3.12.
The tendency of both Rpl. and Lpl. is similar to Fig. 3.11. The right hand side of Fig. 3.12
shows the reflection coeﬃcient |ΓM| for each gas setting. The reflection coeﬃcient has been
calculated in the same manner as we mentioned above. It has been found that the reflection
can be reduced 16 % at least for the highest gas pressure setting. The result indicates that the
frequency modulation is more significant for higher gas pressure setting. This is also because
the plasma impedance becomes resistive as the amount of gas increases.
Dependence of Plasma Impedance on Plasma Parameters
The plasma impedance measured in the measurement (Fig. 3.11) is presented in Fig. 3.13
as a function of the electron density ne. Both the electron density ne and the temperature
Te have been determined by the line ratio method as mentioned above. As for the electron
temperature, however, we only mention that Te is about 5 eV during the measurement because
the plasma impedance does not depend on Te as much as ne according to the equivalent circuit
model of the plasma. In the measurement, it has been found that the electron density ne is in
the range from 0.8 ×1019/m3 to 1.8 ×1019/m3. Also the analytic plasma resistance Rind and
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Fig. 3.11 Left: The plasma impedance Rpl. and Lpl. as a function of the power coupled to
the plasma Ppl.. Right: The frequency characteristics of |ΓM| for the diﬀerent Ppl. settings
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Fig. 3.12 Left: The plasma impedance Rpl. and Lpl. as a function of the total amount of
gas NH2 . Right: The frequency characteristics of |ΓM| for the diﬀerent NH2 settings [39].
the inductance Lind which is calculated by using Eqs. (3.21) and (3.21) is shown in Fig. 3.14.
The results is calculated with a condition that Te = 5 eV, nH2 = NH2/Vsc = 8.3 × 1020/m3
and the dissociation rate of hydrogen molecules assumed to be 0.5 [46] while the radius r0 is
a variable as we do not have enough information to specify it for each discharge conditions.
The calculation result where r0 = 14 mm is shown in the right hand side of Fig. 3.14 as Rind
shows qualitative agreement with the measurement. The inductance Lind, however, does not
show the peak in the density regime.
From the results shown in Fig. 3.13, one can find that both the resistance Rpl. and the
inductance Lpl. reach their peak where ne = 1.1 ×1019/m3. The peaks correspond to the
point where the plasma becomes the most resistive load. According to the results of Rind,
it can be expected that the plasma shows less resistivity as the plasma density goes higher.
As we discussed above, the reflection coeﬃcient cannot be reduced suﬃciently only by the
frequency modulation when the plasma resistance is low. Thus the results indicates that
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Fig. 3.13 The dependence of the plasma impedance on the electron density ne [39].
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Fig. 3.14 Left: The resistance and center: the inductance of the plasma calculated by the
transformer model. Right: the resistance and inductance when r0 = 14mm [39].
the matching box is to be redesigned in order to make the coupling eﬃciency higher even
when the resistance of the plasma is low, which may allow us to produce a denser plasma.
Although the analytic model of the plasma that we use is useful to discuss the experimental
results, the calculation results strongly depend on the radius r0 which is diﬃcult to measure
as one can see from the center and the left hand side of Fig. 3.14. Thus the model of the
plasma impedance which is able to take the realistic distribution of the plasma into account
is mandatory for more practical comparison with the measurement.
3.2.6 Conclusion
The measurement of the RF signals and the amount of the hydrogen gas have been carried out
in the Linac4 H− source system in order to investigate the dependence of the load impedance
on the operational parameters. Both the RF power coupled to the plasma and the amount of
hydrogen gas aﬀect the impedance of plasma impedance. The larger amount of gas and the
higher RF power increase the resistance of the plasma while the magnitude of the plasma
inductance decreases. Also the results indicate that the eﬀect of frequency modulation on the
reflection reduction is more significant when the plasma resistance is higher.
Also the OES measurement have been carried out in order to interpret the results above as
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a function of the electron density. It has been found that the resistance and the inductance
of the plasma reach their peak where the electron density ne = 1.1 ×1019/m3. It has been
found that the plasma resistance Rind calculated from the transformer model shows qualitative
agreement with the measurement when we assume that the outermost radius of the region
where the plasma current can flow is r0 =14 mm, while the calculated plasma inductance
Lind is about an order of magnitude out. According the calculation results, it can be expected
that the plasma resistance monotonically decreases in the higher plasma density regime. This
indicates that the coupling eﬃciency cannot be improved only by the frequency modulation.
Although the transformer model is the useful tool to discuss the experimental results from
analytic point of view, the calculation results strongly depend r0 which is diﬃcult to obtain
from the measurement. Thus the model of the plasma impedance which is able to take the
realistic distribution of the plasma into account is mandatory for more practical comparison
with the measurement.
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Chapter 4
Numerical Modeling of Hydrogen
RF-ICP
4.1 Introduction:RF-Code
We have developed a particle-based numerical model of a hydrogen RF ICP (RF-code), which
allows us to analyze its discharge process from a kinetic point of view. RF-code is composed
of two models, (1) electromagnetic (EM) field model and (2) plasma dynamics model. The
former solves the propagation of the EM field around the RF antenna, and the latter solves
the motion of the charged particles enforced by the EM field. Those two models are coupled
together so that the dynamics of the plasma and the EM field are solved self-consistently. The
coupling concept is shown in Fig. 4.1.
As for (1) EM field model, it calculates Maxwell’s equation in accordance with the Finite-
Diﬀerence Time-Domain (FDTD) method [47], which is described in Section 4.2. The EM
field is induced by the plasma current and the RF antenna current, which is responsible for
the H-mode discharge. In addition, the model takes the electrostatic (ES) field into account.
Especially, the ES field due to the RF voltage applied to the antenna (the capacitive field) is
responsible for the E-mode discharge.
As for (2) plasma dynamics model, it solves the equation of motion for charged particles,
namely e−, H+ and H+2 . The charged particles are tracked while taking various collision pro-
cesses into account by the Monte Carlo, Null Collision method [48]. This plasma dynamics
model is described in Section 4.3.
The coupling of the models (1) and (2) is explained in Section 4.4.
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Fig. 4.1 The governing equations of RF code and the coupling of two models.
Fig. 4.2 Schematic view of simulation model.
4.2 Electromagnetic Field Model
4.2.1 Geometry of the calculation domain
The schematic drawing of the plasma chamber and the RF antenna is shown in Fig. 4.2. The
radii of the plasma chamber rc and the surrounding RF antenna rant are determined with ref-
erence to that of the CERN’s Linac4 H− source. [24–27] The width of the RF antenna wire
is 2 mm. Although the plasma chamber of the H− source is made of ceramic, its electromag-
netic property has been neglected for the simplicity. The EM field due to RF antenna current
therefore penetrates to the plasma chamber without any disturbance. Our model assumes that
the physical quantities are uniform in the longitudinal direction in the cylindrical coordinates
(∂/∂z = 0) so the plasma chamber and the RF coil are infinitely long in the z-direction. The
particle loss in the z-direction may be underestimated compared to the actual plasma.
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4.2.2 Finite-Difference Time-Domain method
The Finite-Diﬀerence Time-Domain (FDTD) method [47] is the numerical scheme for
EM field analysis in real time domain. The governing equations of the FDTD method are
Maxwell’s equations, namely Faraday’s law and Ampe´re’s law:
∇ × E = −∂B
∂t
, (4.1)
∇ × B = µ0 j + ε0µ0
∂E
∂t
. (4.2)
These two equations are to be integrated so as not to violate Gauss’s law for electricity and
magnetism,
∇ · E = ρ
ε0
, (4.3)
∇ · B = 0. (4.4)
Gauss’s law for magnetism is satisfied automatically as far as the initial condition is appro-
priately chosen: Since an arbitrary vector a satisfies
∇ · (∇ × a) = 0, (4.5)
taking divergence of Eq. (4.1) leads to
∂
∂t
(∇ · B) = 0. (4.6)
As for the satisfaction of Gauss’s law for electricity is described later.
The RF-code solves the Maxwell’s equations in the r-θ plane. Maxwell’s equations we
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solve for E = (Er, Eθ, Ez), B = (Br, Bθ, Bz) are therefore written as,
∂Br
∂t
= −1
r
∂Ez
∂θ
, (4.7)
∂Bθ
∂t
=
∂Ez
∂r
, (4.8)
∂Bz
∂t
= −∂Eθ
∂r
− Eθ
r
+
1
r
∂Er
∂θ
, (4.9)
∂Er
∂t
= − 1
ε0
jr +
1
ε0µ0
· 1
r
∂Bz
∂θ
, (4.10)
∂Eθ
∂t
= − 1
ε0
jθ −
1
ε0µ0
· ∂Bz
∂r
, (4.11)
∂Ez
∂t
= − 1
ε0
jz +
1
ε0µ0
⎛⎜⎜⎜⎜⎜⎜⎜⎝∂Bθ∂r + Bθr − 1r ∂Br∂θ
⎞⎟⎟⎟⎟⎟⎟⎟⎠ . (4.12)
The current density j = ( jr, jθ, jz) in the above equations is the one flowing in the RF antenna
jRF and the plasma current density jpl.. The plasma current density is calculated by the plasma
dynamics model described in Section 4.3. The current IRF is inputted to the RF antenna and
defined as,
IRF = I0 sin 2π fRFt, (4.13)
where I0 and fRF are the amplitude of the current and the frequency of the RF current, re-
spectively. The current density in the RF antenna jRF is calculated by Ohm’s law so that the
voltage drop between the antenna terminals and the resultant electric field can be taken into
account self-consistently:
jRF =
⎧⎪⎪⎪⎨⎪⎪⎪⎩σantE, on the antenna±ARF sin 2π fRFt, on the wire leads (4.14)
here σant is the conductivity of the RF antenna and ARF is the coeﬃcient corresponds to the
amplitude of input current I0. It can be assumed that σant is constant in the RF range as long
as the antenna is made of a typical metal (σ ≈ 107 S/m) since the charge in the antenna
relaxes within much shorter time than one RF cycle.
We derive the discretization form of Eqs. (4.7) - (4.12). Those partial diﬀerential equa-
tions are discretized by using central-diﬀerence approximations to the space and time. The
resulting diﬀerential equations are solved by a leap-frog method [49] both in space and time
as shown in Figs. 4.3 and 4.4. The resulting form of diﬀerential equation of Maxwell’s
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Fig. 4.3 Time lines used in FDTD method.
equations can be written as follows:
Bn+1/2r (i, j) = B
n−1/2
r (i, j) −
∆t
i∆r∆θ
⎡⎢⎢⎢⎢⎢⎢⎢⎣Enθ (i, j + 12) − Enθ (i, j − 12)
⎤⎥⎥⎥⎥⎥⎥⎥⎦ , (4.15)
Bn+1/2θ (i +
1
2
, j +
1
2
) = Bn−1/2θ (i +
1
2
, j +
1
2
)
+
∆t
∆r
⎡⎢⎢⎢⎢⎢⎢⎢⎣Enz (i + 1, j + 12) − Enz (i, j + 12)
⎤⎥⎥⎥⎥⎥⎥⎥⎦ ,
(4.16)
Bn+1/2z (i +
1
2
, j) = Bn−1/2z (i +
1
2
, j)
− ∆t
∆r
[
Enθ (i + 1, j) − Enθ (i, j)
]
− ∆t
(2i + 1)∆r
[
Enθ (i + 1, j) + E
n
θ (i, j)
]
+
2∆t
(2i + 1)∆r∆θ
⎡⎢⎢⎢⎢⎢⎢⎢⎣Enr (i + 12, j + 12) − Enr (i + 12, j − 12)
⎤⎥⎥⎥⎥⎥⎥⎥⎦ ,
(4.17)
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Fig. 4.4 Space configuration of electromagnetic field used in FDTD method.
En+1r (i +
1
2
, j +
1
2
) = Enr (i +
1
2
, j +
1
2
) − ∆t
ε0
jn+1/2r (i +
1
2
, j +
1
2
)
− 1
ε0µ0
2∆t
(2i + 1)∆r∆θ
⎡⎢⎢⎢⎢⎢⎢⎢⎣Bn+1/2z (i + 12, j + 1) − Bn+1/2z (i + 12, j)
⎤⎥⎥⎥⎥⎥⎥⎥⎦ ,
(4.18)
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En+1θ (i, j) = E
n
θ (i, j) −
∆t
ε0
jn+1/2θ (i, j)
− 1
ε0µ0
∆t
∆r
⎡⎢⎢⎢⎢⎢⎢⎢⎣Bn+1/2z (i + 12, j) − Bn+1/2z (i − 12, j)
⎤⎥⎥⎥⎥⎥⎥⎥⎦ ,
(4.19)
En+1z (i, j +
1
2
) = Enz (i, j +
1
2
) − ∆t
ε0
jn+1/2z (i, j +
1
2
)
+
∆t
ε0µ0
⎡⎢⎢⎢⎢⎢⎢⎢⎣ 1∆r
⎛⎜⎜⎜⎜⎜⎜⎜⎝Bn+1/2θ (i + 12, j + 12) − Bn+1/2θ (i − 12, j + 12)
⎞⎟⎟⎟⎟⎟⎟⎟⎠
+
1
2i∆r
⎛⎜⎜⎜⎜⎜⎜⎜⎝Bn+1/2θ (i + 12, j + 12) + Bn+1/2θ (i − 12, j + 12)
⎞⎟⎟⎟⎟⎟⎟⎟⎠
− 1
2i∆r∆θ
(
Bn+1/2r (i, j + 1) − Bn+1/2r (i, j)
)⎤⎥⎥⎥⎥⎥⎥⎥⎦ ,
(4.20)
where the index n stands for time t = n∆t and (i, j) stands for the location in space (r, θ) =
(i∆r, j∆θ).
The time step and the cell size are determined in accordance with the Courant-Friedrichs-
Lewy (CFL) condition [50],
v∆t ≤ 1√√⎛⎜⎜⎜⎜⎜⎜⎜⎝ 1∆r
⎞⎟⎟⎟⎟⎟⎟⎟⎠
2
+
⎛⎜⎜⎜⎜⎜⎜⎜⎝ 1∆r∆θ
⎞⎟⎟⎟⎟⎟⎟⎟⎠
2
. (4.21)
where v is the speed of light in the case of the Maxwell’s equations. The time step and the cell
size are chosen so as to satisfy Eq. (4.21) and resolve the phenomena which are of interest.
4.2.3 Gauss’s law for electricity
Since Eqs. (4.1) and (4.2) do not include the Gauss’s law for electricity, an additional cor-
rection process is required so as to calculate the electrostatic field properly [49]. The model
corrects the calculated electric field E˜ to Ec which accurately satisfies Gauss’s law.
When the potential due to Ec diﬀers from E˜ by δφ,
Ec = E˜ − ∇δφ. (4.22)
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As Ec satisfies Gauss’s law,
∇ · Ec =
ρ
ε0
, (4.23)
where ρ is the charge density of the plasma. Combining Eqs. (4.22) and (4.23), we obtain the
Poisson’s equation for the potential diﬀerence δφ,
∇2δφ = ∇ · E˜c −
ρ
ε0
. (4.24)
The Poisson’s equation is also discretized in the same manner as Eqs. 4.1 and 4.2, and solved
based on the Successive Over-Relaxation (SOR) method.
4.2.4 Boundary condition
In the EM field model, the antenna is located in open space. The present model employs
the Bayliss-Turkel radiation boundary condition for the radial boundary [51]. The simulation
domain is 5 times larger than the antenna radius so that the EM waves that are numerically
reflected at the boundary of the domain diminishes before returning back to the antenna and
plasma. At the boundary where r = 0, Eθ is assumed to be zero and the other components are
calculated not to violate Gauss’s law.
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4.3 Plasma Dynamics Model
4.3.1 Leap-frog method
The equation of motion for charged particles can be written as
m
dv
dt
= q(E + v × B) + (collision), (4.25)
dr
dt
= v. (4.26)
Treatment of the collision term is discussed in Sec. 4.3.2. This model solves Eqs. (4.25)
and (4.26) for e−, H+ and H+2 , by using leap-frog method [49]. Consequently, the RF-code is
available to track each trajectories of all the charged particles in phase space. Each of them
is tracked until they reach the chamber wall or is lost by the destructive collision process.
Figure 4.5 shows the concept of the leap-frog method. The method is to update the po-
sitions r(t) and velocities v(t + ∆t/2) at interleaved time points in the manner similar to the
FDTD method. Equations (4.25) and (4.26) are discretized using central-diﬀerence approxi-
mations:
vt+∆t/2 − vt−∆t/2
∆t
=
q
m
(
Et + vt × Bt)
=
q
m
⎛⎜⎜⎜⎜⎜⎜⎜⎝Et + vt+∆t/2 + vt−∆t/22 × Bt
⎞⎟⎟⎟⎟⎟⎟⎟⎠ , (4.27)
rt+∆t − rt
∆t
=vt+∆t/2,
rt+∆t =rt + vt+∆t/2 · ∆t.
(4.28)
Note that the velocity vt on the RHS of Eq. (4.27) is calculated by interpolating using vt+∆t/2
and rt+∆t.
RF-code employs the Boris-Buneman version of the leap-frog method [49]. The method
treats the motion due to the electric field and rotation due to the magnetic field seperately.
Hereafter, we newly define v− and v+ as follows:
vt−∆t/2 = v− − qE
t
m
· ∆t
2
, (4.29)
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Fig. 4.5 Conceptual diagram of Leap frog method.
vt+∆t/2 = v+ +
qEt
m
· ∆t
2
. (4.30)
By using the newly defined velocities, Eq. (4.27) becomes
v+ − v−
∆t
+
qE
m
=
q
m
⎛⎜⎜⎜⎜⎜⎜⎜⎝E + v+ + v−2 × B
⎞⎟⎟⎟⎟⎟⎟⎟⎠ . (4.31)
Therefore,
v+ − v−
∆t
=
q
2m
(v+ + v−) × B. (4.32)
Multiplying Eq. (4.32) by (v+ + v−), one can find that it expresses the rotational motion due
to magnetic field:
|v+|2 − |v−|2
∆t
=
q
2m
[
(v+ + v−) × B] · (v+ + v−) = 0,
∴
∣∣∣v+∣∣∣ = ∣∣∣v−∣∣∣ . (4.33)
The magnitude of velocity is constant, while only the direction has been changed. As shown
in Fig. 4.6, its rotation angle can be calculated by the equation,∣∣∣∣∣∣∣∣tan
θ
2
∣∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣∣
v+⊥ − v−⊥
v+⊥ + v−⊥
∣∣∣∣∣∣∣∣ , (4.34)
where v−⊥, v+⊥ are the velocities perpendicular to magnetic field before and after the rotation,
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Fig. 4.6 Diagram of velocity rotation in space, showing how tan(θ/2) is obtained.
respectively. Taking the magnitudes of Eq. (4.33) leads to
|v+ − v−|
∆t
=
q
2m
∣∣∣(v+ + v−) × Bt∣∣∣
=
q
2m
∣∣∣v+⊥ + v−⊥∣∣∣ ∣∣∣Bt∣∣∣ .
(4.35)
By using the relation |v+ − v−| = ∣∣∣v+⊥ − v−⊥∣∣∣, the equation can also be written as∣∣∣∣∣∣∣∣
v+⊥ − v−⊥
v+⊥ + v−⊥
∣∣∣∣∣∣∣∣ =
qB
m
∆t
2
,
B ≡ ∣∣∣Bt∣∣∣ . (4.36)
From Eqs. (4.34) and (4.36), the rotation angle θ obtain simplified form:∣∣∣∣∣∣∣∣tan
θ
2
∣∣∣∣∣∣∣∣ =
qB
m
∆t
2
=ωc
∆t
2
,
(4.37)
where ωc is the cyclotron frequency of the particle.
The update of the velocity v+ from v− can be simplified by introducing vectors s, t which
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Fig. 4.7 Diagram of velocity rotation in velocity space.
are shown in Fig 4.7. From the definition of t, the vector v′ can be expressed as
v′ = v− + v+ × t. (4.38)
Since the angle between the vectors v′ and v− is θ/2,∣∣∣∣∣∣∣∣tan
θ
2
∣∣∣∣∣∣∣∣ = |
v− × t|
|v−| =
|v−|
|v−| |t| = |t| . (4.39)
Hence, t = − tan θ
2
. By using a vector b whose direction is the same as that of magnetic field
B, the relation can also be expressed in vector form,
t = b tan
θ
2
=
qB
m
∆t
2
. (4.40)
On the other hand, from Fig. 4.7, one can find that v+ = v′ + v′ × s. Therefore the relation
between the vectors t and s is
s =
2t
1 + t2
. (4.41)
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By substituting Eq. (4.40), it becomes
s =
2t
1 + t2
=
2(−b tan θ
2
)
1 + tan2
θ
2
= − 2b
sin
θ
2
cos
θ
2
cos2
θ
2
sin2
θ
2
+ cos2
θ
2
= − 2b sin θ
2
cos
θ
2
= − b sin θ.
(4.42)
In short, the update of the velocity can be calculated by the four equations:
t =
qBt
m
∆t
2
, (4.43)
v′ = v− + v+ × t, (4.44)
s =
2t
1 + t2
, (4.45)
v+ = v− + v− × s. (4.46)
Since the RF-code uses the cylindrical coordinate, these update scheme of position is
slightly modified in our code. Figure 4.8 shows the position advance in the cylindrical coor-
dinate. We define variables L1, L2,α as follows:
L1 = rt + vt+∆t/2r · ∆t, (4.47)
L2 = vt+∆t/2θ · ∆t, (4.48)
α = arctan
⎛⎜⎜⎜⎜⎜⎜⎜⎝L2L1
⎞⎟⎟⎟⎟⎟⎟⎟⎠ , (4.49)
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Fig. 4.8 Position advance in cylindrical coordinate.
so that the updated position rt+∆t/2 = (rt+∆t/2, θt+∆t/2, zt+∆t/2) can be written as
rt+∆t =
√
L1 + L2, (4.50)
θt+∆t = θt + α, (4.51)
zt+∆t = zt + vt+∆t/2z ∆t. (4.52)
In the cylindrical coordinates, it is also to be noted that additional velocity update is required
due to the update in position. As shown in Fig. 4.8, the relation between the velocity vnew and
vold is ⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
vr,new
vθ,new
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
cosα sinα
− sinα cosα
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
vr,old
vθ,old
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ ,
vz,new =vz,old.
(4.53)
One has to be careful not to use vold for velocity update and to use vnew instead.
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4.3.2 Collision processes
The momentum change of a charged particle due to elastic/inelastic collisions is evaluated
every ∆tcoll s. The collision processes are modeled based on the Monte Carlo, Null-Collision
method. Tables 4.1, 4.3 and 4.2 show the collision processes of each charged particle species.
The electron-electron (e−-e−) Coulomb collision process, on the other hand, is not taken into
account. It may play an important role in the RF-ICP discharges [52,53]. Therefore, one has
to note that the present model is not applicable to a specific plasma parameter range where
the e−-e− Coulomb collision occurs enough to aﬀect the plasma parameter.
4.3.3 Null collision method
The collision processes in the hydrogen RF-ICP has been modeled in accordance with the null
collision method [48]. The null collision method has been proposed by Skullerud in 1968 for
the first time [59], which samples a smaller number of the particles to evaluate the collision
processes so that its computational cost is faster than the direct Monte-Calro method. The
basic concept of the null collision method is described here.
Suppose that test particles would experience N types of collision with the target particles of
interest. As the i-th test particle has a kinetic energy εi, the total cross section of the possible
collision processes is,
σT(εi) = σ1(εi) + · · · + σN(εi). (4.54)
Then the i-th test particle experiences a collision process with a probability Pi,
Pi = 1 − exp(−nσTvi(εi)∆t), (4.55)
where n is the density of the target particle and vi(εi) is the velocity of the i-th test particle.
The presence of the collision is judged by using the uniform random variable ξ1(0 ≤ ξ1 ≤ 1).
As the judgment process is performed for all the particles at every time step, the compu-
tational cost would be expensive. In order to avoid the redundant judgment process, this
method assumes that the i-th test particle does not experience any collision within the pseudo
collision time τ, which is defined as,
τ = − 1
ν′
log ξ1, (4.56)
where ν′ is the constant collision frequency. The constant collision frequency ν′ is the maxi-
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Table 4.1 Collision processes of electron.
Collision
partner
Collision type Reaction Ref.
H Elastic e− + H→ e− + H
[54]
Electronic excitation e− + H(1s)→ e− + H(2s)
[55]
e− + H(1s)→ e− + H(2p)
[55]
Ionization e− + H(1s)→ 2e− + H+
[55]
H2 Elastic e− + H2 → e− + H2
[56]
Vibrational excitation e− + H2(v = 0)→ e− + H2(v = 1)
[55]
e− + H2(v = 0)→ e− + H2(v = 2)
[55]
Electronic excitation e− + H2(X1Σ+g )→ e− + H2(B1Σ+u2pσ)
[55]
e− + H2(X1Σ+g )→ e− + H2(C1Πu2pπ)
[55]
e− + H2(X1Σ+g )→ e− + H2(E, F1Σ+g )
[55]
Dissociation e− + H2(X1Σ+g )→ e− + 2H
[55]
Dissociative ionization e− + H2(X1Σ+g )→ 2e− + H+ + H
[55]
Non-dissociative ionization e− + H2(X1Σ+g )→ e− + H+2 (v)
[55]
Dissociative attachment e− + H2(X1Σ+g )→ H− + H
[55]
H+2 Dissociative excitation e− + H
+
2 → e− + H+ + H
[55]
Dissociative ionization e− + H+2 → 2e− + 2H+
[55]
Dissociative recombination e− + H+2 → 2H
[55]
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Table 4.2 Collision processes of molecular hydrogen ion H+2 .
Collision
partner
Collision type Reaction Ref.
H2 Charge transfer H+2 + H2 → H2 + H+2
[57]
Collision-Induced Dissociation (CID) H+2 + H2 → H+ + H + H2
[57]
Table 4.3 Collision processes of atomic hydrogen ion H+.
Collision
partner
Collision type Reaction Ref.
H Elastic H+ + H→ H+ + H
[58]
Charge transfer H+ + H→ H + H+
[57]
H2 Elastic H+ + H2 → H+ + H2
[58]
Charge transfer H+ + H2 → H + H+2
[57]
Vibrational excitation H+ + H2(v = 0)→ H+ + H2(v′)
[57]
Dissociation H+ + H2(v)→ H+ + 2H
[57]
mum value with respect to the incident energy,
ν′ = n ·maxε(σT(ε)v). (4.57)
This method saves the computational memory as only the particles that have flown more than
τ s are sampled.
When the flight time of the test particle excess the pseudo collision time τ, the collision
type is chosen by using the uniform random variable ξ2(0 ≤ ξ2 ≤ 1) again. The schematic of
the collision type judgment is shown in Fig. 4.9. The particle experiences the j-th collision
Chapter 4 Numerical Modeling of Hydrogen RF-ICP 62
Fig. 4.9 Collision type judgment.
process when the variable ξ2 satisfies,
ν1 + · · · + ν j−1
ν′
≤ ξ2 ≤
ν1 + · · · + ν j−1 + ν j
ν′
, (4.58)
where ν j is the collision frequency of the j-th collision process. The null collision method
literally includes the additional collision type, null collision. When the random variable ξ2
satisfies
N∑
i=1
νi
ν′
≤ ξ2, (4.59)
the test particle experiences the null collision, which has no physical meaning. In any case,
after the collision type judgment, the flight time of the test particle is set as zero, and the
collision type judgment will be performed again when the flight time has excessed the pseudo
collision time ν. The time step for this collision evaluation ∆tcoll is determined to be smaller
than 1/ν′.
4.3.4 Binary collision model
The momentum change of a test particle due to the collision processes are calculated based
on the binary collision model, which we describe in this section.
When two particles α and β collide with each other, their momentum changes can be
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Fig. 4.10 Relative velocity (a) in cylindrical coordinates and (b) in relative velocity coordinates.
calculated as follows.
mαvα + mβvβ = mαv′α + mβv′β. (4.60)
where ms, vs and v′s (s = α, β) are the mass, the velocity before/after the collision, respec-
tively. The velocity v′s after the collision can be expressed by introducing the relative velocity
u (= vα − vβ) and its change ∆u (= u′ − u) due to the collision:
v′α = vα +
mβ
mα + mβ
∆u, (4.61)
v′β = vβ +
mα
mα + mβ
∆u. (4.62)
The calculation of the change of the relative velocity ∆u is simplified by mapping the
relative velocity vector u to relative velocity coordinates. By doing so, the relative velocity
u = (ur, uθ, uz) in cylindrical coordinates is transformed to U = (0, 0, u) defined by⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
u
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
cos φ2 cos φ1 sin φ2 cos φ1 − sin φ1
− sin φ2 cos φ2 0
cos φ2 sin φ1 sin φ2 sin φ1 cos φ1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
ur
uθ
uz
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (4.63)
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where φ1, φ2 are the angle defined as shown in Fig. 4.10(a). The relative velocity after the
collision U′ in relative velocity coordinates (shown in Fig. 4.10(b)), can be expressed by the
relative velocity u′ in cylindrical coordinates,
U =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
u
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
→ U′ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
u′ cosΦ2 sinΦ1
u′ sinΦ2 cosΦ1
u′ cosΦ1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (4.64)
where |u′| ≡ u′, and Φ1 and Φ2 are the angle defined as shown in Fig. 4.10(b). Then we
obtain the change of the relative velocity ∆U in relative velocity coordinates,
∆U = U′ − U =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
u′ cosΦ2 sinΦ1
u′ sinΦ2 cosΦ1
u′ cosΦ1 − u.
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (4.65)
Especially, in the case of the elastic collision where u′ = u, the velocity change can be
expressed as,
∆U = u
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
cosΦ2 sinΦ1
sinΦ2 cosΦ1
cosΦ1 − 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (4.66)
As we obtained the change of the velocity in relative velocity coordinate, ∆u is then to be
calculated. When we define the matrix A as
A =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
cos φ2 cos φ1 sin φ2 cos φ1 − sin φ1
− sin φ2 cos φ2 0
cos φ2 sin φ1 sin φ2 sin φ1 cos φ1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (4.67)
the velocity change of interest can be written as
∆u = A−1 · ∆U. (4.68)
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In the case of the elastic collision, each component of ∆u becomes
∆ur =
⎛⎜⎜⎜⎜⎜⎜⎜⎝ur · uzu⊥
⎞⎟⎟⎟⎟⎟⎟⎟⎠ sinΦ1 cosΦ2 −
⎛⎜⎜⎜⎜⎜⎜⎜⎝u · uθu⊥
⎞⎟⎟⎟⎟⎟⎟⎟⎠ sinΦ1 sinΦ2 − ur(1 − cosΦ1), (4.69)
∆uθ =
⎛⎜⎜⎜⎜⎜⎜⎜⎝uθ · uzu⊥
⎞⎟⎟⎟⎟⎟⎟⎟⎠ sinΦ1 cosΦ2 −
⎛⎜⎜⎜⎜⎜⎜⎜⎝u · uru⊥
⎞⎟⎟⎟⎟⎟⎟⎟⎠ sinΦ1 sinΦ2 − uθ(1 − cosΦ1), (4.70)
∆uz = −u⊥ sinΦ1 cosΦ2 − uz(1 − cosΦ1). (4.71)
where u⊥ (=
√
u2x + u2y = u sinΘ) which is shown in Fig. 4.10(a). When u⊥ = 0, the
components above become
∆ur = u sinΦ1 cosΦ2, (4.72)
∆uθ = u sinΦ1 sinΦ2, (4.73)
∆uz = −u(1 − cosΦ1), (4.74)
On the other hand, in the case of inelastic collisions,
∆ur =
⎛⎜⎜⎜⎜⎜⎜⎜⎝u′ · ur · uzu · u⊥
⎞⎟⎟⎟⎟⎟⎟⎟⎠ sinΦ1 cosΦ2 −
⎛⎜⎜⎜⎜⎜⎜⎜⎝u′ · uθu⊥
⎞⎟⎟⎟⎟⎟⎟⎟⎠ sinΦ1 sinΦ2 − ur(1 − u′u cosΦ1), (4.75)
∆uθ =
⎛⎜⎜⎜⎜⎜⎜⎜⎝u′ · uθ · uzu · u⊥
⎞⎟⎟⎟⎟⎟⎟⎟⎠ sinΦ1 cosΦ2 −
⎛⎜⎜⎜⎜⎜⎜⎜⎝u′ · uru⊥
⎞⎟⎟⎟⎟⎟⎟⎟⎠ sinΦ1 sinΦ2 − uθ(1 − u′u cosΦ1), (4.76)
∆uz = −
u′ · u⊥
u
sinΦ1 cosΦ2 − uz(1 −
u′
u
cosΦ1). (4.77)
Again, in the case of u⊥ = 0,
∆ur = u′ sinΦ1 cosΦ2, (4.78)
∆uθ = u′ sinΦ1 sinΦ2, (4.79)
∆uz = −u + u′ cosΦ1. (4.80)
Using Eqs. (4.69) - (4.80), RF-code treats the velocity change due to the collision with hold-
ing the momentum/energy conservation law. The scattering angles Φ1 and Φ2 are determined
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by assuming the isotropic scattering. Thereby those angle can be determined as
Φ1 =2πR1,
cosΦ2 =1 − 2R2,
(4.81)
where R1 and R2 are the uniform random variables. Also, the magnitude of the relative
velocity vector after the collision |u′| is to be determined in the case of inelastic collisions.
The kinetic energy is consumed as an internal energy so that |u′| becomes
u′ =
√
u2 − 2Eth
mαβ
, (4.82)
where Eth is the threshold energy of the inelastic collision and mαβ is the reduced mass of the
two particles of interest.
4.4 Coupling of Plasma Dynamics Model and EM Field
Model
4.4.1 Interpolation of EM field and current weighing
The EM field calculated by using the FDTD method is discretized. Therefore, interpolation
of the field is required to integrate the equation of motion for charged particles, Eqs (4.25)
and (4.26).
As shown in Fig. 4.11, the EM field of a particle is calculated using interpolation from the
four closest grid points. By dividing the cell into four area, S 11, S 12, S 21, S 22, the contribu-
tions of each field on the 4 grids are determined. For example, as for the radial component of
electric field,
Eθ(r, z) =
S 22
S
Eθ(i, j) +
S 12
S
Er(i + 1, j) +
S 21
S
Eθ(i, j + 1) +
S 11
S
Eθ(i + 1, j + 1). (4.83)
where S (≡ S 11 + S 12 + S 21 + S 22) is the total area of the cell. The other components are also
calculated in the same manner.
Similarly, current due to the motion of charged particles is to be calculated to integrate Eqs.
(4.1) and (4.2) while taken into account the plasma current. The contribution of the plasma
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Fig. 4.11 Interpolation of electromagnetic fields and allocation of a charge.
current to a grid can also be calculated by using the four divided area, S 11, S 12, S 21, and S 22:
S 11 =
(r2 − ri2)(θ − θ j)
2
, (4.84)
S 21 =
(ri+12 − r2)(θ − θ j)
2
, (4.85)
S 12 =
(r2 − ri2)(θ j+1 − θ)
2
, (4.86)
S 22 =
(ri+12 − r2)(θ j+1 − θ)
2
, (4.87)
S =
(ri+12 − ri2)∆θ
2
. (4.88)
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For example, azimuthal current due to a charged particle l (whose velocity and electric
charge are v and q, respectively) is allocated to each grids as follows:
jθ,l(i, j) =
V22
V
qlvθ,l
ri∆r∆θ
,
jθ,l(i + 1, j) =
V12
V
qlvθ,l
ri+1∆r∆θ
,
jθ,l(i, j + 1) =
V21
V
qlvθ,l
ri∆r∆θ
,
jθ,l(i + 1, j + 1) =
V11
V
qlvθ,l
ri+1∆r∆θ
.
(4.89)
Applying the allocation for all of the charged particles, one obtains the plasma current density
on the grid which is calculated for the EM model at the next time step:
jθ(i, j) =
∑
l
jθ,l(i, j),
jθ(i + 1, j) =
∑
l
jθ,l(i + 1, j),
jθ(i, j + 1) =
∑
l
jθ,l(i, j + 1),
jθ(i + 1, j + 1) =
∑
l
jθ,l(i + 1, j + 1).
(4.90)
As for curvilinear coordinates, however, this simple allocation method yields the numerical
error at the boundary or the singular point. Thus RF-code employs the Verboncoeur volume
method [60] in order to lessen the error where r = 0, rc.
4.4.2 Calculation procedure
The calculation scheme, which has been described so far, is summarized here. The governing
equations are the equation of motion for charged particles and Maxwell’s equations. Those
are discritised by central-diﬀerence approximations:
rn+1 − rn
∆t
= vn+1/2, (4.91)
vn+1/2 − vn−1/2
∆t
=
q
m
⎛⎜⎜⎜⎜⎜⎜⎜⎝En + vn+1/2 − vn−1/22 × Bn
⎞⎟⎟⎟⎟⎟⎟⎟⎠ , (4.92)
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Bn+1/2 − Bn−1/2
∆t
= −∇ × En, (4.93)
En+1 − En
∆t
=
1
ε0µ0
∇ × Bn+1/2 − 1
ε0
jn+1/2, (4.94)
The calculation procedure is as follows:
1) Update of position rn+1 from vn+1/2 using Eq. (4.91).
rn v
n+1/2−−−→ rn
2) Define the time average of position rn+1/2 from rn, rn+1.
rn+1/2 = (rn+1 + rn)/2
3) Calculation of current jn+1/2 from rn+1/2, vn+1/2.
(rn+1/2, vn+1/2)→ jn+1/2
4) Update of electric field En+1 from jn+1/2, Bn+1/2 using Eq. (4.94).
En
Bn+1/2, jn+1/2−−−−−−−−→ En+1
5) Update of magnetic field Bn+3/2 from En+1, Bn+1/2 using Eq. (4.93).
Bn+1/2 E
n+1−−−→ Bn+3/2
6) Dfine the time average of magnetic field Bn+1 from Bn+1/2, Bn+3/2.
Bn+1 = (Bn+1/2 + Bn+3/2)/2
7) Update of velocity vn+3/2 from En+1, Bn+1/2 using Eq. (4.92).
vn+1/2
En+1,Bn+1−−−−−−−→ vn+3/2
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Chapter 5
Numerical Analysis of Hydrogen
RF-ICP Discharge
5.1 Publication-3: Kinetic Modeling of E-to-H Mode
Transition in Inductively Coupled Hydrogen
Plasmas [61]
5.1.1 Abstract
Radio Frequency (RF) Inductively Coupled Plasmas (ICPs) are widely known for their two
discharge modes, i.e., H-mode and E-mode, where the dynamics of the plasmas are com-
pletely diﬀerent from each other. We have performed a kinetic simulation of a hydrogen
plasma discharge in order to clarify the discharge mechanism and the E-to-H transition of the
RF ICPs. The numerical simulation results, such as the time variations of spatial distribution
of electron density and the power dissipated in the plasma, show the characteristic changes
of the plasma dynamics due to E-to-H mode transition. Especially, the drastic change during
the mode transition has been observed in the time evolution of the electron energy distribu-
tion function (EEDF). The EEDF deviates from a Maxwellian distribution before/after the
transition and the deviation is more significant in the E-mode phase. These results indicate
the importance of kinetic modeling for the physical understanding of E-to-H transition.
5.1.2 Introduction
The discharges of Radio Frequency (RF) Inductively Coupled Plasmas (ICPs) are made by an
RF coil current which surrounds the plasma chamber to induce the electric field inside. It is
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widely known that RF ICPs show two discharge modes depending on the operational plasma
density, i.e., E-mode and H-mode [3, 4]. When the plasma density is low, the plasma is
sustained by the electrostatic (ES) field which is due to the high RF voltage applied between
the coil edges. Since the dynamics of the plasma is similar to that of the plasma between
parallel capacitors, it is called capacitively coupled plasma and the discharge mode is called
E-mode. In contrast to the E-mode, when the plasma density is high, the plasma is sustained
by the electromagnetic (EM) field which is induced by the coil current. Thus the plasma is
called inductively coupled plasma and the discharge mode is called H-mode. Due to these two
distinct discharge modes, the RF ICP shows completely diﬀerent characteristics depending
on the plasma density. Since the RF ICP has long been used in the plasma processing field
(RF ICPs for plasma processing are summarized in Ref. [1]), numerous experiments and
theoretical studies have been reported to clarify the underlying physics of the two discharge
modes and their transition [9, 11, 15, 17, 62].
On the other hand, negative hydrogen ion (H−) sources with the RF ICP are recently get-
ting noticed in other fields. They are applied to the heating of magnetically confined fusion
plasmas [34] and to accelerators of high energy particle physics [26] due to their potential for
the high density H− production and also for their high maintainability. In order to improve
the operation of the H− source, a large number of experimental/numerical studies have been
performed. [41, 63–68] As for numerical studies, for example, the transport process of the
H− source plasma has been extensively analyzed on the basis of the self-consistent particle
simulation in Ref. [65–67]. Although such studies have contributed to the understanding of
the H− production and the extraction physics, the discharge mechanism in hydrogen plasmas
has not been understood well because those numerical models neglect the process of RF cou-
pling with the plasma. Further studies to clarify the discharge mechanism of the RF ICP in
H− sources are mandatory to make the operations of hydrogen plasmas more controllable.
The aim of our work is to clarify the mechanism of the RF ICP discharge from a kinetic
point of view. We have performed a kinetic simulation of the E-to-H mode transition of a
hydrogen RF ICP. In this paper, we provide the simulation results and the discussion of the
mode transition. We discuss the mode transition by examining the time evolution/spatial
profile of parameters, i.e., plasma density, kinetic energy of plasma, power dissipated in
the plasma, which are diﬃcult to obtain experimentally or by simple theoretical/numerical
analysis.
5.1.3 Model
Our simulation model has been developed on the basis of an electromagnetic Particle-in-Cell
Monte Carlo Collisions method (PIC-MCC). Most part of our simulation model is described
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Fig. 5.1 Schematic of plasma chamber and RF coil [61].
in Ref. [69–71]. We summarize the overview of the model, the configuration of the system
that we simulate and a few points modified from the previous model in order to take the eﬀect
of the capacitive coupling into account.
Our model consists of two parts: the 2D electromagnetic field model and the 2D3V plasma
dynamics model. The 2D electromagnetic model employs the Finite Diﬀerence Time Domain
(FDTD) method [47] to solve the Maxwell’s equations, namely Faraday’s law and Ampe´re’s
law,
∇ × E = −∂B
∂t
, (5.1)
∇ × B = µ0 j + ε0µ0
∂E
∂t
, (5.2)
where jRF and jpl. are the coil current and the plasma current, respectively. The model of
those currents will be described later.
The schematic drawing of the plasma chamber and the surrounding RF coil is shown in
Fig. 5.1. For simplicity, this model assumes that the plasma chamber and the RF coil are
infinitely long in z-direction. The assumption allows us to solve Maxwell’s equations Eqs.
(5.1) and (5.2) in the 2D r-θ plane.
Figure 5.2 shows the mesh the present model employs and the location of the electromag-
netic field components follows the cylindrical version of the Yee cell [47]. The calculation
domain is taken to be 5 times larger than the radius of the RF coil rc so that the EM field
reflected at the boundary are negligible. The present model employs Bayliss-Turkel radiation
boundary condition for the radial boundary [51].
In addition to Maxwell’s equations, the present model solves Poisson’s equation because
solving only Eqs. (5.1) and (5.2) does not ensure the satisfaction of Gauss’s law [49]. Thus
the static component of the calculated electric field E˜ must be corrected to that of the electric
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Fig. 5.2 Calculation mesh in the cylindrical coordinate [61].
field Ec, which holds Gauss’s law, at every time step in the same manner as in Ref. [49]:
Ec = E˜ − ∇δφ, (5.3)
∇ · Ec =
ρ
ε0
, (5.4)
where ∇δφ is the diﬀerence between the static components of Ec and Et, and ρ is the charge
density. Then one can obtain Poisson’s equation for δφ by combining Eqs. (5.3) and (5.4),
∇2δφ = ∇ · E˜c −
ρ
ε0
. (5.5)
The diﬀerence δφ is set to be zero at the radial boundary. The detail description of this
correction scheme is provided in Ref. [49]. On the other hand, Gauss’s law for magnetism is
automatically satisfied as long as it holds at the initial condition.
The input coil current IRF is given as a sinusoidal signal, whose frequency f is 13.56 MHz,
on the wire leads indicated by broken line of the RF coil in Fig. 5.1. The wire leads are
extended towards the boundary of calculation domain. The coil current which flows along
the solid line of the RF coil is calculated in order to take into account the surface charge on
the coil. We apply Ohm’s law ( jRF = σE, where σ = 1.0 × 107 S/m is the conductivity of
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the coil) to the region where the RF coil conductor is located. The surface charge yields the
voltage drop Vab and the resultant capacitive field between the points a and b.
The plasma current in Eq. (5.2) is calculated by the plasma dynamics model, which solves
the equation of motion using the Boris-Buneman method [49] in the 2D3V space in the
cylindrical coordinate system:
jpl. =
∑
s
Ns∑
i=1
qsvs,i, (5.6)
ms
dvs
dt
= qs(E + vs × B) + (collision), (5.7)
where s (= eʵ,H+,H+2 ) are the particle species, ms and qs are the mass and the charge of
the specie respectively, and Ns is the number of the particles. The motion of electrons is
calculated by taking into account the collisions with hydrogen atoms and molecules modeled
by the Monte Carlo, Null-Collision method [48]. The collision processes with hydrogen
atoms and molecules for ions are to be modeled in the future work. The collision processes
that the present model considers are listed in Table 4.1. The main reactions, which play
an important role for the electron energy loss such as electronic/vibrational excitation of
H2, are taken into account. The present model will be improved in the future to include
other reactions as the simulation model in Ref. [72]. The electron-electron (e−-e−) Coulomb
collisions are not taken into account because the electron-neutral collisions are much more
frequent than the e−-e− Coulomb collisions when the plasma is operated in the high pressure
and low plasma density regime. [52] The H2 gas is treated as a background, which means
its pressure and temperature is temporary constant and spatially uniform. The pressure has
been systematically varied and 15 Pa has been selected in order to ignite the plasma with the
minimum required power. The dissociation degree of the H2 gas is assumed to be 10 % in
the same manner as Ref. [69–71]. The assumption of the dissociation degree is discussed
in Section 5.1.5 A. The trajectory of the charged particles will be tracked until the particles
reach the chamber wall or are lost by the inelastic collision processes. The input parameters
are listed in Table 5.1. We assume that initially (at t = 0) the seed plasma is uniformly
distributed in the plasma chamber and satisfies charge neutrality:
n0e = n0H+ + n0H+2 , (5.8)
where n0e, n0H+ and n0H+2 denote the initial density of electron, H
+ and H+2 respectively. The
ions are seeded the ratio of H+ to H+2 to be 10 % (see Section 5.1.5 B). The time step ∆t is 0.5
ps and the collisions are evaluated every ten time steps, which means ∆tcoll = 5 ps. The time
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step for collision evaluations is chosen to satisfy
∆tcoll ≪ νmax−1 (5.9)
where νmax is the maximum of the total collision frequency that the present model considers.
In our case, νmax−1 = 1.40 ns. It has been confirmed that a smaller collision time step than 5
ps does not change the simulation results.
5.1.4 Results
Time evolution of the total power dissipated in the plasma Pdiss, volume averaged number
density ns and kinetic energies Es of each particle species are shown in Figs. 5.3 (a), (b)
and (c), respectively. The most notable point is that the trend of these parameters (Pdiss, ns
and Es) changes where t = 0.15 s = tEH. This change in trend is the E-to-H discharge mode
transition. We hereby define that the plasma is in the E-mode discharge where t < 0.15 µs
and in H-mode discharge where t > 0.15 µs.
Figure 5.4 shows the spatial distribution of the electron density at the phase where the
voltage drop Vab becomes the maximum (≈ 3 kV). From Figs. 5.4 (a) and (b) where t < 0.15
µs, one can find that the electrons are transported from one edge of the coil to the other one.
Table 5.1 Main input parameters.
Parameter Symbol Value
Radial cell size ∆r 2 mm
Azimuthal cell size ∆θ 12◦
Time step width ∆t 5×10−13 s
Time step width for collision ∆tcoll 5×10−12 s
Initial electron density n0e 1×1012/m3
Initial electron temperature T0e 300 K
Weight of the test particle - 5 ×105
Frequency of the antenna current f 13.56 MHz
Amplitude of antenna current I0 6.9 × 103A/m
H2 gas pressure pH2 15 Pa
H2 gas temperature TH2 300 K
Dissociation degree - 10 %
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Fig. 5.3 Time evolution of (a) the total power dissipated in the plasma, (b) the volume
averaged number density of each particle species and (c) the averaged kinetic energy of
each particle species. Normalized input current has been shown in Fig. (d) as a phase
reference [61].
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This means that the motion of the electrons is determined by the capacitive electric field built
up between the coil edges a and b in Fig. 5.1. Hence we regard this phase as the E-mode.
On the contrary, the electrons do not respond to the capacitive field when the plasma is in
the H-mode as one can see from Figs. 5.4 (c) - (f). In this phase, the capacitive field inside
the plasma starts to decrease since the plasma has grown enough to show the Debye shielding
eﬀect. Instead of the capacitive field, the inductive field whose direction is parallel to the coil
current dominates in the plasma. This explains why the electron profile starts to shape an arc
like structure from t = t4 (Figs. 5.4 (c) and (d)). As the density increases, a full circle has
been completed. The profile gets closer to axisymmetric circular profile (Figs. 5.4 (e) and
(f)). Hence we regard this phase as the H-mode.
The shielding of the capacitive field aﬀects to the power dissipated in the plasma Pdiss
(≡ ∫ jpl. · EdV). The amplitude of Pdiss decreases once after the transition time tEH. Since
Pdiss is determined by the plasma current and the electric field in the chamber, the shielding
of the capacitive field causes the decrease in Pdiss. As the plasma density increases after the
transition, Pdiss starts to increase again due to the increase in the plasma current. The increase
in Pdiss may continue until the plasma reaches the density regime where the inductive field
starts to be shielded.
Figure 5.5 shows the spatial profile of the power density dissipated in the plasma (pdiss ≡
jpl. · E). It also explains the change in the trend of Pdiss due to the mode transition. When
the plasma is in E-mode (Figs. 5.5 (a) and (b)), the power deposition is localized around the
edge of the coil where the capacitive field dominates.
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After the transition time tEH, the capacitive field starts to diminish inside the plasma due
to the Debye shielding. The Debye length λD after the transition, where the electron density
ne ≈ 1014 /m3 and the electron temperature Te ≈ 10 eV, is 2.3 mm and is 1/10 shorter than
the chamber radius rc. Due to the Debye shielding, the circular current channel starts to form
at the center of the discharge region (Figs. 5.5 (c) and (d)), which indicates that the inductive
power deposition starts to dominate gradually instead of the capacitive one.
Figure 5.5(e) and (f) shows that the circular current channel has been completed, which
means that the plasma is in purely H-mode. The inductive power deposition will increase
until the skin eﬀect appears. The skin depth of the plasma can be roughly estimated by
assuming that the frequency of RF current f (= 13.56 MHz) is much lower than the maximum
of the total collision frequency (= 0.71 GHz): in the high pressure limit, the skin depth of the
plasma can be written as [4],
δ =
√
2meνmax
µ0ωneq2e
= 2.2 × 107 × n−1/2e m, (5.10)
where µ0 is the permeability of free space and ω = 2π f . From Eq. (5.10), the skin depth δ is
found to be 9 times larger than the chamber radius where ne = 1016/m3 which corresponds to
the electron density in the last stage of the simulation (see Fig. 5.3(b)). And the skin depth δ
is larger for earlier stage. Thus the skin eﬀect does not influence the power deposition during
the ignition phase that this paper focuses.
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The mode transition has also been observed in the slopes of the time evolution of the
plasma densities (Fig. 5.3(b)). The slopes decrease around the transition time tEH. This is
simply because Pdiss falls at tEH as we discussed above. Due to the decrease in Pdiss, the
resultant ionization rate decreases and results in a slower increase in the plasma density.
The eﬀect of mode transition on the averaged kinetic energy appears in a diﬀerent way
depending on the particle species (Fig. 5.3(c)). This can be explained by the existence of
the plasma sheath. As for ions, their kinetic energy increases since they accelerate towards
the wall due to the sheath potential drop. In the beginning of the transition, when the plasma
density is low, the thickness of the sheath is comparable with the radius of the chamber so
the large number of ions are accelerated by the sheath potential. As the density increases,
the sheath thickness becomes smaller and it is localized close to the chamber wall. Only
the ions in the vicinity of the chamber wall are accelerated by the thinner plasma sheath.
Therefore the averaged kinetic energy of the ion increases around the transition time tEH and
decreases a few cycles after the transition. The decrease in the sheath thickness can be found
by comparing Figs. 5.4 (c) and (d) with Figs. 5.4 (e) and (f): The distance from density peak
of the electron from the chamber wall around θ = π becomes smaller as the time goes by.
On the other hand, the sheath helps to confine the bulk of the electrons. Due to its potential
drop in the vicinity of the chamber wall, only the electrons whose energies are high enough
to penetrate the potential drop can escape to the chamber wall. This energy-dependent loss of
electrons explains the drastic fall in the averaged kinetic energy of electrons at the transition
time tEH.
The confinement by the plasma sheath leads to that the bulk of electrons is apart from
the chamber wall (see Fig. 5.4 (c) and (d)). This means that the bulk of electrons starts to
be accelerated by the inductive field instead of capacitive field and it can be seen from the
distribution of power density dissipated in the plasma (see Figs 5.5 (c) and (d)). Since the
magnitude of the inductive field is smaller than that of capacitive field, this replacement of
the accelerating field also plays an important role for the decrease in the average energy of
electrons.
The explanation of the eﬀect of mode transition on the average kinetic energies can readily
be justified by examining the time variation of the potential profile. Figure 5.6 shows the
radial distribution of potential diﬀerence from the wall at θ = π. In the beginning of the mode
transition (t = t3, t4, t5), the center-to-edge potential diﬀerence is more than 200 V and sheath
thickness is around 1 cm. This long and large sheath drop accelerates the large number of
ions towards the wall while confining the low energy electron. A few cycles after (t = t6, t7),
the potential diﬀerence decreases to 150 V and the thickness becomes about 5 mm. This time
variation of the potential profile does not contradict the explanation of the mode transition of
the kinetic energy we mentioned above.
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Fig. 5.6 Radial distribution of potential diﬀerence from the wall [61].
Figure 5.7 shows the EEDFs before (t = t2, t3) and after (t = t4) the transition, which
are normalized by volume averaged density at each time phase. Each solid line indicates the
Maxwellian distribution whose temperature T (t = t2, t3, t4) is estimated by kBT (t) ≡ 2/3Ee(t),
where Ee is the averaged kinetic energy of electron and kB is Boltzman constant. Figure 5.7
shows that the ratio of the high energy component to the low energy component decreases
during the transition. This justifies our explanation above that the fall of electron energy is
caused by the energy-dependent loss of electrons. The eﬀect of the energy-dependence on
the plasma dynamics can only be taken into account by the kinetic modeling.
The comparisons between Maxwellian distributions and calculated EEDFs, which are
given in Fig. 5.7, have shown that the plasma has a non-equilibrium EEDF. Especially in
the E-mode phase (lines (a) and (b)), both low energy and high energy components devi-
ate from Maxwellian and the diﬀerences are significant. The fact indicates that the E-mode
plasma in our case cannot be treated by the simple fluid model.
5.1.5 Discussion
A. Dissociation Degree of H2
As mentioned in Section 5.1.3, the dissociation degree of H2 is fixed to be 10 %. The dis-
sociation degree has been determined based on the experimental results in Ref. [46]. The
experiment by S. Briefi, et al., showed that the dissociation degree is approximately 50 % in
steady state where the gas pressure is 5 Pa. Since our code simulates the ignition phase with
higher pressure, the dissociation degree for our simulation is expected to be lower than 50
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%. Furthermore our code doesnʟt simulate the very beginning of the ignition phase where
the electron density is quite low and the dissociation degree is almost zero. Thus we assume
that the ratio of atomic density to that of molecular is to be higher than zero, 10 %. However
the value 10 % is rough estimation. We have simulated with lower dissociation degree, 0 %.
As far as the results shown in Fig. 5.3 concerned, the results do not show any significant
diﬀerence with the results of 10 % dissociation degree. Although the self-consistent model-
ing of neutrals coupled with present plasma model will be needed to simulate the RF plasma
discharge consistently with the time variable dissociation degree, the main results provided
in this paper seem to be valid where the dissociation degree is in the range of 0 -10 % from
the above parametric change of the dissociation degree.
B. The initial density ratio of ion species
As mentioned in Section 5.1.3, the initial ratio of H+ to H+2 is assumed to be 10 %.
The assumption is based on the rough estimation by the cross sections of the non-
dissociative/dissociative ionizations of H2: the cross section of the non-dissociative
ionization is one-order larger than that of dissociative ionization. [55] Thus we assume the
density ratio H+/H+2 to be 0.1. The time evolution of H
+ and H+2 has calculated based on
the reactions listed in Table 4.1. However as discussed in Section 5.1.5 A, the dissociation
degree is fixed to be constant in this study. Therefore it is important to develop the model
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which solves the time evolution of density for ions and neutrals more self-consistently.
C. Ion-neutral collisions
The present model does not take the ion-neutral collision processes into account. The colli-
sion processes may aﬀect some of the results provided in this paper. For example, the spatial
profile of electron density may change. The spatial profile of electron is generally aﬀected
by the ion density profile, e.g., due to ambipolar diﬀusion. The region where ionization takes
place is localized near the coil edges so that the spatial distribution of ions also localizes.
Since these localized ions might be distributed uniformly due to diﬀusion by collision pro-
cesses, the electrons might be also distributed more uniformly (see Figs. 5.4 (e) and (f) for
example) if the collision processes for ions are taken into account.
D. Effect of H+3
It is reported that the distribution of H+2 especially in the sheath region is aﬀected by the
existence of H+3 in the parallel plate capacitive discharge [73]. We do not consider the eﬀect
of H+3 in this paper. However as for the comparison with the results in Ref. [73], it is diﬃcult
to compare directly due to two significant diﬀerences between our study and the results of the
reference. The first diﬀerence is the reference focuses the purely capacitively coupled plasma
while our study focuses RF-ICP. The other diﬀerence is that the geometry of the reference is
completely diﬀerent from ours, i.e., the reference dealt with the parallel plate while we focus
RF-ICP with the cylindrical geometry.
In order to include H+3 , the collision between H
+
2 and H2 must be taken into account. Thus
the inclusion of ion-neutral collision processes is important from this aspect too, which is left
for our future work.
E. Database of the collision cross sections
The collision cross sections that the present model considers are mainly taken from Ref. [55].
The data set of the cross sections is also available in Ref. [74]. The use of cross sections
provided in Ref. [74] may change the results. For example, the cross section of dissociative
ionization of H2 is slightly higher than that provided in Ref. [55]. The sensitivity of the results
on the cross section data will be needed in the future. The qualitative feature obtained in this
paper, however, seems not to be changed largely.
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5.1.6 Conclusion and Future Study
The E-to-H mode transition in the hydrogen plasma discharge has been reproduced by the
kinetic modeling. The simulation results have shown that the time variations of power dis-
sipated in the plasma, plasma density and kinetic energy are strongly aﬀected by the mode
transition. The spatial profile of the electron density also reflects the dynamics of E-mode
and H-mode plasmas.
Our model has allowed us to investigate the mode transition from a kinetic point of view.
Especially the drastic fall of the kinetic energy of electron during the transition can be ob-
served by the kinetic model. Also, it has been shown that the EEDFs deviate from the
Maxwellian distribution and is aﬀected by the sheath formation during the transition. These
results indicate the importance of kinetic modeling for the physical understanding of the E-
to-H transition in the hydrogen RF ICP.
The above conclusions, however, are based on the various simplifications and assumptions,
which are summarized and discussed in Section 5.1.5. These eﬀects will be studied more in
detail in the future for more realistic simulation. Also, we plan to extend our model to take
into account the eﬀect of the external matching circuit, three dimensional geometry aiming
to simulate practical geometries.
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5.2 Publication-4: Numerical Analysis of Effects of
Ion-Neutral Collision Processes on RF ICP
Discharge [75]
5.2.1 Abstract
Discharge process of a Radio Frequency (RF) Inductively Coupled Plasma (ICP) has been
modeled by an ElectroMagnetic Particle-in-Cell Monte Carlo Collisions method (EM PIC-
MCC). Although the simulation was performed by our previous model so as to investigate the
discharge mode transition of the RF ICP from a kinetic point of view, the model neglected
the collision processes of ions (H+, H+2 ) with neutral particles. In this study, the RF ICP
discharge process has been investigated by the latest version of the model which takes the
ion-neutral collision processes into account. The basic characteristics of the discharge mode
transition provided by the previous model have been verified by the comparison between the
previous and the present results. As for the H-mode discharge regime, on the other hand, the
ion-neutral collisions play an important role in evaluating the growth of the plasma. Also, the
eﬀect of the ion-neutral collisions on the kinetic feature of the plasma has been investigated,
which has highlighted the importance of the kinetic perspective for the modeling of the RF
ICP discharge.
5.2.2 Introduction
Radio Frequency (RF) Inductively Coupled Plasmas (ICPs) have long been utilized for in-
dustrial applications, e.g., material processing [1], medical devices [76], particle injectors for
accelerators [26] and heating devices for the fusion plasmas [34]. The present study focuses
on hydrogen RF ICP in particular because of the increasing demand of negative hydrogen ion
(H−) sources in the accelerator and the fusion fields.
It is well known that the RF ICPs show two distinct discharge modes depending on their
operational plasma density [3, 4]. When the plasma density is low, the plasma is operated in
the E-mode discharge which is sustained by the electrostatic (capacitive) field due to the volt-
age drop between the RF antenna terminals. As the plasma density increases, the capacitive
field is shielded due to the Debye shielding so that the inductive field produced by the RF
current, in turn, starts to sustain the discharge. The discharge is called the H-mode.
The discharge parameters (plasma density/temperature, power deposition, etc.) of the E-
and H-mode plasmas significantly diﬀer from each other. The operation of the plasma is
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required to be optimized in response to the mode transition. However, the optimization of the
RF ICP tends to be a delicate process because its operation depends on the parameters whose
behavior are too complex to be predicted, e.g., the discharge mode, the power coupled to the
plasma and the plasma density/temperature. This complexity calls for huge R&D eﬀorts on
the H− source development.
To obtain the detailed insight into complex discharge process of RF plasmas, a number
of analytic/numerical/experimental studies have been carried out [9, 11, 15–17, 62]. Some of
those previous studies have indicated that the kinetic treatment of the RF plasma is mandatory
to describe the RF discharge. For example, the electron energy distribution function (EEDF)
Fe of the RF plasma can show a non-Maxwellian shape in a specific discharge condition
[16], which is diﬃcult to treat by simple analytic/fluid models. We have worked on the
development of a particle-based numerical model of a hydrogen RF ICP discharge in an
attempt to reduce R&D eﬀorts on the H− development by examining the RF ICP discharge
from a kinetic point of view.
Our numerical model has experienced step-by-step upgrades so as to make our model
credible and realistic [52, 61, 69–71]. The recent upgrade, which is reported in Ref. [61], has
enabled the model to simulate the E- and H-mode discharges, which is one of the notable
features of our numerical model. The E-to-H mode transition of a RF ICP discharge has been
investigated by the model from a kinetic point of view. The results obtained by the model have
provided detailed information of the RF ICP discharge, such as the spatiotemporal behavior
of the discharge parameters before/after the mode transition. All the parameters that we have
examined exhibit clear change in their spatiotemporal behavior due to the mode transition.
As for the kinetic energy of the plasma, for example, the results have indicated that the
eﬀect of the discharge mode transition arises in a diﬀerent way depending on the particle
species. The time evolution of the volume-averaged kinetic energy of the electron clearly
shows the discharge mode as its oscillation reflects the magnitude of the electric field which
is coupled to the plasma at the moment. The drastic drop in the oscillation can be seen af-
ter the E-to-H mode transition, which reflects the fact that the magnitude of the inductive
field is weaker than that of the capacitive one. Also, the simulation results have shown that
the EEDF of the plasma in the E-mode can be characterized by its large deviation from the
Maxwell distribution and it gradually relaxes to the Maxwell distribution as the plasma den-
sity increases towards the H-mode regime. On the other hand, the kinetic energy of ions (H+
and H+2 ) does not respond to the RF field when the plasma is in the E-mode. As the plasma
density increases enough to change into H-mode, the kinetic energy of the ions increases to
more than 20 eV. This is because the plasma starts to form a plasma sheath which accelerates
the ions towards the chamber wall.
Although we have concluded that the previous model reasonably reproduces the E- and H-
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mode discharge and the transition, the collision processes of the ions have been neglected for
the simplification. The purpose of the present study is to add such collision processes to our
model so as to verify the conclusion we have previously provided in Ref. [61]. This article
reports the simulation results from the latest version of our model that includes the ion-neutral
collisions and the investigation of the eﬀect of the collision processes, which provides further
insight into the RF ICP discharge.
In Section 5.2.3, we summarize the model and the ion-neutral collision processes which
are newly taken into account. The results calculated by the upgraded model will be provided
in Section 5.2.4 while being compared with ones calculated by the previous model. Our
future work related to the model development and the conclusion of this paper are referred in
Section 5.2.5.
5.2.3 Model
A numerical simulation code for the cylindrical hydrogen RF-ICP discharge has been devel-
oped based on an ElectroMagnetic Particle-in-Cell Monte Carlo Collisions (EM PIC-MCC)
method. The simulation code comprises the 2D EM field model and the 2D3V plasma dy-
namics model. Those two models are solved alternately so as to calculate self-consistently
both the motion of the plasma enforced by the electric/magnetic fields and the fields which
are produced by the plasma. In this section, we explain our simulation code in the order of (1)
geometric feature of the system, (2) the 2D EM field model, (3) the 2D3V plasma dynamics
model (4) collision processes of the charged particles and (5) the input parameters. Most
parts of the model are the same as the previous model explained in Ref. [61] except for the
collision processes of ions which are summarized in (4).
(1) Geometric feature of the system: The schematic drawing of the plasma chamber and the
RF antenna is shown in Fig. 5.8. The radii of the plasma chamber rc and the surrounding
RF antenna rant are determined with reference to that of the CERN’s Linac4 H− source. [26]
Our model assumes the translational symmetry (∂/∂z = 0) in cylindrical coordinates so the
plasma chamber and the RF coil are infinitely long in the z-direction. Therefore, the particle
loss in the z-direction may be underestimated compared to the actual plasma.
(2) 2D EM field model: One of the notable features of our model is the EM field solver that
enables the model to simulate both the E- and H-mode discharges. The EM solver mainly
calculates Faraday’s law and Ampe´re’s law and takes into account the current density jRF in
the RF antenna and the plasma current density jpl.,
∇ × E = −∂B
∂t
, (5.11)
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Fig. 5.8 The schematic drawing of the plasma chamber and the RF antenna [75].
∇ × B = µ0 j + ε0µ0
∂E
∂t
. (5.12)
The input current IRF is given on both sides of the wire lead shown in Fig. 5.8, which is
defined as sinusoidal signal and expressed as
IRF = I0 sin 2π fRFt, (5.13)
where I0 and fRF are the amplitude of the current and the frequency of the RF current, respec-
tively. The current density in the antenna jRF is calculated by Ohm’s law so that the voltage
drop between the antenna terminals and the resultant electric field can be taken into account
self-consistently:
jRF =
⎧⎪⎪⎪⎨⎪⎪⎪⎩σantE, on the antenna±ARF sin 2π fRFt, on the wire leads (5.14)
where σant is the conductivity of the RF antenna and ARF is the coeﬃcient corresponds to
the amplitude of input current I0. It can be assumed that σant is constant in the RF range as
long as the antenna is made of a typical metal (σ ≈ 107S/m) since the charge in the antenna
relaxes within much shorter time than one RF cycle. The model of plasma current density jpl.
in Eq. (5.12) is calculated from the plasma dynamics model, which will be explained later.
The Maxwell’s equations, Eqs. (5.11) and (5.12), are integrated in time and space in ac-
cordance with the Finite Diﬀerence Time Domain (FDTD) method [47]. Since Eqs. (5.11)
and (5.12) are solved in the cylindrical coordinates, the model employs a cylindrical version
of the Yee cell to discretize the equations spatially. The simulation domain is 5 times larger
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than the antenna radius so that the EM waves that are numerically reflected at the boundary of
the domain diminishes before returning back to the antenna and plasma. The present model
employs the Bayliss-Turkel radiation boundary condition for the radial boundary [51].
As Eqs. (5.11) and (5.12) do not include the Gauss’s law for electricity, an additional
correction process is required so as to calculate the electrostatic field properly [49]. The
model corrects the calculated electric field E˜ to Ec which accurately satisfies Gauss’s law.
When the potential due to Ec diﬀers from E˜ by δφ,
Ec = E˜ − ∇δφ, (5.15)
As Ec is given by Gauss’s law,
∇ · Ec =
ρ
ε0
, (5.16)
where ρ is the charge density. Combining Eqs. (5.15) and (5.16), we obtain the Poisson’s
equation for the potential diﬀerence δφ,
∇2δφ = ∇ · E˜c −
ρ
ε0
. (5.17)
The Poisson’s equation is also discretized in the same manner as Eqs. (5.11) and (5.12)
and solved based on the Successive Over-Relaxation (SOR) method. Gauss’s law for mag-
netism, on the other hand, can be readily satisfied without being solved directly. It is satisfied
automatically as long as the divergence of magnetic field ∇ · B is initially set to be zero as it
is independent of time. One can find the independence by taking the divergence of Faraday’s
law Eq. (5.11):
∇ · (∇ × E) = −∇ · ∂B
∂t
(5.18)
⇒ ∂
∂t
(∇ · B) = 0. (5.19)
(3) 2D3V plasma dynamics model: Our model is able to calculate the motion of the charged
particles in RF plasma by using the Boris-Buneman method [49]:
ms
dvs
dt
= qs(E + vs × B) + (collision), (5.20)
where s denotes the species of the charged particle. The charged particles that our simulation
code tracks are electrons, hydrogen atomic ions and hydrogen molecular ions (e−, H+ and
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H+2 , respectively). Each of them is tracked until they reach the chamber wall or are lost
by the destructive collision process. Although it is reported that H+3 exists in specific RF
plasmas [73], we neglect its existence in this study. This is because the data of the collision
processes of H+3 are not as abundant as for the other particle species.
The electric and magnetic fields which are required to integrate Eq. (5.20) in time are
evaluated from the four grid points closest to the particle by first-order interpolation. The
contribution of the parameters loaded on the four closest grids is computed by multiplying
the weighting function W(r, θ), which is determined based on the volume-based interpola-
tion. The weighting function W is corrected in accordance with the Verboncoeur volume
method that is employed so as to lessen the error which arises due to the interpolation in the
curvilinear coordinate [60].
The plasma current jpl. of a grid point W(ri, θ j) is calculated from the sum of the velocity
of the charged particles in the cell:
jpl.(ri, θ j) =
∑
s
Ns∑
k=1
qsvs,kW(r, θ), (5.21)
where Ns is the number of test particles. The contribution of a charged particle to the grid
point is multiplied by the same weighting function W mentioned above.
(4) Collision processes of the charged particles: The change in the momentum of a particle
due to the elastic/inelastic collisions is calculated at every 10 time steps that Eq. (5.21) is
integrated. The frequency of the collision calculation is determined to be much smaller than
the total collision frequency of the particle. The collision processes are modeled based on the
Monte Carlo Null-Collision method [48]. Tables 4.3 and 4.2 show the collision processes that
have newly been added to the present model. The electron-electron (e−-e−) Coulomb collision
process, on the other hand, is not taken into account, which may play an important role for
RF-ICP discharges [52]. Thus one has to note that the present model is not applicable to a
specific plasma parameter range where the e−-e− Coulomb collision occurs enough to aﬀect
the plasma parameter.
(5) Input parameters: The input parameters for the simulation shown in the following section
are listed in Table 5.2. The time step and the size of the Yee cell are determined not to violate
the Courant-Friedrichs-Lewy (CFL) condition. Also, the time step ∆t is chosen to be small
enough to resolve all the phenomena which are of interest. The collisions are evaluated every
10 time steps, which means ∆tcoll = 10∆t = 5 ×10−12 s. We have confirmed that the smaller
choice of the collision time step does not change the simulation results.
In the initial state, the plasma is seeded uniformly through the chamber to satisfy the charge
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neutrality in each cell:
n0e = n0H+ + n0H+2 , (5.22)
where n0e, n0H+ and n0H+2 denote the initial density of electron, H
+ and H+2 , respectively. The
ratio of n0H+ to n0H+2 is 10 %. The determination of the ratio is discussed in Ref. [61].
The present model treats the neutral gas as a background. It is assumed that the pressure
pH2 and the temperature TH2 of the H2 gas are fixed with respect to time and space. This
assumption is valid when the gas pressure is high because the discharge process that has been
simulated is in the regime where the plasma density is negligibly smaller than the density of
the background gas (≈ 1021/m3). Furthermore, the ignorance of the the e−-e− Coulomb col-
lisions can be justified due to the high pressure condition because the collisions with neutral
gas become the dominant ones.
On the other hand, the vibrational excitation/de-excitation processes of H2(v) and also the
population change due to such processes are taken into account. It has been assumed that the
all the molecules are initially in the ground state and the population change is treated as a
volume averaged value. The density regime which we investigate in this study (ne ≈ 1016/m3
at most), however, is so low that the population change in H2(v ! 0) is negligibly small.
This model of the H2(v) population is mandatory for the simulation in the higher density
regime (ne > 1017/m3 ) because the vibrationally excited molecules play a key role in the H−
production.
The input values for the atom (TH, nH and nH/nH2 ) listed in Table 5.2 are determined
in reference to the experimental results. In Ref. [77], the molecular and atomic temperatures
have been measured in the lower pressure regime (pH2 = 0.1 - 1 Pa). It has been shown that the
atomic temperature tends to be higher than the molecular temperature in the lower pressure
regime, and those two temperatures approach each other as the pressure increases. Therefore,
we have assumed that the atomic temperature is the same as the molecular temperature in the
present discharge condition (pH2 = 15 Pa).
The dissociation degree is about 2.5 % in the lower density regime and increases to 10 % in
the H-mode [78]. We have confirmed that the simulation results do not significantly change
in the dissociation range of 0 - 10 %.
5.2.4 Results
5.2.4.1 Temporal Behavior of Discharge Parameters
The power dissipated in the plasma Pdiss (≡
∫
jpl. ·EdV) has been calculated for the two cases
with and without the ion-neutral collision processes, which has been shown in Fig. 5.9. One
can see that the time trend of Pdiss clearly changes where t = 0.16 µs ≡ tEH. This clear change
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Fig. 5.9 The diﬀerence in the dissipated power due to the ion-neutral collision processes [75].
represents the discharge mode transition as was discussed in the previous paper [61]: the
decrease in the amplitude of the oscillation of Pdiss at t = tEH is due to the replacement of the
strong capacitive field with the weak inductive field. Note that the temporal features of Pdiss
are not significantly aﬀected by the ion-neutral collision, especially before/around the mode
transition. The change due to the ion-neutral collisions gradually becomes obvious as the
Table 5.2 List of Input Parameters.
Parameter Symbol Value
Frequency of input current fRF 13.56 MHz
Amplitude of input current I0 6.9 × 103A/m
Radial width of the cell ∆r 2 mm
Azimuthal width of the cell ∆θ 12◦
Time step ∆t 5×10−13 s
Time step for collision evaluation ∆tcoll 5×10−12 s
Initial density of electron n0e 1×1012/m3
Initial temperature of electron T0e 300 K
Weight of the test particle - 5 ×105
H2 pressure pH2 15 Pa
H2 temperature TH2 300 K
H temperature TH 300 K
H density nH 0.1nH2
Dissociation degree of H2 gas nH/nH2 10 %
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Fig. 5.10 The diﬀerence in the average
density due to the ion-neutral collision pro-
cesses [75].
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Fig. 5.11 The diﬀerence in the averaged
kinetic energy due to the ion-neutral colli-
sion processes [75].
time goes by after the mode transition. This change makes the diﬀerence in other discharge
parameters (the density and the kinetic energy of the plasma) and its cause will be explained
by discussing the spatiotemporal profile of the plasma below. We hereby define the plasma is
in the E-mode where t < tEH and is in the H-mode where t > tEH.
The time evolution of the spatially averaged density ns (s = e−, H+, H+2 ) for each particle
species is shown in Fig. 5.10 with and without the ion-neutral collisions. The time evolution
of the density is rather understandable as it reflects somewhat the time evolution of Pdiss in
Fig. 5.9. This is because a large portion of the power dissipated in the plasma is consumed
for the ionization, which determines the growth rate of the plasma. As seen from Fig. 5.10,
the increasing rate of the density decreases at t = tEH as Pdiss also decreases at the same time.
The increasing rate of the density with ion-neutral collision is getting larger than that without
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ion-neutral collision. This tendency of the density after the mode transition is reflected by the
same tendency in Pdiss shown in Fig. 5.9.
The time evolution of the kinetic energy Es for each particle species averaged over the
calculation domain is shown in Fig. 5.11. Large diﬀerence due to ion collision processes
cannot be seen in the E-mode. In the H-mode, the diﬀerence in the kinetic energy appears
diﬀerently depending on the particle species.
As for the kinetic energy of electron Ee (top figure in Fig. 5.11), the drastic drop of the
kinetic energy at t = tEH takes place. It is caused by the mode transition. This drastic drop is
independent of the eﬀect of the ion-neutral collision as expected. On the other hand, after the
mode transition, the amplitude of the kinetic energy in the H-mode increases more rapidly
when the ion-neutral collision is included. This is also explained by the time evolution of
Pdiss in Fig. 5.9.
The kinetic energy of the heavy particles EH+ and EH+2 (shown in bottom and middle in Fig.
5.11, respectively) increases after the mode transition, which is due to the formation of the
plasma sheath. Soon after the mode transition, the sheath thickness is comparable with the
chamber radius. Thus most of the ions in the chamber are accelerated by the sheath without
any brake when the ion-neutral collisions are ignored. This leads to the large increase in EH+
and EH+2 as shown in Fig. 5.11. When the ion-neutral collision is taken into account, the
peak values of EH+ and EH+2 drastically decreases. This is because the collisions are frequent
enough to weaken the sheath acceleration. The discussion on the spatiotemporal profile of
the potential can be found in Ref. [61].
5.2.4.2 Spatiotemporal Behavior of the Plasma
The diﬀerence in the discharge parameters (Pdiss, ns and Es where s = e−, H+, H+2 ) shown
in Figs. 5.9 - 5.11 due to the ion collisions is significant when the plasma is in the H-mode.
The cause of the diﬀerence can be explained by the spatial profile of the plasma. Figure 5.12
shows the time evolution of the spatial profile of the electron density.
Soon after the mode transition (the top figure in Fig. 5.12), the spatial profile of the electron
density shows no significant diﬀerence due to the ion collisions. One can see that the electrons
localize in the region where the ionization process frequently takes place in the E-mode. The
localized profile gradually expands towards the wall as the plasma grows. The ion collisions
aﬀect the expansion speed as shown in the second - fourth figures in Fig. 5.12. The diﬀerence
in the expansion speed with and without ion-neutral collision leads to the diﬀerence in the
power couple to the plasma, i.e., Pdiss shown in Fig. 5.9. We have specified the most dominant
collision process that contributes to the diﬀerence; the charge transfer between H2 and H+2 is
about 75 % of the whole ion-neutral collision events.
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Fig. 5.12 The eﬀect of the ion-neutral collision processes on the spatiotemporal behavior
of the electron density. The left figure is the time evolution of the volume averaged electron
density, and the sub-figures (a) and (b) are the spatial profile of the electron density without
and with the ion-neutral collisions, respectively. The sub-figures (a) and (b) in each row
relate to the time shown by a dashed line on the left that row [75].
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Fig. 5.13 The typical potential profiles in the H-mode from the center to the wall. The
potentials are normalized by the peak values of each case [75].
The plasma sheath is one of the factors that determines the spatial distribution that we
have discussed: For example, the sheath thickness aﬀects the area where the bulk plasma
can distribute. Therefore, the diﬀerence in the collisional and collision-less sheath is also
important in order to investigate the ion-neutral collision eﬀect on the discharge parameters.
The spatiotemporal behavior of the electrostatic potential has shown in Figs 5.13 and 5.14.
Figure 5.13 shows the radial distribution of the potential diﬀerence from the center to the
chamber wall at θ = π. The profile is a typical one in the H-mode and normalized by the peak
value of each case. Figure 5.13 shows the time evolution of the potential diﬀerence from the
center to the wall of the chamber.
From Fig. 5.13, it has been shown that the sheath becomes narrow when the ion-neutral
collision taken into account. The area where the bulk plasma distributes becomes larger due
to the narrower sheath. The broader distribution leads to the better coupling with the inductive
field and the larger power dissipation (Pdiss shown in Fig. 5.9). Most of the power is dissipated
by the electron so that the increase in Pdiss enhances the ionization by the electron. As a result,
the increase in the plasma density becomes more rapid as shown in Fig. 5.10.
The decrease in the sheath thickness (the narrowing eﬀect) due to the ion-neutral collision
can be verified by a theoretical approach. We roughly estimate the thickness of the collisional
sheath by a simple 1D analysis as follows (the detailed discussion can be found in Ref. [79]
and the brief summary is in Ref. [4]).
In the collisional sheath, the ion velocity can be given by us = qE/miν (ν denotes the
ion-neutral collision frequency) so that the ion current density J0 is given by
J0 =
q2ni
miν
E. (5.23)
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Fig. 5.14 Time evolution of the potential diﬀerence from wall to the center [75].
Assuming the electron-free ion sheath, one can obtain the Poisson’s equation,
dE
dx
=
J0miν
ε0qE
. (5.24)
On the boundary condition of E(0) = φ(0) = 0, Eq. (5.24) becomes,
dφ
dx
=
√
2J0miν
ε0q
x⇒ φ = 2
3
√
2J0miν
ε0q
x
3
2 . (5.25)
In the case that the potential is V0 at the sheath edge of x = s, i.e., φ(s) = V0, the sheath
thickness s is given as
s =
⎛⎜⎜⎜⎜⎜⎜⎜⎝9ε0qV028J0miν
⎞⎟⎟⎟⎟⎟⎟⎟⎠
1
3
. (5.26)
The collisions slow down the ion so that their residence time in the sheath region increases.
Hence, the contribution of the ions to the space charge increases, which consequently narrows
the sheath. The brief discussion above, which has led to Eq. (5.26), shows the narrowing
eﬀect of the collision. The narrowing eﬀect also explains the decrease in the peak values
of EH+ and EH+2 we have discussed above: the fraction of ions which are accelerated in the
sheath decreases due to the decrease of the sheath thickness.
As for the diﬀerence due to the ion-neutral collision shown in Fig. 5.14, one can see that
the amplitude of the oscillation becomes smaller due to ion-neutral collisions. This tendency
is reasonable, which we assume is caused by the better confinement of ions. The ion-neutral
collisions prevent from ion current to flow towards the wall and decrease the increase the wall
potential. Therefore, the ion-neutral collision lessens the response of the potential to the RF
field.
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5.2.4.3 Kinetic Behavior During the Mode Transition
It is also necessary to discuss the eﬀect of the ion-neutral collision processes on the kinetic
features of the plasma. Note that the energy distribution functions, which are presented below,
are calculated in the central region where r < 0.5rc and π/2 < θ < 3π/2 so as to exclude the
sheath region.
As for the EEDF, we already discussed it in the previous paper and the same can be
concluded from the present result as well: it shows the bi-Maxwellian distribution and the
deviation in the high energy component is larger in the E-mode than in the H-mode. We
have conducted a further investigation on the time evolution of two electron temperatures
of bi-Maxwellian EEDF. Two temperatures have been estimated from the electron energy
probability function (EEPF) fe(ε) (≡ Fe/√ε) under the assumption that fe(ε < 40eV) and
fe(ε > 50eV) follow diﬀerent Maxwellian distributions whose temperatures are Te,low and
Te,high, respectively. The two exponential fitting curves and the EEPF are shown in Fig. 5.15
for the typical case for example. Although two temperatures have been estimated also for
both cases with and without the ion-neutral collision, one case is presented because we can-
not see a significant quantitative diﬀerence as is expected, except for the early stage of the
discharge where the temperature estimation is subject to statistical noise due to the small
number of test particles.
The time evolution of the two estimated temperatures is shown in Fig. 5.16. One can see
that both temporal behaviors of Te,low and Te,high qualitatively agree with each other and those
are similar to that of the spatially averaged kinetic energy of electron shown in Fig. 5.11.
The temperature Te,high is 2 - 3 times larger than Te,low except for the second peak in the E-
mode. The oscillation of the two temperatures drastically drops due to the mode transition
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of the low temperature component of H+2 ,
which has been calculated with and with-
out ion-neutral collisions [75].
and gradually increases as the plasma grows. In the H-mode, Te,low remains below 10 eV
and its oscillation is small while Te,high is oscillating around 20 eV with the amplitude of 5 -
10 eV. The threshold energy for the non-dissociative ionization of hydrogen molecules with
electrons is more than 10 eV, which is the most dominant ionization process in this discharge
condition. It can be suggested that the high energy component may play an important role in
the growth of the plasma, and the kinetic perspective is therefore mandatory to describe the
RF ICP discharge.
We have also investigated the ion energy probability functions (IEPF) fH+ and fH+2 to see
the kinetic behavior of the ions, which we have not seen in detail in the previous work. The
results indicate that both fH+ and fH+2 show bi-Maxwellian as the EEPF does. The shapes of
fH+ and fH+2 are almost the same as each other and the typical IEPF fH+2 is shown in Fig. 5.17.
As we have estimated Te,low and Te,high above, the temperatures of the low and high energy
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Fig. 5.21 The time evolution of Thigh
of the low temperature component of H+2 ,
which has been calculated with and with-
out ion-neutral collisions [75].
components of ions are estimated from the IEPF where ε < 0.2 eV and ε > 1 eV, respectively.
As for Tlow of H+ and H+2 shown in Figs. 5.18 and 5.19, the temporal behavior is diﬀerent
from that of the spatially averaged kinetic energy EH+ and EH+2 shown in Fig. 5.11. As we
mentioned above, the increase in EH+ and EH+2 after the mode transition represents increase in
the convective energy of ion due to the acceleration by the sheath potential. The same increase
cannot be seen in Tlow of H+ and H+2 . This diﬀerence is because of the region where the IEPF
is calculated. As it excludes the sheath region, the IEPF does not include the convective
component and then Tlow of H+ and H+2 represents only the thermal energy of the ions.
In the E-mode, Tlow of H+2 seems to respond the RF field as it oscillating in almost the
same frequency as the RF field while it is hard to see the similar trend in Tlowof H+2 due
to the large statistical noise. In the H-mode, both Tlow of H+ and H+2 are in the range of
0.05 - 0.08 eV, which is almost the same order as the background gas temperature. This is
because that the low energy component of the IEPF is dominated by the newly-birthed ions
from the background gas molecules: the most frequent ionization process that yields H+ and
H+2 is the dissociative and non-dissociative ionization processes between electron and neutral,
respectively. This also explains the reason why no significant diﬀerence can be seen due to
the ion-neutral collision processes.
The temperatures Thigh of H+ and H+2 are estimated from the high energy component of the
IEPF, which are shown in Figs. 5.20 and 5.21. The temporal behaviors of Thigh of H+ and
H+2 are qualitatively the same with each other. Both temperatures show the RF oscillation in
the E-mode and the amplitude of Thigh of H+ is larger than the other one. This may be simply
because of the diﬀerence in the mass. As the mass of H+ is smaller, H+ responds more easily
to the RF fields than the other and so does Thigh of H+. In the H-mode, the amplitude of
the oscillation drastically decreases because the inductive field is weaker than the capacitive
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one and not strong enough to make Thigh of H+ and H+2 respond. Both temperatures Thigh
of H+ and H+2 approach to the range of the background gas temperature as Tlow does. The
temporal behavior of Thigh seems not to be aﬀected by the ion-neutral collision. The ion-
neutral collision aﬀects to reduce Thigh of H+ and H+2 by 0.15 - 0.2 eV and the slight increase
in Thigh of H+ can be seen where t > 0.4µs. We assume the increase is because of the larger
increase in Pdiss due to the eﬀect of the ion-neutral collisions. Since the respond of H+2 to
the RF field is slower than H+, it can be expected that the same increase in Thigh of H+2 will
occur in the later period where we have not simulated in this study. On the other hand, no
significant eﬀect can be seen in the E-mode.
From the results of Tlow and Thighof H+ and H+2 , it has been shown that the temporal behav-
iors of Tlow and Thigh diﬀer from each other especially in the E-mode and during the mode
transition. On the other hand, both Tlow and Thigh approach to the background gas tempera-
ture so that the bi-Maxwellian assumption may no longer be necessary to apply. Therefore,
it can be suggested that the kinetic perspective is of importance, under the present discharge
condition at least, to describe the dynamics of the ion in the E-mode plasma and during the
mode transition while it is not so important in the H-mode at the relatively high gas pressure
condition.
5.2.5 Conclusion
The eﬀect of the ion-neutral collision on the RF ICP discharge has been numerically in-
vestigated. The conclusion of our previous paper, which we have confirmed without taking
the ion-neutral collision into account, has been verified by the comparison between the two
simulation results with and without the ion-neutral collision.
The time trends of the volume-averaged discharge parameters, i.e., the power deposition,
the density and the kinetic energy of the plasma, are not significantly aﬀected by the ion
collision: the sudden changes at the specific timing due to the discharge mode transition have
been observed in the both cases with and without the ion collision. The simulation results
have also indicated that the EEDF during the E-mode discharge can be characterized by the
large deviation from the Maxwellian while the deviation becomes smaller in the H-mode.
This feature of the EEDF is also the same as what we have observed without taking the ion-
neutral collision into account as expected. As far as the basic characteristics of the E-to-H
mode transition are concerned, there is no significant change due to the ion-neutral collision.
However, the comparison between the two cases with and without the ion-neutral collision
has provided the further insight into the RF discharge that had not been obtained in the previ-
ous work. The eﬀect of the ion-neutral collision on the RF ICP discharge can be summarized
as follows:
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1. No significant diﬀerence in the E-mode discharge can be seen, while the H-mode
plasma is clearly aﬀected by ion-neutral collision processes. This is because the be-
havior of the E-mode plasma is characterized mainly by that of the electron. On the
other hand, the dynamics of the ion plays a key role in the H-mode as the plasma starts
to show the collective behavior due to the manifestation of the quasi-neutrality.
2. The H-mode plasma is spread out through the chamber in a shorter time. This eﬀect
is important to discuss the RF discharge because the area that the plasma distributes
determines the amount of the inductive power coupled to the plasma. This is the
reason that the growth rate of the plasma density becomes larger when the ion-neutral
collision is included.
3. We have investigated the kinetic features of the RF ICP. It has been confirmed that
the energy distribution functions of electrons and ions are bi-Maxwellian regardless of
the presence of the ion-neutral collision. This feature is obvious especially in the E-
mode and during the mode transition. Therefore, it has been suggested that the kinetic
treatment is mandatory to model the discharge mode transition of the RF ICPs at least
under the present discharge condition.
4. As is expected, no significant eﬀect of the ion-neutral collision on both the low/high
temperature components of the EEDF can be seen. On the other hand, the ion-neutral
collision reduces the high energy component of the IEDF. As for the low energy com-
ponent of the IEDF, it is not so aﬀected by the ion-neutral collision and has almost
the same temperature as the birth energy of ionization. These features are valid in the
present discharge condition. In the higher density regime, it can be expected that the
ion-neutral collision may aﬀect the IEDF. Further investigation is mandatory to dis-
cuss the expectation of the higher density regime, which is more diﬃcult to simulate
due to the massive calculation cost.
The present study has been carried out under the assumption that the degree of the ion-
ization is small enough for neutrals to be treated as a stable background. However, the ion
sources for the fusion or the accelerator are usually operated in the low gas pressure regime
where our assumption is no longer valid. The model of the neutral background will be im-
proved in the future work in order to make our model applicable to more practical discharge
condition.
102
Chapter 6
Conclusion
We have presented our numerical studies on the hydrogen ion sources with the RF-ICP. The
studies have been carried out to develop insight into the operation of the RF-ICP. Specifically,
we have studied the RF-ICP by two models, (1) the theoretical equivalent circuit model and
(2) the particle-based model of the hydrogen RF-ICP discharge.
In Chapter 1, we have described the physical property of the RF-ICP and its application.
The scope of this thesis has also been defined in this chapter.
The theoretical model of the equivalent circuit of the RF-ICP has been explained in Chapter
2. This model is applied to the RF system of the CERN’s Linac4 H− source. The comparison
between the model and the measurement has indicated that the model is useful to predict qual-
itatively the behavior of the plasma impedance, especially for the plasma resistance. Using
this model, we have confirmed the utility of the frequency tuning, which has been performed
in the RF system in order to compensate the impedance change due to the plasma formation.
Although the present model is not quantitative enough to predict the plasma impedance and
to optimize the RF system control, the model is still useful to direct the system design.
Aiming to develop more detailed model for the plasma impedance calculation, we have de-
veloped the particle-based model which is able to analyze its discharge process from a kinetic
point of view. The detailed description of the model has been presented in Chapter 4. The
model, RF-code, is composed of the electromagnetic field model and the plasma dynamics
model. By coupling these two model, the behavior of the plasma and the electromagnetic
field can be simulated self-consistently. Furthermore, the model takes the capacitive (elec-
trostatic) field into account, which is due to the high RF potential applied to the RF antenna.
This enables us to simulate the discharge mode transition between E- and H-mode.
In Chapter 5, the discharge process of hydrogen RF-ICP is numerically analyzed by using
the model introduced in Chapter 4. It has been confirmed that the model is able to reproduce
the E-to-H discharge mode transition. In addition, Energy Distribution Functions (EDFs)
of electron and ions is analyzed from a kinetic view of point. The EDFs deviate from the
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Maxwell distribution in the thermal equilibrium. This indicates the importance of the kinetic
perspective to investigate the RF-ICP discharge.
In the future work, it is expected that this model enables us to calculate the impedance of
RF-ICP with the non-equilibrium EDFs. This model will be the basis for the further study of
the impedance matching between RF system and RF-ICP, which takes the kinetic eﬀect into
account.
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