Abstract. We prove the validity of the one-term Edgeworth expansion for Student's t statistic under minimal conditions: the distribution of observations is non-lattice and has nite third moment. As a corollary we obtain the second-order correctness for the bootstrap of Student's t statistic. If the distribution satis es Cramer's condition and has nite fourth moment the rate of the second order approximation is O(N ?1 ).
Introduction and Results
Let X 1 ; : : :; X N ; : : : be independent identically distributed random variables.
Write E X 1 = . Let t = t(X 1 ; : : :; X N ) = (X ? The accuracy of the normal approximation to the distribution function F(x) = P f p Nt xg was studied by a number of authors, Helmers and van Zwet (1982) , Helmers (1985) , Slavova (1985) , Hall (1988) , Praskova (1989) , Friedrich (1989) , , Bentkus, Bloznelis and G otze (1996) , etc. The Berry{Esseen bound O(N ?1=2 )
under the minimal moment condition E jX 1 j 3 < 1 was obtained by Slavova (1985) . proved the bound sup x jF(x) ? (x)j < cN ?1=2 3 = 3 , thus extending the classical result of Esseen (1945) to the Studentized sums. Here (x) denotes the standard normal distribution function and 3 := E jX 1 ? j 3 . A higher order approximation to the Student test was considered by Chung (1946) , Bhattacharya and Ghosh (1978) , Chibisov (1980) , Babu and Singh (1985) , Hall (1987) , Putter and van Zwet (1997) , Bentkus, G otze and van Zwet (1997) , etc. Although increasingly general and precise, none of these results is optimal in the sense of expansions being established under minimal conditions. Hall (1987) proved the validity of a k-term Edgeworth expansion for Student's t statistic with remainder o(N ?k=2 ), for every integer k, provided that E jX 1 j (k+2)=2 < 1 and the distribution F 0 of X 1 is non-singular. The moment conditions in Hall (1987) are the minimal ones, but the smoothness condition on the distribution F 0 of the observations is too restrictive. What is perhaps more important, Hall's result is only valid for a xed underlying distribution function. As a result, it cannot be applied to the bootstrap.
The aim of the present paper is to prove the validity of an expansion under minimal conditions, in such a way that an extension to the bootstrap is straightforward. To this end, we approximate F(x) by the one-term Edgeworth expansion G(x) = (x) + The minimal smoothness condition which allows to prove the validity of one-term Edgeworth expansion, i.e., to prove the bound N = o(N ?1=2 ), is the non-latticeness of the distribution F 0 . We shall assume that F 0 is non-lattice. Theorem 1 follows from Proposition 2.1, the formulation of which is rather technical and is deferred to Section 2.
Bootstrap. Given X := fX 1 ; : : :; X N g, let X 1 ; : : :; X N denote independent random variables uniformly distributed in X Theorem 2 improves earlier results of Babu and Singh (1985) , Helmers (1991) and Putter and van Zwet (1998) where the bound (A2) was established assuming that F 0 is non-lattice and increasingly sharp moment conditions, the sharpest to date being E jX 1 j 3+" < 1, for some " > 0, obtained in the latter paper.
The best rate that can be achieved by the second order approximation is O(N ?1 ).
Assume that E X 4 1 < 1. Write s = E jX 1 ? j s , for s 1, and x = 1 ? sup j E expfi t (X 1 ? )gj : . This result was conjectured by Bentkus, G otze and van Zwet (1997) . In their fundamental work Bentkus, G otze and van Zwet (1997) constructed a second order approximation to a general (nonlinear) symmetric statistic with the remainder O(N ?1 ). This general result was applied to a number of important statistics and established the validity of one term Edgeworth expansion with the remainder O(N ?1 ) under optimal conditions for each case considered with the sole exception of the Student stastistic. For this particular statistic the bound N = O(N ?1 ) was obtained under Cramer's (C) condition provided that E jX 1 j 4+" < 1, for some " > 0, see Bentkus, G otze and van Zwet (1997) . Remark. If = 0, then the bounds (1.1) and (1.3) remain valid if we replace F(x) by the distribution functionF(x) = P fT xg of the selfnormalized sum T = X 1 + + X N (X 2 1 + + X 2 N ) 1=2 :
2. Proofs
In proofs we apply and extend the approach developed in and Bentkus, G otze and van Zwet (1997) .
We may and shall assume that E X 1 = 0 and 2 = 1. In what follows c, c 1 , c 2 ,... denote generic absolute constants. We write c(a; b; :::) to denote a constant that depends only on the quantities a; b; :::. We Let ; 1 ; 2 ; : : : be a sequence of independent standard normal r.v. We assume that this sequence is independent of X 1 ; : : :; X N . By~ we denote the sum~ 1 + +~ N , i = N ?1=2 i . Proof of Proposition 2.1. In the proof we use some ideas from . We prove the proposition in few steps. First we truncate the random variables X 1 ; : : :; X N . Then replace t by a statistic which is a smooth function of the observations. Expanding this function in powers of observations we obtain the statistic S 0 given by (2.5), see below. Next, we apply Esseen's (1945) We are going to apply Esseen's (1945) and (2.9) we obtain (2.7) thus completing the proof of the proposition. Proof of Theorem 3. In the proof we use the smoothing technique "data depending smoothing" introduced in Bentkus, G otze and van Zwet (1997) . We were not able to prove the bound N = O(N ?1 ) under Cramer's (C) condition (the minimal smoothness condition) using the conventional Esseen's (1945) Bentkus, G otze and van Zwet (1997) . To make the proof shorter we shall refer to Lemma 5.1 of Bentkus, G otze and van Zwet (1997) . An inspection of the proof of this lemma shows that Pravitz's (1972) Then Ug 0 (V B ) = U 1;1 + U 2;2 + U 3;3 + U and efZg = efW + L + U gg 1 g 2 g 3 , where we denote g p = efU p;p g. By the mean value theorem, g p = 1 + { p , where { p = i t U p;p E ef U p;p g. Write a 1 = 1; a 2 = ?g 1 ; a 3 = ?g 2 ; a 4 = ?g 3 ; a 5 = g 1 g 2 ; a 6 = g 1 g 3 ; a 7 = g 2 g 3 :
The identity g 1 g 2 g 3 = (a 1 + + a 7 ) + { 1 { 2 { 3 implies We arrive to (2.29) thus completing the proof of (2.28).
Collecting the estimates of E J k , for k = 1; : : :; 5 we arrive to (2.13) thus completing the proof of the theorem.
Expansions
Throughout this section we assume that at least one set of inequalities (2.3) or (2.10) hold. This factor will ensure the integrability (with respect to the measure dt=jtj in the region jtj 100) of the remainders of further expansions. The idea to separate a piece (corresponding to a relatively small part of the sample) of the linear part of the statistic and then use the ch. f. of it as a factor ensuring the integrability is not new, see e.g. Helmers and van Zwet (1982), van Zwet (1984) , , Bentkus, G otze and van Zwet (1997 Then f 1 = E efS 2 +?g and expanding in powers of it? we get f 1 = f 2 +f 3 +f 4 In the second step we replaceG i by G i , i = 2; 3 in (3.11) and (3.12) and show that u(t) = E 1 efY 1 g(V )g; v(t) = E 1 efy 1 g; w(t) = E 2 efz 2 g:
Step Hence, f 4 0. Let us prove (3.12). The proof is long and involved. The "backbone" of the proof is the sequence of equivalence relations, f 3 f 5 ; f 5 f 6 ; f 6 f 7 ; f 7 f 9 ; f 9 f 10 ; f 10 Combining these bounds with (4.13) and using (4.1) we obtain H i 0, i = 1; 2; 3. Hence, f 3 f 5 .
Next we replace in f 5 by Q 1;2 g We obtain f 6 f 7 .
Next we shall replace h 2 by efY Firstly, we replace efY B g(V )g by efY B g(V 1 )g and then by efY B g. For this purpose we expand g and then the exponent, cf. the proof f 7 f 9 and f 10 f 12 above. (which follows from (4.12) and (4.13)) we obtain jH 1 j + jH 3 j 0. It remains to show jH 2 j 0. Write A 1:1 = f1; : : :; k 1 g and A 1:2 = fk 1 + 1; : : :; kg, where the number k 1 k=2. Then r 1 = r 1:1 + r 1:2 , where r 1:i = A 1:i and H 2 = (it) 2 E efS 6 + r 2 gr 1 r 2 = H 2:1 + H 2:2 ; H 2:i = (it) 2 E efS 6 + r 2 gr 1:i r 2 :
Now we show that H 2:2 0. We have jH 2:2 j t 2 E j E A 1:1 efS 6 gjjr 1:2 r 2 j t ?8 E jr 1:2 r 2 j t ?8 M 0:
Here we applied (4.12) and used the inequalities E r and where 1 is given after (3.27) and satis es j 1 j t ?10 . Finally, expanding g 2 (V 2 ) in powers of (V 2 ? 1) we obtain f 23 f 22 thus completing the proof of (3.25).
It cf. the proof of (3.39). Finally, proceeding as in proof of (3.42) we obtain (3.43) thus completing the proof of (3.38). We arrive to (3.36). The proof of (3.11) is complete.
Step 2. Here we show that This bound easily extends to more general situation of sums of random variables which are not necessarily centered. Proof of Lemma 4.1. The last inequality is trivial. The inequality E jY B j s c(s) is proved in Lemma 4.4. Assume that the condition (A) is satis ed. Then for each 2 (0; 1) and t, 100 thus obtaining the rst inequality of (4.12). Rest inequalities in (4.12) can be proved in the same way. Let us prove the rst inequality of (4.13). The second inequality will follow as a byproduct. Writec g = 1 + sup x jg 0 (x)j. We may and shall assume thatc g < 10. B t ?10 and combining this inequality with (4.17) we obtain (4.13) thus completing the proof of the lemma.
