Abstract-Employing a large number of financial indicators, we use Bayesian model averaging (BMA) to forecast real-time measures of economic activity. The indicators include credit spreads based on portfolios, constructed directly from the secondary market prices of outstanding bonds, sorted by maturity and credit risk. Relative to an autoregressive benchmark, BMA yields consistent improvements in the prediction of the cyclically sensitive measures of economic activity at horizons from the current quarter out to four quarters hence. The gains in forecast accuracy are statistically significant and economically important and owe almost exclusively to the inclusion of credit spreads in the set of predictors.
I. Introduction
O NE area of agreement among economists at universities, central banks, and on Wall Street is that forecasting economic activity is hard. While the existing methods give us some ability to forecast economic developments for the current quarter and perhaps the quarter after that, their predictive power is modest at best and deteriorates rapidly as the forecast horizon extends beyond the very near term. Moreover, what little predictability there seems to be appears to be captured about as well by simple models, such as a univariate autoregression, as by the large number of complex statistical and DSGE forecasting methods that have been proposed in the literature (see e.g., Sims, 2005; Tulip, 2005; Faust & Wright, 2009; Edge & Gürkaynak, 2010) .
Economists have long sought to improve on this record by using information from financial markets. Because they are inherently forward looking, the argument goes, financial market prices should impound information about investors' expectations of future economic outcomes. 1 From a theoretical perspective, default-risk indicators such as credit spreads-the difference in yields between various corporate debt instruments and government securities of comparable maturity-are particularly well suited for forecasting economic activity. Philippon (2009) , for example, presents a model in which the decline in investment fundamentals, owing to a reduction in the expected present value of corporate cash flows, leads to a widening of credit spreads prior to a cyclical downturn. As Bernanke, Gertler, and Gilchrist (1999) and Gilchrist and Zakrajšek (2012) emphasized, increases in credit spreads can also signal disruptions in the supply of credit resulting from the worsening in the quality of corporate balance sheets or from the deterioration in the health of financial intermediaries that supply credit. 2 The empirical success of default-risk indicators as predictors of economic activity is decidedly mixed, however, with results varying substantially across various credit spread indexes and different time periods. For example, the paperbill spread-the difference between yields on nonfinancial commercial paper and comparable maturity Treasury billshad substantial forecasting power for economic activity during the 1970s and the 1980s, but its predictive ability vanished in the subsequent decade. In contrast, credit spreads based on indexes of speculative-grade ("junk") corporate bonds, which contain information from markets that were not in existence before the mid-1980s, did particularly well at forecasting output growth during the 1990s, according to Gertler and Lown (1999) and Mody and Taylor (2004) . Stock and Watson (2003) , however, show that the forecasting ability of this default-risk indicator is quite uneven. Gilchrist, Yankov, and Zakrajšek (2009) (GYZ hereafter) argue that these mixed results may be due to the fact that the credit spread indexes that researchers use tend to be based on aggregates of returns on a mishmash of bonds with different duration, credit risk, and other characteristics. In part to address these problems, GYZ constructed twenty monthly credit spread indexes for different maturity and credit risk categories using secondary market prices of individual senior unsecured corporate bonds. 3 Their findings indicate that these credit spread indexes have substantial predictive power, at both short-and longer-term horizons, for the growth of payroll employment and industrial production. Moreover, they significantly outperform the predictive ability of the standard default-risk indicators, a result that suggests that using 1502 THE REVIEW OF ECONOMICS AND STATISTICS "cleaner" measures of credit spreads may indeed lead to more accurate forecasts of economic activity.
This paper extends the analysis of GYZ in several dimensions. Most important, we provide a thorough evaluation of the marginal information content of credit spreads in realtime economic forecasting. Given the extensive and ongoing search for consistent predictors of U.S. economic activity, the macroeconomics profession runs a substantial risk that results like those of GYZ are due to researchers stumbling on variables that just happen to fit the existing sample but in reality have no predictive power. The regular breakdown of new forecasting relationships soon after they are documented confirms that this risk is real. Thus, it is especially important that any such analysis takes into account model search and selection issues.
To guard against the problem of selecting financial indicators that just happen to fit our sample, we adopt a Bayesian model averaging (BMA) approach and evaluate it in a pseudo out-of-sample forecasting exercise. As we explain more fully below, we add the new credit spread indexes to a predictor set containing over 100 asset market indicators, as well as a large number of real variables, and begin with a prior that each predictor is equally likely to be useful in forecasting future economic activity. The posterior weight assigned to each predictor in period t is then based on a Bayesian updating scheme that uses only the information available at time t. While our BMA scheme has, under certain conditions, a formal Bayesian justification, we follow a large and growing literature that takes a frequentist perspective and relies on the BMA framework as a pragmatic approach to data-based weighting of a large number of competing prediction models 4 . The combination of the BMA framework and out-of-sample forecast evaluation mitigates, though does not completely eliminate, the problem of data mining.
While following GYZ's basic approach for constructing credit spread indexes, we also improve on their methodology by adjusting the underlying microlevel credit spreads for the call option embedded in many of the underlying securities. As Duffee (1998) and Duca (1999) pointed out, fluctuations in the value of embedded options, reflecting shifts in the term structure of risk-free rates, can substantially alter the information content of movements in corporate bond yields at business cycle frequencies.
Our results indicate that the new credit spread indexes have considerable marginal predictive power for real-time measures of economic activity, especially those of the cyclically sensitive nature. When using the entire predictor set to forecast a wide array of economic activity indicators, the gains in the root-mean-square prediction error (RMSPE), relative to a univariate autoregressive benchmark, are statistically significant and often substantial in economic terms. BMA forecasts consistently generate reductions in out-of-sample RMSPEs on the order of 10% when forecasting the cumulative growth of cyclically sensitive economic indicators four quarters into the future. Consumption growth is the main exception to this general result: there are no gains in predictive accuracy relative to our benchmark for this measure of economic activity.
When we omit the credit spread indexes from the predictor set and redo the analysis, we obtain the standard result: that the predictive accuracy of the BMA method, like that of most other documented forecasting methods, is statistically indistinguishable from that of the univariate autoregressive benchmark. This result indicates that there is something different about the information content of credit spreads and that our BMA weighting scheme is able to pick out this difference in real time from a large number of predictors, all of which were treated equally ex ante. Indeed, the analysis of the evolution of posterior weights that the BMA scheme assigns to various variables in the predictor set shows that it is economic downturns that lead to the majority of the posterior weight being placed on the credit spreads. This finding suggests that corporate bond spreads, when properly measured, may be one of the earliest and clearest aggregators of accumulating evidence of incipient recession.
The remainder of the paper is organized as follows. Section II describes our bond-level data and the construction of portfolios based on the option-adjusted credit spreads. In section III, we outline the econometric methodology used to combine forecasts by BMA. Section IV contains our main empirical results. In section V, we compare the performance of BMA forecasts at different stages of the business cyclethat is, in economic recessions and expansions. Section VI concludes.
II. Data Sources and Methods

A. Credit Spreads
The key information for our analysis comes from a large sample of fixed income securities issued by U.S. corporations. 5 From the Lehman/Warga (LW) and Merrill Lynch (ML) databases, we extracted month-end prices of outstanding long-term corporate bonds traded in the secondary market between January 1986 and September 2011. 6 To guarantee that we are measuring borrowing costs of different firms at the same point in their capital structure, we restricted our sample to senior unsecured issues with a fixed coupon schedule only. For such securities, we spliced the month-end prices across the two data sources.
5 Securities issued by government-sponsored entities, such as Fannie Mae and Freddie Mac, were excluded from our analysis. 6 These two data sources are used to construct benchmark corporate bond indexes used by market participants. Specifically, they contain secondary market prices for a vast majority of dollar-denominated bonds publicly issued in the U.S. corporate cash market. The ML database is a proprietary data source of daily bond prices that starts in 1997. The LW database of month-end bond prices is available from 1973 through mid-1998 (see Warga, 1991 , for details). We exploit the micro-level nature of our data to construct credit spreads that are not contaminated by the maturity-toduration mismatch that is a bane of most commonly used credit spread indexes. Specifically, for each individual bond issue in our sample, we construct a theoretical risk-free security that replicates exactly the promised cash flows of the corresponding corporate debt instrument. For example, consider a corporate bond k issued by firm i that at time t is promising a sequence of cash flows {C s } S s=1 , which consists of the regular coupon payments and the repayment of the principle at maturity. The price of this bond in period t is given by
where D(t) = e −r t t is the discount function in period t. To calculate the price of a corresponding risk-free security, denoted by P f t [k], we discount the promised cash flow sequence {C s } S s=1 using continuously compounded zero coupon Treasury yields in period t, denoted by r t , derived from the daily estimates of the U.S. Treasury yield curve estimated by Gürkaynak, Sack, and Wright (2007 [k] denotes the yield of the corporate bond k, is thus free of the duration mismatch that would occur were the spreads computed simply by matching the corporate yield to the estimated yield of a zero coupon Treasury security of the same maturity.
To ensure that our results are not driven by a small number of extreme observations, we eliminated all bond and month observations with credit spreads below 5 basis points and with spreads greater than 3,500 basis points. 7 In addition, we dropped from our sample very small corporate issuesthose with a par value of less than $1 million-and all observations with a remaining term-to-maturity of less than one year or more than thirty years. 8 These selection criteria yielded a sample of 6,404 individual securities issued by firms in the nonfinancial sector and 942 securities issued by financial firms. We matched these corporate securities with their issuer's quarterly income and balance sheet data from Compustat and daily data on equity valuations from CRSP, yielding a matched sample of 1,156 nonfinancial firms and 202 financial firms. Table 1 contains summary statistics for the key characteristics of bonds in our sample by the type of firm (nonfinancial versus financial). Note that a typical firm has only a few senior unsecured issues outstanding at any point in time; the median firm in both sectors, for example, has two such issues trading at any given month. The size of bond issues, measured by their market value, tend to be somewhat larger on average in the financial sector. Not surprisingly, the maturity of these debt instruments is fairly long, with the average maturity at 1504 THE REVIEW OF ECONOMICS AND STATISTICS issue of more than ten years in both sectors. Because corporate bonds typically generate significant cash flow in the form of regular coupon payments, their effective duration is considerably shorter.
According to the S&P credit ratings, our sample spans the entire spectrum of credit quality, from single D to triple A. At A2, the median bond in the financial sector is rated somewhat higher than its counterpart in the nonfinancial sector (BBB1), though they are both solidly in the investment-grade category. Turning to returns, the (nominal) coupon rate on the bonds issued by nonfinancial firms averaged 7.18% during our sample period compared with 6.89% for bonds issued by their financial counterparts. The average expected total return was 7.29% per annum in the nonfinancial sector and 6.80% in the financial sector. Relative to Treasuries, an average bond issued by a nonfinancial firm has an expected return of about 222 basis points above the comparable risk-free rate. Reflecting their generally higher credit quality, at least as perceived by the ratings agencies, the average credit spread on a bond issued by a financial intermediary is 185 basis points.
B. Default Risk
The measurement of firm-specific default risk is the crucial input in the construction of our bond portfolios. To measure an issuer's probability of default at each point in time, we employ the contingent claims approach to corporate credit risk developed in the seminal work of Merton (1973 Merton ( , 1974 . The key insight of this distance-to-default (DD) framework is that the equity of the firm can be viewed as a call option on the underlying value of the firm with a strike price equal to the face value of the firm's debt. Although neither the underlying value of the firm nor its volatility is directly observable, they can, under the assumptions of the model, be inferred from the value of the firm's equity, the volatility of its equity, and the firm's observed capital structure.
Formally, the distance-to-default, essentially, a volatilityadjusted measure of leverage, is given by
where V is the total value of the firm (the market value of its debt and equity), D is the book value of firm's liabilities, μ V is the expected return on V , and σ V is the volatility of firm value. Theoretically, default occurs when the ratio of the value of assets to debt falls below 1 (or its log is negative). In effect, distance to default measures the number of standard deviations the log of this ratio must deviate from its mean for default to occur. 9 The numerical procedure used to construct this marketbased measure of default risk is based on Bharath and Shumway (2008) . Employing their methodology, we calculate the distance to default for all U.S. corporations covered by S&P's Compustat and CRSP over the 1986:M1-2011:M9 period. Figure 1 plots the cross-sectional median of the DDs for the 1,156 nonfinancial and 202 financial bond issuers in our sample. As a point of comparison, the figure also depicts the cross-sectional interquartile range (IQR) of the DDs for the entire Compustat-CRSP matched sample. 10 According to this metric, the credit quality of the median nonfinancial bond issuer in our sample is, on average, appreciably higher than that of the median financial issuer, a result that is primarily due to the fact that financial firms tend to have higher leverage than their nonfinancial counterparts. More important, the median DD for both sets of firms is strongly procyclical, implying that equity market participants anticipate corporate defaults to increase during economic downturns. In addition, this indicator of default risk worsened significantly in periods of financial market stress, such as those associated with the stock market crash in October 1987 and the collapse of the Long-Term Capital Management hedge fund in the early autumn of 1998. In fact, during the height of the financial crisis in the latter part of 2008 and early 2009, the IQR of the distribution of the DDs across the entire U.S. corporate sector shifted noticeably lower, with the median DD of our sample of 202 financial firms falling to a historic low. Figure 2 shows the proportion of bonds in our sample that are callable-that is, the issuer has, under certain prespecified conditions, the right to "call" (that is, redeem) the security prior to its maturity. The share of senior unsecured bonds with embedded call options is, on average, substantial in 10 To ensure that our results were not driven by a small number of extreme observations, we eliminated from our sample all firm and month observations with a DD of more than 20 or less than −2, cutoffs corresponding roughly to the 99th and 1st percentiles of the DD distribution, respectively. both sectors. 11 Moreover, the proportion of callable debt has changed considerably over the course of our sample period, with almost all bonds being subject to a call provision at the start of our sample. In the late 1980s, however, the composition of debt began to shift noticeably toward noncallable debt, and by the mid-1990s, the majority of senior unsecured debt traded in the secondary market was in the form of noncallable securities. Over the past decade or so, this trend has been reversed, as firms resumed issuing large amounts of callable long-term debt. Duffee (1998) showed, if a firm's outstanding bonds are callable, movements in the risk-free rates-by changing the value of the embedded call option-will have an independent effect on bond prices, complicating the interpretation of the behavior of credit spreads. For example, as the general level of interest rates in the economy increases, the option to call becomes less valuable, which accentuates the price response of callable bonds relative to that of noncallable bonds. As a result, a rise in interest rates will, ceteris paribus, compress the credit spreads of callable bonds more than the credit spreads of their noncallable counterparts. In addition, prices of callable bonds are more sensitive to uncertainty regarding the future course of interest rates. On the other hand, to the extent that callable bonds are, in effect, of shorter duration, they may be less sensitive to changes in default risk.
C. Call-Option Adjustment
To deal with this issue, we use the micro-level aspect of our bond data to adjust directly for the value of embedded options in callable bonds. Ideally, we would correct for the callability 1506 THE REVIEW OF ECONOMICS AND STATISTICS of each bond using option price theory. However, our bondlevel data set does not contain any information regarding the terms of the underlying call provisions; it just indicates whether the bond is callable. Accordingly, we consider the following empirical credit-spread pricing model:
where
is an indicator variable that equals 1 if bond k (issued by firm i) is callable and 0 otherwise; DD it denotes the issuer's distance to default; and it [k] represents the credit spread "pricing error." 12 In our framework, credit spreads on outstanding bonds are allowed to depend (possibly nonlinearly) on the issuer's distance-to-default DD it and a vector of bond-specific control variables Z it [k] that could influence credit spreads through term or liquidity premiums. 13 Specifically, these variables include the log of the bond's duration, the log of the amount outstanding, the log of the bond's age, and the log of the bond's (fixed) coupon rate. The regression also includes credit rating fixed effects (RTG it [k]), which capture the soft information regarding the firm's financial health that is complementary to our market-based measures of default risk (Löffler, 2004 (Löffler, , 2007 . The distance to default and bond-specific controls are allowed to have differential effects on the credit spreads of callable and noncallable bonds. Because shifts in the Treasury term structure affect the value of the embedded call option, the spreads of callable bonds are also allowed to depend separately on the level (LEV t ), slope (SLP t ), and curvature (CRV t ) of the Treasury yield curve. 14 Note that movements in riskfree interest rates should, ceteris paribus, affect the credit spreads of noncallable bonds only insofar as they change firms' expected future cash flows and, as a result, their distance to default; thus, our specification does not allow these term structure variables to directly affect the spreads of noncallable bonds. Likewise, the value of the embedded call option will change in response to fluctuations in interest rate 12 Because the distribution of credit spreads is highly skewed, log transformation of credit spreads ameliorates the problem of heteroskedasticity in the estimation of equation (1).
13 Specification (1) allows for the nonlinear relationship between credit spreads and leverage documented by Levin, Natalucci, and Zakrajšek (2004) . As a robustness check, we also considered higher-order polynomials of the distance to default, but the inclusion of cubic and quartic terms had virtually no effect on our results.
14 The level, slope, and curvature factors correspond, respectively, to the first three principal components of nominal Treasury yields at three-month, six-month, one-, two-, three-, five-, seven-, ten-, fifteen-, and thirty-year maturities. All yield series are monthly (at month end) and with the exception of the three-and six-month bill rates are derived from the smoothed Treasury yield curve estimated by Gürkaynak et al. (2007) . uncertainty, so we allow the credit spreads on callable bonds to respond to the option-implied volatility on the thirty-year Treasury bond futures (VOL t ). Again, this variable is not allowed to affect the spreads of noncallable bonds. We estimate the credit-spread regression (1) separately for the sample of securities issued by nonfinancial firms and those issued by financial firms. Assuming normally distributed pricing errors, the option-adjusted spread on a callable bond k
whereβ 0c ,β 1c ,β 2c ,λ c andθ 1 , . . . ,θ 4 denote the OLS estimates of the corresponding parameters from equation (1) andσ 2 t denotes the sample variance of the residuals in period t. 15 With this option adjustment, credit spreads are now constructed variables. Table 2 translates the selected coefficients from the estimated credit-spread pricing equation into the impact of variation in default risk (the sum of the linear and quadratic DD terms), the shape of the term structure, and interest rate uncertainty on the level of credit spreads. For callable bonds issued by nonfinancial firms, the effect of the distance to default on credit spreads is significantly attenuated by the call option mechanism: a 1 standard deviation increase in the distance to default, a signal of improving credit quality, 15 Theσ 2 t /2 term is a correction for Jensen's inequality. All of the results reported in the paper are virtually identical if the Jensen's inequality correction imposes that the conditional variance of the error term is constant over time or if no such correction is implemented. implies a decrease of 21 basis points in the spreads of noncallable bonds, compared with a 14 basis points decline in the spreads of their callable counterparts. The same call option mechanism, however, does not seem to be as important for bonds issued by financial intermediaries. In that case, a 1 standard deviation increase in the distance to default implies a narrowing of spreads of about 13 basis points for both types of bonds.
The estimates in table 2 also indicate that movements in the shape of the Treasury term structure and interest rate uncertainty have first-order effects on the credit spreads of callable bonds, which are consistent with the theoretical predictions. For example, a 1 standard deviation increase in the level factor implies a narrowing of about 45 basis points in the credit spreads on callable bonds in both sectors. Similarly, an increase in the option-implied volatility on the longterm Treasury bond futures of 1 percentage point implies a widening of callable credit spreads of about 15 basis points because the rise in interest rate uncertainty lowers the prices of callable bonds by boosting the value of the embedded call option.
The importance of the option-adjustment procedure over the entire sample period is illustrated in figure 3 , which shows the time path of the average credit spread in our two data sets, calculated using both the raw and option-adjusted spreads. Although the two series in each sector are clearly highly correlated (ρ = 0.90 for nonfinancial issuers and ρ = 0.95 for financial issuers) and are all strongly countercyclical, there are a number of noticeable differences. First, the option-adjusted credit spreads are, on average, lower than their unadjusted counterparts, reflecting the positive value of the embedded call options. By eliminating, at least in part, fluctuations in the call option values, the option-adjusted credit spreads are also less volatile on average than the raw credit spreads. Finally, the largest differences between the two series occurred in the mid-1980s and during the recent financial crisis. The former period was characterized by a high general level of interest rates and relatively high uncertainty regarding the future course of long-term interest rates, whereas the difference during the latter period owes primarily to the plunge in interest rates and the steepening of the term structure that began with the onset of the financial crisis in the summer of 2007, two factors that more than offset the spike in interest rate volatility that occurred during that period.
D. Distance-to-Default Portfolios
We summarize the information contained in credit spreads, DDs, and excess equity returns for the sample of bond issuers by constructing portfolios based on expected default risk, as measured by our estimate of the distance to default, at the beginning of the period. These conditional DD-based portfolios are constructed by sorting the three financial indicators in month t into bins based on the percentiles of the distribution of the distance to default in month t − 1. Separate portfolios are formed for the financial and nonfinancial issuers.
The distance-to-default portfolios are constructed by computing a weighted average of DDs in month t for each bin, with the weights equal to the book value of the firm's liabilities at the end of month t − 1. Similarly, the stock portfolios are computed as a weighted average of excess equity returns in month t for each bin, with the weights equal to the market value of the firm's equity at the end of month t − 1. 16 Given the relatively large number of nonfinancial issuers, the bins for nonfinancial portfolios are based on the quartiles of the DD distribution, yielding four credit-risk categories, denoted by NFIN-DD1, NFIN-DD2, NFIN-DD3, and NFIN-DD4. The financial bond issuers, by contrast, are sorted into two credit-risk categories, denoted by FIN-DD1 and FIN-DD2, based on the median of the DD distribution.
To control for maturity, we further split each DD-based bin of nonfinancial credit spreads into four maturity categories: a. NFIN-MTY1: credit spreads of bonds with the remaining term to maturity of more than one year but less than (or equal) to five years b. NFIN-MTY2: credit spreads of bonds with the remaining term to maturity of more than five years but less than (or equal) ten years c. NFIN-MTY3: credit spreads of bonds with the remaining term to maturity of more than ten years but less than (or equal) to fifteen years d. NFIN-MTY4: credit spreads of bonds with the remaining term to maturity of more than fifteen years
Given the substantially smaller sample of bonds issued by firms in the financial sector, we split the two credit-risk categories in this sector into two maturity categories: 16 Excess equity returns, which include dividends and capital gains, are measured relative to the yield on one-month Treasury bills. a. FIN-MTY1: credit spreads of bonds with the remaining term to maturity of more than one year but less than (or equal) to five years b. FIN-MTY2: credit spreads of bonds with the remaining term to maturity of more than five years.
All told, this gives us sixteen nonfinancial and four financial DD/maturity bond portfolios. Within each of these portfolios, we compute a weighted average of option-adjusted credit spreads in month t, with the weights equal to the market value of the outstanding issue.
The DD-based portfolios considered thus far were based on asset prices of a subset of U.S. corporations: firms with senior unsecured bonds that are traded in the secondary market. We also consider a broader set of DD-based financial indicators by constructing the same type of portfolios using the distance-to-default estimates and excess equity returns for the entire matched CRSP-Compustat sample of U.S. corporations. Given the large number of firms in any given month, we increase the number of bins by sorting, for both nonfinancial and financial firms separately, the DDs and excess equity returns in month t into ten deciles based on the distribution of the distance to default in month t − 1. As before, the conditional DD portfolios are constructed by computing a weighted average of DDs in month t for each DD decile, whereas the stock portfolios are computed as a weighted average of excess equity returns in month t. This procedure yields twenty additional DD-based portfolios for the nonfinancial sector and another twenty portfolios for the financial sector. 17
III. Econometric Methodology
We examine the predictive content of the DD-based portfolios, as well as a large number of other predictors, within the Bayesian model averaging (BMA) framework, an approach that is particularly well suited to deal with model uncertainty. Initially proposed by Leamer (1978) , BMA has been used extensively in the statistics literature (see, for example, Raftery, Madigan, & Hoeting, 1997, and Chipman, George, & McCulloch, 2001 ). The BMA approach to model uncertainty has also found numerous econometric applications, including the forecasting of output growth (Min & Zellner, 1993; Koop & Potter, 2004) ; the forecasting of recession risk (King, Levin, & Perli, 2007) , cross-country growth regressions (Fernandez, Ley, & Steel, 2001b; Sala-i-Martin, Doppelhofer, & Miller, 2004) , exchange rate forecasting (Wright, 2008) , and the predictability of stock returns (Avramov, 2002; Cremers, 2002) .
A. Bayesian Model Averaging
We begin with a brief review of the formal Bayesian justification for our model-averaging approach. The researcher starts with a set of n possible models, where the ith model, denoted by M i , is parameterized by θ i . The researcher has prior beliefs about the probability that the ith model is truedenoted by P(M i )-observes data D, and updates her beliefs to compute the posterior probability that the ith model is the true model, according to
is the marginal likelihood of the ith model, P(θ i |M i ) is the prior density of the parameter vector θ i associated with the ith model, and P(D|θ i , M i ) is the likelihood function. Each model also implies a forecast. In the presence of model uncertainty, the BMA forecast weights each of the individual forecasts by their respective posterior probabilities. To operationalize a BMA forecasting scheme, the researcher needs only to specify the set of models, the model priors P(M i ), and the parameter priors P(θ i |M i ). In this paper, we follow a growing literature that considers a large set of very simple models. Specifically, the models are all linear regression models, with each model adding a single regressor to the baseline specification. More formally, the ith model in our framework is given by
where y t+h is the variable that the researcher wishes to forecast at a horizon of h periods; X it is the (scalar) predictor specific to model i; Z t is a (p × 1)-vector of predictors that are common to all models; and t+h iid ∼ N(0, σ 2 i ) is the forecast error. Without loss of generality, the model-specific predictor X it is assumed to be orthogonal to the common predictors Z t . In our setup, the vector of parameters characterizing the ith model is thus given by
The nth model, which is included in every BMA application in this paper, imposes the restriction β i = 0 and so has
In setting the model priors, we assume that all models are equally likely-that is, P(M i ) = 1/n. For the parameter priors, we follow the general trend of the BMA literature (Fernandez, Ley, & Steel, 2001a) in specifying that the prior for γ i and σ 2 i , denoted by p(γ i , σ i ), is uninformative and is proportional to 1/σ i , for all i, while using the g-prior specification of Zellner (1986) 
, where the shrinkage hyperparameter φ > 0 measures the strength of the prior; a smaller value of φ corresponds to a more dogmatic prior.
Lettingβ i andγ i denote the OLS estimates of the corresponding parameters in equation (4), the Bayesian h-periodahead forecast made from model M i at time T is given bỹ
)β i denotes the posterior mean of β i . In our framework, the marginal likelihood of the ith model reduces to
where SSR denotes the sum of squared residuals from a regression without X i 's and SSR i is the sum of squared residuals from model i. The posterior probabilities of the models can then be worked out from equation (2), and the final BMA forecast that takes into account model uncertainty is given bỹ
Clearly, the BMA forecast in equation (7) will depend on the value of the shrinkage hyperparameter φ. A low value of φ implies that the model likelihoods are roughly equal, and so the BMA forecast will resemble equal-weighted model averaging ( (Bates & Granger, 1969) . In contrast, a high value of φ amounts to weighting the models by their in-sample R 2 values, a procedure that is well known to generate poor outof-sample forecasting performance. Because the relationship between the out-of-sample root mean square prediction error and the parameter φ is often U-shaped, the best out-of-sample forecasts are obtained when φ is neither too small nor too large. Our baseline results are based on a standard value (φ = 4) taken from the literature, but we also conduct sensitivity analysis, which shows that our results are robust with respect to this choice.
We apply BMA to forecasting various indicators of economic activity using standard macroeconomic variables and asset market indicators as predictors. The common predictors Z t in the predictive regression (4) are a constant and lags of the dependent variable. It is worth emphasizing that we view the forecasting scheme proposed above a pragmatic approach to data-based weighting of models and make no claim to its Bayesian optimality properties. 18 18 As noted by a number of papers that employ the same data-based modelaveraging approach, several of the conditions for strict optimality are not met in typical macro time series applications. First, the regressors are assumed to be strictly exogenous. And second, the forecasts are overlapping h-stepahead forecasts, so the forecast errors less than h periods apart are bound to be serially correlated, even though it is assumed that they are i.i.d. normal. Nevertheless, BMA, like other methods that combine a large number of predictors to generate a forecast, may still have good forecasting properties, even if the premises underlying their theoretical justification are false (Stock & Watson, 2005) . In fact, ability to provide accurate out-of-sample forecasts is a stringent test of the practical usefulness of BMA in forecasting.
B. The Forecasting Setup
We focus on forecasting real economic activity, as measured by real GDP, real personal consumption expenditures (PCE), real business fixed investment, industrial production, private payroll employment, the civilian unemployment rate, real exports, and real imports over the period from 1986:Q1 to 2011:Q3. All of these series are in quarter-overquarter growth rates (actually 400 times log first differences), except for the unemployment rate, which is simply in first differences. Our objective is to forecast the cumulative growth rate (or the cumulative change in the case of the unemployment rate) for each of these economic indicators from quarter t − 1 through quarter t + h.
Specifically, let y t denote the growth rate in the variable from quarter t − 1 to quarter t. (In the case of the unemployment rate, y t denotes the first difference.) The average value of y t over the forecast horizon h is denoted by y C t+h = 1 h+1 h i=0 y t+i . The ith forecasting model in our setup is given by
where x it is one of the predictors listed in table 3 and p − 1, the number of lags, is determined recursively by the Bayes information criterion (BIC), conditional on β i = 0. The set of possible predictors listed in table 3 includes 15 different real-time macroeconomic series and 119 asset market indicators. Among the latter set are our 20 bond portfolios of option-adjusted credit spreads, as well as average DDs and excess equity returns for different default-risk portfolios; in addition, we consider the predictive content of the three Fama-French risk factors (the excess market return and the SMB and HML factors), stock return on industry portfolios, a range of standard interest rates and interest rate spreads, implied volatilities from options quotes, commodity prices, and commonly used credit spreads. 19 As noted above, the set of models considered also includes a model in which we restrict β i = 0. All told, our BMA forecasting scheme has 135 different models.
The timing convention in the forecasting regression (8) is as follows. We think of forecasts as being made in the middle month of each quarter. For macroeconomic variables, we use the February, May, August, and November vintages of data from the real-time data set compiled and maintained by the Federal Reserve Bank of Philadelphia; this includes data through the previous quarter for all the macroeconomic series that we consider. All asset market indicators are as of the end of the month from the first month of the current quarter and would have been available to forecasters as of the middle month of the quarter. All macroeconomic series come from the real-time data set maintained by the Federal Reserve Bank of Philadelphia. The NIPA series are in real terms (c-w, $2000). a The nominal Treasury yields between maturities of one-and ten-years are taken from the Treasury yield curve estimated by Gürkaynak et al. (2007) .
Importantly, our empirical option-adjustment procedure is also implemented in real time; that is, the parameters of the credit-spread regression (1) are estimated each month using only data available at that time. The resulting real-time coefficient estimates are used to compute the option-adjusted credit spreads, which are then sorted into the DD-based bond portfolios. 20 With these fully real-time data in hand, we then use BMA to construct forecasts of the values of the dependent variable for the current and next four quarters (h = 0, 1, . . . , 4). Thus, we are considering both "nowcasting" (h = 0) and prediction at horizons up to one year ahead.
We evaluate the accuracy of these BMA forecasts in a recursive out-of-sample forecast evaluation exercise, starting with the forecasts made in 1992:Q1 and continuing through to the end of the sample period in 2011:Q3. The implementation of BMA in this recursive forecasting scheme uses the g-prior (see the discussion above) with the same shrinkage hyperparameter φ for each date. This means that the prior is tighter for the forecasts that are made later in the forecast period-the data, of course, are also more informative at that point-a choice that is consistent with what a researcher would have done if she were applying BMA as a shrinkage device at each point in time.
An important issue in this type of real-time forecasting exercise is the definition of what constitutes the actual values with which to compare our forecasts. The macroeconomic indicators that we are forecasting are subject to benchmark revisions, and some of the series are also subject to definitional and conceptual changes. None of these changes seems sensible to predict in a real-time forecasting exercise. Accordingly, we follow a standard convention (Tulip, 2005, and Faust & Wright, 2009) , which is to measure actual realized values from the data as recorded in the real-time data set of the Philadelphia Fed two quarters after the quarter to which the data refer. In general, this implies that we are comparing our forecasts to the "first final" vintage in series from the National Income and Product Accounts (NIPA).
C. Inference
The accuracy of the BMA forecasts is evaluated by comparing the RMSPE (root-mean-square prediction error) of the BMA forecast to that obtained from a univariate autoregression: 21
Unfortunately, evaluating the statistical significance of the difference in RMSPEs from BMA and the direct autoregression is complicated by the fact that the forecasts are generated by nested models. As Clark and McCracken (2001) showed, the distribution of the Diebold and Mariano (1995) test statistic under the null hypothesis of equal forecast accuracy 20 Note that the real-time implementation of the option-adjustment procedure generates spreads that differ from the option-adjusted spreads underlying figure 3, where the option-adjustment procedure was implemented using the full data set.
21 This is a direct autoregression that projects y C t+h onto p − 1 lags of y t . An alternative would be to estimate an AR(p − 1) model for y t and then iterate it forward to construct the forecasts. This approach yielded very similar results.
has a nonstandard distribution in this case. Accordingly, we use a bootstrap to approximate the limiting distribution of the Diebold-Mariano statistic under the null hypothesis. In the bootstrap, the predictors are, by construction, irrelevant; nevertheless, they have time-series and cross-sectional dependence properties that are designed to mimic those of the underlying data. The resulting bootstrapped p-values hence allow us to test the null hypothesis of no improvement in forecast accuracy relative to the autoregressive benchmark.
The specific bootstrap resampling scheme used follows Gonçalves and Perron (2011) and Clark and McCracken (2012) . Specifically, we estimate two models: (a) a restricted model that involves estimating an AR(4) process for y t and (b) an unrestricted model that consists of a regression of y t on four lags of itself and the first three principal components of the entire predictor set. In each bootstrap replication, we then resample the residuals of the unrestricted model using a wild bootstrap and construct a bootstrap sample of y t using these resampled residuals, together with the coefficients from the restricted model (see Clark & McCracken, 2012 , for details. The predictor set, meanwhile, is held fixed, implying that the predictors are, by construction, irrelevant for the forecasting of the dependent variable in all samples. As implemented, this bootstrap preserves any conditional heteroskedasticity in the data. 22 Table 4 contains the relative out-of-sample RMSPEs of the BMA forecasts, based on the benchmark value of the shrinkage hyperparameter φ = 4. Bootstrapped p-values testing the null hypothesis that the relative RMSPE is equal to 1 are shown in brackets. For real GDP growth, the RMSPEs from the BMA forecasts, relative to those from the direct autoregression, are around 0.9 at all forecast horizons beyond the current quarter. As evidenced by the the associated p-values, these economically meaningful improvements in forecast accuracy are all statistically significant, at least at the 5% level.
IV. Results
The relative accuracy of BMA in forecasting output growth appears to reflect in part its ability to predict the growth of business fixed investment. In addition, BMA also does well in forecasting the external dimension of U.S. economic performance, namely, the growth of both exports and imports. Personal consumption expenditures, in contrast, are considerably less predictable. Although BMA is noticeably more accurate than the direct autoregression in forecasting consumption growth over the very near term, the relative RMSPEs are statistically indistinguishable from 1 at the two- 22 As a robustness check, we also computed p-values using a different bootstrap resampling scheme, which involved fitting an AR model for y t and a dynamic factor model to the predictors. We constructed bootstrap samples of y t and the predictors separately, so that the predictors were again irrelevant for forecasting the dependent variable. The exact details and the actual p-values for this alternative resampling scheme are available in the online appendix. All told, the two sets of bootstrap p-values are quite close to each other. Sample period: 1986:Q1-2011:Q3. The jump-off date for the out-of-sample recursive forecasts is 1992:Q1. The forecasted variable is the cumulative growth rate (or change in the case of unemployment rate) of each economic activity indicator over the specified forecast horizon. Entries in the table denote the ratio of the RMSPE from the BMA forecast to the RMSPE from a direct autoregression; the autoregressive benchmark is also included in the set of candidate models. Bootstrapped p-values (500 replications) for the test of the null hypothesis that the ratio of the RMSPEs is equal to 1 are reported in brackets (see the text for details).
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to four-quarter-ahead horizons. This result may reflect the fact that optimal consumption smoothing generally implies very little predictability of consumption growth, even if other more cyclical components of aggregate demand are forecastable.
Our BMA setup also implies economically and statistically significant gains in accuracy when predicting the growth of industrial production and changes in labor market conditions at both the near-and longer-term forecast horizons. In the case of industrial production, the relative RMSPEs lie between 0.9 and 0.96, improvements that are borderline statistically significant. The relative RMSPEs in the case of employment growth and changes in the unemployment rate are mostly around 0.88, values that are all significantly below 1 at a 5% significance level. 23 Note that the benchmark to which we compared the accuracy of our BMA forecasts is a simple univariate autoregression. An even simpler possible benchmark is given by a constant forecast, which is equal to the real-time sample average of the variable being predicted at all horizons. As it turns out, for sample periods dominated by the Great Moderation, a constant forecast is a relatively good benchmark because the macroeconomic indicators considered in our exercise seem to have contained little forecastable variation during this period. The counterpart to table 4 using this Sample period: 1986:Q1-2011:Q3. The jump-off date for the out-of-sample recursive forecasts is 1992:Q1. The forecasted variable is the cumulative growth rate (or change in the case of unemployment rate) of each economic activity indicator over the specified forecast horizon. Entries in the table denote the ratio of the RMSPE from the BMA forecast to the RMSPE from a direct autoregression; the autoregressive benchmark is also included in the set of candidate models. Bootstrapped p-values (500 replications) for the test of the null hypothesis that the ratio of the RMSPEs is equal to 1 are reported in brackets (see the text for details).
alternative benchmark is in the online appendix. The upshot of those results is that our BMA forecasts of cyclically sensitive indicators of economic activity still deliver economically and statistically significant reductions in RMSPEs relative to the constant forecast benchmark.
Overall, our first set of results indicates that for forecasting a range of real economic activity indicators, BMAwith (option-adjusted) portfolio credit spreads in the set of predictors-yields improvements relative to the univariate autoregressive benchmark that are both economically and statistically significant. The gains in forecasting accuracy are most pronounced for cyclically sensitive indicators of economic activity, such as the growth of business fixed investment and industrial production, as well as for indicators measuring changes in labor market conditions. 24 To gauge more precisely the information content of credit spreads in predicting economic activity, we repeat the above analysis, except that we exclude the twenty models that use the credit spreads in the DD-based bond portfolios from the pool of prediction models. As shown in table 5, very few of the entries are less than 0.97, and, especially at longer forecast horizons, most relative RMSPEs are greater than 1. This finding is consistent with the standard result that a majority of forecasting methods perform about as well as a univariate autoregression. These results also illustrate a sense of how the information content of our portfolio-based credit-spread indexes differs from that of the other real and asset market indicators in the predictor set: when assigning the weight to a Sample period: 1986:Q1-2011:Q3. The jump-off date for the out-of-sample recursive forecasts is 1992:Q1. The forecasted variable is the cumulative growth rate (or change in the case of unemployment rate) of each economic activity indicator over the specified forecast horizon. Entries in the table denote the ratio of the RMSPE from the BMA forecast to the RMSPE from a direct autoregression; the autoregressive benchmark is also included in the set of candidate models. Bootstrapped p-values (500 replications) for the test of the null hypothesis that the ratio of the RMSPEs is equal to 1 are reported in brackets (see the text for details).
predictor using only information available at the time of the forecast, the BMA method singles out the portfolio-based credit spreads and is able to exploit their predictive ability for future economic activity to improve significantly on the benchmark forecast.
Another way to highlight the predictive ability of credit spreads is shown in table 6, which contains the results of the forecasting exercise based only on models that include portfolio credit spreads as predictors. These results are very similar to those reported in table 4, which use the information content of the entire predictor set. Although restricting the predictor set to DD-based portfolios of credit spreads leads to some loss of predictive accuracy for real GDP growth, it actually improves the accuracy of the BMA forecasts for labor market indicators and business fixed investment. Because the autoregressive benchmark is embedded in all of these forecasting exercises, the results in tables 5 and 6 together imply that any forecasting gains over the univariate autoregression are due predominantly to the information content of credit spreads in our DD-based portfolios.
A. Which Predictors Are the Most Informative?
The vertical bars in the panels of figure 4 depict the final total weights-that is, the sum of posterior probabilitiesthat BMA assigns to variables in the following predictor subsets: PS-I, option-adjusted credit spreads in the 20 DDbased bond portfolios; PS-II, macroeconomic variables; PS-III, other interest rates and interest rate spreads; and PS-IV, all other asset market indicators. The AR buckets in each panel represent the final posterior probabilities that BMA assigned to the autoregressive benchmark. Results are shown for all the forecast horizons considered and for each of the eight different indicators of economic activity. Note that by construction, these probabilities sum up to 1 at each forecast horizon.
These results provide a visual confirmation of the information content of the option-adjusted credit spreads in our DD-based bond portfolios. With the exception of consumption growth, BMA assigns the vast majority of the posterior weight to credit spreads in the DD-based portfolios. But even in that case, most of the posterior weight for the near-term forecasts of the growth in real PCE (h = 0, 1, 2) is assigned to the portfolio credit spreads; at longer horizons (h = 3, 4), BMA forecasts of consumption growth assign some weight to the macroeconomic variables, but the accuracy of these forecasts is, according to table 4, statistically indistinguishable from those made by the benchmark autoregression.
It should be emphasized, however, that figure 4 shows the posterior probabilities for the different subsets of predictors as of 2011:Q3, that is, at the end of our sample period. In our real-time forecasting exercise, these posterior probabilities were updated each time a new forecast was made and thus, in principle, could have changed. Figure 5 illustrates how these probabilities evolved. Specifically, for each indicator of economic activity, the figure plots the total posterior weight attributed to the option-adjusted credit spreads in the twenty DD-based portfolios against the time that the forecast was made. (To conserve space, we show the posterior probabilities for the four-quarter-ahead forecast horizon only.)
In line with the specified prior, forecasts made in the 1990s assigned very little weight to the portfolio credit spreads. The macroeconomic outcomes during the 2000-2001 cyclical downturn led BMA to significantly increase, relative to other predictors, the posterior weight on the portfolio credit spreads, a pattern that was reinforced by the 2007-2009 financial crisis. In fact, by the end of our sample period, BMA assigns the vast majority of the posterior weight to the information content of credit spreads in the DD-based portfolios, a result consistent with those shown in figure 4. However, it is important to note that during the 1990s, a portion of the sample sample period that is included in the forecast evaluation, the real-time BMA forecasts of economic activity based on the entire predictor set would have differed markedly from those based only on the credit spreads.
The time series evolution of posterior weights is important because the prediction of cyclical turning points is of special interest in many forecasting applications. As Philippon (2009) emphasized, the anticipation of rising defaults associated with economic downturns may make corporate bond spreads a particularly timely indicator of an incipient recession. The result is also consistent with the recent work by Gertler and Kiyotaki (2010) , Gertler and Karadi (2011 ), Brunnermeier and Sannikov (2011 ), and He and Krishnamurthy (2013 , who introduce macroeconomic models in which shocks to the value of assets held by financial intermediaries-by reducing the supply of credit-have independent effects on the real economy.
Next, we examine the posterior weights implied by the forecasting exercise shown in table 5, a case in which the 1514 THE REVIEW OF ECONOMICS AND STATISTICS 
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The figure depicts the sum of final (as of 2011:Q3) posterior probabilities that BMA assigns to variables in the following predictor subsets: PS-I, option-adjusted credit spreads in the twenty DD-based bond portfolios; PS-II, macroeconomic variables; PS-III, other interest rates and interest rate spreads; and PS-IV, all other asset market indicators. The bars in the AR bucket represent the final posterior probabilities that BMA assigned to the autoregressive benchmark.
predictor set includes only the option-adjusted credit spreads in the twenty DD-based bond portfolios. Figure 6 depicts the total final posterior probabilities that BMA assigns to nonfinancial portfolios in each DD quartile (NFIN-DD1, NFIN-DD2, NFIN-DD3, and NFIN-DD4) and the posterior probabilities assigned to the financial portfolios in the two halves of the DD distribution (FIN-DD1 and FIN-DD2) . Results are shown for the one-quarter-ahead and four-quarter-ahead forecast horizons only. For ease of presentation, we also summed up the posterior probabilities across the maturity categories within each DD-based portfolio. By construction, therefore, these six posterior probabilities must sum to 1.
In forecasting economic activity over the subsequent quarter (h = 1), BMA tends to place most posterior weight on credit spreads based on portfolios that contain bonds issued by nonfinancial firms. At the four-quarter-ahead forecast horizon, in contrast, the posterior probabilities are concentrated on credit spreads based on portfolios that contain bonds issued by financial firms in the lower half of the credit quality spectrum; though not reported, most of that posterior probability is assigned to portfolios that contain longer maturity bonds (FIN-DD1-MTY2) .
B. Robustness Checks
The online appendix accompanying this paper contains a number of robustness checks. The results reported thus far have been based on the value of the shrinkage hyperparameter φ = 4. In the appendix, we show that our BMA forecasts generate relative RMSPEs that are less than 1 for a wide range of choices of φ.
The appendix also reports BMA forecasting results that rely on different forms of empirical option-adjustment techniques when constructing DD-based portfolios, as well as for the case when we construct the portfolios using raw (unadjusted) credit spreads. In general, we find that the BMA forecasts that use raw credit spreads continue to be more accurate, at least at shorter horizons, than the forecasts obtained from direct autoregressions. However, the gains in predictive accuracy are neither as large nor as consistent as those based on the option-adjusted credit spreads.
These results suggest that the information content of credit spreads on corporate bonds is significantly influenced by fluctuations in the values of embedded options. Given that the widely used credit spread indexes (for example, the Baa-Aaa and the "high-yield" spreads) are constructed using prices on both callable and noncallable bonds and that the portion of callable corporate debt is changing over time, this may also help explain the uneven forecasting performance of standard credit-spread indexes for future economic activity.
V. When Do Credit Spreads Forecast Best?
Predictive relationships between economic variables may be episodic, performing better at some times than at others (see, for example, Stock & Watson, 2009, and Rossi, 2013) . Therefore, it seems natural to ask if the ability of credit spreads to forecast economic activity owes its performance to recessions, expansions, or both. To formally examine this question, we consider the relative RMSPEs of the BMA forecasts over two different subsamples: (a) forecasts made for quarters that turned out to fall into NBER-dated contractions and (b) forecasts made for quarters that turned out to fall into NBER-dated expansions. When creating these two subsamples, we use the standard NBER business cycle dates and code quarters corresponding to peaks and troughs as being part of the recession.
Clearly this exercise is of no use to real-time economic forecasting: no forecaster ever knows whether the quarter for which the prediction is being made will turn out to be a recession or an expansion. Nevertheless, it is still useful as a diagnostic to understand, ex post, of course, when the predictability of credit spreads in the DD-based portfolios arose. 25 The results of this exercise are summarized in table 7. 
Imports
The figure depicts the sum of final (as of 2011:Q3) posterior probabilities that BMA assigns to the option-adjusted credit spreads in the DD-based bond portfolios. The results shown are for the case in which the predictor set includes only the option-adjusted credit spreads in the twenty DD-based bond portfolios (see table 6 ). The posterior probabilities for maturity categories within each DD bin-four in the case of nonfinancial portfolios and two in the case of financial portfolios-have been added together.
Depending on the measure of economic activity being predicted and the forecast horizon, the BMA forecast may be more accurate than the autoregressive benchmark during economic expansions alone. For example, the relative RMSPE of the BMA forecast is significantly below 1 when predicting real GDP growth and business fixed investment during economic expansions at the three-and four-quarter-ahead horizons; a similar result holds for the year-ahead change in the unemployment rate.
In economic terms, however, the estimated gains in predictive accuracy from our BMA forecasts appear to be greatest during economic downturns. During the two NBER-dated recessions in our sample, the relative RMSPEs are below 1 for all indicators and all horizons, with the sole exception Overall sample period: 1986:Q1-2011:Q3. The jump-off date for the out-of-sample recursive forecasts is 1992:Q1. The forecasted variable is the cumulative growth rate (or change in the case of unemployment rate) of each economic activity indicator over the specified forecast horizon. The table breaks out the forecasts into two subsamples: forecasts made for quarters that turned out to fall into NBER-dated expansions (left panel) and forecasts made for quarters that turned out to fall into NBER-dated recessions (right panel). The quarters corresponding to peaks and troughs are both coded as being part of the recession. Entries in the table denote the ratio of the RMSPE from the BMA forecast to the RMSPE from a direct autoregression for the two subsamples. The autoregression is also included in the set of candidate models. Bootstrapped p-values (500 replications) for the test of the null hypothesis that the ratio of the RMSPEs is equal to 1 are shown in brackets (see the text for details).
being the growth of real PCE at longer horizons. At the same time, the recessions typically span such a short period of time that the gains in forecast accuracy during economic contractions alone are statistically significant only at shorter horizons. All told, the documented improvements in overall predictive accuracy from BMA forecasts based on credit spreads in our DD-based portfolios appear to accrue mainly, though not exclusively, in recessionary periods.
VI. Conclusion
This paper has revisited the forecasting of real-time economic activity using a large number of macroeconomic and asset market indicators. Our contribution involved expanding the set of asset market indicators with credit spreads based on corporate bond portfolios sorted by the instrument's maturity and credit risk as measured by the issuer's distance to default. These portfolio credit spreads were constructed directly from the secondary market prices of a large number of senior unsecured bonds issued by U.S. financial and nonfinancial corporations. Using a flexible empirical credit-spread pricing framework, the micro-level credit spreads were adjusted for the callability of the underlying issue, a pervasive feature of the corporate cash market and one that significantly influences the information content of credit spreads for future economic activity.
To take explicitly into account model selection issues, we employed Bayesian model averaging techniques. Our results indicate that the accuracy of the BMA forecasts significantly exceeds-both economically and statistically-the accuracy of the forecasts obtained from a univariate direct autoregression, a benchmark that has proven to be quite difficult to beat when forecasting real-time economic activity.
The gains in forecasting accuracy stem almost exclusively from the inclusion of the option-adjusted portfolio credit spreads in the set of predictors: Bayesian model averaging consistently assigns very high posterior probabilities to models that include these asset market indicators. In contrast, if the portfolio credit spreads are omitted from the predictor set, the BMA forecasts of future economic activity are generally statistically indistinguishable from the forecasts obtained from a direct autoregression. This finding highlights the rich amount of information contained in corporate bond spreads, information, as Gilchrist and Zakrajšek (2012) argued, that may be particularly useful for identifying the importance of credit supply shocks in the determination of macroeconomic outcomes.
Although the combination of BMA and out-of-sample forecasting appreciably mitigates concerns about data mining, the sample period used in the analysis contains only three distinct recessions. Economic downturns in the United States have different causes, with factors such as monetary tightenings, oil price shocks, and bursting of asset price bubbles all having played varying roles in our historical sample. Time alone will tell how our BMA forecasts do in predicting future recessions. However, to the extent that significant disruptions in credit supply may also accompany future recessions, BMA forecasts using the information content of credit spreads in our DD-based bond portfolios will likely provide a timely and informative signal regarding the evolution of cyclically sensitive indicators of real economic activity, such as growth of business fixed investment and industrial output, as well as of changes in labor market conditions.
