We address the problem of designing IP networks where the traffic is routed using the OSPF protocol. Routers in OSPF networks use link weights set by an administrator for determining how to route the traffic. The routers use all shortest paths when traffic is routed to a destination, and the traffic is evenly balanced by the routers when several paths are equally short. We present a new model for the OSPF network design problem. The model is based on routing patterns and does not explicitly include OSPF weights. The OSPF protocol is modeled by ensuring that all pairs of routing patterns are subpath consistent, which is a necessary condition for the existence of weights. A Lagrangean heuristic is proposed as solution method, and feasible solutions to the problem are generated using a tabu search method. Computational results are reported for random instances and for real-life instances.
Introduction
The Open Shortest Path First protocol (OSPF) is one of the most commonly used Interior Gateway Protocols (IGPs) for routing data traffic in Internet Protocol (IP) networks. OSPF is a dynamic protocol where each router has access to a database containing the state of each link and a weight for each link. The database is used by the routers when they decide how the traffic is sent through the network. OSPF is said to be a link state based protocol, since only link related information is used for determining the routing.
A network operator controls the traffic of an OSPF network by assigning suitable values to the link weights. The routers use the link weights for determining the shortest paths to each destination. A router stores all outgoing links (also called interfaces) that belong to a shortest path to a destination in a routing table, and the router alters between these links in a round-robin fashion when traffic is sent to the destination. This means that all shortest paths to the destination are used. A widely accepted approximation is that the traffic is evenly balanced on all outgoing links that belongs to a shortest path, and this approximation is called the Equal-Cost Multi-Path principle (ECMP). A more detailed description of the OSPF protocol can be found in Moy (1998) .
In this paper, we consider the problem of designing OSPF networks at minimal cost. We are given the locations of routers, a set of potential links between these routers, and a set of traffic demands. The task is to decide the design of the network and to assign weights to the links such that all traffic demands can be satisfied without violating the installed link capacity on any link. The demands should be routed in accordance with the OSPF protocol. We assume that ECMP splitting applies and that all routers has access to identical databases.
As far as we know, the first optimization model for the design of OSPF networks problem was given in Bley, Grötschel, and Wessäly (2000) . A solution to their model is capable of routing a certain percentage of each demand even if a router or a link fails, so network survivability is considered. The ECMP principle is not modeled since the weights are assumed to give rise to unique shortest paths. Holmberg and Yuan (2004) presented the first network design model where the traffic is routed in accordance with the ECMP principle. A sequential method and a weight based search method are proposed as heuristical solution methods. A drawback with this formulation is that ECMP is modeled by introducing several groups of variables, and the model grows in size due to these variables. The ECMP splitting rule is modeled without introducing any additional variables in Broström and Holmberg (2006) , where a multiobjective mixedinteger model for the design of survivable OSPF networks is presented. Similar ECMP constraints have independently been developed in De Giovanni, Fortz, and Labbé (2005) . ECMP is modeled by introducing a single group of continuous variables in Tomaszewski, Pioro, Dzida, and Zagozdzon (2005) , where a mathematical model for the OSPF flow allocation problem is proposed.
All models discussed above are mixed-integer models, and have in common that the link weights are represented by integer variables, and that a binary shortest path variable is set to one if a link belongs to a shortest path towards a destination, and zero otherwise. The shortest path variables and the weight variables are connected by constraints that use a big-M parameter. This parameter makes the linear relaxation weak, and this could be a problem when solution methods are designed. There have for example been unsuccessful attempts of using Lagrangean relaxation on such models.
We present in this paper a new model for the OSPF network design problem. The model is based on routing patterns and does not explicitly include link weights. Since the big-M parameter originates from the link weights, difficulties related to this parameter can be avoided. Previous models use the link weights for ensuring that the demands are routed in accordance with the OSPF protocol, and since our model does not include any weights, we have to find other ways to ensure that the routing patterns are obtainable in an OSPF network.
The question of whether or not a set of desired routing patterns is realizable in an OSPF network has been studied in e.g. Ben-Ameur and Gourdin (2003) , Broström and Holmberg (2008) and Broström and Holmberg (2007) . These papers contain necessary conditions for the existence of weights, and the routing patterns can not be obtained simultaneously if any of these conditions is violated. One condition is based on subpath consistency, and it states that two patterns must contain identical routing paths between two routers if both patterns contains some routing path between the two routers. A pair of routing patterns that satisfy this condition for all pairs of routers is called subpath consistent. The routing protocol is in this paper modeled using constraints that ensure subpath consistency. This necessary condition has previously been used for the flow allocation problem in Staehle, Köhler, and Kohlhaas (2000) , and for network design problems with shortest path routing in Bley and Koch (2002) (point-to-point demands) and Prytz (2002) (multicast demands) . Note however that these papers consider nonbifurcated shortest path routing, i.e. routing on unique shortest paths.
As shown in the next section, subpath consistency is not a sufficient condition for the existence of weights, so our model is an approximative model for the OSPF network design problem. An optimal solution to our model is an optimal solution to the the OSPF network design problem if some routing weights yield shortest paths that are identical to the optimal routing patterns. If there are no such weights, the optimal solution to our model provides a lower bound of the optimal objective function value of the OSPF network design problem. We consider solving our model by Lagrangean relaxation and subgradient optimization, and feasible solutions to the OSPF network design problem are generated using a tabu search method. (A Lagrangean approach has previously been used for a closely related problem in Bley (2003) .)
The basic conditions for this work are as follows. N is the set of nodes, E is the set of bidirected links, and C is the set of commodities. Each commodity describes a demand of data communication, and our goal is to design a minimum cost network from the bidirected graph G = (N, E), such that all demands can be satisfied without violating the link capacity on any link. Each bidirected link (i, j) ∈ E has a fixed charge p ij , and a number of optical fibers with capacity u ij can be installed at unit cost f ij . If a bidirected link is installed between two nodes, the link can be used for routing traffic in both directions between the endnodes. The sum of traffic may however not exceed the link capacity. There is also an operating cost that depends on the usage of a link, and the unit cost for link (i, j) is c ij . Each commodity k ∈ C is represented by a triplet (o k , d k , h k ), and the demand volume h k should be routed from the origin, node o k , to the destination, node d k , in accordance with the OSPF protocol. We must also decide how to route the traffic through the network, and this is done by choosing link weights that routers use in their shortest path computations. The weights are directed, so different values can be assigned to opposite directions of each bidirected link. Therefore, we let A be the set of directed links obtained by replacing each undirected link (i, j) in E by the two directed antiparallel links (i, j) and (j, i).
The outline for this paper is as follows. The next section is used for describing routing patterns more in detail, and for defining subpath consistency more precisely. The mathematical model for the OSPF network design problem is presented in Section 3. A Lagrangean heuristic is proposed as solution method, and the method is described in Section 4. Section 5 contains results from computational tests. Concluding remarks are given in the last section.
Routing patterns
A routing pattern contains information about the paths used when traffic is routed between pairs of nodes. In principle, a routing pattern could contain the paths used by a single commodity, i.e. one or several paths from one origin to one destination, but a routing pattern could also contain all routing paths to a certain destination (or all paths from a certain origin). When all routing patterns are symmetric, i.e. when the same path should be used in both directions between two nodes, routing patterns could be represented by a set of undirected paths. If the routing patterns are non-symmetric, however, it is necessary to specify directed routing paths. The case with symmetric routing patterns can also be handled using directed paths, namely by specifying two oppositely directed paths between pairs of nodes, see Ben-Ameur, Michel, Liau, and Gourdin (2001) .
The question of whether or not a set of prespecified routing patterns can be realized in an OSPF network has previously been studied by a few research groups. A routing pattern can only be realized in practice if it is identical to a shortest path graph with respect to some set of link weights. If a pattern contains several paths between two nodes, all these paths should have the same minimal sum of link weights, while any other path between the two nodes should have a larger sum of weights. We say that a set of weights is compatible with a routing pattern if these requirements are satisfied. The weights should however be compatible with all routing patterns, so we call such weights compatible weights. Different routing patterns may contain contradictory information, so it is not certain that compatible weights exist.
Ben-Ameur and Gourdin (2003) study the case when each routing pattern consists of a single undirected path, which means that the same path should be shortest in both directions between the connected node pair. Several necessary conditions for the existence of compatible weights are presented, and one of them states that the set of routing paths must satisfy the suboptimality condition.
Definition 1 A set of routing paths P satisfies the suboptimality condition if, for all pairs of routing paths p 1 and p 2 in P having two nodes i and j in common, p 1 and p 2 share the same subpath between i and j. -Ameur et al. (2001) states that "the suboptimality condition excludes traffic load balancing", and that "routing patterns satisfying the suboptimality condition are necessarily symmetric", so suboptimality is not directly applicable for the case that we consider. It is however possible to generalize the concept of suboptimality for the case with non-symmetric routing patterns and load balancing, see Broström and Holmberg (2007) . This generalization is called subpath consistency, since the subpaths of different routing patterns has to be consistent. Subpath consistency will be defined more formally below, but let us first describe how routing patterns are defined in this paper.
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We introduce one routing pattern for each node in the network, and the routing pattern associated with node l is denoted A l . A l is supposed to describe all shortest paths to node l from any other node in the network, and A l is represented by the included links. The traffic is never routed in cycles in OSPF networks (since the weights are positive), so each A l is an acyclic set of links. A l is in this paper called the in-graph to node l, since it contains directed paths to node l from any other node in the node set. Note that A l is an in-tree for the special case when all shortest path to node l are unique.
The in-graphs are supposed to be shortest path graphs obtained from the same set of unknown weights, and such weights exist only if the different in-graphs contain similar paths. More specifically, if one in-graph contains a set of directed paths between two nodes, then these paths are supposed to be shortest, which means that the same directed paths should be included in any other in-graph where the two nodes are connected. If we let S l (s, t) denote all subpaths from node s to node t in A l , subpath consistency can be defined as follows.
Definition 2 A k and A l are subpath consistent if S k (s, t) = S l (s, t) for all s ∈ N and t ∈ N such that S k (s, t) = ∅ and S l (s, t) = ∅.
It is shown in Broström and Holmberg (2007) that a necessary condition for the existence of compatible weights is that all pairs of routing patterns are subpath consistent.
Mathematical model
We will now present a mixed-integer model of the OSPF network design problem. The model is based on routing patterns formed as in-graphs, and we ensure that each pair of in-graphs satisfies the necessary condition based on subpath consistency. The model will from this point be called the Subpath Consistent IP Network Design model (SCIPND).
The SCIPND model uses the following groups of variables. The binary variable q ij is 1 if link (i, j) ∈ E is installed, and 0 otherwise. The integer variable z ij denotes the number of capacity steps installed on link (i, j) ∈ E. Recall that p ij is the fixed charge for (i, j) ∈ E, and that f ij is the cost for a capacity step of size u ij . The flow variable x k ij denotes the fraction of commodity k ∈ C which is routed on the directed link (i, j) ∈ A. The flow variables are continuous since the demand volume h k can be routed on several paths towards the destination. The total flow of commodity k on link (i, j) is h k x k ij , and the operating cost is c ij per unit. The in-graphs are modeled using binary variables, and y l ij is 1 if (i, j) ∈ A is included in the in-graph with destination l ∈ N . Each in-graph A l = {(i, j) ∈ A : y l ij = 1} is, as mentioned earlier, a desired shortest path graph to node l. Finally, the binary variable τ l in is 1 if node n is reachable from node i in A l , and 0 otherwise. This group of variables will be used for ensuring that the in-graphs do not contain any directed cycles, and for ensuring that each pair of in-graphs is subpath consistent.
The objective function minimizes the cost of the network. The cost function consists of a sum of fixed charges, a sum of capacity costs and a sum of operating costs. The objective function is given below.
The multicommodity network design part of the model ensures that links and link capacities are installed, and that the demand volume of each commodity k ∈ C is routed from node o k to node d k without violating the installed link capacities.
Constraints 2 are standard flow conservation constraints, and ensure that the entire demand volume of each commodity is routed from the origin to the destination. Constraints 3 ensure that the total traffic on each bidirected link does not exceed the installed link capacity, and constraints 4 ensure that traffic is only routed on installed links. We will later ensure that a commodity can use only one direction of a bidirected link, so we have x k ij = 0 and/or x k ji = 0. This yields x k ij + x k ji ≤ 1, which is used in 4.
The next part of the model ensures that the y variables describe a set of in-graphs,
This part of the model also ensures that τ l in is set to 1 when A l contains a directed path from i to n.
Constraints 5 ensure that all nodes, except for the root node, has out-degree greater or equal to one. It thus follows that each node is connected to some other node, and this is obviously necessary if the node should be connected to node l.
Constraints 6 ensure that τ l ij = 1 when j is reachable from i by a path of length one, i.e. when y l ij = 1. Constraints 7 does the same thing for paths that consist of several links. This set of constraints can also be written as τ l in ≥ max j (y l ij + τ l jn − 1), so we get
e. y l ij = 1, and if node n is reachable from node j in A l , i.e. τ l jn = 1.
Constraints 8 state that each node is reachable from itself. Due to 8, constraint set 7 can also handle paths of length one. In this case we have n = j, so y l ij = 1 and τ l jj = 1 yields τ l ij = 1. Constraints 6 are therefore redundant and can be omitted, but we keep these constraints for explanatory reasons.
Constraints 6 and 7 ensure that τ l in = 1 and τ l ni = 1 if the y variables are set to one in a directed cycle including nodes i and n. It thus follows from constraints 9 that A l may not contain any directed cycles.
Let us now show that if constraints 5-9 are satisfied, A l = {(i, j) : y l ij = 1} is an in-graph to node l. We have already verified that A l may not contain directed cycles, due to 6-9, so it only remains to verify that all nodes are connected to node l. This is shown by assuming the opposite and getting a contradiction.
Let S is the set of nodes reachable from node n in A l , and let us assume that A l does not contain a directed path from node n to node l. We then have l ⊆ S. Summing up 5 for all i ∈ S yields i∈S j:(i,j)∈A y l ij ≥ |S|. We must have y l ij = 0 for all (i, j) ∈ A : i ∈ S, j ∈ S, since node j would otherwise be reachable from node n via node i. It thus follows that at least |S| links starts and ends in S, so S contains a directed cycle. This contradicts constraints 6-9, so we conclude that node l is reachable from node n. Since n was arbitrary chosen, node l is reachable from all n ∈ N , so A l is an in-graph to node l.
So far, we have ensured that τ l in is 1 when A l contains a path from node i to node n. However, it is not certain that τ l in is set to 0 when n is not reachable from i in A l , and this is ensured by the next part of the model.
Due to constraints 10, the auxiliary binary variable δ l ijn is 0 when node n is not reachable from node i in A l via link (i, j) (we may have n = j). Constraints 11 use δ to ensure that τ l in is 0 when node n is not reachable from node i in A l via any link (i, j). These constraints can also be written as 2τ l in ≤ max j (y l ij + τ l jn ), so we can only get τ l in = 1 if some link (i, j) is included in A l and if node n is reachable form node j in A l , i.e. if y l ij = 1 and τ l jn = 1 for some (i, j) ∈ A.
A pair of in-graphs is subpath inconsistent if the the two in-graphs contain different paths from one node to another. In order to ensure that a pair of in-graphs is subpath consistent, we must therefore ensure that if both in-graphs contain paths from node i to node j, then the set of all paths from i to j must be identical for the two in-graphs. This is ensured by constraints 12, as shown below.
Suppose that A 1 and A 2 contain paths from node i to node j. We then have τ 1 ij = 1 and τ 2 ij = 1. Now consider a path p from i to j. If p is included in A 1 , we have τ 1 in = 1, y 1 nm = 1 and τ 1 mj = 1 for all (n, m) ∈ p. The constraints in set 12, defined for l = 1 and l ′ = 2, then state 1 ≤ y 2 nm ∀(n, m) ∈ p, so the path p is included in A 2 . This holds for any path p, so each path from i to j in A 1 is also included in A 2 . On the other hand, if the path p is included in A 2 , we have τ 2 in = 1, y 2 nm = 1 and τ 2 mj = 1 for all (n, m) ∈ p. The constraints in set 12, defined for l = 2 and l ′ = 1, then state 1 ≤ y 1 nm ∀(n, m) ∈ p, so the path p is included in A 1 . This holds for any path p, so each path from i to j in A 2 is also included in A 1 .
We have thus shown that under the assumption that A 1 and A 2 contains paths from node i to node j, constraints 12 ensure that the same paths between the two nodes are included in A 1 and A 2 . This holds for all i, j ∈ N , so A 1 and A 2 are subpath consistent. This also holds for all l, l ′ ∈ N , so constraints 12 ensure that all pairs of in-graphs are subpath consistent.
A disadvantage with 12 is the large number of constraints. The following constraints are a relaxation of 12.
Constraints 13 are obtained if we let j = l ′ and n = i in 12, and constraints 14 are obtained if we replace l and l ′ in 12, let j = l ′ and n = i and add the valid inequality τ l jl ′ ≤ 1.
Constraints 13 and 14 ensure that each path from node i to node l ′ in A l also is included in A l ′ . These constraints are defined for all l ∈ N , so A ′ l will contain all paths from i to l ′ which are included in any other in-graph. (However, 13 and 14 do not ensure that all paths from i to l ′ in A l ′ are included in any other in-graph that contains a path from i to l ′ .)
The last part of the model ensures that each commodity is routed on links that belongs to the in-graph rooted at the destination, i.e. on desired shortest paths. The traffic should also be routed in accordance with the ECMP principle, so the traffic leaving a node should be evenly balanced on all outgoing links that belong to the in-graph rooted at the destination.
Constraints 15 ensure that x k ij = 0 if y d k ij = 0, so commodity k can not use links that are not included in A d k . An in-graph may not contain directed cycles (due to 6-9), so these constraints also ensure that each commodity uses at most one direction of each bidirected link. This is why the left-hand-sides in constraints 4 can not be greater than 1.
Let us now consider the ECMP constraints, set 16. First we note that the right-handsides can not be less than 1, since we have 0 ≤ x k ij ≤ 1 for all i ∈ N and k ∈ C. Furthermore, the left-hand-sides can only take values 0, 1, or 2, so a constraint is clearly redundant unless y 
These inequalities can only be satisfied if x k ij = x k ij ′ , so constraint set 16 ensures that the traffic of commodity k is evenly balanced on pairs of outgoing links that belong to a shortest path to the destination.
The ECMP constraints has previously been presented in Broström and Holmberg (2005) and Broström and Holmberg (2006) . Compared to the first linear formulation of ECMP, see Holmberg and Yuan (2004) , we do not introduce any additional variables, and this implies that the size of the model is significantly reduced. De Giovanni et al. (2005) has independently developed ECMP constraints for aggregated flow variables, and their constraints are very similar to ours. Compared to our formulation, one y variable has been eliminated from the left-hand-side, and this implies that the constant in the righthand-side of 16 can be reduced to 1. The right-hand-side is also divided with a constant, which is equal to the total demand volume at the destination.
The SCIPND model consists of minimizing 1 with respect to 2-16 and constraints defining the variable domains, i.e. 0 ≤ x ≤ 1; q, y, τ, δ ∈ {0, 1} and z ≥ 0, integer.
The Lagrangean heuristic
Preliminary experiments show that the SCIPND model is too hard to solve to optimality using a MIP solver, even for small and medium sized instances. If the SCIPND model is studied in detail, one finds that the variables x, z and q are only connected to the variables y and τ by the ECMP constraints. Furthermore, the subpath consistency constraints are the only ones connecting variables y and τ with different indices l. We will therefore propose a solution approach based on Lagrangean relaxation, where constraints 12, 13, 14, 15 and 16 are relaxed with Lagrangean multipliers r ≥ 0, s ≥ 0, t ≥ 0, u ≥ 0 and v ≥ 0, respectively. This gives the following Lagrangean function.
Note that c τ inl is non-negative, while c x ijk and c y ijl may become negative. Also note that Γ is a constant.
The Lagrangean subproblems
The proposed relaxation results in a Lagrangean subproblem that is separable into |N | + 1 subproblems. The first subproblem is a capacitated network design problem, which is well-known to be NP-hard. This problem is denoted DS 0 , and could by itself be solved using solution techniques based on Lagrangean relaxation, for example by applying Lagrangean relaxation of the node-balance constraints, as in Holmberg and Yuan (1998) , or of the capacity constraints, as in Crainic, Frangioni, and Gendron (2001) .
The remaining subproblems are minimization problems over the y, τ and δ variables under constraints 5-11 and y, τ, δ ∈ {0, 1}. The feasible sets describe in-graphs, and we get one subproblem for each in-graph since the constraints are separable in l ∈ N . The objective functions state that costs for links and costs for subpaths for each in-graph should be minimized. The subproblems are denoted DS l ∀l ∈ N , so subproblem DS l consists of finding a min-sum in-graph rooted at node l.
DS l has been simplified by relaxing constraints 10-11 and the integrality requirements on the τ variables. The δ variables can then be discarded since they only appear in constraints 10-11. As shown below, the optimal objective function value of the min-sum in-graph problem is not affected by these relaxations.
Constraints 10-11 ensure that τ l in is set to zero when the optimal in-graph contains no path from node i to node n, so if these constraints are relaxed, τ l in could be set equal to one even if the optimal in-graph does not contain a path from node i to node n. (This relaxation does not affect the y variables since the feasible set of DS l ensures that the y variables form an in-graph to node l.) Now we note that all τ variables have non-negative cost coefficients, so the optimal objective function value is either increased or unchanged if the values of some τ variables are increased. We thus conclude that the optimal objective function value can not be improved if constraints 10-11 (and variables δ) are discarded.
Subproblem DS l has also been simplified by relaxing the integrality requirements on the τ variables. For the same reasons as above, the optimal objective function value can not be improved by increasing the values of τ variables, and this also holds for rational values. Now it only remains to verify that the objective function value can not be improved by decreasing the values of τ variables that should be set equal to one.
Let us consider a path p from i 1 to i n in the optimal in-graph, i.e. we have y l ij = 1 for all (i, j) ∈ p. Summing up constraints 7 for all links in p and for j = i n yields
since all other τ variables cancel out. We have (i,j)∈p y l ij = |p| and τ l inin = 1, so we get τ l i 1 in ≥ 1. This holds for any path in the in-graph, so we conclude that τ l in will be set to one if the in-graph contains a path from node i to node n (even if the integer requirements on τ are relaxed). The optimal objective function value can therefore not be improved by decreasing the values of τ variables that should be set equal to one.
The min-sum in-graph problem is closely related to the min-sum arborescence problem, see e.g. Gondran and Minoux (1984) , but there are also some main differences between these optimization problems. One difference is that a feasible solution to the minsum arborescence problem contains at most one directed path between a pair of nodes, while a feasible solution to the min-sum in-graph problem may contain more than one directed path between a pair of nodes. Another difference is that the sum of link costs is minimized in the min-sum arborescence problem, while the sums of link costs and costs for subpaths are minimized in the min-sum in-graph problem. Chu and Liu (1965) and Edmonds (1967) has independently developed polynomial methods for the min-sum arborescence problem, and an O(|N 2 |) algorithm based on the Edmonds' algorithm has been presented by Fischetti and Toth (1993) . The differences between the min-sum arborescence problem and the min-sum in-graph problem unfortunately prevent us from using these solution methods.
The integrality property does not hold for DS l , so an optimal solution can not be found by solving the LP-relaxation. A feasible solution can however be generated by including at least one leaving link at each node (except at node l) and by ensuring that the included links do not form a directed cycle, i.e. by generating an in-graph to node l. If the cost coefficient of all τ variables are zero, it is easy to determine the cost for including a link into the in-graph, since the only cost associated with this decision is the link cost. It is however much more difficult to determine the actual cost for the decision when τ variables are associated with positive costs. In this case, the total cost depends of the link cost, the costs for subpaths that include the link, and the costs for subpaths that include the link and are formed by decisions taken later on. We have not been able to avoid this difficulty, and DS l is therefore solved using a MIP solver. We believe that DS l is NP-hard, but have not been able to prove it.
Subgradient optimization
A lower bound of the optimal objective value for the OSPF network design problem can be obtained by solving the Lagrangean subproblems for fixed Lagrangean multipliers. The best lower bound can be obtained by solving the Lagrangean dual problem (LD). If we let µ denote the Lagrangean multipliers (i.e. let µ = (r, s, t, u, v)), and if we let g l (µ) denote the optimal objective function value of subproblem DS l for fixed multipliers µ, the Lagrangean dual problem can be stated as
where
The Lagrangean multipliers will here be updated using subgradient optimization, see e.g. Poljak (1967) , Held, Wolfe, and Crowder (1974) and Shor (1985) , and we let µ (γ) denote the Lagrangean multipliers in iteration γ. The dual function g(µ) is a piecewise linear function and its function value is found by solving the Lagrangean subproblems. The optimal solution of the Lagrangean subproblems, (x,z,q,ȳ,τ ), provides a subgradient, ξ (γ) = (ξ r , ξ s , ξ t , ξ u , ξ v ), which is computed as
Note that ξ (γ) is an ǫ−subgradient if the subproblems are approximately solved. The Lagrangean multipliers are updated by taking a step of length α (γ) in the direction given by ξ (γ) from the current iterate, i.e. µ (γ+1) = (µ (γ) + α (γ) ξ (γ) ) + . We use the so called Poljak step as step length, which can be computed as
where 0 < λ (γ) < 2 andv is a target value and should be equal to the optimal objective function value.
Generating feasible solutions
The solution to the Lagrangean subproblem, (x,z,q,ȳ,τ ), can also be used as input to a heuristic for generating upper bounds of the optimal objective function value for the OSPF network design problem. The in-graphs, A l = {(i, j) ∈ A :ȳ l ij = 1} ∀l ∈ N , are supposed to be shortest path graphs obtained from certain link weights, but it is not certain that such weights exist. If compatible weights exists, we want to find them, and if no such weights exist, we want to find a set of weights that yields shortest path graphs that are similar to the in-graphs. Such weights can be found by solving the Artificial Weight Finding Problem (AWFP), which is based on a model from Broström and Holmberg (2008) .
The input to AWFP is the in-graphs A l ∀l ∈ N , which define the feasible set. AWFP uses the following variables; w ij is the weight of link (i, j), π l i is the node potential for node i and in-graph A l , and a l ij is an artificial variable associated with link (i, j) and in-graph A l . The model in Broström and Holmberg (2008) is obtained by letting
It is shown in Frank (1995) that for fixed positive integer weightsw, there exists node potentials π satisfyingw ij + π i − π j ≥ 0 ∀(i, j) ∈ A. It is also shown that the potentials can be chosen such thatw ij + π l i − π l j = 0 is satisfied for links (i, j) that belong to a shortest path to node l, and such thatw ij + π l i − π l j ≥ 1 is satisfied for links (i, j) that do not belong to a shortest path to node l.
If there exists weights w (and node potentials π) such that w ij + π l i − π l j = 0 ∀(i, j) ∈ A l , ∀l ∈ N , and w ij + π l i − π l j ≥ 1 ∀(i, j) ∈ A l , ∀l ∈ N , then these weights give shortest path graphs identical to the in-graphs. All artificial variables can in this case be set equal to zero, and this yields an optimal solution to AWFP since its objective function value can not be negative. The artificial variables ensure that AWFP has a feasible solution even if there are no compatible weights, i.e. when it is impossible to satisfy
The artificial variables give a measure of the deviations from the desired in-graphs, and since the sum of artificial variables is minimized in the objective function, an optimal solution to AWFP yields a set of weights that violates the desired constraints as little as possible.
We will now present how feasible solutions to the OSPF network design problem are generated using the in-graphs. The heuristic first generates a set of weights by solving AWFP, and a shortest path graph to each node in the network is then computed using the weights. When all shortest paths to each destination are known, it is easy to compute OSPF flows with respect to the weights, simply by balancing the flow leaving a node evenly on all leaving links that belongs to a shortest path to the destination. A feasible solution to the OSPF network design problem is then obtained by installing links and link capacities such that no link is overloaded. The cost for the solution is computed by summing up fixed charges, capacity costs and operating costs i.e. by evaluating the objective function value for the SCIPND model. The next part of the heuristic tries to find better feasible solutions by applying a tabu search method, which is based on the weights. Let w 0 be the set of weights found by solving AWFP, let w i be the set of weights in iteration i, and let N (w i ) be the neighborhood of w i . N (w i ) contains sets of weights obtained by changing one weight in w i . We consider the same changes as in Holmberg and Yuan (2004) and Broström and Holmberg (2006) , so a weight is either (a) decreased such that some demand is routed differently, (b) increased such that some demand is routed differently, or (c) increased such that no demand uses the link. Each weight is thus changed in three different ways, and the weight is not changed more than necessary. The OSPF protocol uses positive weights, so a neighbor solution is discarded if the changed weight becomes non-positive. For implementational reasons, a neighbor solution is also discarded if the value of the weight exceeds 100. The weights in the neighborhood are evaluated in the same manner as w 0 , and the set of weights that yields the lowest objective function value is chosen as the next iterate. The same weight may not be changed for the next T iterations.
Let us now describe the heuristic in a more algorithmic fashion. Here,v is the upper bound to the optimal objective function value of the OSPF network design problem, i is the iteration counter, T is the length of the tabu list, and K is used as stopping criterion.
The OSPF heuristic 
3. If v(w i ) <v, store the solution and letv = v(w i ). Ifv has not been improved for K iterations, go to 5.
4. For each w ∈ N (w i ); update the shortest path trees, compute OSPF flows, install link capacities, install links, and compute the design cost v(w). Let w i+1 = arg min w ∈ N (w i )v(w), let i = i + 1, update the tabu list, and go to 2.
5. Terminate the procedure with approximate objective function valuev.
Note that we may return to step 3 from step 4 if the best solution in the neighborhood (and its corresponding shortest path tree) is stored.
Dijkstra's method is used for computing shortest paths the first time step 2 is entered, and the shortest paths to each destination are stored in shortest path trees. A shortest path tree contains one shortest path from each node to the destination, and a vector of node potentials allows us to find all shortest paths. A thread index enables a preorder traversal of the tree, and it is possible to compute how much a certain weight has to be changed before some shortest path is affected by traversing a part of a tree and by checking all entering/leaving links. Since changing a single weight in general have minor impact on the shortest paths, substantial computational savings can be obtained if the shortest path are updated (and not recomputed) in step 4 and when step 2 is re-entered. This data structure is further described in Ahuja, Magnanti, and Orlin (1993) (Section 11.3), and has previously been used for OSPF networks in Broström and Holmberg (2006) .
Algorithm summary
Let us now summarize the Lagrangean heuristic for the OSPF network design problem.
Recall that µ (γ) denotes the Lagrangean multipliers in iteration γ, and that g(µ) is the dual function. We letv and v denote the best known upper and lower bounds of the optimal objective value, and we let T be the available solution time. Note that the step length parameter λ is increased when eitherv or v is improved, and that the parameter is decreased when neither bounds have been improved for 5 iterations.
The Lagrangean heuristic 1. Let γ = 0, λ (0) = 1.0, v = 0 andv = ∞. Initialize the Lagrangean mutipliers µ (0) to zeros.
Evaluate g(µ (γ) ) by solving the Lagrangean subproblems. If g(µ
3. Generate feasible solutions using the OSPF heuristic. Let h(µ (γ) ) be the objective function value for the best found solution. If h(µ (γ) ) <v, letv = h(µ (γ) ).
4. Compute the subgradient ξ (γ) , the steplength α (γ) and let
If v was updated in 2 or ifv was updated in 3, let λ (γ+1) = 1.2 · λ (γ) . If v andv have not be updated for five iterations, let λ (γ+1) = 0.95 · λ (γ) .
5. Terminate if the solution time exceeds T . Otherwise let γ = γ + 1 and go to 2.
Numerical experiments
Numerical results have been obtained from experiments on randomly generated test problems and on a few real life networks from the survivable network design data library SNDlib 1.0 (2005). The random networks are generated as follows. Coordinates for the nodes are randomly chosen, and each node is connected to its three (or four) closest neighbors by a directed link. If a node pair only has a link in one direction between the two nodes, a directed link is introduced in the other direction as well. This makes the network bidirected, and each node is connected to at least three (or four) other nodes. If the network is not connected, or if the removal of a single bidirected link makes the network disconnected, the network is discarded and new coordinates are randomly chosen.
The link costs are based on the Euclidean distance between the nodes, with a random variation added. The cost structure of the links, and the structure of demands, may affect the performance on the solution method. We have therefore generated instances with different types of data, and the different groups are displayed in Table 1 .
The properties of the random instances has been investigated by solving a capacitated network design problem (we minimize 1 with respect to constraints 2-4 and variable domains). The solution time was limited to 120 minutes, and the topologies of the best found solutions are found to be very different. Group T4 has large step costs, large demand volumes and small fixed charges, so the solutions consist of a large number of links. The topology is sparser for the instances in groups T1 and T5, and much sparser for the instances in groups T2 and T3.
Implementational details
Computations are performed on a 750MHz Sun-Blade-1000 with 3Gb physical memory. The Lagrangean subproblems are solved using the CPLEX solver version 6.5.1, and the heuristic has been implemented in C++. The solution time is limited to 120 minutes, which can be considered as fairly short solution time for this difficult problem.
To enable a larger number of iterations, which is important for finding good feasible solutions, the Lagrangean subproblems are solved approximately in the first 90 minutes of the solution time. Preliminary experiments show that a promising solution approach is to relax the integrality requirements on variables z in DS 0 while solving DS l to optimality, and this approach will be called setting S1. If it is too time-consuming to solve DS 0 using setting S1, the integrality requirements on variables q can be relaxed. If DS l is too time-consuming to solve, the number of branch-and-bound nodes can be limited to 400. This gives us three additional solution approaches, which are called settings S2, S3 and S4. The solution approaches are summarized in Table 2 .
Solving the Lagrangean subproblems approximately affects the quality of the lower bounds, so in order to get strong lower bounds, integrality requirements on variables z and q are reintroduced when 30 minutes remains of the solution time. In this part of the method, the time limit for solving DS 0 is set to 30 minutes.
A further relaxation used in these tests is to fix r to zero. The reason for this is the large number of these multipliers (|A||N | 4 ) , coupled with what we believe is a fairly limited effect of these constraints. Not doing this would most probably require more time for finding good values for the multipliers. If a longer time was allowed for the total solution process, this relaxation should probably not be done, so this is only a practical consideration for these specific tests. Due to the difficulty of the problem, different relaxations must be considered, and here we have three possibilities; Lagrangean relaxation, relaxation without Lagrangean multipliers and relaxation of integer requirements. Note however that with the help of the multipliers s and t constraints 13 and 14 are taken into account.
The Lagrangean multipliers are initialized to zero, and the tabu search heuristic uses parameter values T = 0.2|A| and K = 50 as long as no other values are specified. A large tabu list reduces the number of solutions investigated in each iteration, which is preferable for large-scale instances, and a small value of K enables a larger number of iterations to be performed. This allows the heuristic to be restarted from a larger number of initial solutions.
Experiments on sparse random networks
The solution method has first been used on random networks where each node is connected to at least three other nodes. Computational results are displayed in Tables 3-7 , and the tables are organized as follows. The first column shows the numbers of nodes, bidirected arcs and commodities for each test instance. The second column shows the setting used in the experiments. The lower and upper bounds of the optimal objective function value are given in columns v andv, and the next column shows the relative gap. Column Top shows the number of (bidirected) links in the best found solution. The next three columns show how large part of the solution time that is spent in the different parts of the method. (An asterix indicates that some subproblem requires more than one hour solution time.) The last column shows the total number of iterations performed. Table 3 contains computational results for group T1. The table shows that for instances with 14 to 22 nodes, more than 80 percentage of the solution time is spent in the tabu search heuristic, and this indicates that the Lagrangean subproblems are easily solved. For the largest instance, however, setting S1 uses almost 80% of the solution time for solving DS l , so if these subproblems are approximately solved (as in S2), more than tree times as many iterations can be performed. Settings S1 and S2 use a small part of the available solution time for solving DS 0 , so settings S3 and S4 have not been used.
The relative gaps vary between 1.1% and 4.3%, so both solution approaches work well for this group of instances. A difference is that setting S2 finds better feasible solution for some instances.
The instances in group T2 have smaller demand volumes than in group T1, so a smaller part of the objective function value originates from capacity costs. Setting S1 yields relative gaps between 3.7% and 12.3%, and setting S2 yields relative gaps between 3.3% Figure 1: Lower and upper bounds of the optimal objective function value found using S1 and S3 on the 16 node instance in group T2.
and 11.3%. Setting S2 yields better results than S1 for the largest instance since a larger part of the solution time is used for finding good feasible solutions.
The bounds found by settings S1 and S3 are shown in Figure 1 . The diagrams illustrate the bounds for the instance with 16 nodes, but they are representative for the other instances as well. The diagrams show that the lower bounds are much improved when integrality requirements on variables z and q are reintroduced. The diagrams also show that S1 improves the upper bound more frequently, so it seems possible that the upper bounds could be further improved if the solution time for S1 is longer, while this might be less likely for S3.
The instances in group T3 are identical to the ones in group T1, except for smaller step costs. Table 5 shows that setting S1 yields the smallest relative gaps for most instances. Settings S3 and S4 usually find slightly stronger lower bounds of the optimal objective function value, but the upper bounds are in general weaker than the ones found by S1 and S2.
The relative gaps are smaller in group T3 than in T2, and this indicates that the heuristic is better at handling large demand volumes than large step costs. We note that in a few cases the gaps are less than 0.5%.
Group T4 contains instances with small fixed charges, large step costs and large demand volumes. Table 6 shows that the topologies of the best found solutions are denser compared to the previous groups. The tabu search heuristic has previously been successful for instances with large demand volumes, so it is not surprising that the best found solutions are less than 5.3% worse than the optimal solution.
Finally, group T5 is comparable with group T1, since the demand volumes and the fixed charges has been decreased by similar factors. The solution method generates relative gaps between 3.5% and 8.9%, which is approximately twice as much as for group T1.
Our initial experiments on sparse random networks have shown that setting S2 seems to be a suitable solution approach when the fixed charges are not too large compared to the costs for capacity. This solution approach does not work as well when the fixed charges are too large, and this is because subproblem DS 0 is very time-consuming to solve for such instances. 
Experiments on dense random networks
We now study random networks with a larger number of bidirected links (each node is connected to at least four other nodes). The dense and the sparse instances has the same structure of demands and the same structure of link costs. We use setting S2 for the instances in groups T1, T4 and T5, since this solution approach has been preferable in our previous experiments. We use setting S4 for the instances in groups T2 and T3, since DS 0 is too hard to solve to optimality for larger instances when the fixed charges are dominating and when z has to be integer-valued.
Two different versions of the tabu search heuristic will be used, TS1 and TS2. TS1 is the version used on sparse random networks, and it evaluates all solutions in the neighborhood in each iteration and terminates when the best found solution has not been updated for 50 iterations. TS2 uses the same neighborhood as TS1, but the entire neighborhood is only evaluated when a best found solution recently has been found. If more than five iterations has passed since the best found solution was updated, each neighbor solution is evaluated with probability 0.15 and discarded otherwise. TS2 is terminated when the best found solution has not been improved for 300 iterations.
Computational results for groups T1, T4 and T5 are displayed in Table 8 . The table shows that setting S2/TS1 finds the best feasible solution in 2 instances, setting S2/TS2 finds the best feasible solution in 15 instances, and that the two settings find feasible solutions with the same objective value in one instance. The strongest lower bound is usually found using S2/TS2, so this approach yields the smallest relative gap in all Computational results for groups T2 and T3 are displayed in Table 9 . The table shows that solution approach S4/TS2 yields smaller relative gaps than S4/TS1 for all instances except one, but the relative gaps are in most cases quite large. If the fixed charges are dominating, it is even more important to solve DS 0 accurately in order to get strong lower bounds of the objective function value. When DS 0 is solved with integer requirements in the last iteration, the gap is still very large when the maximal solution time is reached, and this explains the large relative gaps.
Experiments on real life networks
We have finally used some real life instances from the survivable network design data library, SNDlib 1.0 (2005), see Table 10 . The first two columns show the name and the size of each network, and the remaining columns describe the cost structure. The parenthesis in column four shows if different types of capacity modules are available, and (2) means that small and large capacity steps can be installed.
The network called france fits exactly into the SCIPND model. The polska network allows small and large capacity steps to be installed, and this possibility is not considered in the SCIPND model. We have therefore constructed two new instances, polska-1 and polska-2, where it is only possible to install small capacity steps in the polska-1 network and large capacity steps in the polska-2 network.
The polska-1 network has demand volumes that are in the same approximate size as a capacity step and the fixed charges are equal to the costs for one capacity step, so this instance is similar to the instances in group T1. The capacity steps and the capacity costs are larger for the polska-2 network, but the fixed charges are the same, so this instance is more similar to the instances in group T5. We use solution approach S2/TS2 for both instances since this approach has been preferable for groups T1 and T5. We use the same solution approach for the france network, but also S4/TS2 since this instance is quite large. The france network has small demand volumes compared to the size of a capacity steps so we expect this network to be more challenging for our solution method. Computational results are displayed in Table 11 .
The relative gaps are very small for polska-1 and polska-2, so for these instances our solution approach perform well. Setting S2/TS2 yields the best result for the france network. Due to the problem size and the small demand volumes, this problem really would need a longer solution time, so the larger relative gaps are not unexpected. We have noticed that TS1 generates solutions with similar (or the same) objective function values in subsequent iterations, while the solutions generated by TS2 are more different. This indicates that the regions around a local optimum can be left more rapidly when a smaller part of the neighborhood is investigated in each iteration, and this is why S4/TS2 is capable of generating reasonable good solutions even if the initial solution is poor.
Conclusions
We present a new mixed integer model for the OSPF network design problem. The model is based on routing patterns in the form of in-graphs and does not explicitly include OSPF link weights. The routing protocol is modeled by ensuring that all pairs of routing patterns are subpath consistent, which is a previously known necessary condition for the existence of compatible weights. The equal-cost multi-path principle is modeled without introducing any additional variables. The validity of this complex model is proved, and its solvability is demonstrated by a solution method based on Lagrangean relaxation and subgradient optimization. Feasible solutions are generated using a tabu search heuristic. Computational tests are performed on random networks and on real life networks from SNDlib, and computational results show that the relative maximal errors of the solutions usually are decreased to reasonable levels, even when the available solution time is fairly limited.
