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Abstract 
Content Based Video Retrieval mainly focuses on automatic indexing, retrieval and management of video data. The first 
step of the Content Based Video Retrieval is Shot Boundary Detection. In this paper, we propose a new method for 
detecting shot boundaries in video sequences by extracting edge strength using orthogonal vectors from blocks of the 
frames. Also, we propose transition (boundary) identification procedure which is capable of detecting the shot / non shot 
boundaries in the video sequences. The evaluation of the proposed method is performed by testing on TRECVid video test 
set containing various types of shot transition with lighting effects, object and camera movement within the shots. The 
results show that the proposed method yields better result compared to that of the existing shot boundary detection methods. 
Also, validation of the proposed method is performed using the performance indices like MSE, RMSE, R2. 
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1. Introduction 
To date, the increasing use of internet leads to plentiful amount of digital video. On the other hand, the 
increasing availability of these data has not led to increase in easiness of access. Because of the video nature, it 
is inappropriate for traditional forms of data access, indexing, browsing and retrieval. Therefore, there is a need 
for new technologies and tools for effective and efficient accessing of these video data.  Content Based Video 
Retrieval (CBVR) mainly focuses on automatic indexing, retrieval and management of video data. The first step 
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of CBVR is Shot Boundary Detection (SBD). A video shot is defined as a sequence of frames captured 
uninterruptedly by a single camera (Hanjalic, 2002). Shot boundaries are classified into abrupt and gradual 
transitions. The gradual transition can be further classified into dissolve, wipe, fade in and fade out depending 
on the characteristics of the different editing effects. However, abrupt transition is sudden change from one shot 
to the other shot. Whereas, gradual transition takes place over sequence of multiple frames which are produced 
as a result of editing process. 
The task of the SBD is to identify the shot boundaries with their place of occurrence and the type of 
transition in the video sequences. Each frame in the video sequence is represented by numerical values called 
features. Many different representation methods exists which include pixel-based (Lienhart,1999), color 
histogram in Gargi et al., 2000 and Mas et al., 2003.  Zabih et al. 1999, Yoo et al. 2006 and Don et al. 2009, 
used edge features and multiple feature based method (Lian 2011). The two main factors which may mislead 
the detection process they are object / camera motion and lighting effects.  
In general, when compared to the features like pixel-based, color histogram, edge, and intensity (Lian 2011), 
edge based method (Zabih et al. 1999), is robust to lighting effects and slightly robust to motion. However, 
histogram based method (Mas et al., 2003), is robust to fast motion but lacks their performance when two 
consecutive frames have quite same histogram while their contents are dissimilar extremely. In paper (Zabih et 
al. 1999), the algorithms based on color histograms, chromatic scaling and edge detection are compared and it 
was reported that edge based approach is more accurate than histograms in detecting abrupt and are much less 
sensitive to motion than chromatic scaling. 
In paper (Yoo et al. 2006), the authors has considered the variance distribution of edge information in the 
frame sequence for identifying the gradual transitions and used normalized correlation coefficient for 
identifying the occurrence of abrupt transitions in the video sequences. The main drawback of this method is 
that they are sensitive to camera, object motion and extensive content change within the shot. Multiple features 
based shot boundary detection technique (Lian 2011) was proposed which uses predefined threshold value for 
each stage of the detection process. The authors (Don et al. 2009), have studied the problem of video shot 
boundary detection using an adaptive edge-oriented framework where multiple multilevel features are used. 
There is a need for an approach that is robust to both motion and lighting effects. 
In this paper, we propose a new automatic shot boundary detection method. In which, we use edge strength 
as feature vector which are extracted by projecting the blocks of the frames over the vector space. The feature 
extracted is robust to both lighting effects and motion in the video sequences. However, to find the shot 
boundaries, sum of absolute difference between the obtained features of the blocks of the corresponding frames 
are calculated. The resulting similarity difference values are categorized into shot boundaries or non shot 
transition frames using the proposed transition detection method. 
The rest of this paper is organized as follows. The proposed method is presented in section 2 along with the 
feature extraction and method for identifying transitions. Experimental results are discussed in section 3 and 
finally conclusion is derived in section 4.  
2. The Proposed Method 
The shot boundary detection scheme consists of three components (as shown in figure 1): feature extraction, 
visual content difference estimation, and boundary/non-boundary (transition) identification. In this paper, a 
new edge strength feature is proposed which is robust to the motion and lighting effects. The visual content 
difference value is calculated using the sum of absolute difference measure. In order to identify the boundaries 
in the detection process we proposed a transition identification method. The three components are discussed in 
next subsections. 
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Fig. 1. Block diagram of the shot boundary detection process 
2.1. Feature extraction 
To identify the occurrence of shot boundary correctly in the video sequence, we need to select effective 
features from the video frames which are robust to misleading factors such as camera/ object motion, zooming 
and lighting effects. Instead of considering the whole frame, representative features are extracted from each 
frame. As a pre-processing, each frame is made of 256 x 256 pixels size. To extract required features, the frame 
can be divided into 4x4 non-overlapping blocks ).,..,2,1(, ofblocksnomKm .  
An n-dimensional vector space is the set of all vectors of the form ),....,,( 21 nVVV . In general basis vectors 
are orthogonal (dot product of any two of them is zero) and orthonormal (dot product of each with itself is 1). A 
basis for an n- iV  for i=1,2,...,n. This simple basis is 
the Standard basis of the n-dimensional vector space. Let 21,VV  be the orthogonal vectors, where 
]1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1)[41(2
]1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1)[41(1
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                                                (1) 
Basis vector 1V  can represent the energy of a group of pixels which is half dark and half bright. Vector 
2V represents the higher frequency details of a block. The axis is denoted in the direction of )2,1(iVi as the 
ith axis. In our work, the orthogonal vectors 21,VV  are used to find the edge strength of the blocks of the frame. 
Let the projection values are noofblocksmzzZ mmm ...2,1},,{ 21 in a frame. That is, mZ  is the inner 
product of mK and iV . This can be given as follows: 
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mz1 and mz2 are the edge gradients in the vertical and horizontal directions, respectively, of the mK . To 
know how significant it is, we need a measure for calculating edge strength. The strength of an edge is defined 
to be the magnitude of the gradient vector and are given by 
2
2
2
1 )()(
mm
m zzG                                          (3) 
Thus, to simplify computation, the magnitute gradient or edge strength mG of mth block in the frame can be 
calculated as  
2
2
2
1 )()(
mm
m zzG                        (4) 
Edge strength mG  is considered as the feature for the mth block of the frame. The extracted features for all 
the blocks of the frames are used for shot boundary detection in our proposed method.  
2.2. Visual content difference estimation 
On obtaining the features the next step in the SBD process is finding the similarity / dissimilarity between 
the consecutive frames in the video sequences. The estimated difference values between the consecutive frames 
are calculated as the sum of absolute differences between the features of the blocks as given below: 
noofblocks
m
kmkmkk GGD
1
1,,)1,(                                                          (5) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. Demonstration of shot boundary occurrences 
where )1,( kkD  is the similarity differences between kth and k+1th frames, mG . More the difference value D, 
the corresponding frames are dissimilar it means that the frames belong to different shots. Shot boundaries are 
detected based on the estimated difference between the frames. The dissimilarity values which yield different 
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patterns a per the ground truth are shown in figure 2 where frame skipping is performed to visualize the 
different patterns. 
2.3. Transition identification 
According to the nature of the transition various difference values D in form of patterns are obtained and can 
be classified into shot/ non shot boundary regions. In general, when transition takes place the dissimilarity 
between the corresponding transition frames (Inter shot frame) will be more compared to that of the 
dissimilarity between the frames within the same shot (Intra shot frame). In order to identify shot boundaries 
perform the following steps: 
Step 1: Fit the dissimilarity values D to linear equation 21 pxpy , where 1p  and 2p  coefficients 
values varies for the video sequences based on the D. 
Step 2: Consider the peak values above the linear curve fitting by using the equation y . 
Step 3: For each peak, identify the start and end frame by using the following equations 
        
0 when increase  valuesi and 0,1,....=i where
2
0 when increase  valuesi and 0,1,....=i  where,
2
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When 0LK  set the corresponding frame as start frame and when 0RK  set the corresponding frame 
as end frame of the transition. 
Step 4: Calculate the number of frames (ie. frame difference, Df ) between the start and end frame, which 
decides whether the peak values result in shot boundary or not. 
otherwise
fORfif
transitionno
transition
boundary DD
40&&251,
 (7) 
Here, 1Df  for abrupt transition and 40&&25Df for gradual transition. False detection may occur 
when the Df value for the sequence of frames having object / camera motion lies in the gradual transition 
detection range.  All the shot boundaries in the video sequences are identified using steps 3 and 4. For figure 2, 
the linear equation y and its corresponding residuals are shown in figure 3. The regions above zero in the 
residual subplot only participate in the detection process. 
3. Experimental results and discussions 
The proposed video shot boundary detection algorithm is evaluated by using TRECVid video set taken from 
http://trecvid.nist.gov/. All these mpeg videos have been segmented manually through identifying the shot 
boundaries. In all, 641 shot transitions exist in these video sequences and various effects like object / camera 
motion, illumination, zooming effects also exist. The description of sample video dataset is summarized in the 
table 1. 
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Fig. 3. Linear equation and residuals for the dissimilarity values given in figure 2 
Table 1. Test Sequences 
 Video dataset Duration(s) Length ( Frames) Number of transitions 
Chinatown 211 3159 48 
Gweight 211 6119 59 
Grandrapidsselamsay 211 2535 24 
Conversomole 211 5275 22 
Batmangeek 211 5275 41 
Episodeone 211 6119 23 
Radio nessun 211 5275 27 
Anni005 195 5655 38 
Anni006 243 7047 41 
Anni009 145 4205 38 
BOR08 610 17690 197 
NAD53 386 11194 83 
Total  3056 79548 641 
The performance of the shot boundary detection algorithm is expressed in terms of the precision and recall.  
A correctly detected shot boundary is called a hit (C), a not detected boundary is called a missed hit (M) and a 
falsely detected is called a false hit (F). Then, Precision P= C/(C+F), Recall R=C/(C+M) and Combined 
Measure F1=2PR/(P+R) are calculated. The higher these ratios are, better the performance. We have 
implemented our proposed method in Matlab 7.6 (R2008a). The performance evaluation of the proposed 
method for the video sequences listed in table 1 is given in table 2 where the block size considered is 4 X 4. 
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The performance of our proposed work is compared with the existing related methods like multiple features 
(Lian 2011), Adaptive Edge oriented (Don et al. 2009), Localized edge block (Yoo et al. 2006), Color 
histogram (Mas et al. 2003). The results of these algorithms used on similar video sequences are shown in 
Table 3. From the table it is observed that the combined measure of the proposed method is 92% which is 
better than the other methods whose ratios are 80%, 88%, 79% and 77% respectively. The Precision, recall plot 
for the proposed method and other methods listed in table 3 are shown in figure 4. 
 
 Table 2. Performance evaluation of the proposed method 
 
 
Video sequences 
Proposed method (4 X 4) 
P V F1 
Chinatown 0.96 0.94 0.95 
Gweight 0.98 0.97 0.97 
Grandrapidsselamsay 0.96 0.92 0.94 
Conversomole 0.91 0.95 0.93 
Batmangeek 0.91 0.95 0.93 
Episodeone 0.96 0.96 0.96 
Radio nessun 0.93 0.96 0.95 
Anni005 0.90 0.95 0.92 
Anni006 0.83 0.93 0.87 
Anni009 0.92 0.92 0.92 
BOR08 0.95 0.93 0.94 
NAD53 0.89 0.96 0.92 
Average 0.92 0.94 0.93 
 
Table 3. Comparison of the proposed method with various existing methods 
 
Video 
Sequences 
Proposed Method 
 
Multiple features  [8] Adaptive Edge oriented [7] 
Localized Edge 
blocks [6] Color Histogram   [4] 
P V F1 P V F1 P V F1 P V F1 P V F1 
Anni005 0.90 0.95 0.92 0.88 0.79 0.83 0.87 0.91 0.89 0.73 0.79 0.76 0.67 0.84 0.74 
Anni006 0.83 0.93 0.87 0.74 0.78 0.76 0.82 0.89 0.85 0.63 0.73 0.67 0.78 0.71 0.74 
Anni009 0.92 0.92 0.92 0.82 0.82 0.82 0.87 0.93 0.90 0.71 0.79 0.75 0.84 0.71 0.77 
BOR08 0.95 0.93 0.94 0.78 0.81 0.80 0.86 0.91 0.89 0.91 0.91 0.91 0.78 0.83 0.80 
NAD53 0.89 0.96 0.92 0.71 0.83 0.77 0.81 0.97 0.88 0.80 0.90 0.85 0.72 0.82 0.77 
Average 0.90 0.94 0.92 0.79 0.81 0.80 0.85 0.92 0.88 0.76 0.83 0.79 0.76 0.78 0.77 
 
The proposed work can be validated using the statistical performance indices like Mean Square Error (MSE), 
Root Mean Square Error (RMSE), R- Squares (R2). These indices can take on any value between 0 and 1. 
MSE, RMSE values closer to 0 indicates a model which is more useful for prediction. R-square value closer to 
1 indicates that a greater proportion of variance is accounted for, by the model. Therefore, a model is said to be 
significant if error indices values are towards 0 and the R2 value closer to 1. The main objective of using these 
indices is to check whether the proposed model is significant compared to that of the ground truth. On 
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considering this, MSE, RMSE and R2 values are calculated and listed in table 4, where averages of MSE, 
RMSE and R2 are 0.0013, 0.0324 and 0.8621 respectively. On observing the average of indices it can be 
concluded that our proposed model is significant. 
Table 4.Performance Indices for the proposed model 
 
Video Sequences 
Proposed Method 
 
MSE RMSE R2 
Anni005 0.0011 0.0326 0.8516 
Anni006 0.0016 0.0395 0.7643 
Anni009 0.0014 0.0378 0.8470 
BOR08 0.0013 0.0361 0.8845 
NAD53 0.00026 0.0164 0.9635 
Average 0.00113 0.0324 0.8621 
4. Conclusions 
In this paper, a new method for shot boundary detection is presented. It makes use of the edge strength of 
the blocks as feature and a new transition identification procedure is also proposed. From the experimental 
results the proposed sedge strength based feature method outperforms histogram based method and other edge 
based method especially in the presence of fast motion and lighting effects. The proposed work is also 
validated using the statistical performance indices.  In future our focus will be on improving the performance of 
the detection process in the presence of explosions in the video sequences. 
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