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Предисловие
Данное учебное пособие предназначено для магистрантов мате-
матических факультетов, изучавших курс "Функциональный анализ
и интегральные уравнения". Здесь рассмотрены вопросы спектраль-
ного разложения самосопряженных операторов в гильбертовом про-
странстве, как ограниченных, так и неограниченных, которые в ос-
новном курсе для студентов, обучавшихся по программе бакалаври-
ата, не затрагивались совсем. Этот материал излагается в известных
учебниках [1–4], однако многие из них давно не переиздавались. Кро-
ме того, изложение в указанных пособиях часто опирается на мате-
риал, не содержащийся в стандартном курсе, и в основном касается
ограниченных самосопряженных операторов.
Материал учебного пособия соответствует односеместровому
курсу, читаемому в УрФУ для магистров второго года обучения.
Первым автором этого лекционного курса был академик РАН Ар-
лен Михайлович Ильин [5]. В настоящее время курс читается вторым
соавтором данного пособия. Структура и содержание курса неодно-
кратно обсуждались с Арленом Михайловичем. Предлагаемое учеб-
ное пособие является переработанным и расширенным вариантом
ранее изданного пособия А. М. Ильина [5]. К сожалению, уход из
жизни академика А. М. Ильина прервал нашу совместную работу.
Завершать начатое пришлось второму соавтору.
Предполагается, что читатели знакомы с понятием гильбер-
това пространства и его основными свойствами. Как прави-
ло, доказательства утверждений, получающиеся непосредствен-
ным применением соответствующих определений, не приводят-
ся. Изложение в достаточной мере замкнуто и не исполь-
зует ни общих конструкций C∗-алгебр, ни теории Гельфан-
да – Наймарка, ни тонких методов интегрального исчисления.
Для более углубленного изучения материала можно порекомен-
довать уже указанные учебники [1–4], а также современное изложе-
ние спектральной теории ограниченных самосопряженных операто-
ров в терминах категорий и функторов [6].
Список используемых обозначений
и соглашений
Если в утверждении, сформулированном с помощью преди-
катов, не указаны кванторы, то ко всем переменным подразу-
мевается квантор всеобщности.
Все вводимые термины при первом упоминании выделяют-
ся курсивом.
Комментарии внутри цепочки формул даются либо внутри
квадратных скобок, либо над символами отношений.
Если в теореме сформулировано несколько утверждений, то
номер доказываемого утверждения заключается в рамку. Раз-
личные этапы доказательства конкретного утверждения нуме-
руются без заключения номера в рамку.
Символом обозначается окончание доказательства или
замечаний (когда это необходимо).
Запись A :=B или B =: A означает, что A определяется
посредством B.
Для обозначения множеств натуральных, целых, рацио-
нальных, действительных и комплексных чисел используются
символы N, Z, Q, R и C соответственно.
Z+ :=N ∪ {0}.
Символ P используется в качестве общего обозначения для
R и C.
P[x] — множество полиномов над полем P.
Если λ ∈ C, то Re λ и Imλ — вещественная и мнимая части
числа λ соответственно.
Если λ ∈ C, то λ — число, комплексно сопряженное к λ.
Запись A ⊂ B или B ⊃ A означает нестрогое включение,
т. е. равенство A = B не исключено.
f(x) — значение отображения (функции) f в точке x, а
f(·) — само отображение (функция) f , которое используется
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для подчеркивания характера объекта, обозначенного симво-
лом f .




— сужение отображения f на A ⊂ D(f).
Часто у семейства множеств или элементов множества не








δk,n – символ Кронекера.
||x|| — норма элемента x нормированного пространства.
(x, y) — скалярное произведение элементов евклидова про-
странства.
l2 — гильбертово пространство последовательностей.
l2,fin — евклидово пространство финитных последователь-
ностей со скалярным произведением из l2.
M [a; b], C[a; b], Ck[a; b], L2(a; b) иW k2 (a; b) — нормированные
пространства функций (классов функций).
〈{ eα }〉 — линейная оболочка системы векторов { eα } в ли-
нейном пространстве. Вместо 〈{ e1, . . . , en }〉 часто пишется про-
сто 〈e1, . . . , en〉.
Под подпространством нормированного пространства пони-
мается замкнутое линейное многообразие.
M — замыкание множества M в нормированном простран-
стве.
I или IX — тождественное отображение множества X на
себя, т. е. Ix :=x.
L(X,Y ) — нормированное пространство линейных непре-
рывных операторов, определенных на нормированном про-
странстве X со значениями в нормированном пространстве Y .
L(X) :=L(X,X).
〈x, x∗〉 — значение линейного функционала x∗ на элемен-
те x, т. е. x∗(x).
xn→x0 — последовательность элементов {xn } нормиро-
ванного пространства сходится к элементу x0.
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xn
сл−→x0 — последовательность элементов {xn } нормиро-
ванного пространства слабо сходится к элементу x0.
KerA — ядро линейного оператора A.
ρ(A) — множество регулярных точек оператора A.
σ(A) — спектр линейного оператора A.
σd(A) — дискретный спектр линейного оператора A, т. е.
множество всех собственных чисел линейного оператора A.
An−→
M
A0 — последовательность линейных операторов
{An } поточечно сходится к A0 на множестве M , т. е.
Anx→A0x для любого x из M .
An ⇒ A0 — последовательность линейных операторов
{An } равномерно сходится к A0, т. е. ‖An −A0‖→ 0.
Математическая структура 〈X,R〉, где X — множество, а
R — набор различных отображений и отношений, часто обо-
значается одним символом X.
Множество, на котором определена математическая струк-
тура, часто обозначается так же, как и структура. Напри-
мер, обозначение нормированного пространства C[a; b] часто
используется для обозначения множества непрерывных на от-
резке [a; b] функций, на котором это нормированное простран-
ство определено.
1. Гильбертово пространство: сводка
результатов
В этой главе приводятся основные определения и факты
теории евклидовых и гильбертовых пространств (см., напри-
мер, [7, 8]).
Определение. Пусть X — линейное пространство над по-
лем P. Отображение (·, ·) : X2 → P называется скалярным про-
изведением на X, если:
1. (x, x)  0;
2. (x, x) = 0⇐⇒x = 0;
3. (λx + μy, z) = λ(x, z) + μ(y, z) — линейность по первому
аргументу.
4. (x, y) = (y, x) — комплексное сопряжение.
Замечание. Если P = R, то скалярное произведение сим-
метрично и, следовательно, линейно и по второму аргументу.
Таким образом, в этом случае (·, ·) есть билинейное отображе-
ние. Если P = C, то (z, λx + μy) = λ(z, x) + μ(z, y). В этом
случае (·, ·) — полуторалинейное отображение.
Определение. Линейное пространство со скалярным про-
изведением называется евклидовым пространством.
Пример 1.1. (x, y) :=
k∑
i=1
xiyi — скалярное произведение в
X :=Pk; lk2 :=〈X, (·, ·)〉.
Пример 1.2. (x(·), y(·)) :=
b∫
a
x(t)y(t) dt — скалярное про-
изведение в линейном пространстве X непрерывных на [a; b]
функций со значениями в P; L˜2[a; b] :=〈X, (·, ·)〉.
8
Теорема 1.1 (неравенство Коши — Буняковского). Если






Следствие. Если X — евклидово пространство, то
||x|| :=√(x, x) — норма на X.
Утверждение 1.1. Пусть X — евклидово пространство,
X  x = 0 и X  y = 0. Тогда
|(x, y)| = √(x, x)√(y, y) ⇐⇒ ∃P  λ = 0 : y = λx.
Следствие. Пусть X — евклидово пространство,
X  x = 0 и X  y = 0. Следующие утверждения
эквивалентны:





2. ||x + y|| = ||x||+ ||y||.
3. ∃λ > 0 : y = λx.
Замечание. Евклидово пространство является нормиро-
ванным пространством относительно нормы, порожденной ска-
лярным произведением, и, следовательно, метрическим про-
странством относительно метрики, порожденной этой нормой.
Определение. Полное евклидово пространство называет-
ся гильбертовым пространством.
Определения. Пусть X — евклидово пространство.
1. x ⊥ y := (x, y) = 0.
2. X1 ⊥ X2 :=∀x1 ∈ X1 ∀x2 ∈ X2 x1 ⊥ x2.
3. Система векторов { eα } называется ортогональной, если
∀α, β (α = β =⇒ eα ⊥ eβ).
4. Система векторов { eα } называется ортонормированной,
если она ортогональна и нормирована (т. е. ∀α ‖eα‖ = 1).
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5. Система векторов { eα } называется тотальной, если
(∀α x ⊥ eα) =⇒x = 0.
6. Множество {x ∈ X : ∀ y ∈ M x ⊥ y } ортогональных
элементов к множеству M обозначается M⊥.
7. x ⊥M := x ∈M⊥.
Теорема 1.2 (теорема Пифагора). Пусть X — евклидово
пространство; x, y ∈ X. Если x ⊥ y, то ||x+y||2 = ||x||2+||y||2.
Замечания. 1. В вещественном евклидовом пространстве
справедлива теорема, обратная теореме Пифагора.
2. В комплексном евклидовом пространстве теорема, обрат-
ная теореме Пифагора, несправедлива. Например, в X = C
|1 + i|2 = 2 = |1|2 + |i|2, но (i, 1) = i = 0.
Утверждение 1.2. Пусть X — евклидово пространство.
Тогда:



















Утверждение 1.3. В сепарабельном евклидовом про-
странстве всякая ортонормированная система векторов не
более чем счетна.
Утверждение 1.4. Если система ненулевых векторов в
евклидовом пространстве ортогональна, то она линейно неза-
висима.
10
Утверждение 1.5. Пусть X — евклидово пространство,
{ eα } ⊂ X, x ∈ X. Если ∀α x ⊥ eα, то x ⊥ 〈{ eα }〉.
Следствия. Справедливы следующие утверждения:
1. Пусть X — евклидово пространство, M ⊂ X. Тогда
M⊥ — подпространство, т. е. замкнутое линейное многооб-
разие.
2. Если система векторов в евклидовом пространстве пол-
на, то она и тотальна.
Утверждение 1.6. Пусть H — гильбертово простран-
ство, H1, H2 — линейные многообразия в H, H1 ⊥ H2 и
H3 :=H1 ⊕H2. Тогда (H3 — подпространство) ⇐⇒(
(H1 — подпространство) ∧ (H2 — подпространство)
)
.
Доказательство. =⇒ . Пусть H1  xn→x0 ∈ H3 =⇒
существуют такие x˜ ∈ H1 и y ∈ H2, что x0 = x˜ + y =⇒
H1  (xn− x˜)→ y ∈ H2 =⇒ 0 = (xn− x˜, y)→‖y‖2 =⇒ y = 0 =⇒
x0 = x˜ ∈ H1.
⇐= . Пусть H3  zn = xn + yn→ z0, где xn ∈ H1 и yn ∈ H2.
Тогда {zn} фундаментальна. Но
‖zn−zm‖2 = ‖(xn−xm)+(yn−ym)‖2 (1.2)= ‖xn−xm‖2+‖yn−ym‖2.
Поэтому {xn} и {yn} тоже фундаментальные последовательно-
сти. Тогда найдутся такие x0 ∈ H1 и y0 ∈ H2, что xn→x0 ∈ H1
и yn→ y0 ∈ H2. Поэтому z0 = x0 + y0 ∈ H3.
Теорема 1.3 (теорема Шмидта об ортогонализации). Для
любой линейно независимой системы векторов {xn } в евкли-
довом пространстве X существует ортонормированная си-
стема векторов { en } такая, что
∀n ∈ N 〈x1, . . . , xn〉 = 〈e1, . . . , en〉.
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Следствие. В сепарабельном евклидовом пространстве
существует не более чем счетная полная ортонормированная
система векторов.
Определения. 1. Пусть L — линейное многообразие в ев-
клидовом пространстве X. Ортогональной проекцией векто-
ра x на L называется вектор x̂ ∈ L : (x− x̂) ⊥ L.
2. Пусть X — метрическое пространство и M ⊂ X. Мет-
рической проекцией элемента x на множество M называется
элемент x̂ ∈M : ρ(x, x̂) = ρ(x,M).
Теорема 1.4. Пусть L — линейное многообразие в евкли-
довом пространстве X и x0 ∈ X. Тогда:
1. Если x̂0 — ортогональная проекция вектора x0 на линей-
ное многообразие L в евклидовом пространстве X существу-
ет, то она единственна и ||x̂0||  ||x0||.
2. Если x̂ ∈ L, то ((x̂ — ортогональная проекция x0 на
L) ⇐⇒ (x̂ — метрическая проекция x0 на L)
)
.
Определение. Ортогональную проекцию вектора x на ли-
нейное многообразие L в евклидовом пространстве (если она
существует) будем обозначать PrL(x).
Теорема 1.5. Пусть M — выпуклое и замкнутое мно-
жество в гильбертовом пространстве H. Тогда для любого
x0 ∈ X существует метрическая проекция x0 на M.
Теорема 1.6. M — подпространство гильбертова про-
странства H. Тогда ∀x ∈ H ∃PrM(x) и H = M ⊕M⊥.
Определения. 1. Если M — подпространство в гильбер-
товом пространстве, то M⊥ называют также ортогональным
дополнением (M до H).
2. Операторы вида PrM называются ортопроекторами.
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Определение. Пусть X — нормированное пространство.
Говорят, что {xn } ⊂ X слабо сходится к x0 ∈ X, и пишут
xn
сл−→x0 (или xn ⇀ x0), если
∀x∗ ∈ X∗ 〈xn, x∗〉→〈x0, x∗〉.
Утверждение 1.7. Пусть X — нормированное простран-
ство, {xn } ⊂ X и xn→x0. Тогда xn сл−→x0.
Замечание. В гильбертовом пространстве H
xn
сл−→x0 ⇐⇒ ∀ a ∈ H (xn, a)→(x0, a).
Теорема 1.7 (о критерии слабой сходимости в гильберто-
вом пространстве). Пусть H — гильбертово пространство.
Тогда следующие утверждения эквивалентны:
1. xn
сл−→x0.
2. {xn } ограничена, и
∀ y ∈ H1 (xn, y)→(x0, y),
где H1 — некоторая полная в H система.
Утверждение 1.8. Пусть X — нормированное простран-
ство и xn
сл−→x0. Тогда ||x0||  lim ||xn||.
Теорема 1.8. Пусть H — гильбертово пространство,
xn
сл−→x0 и ||xn||→ ||x0||. Тогда xn→x0.
Теорема 1.9. В гильбертовом пространстве замкнутый
шар слабо секвенциально компактен, т. е. из любой последо-
вательности его элементов можно выделить подпоследова-
тельность, слабо сходящуюся к некоторому элементу этого
шара.
В дальнейшем будем рассматривать в основном гильберто-
вы пространства.
2. Ограниченные операторы
В этой главе рассматриваются основные свойства линейных
ограниченных операторов и операторов, сопряженных к ним.
Определение. Пусть X, Y — нормированные простран-
ства и A : X → Y — линейный оператор. Будем говорить, что
оператор A строго отделен от нуля, если
∃ c > 0∀x ∈ X ||Ax||  c||x||, (2.1)
или, что то же самое, inf
||x||=1
||Ax|| > 0.
Утверждение 2.1. Пусть X, Y — нормированные про-
странства и A ∈ L(X,Y ). Тогда:
1. (A не является строго отделенным от нуля) ⇐⇒
⇐⇒
(
∃ {xn} ⊂ X
(
(‖xn‖ = 1) ∧ (Axn→ 0)
))
.
2. Если A−1 ∈ L(Y,X), то A строго отделен от нуля.
3. Если A строго отделен от нуля, то KerA = {0}.
4. Если X — банахово пространство и A строго отделен
от нуля, то ImA есть банахово пространство и, следова-
тельно, замкнуто.
Доказательство. 4 . Пусть ImA ⊃ { yn } фундаменталь-
на. Тогда
∃ {xn } ⊂ X : yn = Axn и ||xn − xm||  ||yn − ym||/c =⇒
=⇒ {xn } фундаментальна =⇒∃x0 ∈ X : xn→x0 =⇒
=⇒ Axn = yn→Ax0 ∈ ImA.
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Определение. Пусть H1, H2 — гильбертовы пространства
и A ∈ L(H1,H2), тогда A∗ — эрмитово сопряженный к A опе-
ратор, если
∀x ∈ H1 ∀ y ∈ H2 (Ax, y)H2 = (x,A∗y)H1 .
Утверждение 2.2. Пусть H1, H2 — гильбертовы про-
странства и A ∈ L(H1,H2). Тогда:
1. Существует оператор A∗ ∈ L(H2,H1), и справедливо
равенство ‖A∗‖ = ‖A‖.
2. (λA)∗ = λA∗, A∗∗ = A.
3. (ImA)⊥ = KerA∗, (KerA)⊥ = ImA∗.
4. Если ImA — подпространство, то (KerA)⊥ = ImA∗.
Утверждение 2.3. Пусть H — гильбертово простран-
ство и A ∈ L(H). Тогда
H = KerA⊕ ImA∗ = KerA∗ ⊕ ImA. (2.2)
Утверждение 2.4. Пусть H — гильбертово простран-
ство и {An } ⊂ L(H). Тогда:
1. Если для любого x ∈ H последовательность {Anx } схо-
дится и оператор A0 : H→H определен формулой
A0x := lim
n→∞Anx,
то A0 ∈ L(H).
2. Если A0 ∈ L(H) и An→
H
A0, то ∀x ∈ H A∗nx сл−→A∗0x.
3. Если B ∈ L(H) и ∀n ∈ N AnB = BAn, то A0B = BA0.
Теорема 2.1. Пусть H — гильбертово пространство,
операторы A : H → H и B : H → H являются линейными и
∀x, y ∈ H (Ax, y) = (x,By).
Тогда A, B ∈ L(H) и B = A∗.
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Доказательство. 1. Покажем, что B ∈ L(H). Предполо-
жим противное:
∃ yn ⊂ H (‖yn‖ = 1 ∧ ‖Byn‖ → ∞).
Но Byn порождает линейный непрерывный функционал ϕn
по формуле ϕn(·) :=(·, Byn), и справедливо соотношение
‖ϕn‖ = ‖Byn‖ → ∞. (2.3)
Поскольку для любого x ∈ H
‖ϕn(x)‖ = ‖(x,Byn)‖ = ‖(Ax, yn)‖  ‖Ax‖ · ‖yn‖  ‖Ax‖,
то последовательность {ϕn } поточечно ограничена, поэтому в
силу теоремы Банаха — Штейнгауза (см., например, [8, тео-
рема 3.2.1]) последовательность { ‖ϕn‖ } тоже ограничена, что
противоречит соотношению (2.3).
2. ||Ax|| = sup
||y||1
|(Ax, y)| = sup
||y||1
|(x,By)|  ||B|| · ||x||.
3. (x,A∗y) = (Ax, y) = (x,By) =⇒ A∗ = B.
Определение. Пусть H — гильбертово пространство.
Оператор A ∈ L(H) называется самосопряженным, если
A∗ = A, т. е.
∀x, y ∈ H (Ax, y) = (x,Ay).
Множество всех самосопряженных линейных непрерывных
операторов в H будем обозначать saL(H).
Утверждение 2.5. Пусть H — гильбертово простран-
ство. Тогда:
1. Если A ∈ L(H), то A∗A, AA∗, A + A∗ ∈ saL(H).
2. Если A, B ∈ saL(H) и λ ∈ R, то
λA, A + B, ABA ∈ saL(H).
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3. Если A, B ∈ saL(H), то
(
AB = BA ⇐⇒ AB ∈ saL(H)
)
.
4. Если {An } ⊂ saL(H) и для любого x ∈ H последователь-




5. Если A ∈ saL(H) и n ∈ N, то
(
Ax0 = 0 ⇐⇒ Anx0 = 0
)
.
Определение. Пусть H — гильбертово пространство и
A ∈ L(H). Примем обозначение QA(x) :=(Ax, x).
Утверждение 2.6. Пусть H — гильбертово простран-
ство над полем P и A ∈ L(H). Тогда:
1. QI(x) = ‖x‖2.
2. ∀λ ∈ P QA(λx) = |λ|2QA(x).
3. Для QA(x) справедлива оценка
|QA(x)|  ‖A‖ · ‖x‖2. (2.4)
4. Если L(H)  An−→
H
A, то QAn(x)→QA(x).





























6. Если P = R, то для любых x, y ∈ H




QA(x + y)−QA(x− y)
)
.
7. Если P = C, то
(
A = B ⇐⇒ QA = QB
)
.
8. Если A ∈ saL(H), то QA2(x) = ‖Ax‖2.
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Теорема 2.2. Пусть H — гильбертово пространство над
полем C. Если A ∈ saL(H), то
∀x ∈ H QA(x) ∈ R и σ(A) ⊂ R.
Доказательство. Первое утверждение очевидно. Дока-
жем второе. Пусть λ = α + iβ и β = 0.
1. Покажем, что (A− λI) строго отделен от нуля. Для лю-
бого x ∈ H справедливо соотношение
||(A− λI)x||2 = ((A− λI)x, (A− λI)x) =
= ||(A−αI)x||2+ ||iβx||2−((A−αI)x, iβx)−(iβx, (A−αI)x) =
= ||(A− αI)x||2 + ||iβx||2  β2||x||2.
Итак,
∀x ∈ H ||(A− λI)x||  |β| · ||x||,
поэтому в силу утверждения 2.1 множество Im (A−λI) замкну-
то и Ker (A− λI) = {0}.
2. Поскольку λ ∈ R, то Ker (A− λI) = {0} и
H
(2.2)
= Ker (A− λI)⊕ Im (A∗ − λI)∗ = Im (A− λI),
т. е. Im (A − λI) = H. Таким образом, (A − λI) — непре-
рывная линейная биекция H на H. Поэтому по теореме Ба-
наха об обратном отображении (A − λI)−1 ∈ L(H), т. е.
λ ∈ ρ(A).
Следствие. Пусть A ∈ saL(H), Ae1 = λ1e1, Ae2 = λ2e2 и
λ1 = λ2. Тогда e1 ⊥ e2.
Утверждение 2.7. Пусть H — гильбертово простран-
ство над полем C. Если A ∈ L(H) и ∀x ∈ H QA(x) ∈ R,
то A ∈ saL(H).
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Доказательство. В этом случае в силу формул (2.5) по-
лучим
4Re(Ax, y) = QA(x + y)−QA(x− y),
4Im(Ax, y) = QA(x + iy)−QA(x− iy), (2.6)
и, следовательно, (x,Ay) = (Ay, x)
(2.5)
= (Ax, y).
Теорема 2.3. (о норме самосопряженного оператора в
гильбертовом пространстве). Пусть H — гильбертово про-
странство. Если A ∈ saL(H), то ||A|| = sup
||x||=1
|QA(x)|.





2. Пусть x = 0, тогда |QA(x)|  α||x||2.
3. В силу первого из равенств (2.6) из п. 2 получим
4|Re (Ax, y)|  α||x + y||2 + α||x− y||2 = 2α(||x||2 + ||y||2).




Ax,Ax/||Ax||) = 4||Ax||  4α =⇒
=⇒ ||Ax||  α=⇒||A||  α.
Утверждение 2.8. Пусть H1, H2 — гильбертовы про-
странства и A ∈ L(H1,H2). Тогда ||A||2 = ||A∗A||.
Утверждение 2.9. Пусть H — гильбертово простран-
ство и A ∈ saL(H). Тогда следующие утверждения
эквивалентны:
1. Существует оператор A−1 ∈ L(H).
2. Оператор A строго отделен от нуля.
Доказательство. ⇐= . По утверждению 2.1 KerA = {0}
и ImA — подпространство. Поэтому в силу утверждения 2.2
ImA = (KerA∗)⊥ = (KerA)⊥ = H.
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Тем самым по теореме Банаха об обратном отображении опе-
ратор A−1 непрерывен на L(H).
Определение. Пусть H — гильбертово пространство над
полем C. Оператор A ∈ L(H) называется неотрицательным,
что обозначается A  0, если ∀x ∈ H QA(x)  0.
Замечания:
1. Часто оператор A  0 называют положительным.
2. Мы будем называть оператор A ∈ L(H) положительным
и писать A > 0, если
A > 0 := (A  0) ∧ (x = 0=⇒QA(x) = 0).
3. Можно рассмотреть и еще один класс линейных операто-
ров, которые будем называть строго положительными и обо-
значать A  0, а именно
A  0 := (A  0) ∧ (∃ c > 0 ∀x ∈ H QA(x)  c||x||).
4. Отметим, что в силу утверждения 2.7 неотрицательный
линейный оператор в гильбертовом пространстве над полем C
самосопряжен.
Определение. Пусть H — гильбертово пространство над
полем R. Оператор A ∈ L(H) называется неотрицательным,
что обозначается A  0, если A = A∗ и
∀x ∈ H QA(x)  0.
Замечание. Пусть H — гильбертово пространство над по-
лем P и A ∈ L(H). Если A > 0, то A ∈ saL(H), а если A  0,
то A > 0 и оператор A строго отделен от нуля.
Утверждение 2.10. Пусть H1, H2 — гильбертовы про-
странства и A ∈ L(H1,H2). Тогда A∗A  0 и AA∗  0.
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Следствие. Пусть H — гильбертово пространство и
A ∈ saL(H). Тогда A2  0.
Определение. Пусть H — гильбертово пространство и
A ∈ saL(H). Введем обозначения:
m(A) := inf
||x||=1
QA(x), M(A) := sup
||x||=1
QA(x). (2.7)
Утверждение 2.11. Пусть H — гильбертово простран-
ство и A ∈ saL(H). Тогда:
1. ∀λ ∈ R m(A− λI) = m(A)− λ, M(A− λI) = M(A)− λ.
2. Если 0 ∈ [m(A),M(A)], то A строго отделен от нуля.
3. A  0 ⇐⇒ m(A)  0.
4. A  0 ⇐⇒ m(A) > 0.
Лемма 2.1. Пусть H — гильбертово пространство и опе-
ратор A  0. Тогда ‖A‖ ∈ σ(A).
Доказательство. В силу теоремы 2.3 найдется последова-
тельность {xn } ⊂ H такая, что ||xn|| = 1 и (Axn, xn)→||A||.
Тогда
0  ||(A−||A||I)xn||2 = ||Axn||2+ ||A||2||xn||2−2||A||(Axn, xn) 
 2||A||2 − 2||A||(Axn, xn)→ 0.
В силу утверждения 2.9 ‖A‖ ∈ σ(A).
Теорема 2.4. Пусть H — гильбертово пространство и
A ∈ saL(H). Тогда
{m(A),M(A)} ⊂ σ(A) ⊂ [m(A),M(A)] и
||A|| = max{|m(A)|, |M(A)|}.
Доказательство. Примем обозначения α :=m(A) и
β :=M(A).
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1. Пусть Aα :=A − αI. Тогда Aα  0 и по теореме 2.3
||Aα|| = β − α. В силу леммы 2.1
||Aα|| = (β − α) ∈ σ(Aα) = σ(A)− α=⇒β ∈ σ(A).
2. Пусть Aβ :=βI − A. Тогда Aβ  0 и по теореме 2.3
||Aβ || = β − α. В силу леммы 2.1
(β − α) ∈ σ(Aβ) = β − σ(A)=⇒α ∈ σ(A).
3. Пусть λ > β. Тогда Aλ :=λI − A  0. В силу п. 2 и 4
утверждения 2.11 оператор (A − λI) строго отделен от нуля.
Тогда по утверждению 2.9 получим λ ∈ ρ(A).
Аналогично рассматривается случай λ < m(A).
Теорема 2.5 (о норме компактного самосопряженного
оператора в гильбертовом пространстве). Пусть H — гиль-
бертово пространство и A ∈ saL(H).
Если A ∈ compL(H), то
∃λ ∈ R ∃x0 = 0 (Ax0 = λx0 ∧ |λ| = ||A||),
т. е. ||A|| = max |σd(A)| (см., например, [8, теорема 3.15.4]).
Теорема 2.6 (теорема Гильберта — Шмидта о базисе из
собственных векторов самосопряженного оператора). Пусть
H — сепарабельное гильбертово пространство, оператор
A ∈ compL(H)⋂ saL(H). Тогда существует ортонормирован-
ный базис пространства H, состоящий из собственных век-
торов оператора A (см., например, [8, теорема 3.15.5]).
3. Свойства неотрицательных операторов
В этой главе рассмотрены важные свойства неотрицатель-
ных операторов.
Утверждение 3.1. Пусть H — гильбертово простран-
ство, A, B ∈ saL(H), A  0 и B  0. Тогда:
1. ∀n ∈ N An  0.
2. Обобщенное неравенство Коши:
∀x, y ∈ H |(Ax, y)|2  QA(x)QA(y). (3.1)
3. Для ‖Ax‖ справедлива оценка
∀x ∈ H ‖Ax‖2  ‖A‖QA(x). (3.2)
4. QA(x0) = 0 ⇐⇒ Ax0 = 0.
5. Ax0 + Bx0 = 0 ⇐⇒ Ax0 = 0 = Bx0.
Доказательство. 2 . 2.1. Если (Ax, y) = 0, то неравенство
(3.1) выполнено в силу того, что A  0.






x + λ(Ax, y)y
)
, x + λ(Ax, y)y
)
=
= λ2|(Ax, y)|2(Ay, y) + 2λ|(Ax, y)|2 + (Ax, x).
Поскольку A  0, то ∀λ ∈ R f(λ)  0.
2.3. Если (Ay, y) = 0, то и (Ax, y) = 0, поскольку в против-
ном случае f(λ)→−∞ при λ→−∞.
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2.4. Если (Ay, y) = 0, то f(λ) — неотрицательный квадрат-
ный трехчлен, поэтому его дискриминант не положителен:
4|(Ax, y)|4 − 4(Ax, x)|(Ax, y)|2(Ay, y)  0.
3 . ‖Ax‖4 = |(Ax,Ax)|2
(3.1)
 QA(x) · QA(Ax)
(2.4)

 QA(x) · ‖A‖ · ‖Ax‖2.
Определение. Пусть H — гильбертово пространство и
A,B ∈ L(H). Запись A  B (или B  A) означает, что опера-
торы A и B самосопряженные и (A−B)  0. Это неравенство
эквивалентно следующему соотношению:
∀x ∈ H QA(x)  QB(x). (3.3)
Утверждение 3.2. Пусть H — гильбертово простран-
ство и A, B, C ∈ saL(H). Тогда:
1. A  A.
2. A  B⇐⇒(−B)  (−A).
3.
(
(A  B) ∧ (B  A))=⇒(A = B).
4.
(
(A  B) ∧ (B  C))=⇒(A  C).
5. (A  B)=⇒ ((A + C)  (B + C)).
6.
(
(A  B) ∧ (R  λ  0))=⇒ ((λA)  (λB)).
7.
(
(B  0) ∧ (−B  A  B)=⇒(‖A‖  ‖B‖).
8. (0  A  B)=⇒(‖A‖  ‖B‖).
9. (‖A‖  K)⇐⇒(−KI  A  KI).
10. Если A  B  0 и Ax0 = 0, то и Bx0 = 0.
Доказательство. 7 . В силу (3.3) для любого x ∈ H тако-
го, что ‖x‖  1, имеем −QB(x)  QA(x)  QB(x). Поскольку
QB(x)  0, то
|QA(x)|  QB(x)
теор. 2.3
 ‖B‖ теор. 2.3=⇒ ‖A‖  ‖B‖.
9,=⇒ . Докажем неравенство KI  A:
(
(KI −A)x, x) = K‖x‖2 − (Ax, x) теор. 2.3 ‖x‖2(K − ‖A‖)  0.
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Неравенство A  (−KI) доказывается аналогично.
Утверждение 3.3. Пусть H — гильбертово простран-
ство, A0 ∈ saL(H), {An }, {Bn }, {Cn } ⊂ saL(H) и для любого








2. Если An ⇒ A0 и Cn ⇒ A0, то Bn ⇒ A0.
Теорема 3.1. Пусть H — гильбертово пространство,
{An } ⊂ saL(H), B ∈ saL(H) и
∀n ∈ N An  An+1  B (∀n ∈ N An  An+1  B).
Тогда существует A0 ∈ saL(H) такой, что
An−→
H
A0 и A0  B (A0  B).
Доказательство. Не ограничивая общности, можно счи-
тать, что An  0 при всех N. Тогда в силу п. 8 утвержде-
ния 3.2 при всех N справедливы неравенства ||An||  ||B||.
Тогда в силу неравенства (3.2) для любого x ∈ H и лю-
бых n, p ∈ N справедливо соотношение ‖An+px − Anx‖2 
 ‖An+p −An‖ ·QAn+p−An(x)  2‖B‖ ·QAn+p−An(x).
В силу условий теоремы последовательность {QAn(x) } мо-
нотонна и ограничена и поэтому является сходящейся. Таким
образом, последовательность {Anx } — фундаментальная, а
значит, и сходящаяся. В силу п. 4 утверждения 2.5 существует
A0 ∈ saL(H) такой, что An−→
H
A0.
Наконец, QB(x)  QAn(x)→QA0(x).
Лемма 3.1 (о представлении неотрицательного операто-
ра). Пусть H — гильбертово пространство, A ∈ L(H) и
A  0. Тогда существует последовательность операторов
{An } ⊂ saL(H) такая, что:
1. ∀C ∈ L(H) ((AC = CA)=⇒(∀n ∈ N AnC = CAn)).





Доказательство. Не ограничивая общности, можно счи-
тать, что
‖A‖  1 (3.4)
и, следовательно, в силу п. 9 утверждения 3.2 A  I.
Определим последовательность самосопряженных операто-
ров {An } ⊂ L(H) следующим образом:
A1 :=A, An+1 :=An −A2n. (3.5)
Отметим, что An — полином степени 2n−1 от A.
1. В силу следствия из утверждения 2.10 и формулы (3.5)
имеем An −An+1 = A2n  0, поэтому
∀n ∈ N I  A  An  An+1.
2. Индукцией по n ∈ N покажем, что ∀n ∈ N An  0.
Отметим, что при n = 1 доказываемое неравенство спра-
ведливо в силу условий леммы.






=⇒ An  A2n =⇒An+1
(3.5)
= An −A2n  0.
3. Поскольку An — полиномы от A, то
∀C ∈ L(H) AC = CA=⇒∀n ∈ N AnC = CAn.



















QA2n(x) с неотрицательными слагаемыми
сходится и, в частности, QA2n(x) = ‖Anx‖2→ 0.
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Утверждение 3.4. Пусть H — гильбертово простран-
ство, A, B ∈ saL(H) и AB = BA. Тогда:
1. Если A  0 и B  0, то AB  0.
2. Если A  B  0, то ∀n ∈ N An  Bn.
Доказательство. 1 . В силу леммы 3.1 для любого x ∈ H
получим:


















2 . An −Bn = (A−B)(An−1 + An−1B + . . . + Bn−1).
Теорема 3.2 (о существовании квадратного корня из неот-
рицательного ограниченного оператора). Пусть H — гильбер-
тово пространство, A ∈ L(H) и A  0. Тогда существу-
ет единственный оператор B ∈ L(H) такой, что B  0 и
A = B2.
При этом если оператор C ∈ L(H) такой, что AC = CA,
то BC = CB. В частности, AB = BA.
Доказательство. Как и при доказательстве леммы 3.1, не
ограничивая общности, можно считать, что ‖A‖  1. Тем са-
мым справедливо неравенство A  I.
Определим последовательность самосопряженных операто-
ров {Bn } ⊂ L(H) следующим образом:




Отметим, что Bn — полином от A, поэтому
∀n ∈ N ABn = BnA.
1. Индукцией по n ∈ N покажем, что
∀n ∈ N 0  Bn  Bn+1  I.
27
При n = 1 доказываемое соотношение очевидно.
Далее:







(I −A) + 1
2




(I −A) + 1
2
(Bn − I)2  0.
Теперь в силу утверждения 3.4






(I −Bn) + (I −Bn−1)
)
 0.
2. В силу теоремы 3.1 существует B ∈ L(H) такой, что
B  I и ∀x ∈ H Bnx→Bx.
Переходя во второй части соотношений (3.6) к пределу при
n→ +∞, получим A = B2.
3. Если C ∈ L(H) такой, что AC = CA, то в силу (3.6)
∀n ∈ N BnC = CBn,
а значит, и BC = CB.
4. Покажем единственность оператора B.
Пусть B˜ ∈ L(H) — еще один оператор такой, что B˜  0 и
B˜2 = A. Тогда
B˜3 = AB˜ = B˜A 3=⇒ BB˜ = B˜B.
Но 0 = B2 − B˜2 = (B + B˜)(B − B˜), поэтому для любого
x ∈ H и y :=(B − B˜)x получим (B + B˜)y = 0. Отсюда в силу
п. 6 утверждения 3.1 следует, что
By = 0 = B˜y =⇒ 0 = (B − B˜)y = (B − B˜)2x = 0.
28
Отсюда следует, что 0 = Q
(B−B˜)(x) = ‖(B − B˜)x‖2.
Определения. Пусть H — гильбертово пространство, опе-
ратор A ∈ saL(H).
1. Если A  0, то оператор B ∈ L(H) такой, что B  0












Утверждение 3.5. Пусть H — гильбертово простран-
ство, A ∈ saL(H). Тогда:
1. Если A  0, то |A| = A.
2. Если A  0, то |A| = −A.
3. Ax = 0 ⇐⇒ |A|x = 0.
4. Если B ∈ L(H) и AB = BA, то |A|B = B|A|.





где { en } — ортонормированный базис сепарабельного гильбер-
това пространства H, а {xn } — координаты вектора x в базисе
{ en }.













В этой главе рассматриваются операторы ортогонального
проектирования, которые играют важную роль при представ-
лении самосопряженных операторов.
Утверждение 4.1. Пусть H — гильбертово простран-
ство, а H1 — его подпространство. Тогда
PrH1x = x ⇐⇒ x ∈ H1.
При этом
ImPrH1 = H1, Ker PrH1 = H
⊥
1 , I − PrH1 = PrH⊥1 . (4.1)
Следствия. Пусть H — гильбертово пространство.
Тогда:
1. (P — ортопроектор)⇐⇒ ((I − P ) — ортопроектор).
2. Если P1, P2, — ортопроекторы, то
P1 = P2⇐⇒Ker P1 = Ker P2.
Утверждение 4.2. Пусть H — гильбертово простран-
ство, а P — ортопроектор в H. Тогда:
1. Если P = 0, то ‖P‖ = 1.
2. ‖x‖  ‖Px‖⇐⇒Px = x.
3. P 2 = P .
4. P ∗ = P .
5. I  P  0.
6. Если I = P = 0, то σ(P ) = {0, 1}.
7. QP (x) = ||Px||2.
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Доказательство. 1,2 . ‖x‖2 (4.1)= ‖Px‖2 + ‖(I − P )x‖2.
4 . Пусть x, y ∈ H. Тогда
(Px, y) =
(
Px, Py + (I − P )y) (4.1)= (Px, Py).
Аналогично (x, Py) =
(
Px + (I − P )x, Py) = (Px, Py). Тем
самым (Px, y) = (x, Py).
5 . В силу сдедующей цепочки равенств
(Px, x) 3= (P 2x, x) 4= (Px, Px) = ‖Px‖2  0
получим, что P  0.
В силу последнего равенства в соотношениях (4.1) оператор
(I − P ) является ортопроектором. Тем самым I − P  0.
6 . Пусть P = PrH0 , 0 = x0 ∈ H0 и 0 = x1 ∈ (H0)⊥. Тогда
Px0 = x0 и Px1 = 0, т. е. {0, 1} ⊂ σd(P ).
Пусть {0, 1}  λ ∈ σ(P ). Тогда в силу утверждений 2.9 и
2.1 найдется {xn} ⊂ H такая, что ‖xn‖ = 1 при всех n ∈ N и
имеет место сходимость (P − λI)xn→ 0. Но
P (P − λI)xn = (1− λ)Pxn→ 0.
Поэтому Pxn→ 0. Отсюда следует, что λxn→ 0. Тогда xn→ 0,
что противоречит соотношению ‖xn‖ = 1.
Теорема 4.1. Пусть H — гильбертово пространство, а
P : H → H — линейный оператор такой, что P 2 = P и
∀x, y ∈ H (Px, y) = (x, Py).
Тогда P — ортопроектор.
Доказательство. 1. Из второго условия в силу теоремы 2.1
имеем P ∈ saL(H).
2. Рассмотрим подпространство H1 :=Ker (I − P ). Тогда
x ∈ H1⇐⇒Px = x.
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Покажем, что P = PrH1 .
Для любых x ∈ H и y ∈ H1 справедливо соотношение
(x− Px, y) = (x− Px, Py) = (Px− P 2x, y) = (0, y) = 0.
Тем самым ∀x ∈ H x− Px ∈ H⊥1 .
Утверждение 4.3. Пусть H — гильбертово простран-
ство, H1 и H2 — его подпространства, а Pi :=PrHi (i = 1, 2).
Тогда:
1. P1P2 = 0⇐⇒P2P1 = 0⇐⇒H1 ⊥ H2.
2. (P1P2 — ортопроектор )⇐⇒P1P2 = P2P1.
3. (P1 + P2 — ортопроектор )⇐⇒P1P2 = 0.
В этом случае P1 + P2 = PrH1⊕H2 .
4. P1P2 = P2 ⇐⇒ P2P1 = P2 ⇐⇒
⇐⇒ ∀x ∈ H ‖P1x‖  ‖P2x‖ ⇐⇒ P1  P2 ⇐⇒ H1 ⊃ H2.
5. (P1 − P2 — ортопроектор )⇐⇒P1  P2.
В этом случае P1 − P2 = PrH1H2 .
Доказательство. 1 . 1.1. Так как 0 ∈ saL(H), то в силу
п. 3 утверждения 2.5 P1P2 = P2P1.
1.2. Пусть x ∈ H1 и y ∈ H2. Тогда P1x = x и P2y = y.
Отсюда следует, что
(x, y) = (P1x, P2y)
п.4. утв. 4.2
= (x, P1P2y) = 0.
1.3. H1 ⊥ H2 =⇒ ∀xi ∈ H Pixi ∈ Hi =⇒
=⇒ 0 = (P1x1, P2x2) = (x1, P1P2x2) =⇒
=⇒ ∀x2 ∈ H P1P2x2 = 0=⇒P1P2 = 0.
2,⇐= . В силу п. 3 утверждения 2.5 P1P2 ∈ saL(H). При
этом (P1P2)2 = P1P2P1P2 = P 21 P 22 = P1P2. Теперь осталось
применить теорему 4.1.
3,=⇒ . В силу следующей цепочки равенств
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P1 + P2 = (P1 + P2)2 = P 21 + P1P2 + P2P1 + P
2
2 =
= P1 + P1P2 + P2P1 + P2,
справедливо равенство P1P2 +P2P1 = 0. Умножив его слева на
P1, получим P1P2 + P1P2P1 = 0. Поэтому
P1P2 = −P1P2P1
п. 2 утв. 2.5∈ saL(H) п. 3 утв. 2.5=⇒ P1P2 = P2P1.
4 . 4.1. Пусть P1P2 = P2
2=⇒ P1P2 = P2P1 = P2.
4.2. Пусть P2P1 = P2. Тогда
||P2x|| = ||P2P1x||  ||P2|| · ||P1x||
п.1. утв. 4.2
 ||P1x||.




= ||P1x||2 − ||P2x||2  0.
4.4. Пусть P1  P2 и x ∈ H2. Тогда
0  QP1−P2(x) = ||P1x||2 − ||P2x||2 =
= ||P1x||2 − ||x||2 п.2. утв. 4.2=⇒ x = P1x=⇒x ∈ H1.
4.5. Импликация H2 ⊂ H1 =⇒P1P2 = P2 очевидна.
5 . В силу следствия из утверждения 4.1 имеем
((P1 − P2) — ортопроектор) ⇐⇒
⇐⇒ ((I − (P1 − P2) = (I − P1) + P2 — ортопроектор) 3⇐⇒
⇐⇒ (I − P1)P2 = 0 ⇐⇒ P1P2 = P2 4⇐⇒ P1  P2.
Теорема 4.2. Пусть H — гильбертово пространство, а
{Pn } — монотонная последовательность ортопроекторов в
H, т. е. либо ∀n ∈ N Pn+1  Pn, либо ∀n ∈ N Pn+1  Pn.




При этом в первом случае P0 = Pr 〈⋃
n
Hn〉, где подпро-




Доказательство. 1. Поскольку 0  Pn  I, то в си-
лу теоремы 3.1 существует оператор P0 ∈ saL(H) такой, что
0  P0  I и Pnx−→
H
P0x.
2. Поскольку для любых x, y ∈ H
(P 2nx, y) = (Pnx, Pny)→(P0x, P0y) = (P 20 x, y) и
(P 2nx, y) = (Pnx, y)→(P0x, y),
то (P 20 x, y) = (P0x, y) =⇒ P 20 = P0.
Тем самым по теореме 4.1 оператор P0 — ортопроектор.
Следствие. Пусть H — гильбертово пространство,
{Hn } — последовательность подпространств в H такая,
что для любого n ∈ N справедливо включение Hn+1 ⊃ Hn, а






Утверждение 4.4. Пусть H — гильбертово простран-
ство, {Pn }, P0 — ортопроекторы в H и ∀x ∈ H Pnx сл−→P0x.
Тогда ∀x ∈ H Pnx→P0x.
Доказательство. В силу п. 7 утверждения 3.1 имеем
‖Pnx‖2 = QPn(x) = (Pnx, x)→QP0(x) = ‖P0x‖2.
Поэтому по теореме 1.8 получим Pnx→P0x.
5. Разложение единицы, порожденное
самосопряженным ограниченным
оператором
В этой главе рассматриваются специальные семейства ор-
топроекторов, по которым строятся операторные интегралы.
Определение. Пусть H — гильбертово пространство. Раз-
ложением единицы в H называется семейство ортопроекторов
{ Iλ }λ∈R, удовлетворяющих следующим свойствам:
1. λ  μ=⇒ Iλ  Iμ (и тем самым IμIλ п. 4 утв. 4.3= Iλ).
2. ∀λ ∈ R Iλ−0 = Iλ.
3. lim
λ→−∞
Iλ = 0 и lim
λ→+∞
Iλ = I.
Пределы в п. 2 и 3 данного определения понимаются в смыс-
ле поточечной сходимости линейных операторов на H.
Утверждение 5.1. Пусть { Iλ } — разложение единицы в
гильбертовом пространстве H. Тогда:
1. Если Iλ = 0, то ∀μ  λ Iμ = 0.
2. Если Iλ = I, то ∀μ  λ Iμ = I.
3. Если a  b  c  d, то
(Ib − Ia)(Id − Ic) = 0, (Ic − Ib)(Id − Ia) = Ic − Ib. (5.1)
Определение. Будем говорить, что разложение едини-
цы { Iλ } в гильбертовом пространстве H сосредоточено на
[m,M ], если Im = 0 и IM = I.
Утверждение 5.2. Пусть { Iλ } — разложение единицы в
гильбертовом пространстве H. Тогда для любого x ∈ H функ-
ция q(λ;x) :=QIλ(x) = ‖Iλx‖2 есть неубывающая ограниченная
функция. При этом:
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1. Если λ  μ, то
q(μ;x)− q(λ;x) = ‖Iμx− Iλx‖2. (5.2)
2. lim
λ→−∞
q(λ;x) = 0 и lim
λ→+∞
q(λ;x) = ‖x‖2.
Определение. Пусть H — гильбертово пространство и
A ∈ saL(H).
Определим семейства операторов и подпространств, зави-
сящих от параметра λ ∈ R:
Aλ :=A− λI, Ĥλ :=Ker (Aλ − |Aλ|),
Îλ :=PrĤλ , Iλ = I − Îλ.
(5.3)
Отметим, что в силу (4.1)
Ker (Aλ − |Aλ|) = Ker Iλ. (5.4)
Далее покажем, что семейство ортопроекторов { Iλ }, опре-
деленное формулами (5.3), есть разложение единицы в H.
Пример 5.1. Пусть H — гильбертово пространство, H1 —
его подпространство, {0} = H1 = H, а A :=P :=PrH1 — орто-
проектор. Тогда
|Aλ| = |P − λI| =
⎧⎨⎩
P − λI, λ  0,
λI + (1− 2λ)P, λ ∈ (0; 1),
λI − P, λ  1.
Это проверяется непосредственно по определению модуля от
самосопряженного оператора.
Покажем, например, что λI + (1− 2λ)P  0 при λ ∈ (0; 1).
Действительно, в силу неотрицательности проекторов получим
λI + (1− 2λ)P = λ(I − P ) + (1− λ)P  0.
36
Поэтому Aλ − |Aλ| =
⎧⎨⎩
0I, λ  0,
2λ(P − I), λ ∈ (0; 1),




H, λ  0,
H1, λ ∈ (0; 1],
0, λ > 1
и Iλ =
⎧⎨⎩
0, λ  0,
I − P, λ ∈ (0; 1],
I, λ > 1.
Пример 5.2. Пусть H — сепарабельное гильбертово про-
странство; A ∈ L(H) — самосопряженный компактный опера-
тор; { en } — ортонормированный базис пространства H, со-
стоящий из собственных векторов оператора A, т. е. ∀n ∈ N




|λn − λ|Pn =⇒














Теорема 5.1. Пусть H — гильбертово пространство,
A ∈ saL(H), а семейства ортопроекторов { Îλ } и { Iλ } опре-
делены формулами (5.3). Тогда:
1. ∀λ ∈ R KerAλ ⊂ Ker Iλ.
2. AλÎλ = |Aλ| Îλ, IλAλ = −Iλ |Aλ|.
3. Если C ∈ saL(H) и AC = CA, то
∀λ ∈ R (ÎλC = CÎλ) ∧ (IλC = CIλ).
4. Все операторы Aλ, |Aμ|, Iν и Îπ перестановочны между
собой при любых λ, μ, ν и π.
5. ∀λ ∈ R AλIλ  0  AλÎλ.
6. λ  μ=⇒ Iλ  Iμ.
7. Если λ < μ, то
λ(Iμ − Iλ)  A(Iμ − Iλ)  μ(Iμ − Iλ). (5.5)
37
8. ∀λ ∈ R Iλ−0 = Iλ — непрерывность слева (в смысле
поточечной сходимости).
9. Если λ  m(A), а μ > M(A), то Iλ = 0 и Iμ = I, где
m(A) и M(A) определены равенствами (2.7).
Доказательство. 1 . Aλx = 0
п.3 утв. 3.5
=⇒ |Aλ|x = 0 =⇒
=⇒ x ∈ Ker (Aλ − |Aλ|) (5.4)= Ker Iλ.
2 . 2.1. Поскольку для любого x ∈ H справедливы соот-
ношения Îλx ∈ Ĥλ, то в силу определения Ĥλ (см. соотно-
шения (5.3)) справедливо равенство (Aλ − |Aλ|)Îλx = 0, или
AλÎλ = |Aλ|Îλ.
2.2. Поскольку в силу утверждения 3.5 для любого x ∈ H
(Aλ − |Aλ|)(Aλ + |Aλ|)x = (A2λ − |Aλ|2)x = 0,
то в силу определения Ĥλ (см. соотношения (5.3))
(Aλ + |Aλ|)x ∈ Ĥλ.
Поэтому Îλ(Aλ + |Aλ|)x = (Aλ + |Aλ|)x. Таким образом, умно-
жив последнее равенство на Iλ, получим
0 = Iλ(Aλ + |Aλ|)=⇒ IλAλ = −Iλ|Aλ|.
3 . Отметим прежде всего, что так как операторы C и A
перестановочны, то и операторы C и Aλ перестановочны. По-
этому в силу п. 4 утверждения 3.5 операторы C и |Aλ| тоже
перестановочны.
3.1. Умножив равенство AλÎλ = |Aλ| Îλ на оператор C, по-
лучим для любого x ∈ H
0 = C(Aλ − |Aλ|)Îλx = (Aλ − |Aλ|)CÎλx =⇒
=⇒ CÎλx ∈ Ĥλ =⇒ ÎλCÎλx = CÎλx =⇒
=⇒ CÎλ = ÎλCÎλ ∈ saL(H) =⇒C Îλ = ÎλC.
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3.2. CIλ = C(I−Îλ) = C−CÎλ 3.1= C−ÎλC = (I−Îλ)C = IλC.
5 . Эти соотношения есть следствие равенств из п. 2 дока-
зываемой теоремы и п. 1 утверждения 3.4.
6 . В силу (5.3) и предыдущих пунктов доказываемой тео-
ремы и утверждения 3.4 справедливы неравенства
0  (λ− μ)ÎμIλ = (Aμ −Aλ)ÎμIλ = (AμÎμ)Iλ + (−AλIλ)Îμ  0.
Поэтому 0 = IλÎμ = Iλ(I − Iμ) =⇒ IλIμ = Iλ п.4 утв. 4.3=⇒ Iμ  Iλ.
7 . A(Iμ − Iλ)− λ(Iμ − Iλ) = Aλ(Iμ − Iλ) 6=
= Aλ(Iμ − IμIλ) = (AλÎλ) Iμ
утв. 3.4
 0.
Второе неравенство доказывается аналогично.
8 . Так как Iλ монотонна и ограничена, то по теореме 4.2
существует ортопроектор Iλ−0 и
Iλ−0  Iλ. (5.6)
В силу (5.5) для любого ν < λ справедливо неравенство
ν(Iλ − Iν)  A(Iλ − Iν)  λ(Iλ − Iν).
Переходя в этом неравенстве к пределу при ν → λ−0, получим
A (Iλ − Iλ−0) = λ(Iλ − Iλ−0)=⇒Aλ(Iλ − Iλ−0) = 0 1=⇒
=⇒ 0 = Iλ(Iλ − Iλ−0)=⇒ Iλ = IλIλ−0 (5.6)= Iλ−0.
9 . 9.1. Am(A) = A−m(A)I
(2.7)
 0 п. 1 утв. 3.5=⇒
=⇒ |Am(A)| = Am(A) =⇒ Ĥm(A) = H =⇒ Îm(A) = I =⇒ Im(A) = 0.
9.2. Если λ > M(A), то Aλ  0 и KerA = {0}. Поэтому
|Aλ| п. 2 утв. 3.5= −Aλ =⇒ Ĥλ = KerA = {0}=⇒ Iλ = I.
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Замечание. Теорема 5.1 показывает, что семейство орто-
проекторов { Iλ }, определенное формулами (5.3), есть разло-
жение единицы в H, сосредоточенное на [m(A),M(A) + ε] при
любом ε > 0.
Определение. Семейство ортопроекторов { Iλ }, опреде-
ленное формулами (5.3), называется разложением единицы,
порожденным оператором A.
6. Операторный интеграл
В этой главе рассматриваются различные конструкции опе-
раторного интеграла, которые определяются для функций ве-
щественного аргумента по некоторому разбиению единицы в
гильбертовом пространстве.
Определения. 1. Функцию f : [a; b] → C назовем простой
на [a; b], если существует такое разбиение
Λ :={λj }j∈0,n : a =: λ0 < λ1 < . . . < λn := b
отрезка [a; b], что
∀ j ∈ 0, n− 1 f(·)|(λj ,λj+1) = fj ∈ C. (6.1)
2. Класс простых функций на [a; b] обозначим через S[a; b].
Замечание. Отметим, что S[a; b] — линейное многообра-
зие, лежащее в банаховом пространстве M [a; b] ограниченных
на [a; b] функций с нормой ‖f(·)‖∞ := max
λ∈[a;b]
|f(λ)|.
Определение. Пусть f ∈ S[a; b], Λ — разбиение отрезка
[a; b], удовлетворяющее условию (6.1), а { Iλ } — разбиение еди-
ницы в гильбертовом пространстве H.
Интегралом от функции f по { Iλ } назовем оператор




f(λ) d Iλ :=
n−1∑
j=0




f(λ)d Iλ от простой на
[a; b] функции f корректно, т. е. не зависит от разбиения Λ,
удовлетворяющего условию (6.1).
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Утверждение 6.2. Пусть { Iλ } — разбиение единицы в
гильбертовом пространстве H и f(·), g(·) ∈ S[a; b].
Если f(·) п. в.= g(·), то
b∫
a




Пример 6.1. Пусть { Iλ } — разбиение единицы в гильбер-
товом пространстве H, a  α < β < b, а функция ηα,β опреде-
лена следующим образом: ηα,β(λ) :=
{
1, λ ∈ [α;β],
0, λ ∈ [α;β] . Тогда
b∫
a
ηα,β(λ) d Iλ = Iβ − Iα. (6.3)
Теорема 6.1. Пусть { Iλ } — разбиение единицы в гиль-
бертовом пространстве H. Тогда:
1. Если C ∈ C, то
b∫
a
C d Iλ = C(Ib − Ia).
2. Если f ∈ S[a; b] и Ia = Ib, то
b∫
a
f(λ) d Iλ = 0.





⊂ Im (Ib − Ia).
4. Если f ∈ S[a; b] и c ∈ (a; b), то f ∈ S[a; c], f ∈ S[c; b],
b∫
a
f(λ) d Iλ =
c∫
a




и для любого x ∈ H∥∥∥ b∫
a
f(λ) d Iλx
∥∥∥2 = ∥∥∥ c∫
a
f(λ) d Iλx










d Iλ = α
b∫
a





Доказательство. Все эти утверждения есть следствие
свойств { Iλ } и утверждения 6.1.
Теорема 6.2. Пусть { Iλ } — разбиение единицы в гиль-
бертовом пространстве H. Тогда:













2. Если f ∈ S[a; b] и [c; d] ⊂ [a; b], то f ∈ S[c; d] и
d∫
c
f(λ) d Iλ =
b∫
a
f(λ) d Iλ(Id − Ic).










f(λ) d Iλ(Id − Ic) =
d∫
c
g(λ) d Iλ(Ib − Ia) = 0.
4. Если f ∈ S[a; b], то f ∈ S[a; b] (здесь f — комплексно
сопряженная к f функция) и
b∫
a






5. Если f ∈ S[a; b] и Imf ⊂ R, то
b∫
a
f(λ) d Iλ — самосопря-
женный оператор.
Доказательство. Справедливость всех сформулирован-
ных свойств следует из определения интеграла, утвержде-
ния 6.1 и равенств (5.1).
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Теорема 6.3. Пусть { Iλ } — разбиение единицы в гиль-
бертовом пространстве H. Тогда:
1. Если f ∈ S[a; b] и ∀λ ∈ [a; b] f(λ)  0, то
b∫
a
f(λ) d Iλ  0.
2. Если f, g ∈ S[a; b] и ∀λ ∈ [a; b] f(λ)  g(λ), то
b∫
a









|f(λ)| · ‖Ib − Ia‖  max
λ∈[a;b]
|f(λ)|.
4. Если { fn(·) } ⊂ S[a; b] и fn(·)⇒ 0 на [a; b], то
b∫
a
fn(λ) d Iλ ⇒ 0.
Доказательство. 1 . Это утверждение есть следствие
определений разложения единицы и интеграла, а также утвер-
ждения 3.2.






∥∥∥2 = ∥∥∥ n−1∑
j=0





|fj |2‖(Iλj+1 − Iλj )x‖2 M2
n−1∑
j=0






(‖(Iλj+1x‖2 − ‖Iλjx‖2) = M2(‖Ibx‖2 − ‖Iax‖2) (5.2)=
= M2‖(Ib − Ia)x‖2 M2.
Лемма 6.1. Пусть { Iλ } — разбиение единицы в гиль-
бертовом пространстве H, а { fn(·) } ⊂ S[a; b] такова, что
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сходится в банаховом простран-
стве L(H).
Доказательство. В силу п. 3 теоремы 6.3∥∥∥ b∫
a








Тем самым рассматриваемая последовательность фундамен-
тальна в полном нормированном пространстве L(H).
Замечание. Лемма 6.1 показывает, что понятие интеграла
от простой функции можно расширить до понятия интеграла
на замыкании S[a; b] в пространстве M [a; b].
Определение. Замыкание S[a; b] в пространстве M [a; b]
обозначим I[a; b].
Замечания. 1. Отметим, что I[a; b] — подпространство ба-
нахова пространства M [a; b]. Поэтому, если { fn } ⊂ I[a; b] та-
кова, что fn ⇒ f на [a; b], то f ∈ I[a; b]. При этом
∀ f ∈ I[a; b] ∃ { fn } ⊂ S[a; b] fn ⇒ f на [a; b]. (6.4)
2. C[a; b] ⊂ I[a; b] ⊂M [a; b].
Определение. Пусть { Iλ } — разбиение единицы в гиль-
бертовом пространстве H, f ∈ I[a; b] и S[a; b]  fn ⇒ f на [a; b].
Интегралом от f по { Iλ } называется оператор
b∫
a




fn(λ) d Iλ ∈ L(H).
Замечание. Лемма 6.1 показывает, что если функция f(·)
принадлежит множеству I[a; b], то
b∫
a
f(λ) d Iλ существует, а п. 4
теоремы 6.3 показывает, что этот интеграл не зависит от пред-
ставителя { fn(·) } ⊂ S[a; b] функции f(·).
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Теорема 6.4. Пусть { Iλ } — разбиение единицы в гиль-
бертовом пространстве H. Тогда:
1. Если f ∈ I[a; b] и Ia = Ib, то
b∫
a
f(λ) d Iλ = 0.





⊂ Im (Ib − Ia).
3. Если f ∈ I[a; b] и c ∈ (a; b), то f ∈ I[a; c], f ∈ I[c; b],
b∫
a
f(λ) d Iλ =
c∫
a




и для любого x ∈ H∥∥∥ b∫
a
f(λ) d Iλx
∥∥∥2 = ∥∥∥ c∫
a
f(λ) d Iλx










d Iλ = α
b∫
a




Доказательство. Справедливость утверждений, сформу-
лированных в этой теореме, непосредственно следует из опре-
деления интегрируемости и свойств интегралов от простых
функций, сформулированных в теореме 6.1.
Теорема 6.5. Пусть { Iλ } — разбиение единицы в гиль-
бертовом пространстве H. Тогда:




f(λ) · g(λ)) d Iλ = b∫
a




2. Если f ∈ I[a; b] и [c; d] ⊂ [a; b], то f ∈ I[c; d] и
d∫
c
f(λ) d Iλ =
b∫
a
f(λ) d Iλ · (Id − Ic).
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3. Если a  b  c  d, f ∈ I[a; b] и g ∈ I[c; d], то
b∫
a
f(λ) d Iλ ·
d∫
c




f(λ) d Iλ · (Id − Ic) =
d∫
c
g(λ) d Iλ · (Ib − Ia) = 0.
4. Если f ∈ I[a; b], то f ∈ I[a; b] (здесь f — комплексно
сопряженная к f функция) и
b∫
a






5. Если f ∈ I[a; b] и Imf ⊂ R, то
b∫
a
f(λ) d Iλ — самосопря-
женный оператор.
Доказательство. Справедливость утверждений, сформу-
лированных в этой теореме, непосредственно следует из опре-
деления интегрируемости и соответствующих свойств интегра-
лов от простых функций, сформулированных в теореме 6.2.
Теорема 6.6. Пусть { Iλ } — разбиение единицы в гиль-
бертовом пространстве H. Тогда:
1. Если f ∈ I[a; b] и ∀λ ∈ [a; b] f(λ)  0, то
b∫
a
f(λ) d Iλ  0.
2. Если f, g ∈ I[a; b] и ∀λ ∈ [a; b] f(λ)  g(λ), то
b∫
a









|f(λ)| · ‖Ib − Ia‖  max
λ∈[a;b]
|f(λ)|.








Доказательство. Справедливость утверждений, сформу-
лированных в этой теореме, непосредственно следует из опре-
деления интегрируемости и свойств интегралов от простых
функций, сформулированных в теореме 6.3.
Кроме этого, при доказательстве п. 1 надо учесть, что если
f ∈ I[a; b], ∀λ ∈ [a; b] f(λ)  0 и fn ⇒ f на [a; b], где fn ∈ S[a; b],
то |fn|⇒ f на [a; b].
Рассмотрим теперь конструкцию операторного интеграла
Римана — Стилтьеса.
Определения. Пусть { Iλ } — разбиение единицы в гиль-
бертовом пространстве H, f : [a; b] → C, а (Λ,Ξ), где
Λ :={λj }j∈0,n и Ξ :={ ξj }j∈0,n−1 такие, что
a =: λ0 < λ1 < . . . < λn := b, ξj ∈ (λj , λj+1) —
разбиение Λ отрезка [a; b] с отмеченными точками Ξ.
1. Интегральной суммой функции f , соответствующей
разбиению с отмеченными точками (Λ,Ξ) и разбиению еди-
ницы { Iλ }, называется оператор
σ(Λ,Ξ, f, Iλ) :=
n−1∑
j=0
f(ξj)(Iλj+1 − Iλj ).





3. Говорят, что f интегрируема на [a; b] по { Iλ } в смысле
Римана — Стилтьеса, если
∃F ∈ L(H)∀ ε > 0∃ δ > 0∀ (Λ,Ξ) δ(Λ) < δ =⇒
=⇒‖F − σ(Λ,Ξ, f, Iλ)‖ < ε.
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В этом случае оператор F называется интегралом Рима-





4. Множество функций, интегрируемых в смысле Римана —
Стилтьеса по { Iλ }, обозначается R([a; b]; Iλ).
Замечание. Отметим, что простые функции не обязаны
быть интегрируемыми в смысле Римана — Стилтьеса.
Пусть ηα,β — функция из примера 6.1. Тогда ηα,β ∈ I[a; b],
но если α или β есть точка разрыва разложения единицы { Iλ },
то ηα,β ∈ R([a; b]; Iλ).
Теорема 6.7. Пусть { Iλ } — разбиение единицы в гиль-
бертовом пространстве H и f : [a; b] → C. Тогда следующие
утверждения эквивалентны:
1. f ∈ R([a; b]; Iλ).
2. ∃F ∈ L(H) ∀ { (Λk,Ξk) } δ(Λk) → 0=⇒
=⇒ σ(Λk,Ξk, f, Iλ)⇒ F.




Теорема 6.8. Пусть { Iλ } — разбиение единицы в гиль-
бертовом пространстве H.
Если функция f : [a; b] → C непрерывна на [a; b], то








Доказательство. Докажем эту теорему для веществен-
нозначной функции f . В общем случае надо рассмотреть ве-
щественную и мнимую части f .
1. Пусть Λ :={λj }j∈0,n−1 — разбиение отрезка [a; b]. Опре-











f(λ), λ ∈ (λj ;λj+1).
Тогда F+(·; Λ), F−(·; Λ) ∈ S[a; b].
Если {Λk } такова, что δ(Λk)→ 0, то F+(·; Λk) ⇒ f(·) и













F−(λ; Λk) d Iλ.
(6.5)
2. Пусть { (Λk,Ξk) } такова, что δ(Λk)→ 0. Тогда
b∫
a
F−(λ; Λk) d Iλ = σ(Λk,Ξk, F−(·; Λk), Iλ)  σ(Λk,Ξk, f, Iλ) 
 σ(Λk,Ξk, F+(·; Λk), Iλ) =
b∫
a
F+(λ; Λk) d Iλ.
Поэтому в силу леммы 3.3 и равенств 6.5 получим
σ(Λk,Ξk, f, Iλ)⇒ F.
Пример 6.2. Пусть H — гильбертово пространство; H1 —
его подпространство; {0} = H1 = H; P :=PrH1 — ортопро-
ектор; Iλ — разложение единицы, порожденное оператором P
(см. пример 5.1).
Пусть (Λ,Ξ) — разбиение отрезка [0; 1 + ε] (ε > 0 — произ-
вольное малое число) с отмеченными точками, а i(Λ) выбрано
из условия 1 ∈ [λi(Λ), λi(Λ)+1).
Тогда в силу постоянства Iλ на (0; 1] и на (1; 1+ ε] получим
σ(Λ,Ξ, λ, Iλ) = ξ0(Iλ1 − I0) + ξi(Λ)(I1+ε − Iλi(Λ)) =
= ξ0(I − P ) + ξi(Λ)
(
I − (I − P )) −→
δ(Λ)→0
P.
Поэтому P = R
1+ε∫
0





Утверждение 6.3. Пусть { Iλ } — разбиение единицы в
гильбертовом пространстве H и f ∈ C[a; b].
1. Справедливы равенства( b∫
a





f(λ) d (Iλx, x) =
b∫
a






|f(λ)|2 d ‖Iλx‖2, (6.7)
где скалярные интегралы — это обычные интегралы Римана —
Стилтьеса.
2. Если Imf ⊂ [α;β] ⊂ R, то для любого x ∈ H справедливо
неравенство
α‖(Ib − Ia)x‖2 
b∫
a
f(λ) d ‖Iλx‖2  β‖(Ib − Ia)x‖2. (6.8)
3. Если Imf ⊂ [0; +∞), то
b∫
a
f(λ) d ‖Iλx‖2  0.
Доказательство. 1.1 . Справедливость первого равенства
следует из того, что
(















(‖(Ii+1x‖2 − ‖Ii)x‖2) = σ(Λ,Ξ, f, ‖Iλ‖2),







∥∥σ(Λ,Ξ, f, Iλ)x∥∥2 = n−1∑
i=0





(‖Ii+1x‖2 − ‖Iix‖2) = σ(Λ,Ξ, |f |2, ‖Iλ‖2).
Замечание. С другими конструкциями операторного инте-








На протяжении всей этой главы рассматриваются: опера-
тор A ∈ saL(H) в гильбертовом пространстве H; { Iλ } — раз-
ложение единицы, порожденное оператором A; ε — произволь-
ное положительное число; числа m = m(A) и M = M(A) (см.
(2.7)).
Отметим, что в этом случае разложение единицы { Iλ } со-
средоточено на [m;M + ε].




λ d Iλ. (7.1)
Доказательство. Пусть Λ :={λi }i∈0,n−1 и Ξ :={ ξi }i∈0,n−1
такие, что
m =: λ0 < λ1 < . . . < λn :=M + ε, ξi ∈ (λi, λi+1) —
разбиение Λ с отмеченными точками Ξ отрезка [m;M + ε].




Тогда в силу неравенства (5.5) для любого i ∈ 0, n− 1 по-
лучим
λiΔiIλ  A ·ΔiIλ  λi+1ΔiIλ =⇒
=⇒ −δ(Λ)ΔiIλ  (λi − ξi)ΔiIλ  (A− ξiI) ·ΔiIλ 
 (λi+1 − ξi)ΔiIλ  δ(Λ)ΔiIλ Σ=⇒
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P (λ) d Iλ.
Доказательство. Справедливость этого равенства следует
из теорем 6.4 (п. 2) и 6.5 (п. 1).






Замечание. Оператор f(A) не зависит от положительного
числа ε.
Теорема 7.2. Справедливы следующие утверждения:
1. Если f, g ∈ I[m;M + ε], то
∀α, β ∈ C (αf + βg)(A) = αf(A) + βg(A).
2. Если f, g ∈ I[m;M + ε], то f(A)g(A) = g(A)f(A).
3. Если f ∈ I[m;M + ε] и [a; b] ⊂ [m;M + ε], то
b∫
a
f(λ) d Iλ = f(A) · (Ib − Ia).
4. Если f ∈ I[m;M + ε], то f(A) = f(A)∗, где f — ком-
плексно сопряженная к f функция.
5. Если f ∈ I[m;M + ε] и Imf ⊂ R, то f(A) — самосопря-
женный оператор.
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6. Если f ∈ I[m;M + ε] и ∀λ ∈ [m;M + ε] f(λ)  0, то
f(A)  0.
7. Если f, g ∈ I[m;M + ε] и ∀λ ∈ [m;M + ε] f(λ)  g(λ),
то f(A)  g(A).
8. Если f ∈ I[m;M + ε], то ‖f(A)‖  max
λ∈[m;M+ε]
|f(λ)|.
9. Если I[m;M + ε]  fn ⇒ f на [m;M + ε], то
fn(A)⇒ f(A).
10. Если функция f(x) равна сумме сходящегося на отрезке









Доказательство. Справедливость утверждений, сформу-
лированных в этой теореме, непосредственно следует из соот-
ветствующих свойств интегралов, сформулированных в теоре-
мах 6.4 — 6.6.
Замечание. Отметим также, что все операторы вида f(A)
перестановочны между собой и с любым линейным ограничен-
ным самосопряженным оператором, перестановочным с A.
Утверждение 7.2. Пусть { Iλ } — разбиение единицы в




λ dIλ. Тогда { Iλ } — разбиение единицы, порожденное
оператором A.




(λ− λ0)−1 d Iλ (7.2)
при достаточно малом ε > 0.
Доказательство. В силу теоремы 2.4 λ0 ∈ ρ(A), при этом
существует ε > 0 такое, что λ0 ∈ [m,M + ε]. Тем самым функ-
ция (λ−λ0)−1 непрерывна на [m,M + ε], и остается применить
п. 2 теоремы 7.2.
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Теорема 7.3. Пусть λ0 ∈ [m,M ]. Тогда следующие утвер-
ждения эквивалентны:
1. λ0 ∈ ρ(A).
2. ∃ (a; b) ⊂ [m,M ] (λ0 ∈ (a; b)) ∧ (Ia = Ib).
Доказательство. =⇒ . Так как λ0 ∈ ρ(A), то по теоре-
ме 2.4 λ0 ∈ (m,M). Поэтому найдутся a и b такие, что
λ0 ∈ (a; b) ⊂ [m,M ] и (b− a) · ‖(A− λ0I)−1‖ < 1. (7.3)
Тогда в силу п. 3 теоремы 7.2
(A− λ0I) · (Ib − Ia) =
b∫
a
(λ− λ0) d Iλ.
Умножив это равенство на (A− λ0I)−1, получим
Ib − Ia = (A− λ0I)−1 ·
b∫
a
(λ− λ0) d Iλ.
Отсюда в силу п. 3 теоремы 6.6
‖Ib − Ia‖  ‖(A− λ0I)−1‖ · (b− a) · ‖Ib − Ia‖.
Поэтому в силу (7.3) имеем ‖Ib − Ia‖ = 0.
⇐= . Так как отображение Iλ монотонно, то Iλ — константа








(λ− λ0) d Iλ +
M+ε∫
b










(λ− λ0)−1 d Iλ ∈ L(H).
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(λ− λ0) d Iλ = Ia − Im, F1
M+ε∫
b




(λ− λ0) d Iλ = 0, F2
M+ε∫
b
(λ− λ0) d Iλ = IM+ε − Ib.
Таким образом, в силу (7.4) и равенства Ia1 = Ib1 имеем
(F1 + F2) · (A− λ0I) = Ia − Im + IM+ε − Ib = IM+ε − Im = I.
Тем самым F1 + F2 = (A− λ0I)−1.
Замечание. Теорема 7.3 показывает, что λ0 ∈ ρ(A) тогда
и только тогда, когда Iλ постоянно в некоторой окрестности
точки λ0, т. е. λ0 есть точка локального постоянства отобра-
жения Iλ.
Теорема 7.4. λ0 ∈ σd(A)⇐⇒λ0 ∈ [m,M ] ∧ Iλ0 = Iλ0+0.
Доказательство. =⇒ . 1. Пусть x0 = 0 и Ax0 = λ0x0,
тогда (A− λ0I)x0 = Aλ0x0 = 0
п. 1 теор. 5.1
=⇒ Iλ0x0 = 0.








(λ− λ0)2 d ‖Iλx0‖2.
Так как ∀ a, b ∈ [m,M + ε]
b∫
a
(λ − λ0)2 d ‖Iλx0‖2  0, то для
любого достаточно малого δ > 0 справедливо равенство
M+ε∫
λ0+δ




(λ− λ0)2 d Iλ
п. 2 теор. 6.3




(λ− λ0)2 d ‖Iλx0‖2  δ2‖(IM+ε − Iλ0+δ)x0‖2  0=⇒
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=⇒ IM+ε x0 = x0 = Iλ0+δ x0 =⇒ Iλ0+0 x0 = x0 = 0 1= Iλ0 x0.
⇐= . 3. Так как отображение Iλ не убывает и Iλ0 = Iλ0+0,
то Iλ0+0 − Iλ0 — ортопроектор.
4. Пусть H0 — подпространство гильбертова пространства
такое, что Iλ0+0 − Iλ0 = PrH0 и 0 = x0 ∈ H0. Тогда
x0 = (Iλ0+0 − Iλ0)x0 =⇒
=⇒ Iλ0+0x0 = Iλ0+0(Iλ0+0 − Iλ0)x0 = (Iλ0+0 − Iλ0)x0 = x0, т. е.
Iλ0+0 x0 = x0, а Iλ0 x0 = 0.
В силу монотонности отображения Iλ получим
∀λ  λ0 Iλx0 = Iλ(Iλ0x0) = 0 и
∀λ > λ0 Iλx0 = Iλ(Iλ0+0x0) = Iλ0+0x0 = x0.
5. Поэтому для любого достаточно малого δ > 0 имеем
0  ‖(A− λ0I)x0‖2 =
M+ε∫
m




(λ− λ0)2 d ‖Iλx0‖2  δ2‖x0‖2 → 0 при δ → 0 =⇒
=⇒ Ax0 = λ0x0.
В силу теоремы 7.3




где {(ak; bk)} — не более чем счетное семейство попарно не пе-
ресекающихся интервалов постоянства {Iλ} и ak, bk ∈ σ(A).




f(λ)d Iλ = 0. Это позволяет выдвинуть гипоте-
зу, что f(A), где f ∈ C[m;M ], продолженная на (m− ε;M + ε)
по непрерывности, зависит только от значений f на σ(A).
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Дальнейшая часть главы 7 посвящена доказательству этой
гипотезы и следствиям из нее.
Замечание. Отметим, что любую функцию f , определен-
ную и непрерывную на σ(A), можно продолжить по непрерыв-
ности на [m− ε;M + ε], ε > 0, положив f(λ) = f(m) при λ < m
и f(λ) = f(M) при λ > M , а затем продолжить по линейности
на (ak; bk).
Зафиксируем некоторое ε > 0 и введем обозначение
σδ :=σ(A) + [−δ; δ], δ > 0. (7.6)
Отметим, что при всех достаточно малых δ > 0 (δ < ε)
имеет место включение
σδ ⊂ (m− ε;M + ε). (7.7)
Далее будем использовать только δ > 0, удовлетворяющие
соотношению (7.7).
Для удобства дальнейших рассуждений будем считать, что
интервалы из равенства (7.5) занумерованы в порядке невоз-
растания их длин: (bk−ak)  (bk+1−ak+1). Это можно сделать
в силу того, что если множество интервалов бесконечно, то для
любого α > 0 среди этих интервалов есть лишь конечное чис-
ло таких, чьи длины не меньше α (ибо множество [m;M + ε]
ограничено).
Отметим, что при 0 < δ < ε




где ak,δ = ak + δ, а bk,δ = bk − δ (при условии 2δ < (bk − ak)).
При этом Iak,δ = Ibk,δ .
В силу (7.8) множество σδ есть объединение конечного чис-
ла попарно не пересекающихся отрезков. Поэтому в силу п. 1
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Теорема 7.5. Пусть H — гильбертово пространство;
A ∈ saL(H); {Iλ} — разложение единицы, порожденное опера-
тором A; f, g ∈ C[m− ε;M + ε], ε > 0. Тогда:








































где все [cm(δ); dm(δ)] ⊂ σδ ⊂ [m−ε;M+ε], то для любого x ∈ H


















∀ δ ∈ (0; ε) ‖f(A)‖  ‖f(·)‖C(σδ). (7.10)
1.2. Пусть λ ∈ σδ. Тогда λ = λσ + λδ, где λσ ∈ σ(A), а
|λδ|  δ. Поэтому
|f(λ)|  |f(λσ)|+ |f(λ)− f(λσ)|  |f(λσ)|+ ω(δ; f), (7.11)
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где ω(δ; f) — модуль непрерывности функции f на [m−ε;M+ε],




‖f(·)‖C(σδ)  ‖f(·)‖C(σ(A)) + ω(δ; f). (7.12)
Поскольку в силу теоремы Кантора функция f равномерно
непрерывна на [m − ε;M + ε], то lim
δ→+0
ω(δ; f) = 0. Поэтому из
неравенств (7.10) и (7.12) получим
‖f(A)‖  ‖f(·)‖C(σ(A)). (7.13)
1.3. Пусть λ0 ∈ σ(A) и |f(λ0)| = ‖f(·)‖C(σ(A)) > 0. То-
гда в силу теоремы 7.3 существует { δm } такая, что δn→+0 и
Iλ0 = Iλ0+δn .
Возьмем xn ∈ Im (Iλ0+δn − Iλ0) такой, что ‖xn‖ = 1. Тогда
в силу неравенства (7.11)
∀λ ∈ [λ0;λ0 + δn] |f(λ)|  |f(λ0)| − ω(δn; f) > 0








(|f(λ0)| − ω(δn; f))2‖xn‖2→|f(λ0)|2.
Тем самым ‖f(A)‖  ‖f(·)‖C(σ(A)), что вместе с неравен-
ством (7.13) дает нужное равенство ‖f(A)‖ = ‖f(·)‖C(σ(A)).
2 . ‖f(A)− g(A)‖ 1= ‖f(·)− g(·)‖C(σ(A)).
3 =⇒ . Пусть существует λ0 ∈ σ(A) такое, что f(λ0) = 0.
Для любого δ ∈ (0; ε) возьмем xδ ∈ Im (Iλ0+δ − Iλ0) такое, что






 ω(δ; f)2‖xδ‖2→ 0
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при δ → +0. Поэтому в силу утверждения 2.1 оператор f(A)
не является строго отделенным от нуля и 0 ∈ σ(f(A)).
3 ⇐= . Пусть min
λ∈σ(A)





, λ ∈ σ(A)
линейна на [ak; bk] из (7.5).
Тогда q ∈ C[m;M ] и f(λ) q(λ) =
λ∈σ(A)
1. Поэтому в силу п. 1
теоремы 6.5 f(A) q(A) = I.
4 . λ ∈ σ(f(A)) ⇐⇒ λ ∈ ρ(f(A)) ⇐⇒ 0 ∈ ρ(f(A)− λI) 3⇐⇒
⇐⇒ λ ∈ f(σ(A)).
8. Неограниченные линейные операторы
В этой главе рассматриваются линейные операторы общего
вида, для которых определяются арифметические операции и
операция сопряжения.
Определения. Пусть H — гильбертово пространство.
1. Множество всех линейных операторов, действующих в H
(т. е. D(A) ⊂ H, ImA ⊂ H) будем обозначать L(H).
Пусть A, B ∈ L(H).
2. Оператор A называется расширением оператора B, а опе-
ратор B — сужением оператора A, если
D(A) ⊃ D(B) и A|D(B) = B.
Это записывается следующим образом: A ⊃ B или B ⊂ A.
3. D(A + B) :=D(A) ∩D(B), (A + B)x :=Ax + Bx.
4. Если λ = 0, то D(λA) :=D(A), (λA)x :=λAx.
Если λ = 0, то D(0A) :=H, 0A := 0.
5. D(AB) :={x ∈ D(B) : Bx ∈ D(A) }, (AB)x :=A(Bx).
6. Если KerA = {0}, то D(A−1) := ImA,
ImA−1 = D(A) и Ax = y⇐⇒x = A−1y.
Замечание. Отметим, что 0 ⊃ A−A .
Утверждение 8.1. Пусть H — гильбертово простран-
ство, λ, μ ∈ P и A,B,C ∈ L(H). Тогда справедливы следующие
утверждения:
1. A + B = B + A.
2. (A + B) + C = A + (B + C).
3. λ(A + B) = λA + λA.
4. (λ + μ)A ⊃ λA + μA.
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5. (A + B)C = AC + BC.
6. A(B + C) ⊃ AB + AC.
Пример 8.1. ПустьH — гильбертово пространство; e ∈ H;
0 = e; A ∈ L(H): D(A) :=〈e〉; B = I; C = Pr〈e〉 − I. Тогда
Im (B + C) = 〈e〉. Поэтому D(A(B + C)) = H. Поскольку
D(AB) = D(A) = H, то D(A(B + C)) = D(AB + AC).
Утверждение 8.2. Пусть H — гильбертово простран-
ство и A ∈ L(H). Если A непрерывен на D(A), то существует
A˜ ∈ L(H) такой, что A ⊂ A˜.
Доказательство. Сначала надо продолжить A по непре-





Определение. Пусть H — гильбертово пространство и
A ∈ L(H).
Графиком Gr(A) оператора A называется множество
Gr(A) :={ (x;Ax) ∈ H2 : x ∈ D(A) }.
Здесь H2 — произведение H на H, которое само является гиль-
бертовым пространством относительно скалярного произведе-
ния
(
(x1; y1), (x2; y2)
)
:=(x1, y1) + (x2, y2).
Утверждение 8.3. Пусть H — гильбертово простран-
ство и A, B ∈ L(H). Тогда
A ⊂ B⇐⇒Gr(A) ⊂ Gr(B).
Определения. Пусть H — гильбертово пространство и
A ∈ L(H).
1. Оператор A называется замкнутым, если из того, что
D(A)  xn→x0 и Axn→ y0, следует x0 ∈ D(A) и Ax0 = y0.
Множество замкнутых линейных операторов, действующих
в H, будем обозначать clL(H).
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2. Будем говорить, что оператор A строго отделен от ну-
ля, если
∃ c > 0∀x ∈ D(A) ||Ax||  c ||x||. (8.1)
Теорема 8.1. Пусть H — гильбертово пространство и
A,B ∈ L(H). Тогда справедливы следующие утверждения (см.,
например, [7, 8]):
1. (A ∈ clL(H)⇐⇒(Gr(A) — замкнутое множество в H2).
2. Если A ∈ L(H), то A ∈ clL(H).
3. Если A ∈ clL(H) и D(A) = H, то A ∈ L(H) (теорема
Банаха о замкнутом операторе).
4. Если A ∈ clL(H) и D(A) — замкнутое множество, то
существует A˜ ∈ L(H) такой, что A ⊂ A˜.
5. Если A ∈ L(H) и KerA = {0}, то A−1 ∈ clL(H).
6. Если A ∈ L(H) и B ∈ clL(H), то (A + B) ∈ clL(H).
7. Если ρ(A) = Ø, то A ∈ clL(H).
8. Если A ∈ clL(H), то KerA — замкнутое множество,
т. е. подпространство пространства H.
Аналогом утверждения 2.1 является следующее утвержде-
ние.
Утверждение 8.4. Пусть H — гильбертово простран-
ство и A ∈ L(H). Тогда:
1. (A не является строго отделенным от нуля) ⇐⇒
⇐⇒
(
∃ {xn} ⊂ D(A)
(
(‖xn‖ = 1) ∧ (Axn→ 0)
))
.
2. Если 0 ∈ ρ(A), то A строго отделен от нуля.
3. Если A строго отделен от нуля, то KerA = {0}.
4. Если A строго отделен от нуля, то
(ImA — подпространство пространства H) ⇐⇒
⇐⇒ (A ∈ clL(H)).
Доказательство. 4. =⇒ . Пусть
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D(A)  xn→x0 и Axn→ y0.
Тогда y0 ∈ ImA =⇒ ∃ x̂ ∈ D(A) y0 = Ax̂ (8.1)=⇒ xn→ x̂ =⇒ x0 = x̂.
4. ⇐= . Пусть ImA  yn→ y0.
Тогда найдется {xn } ⊂ D(A) такая, что yn = Axn. В силу
условия (8.1) последовательность {xn } фундаментальна. По-
этому существует x0 ∈ H такой, что xn→x0. В силу замкнуто-
сти оператора A получим, что x0 ∈ D(A) и y0 = Ax0.
Пример 8.2. Рассмотрим оператор A с областью
определения D(A) :=C1[−π;π], действующий по формуле
Ax(t) := ddtx(t) как оператор в гильбертовом пространстве
L2(−π;π). Этот оператор является неограниченным и неза-
мкнутым оператором.
1. Неограниченность. Если xn(t) = sin (nt), то ‖xn(·)‖  2π.
Но
Axn(t) = n cos (nt) и ‖Axn(·)‖ = n
√
π →∞.
2. Незамкнутость. Пусть xn(t) =
√
t2 + 1/n.
Тогда xn(t)⇒ |t| ∈ D(A) на [−π;π], поскольку∣∣∣√t2 + 1/n− |t|∣∣∣ = 1√











Пример 8.3. Пусть A ∈ clL(H) \ L(H), D(A) = D(A) =
= H, а B :=−A. Тогда B ∈ clL(H), а (A + B) есть оператор,
определенный на D(A) = H = D(A), и (A + B)∣∣
D(A)
= 0. Тем
самым оператор (A + B) не является замкнутым.
Определение. Пусть H — гильбертово пространство и
A ∈ L(H).
Говорят, что оператор A допускает замыкание, если суще-
ствует A˜ ∈ clL(H) такой, что A ⊂ A˜.
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Утверждение 8.5. Пусть H — гильбертово простран-
ство и A ∈ L(H). Оператор A допускает замыкание то-
гда и только тогда, когда Gr(A) не содержит точек вида
(0; y) = (0; 0).
При этом Gr(A) есть график минимального замкнутого
оператора среди всех замкнутых расширений оператора A.
Определение. Пусть H — гильбертово пространство и
A ∈ L(H) — оператор, допускающий замыкание.
Оператор A ∈ clL(H) такой, что Gr(A) = Gr(A), называет-
ся замыканием оператора A.
Пример 8.4 (пример оператора, не допускающего замы-
кания). Пусть H — сепарабельное гильбертово пространство, а





〈e1, . . . , en〉, а Aen :=ne1.
Тогда Gr(A)  (en/n; e1)→(0; e1) ∈ Gr(A).
Определения. Пусть H — гильбертово пространство.
1. Оператор A ∈ L(H) называется плотно определенным,
если D(A) = H. Множество линейных плотно определенных
операторов, действующих в H, обозначим drdL(H).
2. Если A ∈ drdL(H), то оператор A∗ : D(A∗) ⊂ H→H,
называемый сопряженным к A, определяется следующим об-
разом:
1) Областью определения D(A∗) оператора A∗ являются те
элементы y ∈ H, для которых функционал (A(·), y) непрерывен
на D(A).
2) На D(A∗) оператор A∗ действует следующим образом:
∀x ∈ D(A) ∀ y ∈ D(A∗) (Ax, y) = (x,A∗y). (8.2)
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Замечания. 1. ПлотностьD(A) вH нужна для того, чтобы
A∗y определялся соотношением (8.2) однозначно.
2. Отметим, что всегда 0 ∈ D(A∗) и
∀x ∈ D(A) ∀ y ∈ D(A∗) (A∗y, x) = (y,Ax).
Пример 8.5. Покажем, что область определения операто-
ра A∗ может равняться {0}.
Пусть { en } — стандартный базис в l2, т. е. en = {δin}, а
{ fn,m } — тот же базис, разбитый на счетное число счетных




〈e1, . . . , en〉, а Afn,m = men.
Пусть 0 = y = {ξn}. Тогда найдется такое n̂ ∈ N, что ξn̂ = 0.
Поэтому (Afn̂,m, y) = mξn̂→∞=⇒ y ∈ D(A∗)=⇒D(A∗) = {0}.
Пример 8.6. Рассмотрим линейные многообразия
M1 :=R[t] и M2 :={ sin (nt), cos (mt) : n,m ∈ N }
в гильбертовом пространстве H :=L2(−π;π) над полем R. То-
гда M1 = H и M2 = H, но M1 ∩M2 = R. Тем самым пересе-
чение двух всюду плотных линейных многообразий может не
быть всюду плотным линейным многообразием.
Утверждение 8.6. Пусть H — гильбертово простран-
ство и A,B ∈ drdL(H). Тогда:
1. A∗ ∈ clL(H).
2. ∀α ∈ C (αA)∗ = αA∗.
3. Если A ⊂ B, то B∗ ⊂ A∗.
4. Если (A + B) ∈ drdL(H), то (A + B)∗ ⊃ A∗ + B∗.
5. Если A ∈ L(H), то (A + B)∗ = A∗ + B∗.
6. Если (AB) ∈ drdL(H), то (AB)∗ ⊃ B∗A∗.
7. Если A ∈ L(H), то (AB)∗ = B∗A∗.
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Доказательство. 1 . Линейность оператора A∗ очевидна.
Докажем его замкнутость. Пусть D(A∗)  yn→ y0 и A∗yn→ z.
Тогда в силу (8.2)
∀x ∈ D(A) (Ax, yn) = (x,A∗yn).
Переходя в этом соотношении к пределу при n→ +∞, получим
∀x ∈ D(A) (Ax, y0) = (x, z).





D(A), т. е. y0 ∈ D(A∗) и z = A∗y0.
5 . В этом случае D(A+B) = D(B) и D(A∗+B∗) = D(B∗).
Но функционал ((A + B)x, y) непрерывен по x на D(B) тогда
и только тогда, когда функционал (Bx, y) непрерывен по x на
D(B). Тем самым D((A + B)∗) = D(B∗) = D(A∗ + B∗).
7 . В этом случае D(AB) = D(B). Но функционал
((AB)x, y) = (A(Bx), y) = (Bx,A∗y) непрерывен по x на
D(B) тогда и только тогда, когда A∗y ∈ D(B∗). Тем самым
D((AB)∗) = D(B∗A∗).
Пример 8.7. Пусть H — гильбертово пространство,
A ∈ L(H) и D(A∗) = H. Тогда D((A + (−A))∗) = H, а
D(A∗ + (−A)∗) = D(A∗) = H, т. е. (A + (−A))∗ = A∗ + (−A)∗.
Пример 8.8. Пусть H — гильбертово пространство,
A ∈ L(H) и D(A∗) = H. Тогда D((A0)∗) = D(0) = H, а
D(0∗A∗) = D(A∗) = H, т. е. (A0)∗ = 0∗A∗.
Определение. Пусть H — гильбертово пространство. Че-






Утверждение 8.7. Пусть H — гильбертово простран-
ство, а M — линейное многообразие в H2. Тогда:
1. J — изометрия.
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2. J2 = −I.
3. J∗ = −J = J−1.





5. J(M⊥) = J(M)⊥.
Теорема 8.2. Пусть H — гильбертово пространство, а












KerA∗ = (ImA)⊥. (8.5)
2. Если A — замкнутый оператор, то
H2 = Gr(A)⊕ J(Gr(A∗)). (8.6)
Доказательство. 1 . 1.1.
(
(y; z) ∈ J(Gr(A))⊥) ⇐⇒.
⇐⇒
(
∀x ∈ D(A) 0 = (J((x;Ax)), (y, z)) = (Ax, y)− (x, z)) ⇐⇒
⇐⇒
(



















) п. 3 утв. 8.7
= −Gr(A) = Gr(A).
1.3. Имеет место следующая цепочка эквивалентных утвер-
ждений:(




∀x ∈ D(A) 0 = ((y; 0), (Ax;−x)) = (y,Ax)) ⇐⇒
⇐⇒ (y ∈ ImA⊥).
Утверждение 8.8. Пусть H — гильбертово простран-
ство и A ∈ drdL(H). Если KerA = {0} и ImA = H, то
KerA∗ = {0} и (A−1)∗ = (A∗)−1.
Доказательство. 1. Для любых x ∈ D(A) и y ∈ D((A−1)∗)
имеем
(x, y) = (A−1(Ax), y) = (Ax, (A−1)∗y).
Это показывает, что (A−1)∗y ∈ D(A∗) и y = A∗((A−1)∗y).
2. Аналогично для x ∈ D(A−1) и y ∈ D(A∗) имеем
(x, y) = (A(A−1x), y) = (A−1x,A∗y).
Это показывает, что A∗y ∈ D((A−1)∗) и y = (A−1)∗(A∗y).
Теорема 8.3. Пусть H — гильбертово пространство и
A ∈ drdL(H). Оператор A допускает замыкание тогда и
только тогда, когда A∗ ∈ drdL(H).
При этом A = A∗∗.
Доказательство. =⇒ . Пусть H0 :=D(A∗) = H, y0 ∈ H⊥0







= −(y0, y) = 0.
Тем самым




Последнее соотношение в силу утверждения 8.5 означает, что
оператор A не допускает замыкания.
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Следствия. Пусть H – гильбертово пространство и
A ∈ drdL(H). Тогда:
1. Если A ∈ clL(H), то A∗ ∈ drdL(H) и A∗∗ = A.
2. Если A допускает замыкание, то A∗ = (A)∗.















9. Симметрические и самосопряженные
неограниченные линейные операторы
В этой главе рассматриваются два важных класса линей-
ных операторов общего вида в гильбертовом пространстве, тес-
но связанных друг с другом: класс симметрических операторов
и класс самосопряженных операторов.
Определения. Пусть H — гильбертово пространство и
A ∈ L(H).
1. Оператор A называется симметрическим, если
∀x, y ∈ D(A) (Ax, y) = (x,Ay).
Множество симметрических операторов, действующих в H,
обозначим symL(H).
2. Оператор A называется неотрицательным, если
A ∈ symL(H) и ∀x ∈ D(A) (Ax, x)  0.
3. Оператор A называется самосопряженным, если A∗ = A.
Множество самосопряженных операторов, действующих в
H, обозначим saL(H). Отметим, что saL(H) ⊂ saL(H).
4. Симметрический оператор A ∈ symL(H) называется
максимальным, если из того, что B ∈ symL(H) и A ⊂ B, сле-
дует A = B.
Утверждение 9.1. Пусть H — гильбертово простран-
ство и A ∈ L(H). Тогда:
1. Если A ∈ symL(H) и KerA = {0}, то A−1 ∈ symL(H).
2. Если A ∈ symL(H) \ L(H), то D(A) = H.









4. Пусть H — гильбертово пространство над полем C.
Тогда
A ∈ symL(H)⇐⇒∀x ∈ D(A) (Ax, x) ∈ R.
5. Пусть H — гильбертово пространство над полем C,
A ∈ symL(H), Ae1 = λ1e1, Ae2 = λ2e2 и λ1 = λ2. Тогда e1 ⊥ e2.
Доказательство. 1 . Пусть x, y ∈ D(A−1) = ImA. Тогда
(A−1x, y) = [u :=A−1x ∈ D(A), y :=Av, v ∈ D(A)] =
= (u,Av) = (Au, v) = (x,A−1y).
2 . Справедливость этого утверждения следует из теоре-
мы 2.1.
3, 4 . Эти утверждения доказываются так же, как их ана-
логи для ограниченных операторов в утверждениях 2.7 и 3.1.
Утверждение 9.2. Пусть H — гильбертово простран-
ство и A ∈ drdL(H). Тогда:
1. A ∈ symL(H)⇐⇒A ⊂ A∗.
2. Если A ∈ symL(H), то A допускает замыкание,
A ∈ symL(H) и A ⊂ A∗∗ = A ⊂ A∗.
3. Если A ∈ saL(H), то A — максимальный симметриче-
ский замкнутый плотно определенный оператор.
4. A∗A  0.
Доказательство. 3 . Максимальность оператора A сле-
дует из цепочки соотношений
A ⊂ B =⇒B∗ ⊂ A∗ = A ⊂ B ⊂ B∗.
4 . Пусть x, y ∈ D(A∗A). Тогда в силу определения










При этом (A∗(Ax), x) = (Ax,Ax) = ‖Ax‖  0.
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Утверждение 9.3. Пусть H — гильбертово простран-
ство, B ∈ saL(H) и A ∈ L(H). Тогда:
1. Если A ∈ symL(H), то и (A + B) ∈ symL(H).
2. Если A ∈ saL(H), то и (A + B) ∈ saL(H).
Теорема 9.1. Пусть H — гильбертово пространство и
A ∈ symL(H) ∩ drdL(H). Тогда:
1. Если A ∈ saL(H) и KerA = {0}, то
ImA = H и A−1 ∈ saL(H).
2. Если ImA = H, то KerA = {0}.
3. Если ImA = H, то
A ∈ saL(H), KerA = {0} и A−1 ∈ saL(H).
Доказательство. 1 . Поскольку
KerA = KerA∗
(8.5)
= (ImA)⊥ = {0}=⇒H = ImA = D(A−1),
то в силу утверждения 8.8 имеем (A−1)∗ = (A∗)−1 = A−1.
2 . Поскольку A ⊂ A∗, то





3 . Из п. 2 доказываемой теоремы следует, что существует
оператор A−1, а в силу условия доказываемой теоремы сле-
дует, что D(A−1) = H. Из п. 1 утверждения 9.1 следует, что
A−1 ∈ symL(H). Таким образом, оператор A−1 — симметриче-
ский и определен на всем H. Поэтому по теореме 2.1 оператор
A−1 — самосопряженный, а в силу п. 1 доказываемой теоремы
получим, что и оператор A тоже является самосопряженным.
Теорема 9.2. Пусть H — гильбертово пространство,
A ∈ symL(H) и λ ∈ C. Тогда:
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1. Для любого x ∈ D(A)∥∥(A− λI)x∥∥2 = ‖(A−Re(λ)I)x‖2 + |Im(λ)|2‖x‖2. (9.1)
2. Если λ ∈ R, то оператор (A− λI) инъективен.
3. Если λ ∈ R, то
A ∈ clL(H)⇐⇒ (Im (A− λI) — замкнутое множество).
4. Если λ ∈ R и Im (A − λI) = H, то A — максимальный
симметрический оператор.
Доказательство. 2,3 . В силу (9.1) оператор A−λI строго
отделен от нуля и поэтому инъективен. Теперь осталось при-
менить утверждение 8.4.
4 . Пусть B ∈ symL(H) и A ⊂ B. Тогда Im (B − λI) = H.
Пусть x ∈ D(B). Тогда найдется y ∈ D(A) ⊂ D(B) такой, что
(B − λI)x = (A− λI)y = (B − λI)y =⇒(B − λI)(x− y) = 0 2=⇒
=⇒ x = y =⇒x ∈ D(A)=⇒D(B) ⊂ D(A).
Теорема 9.3. Пусть H — гильбертово пространство над
полем C и A ∈ symL(H) ∩ drdL(H). Тогда следующие условия
эквивалентны:
1. A ∈ saL(H).
2. A ∈ clL(H) и Ker (A∗ ± iI) = {0}.
3. Im (A± iI) = H.
Доказательство. 1 =⇒ 2 . Справедливость этого утвер-
ждения вытекает из п. 3 утверждения 9.2 и п. 2 теоремы 9.2.
2 =⇒ 3 . В силу (8.5) имеем
{0} = Ker (A∗ ∓ iI) = Im (A± iI)⊥ =⇒
=⇒ H = Im (A± iI) п. 3 теор. 9.2= Im (A± iI).
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3 =⇒ 1 . Пусть y ∈ D(A∗). Тогда поскольку
Im (A− iI) = H,
то найдется x ∈ D(A) такой, что
(A∗ − iI)y = (A− iI)x D(A)⊂D(A
∗)
=⇒ (A∗ − iI)(y − x) = 0 =⇒
=⇒ (y − x) ∈ Ker (A∗ − iI) = Im (A + iI)⊥ = {0} =⇒
=⇒ x = y =⇒ y ∈ D(A)=⇒D(A∗) ⊂ D(A)=⇒A = A∗.
Теорема 9.4. Пусть H — гильбертово пространство,
A ∈ drdL(H) ∩ clL(H) и Q := I + A∗A. Тогда:
1. A∗A ∈ saL(H).
2. ImQ = H, KerQ = {0}.
3. Существует единственная пара линейных операторов
B,C ∈ L(H) такая, что C = AB и B = Q−1.
При этом ‖C‖  1 и I  B  0.
Доказательство. 1. Пусть x ∈ D(Q). Тогда Ax ∈ D(A∗), и
поэтому
(Qx, x) = ‖x‖2 + ‖Ax‖2  ‖x‖2 =⇒KerQ = {0}.
Отметим также, что в силу п. 4 утверждения 9.2 Q — сим-
метрический оператор.
2. I = QB1 = QB2
1=⇒ B1 = B2. Поэтому и оператор C,
если он есть, определяется однозначно.
3. Поскольку H2
(8.6)
= Gr(A) ⊕ J(Gr(A∗)), то для любого
x ∈ H существуют однозначно определенные элементы Bx и
Cx такие, что
(x; 0) = (Bx;ABx) +
(
A∗(Cx); (−Cx)). (9.2)
Отметим также, что в силу равенства (8.4) справедливо со-
отношение
(Bx;ABx) ⊥ (A∗(Cx); (−Cx)).
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Операторы B и C линейны, и D(B) = D(C) = H. По тео-
реме Пифагора из равенства (9.2) получим
‖x‖2 = ‖ABx‖2 + ‖Bx‖2 + ‖Cx‖2 + ‖A∗Cx‖2 
 ‖Bx‖2 + ‖Cx‖2 =⇒‖B‖  1 и ‖C‖  1.
4. Поскольку 0
(9.2)
= ABx− Cx, то C = AB, а
x = Bx + A∗Cx = Bx + A∗ABx = QBx =⇒ I = QB.
5. Поскольку I = QB, то KerB = {0} и ImQ = H 1=⇒
=⇒ B = Q−1 : H → ImB = D(Q).
Таким образом, оператор B симметричен и определен на
всем H. Поэтому B ∈ saL(H). Так как KerB = {0}, то в силу
п. 1 теоремы 9.1 Q ∈ saL(H) =⇒ A∗A ∈ saL(H).
6. ∀x ∈ H ∃ y ∈ D(Q) Qy = x =⇒
=⇒ (Bx, x) = (BQy,Qy) = (y,Qy) 1 0=⇒B  0.
Поскольку ‖B‖ 3 1, то в силу п. 9 утверждения 3.2 спра-
ведливо неравенство I  B.
10. Соболевские пространства
и теоремы вложения
В этой главе рассматриваются важные для приложений
функциональные пространства Соболева и одно из представ-
лений пространства Соболева W 12 (a; b).





Это пространство не является полным. Его пополнение обозна-
чается W kp (a; b).
Утверждение 10.1. При p = 2 в W˜ k2 (a; b) можно ввести







Тем самым W˜ k2 [a; b] — евклидово пространство, а
W k2 (a; b) — гильбертово пространство.
Определение. Пространство W k2 (a; b) еще обозначается
через Hk(a; b).
Здесь мы более подробно рассмотрим пространство
H1(a; b). Опишем H1(a; b) в терминах элементов пространства
L2(a; b).
Примем обозначения: (·, ·)1 — скалярное произведение в
H1(a; b); (·, ·)0 — скалярное произведение в H0(a; b) :=L2(a; b).
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Пусть x ∈ H1(a; b). Тогда в силу определения H1(a; b) (см.,
например, конструкцию пополнения в учебном пособии [8, тео-
рема 1.5.3]) x есть класс эквивалентных фундаментальных в
W˜ 12 [a; b] последовательностей. Пусть {xn(·) } — представитель
этого класса.
В силу неравенства
||xn(·)− xm(·)||21,2 = ||xn(·)− xm(·)||20,2 + ||x′n(·)− x′m(·)||20,2 
 max{ ||xn(·)− xm(·)||20,2, ||x′n(·)− x′m(·)||20,2 }
получим, что последовательности {xn(·) }, {x′n(·) } фундамен-
тальны в L2(a; b), поэтому существуют такие x(·), x̂(·) из
L2(a; b), что xn(·) −→
L2(a;b)
x(·) и x′n(·) −→
L2(a;b)
x̂(·). При этом элемен-
ты x(·) и x̂(·) определяются однозначно по {xn(·) } (все экви-
валентные в W˜ 12 [a; b] фундаментальные последовательности бу-
дут иметь одни и те же пределы x(·) и x̂(·) в L2(a; b)). Таким
образом, каждый элемент из пространства H1(a; b) однозначно
представим парой элементов из пространства L2(a; b).
Замечание. Если x(·) ∈ C1[a; b], то постоянная последова-
тельность
{x(·) }c :={xn(·) } : ∀n ∈ N xn(·) = x(·)
фундаментальна в W˜ 12 [a; b], поэтому элемент пространства
H1(a; b), ею определяемый, имеет вид (x(·);x′(·)).
Определение. Если x = (x(·); x̂(·)) ∈ H1(a; b), то x̂(·) назы-
вается обобщенной производной элемента x(·) и обозначается
"по-старому", т. е. x̂(·) :=x′(·).
Покажем, что обобщенная производная x′(·) определяется
по x(·) однозначно.
Теорема 10.1. Пусть x(·), x̂(·) ∈ L2(a; b). Тогда следую-
щие условия эквивалентны:
1. (x(·); x̂(·)) ∈ H1(a; b).
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2. Для любой функции ϕ(·) ∈
◦
C1[a; b] справедливо равенство
(x̂(·), ϕ(·))0 = −(x(·), ϕ′(·))0, (10.1)
где
◦
C1[a; b] :={ϕ(·) ∈ C1[a; b] : ϕ(a) = ϕ(b) = 0 }.
Доказательство. =⇒ . Пусть {xn(·) } ⊂ C1[a; b] :
xn(·) −→
L2(a;b)
x(·) и x′n(·) −→
L2(a;b)











xn(t)ϕ′(t) dt = −(xn(·), ϕ′(·))0.
Теперь осталось в получившемся равенстве перейти к пре-
делу при n →∞.
⇐= . 1. В силу плотности множества C[a; b] в простран-







x̂n(τ) dτ . В силу определения x˜n и непре-






x̂(τ) dτ . Поскольку в силу формулы инте-
грирования по частям и соотношения (10.1)
∀ϕ(·) ∈
◦










C1[a; b] (x˜(·), ϕ′(·))0 = (x(·), ϕ′(·))0. (10.2)











ϕ′(·) = ψ(·)− 1b−a (ψ(·), 1)0.
Тогда в силу соотношения (10.2) для любой функции ψ(·)
из множества C[a; b] справедливо равенство
(x˜(·), ψ(·))0 = (x(·) + α, ψ(·))0,
где
α =
(x˜(·), 1)0 − (x(·), 1)0
b− a .
Поскольку C[a; b] всюду плотно в L2(a; b), то x˜(·) = x(·)+α.
Рассмотрим {xn(·) } ⊂ C1[a; b] : xn(·) := x˜n(·) − α. То-
гда xn(·) −→
L2(a;b)
x(·) и x′n(·) = x̂n(·) −→
L2(a;b)
x̂(·). Тем самым
(x(·); x̂(·)) ∈ H1(a; b) и x′(·) = x̂(·).
Замечания. 1. В силу плотности множества
◦
C1[a; b] в
L2(a; b) соотношение (10.1) определяет x̂(·) по x(·) однозначно.
Таким образом, можно считать, что элементами H1(a; b) яв-
ляются такие элементы x ∈ L2(a; b), для которых существует




C1[a; b] (x′(·), ϕ(·))0 = −(x(·), ϕ′(·))0.
При этом ||x(·)||2
H1(a;b)
= ||x(·)||2L2(a;b) + ||x′(·)||2L2(a;b).
В дальнейшем будем использовать именно эту интерпрета-
цию пространства H1(a; b).
2. Обобщенная производная — "глобальный" объект, так
как она определяется по "всей" функции, а не через значения
функции в произвольной окрестности точек, как это имеет ме-
сто для обычных производных.
Пример 10.1. |t| ∈ H1(−1; 1) и |t|′ = sign(t), поскольку




(| · |′, ϕ(·))0 (10.1)= −(| · |, ϕ′(·))0 = −
1∫
−1
























sign(t)ϕ(t) dt = (sign(·), ϕ(·))0.
Пример 10.2. У sign(·) нет обобщенной производной из
L2(−1; 1), и тем самым sign(·) ∈ H1(−1; 1). Если бы такая про-
изводная x̂(·) = sign′(·) ∈ L2(−1; 1) имелась, то
∀ϕ(·) ∈
◦
C1[−1; 1] (x̂(·), ϕ(·))0 =










C1[−1; 1] (x̂(·), ϕ(·))0 = 2ϕ(0). (10.3)
Пусть Φ :={ϕ ∈
◦
C1[−1; 1] : ∀ t  ϕ(t) = 0 }. Сужения
функций из этого множества на (−1; 0) образуют плотное в
L2(−1; 0) множество. Поскольку












Аналогично показывается, что x̂(·)
∣∣∣
(0;1)
п.в.= 0. Тем самым
x̂(·) п.в.= 0, что противоречит формуле (10.3).
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Замечания. 1. В соотношении (10.1) можно вместо
◦
C1[a; b]
взять множество D(a; b) бесконечно дифференцируемых фи-
нитных на (a; b) функций, носитель которых, т. е. множество
supp ϕ := { t ∈ (a; b) : ϕ(t) = 0 }, лежит в (a; b), поскольку мно-
жество таких функций тоже плотно в L2(a; b).
2. Аналогично пространствам W˜ kp [a; b], W kp [a; b] и Hk(a; b)
определяются и пространства W˜ kp (Ω), W kp (Ω) и Hk(Ω), где Ω —
некоторая область.
Теорема 10.2. Если a, b ∈ R, то H1(a; b) компактно вло-
жено в C[a; b], т. е. ∀x ∈ H1(a; b)∃Jx ∈ C[a; b] : (Jx)(·) ∈ x
и J — линейный компактный оператор из H1(a; b) в C[a; b]).
Доказательство. 1. По теореме о среднем значении в ин-
тегральном исчислении для любой функции x(·) из C1[a; b] су-






∀ t ∈ [a; b] x(t) =
t∫
ξ





∀ t ∈ [a; b] |x(t)| 
b∫
a








b− a||x′(·)||L2(a;b) + (
√
b− a)−1||x(·)||L2(a;b) 
 K||x(·)||H1(a;b), т. е.
∀x(·) ∈ C1[a; b] ||x(·)||C[a;b]  K||x(·)||H1(a;b). (10.4)
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Здесь K = 2max{√b− a), (√b− a)−1 } зависит только от
a и b.
2. Пусть x ∈ H1(a; b). Тогда найдется последовательность
{xn(·) } ⊂ C1[a; b] такая, что xn(·) −→
L2(a;b)
x(·) и x′n(·) −→
L2(a;b)
x′(·).
В силу неравенства (10.4) последовательность {xn(·) } фунда-





x(·), тем самым x(·) п.в.= x(·).
Переходя к пределу в неравенстве
||xn(·)||C[a;b]  K||xn(·)||H1(a;b),
получим, что
||x(·)||C[a;b]  K||x||H1(a;b). (10.5)
Тем самым Jx = x(·) и ||J ||  K.
3. Покажем, что J(B[0; 1]H1(a;b)) предкомпактно в C[a; b].
Поскольку J непрерывен, то J(B[0; 1]H1(a;b)) ограничено.
Осталось показать равностепенную непрерывность се-
мейства. Пусть x ∈ B[0; 1]H1(a;b) и {xn(·) } ⊂ C1[a; b]
такие, что xn(·) −→
C[a;b]





















Переходя в этом неравенстве к пределу при n → ∞, полу-
чим
|(Jx)(t2)− (Jx)(t1)|  ||x′(·)||L2(a;b)
√
t2 − t1 
 ||x(·)||H1(a;b)
√
t2 − t1 
√
t2 − t1,




Замечание. Поскольку мы вольны для представления эле-
мента x ∈ H1(a; b) взять любую функцию x(·) ∈ x, то всегда
можно считать, что x(·) — абсолютно непрерывный представи-
тель.
Утверждение 10.2. Пусть x, y ∈ H1(a; b). Тогда справед-
ливы следующие формулы:













Доказательство. Пусть {xn}, {yn} ⊂ C1[a; b] — последова-











1. Поскольку xn(·) −→
C[a;b]
x(·), то, переходя при каждом
t ∈ [a; b] к пределу при n→ +∞ в равенстве















xn(τ)y′n(τ) dτ , получим
формулу (10.7).










Тем самым пространство H1(a; b) состоит из абсолютно непре-
рывных на [a; b] функций.
2. В общем случае если область Ω ∈ Rn выпукла и
0  k < m − n
p
, то пространство Wmp (Ω) непрерывно вложе-
но в Ck(Ω).
3. С другими теоремами вложения можно познакомиться в
монографиях [9, 10].
Утверждение 10.3. Пусть x, y ∈ H1(0;+∞). Тогда спра-
ведливы следующие формулы:
lim
t→+∞x(t) = 0, (10.9)
(x′, y)L2(0;+∞) = x(0) · y(0)− (x, y′)L2(0;+∞). (10.10)









2. Формула (10.10) есть следствие формул (10.7) и (10.9).
Рассмотрим одну полезную конструкцию приближения
функций из L2(a; b) бесконечно дифференцируемыми функци-
ями.
Пусть ω(t) — какая-нибудь неотрицательная и бесконеч-
но дифференцируемая на всей оси четная функция такая, что










при |t| < 1, равна нулю при |t|  1, и





Определения. 1. При всех достаточно малых h > 0 яд-
ром осреднения будем называть функцию ωh(t) :=h−1ω(t/h),
так что




2. Пусть f(t) — какая-нибудь функция из L2[a, b], продол-






Замечание. При всех достаточно малых h > 0 функция
fh(t) является бесконечно дифференцируемой финитной на от-
резке [a− h, b + h] функцией.
Теорема 10.3. Пусть f(t) — функция из L2[a, b], продол-
женная нулем вне отрезка [a, b]. Тогда для любого достаточно
малого δ > 0
fh(t) → f(t) в L2[a + δ, b− δ] при h → 0.































































|fh(t)− f(t)|2dt Mε(h) → 0 при h → 0.
Теорема 10.3 позволяет дать еще одну характеризацию
обобщенной производной.
Теорема 10.4. Функция y(t) ∈ L2[a, b] есть обобщенная
производная функции x(t) ∈ L2[a, b] тогда и только тогда,
когда для любого достаточно малого δ > 0 существует по-
следовательность функций {xn(t) } ⊂ C∞[a + δ, b − δ] таких,
что
xn(t) → x(t), x′n(t) → y(t) в L2[a + δ, b− δ] при n→∞.
Доказательство. =⇒ . Зафиксируем достаточно малое
δ > 0 и рассмотрим среднее от функции x(t), продолженной






Так как t по предположению изменяется лишь на отрезке
[a + δ, b − δ], то при достаточно малых h функция ωh(t − s)
является бесконечно дифференцируемой финитной на отрезке
[a, b] и, в частности, функция ωh((·) − s) является бесконечно



























ωh(t− s)y(s)ds =: yh(t).
Согласно теореме 10.3 получим




В данной главе рассматривается пространство H = L2(0; 1)
над полем C.
Рассмотрим линейные операторы A0, Aα (α ∈ C, |α| = 1) и
A2, действующие в H и определенные следующим образом:
D(A0) :={x ∈ H1(0; 1) : x(0) = x(1) = 0 },
D(Aα) :={x ∈ H1(0; 1) : x(0) = αx(1) },
D(A2) :=H1(0; 1) и Ax(·) := ix′(·).
(11.1)
Здесь A ∈ {A0, Aα A2}, а x′(·) — обобщенная производная
x(·).
Замечание. Отметим, что в силу определения (11.1)
∀α ∈ C : |α| = 1 A0 ⊂ Aα ⊂ A2 (11.2)
и H = L2(0; 1) = D(A0) = D(Aα) = D(A2).
Утверждение 11.1. Пусть α ∈ C таково, что |α| = 1.
Тогда:
1. A0 ∈ clL(H).
2. A0, Aα ∈ symL(H).
3. Aα ∈ saL(H).
4. A∗0 = A2.
Доказательство. 1 . Найдем ImA0. В силу следующей
цепочки эквивалентностей:











ImA0 = 〈1〉⊥. (11.3)
Поскольку оператор A−10 u(t) = −i
t∫
0
y(τ) dτ непрерывен на под-
пространстве ImA0, то по п. 4 теоремы 8.1 оператор A0 явля-
ется замкнутым.











= ix(1)y(1)− i|α|2x(1)y(1) + (x,Aαy) = (x,Aαy).
3 . В силу теоремы 9.3 достаточно показать, что
Im (Aα ± iI) = H.
Пусть y ∈ L2(0; 1). Рассмотрим уравнение ix′ + ix = y. Его
решение находится по формуле
x(t) = x(0)e−t − ie−t
t∫
0
eτy(τ) dτ ∈ H1(0; 1).
Поэтому справедливо равенство




Так как α = e, то x(0) из уравнения x(0) = αx(1) находится
однозначно. Тем самым Im (Aα + iI) = H.
Равенство Im (Aα − iI) = H доказывается аналогично.














x(t)iy′(t) dt = (x,A2y), т. е.
A2 ⊂ A∗0. (11.4)
4.2. Пусть y ∈ D(A∗0), а z :=A∗0y. Тогда для любого
x ∈ D(A0) справедливы равенства





























Поэтому ∀x ∈ D(A0) (A0x, y + iZ) = 0 =⇒
=⇒ (y + iZ) ∈ (ImA0)⊥ (11.3)= 〈1〉 =⇒
=⇒ y(·) + iZ(·) = C — const
Поэтому функция y(·) = −iZ(·) + C абсолютно непрерывна и
y′ = −iZ ′ = −iz ∈ L2(0; 1). Отсюда следует, что y ∈ D(A2), и в
силу соотношения (11.4) справедливо равенство A2 = A∗0.
12. Расширение симметрических
операторов
В данной главе рассматривается гильбертово простран-
ство H над полем C.
Определения. Пусть H — гильбертово пространство над
полем C и A ∈ symL(H) ∩ clL(H) ∩ drdL(H).
1. N±i(A∗) :=Ker (A∗ ∓ iI) — подпространства собствен-
ных векторов оператора A∗, отвечающих собственным числам
i и −i.
2. Величины n±(A) := dimN±i(A∗) ∈ Z+∪{+∞} называют-
ся индексами дефекта оператора A.
Замечания. 1. В силу теоремы 9.3 симметрический плотно
определенный оператор A самосопряжен тогда и только тогда,
когда A замкнут и n+(A) = n−(A) = 0.
2. Отметим, что если n+n− = 0, но |n+(A)| + |n−(A)| = 0,
то в силу п. 4 теоремы 9.2 оператор A — максимальный сим-
метрический, но не самосопряженный.
3. В этой главе будем рассматривать только замкнутые сим-
метрические плотно определенные операторы.
Теорема 12.1. Пусть H — гильбертово пространство
над полем C и A ∈ symL(H) ∩ clL(H) ∩ drdL(H). Тогда спра-
ведливы следующие формулы:
Im (A±iI) = (N±i(A∗))⊥, H = Im (A±iI)⊕N±i(A∗), (12.1)
D(A∗) = D(A)⊕Ni(A∗)⊕N−i(A∗). (12.2)
Доказательство. 1. В силу п. 3 теоремы 9.2 множество
Im (A + iI) замкнуто. Поэтому
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Im (A + iI) =
(
Ker (A∗ − iI))⊥ = Ni(A∗)⊥ =⇒
=⇒ H = Im (A + iI)⊕Ni(A∗).
Аналогично доказывается и второе из равенств (12.1).
2. Покажем, что попарные пересечения множеств D(A),
Ni(A∗) и N−i(A∗) равны {0}.
Это очевидно для множеств Ni(A∗) и N−i(A∗).
Пусть x ∈ D(A) ∩ Ni(A∗). Тогда Ax A ⊂ A
∗
= A∗x = iAx. Но
у симметрического оператора собственные числа вещественны,
поэтому x = 0.
Оставшееся соотношение доказывается аналогично.
3. Отметим также, что поскольку D(A) ⊂ D(A∗), то
D(A)⊕Ni(A∗)⊕N−i(A∗) ⊂ D(A∗).
4. В силу второго равенства из (12.1) для любого y ∈ D(A∗)
найдутся x ∈ D(A) ⊂ D(A∗) и z+ ∈ Ni(A∗) такие, что
(A∗ + iI)y = (A + iI)x + z+.
Учитывая равенство A∗z+ = iz+, получим следующую це-
почку импликаций:
A∗(y − x) = i(x− y) + 12z+ + 12iA∗z+ =⇒
=⇒ A∗
(









y − x + i2z+
)
∈ N−i(A∗) и y = x− i2z+ + z−.
Лемма 12.1. Пусть H — гильбертово пространство,
A ∈ symL(H) ∩ clL(H) ∩ drdL(H), y ∈ D(A∗), x ∈ D(A),
z+ ∈ Ni(A∗), z− ∈ N−i(A∗) и y = x + z+ + z−. Тогда
(A∗y, y) ∈ R⇐⇒‖z+‖ = ‖z−‖.
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Доказательство. Непосредственным вычислением полу-
чим, что




(x, z+)− (x, z−)− (z+, z−)
)
.
Осталось учесть, что (Ax, x)
п. 3 утв. 9.1∈ R.
Теорема 12.2 (о симметрических расширениях симметри-
ческого оператора). Пусть H — гильбертово пространство
над полем C и A ∈ symL(H) ∩ clL(H) ∩ drdL(H).
Оператор B ∈ L(H) есть симметрическое расширение опе-
ратора A тогда и только тогда, когда существуют такие ли-
нейные многообразия T±i(B) ⊂ N±i(A∗) и линейный изомет-
рический оператор UB : Ti(B) → T−i(B), что
D(B) = D(A)⊕ Im (I + UB)
и для любых x ∈ D(A) и z+ ∈ Ti(B) справедливо равенство
B(x + z+ + UBz+) = Ax + iz+ − iUBz+. (12.3)
При этом
Im (B ± iI) = Im (A± iI)⊕ T±i(B) (12.4)
и B ∈ clL(H)⇐⇒(T±i — замкнутые множества, т. е. под-
пространства пространства H).
Доказательство. ⇐= . В этом случае D(B) ⊃ D(A),
B|D(A) = A. Непосредственным вычислением показывается,
что для любого y ∈ D(B) величина (By, y) вещественна. Тем
самым из п. 4 утверждения 9.1 следует, что оператор B явля-
ется симметрическим.
=⇒ . 1. Пусть B — симметрическое расширение операто-
ра A. Тогда
A ⊂ B ⊂ B∗ ⊂ A∗. (12.5)
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2. В силу теоремы 12.1 и соотношения 12.5
∀ y ∈ D(B) ∃x ∈ D(A) ∃ z± ∈ N±i(A∗) y = x + z+ + z−. (12.6)
При этом в силу (12.2) представление (12.6) однозначно.
Пусть T±i(B) — проекция D(B) на N±i(A∗) параллельно
D(A)⊕N±i(A∗). Тогда T±i(B) ⊂ N±i(A∗). При этом
R  (By, y) (12.5)= (A∗y, y) лем. 12.1=⇒ ‖z+‖ = ‖z−‖.
3. Пусть y1, y2 ∈ D(B) 12.6=⇒ yj = xj + z+, j + z−, j , где
xj ∈ D(A), а z±,j ∈ T±i. Тогда в силу (12.5)
R  (B(y1 − y2), y1 − y2) (12.5)= (A∗(y1 − y2), y1 − y2) лем. 12.1=⇒
=⇒ ‖z+,1 − z+,2‖ = ‖z−,1 − z−,2‖.
Тем самым если z+,1 = z+,2, то z−,1 = z−,2 и в представле-
нии (12.6) элемент z− ∈ T−i(B) по z+ ∈ Ti(B) определяется
однозначно. Поэтому правило Ti(B)  z+ → z− ∈ T−i(B) опре-
деляет UB — линейную изометрию Ti(B) на T−i(B).
4. Пусть
D(B)  y (12.6)= x + z+ + UBz+, x ∈ D(A), z+ ∈ Ti(B).
Тогда By
(12.5)
= Ax+ iz+− iUBz+, а (B+ iI)y = (A+ iI)x+2iz+.
Поскольку Ti(B) ⊂ Ni(A∗), то в силу (12.1)
Im (A + iI)x ⊥ Ti(B). Тем самым (A + iI)x ⊥ 2iz+. По-
этому
Im (B + iI) ⊂ Im (A + iI)⊕ Ti(B).








получим (B + iI)y = (A + iI)x + z+. Тем самым
Im (B + iI) ⊃ Im (A + iI)⊕ Ti(B).
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Аналогично доказывается и второе равенство из (12.4).
6. Последнее утверждение доказываемой теоремы есть
следствие утверждения 1.6 и п. 3 теоремы 9.2, поскольку
Im (A± iI) ⊥ T±i(B).
Утверждение 12.1. Пусть H — гильбертово простран-
ство над полем C, A ∈ symL(H) ∩ clL(H) ∩ drdL(H),
symL(H)  B — симметрическое расширение оператора A,
а n±(A) ∈ Z+. Тогда:
1. N±i(A∗) = N±i(B∗)⊕ T±i(B).
2. n±(B)  n±(A).
3. n+(B)− n−(B) = n+(A)− n−(A).
4. У оператора A есть максимальное симметрическое рас-
ширение B (n+(B)n−(B) = 0).
Доказательство. 1 . 1.1. Так как n±(A) ∈ Z+, то в си-
лу предыдущей теоремы B — замкнутый оператор. Поэтому в
силу п. 3 теоремы 9.2 Im (B ± iI) — подпространства.
1.2. Тогда
N±i(B) = Ker (B∗ ∓ iI) =
(
Im (B ± iI))⊥ =⇒
=⇒ N±i(B)⊥ = Im (B ± iI) (12.4)= Im (A± iI)⊕ T±i(B) =⇒
=⇒ H = Im (A± iI)⊕ T±i(B)⊕N±i(B) =
= Im (A± iI)⊕N±i(A) =⇒
=⇒ N±i(A∗) = N±i(B∗)⊕ T±i(B).
2, 3 . Справедливость этих соотношений следует из п. 1 до-
казываемого утверждения.




∥∥ oz± ∥∥ = 1. Рассмотрим T±i :=〈oz±〉 и U(λ oz+) :=λ oz−.
Тогда U — изометрия Ti на T−i. Поэтому оператор B, опреде-
ленный по формулам (12.3), есть симметрическое расширение
оператора A и n±(B) = n±(A)− 1.
Действуя таким образом, за конечное число шагов дойдем
до такого расширения B′ оператора A, что n+(B′)n−(B′) = 0.
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Пример 12.1. Пусть A0, Aα, (|α| = 1) и A2 — операторы,
действующие в L2(0; 1), которые рассмотрены в главе 11:
D(A0) :={x ∈ H1(0; 1) : x(0) = x(1) = 0 },
D(Aα) :={x ∈ H1(0; 1) : x(0) = αx(1) },
D(A2) :=H1(0; 1) и Ax(·) := ix′(·).
В главе 11 было показано, что A2 = A∗0 и каждый Aα есть
самосопряженное расширение симметрического оператора A0.
Покажем, что других самосопряженных расширений у опера-
тора A0 нет.
Найдем N±i(A∗0) = Ker (A2 ∓ iI). Пусть (A2 − iI)x = 0.
Тогда ix′ − ix = 0=⇒x(t) = Cet, т. е. n+(A0) = 1.
Аналогично если (A2 + iI)x = 0, то x(t) = Ce1−t и
n−(A0) = 1. Положим T±i :=N±i(A∗0). Поскольку
‖et‖L2(0;1) = ‖e1−t‖L2(0;1),
то любая изометрия Ti на T−i определяется по формуле
Uβ(Cet) :=βCe1−t, где |β| = 1.
Пусть Bβ — симметрическое расширение, порожденное Ti,
T−i и Uβ . Тогда в силу (12.3)
D(Bβ)  y⇐⇒ y(t) = x(t) + Cet + Cβe1−t.
Простым вычислением получим, что Bβy = iy′. При этом









∣∣∣∣1 + βee + β
∣∣∣∣ = ∣∣∣∣1 + βee + β
∣∣∣∣ = [β = β−1] = ∣∣∣∣ 1 + βee + β−1
∣∣∣∣ =
= |β| ·
∣∣∣∣1 + βeβe + 1
∣∣∣∣ = 1. Тем самым Bβ = Aα.
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Пример 12.2. Рассмотрим оператор A, действующий в
L2(0;+∞) и определенный следующим образом:
D(A) :={x(·) — абсолютно непрерывна на [0;+∞) :
x(·), x′(·) ∈ L2(0;+∞), x(0) = 0},
∀x ∈ D(A) Ax := ix′.
Тогда A — симметрический замкнутый линейный оператор,
и оператор A∗, в силу (10.7), имеет вид
D(A∗) = {x(·) — абсолютно непрерывна на [0;+∞) :
x(·), x′(·) ∈ L2(0;+∞)},
∀x ∈ D(A) A∗x = ix′.
Найдем N±i(A∗) = Ker (A∗ ∓ iI).
Пусть (A∗ − iI)x = 0. Тогда ix′ − ix = 0=⇒x(t) = Cet. Но
если C = 0, то Cet ∈ L2(0;+∞), поэтому Ni(A∗) = {0}.
Аналогично если (A2 + iI)x = 0, то x(t) = Ce−t и
Ce−t ∈ L2(0;+∞) при любом C. Тем самым N−i(A∗) = 〈e−t〉 и
n+(A) = 0 = 1 = n−(A). Поэтому у оператора A нет симметри-
ческих расширений.
13. Спектры симметрических операторов
В данной главе рассматривается гильбертово простран-
ство H над полем C.
Теорема 13.1. Пусть H — гильбертово пространство
над полем C и A ∈ drdL(H). Следующие условия
эквивалентны:
1. λ ∈ ρ(A).
2. (A− λI) строго отделен от нуля, и Im (A− λI) = H.
3. Ker (A∗−λI) = {0}, A — замкнутый оператор, и опера-
тор (A− λI) строго отделен от нуля.
Доказательство. 1=⇒ 2 . В этом случае
∀x ∈ D(A) ‖(A− λI)x‖  1‖(A− λI)−1‖‖x‖.
2=⇒ 3 . Данное утверждение следует из равенства (8.5) и
п. 7 теоремы 8.1.
3=⇒ 1 . В силу (2.1) оператор (A − λI)−1 непрерывен на
Im (A−λI), а в силу замкнутости оператора (A−λI) справед-
ливо равенство Im (A − λI) (8.5)= (Ker (A∗ − λI))⊥. Тем самым
(A− λI)−1 ∈ L(H)=⇒λ ∈ ρ(A).
Следствия. Пусть H — гильбертово пространство над по-
лем C и A ∈ saL(H) — самосопряженный линейный оператор.
Тогда:
1. λ ∈ ρ(A)⇐⇒ ((A− λI) строго отделен от нуля).
2. λ ∈ σ(A)⇐⇒∃{xn } ⊂ D(A) ‖xn‖ = 1∧ (A− λI)xn→ 0.
Доказательство. 1. ⇐= . Поскольку A — замкнутый опе-
ратор, то в силу теоремы 13.1 надо проверить только равенство
Ker (A∗ − λI) = {0}.
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Так как оператор (A− λI) строго отделен от нуля, то
Ker (A− λI) = {0}. (13.1)
Если Ker (A∗ − λI) = {0}, то λ — собственное число опе-
ратора A∗ = A. Поэтому λ ∈ R и λ = λ, что противоречит
равенству (13.1).
Утверждение 13.1. Пусть H — гильбертово простран-
ство над полем C, A ∈ symL(H)∩drdL(H)∩clL(H), λ = ν+iμ
и μ = 0. Тогда
λ ∈ ρ(A)⇐⇒Ker (A∗ − λI) = {0}.
Доказательство. Справедливость этого утверждения сле-
дует из равенства (9.1) и теоремы 13.1.
Утверждение 13.2. Пусть H — гильбертово простран-
ство над полем C и A ∈ symL(H) ∩ drdL(H). Тогда
A ∈ saL(H)⇐⇒σ(A) ⊂ R.
Доказательство. =⇒ . Справедливость этого утвержде-
ния вытекает из равенства (9.1) и первого следствия теоре-
мы 13.1.
⇐= . Поскольку ±i ∈ ρ(A), то Im (A∗ ± iI) = H. Поэтому
по теореме 9.3 оператор A — самосопряженный.
Теорема 13.2. Пусть H — гильбертово пространство
над полем C, A ∈ symL(H) ∩ drdL(H) ∩ clL(H), λ0 ∈ C,
μ0 :=Imλ0 = 0 и Ker (A∗ − λ0I) = {0}. Тогда
∀λ ∈ C Imλ0 · Imλ > 0=⇒Ker (A∗ − λI) = {0}.
Доказательство. 1. Пусть Ker
(
A∗ − (λ0 + ΔλI)
) = {0}.
Тогда найдется y0 такой, что ‖y0‖ = 1 и(
A∗ − (λ0 + ΔλI)
)
y0 = 0. (13.2)
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Но в силу замкнутости оператора A получим
Im (A− λ0I) =
(
Ker (A∗ − λ0I)
)⊥ = H.
Тем самым найдется 0 = x0 ∈ D(A) такой, что
y0 = (A− λ0I)x0. (13.3)
Из равенства (13.3) в силу (9.1) получим
‖y0‖  |μ0| · ‖x0‖. (13.4)
Из равенств (13.2) и (13.3) следует, что((












 ‖y0‖ = 1 = ‖y0‖2 = |Δλ| · |(y0, x0)|
(1.1)

 |Δλ| · ‖y0‖ · ‖x0‖ = |Δλ| · ‖x0‖.
Тем самым |Δλ|  |μ0|. Отсюда следует, что
∀Δλ (|Δλ| < |μ0|=⇒Ker
(
A∗ − (λ0 + ΔλI)
)
= {0}. (13.5)
2. Пусть μ0 > 0, λ ∈ C и Imλ > 0. Разобьем отрезок [λ0;λ]
точками {λj }|j∈0,n ⊂ [λ0;λ] (λn = λ) на равные по длине ча-
сти такие, что |λj+1 − λj | < min{μ0, Imλ}. Тогда в силу (13.5)
получим
{0} = Ker (A∗ − λ0I) = Ker (A∗ − λ1I) = . . . =
= Ker (A∗ − λnI) = Ker (A∗ − λI).
Следствие. Пусть H — гильбертово пространство над
полем C, A ∈ symL(H) ∩ drdL(H) ∩ clL(H). Тогда:
1. i ∈ ρ(A)=⇒CIm>0 ⊂ ρ(A).
2. −i ∈ ρ(A)=⇒CIm<0 ⊂ ρ(A).
3. i ∈ σ(A)=⇒CIm0 ⊂ σ(A).
4. −i ∈ σ(A)=⇒CIm0 ⊂ σ(A).
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Теорема 13.3. Пусть H — гильбертово пространство
над полем C, A ∈ symL(H) ∩ drdL(H) ∩ clL(H), λ0 ∈ C,
μ0 :=Imλ0 = 0 и dim
(
Ker (A∗ − λ0I)) = n. Тогда
∀λ ∈ C Imλ0 · Imλ > 0=⇒ dim
(












Ker (A∗ − λ0I)).
Тогда найдется линейно независимая система векторов
{ ej }j∈0,n+1 ⊂ Ker
(
A∗ − (λ0 + Δλ)I
)
. В силу равенства
H = Ker (A∗ − λ0I)⊕ Im (A− λ0I)
найдутся системы векторов { fj }j∈0,n+1 ⊂ Ker (A∗ − λ0I) и
{ gj }j∈0,n+1 ⊂ Im (A−λ0I) такие, что ∀ j ∈ 0, n + 1 ej = fj +gj .
Тогда система векторов { fj }|j∈0,n+1 линейно зависима, т. е.
найдутся такие скаляры {αj }j∈0,n+1 ⊂ C, что
n+1∑
j=1
|αj | = 0 и









αjgj ∈ Im (A− λ0I).
Не ограничивая общности, можно считать, что ‖y0‖ = 1.
Тогда, как и при доказательстве теоремы 13.2, получим, что в









Ker (A∗ − λ0I)).
Тогда при |Δλ|  min{|μ0|, Imλ} получим
dim
(
Ker (A∗ − λI))  dim(Ker (A∗ − λ0I)) 
 dim
(
Ker (A∗ − λI)).
Пример 13.1. Рассмотрим оператор A из примера 12.2.
Поскольку Ni(A∗) = {0} и N−i(A∗) = 〈e−t〉, то σ(A) = CIm0.
14. Коммутирующие операторы
В этой главе рассматривается понятие коммутируемости
двух линейных операторов, один из которых ограничен, а дру-
гой — оператор общего вида.
Отметим, что если A ∈ L(H) и λ ∈ ρ(A), то
ARA(λ) = RA(λ)A.
Однако если A ∈ L(H) \ L(H) и λ ∈ ρ(A), то
D(RA(λ)A) = D(A) = H = D(ARA(λ)).
Определения. Пусть H — гильбертово пространство,
A ∈ L(H) и B ∈ L(H).
1. Операторы A и B называются перестановочными или
коммутирующими, если BA ⊂ AB, т. е.
∀x ∈ D(A) Bx ∈ D(A) и BAx = ABx.
2. Говорят, что оператор A сокоммутирует с операто-
ром B, если оператор A перестановочен с любым ограничен-
ным оператором C ∈ L(H), коммутирующим с оператором B.
Утверждение 14.1. Пусть H — гильбертово простран-
ство, A ∈ L(H), ρ(A) = Ø, а L(H)  RA(λ) :=(A − λI)−1
(λ ∈ ρ(A)) — резольвента оператора A. Тогда справедливо
тождество Гильберта для резольвенты оператора A:
∀λ, μ ∈ ρ(A) RA(λ)−RA(μ) = (λ− μ)RA(λ)RA(μ). (14.1)
Следствие. Пусть H — гильбертово пространство,
A ∈ L(H) и ρ(A) = Ø. Тогда
∀λ, μ ∈ ρ(A) RA(λ)RA(μ) = RA(μ)RA(λ).
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Теорема 14.1. Пусть H — гильбертово пространство,
A ∈ L(H), ρ(A) = Ø и B ∈ L(H). Тогда:
1. Для любого λ ∈ ρ(A) операторы A и RA(λ) сокоммути-
руют.
2. Если операторы A и B коммутируют, то для любого
λ ∈ ρ(A) операторы B и RA(λ) тоже коммутируют.
3. Если существует λ0 ∈ ρ(A) такое, что операторы B и
RA(λ0) коммутируют, то коммутируют и операторы A и B.
Доказательство. 1 . Пусть C ∈ L(H),
CRA(λ) = RA(λ)C и x ∈ D(A).
Поскольку RA(λ) отображает H на D(A), то существует y ∈ H
такой, что x = RA(λ)y. Тогда
Cx = CRA(λ)y = RA(λ)Cy ∈ D(A).
При этом





Cy = Cy + λRA(λ)Cy = Cy + λCRA(λ)y =
= C(A− λI)x + λCx = CAx.
2 . Для любого x ∈ H справедливы равенства
Bx = B(A− λI)RA(λ)x RA(λ)x∈D(A)= (A− λ)BRA(λ)x.
Поэтому B = (A− λ)BRA(λ)=⇒RA(λ)B = BRA(λ).
3 Поскольку BRA(λ0) = RA(λ0)B, то для любого
x ∈ D(A) получим, что
RA(λ0)B(A− λ0I)x = Bx ∈ D(A) =⇒
=⇒ B(A− λ0I)x = (A− λ0I)Bx=⇒BAx = ABx.
15. Несобственные операторные интегралы
В этой главе понятие операторного интеграла по отрезку
обобщается до понятия несобственного операторного интегра-
ла (т. е. операторного интеграла по неограниченному проме-
жутку).
Определение. Пусть H — гильбертово пространство и
{An } ⊂ L(H). Оператор A := lim




x : {Anx} — сходится
}
,
∀x ∈ D(A) Ax := lim
n→+∞Anx.
(15.1)
Лемма 15.1. Пусть H — гильбертово пространство,
∀n ∈ N H ⊃ Hn+1 ⊃ Hn — подпространства пространства H,⋃
n
Hn = H, Pn :=PrHn, An ∈ saL(H) и
∀n,m ∈ NAn+mPn = AnPn = An.
Тогда A := lim
n→∞An ∈ saL(H).
Доказательство. 1. В силу условий леммы и соотноше-
ния (4.2)
∀x ∈ H Pnx→x. (15.2)




n→+∞(Anx, y) = limn→+∞(x,Any)
(15.1)
= (x,Ay).
Тем самым A ∈ symL(H).
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3. Так как AnPmx
n>m= AmPmx, то Hn ⊂ D(A). При этом
APm = AmPm = Am. (15.3)
Поэтому A — плотно определенный оператор. В силу преды-
дущего пункта доказательства из этого следует, что A ⊂ A∗.
4. В силу равенств (15.3) и п. 6 утверждения 8.6
(APm)∗ = A∗m = Am ⊃ PmA∗.
Поэтому для любого y ∈ D(A∗) справедливо соотношение
Any = PnA∗y
(15.2)→ A∗y,
т. е. y ∈ D(A)=⇒A∗ = A.
Лемма 15.2. Пусть H — гильбертово пространство,
∀n ∈ N H ⊃ Hn+1 ⊃ Hn — подпространства пространства H,⋃
n
Hn = H, Pn :=PrHn, A ∈ saL(H) и
∀n,m ∈ N PnAPn = APn.
Тогда A := lim
n→∞APn.
Доказательство. Пусть An :=PnAPn = APn.
Тогда {An } удовлетворяет всем условиям леммы 15.1. По-
этому A˜ := lim
n→+∞APn ∈ saL(H). Если x ∈ D(A˜), то APnx→ A˜x
и Pnx
15.2→ x. Но A — замкнутый оператор, поэтому
x ∈ D(A) и Ax = A˜x.
Отсюда следует, что A˜ ⊂ A. Тогда в силу п. 3 утверждения 9.2
справедливо равенство A˜ = A.
Лемма 15.3. Пусть H — гильбертово пространство,
∀n ∈ N H ⊃ Hn+1 ⊃ Hn — подпространства пространства H,⋃
n










Тогда существует единственный линейный оператор




Доказательство. 1. Пусть A˜n :=PnAnPn = AnPn.
Тогда { A˜n } удовлетворяет всем условиям леммы 15.1. По-
этому
A := lim
n→+∞ A˜n = limn→+∞AnPn ∈ saL(H)




2. Единственность такого оператора следует их леммы 15.2.
Отметим, что D(A) :=
{
x : {AnPnx} — сходится
}
.
Лемма 15.4. Пусть H — гильбертово пространство,
∀n ∈ N Hn — подпространства гильбертова пространства H,
∀n,m ∈ N
(





и An ∈ saL(Hn). Тогда существует единственный оператор
A ∈ saL(H) такой, что ∀n ∈ N A
∣∣∣
Hn










Доказательство. Пусть Pn :=PrHn . Тогда
PnPm = δn,mPn. (15.5)








AkPkx при x ∈ H˜n.
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Тогда для { H˜n } и { A˜n } выполняются все условия лем-
мы 15.3. Поэтому существует оператор A ∈ saL(H) такой, что
∀n ∈ N A
∣∣∣
H˜n
= A˜n. При этом












зом, справедлива следующая цепочка эквивалентностей:

















Пусть { Iλ }— разбиение единицы в гильбертовом простран-
стве H, а функция f : R → R такова, что ∀ a, b ∈ R f ∈ I[a; b].
Возьмем две последовательности { an }, { bn } ⊂ R такие,
что an→−∞, а bn→+∞.




f(λ) dIλ и Pn удовлетворяют всем условиям лем-
мы 15.1. Поэтому F := lim
n→+∞Fn ∈ saL(H).
Определение. Оператор F называется интегралом от
функции f по { Iλ } и обозначается F :=
+∞∫
−∞
f(λ) dIλ, т. е.
+∞∫
−∞






Лемма 15.5. Пусть { Iλ } — разбиение единицы в гильбер-
товом пространстве H, а функция f : R → R такова, что




корректно, т. е. не зависит от последовательностей { an } и
{ bn }.













, Pn := In − I−n.
Возьмем произвольное n ∈ N. Тогда для любого m ∈ N











Поэтому для любого n ∈ N справедливы равенства
PnF˜Pn = F˜Pn = PnFPn = FPn.
Тем самым по лемме 15.2 справедливы равенства
F = lim
n→+∞FPn = limn→+∞ F˜Pn = F˜ .













































Определение. Множество функций f : R → R таких, что
∀ a, b ∈ N f ∈ I[a; b], обозначим I(R).
Теорема 15.1. Пусть { Iλ } — разбиение единицы в гиль-
бертовом пространстве H. Тогда:






d Iλ = α
+∞∫
−∞




2. Если f, g ∈ I(R), то f(·)g(·) ∈ I(R).
































3. Если f ∈ I(R), то f ∈ I(R) (здесь f — комплексно со-
пряженная к f функция) и
+∞∫
−∞






4. Если f ∈ I(R) и ∀λ ∈ R f(λ)  0, то
+∞∫
−∞
f(λ) d Iλ  0.
5. Если f, g ∈ I(R) и ∀λ ∈ R f(λ)  g(λ), то
+∞∫
−∞












x ∈ H :
+∞∫
−∞



















Поскольку D(F ) = {x :
+∞∫
−∞




































|f(λ)|2 d ‖Iλ x‖2 +
n+p∫
n




|f(λ)|2 d ‖Iλ x‖2 −
n∫
−n














|f(λ)|2 (d ‖Iλ x‖2
}
— сходится.
Утверждение 15.1. Пусть { Iλ } — разбиение единицы в
гильбертовом пространстве H, f(·) ∈ I(R) и ϕ : R → (α;β) —
строго возрастающая непрерывная биекция R на (α;β). То-





O, μ  α,
Iϕ(μ), μ ∈ (α;β),
I, μ  β
является разбиением единицы в гильбертовом простран-
стве H. При этом
+∞∫
−∞











В этой главе рассматривается спектральное разложение
неограниченных самосопряженных операторов.
Теорема 16.1. Пусть H — гильбертово пространство
над полем C и A ∈ saL(H). Тогда существует такое разби-
ение единицы {Iλ}, что при любом λ ∈ R оператор Iλ соком-




Доказательство. 1. По теореме 9.4 существуют операторы
B,C ∈ L(H) такие, что
I  B = (I + A2)−1  0, C = AB, ‖C‖  1. (16.1)
Поскольку ±i ∈ ρ(A), то













(A + iI − iI) ·RA(−i)− (A− iI + iI) ·RA(i) =
= i2
(







В силу соотношений (16.1) ImB ⊂ D(A).
2. Пусть { I˜λ }— разложение единицы, порожденное самосо-
пряженным ограниченным оператором B. Так как в силу (16.1)
0  B  I, то { I˜λ } сосредоточено на [0; 1 + ε], где 0 < ε — до-
статочно малое число.
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Поскольку KerB = {0}, то 0 ∈ σd(B). Тем самым по теоре-
ме 7.4 точка 0 есть точка непрерывности { I˜λ }. Поэтому
I˜−0 = I˜0 = I˜+0 = 0. (16.2)
3. Пусть
Pn := I˜1/n − I˜1/(n+1), Hn := ImPn при n  2, а
P1 := I − I˜1/2, H1 := ImP1.
Тогда Hn ⊥ Hm при n = m. Поскольку операторы B и C
коммутируют, то в силу свойств разложения единицы, порож-
денного оператором B, при любом n ∈ N операторы Pn, B и C
коммутируют между собой.











Pn = I. (16.3)
















dI˜λ = Pn (16.5)
и для любого x ∈ H
Pnx = BnB̂nx
(16.4)












3= PnCB̂nx ∈ Hn.
Поэтому Hn — инвариантное подпространство оператора A.




ствующие вHn. Тогда при любом n ∈ N оператор An — симмет-
рический оператор, определенный на всем гильбертовом про-
странстве Hn. Поэтому по теореме 2.1 An ∈ L(Hn).
7. По теореме 5.1 каждый оператор An порождает разложе-
ние единицы { nIλ } ⊂ L(Hn). При этом
n














8. Поскольку для любых λ ∈ R и x ∈ H
∞∑
n=1
∥∥∥ nIλ Pnx∥∥∥2  ∞∑
n=1
‖Pnx‖2 = ‖x‖2,



















































Iλ Pnx = Iλx.
Тем самым Iλ — ортопроектор.
9. Пусть μ > λ, тогда(



























Iλ 0]  0=⇒ Iμ  Iλ
и, в частности, Iλ−0  Iλ.





















∥∥∥  rN (x). (16.10)
Переходя в неравенстве (16.10) к пределу при λ → μ − 0













Тем самым { Iλ } — разложение единицы.















Iλ Pnx = APnx.
Тем самым по лемме 15.2 получим, что A˜ = A.




λ2 d(Iλx, x) < +∞.
Определение. Пусть { I˜λ } — разложение единицы в гиль-
бертовом пространстве H, порожденное самосопряженным
неограниченным оператором A, и f(·) ∈ I(R). Тогда, как и в





Пример 16.1. Пусть { Iλ } — разложение единицы в гиль-
бертовом пространстве H, порожденное самосопряженным




eiλ dIλ = cos A + i sin A.




) ∥∥∥eiAx∥∥∥2 = +∞∫
−∞
1 d‖Iλx‖2 = ‖x‖2.
17. Унитарные операторы
и их спектральное разложение
В этой главе рассматривается еще один класс линейных опе-
раторов, для которых имеется интегральное представление.
Определение. Пусть H — гильбертово пространство. Ли-
нейный оператор U ∈ L(H) такой, что
U∗U = I = UU∗, (17.1)
называется унитарным.
Утверждение 17.1. Пусть H — гильбертово простран-
ство. Линейный оператор U ∈ L(H) унитарный тогда и толь-
ко тогда, когда
U ∈ L(H) и U∗ = U−1.
Доказательство. =⇒ . В силу (17.1) D(U) = H и
ImU∗ = H. Поэтому для любого x ∈ H
‖x‖2 = (U∗Ux, x) = (Ux,Ux) = ‖Ux‖2.
Теорема 17.1. Пусть H — гильбертово пространство
U ∈ L(H) и D(U) = H. Следующие условия эквивалентны:
1. U — унитарный оператор.
2. ImU = H и ∀x, y ∈ H (Ux,Uy) = (x, y).
3. ImU = H и ∀x ∈ H ‖Ux‖ = ‖x‖.
Доказательство. 1=⇒ 2 . Для любых x, y ∈ H
(Ux,Uy) = (x,U∗Uy) = (x, y).
При этом в силу (17.1) ImU = H.
2=⇒ 3 . Для любого x ∈ H
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(Ux,Ux) = (x,U∗Ux) = (x, x).
3=⇒ 1 . Так как ‖A‖ = 1, то и A∗ ∈ L(H). Поэтому для
любого x ∈ H
‖x‖2 = (x, x) = ‖Ux‖2 = (Ux,Ux, ) = (U∗Ux, x).
Поскольку оператор U∗U самосопряжен, то по следствию из
теоремы 2.3 получим, что I = U∗U .
Так как ImU = H, то U−1 ∈ L(H) =⇒ U−1 = U .
Определение. Пусть H — гильбертово пространство. Опе-
ратор U : D(U) ⊂ H → H называется изометричным или изо-
метрией, если
∀x ∈ D(U) ‖Ux‖ = ‖x‖.
Отметим, что любой унитарный оператор изометричен.
Пример 17.1. Пусть H — гильбертово пространство над
полем C и A ∈ symL(H). Поскольку для любого x ∈ D(A)
‖(A + iI)x‖2 = ‖Ax‖2 + ‖x‖2 = ‖(A− iI)x‖2,
то оператор UA : Im (A + iI) → Im (A − iI), определенный
правилом UA(A + iI)x = (A − iI)x, есть линейная изометрия
Im (A + iI) на Im (A− iI).
При этом если y = (A + iI)x, то UAy = (A− iI)(A + iI)−1y.
Тем самым
UA = (A− iI)(A + iI)−1. (17.2)
Отметим, что
D(UA) = Im (A + iI), ImUA = Im (A− iI). (17.3)
Утверждение 17.2. Пусть H — гильбертово простран-
ство над полем C, A ∈ symL(H) и оператор UA определен
формулой (17.2).
Тогда UA — линейная изометрия и Ker (UA − I) = {0}.
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Доказательство. Пусть x ∈ Ker (UA − I), тогда в силу
равенств (17.3)
x ∈ Im (A + iU) и UAx = x.
Поэтому существует y ∈ D(A) такой, что x = (A + iI)y. Тогда
0 = (UA − I)x (17.2)= (A− iI)(A + iI)−1x− x =
= (A− iI)y − (A + iI)y = −2iy =⇒ y = 0=⇒x = 0.
Определение. Пусть H — гильбертово пространство над
полем C и A ∈ symL(H).
Тогда оператор UA, определенный формулой (17.2), назы-
вается преобразованием Кэли оператора A.
Утверждение 17.3. Пусть H — гильбертово простран-
ство и оператор U ∈ L(H) — изометрия. Следующие утвер-
ждения эквивалентны:
1. U ∈ clL(H).
2. D(U) — замкнутое множество.
3. ImU — замкнутое множество.
Доказательство. 1=⇒ 2 . Пусть D(U)  xn→x0. Тогда
{xn} — фундаментальная последовательность. Так как U —
изометрия, то {Uxn} — фундаментальная последовательность.
Поэтому существует такое y0 ∈ H, что Uxn→ y0. Отсюда в
силу замкнутости оператора U следует, что x0 ∈ D(U).
2=⇒ 3 . Пусть ImU  yn = Uxn→ y0. Тогда {xn} —
фундаментальная последовательность. Поэтому существует
x0 ∈ D(U) такое, что xn→x0. Отсюда следует, что
Uxn→Ux0 = y0 ∈ ImU.
3=⇒ 1 . Так как оператор U строго отделен от нуля, то в
силу п. 4 утверждения 8.4 оператор U является замкнутым.
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Следствие. Пусть H — гильбертово пространство над
полем C и A ∈ symL(H). Тогда
UA ∈ clL(H)⇐⇒A ∈ clL(H).
Доказательство. UA ∈ clL(H) утв. 17.3⇐⇒ D(UA) (17.3)=
= Im (A+iI) — замкнутое множество
п. 3 теор. 9.2⇐⇒ A ∈ clL(H).
Рассмотрим обратную задачу — по оператору UA восстано-
вить оператор A.
Пусть x ∈ D(A). Тогда
(I + UA)(A + iI)x = Ax + ix + Ax− ix = 2Ax и
(I − UA)(A + iI)x = Ax + ix−Ax + ix = 2ix.




(I + UA)(A + iI)x =
1
2
(I + UA)2i(I − UA)−1x.
Тем самым
A = i(I + UA)(I − UA)−1.
Теорема 17.2. Пусть H — гильбертово пространство
над полем C. Тогда:
1. Если A ∈ saL(H), то UA — унитарный оператор и
Ker (UA − I) = {0}.
2. Если U ∈ L(H), Ker (U − I) = {0}, U — унитарный
оператор и
AU := i(I + U)(I − U)−1, (17.4)
то AU ∈ saL(H).
Доказательство. 1 . Так как A = A∗, то в силу утвер-
ждения 13.2 σ(A) ⊂ R=⇒(A± iI)−1 ∈ L(H) (17.3)=⇒ D(UA) = H и
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ImUA = H. Поэтому в силу теоремы 17.1 и утверждения 17.2
оператор UA — унитарный.
2 . 1. Так как L(H)  U — унитарный оператор и Ker (U−
I) = {0}, то в силу п. 3 утверждения 2.2
D(AU )
(17.4)
= Im (I − U) = Ker (I − U∗)⊥ =
= Ker (I − U−1)⊥ = Ker ((U − I))⊥ = {0}⊥ = H.
Тем самым оператор AU плотно определен, и поэтому суще-
ствует оператор A∗U .
2. Покажем, что оператор AU — симметрический.
Пусть x, y ∈ D(AU ). Тогда существуют v, w ∈ Im (I − U)
такие, что x = (I − U)v, y = (I − U)w. Поэтому
(AUx, y) =
(




(I − U)v, i(I + U)y) (17.1)= −i(v, (U − U∗)w).
3. AU+iI = i
(
(I+U)(I−U)−1+I) = 2i(I−U)−1. Аналогично
AU − iI = 2i(U∗ − I)−1.
Поэтому Im (AU + iI) = Im (2i(I − U)−1) = D(I − U) = H
и Im (AU − iI) = Im (2i(U∗ − I)−1) = D(U∗ − I) = H теор. 9.3=⇒
=⇒ AU ∈ saL(H).
Следствие. Пусть H — гильбертово пространство над
полем C и A ∈ symL(H), а UA — оператор, определенный фор-
мулой (17.2). Тогда
A ∈ saL(H)⇐⇒(UA — унитарный).
Пусть H — гильбертово пространство над полем C,
U ∈ L(H), Ker (U − I) = {0} и U — унитарный оператор.
Тогда AU = i(I + U)(I − U)−1 — самосопряженный оператор.
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Пусть { Iλ } — разложение единицы, порожденное операто-
ром AU . Тогда





Поскольку λ ∈ R, то∣∣∣λ− i
λ + i
∣∣∣ = √λ2 + 1√
λ2 + 1
= 1=⇒ λ− i
λ + i




1− eiϕ = −ctg (ϕ/2) =: G(ϕ).
Поскольку G(ϕ) — строго возрастающая непрерывная
функция, отображающая (0; 2π) на R, то в интеграле из равен-






где I˜ϕ := IG(ϕ).
Равенство (17.6) есть спектральное представление унитар-
ного оператора U, удовлетворяющего условию
Ker (U − I) = {0}.
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