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CAPITULO 0.
INTRODUCCION.
MOTIVACION FISICA. DESCRIPCION DE RESULTADOS.
En este Capitule abordaaos la descripciôn de los fenômenos 
flslcos y los modelos maternâticos de los que surgen las 
ecuaciones que han sido el origen y la causa de la elaboraciôn de 
esta Memoria, asi como una derivaciôn de dichos modelos a partir 
de consideraciones fisicas. Asimismo présentâmes una breve 
exposiciôn de los resultados mâs importantes que se obtienen en 
los restantes Capitules.
0.1 Origen Flsico de los Problèmes Considerados.
Las ecuaciones de Kuramoto-Sivashinsky y de Kuramoto-Velarde, 
K-S y K-V respectivamente, que seràn escritas mâs abajo, han sido 
deducidas por diversos autores al modelizar fenômenos de
inestabilidad en distintos campos de la Flsica: hidrodinâmica,
termohidrâulica, reacciones qulmicas, combustiôn, plasmas etc;
estas ecuaciones describen la evoluclôn de pequeAas perturbaciones 
de soluciônes explicitas de cada modelo, producidas por distintos 
mecauiismos de inestabilidad. En este sentido los modelos describen 
una misma clase de fenômenos fisicos: la propagaciôn (evoluclôn) 
de interfases deformables. La ecuaciôn de Cahn-Hilliard, C-H, por 
su parte, ha sido propuesta como modelo para describir la
transiclôn de fase de aleaciones en metalurgia. Asi los très
modelos describen fenômenos de formaciôn de estructuras que se 
preceden con la apariciôn de turbulencia y dinâmica caôtica.
0.1.1 Ecuaciôn de Kuramoto-Sivashinsky
*  ' ë ' " + ê  " + '  ° "
Al estudiar el movimiento de un fluido sobre un piano 
inclinado, D. J.Benney (4J. S. P. Lin (5), las ecuaciones de 
Navier-Stokes bidimensionales (con el campo gravitatorio externo 
aAadido) admiten una soluciôn explicita que corresponde al Flujo 
de Poiseuille: la interfase.(borde del liquido) tiene un perfil
parabôlico; estudiando la estabilidad de esta soluciôn explicita y 
escribiendo la interfase como Ç(x,t) + u(x,t) donde Ç es la 
soluciôn de perfil parabôlico se llega tras un anâlisis con 
desarrollos asintôticos (método de escalas multiples) y suponiendo 
que la tensiôn superficial es infinita en el borde del liquido, a 
que u verifica (1.1), que aparece como una ecuaciôn de "clausura" 
de las ecuaciones asociadas a los desarrollos asintôticos. Estamos 
pues en presencia de un modelo de inestabilidades hidrodinâmlcas. 
[13,141.
En (6,7,8.9] Y.Kuramoto y T.Tsuzukl estudian las reacciones 
quiaicas de Belutzov-Zabot inski i para N especies qulaicas, 
modeladas por un sistema parabôlico de ecuaciones de 
reacciôn-difusiôn:
ac N a
—  - y D .. —  c. » f . (C . ...CL) (1.2)
at k=i J*ax= ^ J  ^ **
los Djj^  son los coeficientes de difusiôn y los fj son los térainos 
de reacciôn, que son dados. La parte cinética de (1.2), es decir 
el sistema de ecuaciones diferenciales ordinarias
dC
— J - f,(C ,.. ,C„) J = 1,..,N (1.3)
dt J' 1’ ■ • ’“N
révéla la existencia de un tlpo especial de solucion de (1.2): 
homogenea espacialmente y periôdica en el tiempo; este tipo de 
soluciones puede ser visualizada en experimentos de laboratorio de 
los cuales existen excelentes filmaciones, (21); es pues natural 
buscar soluciones de (1.2) que correspondan a perturbaciones de 
estas soluciones particulares, en este caso una cierta "fase" de 
la soluciôn perturbada verifica (1.1).
En combustiôn pueden considerarse dos tipos de Hamas, [2]: 
1lamas de premezcla, en las que los gases reactivos estân 
inicialmente mezclados de forma homogenea y las Hamas de difusiôn 
en las que por contrario los gases aparecen en zonas bien 
diferenciadas. La combustiôn se produce en una regiôn pequeAa, que 
deja a cada uno de sus lados el gas quemado y el gas sin arder, 
esta zona que avanza hacia la zona ocupada por el gas sin 
reaccionar es lo que se denomina f rente de Hama. En cuanto a las 
Hamas de premezcla se han observado dos tipos de mecanismos que 
provoquen la inestabilidad "espontanea" de un frente de llama, 
llOl:
i) La expanslôn térmlca del gas que atraviesa el frente de la 
Hama; esto es, un mecanlsmo de inestabilidad hidrodinâmica.
ii) La interacciôn de los mecanismos de difusiôn y transporte 
(convecciôn) de calor y de materia en el interior del frente; esto 
es, un mecanlsmo de inestabilidad termo-difusiva.
En (10,11,121 G. Sivashinsky propone un modelo termodifusivo 
para la inestabilidad de un f rente piano de Hama de premezcla 
debida a la expanslôn térmica del gas y a los efectos de 
transporte, este modelo viene dado por el sistema parabôlico
a T + ^ T
ât^
+ a_c
âx
QCexp(-§ )
- AC = -Cexp( )
(1.4)
siendo T y C la temperatura y concentraciôn de la mezcla de gases, 
V, g, Q constantes positivas y A el operador de Laplace en dos 
variables espaciales (x,y). Para valores grandes de g (energla de 
activaciôn) (1.4) admite una soluciôn explicita con derivadas 
discontinuas sobre el "frente de Hama* dado por F(x,y,t) * 0, 
Sivashinsky muestra que una perturbaciôn de este frente evoluciona 
segùn (1.1), cuando se ignoran los efectos de expanslôn térmica 
del gas y la densidad se supone constante. As! (1.1) describe 
unicamente los efectos de difusiôn y transporte sobre la 
estabilidad del frente, (12).
Obsérvese que la parte lineal de (1.1) corresponde a una 
relaciôn de dispersiôn w(k) = k^(l-k^) para perturbaciones de 
u - 0 de la forma exp(wt + ilcx), que muestra inestabilidades para 
pequeAas modulaciones de la interfase (k < 1) pero un efecto 
estabilizante para longitudes de onda largas, (15,16,17). Esto 
experimentalmente se maniflesta en la apariciôn de dendritas en el 
frente, originarlamente piano, que crecen segùn la longitud de 
onda mâs inestable (i.e. aquella para la que u es mâxima), este 
fenômeno recibe el nombre de creciaiento dendritico (este efecto 
es évidente en el caso de un fluido deslizandose por un piano 
inclinado) y estâ relacionado con otros fenômenos de propagaciôn
de interfases, por ejenplo el crecimiento de cristales, la 
propagaciôn de fracturas o el problems de la penetraciôn de un 
fluido en otro de distinta viscosidad (problems de 
Saffman-Taylor), [22]; despues de un cierto transitorio los 
términos no lineales entran en Juego saturando los modos 
inestables y originando un cierto retraimiento en el movimiento de 
la interfase, experimental y numéricamente [2,8,9,11,23], se ha
observado que el frente puede desarrollar estructuras espaciales
complejas asi como una evoluclôn caôtica y turbulents 
temporalmente; asimismo complejas transiciones al caos son 
observables.
Destaquemos que (1.1) puede ser deducido de forma heuristics 
a partir de la relaciôn de dispersiôn anterior, una ley
fenomenolôgica debida a G. H. Markstein que da una relaciôn entre la 
velocidad del frente y el radio de curvatura del mismo, y
argumentes geométricos concernientes a la velocidad normal de 
propagaciôn del frente, [20].
La ecuaciôn (1.1) es complementada por el dominio (usualmente 
la variable espacial esté en un intervalo [0,L] que en el caso de 
Hamas corresponde al tamaAo de la misma), por condiciones de 
contorno (tipicamente condiciones de no-flujo, o periôdicas) y por 
condiciones iniciales. Obsérvese que en el caso de dominio 
espacial acotado y con condiciones de contorno adecuadas, la
cantidad #(t) - ^ u(x,t)dx représenta la posiciôn média del
I
frente y ademàs g^^(t) + (^^(x, t) )^ dx * 0, asi ^^(t), la
velocidad media del frente, es negative y puede ser no acotada en 
el tiempo (en cuanto una desigualdad tipo Sobolev se verifique y 
ÿ(Q) 5 0, en este caso el frente se desplaza siempre hacia un 
lado, ^ tiene signo constante, sin detenerse). Es por tanto 
natural utilizer un sistema môvil de referencia y tomar como nueva
incognita v * u - p[u que verifica ahora
* ri (inv)‘ ' 0 (1.5)
y V tiene media nula.
0.1.2 Ecuaciôn de Kuramoto-Velarde
La ecuaciôn
ha sido derivada por M.G.Velarde et al., [24,251, en el contexto 
de la convecciôn Bénard-Marangoni bajo efectos de microgravedad, 
con una frontera libre (interfase): una capa de fluido (secciôn 
bidimensional) yace en un contenedor con la parte superior al aire 
libre mientras se somete a un calentamiento progrèsivo por la 
parte inferior; partiendo del reposo (posiciôn inicial horizontal 
del fluido) para valores pequeAos del calentamiento una soluciôn 
explicita aparece en las ecuaciones que gobiernan al fluido: la
soluciôn en la que el perfil de temperatura decrece linealmente de 
la parte inferior a la superior del fluido (conduceiôn pura del 
calor sin efectos convectivos), en este estado, la configuraciôn 
de la superficie libre del fluido permanece en equilibrio.
Tras un cierto valor critico del calentamiento (caracterizado 
por el numéro de Marangoni) esta soluciôn pierde la estabilidad 
apareciendo otras soluciones donde los fenômenos difusivos y 
convectivos son déterminantes: rollos, celulas convectivas y otra 
"fauna" anâloga a la del problema de Bénard clâsico, [1], (i.e.
sin frontera libre); de esta forma la configuraciôn horizontal de 
la interfase llquido-aire pierde su estabilidad y comienza a 
moverse por medio de este mecanismo termohidrâulico; a su vez a 
través de la interfase el liquido y el aire intercambian energla 
por tanto la tensiôn superficial, y sobre todo su variaciôn 
espacial debida a variaciones de temperatura, los efectos de 
difusiôn, y las propiedades geométricas de la interfase (curvatura 
por ejemplo) son claves a la hora de establecer el balance del 
fluJo de energla a través de la interfase y por tanto para 
establecer un modelo de evoluclôn de la perturbaciôn de la 
interfase de equilibrio; as! pues tenemos una competencia entre 
mecanismos termodifusivos e hidrodinémicos. Por otro lado 
dependiendo de cômo se varien los parâmetros de control del
problema, el movimiento la interfase puede caer en un régimen 
evolutive (primer orden en el tiempo) o en un régimen oscilatorio 
(segundo orden) como ha sido mostrado en una larga serie de 
articules por M. G. Velarde y Chu Xiao Lin, (26,27], donde el 
problema se estudia en forma mâs general aftadiendo a lo anterior 
efectos externes sobre la tensiôn superficial (por ejemplo la 
presencia de soluto afecta no sôlo a las variaciones en la tensiôn 
superficial sino también a las variaciones de densidad y de 
elasticidad de la interfase) o afiadiendo el efecto de campos 
eléctricos o magnéticos (para fluidos conductores, dieléctricos o 
ferromagnéticos) ademâs del gravitatorio anteriormente comentado.
En consecuencia (1.6) surge como modelo describiendo, en el 
régimen en que el fluido desarrolla una estructura de células 
convectivas (experimentalmente observables, [1]), la evoluclôn de 
una pequefta perturbaciôn de la posiciôn de equilibrio en una de 
dichas celdas. Asi tienen significado flsico las condiciones de 
dominio acotado [0,L] para la variable espacial (L es el tamaAo de 
la celda de convecciôn) y condiciones L-periôdicas o de no-fluJo 
en la frontera.
■ y^uix.Obsérvese que ahora f(t) * p u(x,t)dx (supuestas
’o
condiciones de contorno adecuadas) es constante y la condiciôn de 
conservaciôn de volumen en el fluido (no hay cavitaciôn) impone a 
(1.6) la condiciôn de que u tenga media nula; por otro lado la 
parte lineal de (1.6) es la de (1.1) y por tanto tenemos el mismo 
anâlisis que antes derivado de la relaciôn de dispersiôn; el 
primér término no lineal en (1.6) es el mismo que en (1.5) y como 
alll da cuenta de los efectos geométricos de la deformaciôn de la 
interfase, por ultimo el segundo término no lineal de (1.6) puede 
1 2escribirse como g g^z(u ) que corresponde al tipo de no 
linealidades que encontraremos en la ecuaciôn de Cahn-Hilliard.
0.1.3 Ecuaciôn de Cahn-Hilliard
En (28,29], J.W.Cahn y J.E.Hilliard estudian aleaciones 
binârias en metalurgia centrandose en las precipitaciones que se 
producen en ellas (transiclôn de fase liquido-solido). En funciôn 
de la temperatura y la densidad dos tipos de preclpitaciôn se 
observan, (31]:
1) Nucleaclôn: apariciôn aleatoria de nucleos de una de las 
especies.
ii) Descomposiciôn Espinoidal: los mecanismos de difusiôn
producen la agregaciôn de la mezcla, esto es, agrupaciôn en partes 
homogeneas.
Es en este ultimo contexto en el que (1.7) aparece como 
modelo, siendo u una cierta variable de composiclôn de la mezcla 
que es el parâmetro de orden, magnitud cuya evoluclôn trata de 
describir la teorla flsica para explicar la dinâmica de la 
transiclôn.
El proceso de separaciôn de fases se produce de la manera 
siguiente: inicialmente la mezcla se encuentra a temperatura
elevada de forma que la mezcla es espacialmente homogenea y 
astable. Un descenso râpido de la temperatura de la mezcla
(quenching) por debajo de cierta temperatura critica hace a esta 
soluciôn homogenea perder su estabilidad y la mezcla se sépara en 
regiones con distintas concéntraciones. En el equilibrio estas 
régiones tienen concentraciones constantes que pertenecen a un 
conjunto de concentraciones admisibles determinadas segùn la 
composiclôn original de la mezcla. Aparece asi una interfase
separando las distintas regiones de la mezcla; asociada a esta 
interfase hay una cierta energla libre que se maniflesta
matemâticamente en la existencia de un funcional de Lyapunov 
disipado por el sistema.
En el excelente articule de J.S.Langer (31], se dériva la 
ecuaciôn (1.7) rigurosamente a partir de principles bâsicos de la
Mecànlca Estadlstica; por otro lado, recientemehte A.Novick-Cohen 
y G.I.Sivashinsky, [32,33] han derivado (1.7) con u* en vez de 
(i.e. la misma no lineal idad de K-V) al describir la estructura 
interfacial de un frente de solidificaciôn en una aleaciôn 
binâria.
En (1.7) tenemos de nuevo que f(t) * ^ u(x,t)dx es constante
'0
pero a diferencia de (1.1), la ecuaciôn de u - |^ u anâloga a
*0
- y ^ u
(1.5) contiene coeficientes no locales que dependen de p| u y que
'o
estân determinados por el dato inicial, pudiendo pues depender la 
ecuaciôn del estado inicial del sistema.
Las ecuaciones (1.1), (1.6), (1.7) pueden ser escritas en
varias variables espaciales aunque la validez de los modelos puede 
ser cuestionada al menos en aquellos fenômenos en los que los 
efectos geométricos de la deformaciôn de los frentes es
Importante; en estos casos es de esperar que mâs términos no
lineales tengan que ser tenidos en cuenta en un modelo realista.
A la vista de (1.1), (1.6), (1.7) nos disponemos a estudiar 
un modelo que los engloba dado por
u + gu + r(|^)" - s y ( f l n ) )  - * 0 (18)
en (0,L) X R*, veriflcando condiciones de contorno periôdicas y 
con media cero y siendo w > 0, g,3,y e R y 5f un polinomio con 
ôf(0) » 0; obsérvese que en (1.1), (1.6), (1.7) la parte lineal de 
ôf(s) es -s.
0.2 Unas palabras sobre Modelizaciôn.
Es importante observer que pese a que las ecuaciones de 
partida para derivar K-S y K-V son de primer o segundo orden 
(ecuaciones de Navier-Stokes. difusiôn del calor, conservacion de 
ma sa etc. ) los modelos résultantes son de cuarto orden. Esto es 
debido esencialmente a que las ecuaciones de segundo orden estân 
referidas a magnitudes fisicas que ocupan un espacio
tridimensional (aunque en algunos modelos se parta de esquemas 
bidimensionales por simplicidad) pero el objetivo de los modelos 
es encontrar una ecuaciôn para la evoluclôn de ia interfase. del
frente, de la superficie libre, segùn sea el modelo; es decir una
ecuaciôn referida a una magnitud flsica con una dlmensiôn menos 
que las que se refier en las ecuaciones de segundo orden. Estas 
ecuaciones forman un sistema acoplado de ecuaciones en derivadas 
parciales de manera que formalmente al resolver (desacoplar) el 
sistema aparecen ecuaciones de orden superior sobre unas 
incognitas auxiliares indicando la posiciôn de la frontera libre.
Por su parte C-H, como veremos, puede ser derivada
directamente sin la particularidad anterior de K-S y K-V.
A continuaciôn nos centraremos (aunque de forma superficial) 
en una de las posibles formas y âmbitos de derivar cada modelo a 
partir de consideraciones fisicas. Como ya se indicô en la Secciôn 
0.1 es muy amplio el campo de fenômenos en los que estos modelos 
pueden surgir de diferentes origenes fisicos pero ademâs hay que 
destacar que también es amplia la gama de técnicas matemâticas por 
las que las ecuaciones pueden ser obtenidas. Asi por ejemplo en 
[32,33] se dériva un tipo especial de ecuaciôn C-H (con técnicas 
distintas a las que emplearemos mâs abajo) partiendo de un modelo 
para un frente de solidificaciôn en una aleaciôn binaria, como 
ecuaciôn asintôtica para ciertos valores de los parâmetros 
fisicos, y sin embargo en [33b], sobre el mismo modelo y con las 
mismas técnicas pero usando desarrollos asintôticas para otros 
valores de los parâmetros fisicos se obtiens K-S.
Por tanto vamos a exponer una posible forma de obtener cada 
modelo, en uno de los posibles campos en que pueden ser obtenidos 
y usando en cada uno de ellos técnicas distintas: para K-S
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tomareaos un modelo en el que las suposlciones sobre las escalas 
de las magnitudes permite simplificar las ecuaciones de 
Navier-Stokes despreciando los términos de inercia y de variaciôn 
temporal; para K-V las ecuaciones de la Termohidrâulica son 
resueltas, hasta segundo orden, usando escalas multiples y 
teniendo en cuenta las condiciones de contorno y por ultimo para 
C-H adoptaremos una aproximaciôn fenomenolôgica.
0.2.1 Ecuaciôn de Kuramoto-Sivashinsky.
Consideremos dos capas superpuestas de fluidos incompresibles 
de igual viscosidad dinâmica p y de espesores hg= H y h^= h, donde 
los subindices S e l  indican la capa superior e inferior 
respectivamente, ademâs suponemos que el fluido de la capa 
superior es mâs denso: Pg> Pj. El sistema estâ encerrado entre dos 
plaças y estâ sometido a la inestabilidad de Rayleigh-Taylor: las 
plaças se mueven a velocidades constantes y opuestas de forma que 
los esfuerzos internes de rozamiento y los esfuerzos vlscosos 
producen la inestabilidad de la interfase entre los dos fluidos, 
orIginalmente plana.
U,.
y
H
0
-h
Figura 1.
Elegimos un sistema de referencia como en la Figura 1 de 
forma que la configuraciôn inicial del campo de velocidades 
V *  (u,w) viene dada por Wg» 0, Wj* 0 y el perfil lineal 
Ug* Ug(y) » Wy, Uj» Uj(y) = Wy con W = Ug/h » U^/H.
Consideraremos a continuaciôn las ecuaciones de las 
perturbaciones de este campo de velocidades (ecuaciones de 
Navier-Stokes) que simplificaremos con las siguientes hipôtesis 
sobre las escalas de las diverses magnitudes fisicas del problema:
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k » h Æ  «  1 (2.1)
siendo L una longitud caracterlstica del problema en el eje x (a 
posteriori L podrà expresarse en términos de los parâmetros del
sistema sin perturber L = |<r/g(pg-pj ) j siendo a- la tensiôn 
superficial en la superficie comûn de los dos fluidos y g la 
aceleraciôn gravitatoria, definimos entonces 6 •  g(pg-pj)). Esta 
condiciôn dice que la capa Inferior es delgada y permitirà 
despreciar ciertas derivadas en x en la capa inferior.
La siguiente hipôtesis impi ica que la escala vertical de la
capa inferior es mucho menor que la de la capa superior
g = h Æ  «  1 (2.2)
El siguiente parâmetro pequefto (numéro de Strouhal) permitirà
eliminar la derivada temporal en las ecuaciones de Navier-Stokes: 
t = L/TJj «  1 (2.3)
siendo T un tiempo caracterlstico del problema (a posteriori
T - fw/hV).
Por ultimo supondremos que el numéro de Reynolds es pequeAo: 
a = UjhVLv «  1 (2.4)
siendo v  -  p/pj la viscosidad cinemâtica. Esta hipôtesis indica 
que el fluido de la capa inferior no se mueve muy râpido y permite 
por tanto eliminar los términos de inercia en las ecuaciones de 
Navier-Stokes. por tanto sôlo retendremos de estas ecuaciones los 
términos viscosos y de presiôn.
Por ultimo efectuamos las siguientes hipôtesis acerca de la 
magnitud de la perturbaciôn, Ç, de la interfase y « 0 entre las 
dos capas y acerca de las velocidades horizontales en las capas 
inferior y superior:
Ç/h «  1 (2.5)
y
UjAJj = Ug/Ug << Ç/h (2.6)
Asi las ecuaciones simplificadas de Navier-Stokes en la capa 
inferior son:
f â r ' °
, ap.
8y
I  _ 1 
2 P gx
12
y la condiciôn de incompresibilidad
au aw
â T ' â r ' O  (2 8)
Ademàs las condiciones de contorno en la frontera libre son 
las siguientes: el balance de esfuerzos tangenciales
au
â T * °  (2.9)
para los esfuerzos normales (ley de Laplace)
p - -«C - (2.10)
ax
y la condiciôn cinemâtica (el frente avanza con la velocidad del 
fluido y no hay cavitaciôn)
siendo N el vector normal exterior N » (-^. 1). y donde se
aUj
han realizado las aproximaciones Uj(x,Ç) « Uj(x,0)+^^-(x,0)Ç « VÇ 
y Wjjy^ ® |y=o' las condiciones de contorno en la
plaça inferior son
Vj= (Uj.Wj) » (0,0) (2.12)
La ecuaciôn de evoluclôn de la interfase sale de expresar
w-, en (2.11) en términos de Ç. Por la condiciôn deI ]y*o
incompresibi1idad (2.8) y por (2.12) obtenemos que
-0 aUj
-J g^^y, pero por (2.7) p^= Pj(x) y Uj se puede expresar
I y=o
en términos de p^ usando las condiciones de contorno en la
h'
interfase (2.9) y (2.12); por tanto obtenemos que |y-u~ 3p — F” 
pero por (2.10) Pj estâ dado en términos de Ç y asi résulta
H * "«i * ■ °
que es una versiôn diferenciada de K-S, (1.1) Secciôn 0.1; vease 
(3.1) Secciôn 0. 3.
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0.2.2 Ecuaciôn de Kuramoto-Velarde.
Consideremos una capa de fluido (secciôn bidimensional) de 
espesor d, calentado por debajo y con la superficie superior 
abierta al aire. Para valores pequeftos del calentamiento el fluido 
estâ en reposo y el transporte de calor a través de él es 
puramente difusivo (no hay convecciôn), asi la configuraciôn de la 
superficie libre del fluido es horizontal y es estable; la 
distribuciôn estacionaria de velocidades, temperatura y presiôn en 
el liquido es (tras normalizar y adimensionalizar)
“ (u ,w ) =• (0,0)
T (y) (2.14)
P_= P, ^d-y)-(l-y)^ ^](
donde el subindice s se refiere al valor en la superficie libre, e 
y es un eje perpendicular a la superficie del fluido, las demàs 
constantes se definiràn con precisiôn màs abajo.
Las funciones de (2.14) son por supuesto soluciones 
estacionarias particulares de las ecuaciones de la 
Termohidrâulica, que resultan de acoplar las ecuaciones de 
Navier-Stokes con una ecuaciôn para la difusiôn del calor, 
teniendo en cuenta los fenômenos de transporte (convecciôn), ver
(2.15). Tras un cierto valor critico del calentamiento la soluciôn 
explicita de (2.14) pierde su estabilidad y por tanto la 
convecciôn se produce en el seno del fluido: las partes del fluido 
mâs proximas al fondo estân mâs calientes y son por tanto menos 
densas con lo que sufren un empuje neto hacia arriba; por tanto la 
superficie libre del fluido ya no permanece en reposo y comienza a 
moverse.
y
-1
Figura 2.
Las constantes que aparecen en (2.14) y los numéros
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adlmenslonales que deflnirenos a contlnuaclôn enclerran gran parte 
del contenido fisico del problema; g es la aceleraclôn 
gravitatoria. k la difuslvidad téraica, p la densidad del fluido. 
p la vlscosidad dlnàmlca, v = p/p la viscosidad clnemitlca, y la 
tensiôn superficial en la superficie libre del fluido y 
AT ■ T(y^) - T y a el coeficiente de expansiôn térnica del 
fluido; con estas notaciones
G » gd^/kv
Pr » v / k  nüaero de Prandtl
C “ pk/<rd numéro de capilaridad
VB ■ pgd^/e nùmero de Bond
Ra “ ixgd^ AT/ku nûmero de Rayleigh
Ma » -(^IdAT/puk numéro de Marangoni
d^* otAT * Ra/G
Las perturbaci one s de la soluciôn explicita de (2.14) 
verifican el siguiente sistema de ecuaciones en derivadas 
parciales no lineales:
div(v) » 0
|ï + vVv = PrAv - Pr7p + (O.PrRaS) (2.15)
v9e = A 8 + w
donde v = (u.w) es el campo de velocidades del fluido, p es la 
presiôn y 8 es la temperature.
Las condiciones de contorno en la plaça y = 0 son
^  » B18 (ley de Newton de enfriamiento) (2.16)
V » (0.0) (2.17)
siendo Bi el numéro de Blot (que depende de la relaciôn entre los 
coeficientes de difuslvidad del llquido y el sôlido).
La superficie libre estâ en el nivel y = 1 + Ç(x,t) y en ella 
las condiciones de contorno son: el balance de los esfuerzos
tangenciales
(2.18)
siendo N * (-|^,1) el vector normal exterior a la superficie libre
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y ■ 1 el cuadrado de su môdulo; el primer miembro da
cuenta de los esfuerzos de los gradientes de la tensiôn 
superficial mientras que el segundo miembro es la componente 
tangencial del tensor de esfuerzos viscosos.
Los esfuerzos normales
la's _p - ^ ■ Ma(0 - Ç)j
- (I * s)i • i (2.19)
donde el segundo término del primer miembro da cuenta de las 
variaciones en la presiôn hidrostàtica (ver (2.14)), el tercero es 
una variaciôn sobre el término de Laplace y el segundo miembro es 
la componente normal del tensor de esfuerzos viscosos.
Por ultimo la condiciôn cinemâtica (no hay cavltaciôn)
Il = <v,N> (2.20)
Finalmente el flujo de calor a través de la superficie libre 
viene dado por
NVe = 1 - N (2.21)
Reallzamos en este punto la hlpôtesis de que la plaça 
Inferior es mala conductora lo que se expresa diciendo que en
(2.16) Bi = c^  con c << 1, lo cual permite tras el cambio de 
escalas
< X = e'^ x^
J Y = y (2.22)
00 00 00 m .
desarrollar ( = T c , 0 = T c 6 ,  u = V e u .  w = c T c w .
ik i&i  ^ 1=1
p = y e^p , Ma = M + T c^M, y Ra = R + T e^R . 
ië:  ^ ° 1^ 1  ^ ° ik ^
As! integrando la sucesiôn de ecuaciones hasta segundo orden,
supuesto que dy= 0 (es decir no hay fenômeno de flotaciôn en el
fluido), usando las condiciones de periodicidad en x y la
condiciôn de conservaciôn de volumen: Ç(x,t)dx = 0, se llega a
•'o
la ecuaciôn
16
G*+ 27G ♦ 216f^^il f216 ♦ G . 72)^""
 G lâTj 48g------- - l~Ï5—  * GCJ^ I -
- G( + (72 - 2g)(ÇjÇ')' + 36(Ç')^ - (ç';
que es la ecuaciôn de Kuranoto-Velarde (1.8), Secciôn 0.1.
0.2.3 Ecuaciôn de Cahn-Hilliard.
Consideremos una aleaciôn binaria de dos especies A y B que 
se difunden sin reaccionar.
El proceso de separaciôn de fase que consideramos, 
descomposiciôn espinoidal, puede describirse de la siguiente 
manera:
Inicialmente la mezcla se encuentra a una temperatura elevada 
de forma que la mezcla es homogenea espacialmente con valor
constante c^ (un valor cualquiera, tan sôlo restringido por la
proporciôn de sustancias en la mezcla) que es estable; un ràpido 
descenso de la temperatura de la mezcla (quenching) por debajo de 
una cierta temperatura crltica produce la pérdida de la 
estabilidad por parte de la concentraciôn c^ , por tanto se produce 
la separaciôn de fases en la que la mezcla se descompone en partes 
homogeneas cada una con una de las concentraciones posibles 
(descomposiciôn espinoidal).
Denotando c^ y Cg las concentraciones de las especies y de 
las relaciones fenomenolôgicas lineales se deduce que los flujos 
de las especies vienen dados por
V  - V *  - "bb%
donde las M son las movilidades de las sustancias y los p los 
potenciales quimicos, verificandose que -Jg: as! denotando
J » Jg - y c » Cg» 1 - c^ y por la relaciôn de
Gibbs-Duham c^7p^ + CgVpg = 0 résulta entonces que
J » -M9(pg - p^) con M » M(c.M^,M^,Mg^.Mgg) (2.25)
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siendo M positivo.
Si F » F(c) represents una energia libre por unidad de 
volümen de la cual derivan los potenciales quimicos (aqui no se 
tienen en cuenta las inhomogeneldades espaciales) entonces 
y por tanto J = -M(c)9(||) de donde por la 
conservaciôn de la masa
Il = v Jm (c )9||(c )] = v|M(c)9f(c)j (2.26)
que se reduce a
Il » Mô|f(c)j (2.27)
si M no depende de c; en particular si F es un polinomio de grado 
dos con coeficiente principal positivo entonces obtenemos la 
ecuaciôn de difusiôn estandar: la ecuaciôn del calor.
Como las especies no reaccionan entre si debe verificarse la 
conservaciôn de la composiciôn de la mezcla y asi
f c(x,t)dx = f c (x)dx (2.28)
Jy Jy °
que es una cantidad dada a priori. siendo V el volumen ocupado por 
la mezcla.
Una elecciôn general para F es que sea un polinomio cuârtico 
con coeficientes dependientes de la temperatura y coeficiente 
principal positivo.
Observemos que en general las soluciones de || = f = cte (una 
o très en el caso del polinomio cuârtico) son las soluciones 
homogeneas espacialmente de (2.26) (la ünica restricciôn sobre
esta constante es (2.28)) y que el operador linealizado en torno a
ellas es
9jM(Cg)vJf'(c^)cjj + v Jm'(Cg)C9f(Cg)j » vjM(c^)7jf'(c^)cjj  
y por tanto la ecuaciôn linealizada es
Il » v|M(c^)7(f'(Cg)c]j (2.29)
con f'(c ) =  (c ) y por tanto la soluciôn c es estable si
* 8c= * ®
Podemos dar una interpretaciôn del fenômeno fisico descrito 
arriba en térninos de la energia libre: mientras la energia libre
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F * F(c,T) es convexa, > 0, por enclma de la temperatura
ac
crltica, entonces toda soluciôn homogenea es estable y las dos 
especies no coexisten separadamente (y no hay separaciôn de fase) 
pero por debajo de la temperatura crltica aparecen intervalos en 
a^Flos que F es côncava, --  s 0, y las soluciones homogeneas en esos
ac^
rangos pierden la estabilidad dando lugar a la separaciôn de fase. 
En particular cuando F es un polinomio cuârtico entonces la 
temperatura crltica se caracteriza porque los dos mlnimos de F 
coinciden y por debajo de ella F tiene dos mlnimos distintos.
g2p
Asl las regiones en el piano (c.T) en las que --  > 0,
d F d F  = 0 y --  < 0 reciben los nombres de estable (o por encima de
d c^ dc^
la espinoidal), espinoidal, e Inestable (o subespinoidal) 
respectivamente.
1
(a)
crit
(b)
crlt
(c)
Figura 3.
La energia libre por enclma y 
temperatura crltica, (a) y 
espinoidal en el piano (c,T), (c).
por debajo de la
(b); la curva
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Tras el quenching, en el equillbrio, todo el volùaen se
descompone en diverses partes donde la concentraciôn es constante 
e igual a una de las concentraciones posibles « f « cte), i.e. 
la mezcla se vuelve homogenea a trozos; la restricciôn (2.28)
relaciona el tamafio de cada fase nero no su conf iguraciôn
espacial, es decir cualquier c constante a trozos con constantes
entre las admisibles y con los tamahos adecuados de cada trozo, es 
soluciôn de las ecuaciones independientemente del numéro de trozos 
y de su distribuciôn espacial.
Si consideramos la energia libre total en el volümen
G » r F(c(x))dx (2.30)
"'v
concluimos que todas las configuraciones con las mismas 
proporciones entre las fases son energéticamente équivalentes lo 
cual no es poslble por consideraciones de entropia: a mayor
cantidad de subdivlsiones mayor es el desorden del sistema.
Esto sugiere que la descripciôn del fenômeno hecha no es fina 
para la descripciôn de transiciones de fase y la formaciôn de 
estructuras, y no lo es esencialmente porque no tiene en cuenta 
inhomogeneldades espaciales, i.e. la energia libre F depende sôlo 
de c y no de sus derivadas de orden superior.
Antes de enmendar este problema observemos que la ecuaciôn de 
Euler-Lagrange (teniendo en cuenta la restricciôn de la 
composiciôn de la mezcla, (2.28)) para los minimizadores de G es 
exactamente ^  = f = cte, es decir las soluciones homogeneas a 
trozos usadas arriba. Asi las soluciones de equilibrio de (2.26) 
corresponden a los minimos de G.
Observemos ademàs que si c es una configuraciôn cercana a una 
configuraciôn de equilibrio, c^ , entonces la "distancia al 
equilibrio* esta medida por
G(c) - G(c ) = f F(c) - F(c ) = r ^(c )(c - c ) (2.31)e Jy e JyOC e e
ademàs la derlvada funcional (de Frechet) d e G e s S G * | ^ = f  y
asi el flujo puede escribirse
J » -M(c)9(aG(c)) (2.32)
asi G puede verse como un término forzante para el flujo de la
mezcla y 3G es el "potencial".
El siguiente refinamiento de la teoria consiste en
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generalizar la energia libre teniendo en cuenta las 
inhomogeneldades espaciales, encontrar la "distancia generalizada 
al equilibrio" y el correspondiente "potencial generalizado" y por 
consiguiente el flujo y la ecuaciôn de la mezcla; asimismo los 
minimos de la energia libre proporcionaràn soluciones de 
equilibrio.
La energia libre generalizada por unidad de volümen 7 es tal 
que depende de c y de sus derivadas de orden superior y por tanto 
si ponemos F(c) » 7(c,0,0..) tenemos que
» ■ E ''%
(2.33)
donde TOS son términos de orden superior, siendo 
L. - a?(c,o, .. )/a (|^), K^. = a?(c,o, .. )/a[ ° '1 ax^ I J
= a^(c,0,.. )/a(|^)a(|^); por argumentos de isotropia
espacial résulta que = 0, ^ PO"" tanto en una
primera correcciôn a la energia libre anterior tomamos 
y = F(c) K^ôc ♦ K^/2|Vc|^ de forma que la “energia libre total 
generalizada" es
C = J F(c) + K^ôc + K^/2l7c|^ (2.34)
Para minimizar G sujeta a la condiciôn (2.28) es preciso 
indicar las condiciones de contorno que usualmente son de la forma 
^  = 0 en el borde del volümen o bién condiciones periôdicas si V 
es un cubo; en ambos casos la contribuciôn del segundo sumando en 
G es nula y asi
F(c) + K./2|9c|2 (2.35)
V
cuya ecuaciôn de Euler-Lagrange es ~ K^ôc = cte (o
I
- V K^(c)Vcj = cte si dependlese de c), que da las
configuraciones de equilibrio. Ahora el "potencial generalizado" 
es 5G(c) * ^(c) - K^ôc » f(c) - K^ôc de donde el flujo es 
J = -M(c)9(- K^ôc + f(c)), con M(c) > 0 y asi la ecuaciôn de la 
mezcla es
M(c)V(- K^ôc + f(c)) (2.36)
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que es la ecuaciôn de Cahn-Hilliard de la Secciôn 0.1 cuando M es 
constante.
Si ahora F es un polinomio cuârtico entonces escribiendo la 
soluciôn como c = c^  + c con c^  una conf iguraciôn homogenea de
referencia entonces c verifies una ecuaciôn como (2.36) con un
polinomio con coeficientes dependiendo de c y con I c = 0; puede
° •'v
probarse que esta nueva variable tras ser reescalada en x y t 
verifies una ecuaciôn del tipo
Il - 7^M(c)7(- KAc + Ac + Bc^+ c^)j (2.37)
con A € {1.0,-1) segûn c^  esté por encima, en, o por debajo de la 
espinoidal respectivamente.
En los sistemas fisicos M y B suelen depender sensiblemente 
de la temperatura y la presiôn , pero en un caso ideal en el que 
el quenching se produzca lo suficientemente râpido puede suponerse 
que el sistema alcanza su estado final antes de que la separaciôn 
de fase comience y asi la dependencia en T y p puede suprimirse. 
En un caso màs realists la separaciôn de fase comienza antes de 
alcanzarse la temperatura y presiôn final y la dependencia en 
estas variables debe tenerse en cuenta; en algunos casos esta 
situaciôn puede modelizarse con M y B dependiendo del tiempo.
Observemos por ultimo que la energia libre (2.30), (2.35)
actûa como funcional de Lyapunov del sistema, i.e. decrece sobre 
las soluciones: |^(c) s 0. De hecho con una G arbitraria. si
c(x,t) es soluciôn de || = v |m (c )73G(c )| entonces
|^(c) = J 8G(c)|| = -j- M(c)|78G(c)|2 a 0
'V ■'V
y de hecho |^(c) = 0 si y sôlo si 3G(c) ■ cte en V, que es la 
ecuaciôn de Euler-Lagrange asociada a G.
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0.3 Motlvaciôn Maternât ica. Descripciôn de Reauliados.
Al interés intrinseco aotivado por razones de la Fisica en el 
estudio de los aodelos que describen los fenôaenos descritos en 
las Secciones 0.1 y 0.2 hay que aftadir un interés maternâtico 
puesto que evidencias expérimentales y numéricas. 
[20,23,34-37,39], demuestran una enorme riqueza matemâtica por 
parte de las soluciones de las ecuaciones involucradas: 
comportamientos caôticos, transiciones a la turbulencia (cascada 
de Feigenbaum, intermitencia (Pomeau-Mannevilie), escenario 
Ruelle-Takens, [3]), complejas bifurcaciones de soluciones 
estacionarias y periôdicas, existencia de ondas viajeras y ondas 
puisantes, presencia de simetrlas, atractores extrafios, 
comportamientos finito dimensionales y un largo etcétera.
Por otro lado el “aspecto" de las ecuaciones (1. !)-(!.8) en 
la Secciôn 0.1 es aparentemente "simple": son ecuaciones escalares 
que se pueden estudiar con una sola dimensiôn espacial, hay pocos 
termines no lineales y son ecuaciones de tipo parabôlico 
semilineal; esto hace a estos modelos susceptibles de ser 
estudiados analitica y numéricamente en busqueda de la comprensiôn 
de los mécanismes que originan los comportamientos citados arriba 
y sus diversas Interacciones. En este sentido estas son ecuaciones 
modelo.
Por supuesto, lo anterior représenta un enorme trabajo (que 
es hoy por hoy uno de los mayores retos de la Ciencia moderna), 
tanto en estos modèles que estâmes considerando como en otros 
muchos (entre los que caben destacar las ecuaciones de 
Navier-Stokes), el cual, hasta la fecha, estâ muy lejos de estar 
finalizado por la comunidad cientifica y al cual esta Memoria 
pretende ser una modesta aportaciôn.
Tras una segunda ojeada a las ecuaciones, se aprecia que una 
primera dificultad aftadida es el hecho de que las ecuaciones son 
de orden superior a dos, lo que impide utilizer una de las mayores 
herramientas en el estudio de problèmes no lineales: los
principios de Comparaciôn y del Mâximo; ademàs en general las 
ecuaciones carecen de términos monôtonos. Esto obliga, hasta la 
fecha, a utilizar sôlo métodos de Energia en el estudio analitico
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de dlchas ecuaciones. Por otro lado como se comentô en la secciôn 
anterior desde el punto de vlsta fisico es relevante el caso en el 
que el operador lineal no es positivo, ya que asl la soluciôn
u « 0 es inestable debido a ciertas longitudes de onda por debajo 
de cierta longitud crltica, esto obliga a buscar resultados de 
estabilidad (lease acotaciôn de ôrbitas) en base a una informaciôn 
de carâcter no lineal.
Otras dificultades aparentes provienen tanto del carâcter no 
local de algunos términos no lineales ((1.5), (1.6), (1.8)) como 
de la condiciôn de conservaciôn de la media en (1.7); por contra 
las condiciones de contorno estudiadas (periôdicas) son de una
gran comodidad desde el punto de vista matemâtico (tanto teôrico 
como computacional), asl como también tienen signlfIcado fisico.
Obsérvese que en la ecuaciôn K-V, (1.8), los términos no
lineales son la suma de los términos no lineales de K-S, (1.5), y
C-H, (1.7), ecuaciones que han sido estudiadas en la literatura, 
[40-42]. Oesgraciadamente (aunque por fortuna para el desarrollo 
de esta Memoria) los métodos empleados para ambas ecuaciones por 
separado son radicalmente distintos y esto hace que los resultados 
probados para ellas no sean automâticamente transpasables a K-V 
(de hecho muchos de ellos permanecen abiertos); asimismo el tipo 
de interacciôn y competencia entre ambos términos no lineales no 
estâ suficientemente comprendido. De hecho como probaremos en el 
Capltulo II (una vez recuperados e incluso generalizado resultados 
conocidos para K-S y C-H) el término caracterlstlco de K-S tiene 
una fuerte estructura disipativa (al menos sobre funciones pares) 
mientras que el de C-H puede tener un carâcter disipativo o 
explosive y al acoplarlos (y dependiendo de diverses parâmetros) 
alguno de ambos carâcteres puede competir con ventaja sobre el 
otro (Secciôn II.3).
Tras las exploraciones numéricas [34,35,36], se aprecia que 
K-V posee la misma riqueza de soluciones y la misma estructura del 
diagrams de bifurcaciôn que K-S, pero el término no lineal que las 
diferencia acelera las bifurcaciones y complicaciones dinâmicas,
i.e. estas se producen a menores valores umbrales del paràmetro de 
bifurcaciôn.
El modelo K-S dado por la ecuaciôn (1.1) tiene una importante
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caracterlstlca que se expresa en el hecho de que.la soluciôn. una 
vez eliminado su promedio (que puede ser no acotado) verifica la 
ecuaciôn (1.5). ademàs derivando en (1.1) (o en (1.8) con 6 * 0)
obtenemos que v ■ u es soluciôn de
ft'^  * I e" * 2v|jV - 0 (3.1)
ecuaciôn que ha sido derivada directamente en [5,14], y que 
présenta un aspecto màs simple, y cuya no linealidad es de tipo 
Burghers, ademas de que el promedio de u puede conocerse una vez 
conocida la evoluciôn de v, segûn se viô en la Secciôn 0.1. Esta 
propiedad no es compartida por (1.6)-(1.8) donde al derivar con 
respecte a x siempre aparecen términos residuales en u y por tanto 
la ecuaciôn no se puede desacoplar como antes. En el anâlisis 
matemâtico de K-S, esta propiedad de poder trabajar 
simultaneamente con una ecuaciôn local (1.1) o una no local (1.5) 
o un sistema dado por (3.1) y la evoluciôn del promedio se ha 
mostrado de gran ayuda, [40-42].
El modelo C-H dado por (1.7) (o por (1.8) con ? = 0) a pesar 
de su aspecto tiene una enorme virtud matemâtica: la existencia de 
un "funcional de Lyapunov", asociado a una energia libre 
interfacial, [28,31], que es disipado por el sistema , este 
funcional viene dado, con las notaciones de (1.8), por (Secciôn
II.3):
G(u) * V(u) + ||u|^ , siendo
V(u) ÔF(u), a » (0,L) (3.2)
Q 
rS
ÔF(s) = ôf(t)dt, y 1*1 es la norma en un dual de un espacio de
""o
Sobolev adecuado (obsérvese la diferencia con el funcional de 
Lyapunov descrito en la Secciôn 0.2.3 debido al término extra en 
la ecuaciôn). Esta propiedad es la que permite obtener una 
informaciôn no lineal acerca del comportamiento de las soluciones 
de la ecuaciôn; esta incluye (dependiendo de SF) desde 
disipatividad hasta explosiones en tiempo finito pasando por 
convergencia hacia soluciones estacionarias del sistema.
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SI bien el orlgen de esta Memoria fueron los aodelos 
(1.1 )-(!.8), a lo largo de todo el tiempo dedicado su estudio 
matemâtico asi como al de la literatura previamente existante y a 
la que se publicô durante este perlodo. fueron apareciendo 
argumentos. formas de obtener informaciôn de las ecuaciones que 
eran aplicables mâs allâ del âmbito particular de los modèles de 
partida y que podlan ser aplicados a otros muchos problemas en 
derivadas parciales de la Fisica; asi la présente Memoria pese a 
estar estructurada desde su inicio en torno a la ecuaciôn de 
Kuramoto-Velarde (generalizada). Capitule II y Capitule IV, 
Secciôn IV.4, présenta un aspecto mucho mâs teôrico y abstracto,
Capitulos I, III y IV, cuyos resultados son obtenidos bajo
condiciones estructurales suficientemente amplias como para 
abarcar una grandisima gama de ecuaciones. Un claro exponente de 
lo dicho se encontrarâ en los ejemplos estudiados en el Capitule I 
y las aplicaciones sobre ellos en el Capitule III. De igual manera 
los resultados abstractos del Capitule IV son susceptibles de ser 
aplicados a otros muchos modèles.
Esta vertiente teôrica se maniflesta en la organizaciôn
interna de la Memoria a través de la forma y el orden en el que se
han expuesto los diferentes capitulos.
Veamos a continuaciôn una descripciôn mâs detallada de los 
contenidos de cada capitule.
CAPITULO I. ECUACIONES SEMILINEALES EN ESPACIOS DE HILBERT
La Secciôn 1.1 estâ dedicada a la extensiôn de un marco 
funcional abstracto, hoy por hoy clâsico, [43,44], que se muestra 
muy adecuado para el tratamiento del problema de valor inicial 
determinado por las ecuaciones (1.1)-(1.8) de la Secciôn 0.1, asi 
como otras muchas ecuaciones en derivadas parciales que son 
ilustradas al final de la secciôn.
La extensiôn de este marco funcional consiste bâsicamente en 
poder trabajar con no linealidades opérande entre cierta clase de 
espacios (los espacios de interpolaciôn asociados a un operador
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lineal) y sus duales (espacios de extrapolaciôn), definiendo y 
encontrando soluciones del problema de Cauchy que toman valores en 
espacios duales y que por tanto han de ser interpretadas como 
funcionales, esto nos hace recuperar en un gran nûmero de casos 
que la soluciôn encontrada es de las llamadas "soluciones débiles" 
o incluso "muy débiles" en los clàsicos métodos variacionales, 
(45,46).
Hasta ahora el marco funcional sôlo permitla encontrar 
soluciones que tomaban valores en espacios de "funciones" (y no en 
los duales) restringiendo la clase de datos iniciales que puede 
tomarse; en este sentido, pues, obtenemos majoras en cuanto a la 
clase de datos iniciales para los que ciertas ecuaciones del tipo 
estudiado pueden resolverse.
Por otro lado los resultados de existencia y unicidad se 
complementan con resultados de regularidad que extienden y en 
algûn caso mejoran resultados conocidos en la literatura. De hecho 
se demuestra que todos los teoremas vàlidos para el marco 
funcional conocido tiene un anâlogo en el nuevo marco funcional; 
esto permite utilizar, por ejemplo, toda la vastlsima informaciôn 
contenida en [43] (incluso para nolinealidades no autônomas) para 
soluciones mucho mâs débiles.
Con este método funcional una vez probado que un determinado 
problema puede ser tratado (que es por supuesto algo no trivial, 
ver abajo) los resultados bâsicos (existencia, unicidad, 
regularidad, dependencia continua respecto a datos iniciales y 
parâmetros, estabilidad por la aproximaciôn lineal etc.) son 
obtenidos de manera directa incluso para ecuaciones en las que los 
métodos clâsicos no funcionan bien (por ejemplo términos no 
lineales no monôtonos); asl en los ejemplos del final de la 
Secciôn I.l y en el Capltulo II la potencia del método se aprecia 
no sôlo en la diversidad de ecuaciones a las que se aplica, sino a 
la casi optimalidad de los resultados de regularidad que obtenemos 
en ecuaciones tan importantes como ecuaciones de Reacciôn Difusiôn 
Convecciôn, ecuaciones de Navier-Stokes (en dimension 2 ô 3), a 
ecuaciones de orden superior incluyendo por supuesto K-S, K-V y 
C-H. Por contra se requieren algunas condiciones de mayor 
regularidad en las nolinealidades que las necesarias en métodos
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variacionales.
Por otro lado el problema de identificar el marco funcional 
para un modelo concreto, i.e. identificar los espacios de
interpolaciôn. es un problema directamente relacionado con 
resultados de regularidad eliptica e interpolaciôn de espacios, y 
es por tanto interesante en si mismo y ha sido estudiado por 
diversos autores, [49-521. Una vez hecho este "trabajo sucio" pero 
que es lineal y que sôlo depende de la parte lineal ^  Ja ecuaciôn 
y dg las condiciones de contorno. en la prâctica no es dificil 
encontrar espacios de interpolaciôn entre los que un término no 
lineal dado actûe, con esta informaciôn puramente estacionaria una 
gran informaciôn se obtiene sobre las soluciones del problema de 
evoluciôn, [43,44]; por lo dicho anteriormente mientras màs 
débiles sean estos espacios entre los que la nolinealidad actûa 
mayor sera la clase de datos iniciales admisibles, aunque quizas 
mener la regularidad.
La Secciôn 1.2 esté dedicada a un problema técnico referente 
a la llamada "Diferenciabilidad Uniforme": Se pretende conocer si 
el semigrupo no lineal definido por las ecuaciones consideradas se 
puede aproximar en ciertas topologias por la soluciôn de la 
ecuaciôn linealizada y si esta aproximaciôn es uniforme (en el 
tiempo y) en ciertos conjuntos del espacio de fases.
Esta propiedad es esencial a la hora de aplicar los métodos 
générales désarroilados en [47,48] para estimar la dimensiôn de 
los atractores de sistemas diàmicos finito o infinite 
dimensionales. Cuando la Diferenciabilidad Uniforme se verifica, 
la informaciôn que da la ecuaciôn linealizada es muy ûtil para 
deducir determinadas propiedades geométricas del sistema dinàmico.
En esta Secciôn probamos que este problema puede ser 
considerado con comodidad en el marco funcional de la Secciôn 1.1, 
y encontramos condiciones suficientemente flexibles como para 
incluir una enorme clase de no linealidades; en particular 
probamos que para no linealidades polinômicas tenemos, siempre, 
Diferenciabilidad Uniforme en ciertas topologias que en casos 
concretos (por ejemplo en las ecuaciones de Navier-Stokes) 
coinciden con resultados que hasta ahora resultaban penosamente
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largos de obtener y que se haclan caso por caso, [47,48].
CAPITULO II. PROBLEMA DE VALOR INICIAL PARA LA ECUACION DE 
KURAMOTO VELARIŒ GENERALIZADA.
La Secciôn II. 1 està dedicada a aplicar el marco funcional 
desarrollado en el Capitule 1 al modelo concreto (1.8) de la 
Secciôn 0.1; asi obtenemos la existencia y unicidad sobre una 
clase natural de funciones y obtenemos resultados finos de 
regularidad aprovechando las particularidades del modelo. Asimismo 
se obtiene una informaciôn primaria sobre soluciones acotadas y 
sobre tiempos de expiosiôn en distintas normas.
En la Secciôn II.2 estudiamos condiciones de expiosiôn (o de 
acotaciôn) de soluciones en diversas normas (regularidad de 
conjuntos absorbantes) e incluso obtenemos un resultado de 
descripciôn de la expiosiôn: expiosiôn en cada punto; asimismo
obtenemos estimaciones de los tiempos de existencia de soluciones 
arbitrarias y estimaciones de la cuenca de atracciôn de la 
soluciôn u ■ 0.
La Secciôn II.3 contiene una propiedad de regularidad de los 
conjuntos invariantes del semigrupo y de la atractividad de los 
conjuntos wrlimites. Estos resultados junto con la mayor parte de 
los de la Secciôn II. 2 siguen la siguiente filosofia: si una
propiedad se verifica en una norma (acotacion de orbitas, 
expiosiôn, atracciôn, disipatividad) entonces esta propiedad se 
verifica con normas màs fuertes (en esta parte los resultados de 
regularidad de la Secciôn II.1 son esenciales). A continuaciôn, la 
Secciôn 11.3 contiene un anàlisis de casos particulares en los que 
se puede obtener cierta informaciôn cualitativa y cuantitativa de 
la dinàmica asintôtica del sistema, entre los que destacan el 
anàlisis exhaustive que se hace de C-H, mostrando las distintas 
propiedades cinéticas del término no lineal, dependiendo de su 
grado, y por otro lado, dos casos para la ecuaciôn compléta (1.8) 
en las que se muestran dos formas distintas de interacciôn entre 
los términos no lineales, uno produciendo explosiones y el otro 
con existencia global de soluciones. También se muestran casos con
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unicidad de soluciones estacionarias.
Finalmente en la Secciôn II.4, utilizando técnicas recientes, 
[48], probamos la finitodimensionalidad de los conjuntos
invariantes y acotados del sistema, estimando su dimensiôn Fractal 
y Hausdorff en dos métricas distintas, para esto usamos los 
resultados de la Seciôn 1.2; los resultados concuerdan con los 
obtenidos previamente para K-S y C-H.
CAPITULO III. VARIEDADES INERCIALES DE SISTEMAS DINAMICOS 
DISIPATIVOS EN ESPACIOS DE BANACH
En los ûltimos tiempos se ha descubierto en numerosas 
ecuaciones de caracter "disipativo" que el comportamiento 
asintôtico es esencialmente finito dimensional y que por tanto 
posee un numéro finito de grades de libertad, esto ocurre si el 
sistema posee un atractor maximal que es finito dimensional (en el 
sentido de la dimensiôn Fractal o Hausdorff); un intente riguroso 
de afirmar que a largo plazo el sistema se gobierna por un sistema 
de ecuaciones diferenciales ordinarias es la construcciôn de 
Variedades Inerciales, que son variedades finito dimensionales en 
el espacio de fases. que contienen al atractor maximal (y por 
tanto la dinàmica asintôtica) y que atraen exponencialmente el 
flujo del sistema (y por tanto tienen aiguna informaciôn sobre los 
transitorios del sistema). A este tema se dedica este capitule.
La presencia de Variedades Inerciales indica la existencia de 
estructuras espaciales coherentes (sôlo un nûmero finito de modos 
de Fourier excitados), es decir un ORDEN ESPACIAL, conviviendo con 
un comportamiento temporal que puede ser muy complejo, CAOS 
TEMPORAL, [23].
La Secciôn III. 1 se dedica al plantamiento y a la descripciôn 
del metodo seguido en las siguientes secciones; es de destacar que 
el marco funcional del Capitule I se présenta, de nuevo, como muy 
adecuado para los propôsitos perseguidos. En la Secciôn III. 2 
obtenemos de forma natural condiciones que permitan utilizar el 
método asi como condiciones de existencia de la variedad inercial. 
La Secciôn III. 3 (con mucho la màs larga y técnica de este
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capltulo) analiza condiciones naturales para que el objeto 
construido anteriormente posea la propiedad de atracciôn 
exponenciai, asi como particularizaciones de estas condiciones, y 
muestra cômo los resultados probados por otros autores se
recuperan de ellas; asimismo se indican casos en los que los
resultados cubren casos que hasta la fecha quedaban fuera del 
àmbito de estudio. De hecho con nuestra aproximaciôn. la técnica 
es susceptible de ser aplicada a una clase de problemas muchlsimo 
màs amplia que la conocida hasta ahora. Finalmente la Secciôn
III.4 analiza un problema que no se habla tratado en la literatura 
de variedades inerciales pero que es clave para que la variedad 
construida sea realmente una variedad inercial; la dificultad 
proviene de que la variedad se construye previo un truncamiento 
del término no lineal de la ecuaciôn y por tanto trabajando con 
una ecuaciôn distinta a la original, asi el "empalme" entre los
flujos original y truncado debe tenerse en cuenta. Uno de los
resultados màs importantes (Teorema 4.1, Propiedad de 
Localizaciôn) establece que es precisamente la hlpôtesis de 
disipatividad (que hasta este momento no entra en juego) la que 
permite obtener una construcciôn efectiva de la variedad inercial.
Finalmente es de destacar que el método es susceptible de ser 
aplicado no sôlo para ecuaciones en derivadas parciales de tipo 
parabôlicas disipativas sino también a ciertas ecuaciones de ondas 
con rozamiento, [53].
CAPITULO IV. SIMETRIAS EN LAS ECUACIONES EN DERIVADAS PARCIALES.
ASPECTOS DINAMICOS
En este capitule estudiamos consecuencias dinâmicas de la
presencia de un grupo de simetrias en una ecuaciôn de evoluciôn 
semilineal, centrandonos espacialmente en propiedades de la 
dinàmica asintôtica: atractores, cuencas, variedades inerciales.
La Secciôn IV.1 contiene las nociones bàsicas de trabajo asi 
como las propiedades de simetria de atractores y cuencas.
En la Secciôn IV. 2 hacemos un riguroso anàlisis de las
consecuencias que las simetrias tienen sobre las variedades
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inerciales en general, y en particular sobre las construidas segûn 
el método desarrollado en el Capitule III; asimismo volvemos a 
discutir, como en el Capltulo III, el problema de recuperar una 
variedad inercial para el sistema original, en este caso 
conservando todas las simetrias originales. eliminando todo 
efecto causado por el truncamiento. Aqui el problema se centra en 
como efectuar el truncamiento de la nolinealidad sin producir 
“ruptura de simetria", es decir sin perder simetrias del problema 
original.
En la Secciôn IV.3, centrâmes nuestra atenciôn sobre la 
dinàmica de soluciones que tienen una determinada simetria 
prescrits y fundamentalmente probamos que estas soluciones heredan 
del sistema total una variedad inercial que es una secciôn de la 
variedad inercial del sistema ambiente.
Finalmente en la Secciôn IV. 4 aplicamos los resultados 
anteriores a la ecuaciôn de Kuramoto-Velarde obteniendo dos 
resultados sorprendentes, el primero concuerda con el 
comportamiento de la ecuaciôn lineal: si el sistema dinàmico es 
disipativo, entonces toda soluciôn de période suficientemente 
pequeAo converge a cero exponencialmente (;para la ecuaciôn no 
lineal! ); el segundo permite bajo ciertas hipôtesis razonables 
calcular exactamente las dimensiones de las variedades inerciales 
en funciôn de un paràmetro del problema y por tanto determiner los 
puntos de bifurcaciôn para las dimensiones.
A su vez también se muestran las dimensiones y los modos 
déterminantes de las variedades inerciales para determinadas 
subclases de soluciones y, por ùltimo, utilizando un cambio de 
escalas adecuado explicitamos como podemos obtenes comportamientos 
équivalentes variando los parâmetros del problema (Anàlisis 
Dimensional).
La mayor parte de estos resultados son pràcticamente 
independientes del modelo estando basados fundamentalmente en el 
Grupo de Simetrias del problema.
Como ûltima consideraciôn general indicamos que cada Capitule 
lleva su bibliografia especifica de forma que esta puede 
consultarse con mayor facilidad y precisiôn.
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CAPITULO I.
ECUACIONES SEMILINEALES EN ESPACIOS DE HILBERT.
El objetlvo de este capltulo es el de ampliar el marco en el 
cual las técnicas de [1] (obra que tomamos como punto de partida) 
se aplican, permitiéndonos mejores resultados abstractos de 
existencia, unicidad, regularidad de soluciones y permitiéndonos 
incluir ecuaciones de la Dinàmica de Fluidos (Navier-Stokes en 
dimensiôn 2 6 3, convecciôn de Bénard), asl como ecuaciones de 
Reacciôn Difusiôn Convecciôn y las ecuaciones de 
Kuramoto-Sivashinsky, Kuramoto-Velarde y Cahn-Hilliard que hasta 
ahora eran tratadas con métodos muy diferentes (compacidad, 
monotonia).
39
1.1 Exisiencia, Unicidad y Regularidad de Solucionea de 
Ec\iaciones de Evoluciôn No Lineales en Escalas Exiendidas de 
Espacios de Hilbert.
Sea H espacio de Hilbert real y separable; sea
A:D(A) c H— » H un operador lineal no acotado, cerrado, positivo, 
autoadjunto y con résolvante compacta; asl en particular A es 
sectorial en H (i.e. -A genera un semigrupo analitico de 
aplicaciones lineales en H), (ll. Sea p(A) = (A^l la sucesion no 
decreciente. convergente a +» de autovalores de A contados con su 
multiplicidad, con A^> 0 y sea {e^} base de Hilbert de H de 
autovectores de A, Ae^= A^ e^ . Asl tenemos la siguiente
Representaciôn Espectral de A, [4]: si u = ^ ^n®n ® D(A) c H
entonces Au « T A u e e H siendo
D(A) - I u - J ^ V n  ® " } '
De forma clâsica, [1,2,3,4,12], pueden definirse las 
potencias fraccionarias de A y los espacios de interpolaciôn X* , 
puesto que A es sectorial en H, coincidiendo en nuestro caso con;
Definlcidn 1.1
Con 0 s a < 00 sean
y a“:D(A®) = X® » X°= H tal que a“u = T A*u e si
u = [ € X“ y denotamos |u|g= |A*u|^= [
1/2
2
que es una norma hilbertiana en X®. En particular X°= H, x'= D(A).
Como es bien sabido, [1,2,3], estos espacios y topologlas 
definidas arriba nos proveen de la herramienta funcional bàsica 
para tratar problemas de evoluciôn de tipo semilineal. Mâs abajo 
recuperaremos en un marco màs general propiedades de dichos 
espacios de interpolaciôn que son bien conocidas.
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Deflnlclôn 1.2
Sea a e R . définîmes como el espacio vectorial de las
sucesiones reales, x » (x ) taies que T |X l^lx l^ < » , dotado n u  ' Ti' ' Ti'
î IVI” !-»de la norma hilbertiana |x|g= 
que X°“
1 /2
Obsérvese
Definimos ademàs, A operador lineal actuando entre 
sucesiones de forma que A*((x^)) = (A®x^ ).
El siguiente resultado, aunque natural, no parece haber sido 
usado en la literatura màs que para los espacios de la 
Définiciôn 1.1 con a no negative.
ProDOSicién 1.1
i) |x*.1*1^ 1 espacio de Hilbert para todo a real.
il) Si a a 0 entonces X®C X^ con inclusiôn continua, densa, y
compacta si a > g. La inclusiôn 1:X*(— » X^ verifica
l'U.e-
lii) Si a,)S € R y 8 € [0,1] entonces para todo x de X^ , 
y a max{a,0>, se tiene
l^ le«*(i-8)P=* (12)
x"* es una isometria 
suprayectiva con (A*") A*^; ademàs A*»A^a A®*^ como operadores
de X^*®*^ en para todo a, g, y reales.
Demostraciôn
i) Es consecuencia de iv) puesto que X°= es de Hilbert.
il) Si a a P y X € X® entonces claramente |x|^a ||®"^. (xj^ y 
por tante la inclusiôn es continua y la estimaciôn de la norma es 
vàlida. Observemos que si llamamos para todo N natural (g^ )
tal que «JJa |l entonces { 3^ es un conjunto ortogonal
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en X® para todo a real, con normas: |6^|^= |X^ |®; ademàs si
X a (x ) € X® entonces x  -  f  x„. 5*^ en X®, por tanto { es un
n N
conjunto ortogonal total en X®; consecuentemente la inclusiôn es
densa. Por ültimo si <u"}^ es una sucesiôn débilmente convergente
a 0 en X®, entonces {u®}^ es acotado en X® y u® - i 0 para todo n
natural; asi para todo k natural: 
k
i""ir [  • L
|X |“
Si n > k entonces |A^ | a | y  entonces |X^|^s — asi
k c
I"'!:'
C
y por tanto limSup|u®|%s --- —— - para todo k; como a > 3
m-4. ^ t\|:'®-9'
entonces u® converge a 0 en X^ .
iii) Si a,3 e R, e € (0,1), x e X*, j  = max{a,3)
|x|f. |x|--»'
'^  = 1 ■' 'N = l '
iv) Claramente |*‘'x|^= [ ^ ®
resto es obvio. □
Definiciôn 1.3
Por verificarse i)-iii) deciraos que j una Cadena de
Espacios de Interpolaciôn. Por verificarse iv) decimos que es
un Operador (Isometria) con Descenso c sobre la cadena ^
Proposiciôn 1.2
i) La cor respondenc i a (u,v)| » <u,v> = T u v pone en
-a, a JL^ n n
dualidad a X y X" para todo a real. En particular para a = 0 es 
el producto escalar en X®= que està por consiguiente
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Identificado canônicamente con su dual.
11) Si « a 3 a 0 la inclusiôn — » X~® es la transpues ta
(con respecto a la dualidad de i)) de la inclusiôn i:X®— » X^ .
El operador A® como operador entre X"* y X”®'® es el 
transpues to de A^ como operador entre X®*^ y X®; decimos asl que
A es Autoadjunto como operador sobre la cadena
,cSi considérâmes el operador A como operador no acotado en X 
,a*ccon domlnio X
A®:D*c X*®—
iii) Siendo J:X®
u ■ V u e € H, entonces J:X* L. n n
G a 0, entonces su transpuesto es 
,-a*ccon D = X y A%« A” sobre D
X®* definido por J(u) = (u^ )^ , siendo
> X® es una isometria
suprayectiva para todo a a 0. Tomando J':X®---» (X®)' la
transpuesta de J, entonces L = (J' )  ^ es una isometria
suprayectiva y es tal que si T e  (X®)' entonces
ademas para todos u e X® y T 6 (X®)' se
tiene que T(u)
iv) Si J:X®—
L(T) » (T(e^))^e X
<L(T),J(u)> ^ ^ para todo a a 0.
X^ es la inlusiôn, a a 3 a 0, entonces 
„ J . A?
J y J
1 A® -
son conmutativos si a+c a 0,a a 0. En particular los resultados de 
la Proposiciôn 1.1 se verifican cambiando las X y A por X y A 
respectivamente y siempre que los “exponentes" verifiquen las 
restricciones correspondientes.
Por transposiciôn
r
L
(X“)' (X®)'
(AT)'
L y L
' .  1 A®
(X®*®)' 
L
-fi
son conmutativos si a+c a 0,a a 0 y por tanto los resultados de la 
Proposiciôn 1.1 y il) de la Proposiciôn 1.2 sôn vàlidos para los 
duales de X® y para los transpuestos de A®.
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v) Por ultimo si R:X -> X' es la Identificaciôn canônica de X
y su dual i.e. R(x) * <x, •> (<•> producto escalar en X = X°» H)
entonces R
X ----------- » X' es conmutativo.
' x / '
(X°)'
Demostraciôn
i) Claramente----- (u,v)(--> <u,v> = T u v =* T (X"“u ). (X*v )' -a, a L. n n  L, n n n nn=l n»l
està bién definida sobre X”*x X® para todo a real (en particular
para a = 0 es el producto escalar] y |<u,v>_^ s |u|
entonces <u,•> es lineal y continua sobre X® (<*,v> lo es -Œ, (t a
sobre X respectivamente) con norma ju| ^ (|v|^ respectivamente). 
Reclprocamente si T es lineal y continue sobre X®. con las 
notaciones de la Proposiciôn 1.1, ( ô ^ l ^ e s u n  conjunto ortogonal
en X® y si x « (x ) e X® entonces x = T x .ô" en X®, siendo
{o si nlZ" P®'" tant® |T(x)| = I [ 9%^®
* a 2
todo X € X® o equivalentemente con y = à (x) e £
I ^ y^ . Aj^ ®T(ô") I s |T|. |y|^ para todo y de à , asl 
n=i
{X*®T(ô®)> € y por tanto v = {T(3®)> 6 X*® , ademàs |T| = |v| ^ 
y T(x) = <v,x> ^ ^ para todo x e X®.
ii) Si a a 3 a 0. sean v € X'^c X*®, x e X®c X^ asl
<v,l(x)>_p_3=J^v^x^= <i(v).x>_^ «
Anàlogamente si v e X”®. x 6 X®**^  entonces
opera(
0, ei
*®:D C x"®--- > X~® con D » |v € X'*, <v,A^(«)>^^ ^ es continua
Si consideramos el rador A como operador no acotado en 
X®, con dominio X®**^  , e a ntonces su transpuesto es
-a, a
para la topologla de X®| y <v,A®(x)> ^ <A%v,x>^^ ^ para todo-a, a • -a, a
V c D . X c X . Pero <v,A (•)> es continua para la topologla
a -*'*
de X si y sôlo si existe una constante C > 0 tal que para todo
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X € X®*®, l<v,A®(x)>_^ gjs C. |x|g y tomando y = A®x ésto équivale 
a que para todo y e X® (que es denso en Proposiciôn 1.1)
I v^A^"®y^I s C. |y|^ y por consiguiente {v^X®"®} « A*^ “®v e ^  o
lo que es lo mismo v e X”®*®. Asl D = X”®*® y si v € D . x e X®*®
entonces <v,*^(x)> = T v A®x * <xfv.x> por tanto *5»-a,a L n n n -a,a •
«
sobre D .
iii) La afirmaciôn sobre J es obvia por construcciôn de X® y X®; 
si tomamos J':X”®---> (X®)' la transpuesta de J, con
L » (J')”*■ (J'*)'. como J**(x) = ^ x^e^ c X®, x ■ (x^ ) e X®, y
n»l
la serie converge en a entonces si T 6 (X^ )' se tiene que
L(T) c x"® verifica por definiciôn que
“
L(T)(x) * T(J'Xx)) = [ x^T(e^)
n»l
y por tanto L(T) = {T(e^)> e X”® (por i)), también es claro que 
para todos u e X* y T e (X®)' se tiene que T(u) = <L(T),J(u)>_^ ^ 
para todo a a 0.
iv) Es obvio por transposiciôn.
v) Siendo R:X ---» X' la identificaciôn canônica de X y su dual
i.e. R(x) = <x, •> (<«> producto escalar en X » H), para todo
u € X (LoR)(u) = L(<u,•>) = {<u,e^>> = J(u). □
Observaciôn
[J si a a 0
Denotando X =(X^)', sea K(a) = • , definimos:
L si a < 0
si * a g
i:X® » X^ como i = (K(3))’^ *i«K(a)
y para todos a, c reales
A®:X®*'---» X® como A®= (X(a) )‘'.*®.K(a+c)
por tanto los siguientes diagramas son conmutativos:
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X® » X^ * a 3. X®*------> X®
K(a)| K(3) K(a+c)j jxCa)
^ i ^  *
asl A (1 respectIvaaente) coincide con A (J respectivamente) si 
actûa entre espacios de "exponente* positive, o con (A®)' ((J)' 
respectivamente) si son de exponentes negatives, o bien con una 
composiciôn de una potencia de A (J respect ivamente). R (o R”*) y 
el traspuesto de otra si los exponentes tienen distinto signe.
Consecuentemente ^ una "Cadena de Espacios de
Interpolaciôn" y A® es un "Operador (isometria) Autoadjunto con 
Descenso c " sobre ella.
A la vista de lo anterior es claro que cualquier propiedad 
probada en los espacios X® para los operadores A^ (que son simples 
de manejar) se "elevan" con las isometrlas K(a) a propiedades 
anâlogas de los espacios X® y sus duales y a los operadores A® y 
sus transpuestos.
Definiciôn 1.4
Con las notaciones anteriores definimos un operador actuando 
entre sucesiones reales: t e R
exp(-At)(u„)„ = e-*\u^)^ = [ ® ' V u J ^
Proposiciôn 1. 3
i) Para todos a,3 reales y t > 0 exp(-At):X® > X^ es lineal y
continua con norma:
|exp(-At)|
a, 3 ji: .
Xj’®.e"^l^ para t > t^
si 3 > *
donde C ■ C(3-«). C(<r) *  o-®e"®, y t^« t^(3-«) * (3~«)^j'^
Su transpuesto es (exp(-At))'= exp(-At): X ^ ---> X~® (Es
Autoadjunto sobre la cadena).
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ii) Para todo a . f i . c  reales A®«e e**^«A® como operador entre 
X® y
iii) Para todos s, t no negativos e"*^ «»e"*®= g/*(t+s) | 
como operadores en X® , a real. Ademàs para todo x e X®
e *^x  » X en X®, es declr | e es un Semigrupo
t— » 0* I /taO
Fuertemente Continue en X®, cuyo generador infinitesimal es
Demostraciôn
i) Con a,3 reales, t > 0, x € X® entonces
|.-“ x||. i (l»„|“ |x„lj X |x|>
n»i ' ' n e n
Si 3 3 « el supremo se alcanza en n = 1; si 3 > * el supremo es
menor o igual que sup{ e ’^^.r^’® > = — . sup{ e”®. s^*® >, un
rax t*-® sax t
1 1 o
fàcil càlculo concluye el resultado. Por otro lado si v e X , y
X e X® entonces <v,e"*^x> « «= f v e ^n^x = <e"**"v,x>
-p,p n n ~(t, cc
ii) Es obvio.
iii) La propiedad de semigrupo es inmediata. Ademàs basta
comprobar lo demàs para a = 0 ya que e x converge a x en X* (con
t tendiendo a 0) si y sôlo si A®(e *^x - x) = e *^A®x - A®x
converge a 0 en X®. Por otro lado si (-A.x') es el generador
infinitesimal en X®, sea (G,D(G)) el generador infinitesimal en
-At
X*; asi X e D(G) si y sôlo si existe lim   j    = G(x) (limite
t-40* a
en X®) que équivale a que y = A x € X verifique 
-At
lim   J   = A®(G(x)) (limite en X®) que équivale a A®x e X^  y
t-»0%
x) = A®(G(x 
(G.D(G)) = (-A.X®*').
Sean x € X®. t > 0, y k natural 
|g-*t._ ..|2_ r ,_-X_t ,,2|.. ,2. r ,_-X_t- x|^= £ (e n - l)^|x^|^+ ^(e" n - l)^|x^|‘
J ^ ( e ' V -
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asl llBSup|e'*^x - x|^a Tjx|^ para todo k, y por tanto 
t— >0* nTk "
11m e'*^x * X  en X°.
t-^*
Finalmente si x e X*
la funcidn *(s) = 1 +1, s > 0. està acotada (0(0*) = 0) y asl
con k natural
l‘  *V~ - * *-1'' I  Î
g-At^ _ ^ 0
y concluimos como arriba que lim ---    = -Ax, en X . Por tanto
t->0* ,
el generador infinitesimal ha de ser una extension de (-A,X );
'x 
t
pero si  -- ^--   = {-— 2-ly > converge en X° entonces para
1
cada n natural ,-------- x^ converge con t tendiendo a 0, y
entonces el limite es -X^x^. asi el generador es (-A,x'). □
Observaciones
i) En particular si 0 > a, entonces para todo 0 < 3 < X^ , t > 0  
|exp(-At)|^ gS -g-^.e’"'- para cierta constante C. (1.4)
ver [1,31.
ii) Es sabido, [4], que si (G,D(G)) es el generador infinitesimal
de un semigrupo ^T(t) , t a 0 | en un espacio de Banach reflexivo
X, entonces el transpuesto de G como operador no acotado en X, es 
el generador infinitesimal del semigrupo transpuesto; los 
resultados anteriores concuerdan con esto.
iii) Bajo las condiciones impuestas sobre A, este genera un
Semigupo Fuertemente Continue (de hecho analitico, ver Proposiciôn
œ
1.4 abajo) en X, [1,2], dado por exp(-At)(u) ®J^e’ n u e  « X
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si u ■ V u e € X, t a 0.
x“— !--- .X»
Por tanto es conmutativo: J
-At
J con 0,a a 0 y
x“----- » X^
por tanto la Proposiciôn 1.3 vale para exp(-At) en este rango 
de "exponentes". Ademàs el diagrams transpuesto también es 
conmutativo; consecuentemente (e* )'* L**»e” »L como operador
entre X”^  y X~® 0,a a 0. y la Proposiciôn 1.3 también es vàlida en 
este caso.
Definition 1 5
Sea, con las notaciones anteriores:
exp(-At) = e'**^ = (K(0))'’"e‘*^eK(a):X“---> X*
para todo a,0 reales.
Proposiciôn 1.4
Sea t a 0, exp(-At) es Autoadjunto sobre la cadena |
es unademàs la Proposiciôn 1.3 es vàlida. Màs aûn: |exp(-At)|^^Q
Semigrupo Analitico en X®, con generador (-A.X®**) para todo a
real; consecuentemente t|----> exp(-At)u^= u(t) es analltica con
valores en X®, u^e X®, y es la ûnica soluciôn del problema lineal 
de evoluciôn:
u^+ Au = 0, u(0) = u^6 X®.
Demostraciôn
Sôlo queda por probar la analiticidad ya que las demàs
propiedades se "elevan" por medio de isometrlas. Para esto es
suficiente (de hecho équivalente, [1,3]) comprobar que existe una
constante C y t taies que |e^ I s C y |Ae^ | s con0 ’ *a,a ' 'a,a t
0 < t < t^ , pero por la Proposiciôn 1.3 
. t ^ 0 y
^ - T  -
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0 < t < t^ » y C * e’^  y por tanto concluimos. i
El resto puede verse en [1,2,31, ver también Lema 1.1 abajo.
Notacién
A partir de ahora escribiremos A® por A®, c real, y exp(-At) 
por exp(-At) sin posibilidad de confusiôn por el contexto.
Ya tenemos construido el marco abstracto en el que resolver 
problemas de evoluciôn de la forma u^+ Au ♦ f(u) = 0, u(0) = u^  
siendo f no lineal, actuando entre dos espacios adecuados de la
cadena | A diferencia de [1,2,3,10] permitimos que f actùe
entre espacios de exponente negative o de distinto signo 
obteniendo soluciones, mas o menos regulares, que pueden 
eventualmente tomar valores en espacios "duales"; esto permlte 
incluir en éste marco abstracto un gran numéro de ecuaciones 
algunas de ellas tan importantes como por ejemplo las ecuaciones 
de Navier-Stokes en dimensiôn 2 6 3 (que son tratadas
habitualmente por métodos totalmente distintos, [6,9]), ecuaciones 
de Reacciôn Difusiôn Convecciôn y ecuaciones de orden superior 
como las ecuaciones de Kuramoto-Velarde y Cahn-Hilliard, 
obteniendo mejoras parciales en la regularidad de las soluciones; 
ademàs este marco aprovecha al màximo las propiedades 
"funcionales" de f sobre la cadena de espacios, para determiner la 
mejor clase de datos iniciales para los que puede resolverse el 
problema de (Zauchy.
Es importante resahar que todos los teoremas de [1], son 
adaptables a la "escala extendida" (puesto que contiene a los 
duales), siendo obvios los nuevos enunciados, màs abajo un simple 
argumente nos muestra que esta afirmaciôn es cierta; aqui nos 
limitaremos a dar un sumario de resultados, los màs Importantes, 
bàsicos y màs utilizados. Por simplicidad nos ceftiremos al caso 
autônomo, i.e. al caso en el que el término no lineal no depende 
del tiempo aunque en el caso no autônomo los resultados se 
trasladan fàcilmente de los de [1] a nuestro marco.
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I) ECUACION LINEAL
El problema de Cauchy lineal: (PCL)
siendo f:(O.T) — > X^ , 0 e R.
u^+ Au » f(t) 
u(0) * u^e X^
Definiciôn 1.6 (Soluciôn Fuerte)
Si u^ € X^ entonces u(«) es soluciôn de (PCL) en [O.T) si y 
sôlo si u:[0,T) — > X^ es continua y de clase c' en (O.T). 
u(t) € X^ *^  en (0,T), u(t) = u^  y la ecuaciôn diferencial se 
verifica en (O.T).
Lema 1.1 ( [ 1 ], pg 50)
Supuesto que f =» 0, entonces para todo u^ e X^ y para todo T 
positivo, u(t) = e'^^u es la ûnica soluciôn de (PCL) en [O.T).
-ema 1.2 ([1], Lema 3.2.1, Teorema 3.2.2)
Sea u € X^ y f:(0,T) — > X^ localmente Holder continua, tal
que |f(t)|pdt < +■ para algûn p positivo.
0
Entonces existe una soluciôn (fuerte) del problema de Cauchy
lineal no homogeneo (PCLNH) 
,t
u(t) = e ^ ^u^+
II) ECUACION NO LINEAL
u^+ Au = f(t) 
u(0) = u^€ X^ 
-A(t-s).f(s)ds 
0
(PC)
Consideremos el problema de Cauchy no lineal 
u^+ Au ■ f(u)
u(0) = U^€ )(^
con f : X®— » X^ localmente lipschltz, a,0 € R. Observese que aqui 
la positividad de A puede ser eliminada ya que podemos sustituir A 
y f por A + AI y f - AI respectivamente, con A + AI positivo.
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Nuestro tratamlento dlflere llgeramente del empleado en [1], 
adoptando el enfoque de [11] (para obtener unicidad}.
Definiciôn 1.7 (Soluciôn Fuerte)
Si Ug € X^ . u(") es soluciôn de (PC) en [O.T) si y sôlo si 
u:[O.T) — » yP es continua. u(0) = u^ . u([0.T)) c X®. u(t) e X^ **,
u^€ X^ en (O.T). f(u(•)):[0.T) ---> X^ es continua y la ecuaciôn
diferencial se verifica en (O.T).
Observemos que en [1] se requiere en la definiciôn de soluciôn
que t ---> f(u(t)) e X^ sea localmente Holder continua en (O.T) y
rP
que |f(u(s))Igds < » para algûn p positivo; a posteriori segûn
[11], Teorema A.2.2, Apéndice 2, toda soluciôn en nuestro 
sentido verifica estas condiciones y por tanto son soluciones en 
el sentido de [1] y por tanto todos sus teoremas pueden ser 
aplicados a nuestras soluciones con la ventaja de la unicidad, ver 
[10].
En [11] se prueba que las soluciones de (PC) coinclden con 
las funciones u, verificando u([0,T)) c X®, y
f (u(-) ): [0,1) — » yP es continua, que son soluciones de la 
ecuaciôn integral
_t
u(t) = e ^^u + î'A(t-s)f(u(s))ds
Jo
por tanto como en [1], se puede probar
Teorema 1.1 ([1], Teorema 3.3.3)
Si O s  a-0 < 1. entonces para todo u^e X® existe
T = Tfu^) > 0. tal que el (PC) tiene una ûnica soluciôn en [O.T)
con dato inicial u .
0
(la soluciôn es u:(0,T) — » VT continua y es soluciôn de la
ecuaciôn integral)
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Teorema 1.2 (II), Teorema 3.3.4)
En las hipôtesis de antes, si ademàs f es Acotada (i.e. f 
transforma acotados de X® en acotados de X^). sea u c X® y 
consideremos el intervalo maximal de definiciôn de la soluciôn de 
(PC) con dato inicial u^ , [0, T^ ) entonces o bien T^» o bien
L i m S u p | u ( t ) *m.
(Se prueba que u sale de cualquier acotado del dominio de f. si 
T^ < +«»; como paso intermedio se prueba que que si u es acotada en
X® cuando t— » T”, entonces también lo es en X^ para todo y < 0+1. 
esto ûltimo es cierto para T^= +a en el caso de que
Re(«r(A))( e ) > « > 0 ).
Consecuencia ((1). Teorema 3.3.6)
Como A tiene resolvente compacta. si f Acotada y
{ u(t), t a 0 ) es una ôrbita acotada en X® (y por tanto definida
en [O.oo)). entonces { u(t). t a 0 } es relativamente compacta en 
X®.
Teorema 1.3 (II). Teorema 3.5.2)
En las hipôtesis del Teorema 1.1, con u^e X®, si u es
soluciôn de (PC) con dato inicial u^  definida en [0,T], entonces
para todo y < 0+1 t| » u^(t) e X^ es localmente Holder continua
en (O.Tl.
Por otro lado todos los teoremas sobre dependencia continua y 
diferenciable y sobre el principio de estabilidad por la 
aproximaciôn lineal de (1] sôn aplicables sin dificultad. De hecho 
los resultados de [1] pueden ser probados adaptando las 
demostraciones, utilizando adecuadamente las propiedades de la
cadena ^  probadas màs arriba.
Sin embargo, un argumento màs corto es el siguiente: si
u + Au » f(u) -
_ con f:X — » X r , localmente 
u(0) » U.€ K
partîmes de (PC)
0
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lipschltz y O s  a-0 < 1, sean v(t) * A^u(t) y A^u^e X,
V + Av = F(v)
entonces v, formalnente, verifica £ con F: X®— » X,
v(0) = V € X
g -fi
localmente lipschltz, F » A « f c  * a-g € [0,1); para esta 
ecuaciôn todo [1] se api ica y como A'^ es una isometria sobre la
cadena | inmediato comprobar que a ’^  transforma
soluciones de la segunda ecuaciôn en soluciones de (PC), asl 
obtenemos los resultados para (PC).
Comentarlo
La cadena de espacios X® y los operadores A® con a e R estàn 
expresamente construidos para poder ejecutar el paso anterior de 
tomar A^ sobre la ecuaciôn, el marco funcional Justifica la 
legitimidad de esta forma de procéder.
El caso a-0 = 1 marca el limite de aplicabilidad de esta 
teorla ya que impide el trabajar con soluciones tàn regulares como 
las encontradas arriba, esencialmente debido a que la funclôn 
ÿ(t) = t^ ® es integrable en 0 sôlo para a-0 < 1, apareciendo esta 
integral impropia en la mayor parte de las estlmaciones, ver [1). 
Por otro lado, pensando en las aplicaciones a ecuaciones en 
derivadas parciales particulares, en los que usualmente los 
espacios X® son espacios de funciones con cierto grado de 
derivabilidad (o sus duales), el que a-0 = 1 Indica que en cierta 
forma que en la "exprèsiôn de f" aparecen derivadas del mismo 
orden que el orden de A, en cuyo caso la ecuaciôn no debe ser 
tratada como semilineal; en general lo anterior no es cierto sino 
que (usualmente dependiendo de la dimensiôn espacial, via 
inmersiones de Sobolev o similares) algunos términos de f son 
“équivalentes funcionalmente" a las derivadas de orden superior de 
A.
Es en alguno de estos casos, cuando a - 0 « 1, donde métodos 
clàsicos (monotonia y/o compacidad) han proporcionado “Soluciones 
Débiles" sobre alguna clase de datos iniciales, (5,9).
Veamos ahora un resultado de regularidad que es muchas veces 
aplicable en la pràctica:
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Proposiciôn 1.5
Supongamos que existen M e M u <*}. taies que
*= ®k+/ ®k ® k^*
“k ^ky taies que f:X — » X es localmente lipschltz para todo k.
Entonces si u^e X se tiene que
3-*» “o r
u c CCO.T.X " ) n C([0,T),X °) y u^c C(O.T.X^)
para todo y < 3y+i (si M » • entonces 3^“ sup(3j^ >)
Demostraciôn
Si u € X , como 0 s OL - 0. < 1, por los resultados
“k 9»
anteriores u e C(0,T^,X ) y entonces u^,f(u) e C(O.T^,X ),
leyendo la ecuaciôn como Au = f(u) - u^ (podemos suponer que A es
positivo: si no reemplazamos A y f por A + AI y f + AI
respectivamente con A >> 0) y teniendo en cuenta que A es un
3 *1
isomorfismo entre X®*' y X® concluimos que u e C(0,T^,X ^ ),
u e C(0,T ,X®) para todo e < 3. + 1; para todo t > 0 fijo,
f i ^ * i a
repetimos el argumento usando como dato inicial u(t) e X c X *
®k»ly el semigrupo local en X ; répitiendo el proceso concluimos. o
Corolario
Sean ( (o^.0^) )k=o' M e N u {»} como en la Proposiciôn 1.5;
«k
para cada k * 0, ...M y u^ e X sea T^(u^ ) el tiempo maximal de 
definiciôn de la soluciôn de (PC). Entonces si k a 0, para todo
u € X se tiene que T (u ) = T (u ) * T (u ) k a J a 0.
0 k O J O O O
Demostraciôn
®k ®oPuesto que X c X y por el Teorema 1.2 entonces
T^  = T^ (u^) s T^ (u^ ) » T^ ; supongamos que T^  < T^ , por la
®o ®kProposiciôn 1.5 como u € X entonces u € C(0,T ,X ) y
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LlmSup|u(t) I * +® lo cual es claramente absurdo. 
t-+T" “k
Observaciôn
En particular si una soluciôn explota en tiempo finito, 
entonces todas las normas X® explotan simultaneamente; en casos 
pràcticos ésto impi ica que no podria ocurrir, por ejemplo. que una
soluciôn permanezca pequeAa mientras sus gradientes se hacen muy
grandes.
Veamos unos ejemplos de ecuaciones que caen en este marco; 
estos ejemplos sôlo pretenden ilustrar el alcance de los 
resultados y por tanto no aparecen indicados con la màxima 
generalidad ni con las hipôtesis minimas.
Es importante destacar que en la pràctica un problema 
notablemente poco trivial es el de la caracterizaciôn de los 
espacios de interpolaciôn. que son conocidos en algunos casos
particulares (aunque suflelentemente importantes) [16-18]; si 
existen sin embargo resultados generates de inclusiôn por ejemplo 
para operadores sector laies en L**, [1,2,3]. Veamos a continuaciôn
algunos casos en los que la caracterizaciôn es compléta:
I) Sea n c r", n = 1,2,3, suficlentemente regular (si n > 1), y
sea A = (-A)" con D(A) = H^(£5) n H^(0), m € N, en L^ (£î).
Entonces X®= H^(C3) n H^(0), [1], a > 0.
II) Sea Q = (0,L)”c R", n = 1,2,3, y definamos
H » { u € Lj^ (^r"), u(x+Le|) » u(x) c. t.p. x e R”. i = l,..,n }
H^^(O) = )T^ (^R") A  H. m € N
Tomando A = (-A)" con D(A) = H^^(O), entonces X® = H^®(n),
a > 0, [5,6]. Si tomamos H = ( u e H, | u = 0 ) entonces la
■'Q
conclusiôn es vàlida cambiando H® (0) por H® (0) » H® (D) a  H.
per per per
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Ill) Sea Q * (O.L) c R , n = 2,3, con las notaciones de II) sea X 
el cierre en H » (H)" de los vectores C^^(O) con media y 
divergencia nula, tomando
A - -A con D(A) * { u e H^^(O), Div(u) = 0 >, entonces
X®- { u 6 W^^(O), Div(u) - 0 }, a > 0. [5,6].
Observaciones
i) Muchos ejemplos de problemas de contorno que definen 
operadores sectoriales pueden encontrarse en [3], pero en la 
mayoria de los casos una descripciôn compléta de los espacios X® 
no es bién conocida.
ii) Existen en la literatura algunos resultados sobre los 
espacios de interpolaciôn asociados a perturbaciones de un 
operador sectorial, [1,2,3], destaquemos por ejemplo:
Teorema 1.4 ([1], Teorema 1.4.8)
Si A^ , A^ son operadores sectoriales en X (espacio de Banach) 
con el mismo dominio; si (A^ - A^)»A^® es acotado en X con algûn 
0 s a < 1 entonces si llamamos X^ • D(Aj), J =1,2, tenemos que
X^ = xf^ con normas équivalentes, para todo 0 s 0 s i. □
Asi en los ejemplos D-IIl) podemos perturbar A por algunos 
operadores diferenciales de orden inferior, obteniendo el mismo 
marco funcional.
Veamos ahora ecuaciones que pueden ser tratadas con éstas 
técnicas.
Empecemos por observar que al aplicar los teoremas
desarrollados màs arriba, y resolver el problema de evoluciôn, la 
ecuaciôn diferencial es una igualdad en uno de los espacios X® 
(determinado por ser el rango de la no linealidad o en su defecto 
por ser el espacio de datos iniciales), por tanto si a < 0 la 
ecuaciôn debe ser interpretada en sentido "dual"; es en estos
casos donde recuperamos las nociones habituales de "soluciones 
débiles* dadas en los métodos variacionales. Empezaremos por dos
ejemplos en el caso lineal y a continuaciôn definiremos una clase
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de no llnealldades para las cuales aplicar todos nuestros
resultados:
Con las notaciones de I) consideremos el problema 
u^- Au + Au = f en Q = n X (0,T)
u(0,x) * u^Cx) en 0
u » 0 en dQ X (O.T) 
este problema tiene una unica soluciôn en X® supuesto que
u^,f £ X®, en particular:
Si f € L^ (n), entonces para todo u^e L^(0) = X , u es analltica 
en t con valores en L^(0), u(t) e H^ (Cî) n H*(tJ) u^e H^(0) y la 
ecuaciôn diferencial se verifica en casi todo punto de Q.
Si f e (H*(n))'» H'Vq ) = f = - r J_g con g. en L^ (n).
i»i 1
[8], entonces para todo u^ € H’’(n) la soluciôn es analltica con 
valores en H”'(£2), u(t) € H^ (0). u^€ L^ (lî) y
r u ÿ + f 9u9* + Aru0 = r r g | - 0  para toda ÿ e Hj^(£l) (1.5)
•’n  ^ Jn •'n °
Si f e (H^ (n) A H^ (£2))'= (H^ (£l))' + H‘*(n) = X'\ f = f^ + f^
N gZ 2
con, por ejemplo. f = ) - g. . con g en L (O) (pero podria1 ^Ljdx^dx ij ij
N
contener trazas) y f = - V ^  h con h en L^ (CÎ). [8], entonces
 ^1 = 1 ‘ ‘
para todo u^  en X la soluciôn es analltica con valores en
(H^ (CÎ))' + H’’(C). u(t) € L (^n), u^€ H'^(O) y
« “t*» - * iq"* -,ÏJq*.,ær3r» *
1 = 1
para toda 0 e H^ (£î) a  H^ (£l) (<<•>> es el producto de dualidad
entre H^(0) y H”'(£l)). Ahora u es una “soluciôn muy débil" de la
ecuaciôn de evoluciôn. Obsérvese que de hecho tenemos continuidad 
en el tiempo para la funclôn y su derivada en cada uno de los 
casos expuestos arriba (ver las ecuaciones no lineales abajo).
Una Interpretaciôn totalmente anâloga puede hacerse con (-A)"
y/o con condiciones de contorno periôdicas. A continuaciôn la
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ecuaciôn no lineal:
Definiciôn 1.8
Sea Q como en I), II) o III), decimos que f:Q x R --- » R de
pertenece a la clase g si f verifica la condiciôn de Caratheodory 
(i.e. f(x,') es continua para casi todo x en Q y f(*,y) es medible 
para todo y en R) y |f(x, y)| s a(x) ♦ b|y| x e Q ,  y e R y f es 
lipschitz en la segunda variable, siendo a(«) e L^(0), b a 0.
Asl f:L^(Q) ---> L*(D) definido por f(u)(x) *  f(x.u(x)) es
continue y acotado. màs aûn f es lipschitz en L*(Q), [7].
Anàlogamente f:0 x R -» R® pertenece a la clase 3^ si
f = (fj...,f^) con f e  3- Asi f:L*(Q) ---» L^ (tJ) - (L^(0))"
definido por f(u)(x) = f(x,u(x)) es continue, acotado y lipschitz.
A) Ecuaciones de Reacciôn-Difusiôn.
Con las notaciones de I), m - 1, f e 3 . v > 0
u^- i>Au + f(u) » 0 en Q ■ Q X (0,T)
u(0,x) = u^(x) en Q
u » 0  enô£Jx(0, T)
tiene una ûnica soluciôn para cada u^e L^ (Q) verif icando
u £ C([0,T),L^(Q)) n C(0,T,H^(Q) n h‘(Q)), u^£ C(0,T,H^(D))
(1.7)
y la ecuaciôn diferencial es una igualdad en L^ (Q) para cada t > 0.
B) Ecuaciones de Difusiôn-Convecciôn (per turbac i ones viscosas de 
leyes de conservaciôn).
Como en I), m » 1, g £ 3^ , v > 0
u^- i>ôu - Div(g(u)) » 0 en Q * 0 X (0,T) 
u(0,x) * Ug(x) en 0 
u » 0 en ôQ X (0,T)
Asi -Div(g):L^(£3) = X® » (H^ )' = es lipschitz y por
tanto para cada u e L^ (CJ) la soluciôn es ûnica y
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u € C([O.T),L^(Q)) n C(0,T.H*(Q)). u^e C(0,T,L^(Q)) 
y se verifica que
f u.^ + uf 9u9* + f g(u)9* * 0 para toda * € h'co) (1.8)
Jo  ^ Jo Jn °
C) Ecuaciones de Reacciôn-Difusiôn-Convecciôn.
Como enl), m * l ,  f e g, g e i> > 0
u^- ixAu - Div(g(u)) + f(u) » 0 en Q = fl X (O.T)
u(0,x) = u^Lx) en Q 
u * 0 en aa X (O.T)
Asl para cada u^e L^(0) la soluciôn es tan regular como en B) y
para toda ô e H^ (£2)
r u.* + vf 9u9* + f g(u)9ÿ + r f(u)ô = 0 (1.9)
Jo  ^ Jo Jo Jo
D) Ecuaciones de Navier-Stokes.
Como en III) con > 0, h funclôn regular.
u^+ (u.7)u - i/Au + 9p * h en Q = £2 X (O.T) 
u(O.x) = u^Ix) en Q 
div(u) = 0, u periôdica, de media nula
Segûn [6] (observaciôn 2.2, pg.12) el término no lineal 
f(u) ■ (u. 9)u es un operador cuadràtico entre y X y
entre X^* y X®, por tanto con nuestros resultados y usando la 
Proposiciôn 1.5 obtenemos las llamadas Soluciones Fuertes en la 
literatura de N-S [5,6,9]: con
u^ € X^ ^^ = { u € H^^(£2), Div(u) » 0 } entonces
u e C([0,T),X^^^) o C(0,T,D(A)), u^e C(0,T,X^ ''^ ) 
y con las notaciones de [5,6]
f u.* + vf 9u9* + <b(u,u),ô> = r h* para toda ô e X^ ^^  (1.10)
Jn  ^ Jo Jn
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Ecuaciones de orden superior:
E) Como en I), m » 2, f e g. g e 5^ .
u^+vA u - Div(g(u)) ♦ f(u) * 0 en Q = Q X (O.T) 
u(0,x) ■ u^(x) en Q
u » 0, = 0 en dQ X (O.T)
Ahora -Div(g):L^(Q) = X° » (H^)'= X y por tanto para
cada u^e L*(Q):
u € C(IO.T).L^(Q)) m C(O.T.H®(Q) n H^(Q)) 
u^« C(O.T.H*(Q) A hJ(Q))
y para toda ÿ € H*(Q)
r u 0 - vf 9(Au)9* + I" g(u)9* + f f(u)* = 0 (1.11a)
•’q ''n ■•q JQ
ademàs para toda ÿ c H^(Q) a  H^ (0)
r u ^  + vf AuA^ + r g(u)9# + r f(u)* = o d.Hb)
Jq ^ Jq ■’q Jq
F) Ecuaciones tipo Cahn-Hilliard.
Como en I) o II). m= 2 ,  f e g
u^+vA^u - Af(u) + 0 u = O e n Q = Q x  (O.T)
Es fàcil comprobar que ahora - Af:X — » X Asi para cada
u^e L^(Q) existe una ûnica soluciôn que satisface
u € C(tO,T),L^(Q)) A C(0,T,H^(Q) a  h‘(Q)). u^e C(0,T,hJ(Q))
y para toda ÿ e H^(Q) a  H^ (Q)
f u ^  + vf AuAÿ - f f(u)A* + pr u* = 0 (1.12)
■)q Jq ■'q -*0
G) Ecuaciones tipo Kuramoto-Velarde.
Como en II),
2 2 ? r
u^+vA u - Au + 0u + 3Af(u) ♦ y|Vu| » JnJ'J l^^jdx 
Esta ecuaciôn serà estudiada en el Capitule II, ver también
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[13].
Observaciôn
Sucesivas hipôtesis de regularidad sobre los términos no 
lineales pueden permitirnos usar la Proposiciôn l.S, asi por 
ejemplo:
Si para todo k natural — ^ f € g (o g ) y — j- f està acotada 
âx* " dy
entonces f:H*(Q) --- > para todo m natural. Asi se puede
esperar que f:X^^— » y entonces usar Proposiciôn 1.5.
A continuaciôn veremos como aprovechar el marco funcional
construido para obtener estlmaciones de la ecuaciôn diferencial.
Definiciôn 1.9
Para todo 3 € R, definimos el "3-producto":
«u,v>> * y A*u V (1.13)3 L n n n
para todos c e R. u e ® y v e X®.
Asi es claro que si a + 0 + 2y « 3, para todos u e X®** y
V € xf+?
<<u,v>>g = <A®u,A^v>^ (1.14)
consecuentemente esta propiedad puede ser "elevada" (mediante 
isometrias) para que sea vàlida con X y A sustituyendo a X y A 
respectivamente. En particular el 0-producto nos describe todas
las dualidades de los X® y el 3-producto, entre otros, el producto 
escalar en X
Para obtener estlmaciones sobre la soluciôn de problema de 
.+ Au = f(u)
Cauchy (PC)
u(0) » u^€ X^
sin usar la expresiôn integral del Lema 1.2, podemos procéder como 
sigue:
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a) SI u es derivable con valores en X , entonces
«Ut*®^^2y= I (1 15)
b) Si u € entonces
«Au,u»^= (1.16)
y el tipo de estlmaciones obtenidas es
I §tl"ly * I"1^1/2= « f (").">>%, (1 17)
El conjunto de y admisibles depende fuertemente de la regularidad 
de las soluciones, ver Proposiciôn 1.5.
Esta técnica serà utllizada de forma primordial en la secciôn 
siguiente, Secciôn 1.2, y en el Capitule III, Secciôn III.3.1.
Observemos que (1.17), con cierto y, es el punto de partida 
de los denominados Métodos de Compacidad, [5,9], que esencialmente 
utilizando las estlmaciones a priori que se derivan de (1.17) (si 
el término de la derecha lo permite), que son tipicamente 
estlmaciones en L"(0,T.X*) n L^(0,T,x7*^^^), y resultados de 
compacidad (para pasar al limite con soluciones aproximadas, por 
ejemplo) permiten encontrar en casos concrètes, soluciones 
"débiles"; con respecto a nuestras soluciones “fuertes", estas 
soluciones "débiles" pueden surgir si por ejemplo a-0 =1 o/y si 
pretendemos resolver el (PC) con datos iniciales en espacios de 
exponente menor que a; en estos casos es frecuente que la soluciôn 
débil se regularize hasta convertirse en fuerte, para todo 
instante de tiempo posterior.
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1.2 Dlferenciabilidad Uniforme de Semigrupos No Lineales.
En esta secciôn discutiresos un problema técnico importante, 
que surge en el estudio de la dinàmica asintôtlca de numerosas 
ecuaciones semilineales. Este problema puede ser descrito de la 
siguiente forma:
Consideremos la ecuaciôn de evoluciôn semilineal
(ES)
u^ + Au + f(u) 
u(0) * u^
en un espacio de Hilbert X, ecuaciôn de las consideradas en la 
secciôn anterior, es decir A es lineal, no acotado, autoadjunto 
(no necesarlamente positivo), cerrado , de dominio denso y con
resolvente compacta, que define un semigrupo analitico ie
I JtaO
y f es un operador no lineal actuando entre dos espacios de 
interpolaciôn X® y X^ , que es Lipschitz y acotado sobre conjuntos 
acotados de X®, por ültimo si 0 s a-0 < 1 entonces la ecuaciôn
semilineal (ES) genera un semigrupo local (en el tiempo)
en X , tan regular como el término no lineal f, mas exactamente 
ademàs de los Teoremas 1.1, 1.2, 1.3 de la Secciôn 1. 1 tenemos 
los siguientes resultados, adaptados a nuestro marco funcional de 
(11, Teoremas 3.4.4, 7.1.3 y sus corolarlos:
Teorema 2.1
i) Si en la situaciôn anterior f es de clase
r € N u (oo) V <w), entonces R*x X®3 (t.u^ ) |-- > S(t)u^e X® es de
la misma clase, en su dominio de definiciôn; en particular con t 
positivo fijo, X®3 u^ l > S(t)u^e X® es de clase en su dominio
y ademàs L(t,u^) = ^D^S(t)j(u^) viene dado por: para cada Ç € )C“
L(t,u^)Ç » U(t,u^,Ç) € X® es la soluciôn de 
+ AU ♦ Df(u(t))U = 0
_ U(0) = ç
siendo u(*) la soluciôn de (ES) con dato inicial u^ (supuesto que
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X I > Df(x) es loc. Holder).
11) SI en la sltuaclôn zmterlor a t |-- > B(t) e £(X®,)C^ )
es HGlder continue, entonces para todo Ç en y t en (t^ , t^ ]
existe una ûnlca soluclôn U(t) = U(t,T,Ç) de 
+ AU + B(t)U = 0
U(t ) = S 
deflnlda en (t, t^ ]. Mâs aûn:
Con t a x  fljos X^a Ç| > U(t.x,Ç) € X^ es lineal y continue
y escrlblmos U(t,x,Ç) * T(t,x)Ç, t a x; asl se verlflcan
a) T(x,x) » I, T(t,s)«T(s,x) = T(t.x) con t a s a x
b) JT(t,x)V es fuertemente continue en (t.x) con valores 
en £(X ) para todo y e [B.B+D. a
jlCt.x)}
Jt.x
La famllla de operadores llneales -{T(t,x ^ se llama 
Proceso deflnldo per la funclôn B.
Por tante s l u e  C([O.T),X*) es soluclôn de (ES) entonces
B(') *  Df(u(*)): [0,T) j » £(X*,X^) es localmente Holder continua
en cuanto x |-- » Df(x) es loc. Holder, en este case 1) y 11) del
Teorema 2.1 pueden ser apllcados y al hacerlo dénotâmes T(t,x,u^) 
al Proceso deflnldo por esta funclôn B (u^ = u(0)).
SI considérâmes S(t) con domlnlo en X® pero con la topologla 
de X^ , a a y, podemos formular
Cuestlôn 1
Con y e [g,a], tenemos x“a u^ |-- » S(t)u^€ X^ y
L(t,u^) = T(t,0,u^) e £(X^) entonces:
0 0
cEs L(t,u^) la "dlferenclal" de S(t) en u^  para la topologla X ? 
es declr:
&Aproxlma L(t,u^) a S(t) en algun sentldo, para la topologla de 
X^ en algùn entorno (con la métrlca de X^) de u^?
La respuesta es si para y * a por el Teorema 2.1; veremos que
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tamblén lo es para algunos y' s bajo condlclones sufIclentemente 
flexibles; numerosos ejemplos de la literatura, (5.14,151, para 
los que hasta ahora la conprobaciôn de este hecho era penosamente 
larga son ahora discutldos con brevedad.
En los casos de respuesta afirmativa estâmes interesados 
(como se v e r à màs adelante) en que la aproxlmaciôn anterior sea 
"uniforme" en el sentldo slgulente:
DefInlclôn 2.1
Sean H espaclo de Hllbert, K c H, y S:K — » H continue. S es 
Unlformemente Dlferenclable (Unlf.Dlf. por brevedad) en K con la 
topologla de H si y sôlo si para cada u e K existe L(u) e £(H) (no 
necesarlamente ùnlco) tal que
y(c)= sup [Sv Su L(u)(v u)| ---  ^g con c —  ^0 (2.1)
u.veK 
0<Iu-vISG
y sup jL(u)( s M < œ (2.2)
ueK £(H)
Observaclones
I) SI K es ablerto entonces S es en particular dlferenclable 
en sentldo de Frechét en K y DS(u) = L(u).
II) SI S es estâ deflnldo en un entorno (en H) de K, es de clase 
en él, y si D^S es acotada sobre K (que es clerto si K es
compacte en H) entonces S es Unlformemente Dlferenclable en K con 
L(u)= DS(u).
Asl podemos formular
question 2
cPara qué conjuntos K c X* y para que y e (g,a) es S(t) 
Unlformemente Dlferenclable sobre K con la Topologla de X*?. ^Es 
esta propledad uniforme en t?
Intentaremos dar respuesta a estas cuestlones, que aunque 
parclales cubren todas las apllcaclones pràctlcas que nos 
Interesan. Observemos que S(*) debe estar deflnldo sobre K en
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[0,tl, por tanto si nos restringlmos al caso de K acotado en X*. 
es natural considerar el problema sobre la slgulente famllla de 
conjuntos:
Deflnlcl6n 2.2
Para cada p,T > 0,
I V € X* , |S(t)v|^< p para 0 s t s T | (2.3)
Ademâs es claro que todo conjunto acotado en X* e Invariante 
para el semlgrupo esti contenldo en un elemento de esta famllla. 
Por otro lado si S(t) es Unlf. Dlf. sobre K, entonces S(t) es 
localmente Llpschltz y unlformemente continue en K, por tanto es 
natural Investlgar alguna propledad de llpschltzlanldad de S(t) 
sobre 3^ .j., asl tenemos:
ProDOslclôn 2.1
Sean u^ en ^ y x“ , llamemos w(t) = u(t) - v(t), slendo 
u(') = S(*)u^, v(') = S(')Vg las soluclones correspondlentes a
(ES).
1 ) SI existe una funclôn continua P : R* » R* tal que para
cada u^€ .j,, X*. (mlentras u(>) y v(*) exlsten)
(2.4)
con P(0) = 0 y PTsT
0*
(2.5)
Entonces 9 _ es ablerto en X .
P. T
11) SI existe una funclôn no negatlva Q e C*((0,co)) con Q(0) = 0, 
y una constante positiva C. tales que para cada u^,v^e 3^ .j., 
0 s t s T
Q(|w|:) (2.6)
entonces existe una constante positiva M = M(p,T,Q) tal que
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P*ra cada 0 s t a T (2.7)
En particular
S(-)u e C([O.T].X* ) or L=(O.T.xf*''=) (2.8)
es Llpschltz, con respecto a la norma de X , en 
Demostraclôn
1) El slglente lema se encontrarà mas adelante como Lema 2.3,
Capltulo II, Secclôn II.2, posponemos a ese momento su
demostraclôn.
Lema
f y'(t) a P(y(t))
Sea y(t) una funclôn regular tal que -l
i y(0) = y„
slendo P : R
de P, con esto queremos declr que P(a^) =0, 1 = 1,2, o que algûn
a^  es - « pero P no se anula en (a^ ,a^ ).
Supongamos que y^€ (a^ .a^ ) y deflnamos para r € (a^ ,a^ )
R continua. Sean a^,a^ dos ralces consecutlvas
G(r) = P li) ds
1) SI P es positiva en (a^ ,a^ ), sea
0 < T(y ) = G(a ) = Pis)ds € R
Entonces para cada t e (0,T(y^)) y(t) < a^ , y si a < y(s) 
para todo s € [O.t] entonces y(t)s F(t) = G*(t).
Mâs aûn, en este caso con a^< a < a^ , entonces y(t) < a
slempre que y < a y 0 s t < G(a) P li) ds.
11) SI P es negatlva en (a^ ,a^ ), sea
"^ 2 .
0 < T(y^) = G(a^) = Pis)ds € R
Entonces para todo t e [0, T(y^)) tal que a < y (s) para todo 
s e 10, t], se tlene que y(*) es decreclente en [0,tl y
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y(t) s F(t) “ G (t) s y^ < a^ . □
Ahora con a^« 0 y a^= +« y y(t) = de (2.4) para
todo c > 0 se tlene que y(t) < c slempre que y^= y(0) < c y
‘ ' ■
SI u^e y, sea R tal que sup |u(t)|^s R < p y sea
c = (p-R)^ , si v^€ X® entonces como J = +«. existe c^ > 0
tal que T <
pC
Pt It  • ' V  ''c'a' V  =1"' «=0"
, asl si lu - V I < 3 » mln{ c: .c ) entonces
w(') estâ acotada con |w(t)|*< c en [O.T] (e Impllcltamente estâ
deflnlda en [O.T] ya que si no w deberla explotar, Teorema 1.2
Secclôn I.l), por tanto |v(t)|^s |u(t) |^+|w(t) |^ < R + Æ  = p en 
[O.T]. es declr v^€ 3^ .j..
11) Como ^|w|^+ Q(|w|y) en [O.T], con Q(0) - 0 y
|w(^s C^IwI^ (ya que a a y), tomamos
M = max{ |^(s)| , s € [0,C^ 4p^ ] >
y asl ^|w|^+ M|w|^ de donde deduclmos que
]w(t)|yS en [O.T], e Integrando entre 0 y t a T obtenemos
(2.7). □
Corolarlo 2.1
I) Supongamos que 0 a a - g a ^ Y que f es globalmente
Llpschltz, entonces 3^ ^ es ablerto en X®.
Si f es sôlo llpschltz sobre acotados, supongamos que el 
semlgrupo generado por (ES) estâ globalmente deflnldo y es 
Localmente Unlformemente Acotado en el sentldo de que para cada
u € X® y T > 0 existe un entorno B de u, tal que U S(t)B es
t«o
acotado en )t . Entonces 3 _ es ablerto en X .
P. T
II) Supongamos que con y e [g,a] se verlflca que
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l<f(u)-f(v),u-v> I s Q(lu-v| ) + k|u-vl (2.9)I y I I ly I ly*l/2
con Q e c ' ( [ 0 , » ) ) ,  Q a 0, Q(0) = 0  y 0 a k < 1. para todos
u, V € B(p) n slendo B(p) la bola en X® de radio p.
Entonces se verlflca (2.6). En particular si 0 a o-y < 1/2, 
0 a y-g a 1/2 y f es Llpschltz sobre acotados, se verlflca (2.9).
Observaclôn
La condlcl6n (2.9), al Igual que las condlclones (2.12) y
(2.13) que aparecerân mâs abaJo requleren clerta JustlfIcaclôn; 
deben entenderse en térmlnos de el 5-producto Introducldo en la 
Secclôn I.l; asl si f e )(^ y z € entonces con 3 = g+y+1/2,
su 3-producto estâ bien deflnldo y por tanto tamblén lo estâ el 
5'-producto con 5' a 3, asl para obtener el product© escalar en 
(2y-producto) basta que g+y+1/2 a 2y o lo que es lo mlsmo
0 a y-g a 1/2. Por otro lado (2.9), (2.12) y (2.13) sôlo se
necesltan sobre soluclones de (ES) que usualmente son mucho màs 
regulares (Secclôn 1.1).
En los resultados que siguen, por coroodldad, y después de lo 
dlcho, tomaremos productos escalares en diverses espaclos en vez 
de hablar de 5-productos. Supondremos pues la regularldad 
necesarla para que éstos estén bien definldos.
Demostraclôn del Corolarlo 2. 1
1) De (ES) w(') verlflca w^+ Aw + f(u) - f(v) = 0  en [0,T],
sea 0 tal que A^= A +A^ I es posltlvo, multiplicand©
escalarmente (en X) por A^®w obtenemos:
I kl''l/l''lL/2- - nv),Aj®w > = 0 (2.10)
Supongamos que O a a - g a i y  que f es globalmente 
Llpschltz. entonces
|< f(u) - f(v),Aj®w >1 * |< A^(f(u) - f(v)),A^'^w >1 a
a |f(u) - f(v)|p|w| a K|w|^|w|^^_ga KC|w|_|w|^^^^a
' ^  I''!:
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donde C es la norma de la inclusiôn X ^  ^  (ver (1.1)
Secclôn 1.1). Asl (2.4) se verlflca con P(s) » (KC)^)s y
(2.5) es clerto.
SI f es sôlo llpschltz y acotada sobre acotados, supuesto que
el semlgrupo generado por (ES) estâ globalmente deflnldo y es
Localmente Unlformemente Acotado, entonces si u e 3 _ y v estâ
0 p, T 0
en clerta bola centrada en u^ , w(t) * u(t) - v(t) permanece en un 
acotado de X® Independlente de v^  y t en [0,T1 y el razonamlento 
anterior vale slendo ahora K la constante de Llpschltz de f en 
clerto conjunto acotado.
Mâs abajo veremos condlclônes mâs débiles y el caso
particular de no llnealldades pollnômlcas.
11) Como arrlba pero multiplicand© por A^^w
Supongamos que 0 a a-y < 1/2, entonces X®c X^ y
2 \l"ly + < - nv),Afw > = 0 (2.11)
asl la primera aflrmaclôn es obvia por (2.9)
<
|w|^a ® ® (0,1) tal que a = 0y + (l-6)(y+l/2)
((1.2) Secclôn 1.1); como u^,v^e 3^ w estâ acotada
unlformemente en t y asl
|< f(u) - f(v),A^^w >1 a |f(u) - f(v)|g|w|gy_ga K.|w|^|w|^^_ga
slendo K la constante de Llpschltz de f en la bola en X de centro 
cero y radio p, B(p); por tanto si 0 a y-g s 1/2 lo anterior se 
puede acotar por
K|w|; a CK-«|w|;
y asl se verlflca (2.9) con Q(s) = (2X^ + CK^®)s. □
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Teorema 2.2
Con las notaciones anteriores, supongamos que con y e [g, a] 
se verlflca (2.7) y que para todos u,v e B(p) m z e
I<f(v)-f(u)-Df(u)(v-u).z> I a k |z|^  + C |z|^+I y' i' ' y*i/2 i ' 'y
+ S(|v-u|y,^,.,)h(|v-u|:) (2.12)
con 0 a k < 1, C^a 0, g, h positivas estrictamente creclentes 
(salve que una sea constante), g côncava. y supongamos ademâs que 
para todo u e B(p) n z e
iOf(u)z.z>^| a = CjzjJ (2.13)
con 0 a k +k^< 1, C^a 0.
Entonces
|S(t)v-S(t)u-L(t,u)(v-u)I
sup sup ----------------------- ^ a <r(c) (2. 14)
[O.T] u.v e Dp T |v-u|y
0<Iu-vI acI ly
g(Ms).h(Ms)
slendo <r (c) = <r (c.g.h.p.T, ) = M sup    . M ,M ,M
'(0.c=]  ^ 1 2  3
constantes positivas.
Demostraclôn
Sean u(t), v(t) las soluclones de (ES) con dato Inlclal
u ,v € D _ y denotemos U(t) = L(t,u ) (v -u ) y 9 = v-u-U.
0 0 p, I 0 0 0
Asl e verlflca 6(0) = 0 y 8^+ A0 + f(v)-f(u)-L(u)U = 0 o
equlvalentemente 0^+ A0 + f(v)-f(u)-L(u)(v-u) + L(u)0 = 0.
Multlpllcando escalarmente por A^^0 (A^ = A + X^ I posltlvo y X^ > 0) 
obtenemos
2 3tl®l/l®ly.i/2" \l^ly  ^ l<nu)-f(v)-L(u)(v-u).0>|^ +
+ |<L(u)0.0>|y
(2.15)
por las hlpôtesls (2.12), (2.13), con C^= 2(1 - (k^ + k^ )),
c,- ZIC.» V
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y asi para todo t e [O.T], como 9(0) = 0 
-t ,t
|8(t)|:a C.l|e(s)|yds + 2
îma de
ly* g(|v-u|%.
*(|v-u|y,^,2)h(|v-u|2)
'o
y por el le  Gronwall concluimos que para todo t e [O.T] 
,t
|0(t)|‘5 Cl g(|v-u|r )h(|v-u|^)
1/2
T
a C sup h(|v-u| ). 
‘[O.T] ^
a C sup h(|v-u|^).gfc(T) |v-u|^ J (2.16)
[O.T] ^  ^ ^
donde hemos usado que g,h creclentes y g côncava. Como se verlflca
(2.7), entonces para todo t € [O.T]
|9(tl|j4 c,h(cjv^-u^|').g[cjv^-ujj] (2.17)
ahora (2.14) es Inmedlato. o
Corolarlo 2.2
Con las hlpôtesls y notaciones anteriores si 
g(s).h(s)
Llm <r(s) = Llm --------- = 0 (2. 18)
s— >0 s— »0 ^
entonces para cada t e [O.T], S(t) es Unlformemente Dlferenclable 
en J, con la topologla de X^ ; mâs aûn <r(e) en (2.14) tlende a 
cero con c.
Ademâs la concluslôn del Teorema 2.2 es clerta si en (2.12) 
aparece una suma de productos g^ . h^  con g^ , h^  como alll; la 
condlclôn (2.18) debe verlflcarse para cada procucto g^ .h^  para 
obtener la Dlferenclabllldad Uniforme.
Demostraclôn
Como g,h son creclentes, en (2.14) con M^= max(M^,M^}
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g(M^s).h(M^s) g(r).h(r)
sup   s M . sup --------  el resto es obvio.
(O.c^l ® (O.M c^ l
Conslderemos ahora el caso particular de que f sea un 
pollnomlo homogeneo de grado m, es declr f(u) * B(u,..,u) donde
B: (X®)* --- * X^ m-llneal; asi si B es continua entonces f es
llpschltz y acotada en acotados e Incluso f es analltlca, [7]. Sea 
VR el conjunto de las varlaclones con repetlclàn de dos elementos 
tornados de m en m, asl con u,v en X® podemos escrlblr
f(v) = f(u+(v-u)) = y BCcCu.v-u)) (2.19)
trcVR
y denotemos n(f) al numéro de v-u en la varlaciôn <r, asl
Df(u)(") = y B(<r(u, •)) (2.20)
nT(r)=i
|Df(u)|a,e= Cju|;-' (2.21)
|f(v)-f(u)| s c î  |u(^|v-u(,m-k (2.22)
m-2
f(v)-f(u)-Df(u)(v-u)| s ju|J^ lv-u|“"*^ (2.23)
-k-o
Teorema 2.3
I) Con f como arrlba, si 0 s a-g s 1/2 entonces 3^ ^ es ablerto 
en X*.
II) SI 0 s a-jr < 1/2, y 0 a y-g a 1/2 entonces (2.6), el Teorema
2.2 y (2.18) se verlflcan, en particular S(t) es Unlformemente 
Dlferenclable en 3^ ^ con la topologla de X^ .
III) Los resultados 1) y 11) son clertos si f es una suma de 
pollnomlos homogeneos.
Demostraclôn
1) Como en (2.10) sea 0 tal que A^= A +X^ I es posltlvo,
multlpllcando escalarmente (en X) por A^  w obtenemos:
2 - f(v).w >^ |
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y el segundo miembro puede acotarse por 
|f(u) - f(v)|g|w|^_g a |f(u) -
'K«0 / 'K»0 '
y por (2.4), (2.5) con P(s) = ^ s* concluimos.
11) Por el Corolarlo 2.1, y las condlclones sobre y, (2.6) se 
verlflca automâtIcamente (ya que (2.9) se verlflca). Ademâs con 
u, V € B(p) n 2 € y 9 e (0,1] tal que
a » 9y + (1-9)(y+1/2), como 2y-g a y+1/2
I<f(v)-f(u)-Df(u)(v-u).z>^| a )f(v)-f(u)-Df(u)(v-u)
*  l^ ly*i/2=‘ C (P )h -u | ; |z |y , ,^ ,a
con p € (1,2] a eleglr mâs adelante; asi esto es
a C(p)|v-U|^ '-'y.1/2-„iP®u-„|P"-0) iy*i/2
asi en el Teorema 2.2 verlf Icamos (2.12) con h(s) = s^, 
g(s) = ademâs para todo u € B(p) n , z €
|<Df(u)z,z>^l a |Df(u)|^ p|z|^|z| a Cju m-i 1 191 12-9  ^y*i/2 ' 'y' ‘y+1/2
por tanto (2.13) se verlflca y como g(s).h(s) = s^ el Corolarlo
2.2 es apllcable slempre que g sea côncava, pero como 9 e (0,1]
slempre se puede tomar p € (1,2] tal que 0 a p(l-9) a i. Ademâs en
(2.14) <r(c) = O(c^) cuando c — > 0, donde r = 9/2(l-9) si 
0 < 9 a 1/2 y r = 1/2 si 1/2 a e a 1.
111) Es obvlo por lo anterior y el Corolarlo 2.2. o
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Observaclones
I) SI a a y+1/2 y en (2.12) tenemos que g es una potencla
convexa, es declr g(s) ■ s*^, r > 1, cosa natural para no
llnealldades pollnômlcas, podemos poner
con k + 2 = 2r, y g es côncava (ver 2.25).
II) SI para toda <r e VR
|<B(<r(u,w),e>^ | a (2.25)
con a^+ b^> 1, y con 0 a a^a 1 si a < y+1/2, entonces se verlflca
(2.12), con una suma de productos como en el Corolarlo 2.2.
III) Con a.g fljos el conjunto de y para los que el Corolarlo 2.1 
y el Teorema 2.3 son apllcables es y + 1/2 > a a y, y
0 a y-g a 1/2, o bien y € G = (a-1/2,«] n [g,g+1/2] y asi: si
0 a a-g < 1/2 G = [g, a]; si a-g = 1/2 G = (g, g+1/2] y por 
ultimo si 1/2 a a-g <1 G = (a-1/2, g+1/2] ; obsérvese que como 
Oa a-g < 1 entonces G es slempre no vacio y ademâs en cualquler
caso su punto medlo es (a+g)/2.
Veamos unos ejemplos de Dlferenclabllldad Uniforme, para ello 
conservamos todas las notaciones anteriores.
A) Ecuaclôn de Navler-Stokes bl-dlmenslonal (EJemplo D, Secclôn
1.1) (nollnealldad cuadrâtlca).
Tenemos a = 1/2, g = -1/4, G = (0,1/4]; segûn [5] pg. 106,
[6], se verlflca para todos u,w,e en
l<B(u,w),e>| a 
y <B(u,w),w> = 0
Veamos que podemos probar, ademâs, dlferenclabllldad uniforme con 
y = 0 (asi a = y + 1/2)
|<f (v)-f (u)-Df (u) (v-u), z>| * |<B(w,w),z>|  ^
por (2.25) deduclmos (2.12). Ademâs
76
|<Df(u)z,z>| = |<B(u,z),z> + <B(z,u),z>| = |<B(z,u),z>( s 
y asi verlfIcamos (2.13). Por ultimo
|<f(v)-f(u),v-u>| a |<Df(u)w.w>| + |<B(w,w),w>| = |<Df(u)w,w>| a
y por tanto comprobamos (2.9); la Dlf. Unlf. se slgue del Teorema 
2.2.
B) El mlsmo argumento es poslble para las ecuaclones estudladas 
en [5], Cap.Ill, Secclôn 3, Incluyendo las ecuaclones de un fluldo 
dlrigldo por su frontera, ecuaclones de la MagnetohldrodInàm1ca, y 
las ecuaclones de la Termohldrâullca (convecclôn de Bénard).
C) Ecuaclôn de Navler-Stokes Tri-dimensional (EJemplo D, Secclôn
1.1) (nollnealldad cuadrâtlca).
Como antes a = 1/2, g = -1/4, G = (0,1/4); ahora segûn [5] 
pg.378, se verlflca para todos u,w,8 en y clerto c en [0,1)
|<B(u,w),0>| 
y <B(u,w),w> = 0
Tamblén podemos probar, ademâs, dlferenclabllldad uniforme con 
y = 0 (asi de nuevo a = y + 1/2), como antes
1 <f (v)-f (u)-Df (u) (v-u), Z> I = |<B(w,w),Z>| & 
por (2.25) deduclmos (2.12). Ademâs
|<Df(u)z,z>l = |<B(u,z),z> + <B(z,u),z>l = |<B(z,u),z>| a 
a C(p)|z|;;:|z|=
y asi verlfIcamos (2.13) gracias a la deslgualdad de Young. Por 
ûltlmo
l<f(v)-f(u),v-u>| a |<Df(u)w,w>| + ]<B(w,w),w>| = |<Df(u)w,w>| a 
* c(p)iwi;;^|w|" 
y por tanto comprobamos (2.9).
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D) Ecuaclôn de Kuramoto-Velarde (EJemplo G) Secclôn 1.1 y 
Capltulo II) (no linealIdad cuadrâtlca).
Tenemos a = 1/4, g = -1/4, G = (-1/4,1/4].
En particular utlllzaremos en el Capitule II la Dlf. Unlf. con 
y = 0,1/4.
Una vez contestadas las cuestlones anteriores veamos en qué 
âmblto se apllcan estos resultados, para esto necesltamos algunas 
deflnlclones y resultados; referlmos a [5,15] para las 
demostraclones y para una exposIclôn mâs extensa;
DefInlclôn 2. 2
Sea (M,d) un espaclo métrico y K c M un compacte; sean 
c,d > 0, définîmes
1) d {.(K) ~ inf ( ^ r^ ) donde el infime se toma sobre todos
los recubrImlentos finîtes de K por ooias oe radios r^ s c; como 
esta cantldad es no creclente en c, définîmes la Medida de 
Hausdorff d-dimensional de K
Pjj_^ (K) = = Sup d c(K) (2.26)
Se llama dimensiôn de Hausdorff de K a
djj(K) = Sup ( d > 0, j(K) = 00 } = Inf { d > 0, ^(K) = 0 }
(2.27)
il) La Medida Fractal d-dlmenslonal de K
p_ .(K) » LlmSup c'^ .n^ (c) (2.28)
C-+0 ^
slendo n^(c) el minlmo nùmero de bolas de radio c necesarias para 
cubrlr K La dimensiôn Fractal de K es
dp(K) = Sup ( d > 0, Pp j(K) = 00 } = Inf { d > 0, Pp ^(K) = 0 )
(2.29)
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Asi claramente ^(K) s pp ^(K) y por tanto d^(K) s dp(K). 
pudiendo ser esta ultima deslgualdad estrlcta en algùn caso, [15).
DefInlclôn 2.3
Sea H un espaclo de Hilbert y L € £(H), para cada m € N
defInlmos
a (L) = sup Inf |Lh|„
FcH h€F 
dlmF=m |h|=l
u^(L) = a^(L)...o^(L) (2.30)
si s = 0m+(1-0)(m+1), 0 e (0,1)
Wg(L) = w®(L)u^*®(L) (2.31)
Asi, claramente. a„(L) es decreclente en m y (L) = jLj;
Is
(L oL)’
ademâ  si L es compacte los a (L) son los autovalores de 
.1/2 *
Conslderemos K c H compacte, y S; K --> H continue tal que
S(K) = K y supongamos que S es Unlformemente Dlferenclable en K
con la topologia de H (DefInlclôn 2.1): para cada u e K existe
L(u) e £(H) tal que y(c)= sup 1 — X  ^ j  ^  tlende a cero
U.veK 
0<Iu-vI sc
cuando c — » 0 y sup |L(u)| s M < œ.
ueK £(H)
Es fâcll comprobar que para todo p e N, S^ es tamblén Unlf.
Dlf. en K con la topologia de H con "dlferenclal"
L (u) = L(sP*'(u))o L(S(u))oL(u)
P
y que sup [L (u)| s M^ . 
ueK P
Podemos entonces définir con d > 0
w = Sup (w (L(u))> y w (p) = Sup (w (L (u))} (2.32)
ueK ueK ^ P
y puede demostrarse, [5,14], que el slgulente limite existe
Tlj = LlmSup Î3^ (p)’'"'’= Inf «^ (p)''"’’ (2.33)
p— X» p
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lo que nos piermite définir los numéros A , m € N. por medlo de:
A^= n^ , A^A^ = n^ , A^...A^ = (2.34)
Los A^ son los numéros de Lyapunov Uniformes en K y los
exponentes de Lyapunov Uniformes en K son log(A^).
Las deflnlclones son anàlogas si tenemos un semlgrupo S(*) 
para el cual K es Invariante en el sentldo de que S(t) estâ 
deflnldo en K para todo t a 0 y S(t)K = K; en este caso sôlo hay
que camblar formalmente p e IN por t > 0 en la discuslôn anterior,
151.
Los resultados culminantes de este desarrollo teôrlco son, 
15,14,15).
Teorema 2.3
I) En las hlpôtesls anteriores si para d a 1
w.= Sup {w, (L(u))} s k < 1 (2.35)
ueK
Entonces d^(K) s d.
II) En las hlpôtesls anteriores si en vez de (2,35), tenemos con 
d = m+s la condlclôn mâs fuerte
  ( d - J ) / ( n * l )
‘^j'^ra+1  ^ para todo j = l...m (2.36)
Entonces dy(K) s d. a
Estos resultados tlenen una send lia lectura en térmlnos de 
los exponentes de Lyapunov uniformes; sln embargo sôlo 
detallaremos una verslôn de estos resultados que es apllcable en 
la prâctlca.
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Teorema 2.4 [5)
Sean B c H slendo B,H espaclos de Banach y Hllbert
respectIvaaente tal que la Inclusiôn es continua, sea F: B  » H
dlferenclable. Sea K c H compacte tal que el problema de Cauchy:
(PC)
u^ + F(u) = 0
u(0) = u^e K
define un semlgrupo continue en K con S(t)K = K para todo t a 0. 
Supongamos que éste semlgrupo es Unlf. Dlf. sobre K con la 
topologla de H, slendo su “dlferenclal* L(t,u^), la soluclôn a 
tlempo t de la ecuaclôn linealIzada:
(PCL)
U^ + DF(u)U = 0 
U(0) = Ç € H
con u(t) = S(t)u_.
Entonces 
1) Para todo u^  en K y t > 0
w_(L(t,u )) s expf -f Inf tr( DF(u(s))oP )ds| 
V Jq p J
y asl
w (t) = sup w (L(t,u )) s 
“ u € K “ °
>f -Inf [ 1 
I u e K Jo
exp| I Inf tr( DF(u(s))oP )dsj (2.37)
donde m e N, P es un proyector ortogonal en H con range
m-dlmenslonal en B, tr(*) es el operador traza y u(*) es la
soluclôn de (PC) con dato Inlclal u^  en K. Consecuentemente con
q^(t) = Inf i f  Inf tr( DF(u(s))oP )ds (2.38)
u^e K  ^•’o P
q = Llmlnf q (t) (2.39)
” t-> » “
tenemos
n » A .  ..A s exp(q ) y p +. . . + p s q (2.40)
m l  # TD 1 n  ID
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il)
SI m € N verlflca que q^< 0 entonces K tlene dimensiôn de 
Hausdorff y Fractal flnltas (como subconJunto de H), con
djj(K) s m (2.41)
(qj). 
isj<m'^  |q
r ( ,).!
d (K) s m.max 1 + — -—  (2.42)
m' |q_| /
En el Capltulo II, Secclôn II.4, usaremos estas notaciones y 
resultados para estlmar las dlmenslones de conjuntos Invariantes 
para la ecuaclôn de Kuramoto-Velarde.
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CAPITOLO II.
PROBLEMA DE VALOR INICIAL PARA LA ECUACIM* DE
KURAMOTO-VELARDE GENERALIZADA.
En este capltulo presentamos un detallado anàllsls de la 
ecuaclôn de Kuramoto-Velarde 11,2.3,26]
+ wd‘u + D^u + gu + r(Du)^ + I  D^ (u^ ) = ï J (Du)^ (K-V)
Indlcando analoglas y dlferenclas con resultados conocldos para 
K-S y C-H.
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2.1 Planteamiento Funcional. Existencia, Unicidad, Regularldad de 
Soluclones.
En lo que slgue conslderaremos la slgulente generalIzaclôn de 
la ecuaclôn K-V
+ wo‘u + gu + y(Du)^ - S D^(f(u)) = ^ (Du)^ (1.1)
en (O.L)x(O.T)
u(x,0) = u^(x) con x e n =(0,L)
d“u(x+L, t) = d‘u(x, t) V t € (0,T) V X € F , k e (0.1,2,3) 
f u(x,t)dx = 0  V t € (0,T)
slendo v  > 0 g, y, 5 a 0 , o'* = —  , R el conjunto de los numéros
ax“
reales, y 5f(s) = f ôa,s*^ ; asi para la ecuaclôn original K-V 
S 25f(s) = -s - ^s ; en general cuando elimlnemos el térmlno en 5 
conservaremos el térmlno lineal de f (I.e. con k a 2 aa^(3) — » 0 y 
5a^(5) — » -1 con 5 — » 0).
Esta ecuaclôn puede ser estudiada en el marco funclonal 
desarrollado en el Capitule I: tomemos como espaclo amblente,
[7,22,30,27]
H = { u 6 (R). u(x+L) = u(x) a.e. x e R, f u(x)dx = 0 } (1.2)
loc Jn
que es un espaclo de Hllbert para el producto escalar 
<u, v> = I u(x).v(x) dx (y norma denotada |*| o send 1lamente
-'n
|*|, por el contexte estarâ claro si |*| représenta la norma de H 
o el valor absolute de un numéro real); el operador A = vD* es un 
operador lineal no acotado en H; A : D(A) c H — > H con domlnlo
D(A) = { u e h‘ (R). u(x+L) = u(x), f u(x)dx = 0 > (1.3)
loc Jn
I.e. D(A) = H'^ (^R) n H.
Observaclones
1) Por las condlclones de contorno perlôdlcas el Intervale [0,L] 
puede IdentlfIcarse con el toro unidimensional s'; en este caso
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H = { u € L^(s‘) . f u = 0 }. D(A) = { u e h‘(s ') . f u = 0 }
-"s ■'s
il) Otras condlclones de contorno, corrlentes en la literatura, 
[4], pueden ser tratadas de forma anàloga, a saber condlclones de 
No-Flujo en la frontera (Neumann):
%  = = 0 en X = O.L
dx
Las pruebas de los resultados requleren pequeAas 
modlfIcaclones con estas condlclones de contorno.
Las principales propledades del operador lineal se resumen en
ProDoslclôn 1.1
1) Existe tal que para todo A > A^ , (AI + A) es Maximal 
Monôtono y autoadJunto en H y ademâs (AI + A)  ^e £(H) es
compacte (A tlene resolvente compacta).
operadores en H, (7,22,30,27].
11) Para todo A > 0 tal que A^  = A + AI verlfIque 
Re o-(A^ ) > 0, podemos définir, [7,31,27], las potenclas
fracclonarlas de A^ , A®, con domlnlos X® = D(A®), a e R,
(Independlentes de A) que son espaclos de Hllbert, con x'» D(A), 
X°» H , x”* D(a") n € N, y X®c X^ con Inclusiôn continua, densa y
compacta si a a g; X ® es el dual de X® y A^  es un IsomorfIsmo
entre X^*® y X®, a e R.
En particular,
H = X°= ( u € L^  (R), u(x+L) = u(x), f u(x)dx = 0 > 
loc JQ
X''*= H|^ (^R) n H, H^ ^^ (R) n H
X^^‘= H^ ^^ (R) n H, D(A) = X^= H*^ (^R) n H
Ademâs denotando V^= X*^ ‘ con k e N (V^ = H, V^= V), entonces
V^= H^  ^(R) n H , slendo la norma del grafo de a'‘^ ‘ 
équivalente a la norma de H*‘(C2). (1.4)
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Ill) El espectro de A es: <r(A) = { ^ ^ | » con
A^ = w( ^  n )‘ V n e M (1.5)
y autoespacio generado por ( sen( ^  nx ), cos( ^  nx ) }. 
Demostraclôn
1) Tomando W = H^ ^^ (P) n H con la norma Induclda por H^ (fi),
I.e.|u| = 
W
|Du|
Q
W, a(*,*) deflnlda por: a(u.v) = v
y la forma blllneal slmétrlca sobre 
2D U. D V + A
a
u. V , entonces
Q
es Inmedlato que a(*,-) es continua y W-eliptlca para A > A^= v,
por el teorema de Lax-Milgram. [25]. concluimos que (AI + A) es un
isomorflsmo entre W y su dual W . Con la clâslca identlf Icaclôn 
W c H s H c W , con inclusiones compactas y densas y por los 
resultados de regularldad para este problema eliptlco, [18,32,33], 
podemos considerar (AI + A) ' como un operador compacte en H. El 
resto es obvlo, [7,22,27).
il) Los resultados sobre los espaclos X se siguen de [7,22,27]. 
En 1) hemos probado que W = X '^^ , [32] ; la descrlpciôn de X^ ‘^ y 
X^ ‘^ se deduce por argumentos clâsicos de interpolaclôn (por 
ejemplo usando series de Fourier), [19,27]; por tanto el resultado 
estâ probado para Je = 4n + J con n = 0 y J = 0,1,2,3. Supuesto 
el resultado para todo le < 4n, sea le tal que le = 4n + J y
j = 0,1,2,3, entonces X*^ ‘= x"*^ *^= | v , A^v e ya que
A es un Isomorf ismo entre x'*® and X®; por hipôtesls
h;;;‘*J(F) n H y asi n H
lil) La demostraciôn es inmediata. □
Observaclones
1) Los espaclos X pueden ser definldos y caracterIzados usando 
A » vD* - 5a^D^ ♦ gl ya que proporclonan el mlsmo marco
funclonal, Teorema 1.4, Secclôn 1.1.
il) SI u € V , leal, entonces u y todas sus primeras le-1
derlvadas tlenen media cero en £J ya que D*u(x+L) = d“u (x ) con
X € F y m = 0, l,..,k y entonces la deslgualdad de
Polncaré-Wlrtlnger, (8,25], impllca que en la norma h’‘(£î) es
équivalente a |d'‘u | = |d'‘u |„ A partir de ahora usaremos
L^(0)
slempre esta norma, que serâ denotada por |"|^ -
111) Para cada k a 1, h’^CCI) es un àlgebra de Banach para la
multlpllcaclôn de funclones, [8], y asl existe una constante C^> 0
tal que
•l''lH‘(n)-l''lH*(n) v u,v e H^tn) (1.6)
La mejor constante , cuando (1.6) se restrlnge a depende de 
L en la forma slgulente C^(L) = C^dlL**
El térmlno no lineal de (1.1) se puede escrlblr como
F(u) “ ^ bj(u) + L(u), slendo L el operador lineal
1 = 2
L = -3a^D + gl
b^(u) = y(Du)^ - ga^D^(u^) - î | (Du)'
b^(u) = -6a^D^(u^) , J = 3 m
que son pollnomlos homogeneos de orden J, I.e. b^(u) = B^(u,..,u). 
donde B^(*) es un operador J-llneal slraétrlco:
B (u,v) = y(Du.Dv) - 3a D^(u.v) -ï f (Du)(Dv)
2 2 L
Bj(v^,..,v^) = -3a^D^(v^. . . v^ ) (1.7)
Con las notaciones anteriores tenemos los slgulentes 
resultados
89
Proposlcl6n 1.2
Para cada J = 2 m
1) Para todo k e H. k & 2 B^ : }f(0)x..x H^(Q) -» estâ
bien deflnldo y es un operador J-llneal, siaétrico y continue. 
Gracias a las condiciones de contorno induce un operador (que 
seguimos llamando B^ ), k a 2
B^ : V^ x. .X ^ que es J-llneal, simétrico y continue.
Las normas de estes operadores, |B | . verifican
'C .V  «ISiCy 1=21.=“ 'C..2* «Islc.' “ ‘  3
l=,l,“ J = 3. » (1.8)
siendo la constante de Poincaré para funciones con media nula.
Asi b^ (* ) » B j — » es lipschitz y acotado
en conjuntos acotados. (1.9)
il) B^  puede ser contemplado corne un operador J-lineal
simétrico y continuo
B^ : h‘(Q)x. .X h‘(Q) — > (h'(£2))’ 
y entonces, B^ : V x.. x — » V ^  con normas
5|aJC^ . |Bj^s a|aJc/-\ J a 3 (1.10)
donde C  ^es la norma de la inclusiôn h' c l"; asi (1.8), (1.9) se
verifican incluse para k = 1.
iii) Si m » 2 y y = 0, entonces B^ : L^ (£2)x L^ (£l) — » (H^ (0) ) es 
bilineal, simétrico y continuo y entonces
B : V X V — > V con norma |Bl a C Sla l (1.11)
2 0 0 -3 • *0 -1 ' 2 '
con C ^  como arriba. Asi b^ : es continuo y
|b (u)-b (v)| s |B I . |u+v(. |u-v( Vu.v e V (1.12)
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iv) Con k = 0,1,2. .. , L es un operador lineal acotado actuando
entre y V^ _^ , con norma |L| a 5|a^|+pL^.
En particular en cada caso, F es Lipschitz y acotada en 
acotados (i.e. F transforma acotados de su dominio en acotados de 
su rango).
Demostracidn
i) Con J = 2 y k = 2
|B^(u,v)| s y|Du.Dv - ij" Du.Dv| + 51 a^ | | D^ (u. v) |
por la deslgualdad de Poincaré el primér término esté acotado por
yC^|Du.Dv| s siendo C^  la constante de Poincaré;
h2 ' 2> 2* 'jj2' 'jj2-
el segundo término se acota por 5(a^||u.v| s 6|a^|C^[u| |^v|
Para k a 3, entonces
|D""^^(u.v)| s y|D"'^(Du.Dv)| + g|a^ | |D"(u.v)| s
s r|Du.Dv|^_^+ 5|aJ|u.v|^s 
Por otro lado con k a 2 y j a 3
"'j'i »
(1.13)
(1.14)
V  '  ^H*'
Por tanto se sigue el resultado de continuidad. Por la Proposiciôn
1.1 y la observaciôn anterior, la norma de V es |d'‘( • ) |, k € N, y
el resto es obvio por (1.13), (1.14) y el hecho de que
f b (u(x))dx = 0 con j = 2,.. ,m si u € V , k a 2.
-"a ^
il) B^ : H*(lî)x H*(£2) — » (H*(tJ)) actûa de la forma siguiente:
<B,(u,v),w> = y Du.Dv.w + 5a D(u. v). Dw - ï Du. Dv
a : a  ^ n a
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<B (v ,.. ,v ),w> = 6a D(v . . v ).Dw con J a 3 
J » J ■’ Q ‘ ^
(1.15)
para todos u,v,w e H*(n); entonces
|<Bg(u, v),w>| s y|Du.Dv| Jw| 6|a^ | |D(u. v)| |^Dw|
L L L L
+ ^|Du| glDvj |w( s 
Æ  L L
y concluifflos que
Por otro lado
|<B^(v^,..,v^),w>| s ôlajllD(Vj..Vj)|^^)Dw|^^ a aja^ | |v^ . .
I ' ' " ' - - ' ' ' " ,
el resto es obvio.
iii) Si m = 2 y T = 0, B^ : L^ (£5)x L^ {£2) — » (H ^ (n ))* actûa de la 
forma siguiente: para todos u.v e L^ (£2) y w e H^(0)
<B^(u,v),w> = -ôa^ u. v.D w
a
(1.16)
por tanto
|<Bg(u,v),w>| a 6|a^ | |u.v| jD^w| ^aC_^6laJlu| \w \ ^|w
L‘  L H"
y entonces |B(u,v)| a^ C 5|a ||u| .|v| el resto es
(1T(Q)) ^
obvio.
iv) Denotando |«|^  la norma de y con k a 2
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|L(u)|^_ga a|aJ|D"u| + g|D"-^u| a (6|aJ+gL^)|u|^
y tamblén | L(u(x))dx = 0 con u e V , k a 2.
■’n , ,
Para k = 1, L:H (£J) — » (H*(CJ)) actûa de la forma siguiente
<L(u),v> = 5a I Du.Dv + u.v
'■'n Jn
mientras que para k = 0 L:L^(Q) — » (H^ (fi)) viene dado por
<L(u),v> = -5a I u.D^v + p| u.v
‘■^n ■’n
restringiendo a los espacios V concluimos.
Observaciones
i) En el punto i), se puede tomar igual a L mientras que C  ^
puede tomarse C^=vHenii) y iii).
En el punto il), al restringir B ^ a V ^ y  por las condiciôn de
media nula, para todos u,v,w e V^ :
<B (u,v),w> = r Du. Dv. w - 5
a
D(u. v). Dw
0
esto hace desaparecer el segundo término en y de la estimaciôn de 
la norma de B^ .
ii) En el punto i) de la Proposiciôn 1.2, excepto para k = 2, es
de observer que si 5 = 0 (i.e. para la ecuaciôn de Kuramoto
Sivashinsky) entonces de (1.13), (1.14) se sigue que
B: H'‘(n)x H^(n) — » H**”'(£2) es continua y consecuentemente
B: V X V — ) V con las mismas cotas sobre sus normas quek k k-l
arriba.
Ahora K-V puede ser escrita como una ecuaciôn abstracta de 
evoluciôn
(K-V)
u. + Au + F(u) = 0
(1.17)
u(0) = Ujj 
para la cual definimos, 17,34,27]
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DefInlclén 1.1 (Definiciôn de soluciôn)
Con k € W fljo y F:V^— » u es una "Soluciôn en
sentido k“ de (1.17) en (O.T) si y sôlo si u e C([0,T),V^) y
verifica: F(u) € C((0,T), ^), u es diferenciable en (O.T) con
valores en u(t) e y la ecuaciôn diferencial se verifica
en (O.T).
(Si y = 0 y ô(f) = 2 entonces podemos tomar también k = 0 y
F: V V )
En este momento podemos ya aplicar resultados générales,
[7,27], para obtener
Teorema 1. 1 (existencia local en el tiempo)
i) Para todo k a 1 y u e V^ , K-V tiene una ùnica soluciôn 
u('), definida en un intervalo maximal [0,T^), T^  = T^ (u^) > 0  en 
el cual
u € C([0,TJ,V^) n C(0,T^,V^^^) , u^e CtO.T^.X^)
para todo c < k/4 + 1/2.
En particular s i y = 0 y m = 2 s e  tiene el mlsmo resultado 
con u^e V^  y
u e C([0,T ),V ) n C(0,T ,V ) , u.€ C(0,T ,xf)
0 0 0 1 L 0
para todo c < 1/4.
ii) Como F es acotada sobre acotados, se tiene la siguiente
alternativa para u e V , k a 1:
a) T^= + 00
b) Lim Sup |u(t) I = + 00
S i y = 0 y m = 2  podemos poner k = O e n i ) y i i ) .
iii) Como A tiene resolvente compacta y F es acotada sobre
acotados, si { u(t) , t a 0 } es una ôrbita acotada (y por tanto
definida en ( O . o o ) )  en V , entonces ( u(t) , t a 0 } es
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relativaœente compacta en V .
(mâs aün { u(t) , t a t^  } estâ acotada en X*" para todo 
c < k/4 + 1/2 y t^ > 0 ).
S l y = 0 y m = 2  podemos tomar también k = 0 (and c < 1/4).
Demostraciôn
Tan sôlo hay que aplicar de la Secciôn I.l los Teoremas 1.1 y 
1.3 para 1), 1.2 para ii) y la consecuencia del Teorema 1.2 para 
iii) (que corresponden en 17] a los teoremas 3.3.3 y 3.5.2 para
i), 3.3.4 para ii) y 3.3.6 para iii)). □
Este resultado nos permite définir el Semigrupo local 
definido por K-V:
Para u € V S( • )u : [0, T (u ) ) ---> V , es la ùnica soluciôn
0 k 0 k 0 k
de K-V que comienza en u^ ; se verifica que 5(0) = I, 
lim S(t)u^= u^  (limite en V^ ), y la propiedad de semigrupo
S(t)oS(s) = S(t+s) s, t a 0 , cuando âmbos miembros tienen sentido. 
S i r = 0 y m = 2 s e  puede poner también k  -  0.
Usando los resultados de [7,27] podemos complementar el 
Teorema 1.1 con:
Proposiciôn 1.3 (Regularidad de soluciones)
i) Como F:V^ > V^   ^es analitica, entonces para cada k € N
R X V^  3 (t,u^ ) I » u(t) = S(t)u^€ V^
es analitica en su dominio; esto también es cierto para k = 0 si 
y = 0 y m = 2, con F;V^ — > V
En particular tenemos la propiedad de Unicidad Retrôgrada, 
i.e. S(t) es inyectivo, sobre su dominio, [18,20,21].
ii) Para cada k g N y u^ e V^  tenemos que
u g C([0,T^),V^) n C(0,T^,X^) . u^g C(0,T^ ,X*^ ) 
para todo c g R, (también k = 0 s i y = 0 y m = 2 ) .
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iii) Con u^e fijo, denotemos, como arriba, el tiempo maximal
de existencia de la soluciôn. Con J verificando k a j a 1, como
u 6 V c V , entonces T = T . 
o k J k J
Demostraciôn
i) Esto es consecuencia de [7], Corolario 3.4.6 (adecuadamente 
adaptado con las técnlcas del Capitule I, (27)). Ver el Teorema
2.1 de la Secciôn 1.2.
ii) LLamemos a^=k/4, g^=(k-2)/4, k e N; si u^€ X = V^ , por la
Proposiciôn 1.2 y el Teorema 1.1, u e C(0,T^,X ) y entonces
u^,F(u) € C(0,T^,X ), leyendo ahora la ecuaciôn como
Au = -F(u) - u^ (en este momento podemos suponer que A es
positive: si no reemplazamos A y F por A + XI y F - XI
respectivamente con X >> 0) y teniendo en cuenta que A es un
g
isomorfismo entre X®*' y X®, concluimos que u e C(0,T^,X ^ ); con
t > 0 fijo repetimos el argumente anterior usando como date 
V * "k+iinicial u(t) e X c X = y el semigrupo local en
^. sucesivamente aplicando el Teorema 1.1 obtenemos el
resultado, ver [27]. S i y = 0 y m = 2  entonces iniciallzamos el 
argumente con a = 0 y g = -3/4. Ver la Proposiciôn 1.5 de la
Secciôn 1.1.
iii) Claramente si k a j a 1 y u es una soluciôn en el sentido k 
también lo es en sentido j. y asi como V^c V^  entonces T^s Tj.
Supongamos que T^ < Tj, entonces por los resultados de
regularidad probados en ii), como u^e V^  tenemos que 
u e C((0,Tj),V^) y Lim Sup |u(t)|^= + » y esto es una
contradicciôn.
Observaciôn
Como consecuencia si una soluciôn explota en tiempo finito 
entonces todas las normas x"* explotan simultaneamente.
Ahora con un resultado clàsico de inmersiôn
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Corolario 1.1
Sea u(t,x) una soluciôn de K-V en [O.T) con dato Inicial
u^e V^ , entonces u(t,x) es una soluciôn clàsica, i.e. u(t,x)
verifica las condiciones de contorno, u € c"((0,T)% F ), y mâs 
aün, u y todas sus derivadas con respecte a x son anallticas en el 
tiempo.
Lo mismo es cierto con u^€ V^ si y = 0 y m = 2.
Demostraciôn
Como es bien sabido, [8], h’^CD) c c'‘’'(Ô) con k a 1, asi por
los resultados anteriores (3 représenta la Delta de Dirac en el
punto X € n y su derivada k-esima) si u^e V^ ^^
(-l)"-^u(t,x)
3x
es analitica por ser composlclôn de funciones analiticas, pero por 
los resultados de regularidad u(c) € V^  para cada c > O y k g W s i  
u^ e V, y asi u y sus derivadas son analiticas en t; ademâs
u(t) € V^ i c"*^ (Q) para todo n € N y asi u(t,*) e c"(R ).
Por otra parte se prueba fâcilmente que x |-- » ô^e V  ^es de
clase C*'” con k a 1 y entonces si u^€ V^ , tenemos que
(t,x) I * (u(t),Ô^) € V^x V  ^ I------ > u(t,x) es de clase C*‘"';
de nuevo por la regularidad u(c) e V^  para cada c > O y k e M s i
u^ e V, y asi u € c“((0,T) x F). □
Observaciones
i) Con el cambio obvio en la definiciôn de los espacios X y en 
las estimaciones de la norma de B, se puede excluir la "condiciôn
de contorno" | u(x)dx * 0. En este caso como [ b (u(x))dx = 0 con
Jq ■’q j
J * 2,..,m, integrando la ecuaciôn y poniendo #(t) = u(t,x)dx,
d r G
obtenemos: j^(t) + g*(t) = 0 , f(0) = I u^(x)dx , por lo cual
f(t) ■ ^^e por tanto si J u^(x)dx * 0 entonces J u(t,x)dx = 0
para todo t a 0; ademâs si g = 0 entonces el promedio se conserva 
para t t 0, mientras que si g no es cero el promedio crece o
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decrece exponencialmente.
11) Si es una funciôn par entonces u(t,«) también es par, para 
todo t a 0, puesto que la ecuaciôn permanece invariante ante el 
cambio x por -x ya que el orden de derivaciones es par.
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2.2 Condiciones de Explosiôn. Estimaciones del Tiempo de 
Existencia.
Oebido al Teorema 1.1, toda soluciôn o bien existe 
globaimente o bien explota en tiempo finito para la norma en V asi 
que intentâmes debilitar esta condiciôn.
Como vamos a obtener diverses inecuaciones diferenciales para 
diferentes normas de una soluciôn, necesitamos la siguiente
versiôn del lema de Gronwall para tratar el caso T = « , [18]:
Lema 2.1 Lema de Gronwall Uniforme
Sean a,b,y très funciones positivas y localmente integrables 
sobre (t^ ,«) taies que y' es localmente integrable en (t^ .œ), y 
que satisfacen
y' s ay + b con t a t^  (2.1)
t-r t+r t+r
y a(s) s C , b(s) s C , y(s) a C V t a t
Jt ^t ■^t
para ciertas constantes positivas r,C^ ,C^ ,C^ . Entonces
y(t+r) a I + cJexp(C^) V t a t^  (2.2)
Podemos introducir los espacios L^ (t^ ,oo,X) formados por las 
funciones localmente integrables y: (t^,x)— » X taies que
ft+r
sup |y(s)| ds < a , donde el supremo se toma sobre t a t , X 
Jt X °
es un espacio de Banach y 1 a p < », y reformular entonces el Lema
2.1 de la siguiente forma: si para algûn r > 0, y(*), a(*),
b(') € Lj.(t^ ,«,R), positivas con y' localmente integrable en
(t^ ,«), y si (2.1) se verifica, entonces y e L™(t^,»).
Las siguientes estimaciones son consecuencia inmediata de las 
inclusiones de Sobolev y se usaràn mâs abajo en la forma
99
expllcltada en el Lema 2.2:
Lema 2.2
Sean r,s a 1
i) Para todo u €
ij" |u|'"|Du| = | a C|u|^|D^u|^ (2.3)
■’n
con a *  i(3r+s*2) b = i(r+3s-2). SI s a 2 podemos tomar también 
a ■ i(3r+2s) b ■ i(r+2s).
11) Para todo u €
if |u|’’|Du|®| a C|u|®|D^u|‘’ (2.4)
■’n
con a = i(5r+3s+2) b * i(r+3s-2). SI s a 2 podemos tomar también 
1 1 ® 
a = gT5r+4s) b = ^(r+2s).
iii) Para todo u e
|| |u|^|Du|®| a C|Du|^|D^u|^ (2.5)
'n
- (Acon a = i(4r+3s+2), b = i(s-2) si s > 2 y a = r+s, b = 0 si 
s a 2.
iv) Para todo u e V^ , s a l
||^ |u|''|Du| = | a - g(u(0)) (2.6)
para cierta funciôn g continua y positiva.
v) Para todo u e
if |u|''|D^ u| = | a C|u|^|D"u|^ (2.7)
con a * i(5r+s+2) b = ^(r+5s-2). Si s a 2 podemos tomar también 
1 ® 1 
a « g(Sr+2s) b = g(r+4s).
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vl) Para todo u «
i
|u|''|D^ u|®| s C|Du|^|D^u|^ (2.8)
con a ■ j(4r+s+2) b » i(3s-2). Si s a 2 podemos tomar también
1 ia ■ r+^s b » s^.
Demostraciôn
i) Para todo u c V^ , por la deslgualdad de Holder con p, q > 1
- + - = 1 tales que rp a 2, entonces if |u|^|Du|®| a lul^  iDul^p q -« I I I I I t^rp' '^sq
y por las inclusiones de Sobolev, H®c si 2s < 1 y 
2 a p a yêfi ’ Por tanto tomando n = i(l p^ ) y
m » i(l ■ I "0^) tenemos que h"c y H*c
consecuentemente Interpolando las normas de y de H® entre H° y 
H^  y entre H° y H*, respectIvamente, obtenemos con a = n/2 y g = m
|u|^|Du|S| a C|u|^|D^u|^
'0 s 1
donde a = r(l-a) + g(l-g) = ^(3r+s+2) = r + s -b y
b = i(r+3s-2).
iL
Si s a 2 entonces | | |u|'"lDu|®| a C|u|^_|Du|\, ahora usando la 
Jn
l“
'n L L
deslgualdad de Agmon, lui » a Clul ID u| , e interpolando como
antes concluimos.
ii) Procedemos como antes, con u e V^ , aplicando la deslgualdad de 
Holder y las inclusiones de Sobolev e interpolando derivadas para 
obtener cotas dependiendo sôlo de u y D^ u. El caso s a 2 es 
anàlogo al anterior, usando |u|^» a C|u|^ '”*|D^ u(^ ^^ .
iii) Para todo u € V ][ |u|'"|Du|^ | a Cjuj^ |Du|® a C|Duj^|Du|^
n L® L® L®
si s > 2 usamos las inclusiones de Sobolev e interpolaciôn entre
H° y H^ ; si s a 2 entonces |Du|^g a |Du|® y concluimos. 
constante en ôQ » (O.L) por ser periôdica, entonces
iv) Para todo u € V^ , s a 1, observemos que u tiene traza
ij |u|r|Du|:| - ||u|'^ ''*>-‘2.Du|%  = C|DI|u|
-"n L L
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pero ahora |u| - |u(0)| pertenece a W^’ (0) y por
tanto la deslgualdad de Poincaré nos da
if juriDuri .cijuj
■’n L
y se sigue la conclusion.
v) y vi) se obtienen siguiendo las lineas de ii) y iii). o
Teorema 2.1
Supongamos que 3 ( f ) = m < 5 ,  5 * 0 .  Sea T a +» y sea u una 
soluciôn de K-V definida en [O.T) con u(0) e V = V^ .
Entonces u e L® (O.T.V) si y sôlo si u e L®(0,T,H). En este 
caso si T < «o, entonces u e L^(0,T, V^ ).
Como consecuencia, u explota en tiempo finito en norma V si y
sôlo si explota en tiempo finito para la norma H.
Mas aün si T = +», y u e L®(0,œ,H) entonces para cada r > 0,
D^ u, D^u € L^(0,œ,L^), u g L®(r,»,V) y para cada t > 0
rt+r
D^uj^ a C„([u| .r) (2.9)
" L®(H)
|u(t+r)| a C (lui ,r) (2.10)
V ' l”(H)
t+r
D^u|^aC(|u|. ,r) (2.11)
L®(V)
t
Ademâs si hay un conjunto acotado y absorbante en H, entonces 
hay uno en V.
En particular si a = + 2g. y u g L®(0,»,H), sea ^ la
L
funciôn no creciente #(t) = sup |u(s)l„ t a 0. Entonces
stt
u g L (0,®,V) y si 0 a Lim *(t) = inf *(t) = LimSupju(t)| a K,
t— XD taO t—3 cB H
entonces para cierta funciôn no decreciente P (ver abajo) con
P(0) = 0. tenemos
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LlmSup|u(t)|^a (2.12)
t-» • V
asi si una soluciôn converge a 0 en H también lo hace en V.
Si 3 = 0 entonces para todo u^e V tenemos una soluciôn de K-V
globaimente definida. Restringiendo el flujo a funciones pares, el
sistema dinàmico es disipativo como se ha probado en [10,12,18], 
ver Secciôn II.4 abajo.
Demostraciôn
Como V estâ incluido en H con continuidad, la condiciôn es 
necesaria. Por brevedad en lo siguiente denotaremos 
L*’(Z) ■ L**(0,T,Z) con l a p a » ,  Z un espacio de Banach y |*|p 2 
su norma.
Para probar que la condiciôn es suficiente, supongamos que 
u € l"(0,T,H). Multiplicande K-V, (1.1), por u e integrando por 
partes en n obtenemos:
2 at|u|^ ♦ v|D^u|^ + g|u|2 + j" (yu + af' (u))(Du)Z = 0 (2. 13)
pero |ys + 5f'(s)| a C(l+] s j"*"'), C = C(y,Ô) entonces por (2.3),
Lema 2.2
ij (yu + ôf'(u))(Du)^| a cj|Du|^+ a^|u|‘^ "^’''*|D^ u| 
si m < S por la deslgualdad de Young, para cada c > 0
CaJu|‘^ ” ^*|D^u|‘“*^ *^ * a c|D^u|^ + C^(c,5, y) (|u| 
y CIDuI^a c|D^u|^+ C (c, 5, y) |u|^  , c > 0; tomando c = ^
^|u|* ♦ v|D^u|'+ 2(g-C^(v,a,y))|u|^ a C^(v,Ô,y)||u|^]
4
(2.14)
sean a ■ 2(g-C^(v,ô,y)) b = C^(v,5,y), integrando (2.14), si
T < 00 entonces u g L^ (0, T, x'^ )^ ; si T = ® entonces para cada
r > 0, t a 0
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-t+r
- ID'ul' ' ‘“•M-I-.h)'- * 'SI
""t
Ahora, multlplicando K-V por -O^u e Integrando por partes en
y deduclBos (2.9)
i 
fl, y por las condiciones de contorno, obtenemos:
i ^|Du|^+ v|D^u|^+ g|Du|^+ ajj f'(u)(D^u)^- g| f^’(u)(Du)*j - 0
(2.16)
ahora |a f '(s) | a C(l+(s|“"') y |a f^ \s )| a C(l+|s|""^), C - C(a), 
asi (2.4), (2.7) del Lema 2.2 nos dan
1«J f'(u)(D'ul'| s c [|d'u |'* |u|'“ *” '‘|d'u |
lfff"(ul(Dv.)‘ | 8C(|DU|* . |u|‘' - ’'‘|0'u|'-” ''j
asi si m < 5 por la deslgualdad de Young, para cada c > 0
2C|u|'^""'|D=u|'-*'""'a c |d\ | ^  C^(c,a)|u|"'=-*'""-'
de nuevo por interpolaciôn y la deslgualdad de Young 
C|D^uj^a c(D^u(^* C^(c,a)|u|^ . y usando L*, interpolaciôn y
la deslgualdad de Young obtenemos finalmente para cada c > 0
C|Du|*^a ClDul'^ ^^ |D^ u|*''^ a C]u[ |D^ u|^ ''^ a c|D^u|^+ C^(e,5)|u|’^
y asi tomando c = ^ , a^= (5m-l)/(5-m)
^|Du|^ + y|D^u|^ + 2g|Du|^ a P(|u|2) (2.17)
donde P(s) = 2C^(u,g)s ”+ 2C^(v,5)s^ + 2C^ (i>,5)s ; asi tras la 
deslgualdad de Poincaré para funciones de media nula: |w( a L(Dw| 
tenemos que y(t) = |Du(t)|^ satisface y' + ay a b con
a . -K_ + 2g y b » P(|u|^ j^) (2.18)
Por tanto y € L*(0,T) y asi u e L*(0,T,V); precisando, como
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a > 0, entonces
|Du(t)|^a | D u j V “^  ' |DuJ^ |
y asi |u|_ v* |ujy + (2.19)
Si T » ■, gracias a (2.9), (2.15) para cada r > 0, t > 0 
t+r t+r
y I |Du|^ a | D^u | ^ a C^(|u|^ r)L* y por el lema de Gronwall
^t Jt
uniforme, Lema 2.1, aplicado a (2.18) nos da (2.10): para todo 
r > 0, t > 0
(2.20)
por tanto u e L (0,®,V) y (2.10) se verifica.
De (2.15), (2.20) se ve claramente que la existencia de un
acotado absorbante en H implies la existencia de un acotado
absorbante en V,
En particular, de (2.17), como a = + 2g > 0, tenemos que
L
^|Du|* + a|Du|^ s P(|u|^), y asi para t > t^ > 0,
^|Du|^ + a|Du|^ s P(ô(t^)^) = 0(t^ ) 
e integrando
|Du(t)|^s lDu(t^)|V*^*^"^o^+
2
asi LimSup|u(t)| s — -—  para todo t^ a 0 (2.21)
t— » « V
haciendo t — » », por hipôtesis Lim 0(t) = inf 0(t)s K y por tanto
taO
concluimos (2.12).
Si y = 0 y m = 2 lo anterior puede ser hecho con cualquier
soluciôn con u(0) e X, ya que u(t^) e V.
Tras integrar la deslgualdad (2.17) obtenemos:
,t -t
iDu(t) I + V |D^ u|^  + 2g |D^ l" ^ t.P(|u|^ jj) + iDu^r
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asi si T < «, entonces D^u e L^(0,T,H) y
l%lv + T.PCNl,») (2 22)
Si T » • para cada r > 0, t > 0 
-t+r
‘I" N - . V  " (2 23)v \ )D^ u| 
•'t
y (2.11) se verifica.
Por ultimo si 3 = 0. de (2.16) (recuérdese que conservâmes el 
término iineal -s en f(s) cuando 3 * 0 )
I ^ |Du|* + v|D^u|^ - lD*u|* + g|Du|^ = 0 (2.24)
y para todo c > 0, |D^ u|^s c|D^u|^+ ^P-|Du|^, por tanto tomando
c * J . ^|Du|^ + v|D^u|^ + (2g-i)|Du|* s 0. y por la
deslgualdad de Poincaré para funciones de media nula, |w| s L|Dw|,
2^ 1 Du I + I— r + 2g-—I I Du I s 0
y asi |u(t)| a |u ( e con a = + 2g-i (2.25)
V V L
y u permanece acotada en V en todo tiempo finito, por tanto
tenemos una soluciôn global.
Obsérvese que el caràcter disipativo de la ecuaciôn 
(acotaciôn de ôrbitas, existencia de conjuntos absorbentes, 
atractores maximales etc.) cuando 3 = 0  debe provenir del término 
no lineal ya que en (2.24) sôlo los térmlnos lineales controlan la 
evoluciôn de la norma; esto se puede conseguir restringiendo el 
flulo a funciones pares: escribiendo u = v - y .  u, v, y pares, y 
escribiendo la ecuaciôn para v y eligiendo adecuadamente p se 
puede probar que la estimaciôn anàloga a (2.24), controlando 
|v(t)|y révéla la existencia de una bola absorbente en V; detalles 
y una informaciôn mâs précisa se encuentra en [10,12,18], ver 
Secciôn II.4, abajo. o
Observaciôn
Muy recientemente en [39] se ha probado la disipatividad de
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K-S para funciones arbitrarias y  f i  € K por el método anterior de 
traslacion en el espacio de fases (tomando p c C®((2)), siendo 
vâlido estos resultados para cualquier conjunto de condiciones de 
contorno que inciuyan a Du » 0 en «2 « {0,L} x (0,T).
Teorema 2.2
Supongamos que 3 * 0 ,  8(f) * m es impar y que a > 0 y sea u 
una soluciôn de K-V.
i) Si u estâ definida en (O.T), T < «, entonces u e L*(0,T,H) 
(aunque quizâs no en L®(0,T,V), el problema estâ en T por 
supuesto).
ii) Si T * « y existe un x^€ [O.L) tal que u(x^ , •) e l"(0,«),
entonces u 6 L*(0,»,H) n L^(0,»,V^) n l"*’(0,®,l"*') para cada 
r > 0.
Demostraciôn 
De (2.13)
^ ^ |u|^ + VID^uI^ + g|u|^ + J (yu + 3f' (u) ) (Du)^ = 0 
y ahora ys + 3f'(s) a |ma^s“"'- C(y,3); en particular
I ^|u|^ + v|D^u|^ + g|u|: s C(y,3)|Du|^
y i) se verifica tras interpolar: |Du|^s |u||D^ u|, y la
deslgualdad de Young.
Por otro lado de (2.6), Lema 2.2 
J" (yu + 3f'(u))(Du)^ a Cju|”*^^-C2|Du|^-g(u(0)) y por tanto
i ^|u|^ + w|D^u|^ + g|u|: + Cju|“;;^  s CjDu|^ g(v(t)) (2.26)
donde hemos puesto v(t) = u(0,t). Asi si T * ® y v e L (0,®), como 
«♦1 ;
OKI
|u|*** a L’*“”'’'^ |^u |“*^  e interpolando como antes obtenemos que
y(t) ■ |u|* verifica
y'(t) + ay(t)^s by(t) + g(v(t)) (2.27)
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con a > 0, b c R, y r > 1; asi 11) sale fâcilmente de (2.26) y
(2.27) ya que g(v) g L®(0,«), ver Lemas 2.3 y 2.4 abajo.
Para cada u g H y t g R denotemos u^(x) = u(x+%). asi si
S(x,t,u) es la soluciôn de K-V comenzando en u. se prueba
fâcilmente que S^(x,t,u) »S(x,t,u^) (i.e. ei grupo de
traslaciones espaciales en un grupo de simetrlas para K-V; ver
Capltulo IV). Supongamos que u(x^ , •) estâ acotada en (0,®) para
algûn x_ en (O.L), llamando u (x) = u(x,0), ? = x. y w = u__,
0 o 0 0 OT
entonces
w(x.t) * S(x,t,w^) = S^(x,t,u^) = u^(x,t)
en particular w(0,t) * u^(O.t) = u(x^ , t), ahora podemos aplicar ei 
resultado a w(x,t) para obtener que w(0,«) acotado implica que 
w g L®(0,®,H), pero de nuevo w(x, t) = u^(x.t) y tienen la misma 
norma en H. El resto se deduce interpolando e integrando en
(2.26). a
Observaciôn
En las hipôtesis del Teorema 2.2 si una soluciôn estâ 
globaimente definida pero no estâ acotada en H entonces tenemos
explosiôn en todos los puntos en tiempo infinito: si u g L®(0,®, H)
entonces para todo x^g (O.L), u(x^ , •) g l“(0,®).
El siguiente Teorema ha sido probado por separado para las
ecuaciones de Kuramoto-Sivashinslcy y de Cahn-Hilliard incluso en
dimensiones mayores, [12].
Teorema 2.3
Denotando V^ = con k a 1, V^= V. sea u una soluciôn
de K-V definida en [O.T), T s +®. con u(0) g V^ . Entonces
u e L® (O.T,V^) si y sôlo si u g L® (0,T,V), en este caso si 
T < ® entonces u g L*(0, T, V^ ^^ ).
Si T = ® entonces para cada r > 0, d'‘*^ u g L^(0, »,L^) y para 
cada t > 0
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-t+r
(2.28)v f  |d“**u1* s C(|u |^ y.r.k) 
•)t
Mâs aûn, con u(0) e V^ , u € L (0,T,V^) implica que 
u 6 l" (c.T.V^ ), para todos j a k y e > 0; ademâs si existe un 
conjunto absorbente acotado en V entonces hay uno en V^ .
Demostraciôn
Por inducciôn en k. Con k a 1, tomando la derivada D*' en la 
ecuaciôn (1.1). multiplicando por d '^u e integrando por partes:
i §^|D\|' + v |d“*^|^ + g|D"u|^ +
♦ y. r d“u.d'‘(Du)^ + S. f D‘u.D‘’‘(f(u)) * 0 (2.29)
•)n ■’n
Acotamos cada término como sigue:
i) Por la régla de Leibniz
f D"u.D"(Du)^ = y a f d'‘u.d“‘ (^Du ).D-’(Du )
■•n jto "n
y asi I r D"u.D"(Du)^| s C T |d‘'u | |d“‘^(Du )| |D^(Du )|
•'o j = o L^ L* L*
e interpolando derivadas en L*:
|d“' (^Du )| s M|d“(Du )1‘^ ■•” ''‘lDu|^^
L L L*
y
|D^ (Du)| s M|d“(Du )|^ ‘^'1Du | (2.30) 
L L L*
usando L* e interpolaciôn:
|D"u| a |d‘*^ u |^ ''^ 1d‘"'u |^ ,^ |d“(Du )| a |D^*^u|^*|D"'\|^^* y
L
|Du| a |Du|^ *^|D^ u|'^ *, obtenemos de (2.30)
L*
|y.r dV d^ D u )^ ! s c 1d“u | |D"(Du)| |Du| a
■*0 L L L
a G I D"*'u D"-\ I I Du I I D^u I '"a
.k»2,
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a c|D^**u|* + C(c.y)|D"'\|^|Du|'^"|D^u|^" V e > 0 (2.31)
111) Como f es un pollnomlo
|D*(f(u))| a C^(|u| _)|D"u| (2.32)
[35], y como la soluciôn u se supone que pertenece a 
L®(O.T.V) c L®(O.T,L®) entonces la cota C^ en (2.32) se puede 
tomar independiente de t, por tanto C^= V^’ nuevo con
|D"u| a iDk'Sul'/^ lDk-'ul:/:
1«. f D^u.D“*^(f(u))| - |3. r D"*VD"(f(u))| a
■"n ■'n
a aC^ |D"*^ u| |D\{ a 3C^1d‘*^ u !*''^ |d''''u j^^a
a c |d“*^ u |^  + C(c,3,Cjj)|d''~‘u |^  (2.33)
A continuaciôn probamos el resultado para k * 1: el término 
con T en (2.29) se anula y tomando c = w/2 en (2.33) tenemos de 
(2.29)
^|Du|^ + v|D^u|^ + 2/3|Du|^  a C(v.6.C^)|u|^ (2.34)
si T < « esto implica que u e L^(0,T,V^) mientras que si T = »
(2.28) se verifica con C(|u|^ y.r.l) = C(v,3,C^)|u|* r
Introduciendo (2.31) y (2.33) en (2.29)
~  ^ |D"u|^ + v|d“*^ u|^ + g|D\|^ a 2c|d'‘**u|^  +
+ C(c.y)|D"'^u|^|Du|^^"|D^u|^"+ C(c,3.C ) |d‘'"'u |^  (2.35)
Ahora si k * 2
|Du|^|Du|‘®^ ” |D^u|®^"a tj|D^u|^ + C(i})|Du|® V tj > 0 
y por (2.35). V c > 0
I »'lD^ ul^ + g|D^u|^a 2c|D*u|^ + e|D^u|^+
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+ C(c.g.y,«.C^)[lDu|^ |Du|®] (2.36)
tomando c * y/4
|^|d’u|* + i»|D*u|*+ (2g-g)|D^u|^a C(v.g.y,3.C^) [|Du|*+ |Du|*j
(2.37)
por la deslgualdad de Poincaré | D^u | ^ a L* | D*u| ^
^|D^u|^ + (vL"\2g-^)|D^u|^a C(v.g,y.3.C^)||Du|^+ |Du|®j (2.38)
el miembro derecho esté acotado en (0,T) por hipôtesis. asi (2.38) 
y u(0) c prueban que u € l"(O.T,V^) incluso para T * « (si 
vL *+2g-j a 0 entonces debemos usar el lema de Gronwall uniforme y
(2.28) con k ■ 1): aslmismo (2.37) prueba, si T < », que
u g L^(0,T.V^) y si T = ®, que (2.28) se verifica con
C(|u|^_y.r,2) * rC(v,g.r.«.C^)[|u|^ y+ |u|® J  + |u|2
(2.39)
Ahora procedemos por inducciôn, k a 3, para probar que si 
u g L*(O.T.Vj) con J a k-l, entonces u e L®(0,T.V^): de (2.35) con 
e » i>/4
^ | d“u |^ + v |d“**u |^ + 2g|D“u|^ a
|D""\|^|c(u,a,C^) + C(v,r)|Du|'®''” |D^ u|‘^ “ j
(2.40)
por la deslgualdad de Poincaré |d'‘u |^  a L^|d'‘*^ u |^
^|D"u|^+ (vL"*+2g)|D\|^a
a |D'‘‘^ u|^|c(K,a,C^) + C(v,y)|Du|'®''” |D^ u|^ ''” j
(2.41)
de nuevo el miembro derecho estâ acotado en (O.T), y asi (2.41) y 
u(0) g implican que u g L®(0,T,V^) y (2.40) implica que 
u g L ^ ( 0 , T , s i  T < ®, o (2.28) si T » ®, con
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(2.42)
donde hemos puesto |u|^ la norma en L*(0,T,V^).
Mâs aûn con u(0) e V^ . u € L* (0,T, V^ ) y dado cualquier
e > 0. por la Proposiciôn 1.3, u(c) € para todo J a k y los 
resultados anteriores implican que u « L* (c.T,V^), J a k.
Por ûltimo si hay un conjunto acotado absorbente en V la 
existencia de uno en se deduce fâcilmente, por inducciôn, de
(2. 38) y (2.41) ya que y(t) = |D^ 'u(t) |^  verifica y' ♦ ay a b para
t a t .  □
Una consecuencia inmediata de los Teoremas 2.1,2.2 y 2.3 es: 
Corolario 2,1
i) Supuesto que 3(f) = 3, a^ > 0, 3*0, si u es una soluciôn de 
K-V, entonces u estâ globaimente definida y si no hay explosiôn 
puntual entonces la soluciôn estâ acotada en V^ , para todo k.
ii) Supuesto que 3(f) < 5, 5*0,  si u es una soluciôn de K-V 
definida en (0,T), con T a +», entonces
u 6 L® (0,T,H) si y sôlo si u e L®(0,T,V^) para todo k a 1
Ademâs si hay un conjunto acotado absorbente en H entonces lo hay 
en V , para todo k. o
El siguiente objetivo es obtener estimaciones sobre el 
tiempo de existencia de una soluciôn particular de K-V. Para esto 
usaremos a menudo el prôximo Lema.
Lema 2.3
y'(t) a P(y(t))
Sea y(t) una funciôn regular tal que
y(0) 
s rai
de P. con esto queremos decir que P(a^ ) =0, i = 1,2, o que algûn
siendo P :R — > R continua. Sean a^ , a^  do ces consecutivas
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es - • pero P no se anula en (a^ .a^ ).
Supongamos que y^« (a^ ,a^ ) y definamos para r « (a^ . a^ )
■ [ r ô ) ds
1) SI P es positiva en (a^ .a^ ), sea
0 < T(y„) = G(a,) = sr-.ds e R (2.43)PTs)
Entonces para cada t € [0,T(y^)) y(t) < a^ , y si a < y(s) 
para todo s € [0,tl entonces y(t)a F(t) * G'*(t).
Mâs aûn, en este caso con a < a < a^  , entonces y(t) < a
1
siempre que y < a y 0 s t < G(a)
0
yPTi)
ii) Si p es negative en (a^ .a^ ), sea
0 < T(y^) = G(a”) =  ^ 1 , . PTi)' (2.44)
Entorces para todo t € [0,T(y^)) tal que a < y (s) para todo 
s e [0,t], se tiene que y(-) es decreciente en [0, t) y 
y(t) s F(t) * G*'(t) s y^ < a^ .
Demostraciôn
)(y(t)) s 1 , integrando entre 0 y t, obtenemos G(y(t)) a t.
i) En este caso G es estrlctamente creciente y claramente
pero G : (a^.a^) -- » R tiene una inversa estrlctamente creciente
F = G : (G(a^  ), G(a^) ) --> (a^ ,a^ )
y la conclusiôn es inmediata.
Para la ûltima parte, si a^ < y^  < a < a^  entonces mientras
a < y(t) < a^ , F(t) < a si y sôlo si 0 s t < G(a) pTi)'
^0
ii) Los argumentos son como antes con la ûnica diferencia de que G 
y F son estrlctamente decrecientes y
F = G"\ (G(a*),G(a‘)) ---> (3^ ,3 )^
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Observaciôn
r y ' ( t )  *  P ( y ( t ) )
La mlsma dlscusiôn es posible si ■ solamente
y(0) » y^
cambiando las desigualdades anteriores, en particular en el caso
i) y(') es creciente. esto se usari cuando discutaaos las 
explosiones en la Secciôn II.4.
Teorema 2. 4
Sea u^€ V y u(t) ■ S(t)u^ la soluciôn de K-V comenzando en 
en tiempo t * 0. Supongamos que 3*0.
i) Si 3(f) * m < 5 entonces existen a e R, b a 0 dependiendo de 
V, g, 3, y, L y m taies que denotando r = (3m+l)/(5-m) > 1
Si a s 0 (caso no coercivo) tenemos el tiempo de existencia
T(u J (2.45)
lu I" -a:
Si a > 0 (caso coercivo), entonces si |u e
estâ definida en (0,®) y |u(t)|^— » 0 monôtonamente, (como 5 * 0 la
t— > ®
convergencia también es en V, Teorema 2.1); si |u^ | > (g)^ ' 
entonces la estimaciôn (2.45) se verifica y puede acotarse 
inferiormente por
T(u J  = ' b i k r  2^.46)
En cualquier caso. u e '^(O.T.H) implica u e l“(0,T,H) (2.47)
ii) Supongamos ahora que f es un polinomio de grado m, arbitrario.
entonces como antes existen a e R y b a 0 dependiendo de los
parâmetros taies que
Si a a 0 (caso no coercivo) tenemos el tiempo de existencia
T(u ) » — g  ds < • (2.48)
J. ,2 bs -as 
' 0 » 1
Si a > 0 (caso coercivo) y si |Ug|^ € (0,(g)* *) entonces
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|u^|* > (g)" ' entonces la estimaclôn (2.48) se verifies y se
u esta definida en (0,») y |u(t) | _--->0 con t— » «*; si
IUq Ij  
puede acotar Inferlormente per
T(u ) - ^  ds « ctz- tt lu ir*"' (2.49)r ■ rô rr
En cualquier caso. u c *^(0,T,V) implies u e l"(0,T,V) (2.50)
iii) S i r * 0 y m « 2  entonees las estimaeiones (2.45). (2.46),
(2.47) se verifiean para todo u^e H.
Demostraeidn
i) Por (2.14)
Içjuj^ f vjD^ uj^  + 2(8-Cg(v.5.T))|u|^s C^ (y,5.r)^ |u|^ J
Ses a » + 2(p-C (i>, 6, y) ) b = C (v,5,y) y r * (3m+l)/(5-m)
L* ,
por la desigualdad de Poincaré, |w| s L|Dw|, y(t) » |u(t)|
verifica
y' + ay s by"^  (2. 51 )
Si a s 0 (caso no coercivo) aplicamos el Lema 2.3 con
P(s) = bs^- as, a^= 0 y a^= ® para obtener el tiempo de
existencia (2.45).
Si a > G (caso coercivo) primero aplicamos el Lema 2.3 con
° y V  (g)P(s) = bs^- as, a = 0 y a = (^)^  ^ para obtener el decaimiento
monôtono a G. A continuaciôn, si ju^ j^  > (g)*^  ' aplicamos de 
nuevo el Lema 2.3 con P(s) = bs^- as . a^= (g)*^   ^ y a^= m para
obtener (2.45), o altemativeunente podemos usar P(s) » bs"*, a^= G 
y a^» « para obtener (2.46).
La inecuaciôn diferencial (2.51) nos da la otra propiedad de 
regularidad;
y' s b y^ + (-a)^y = 9.y con 0(t) = b (y(t))^ ’+ (-a)^
J e(s)ds
En particular, G s y(t) a Yq ® ° y 0 e L*(G,T) implica
y e l"(G,T); asi en nuestro caso T < »  o si T ” « pero a es
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positive, como y » |u| :
u € implica u s L"(0,T.H)
Si T » a pero a es negative concluimos con el lema de Gronwall 
uniforme.
ii) Por (2.16)
I ‘'|d’u |*+ 8|Du |*+ a|| f'(u)(D^u)^- y  f^’(u)(Du)*J - 0
con i«f'(s)| a C(l+ls|“"‘) y |«f^’(s)| a C(l+|s|®"^). C » C(«). 
entonces por (2.5), (2.8), Lema 2.2
|a| f'(u)(D^u)^l a c||D^u|^+ |Du|"|D^u|J
I y  f^’(u)(Du)*I a c[|Du|*^+ |Du|“'"‘''^ |D^ u|'^ ]^
y por la desigualdad de Young, para cada c > 0 
C|Du|"|D^u| a e|D’u|^+ C^(c,6)|Du|^
C|Du|“'"‘ ''^|D \l*^^a c|D^u|^+ C^(c,a)|Du|'*"*^'^^
de nuevo interpolando y por la desigualdad de Young, para cada 
c > 0, CjD^uj^a cID^u|C^(c,6)|Du|^ , y usando L*. y de
nuevo interpolacidn y la desigualdad de Young
C|Du|*^a a^|Du|^'^|D^|^^^a c|D^u|^+ C^(c,g)|Du|^*^^
para todo c > 0, tomando c > v/8 obtenemos
^|Du|^ + v|D^u|^ 4. 2(8-C^(v.a))|Du|^ a
a Cj(v,a)|Du|^+ Cg(u,a)|Du|'^"*^"'^+ C^(v.a) | D u | (2.52)
Obsérvese que si m * 2 entonces sôlo los términos con y
aparecen en (2.52) mientras que si m = 3 entonces se puede
tomar como cero. Asi definiendo a = + 20-C (v,a)),
L*  ^ ,
b ■ C^(v,a), c ■ Cg(v,a), d « C^(v,a), entonces y(t) = |Du(t)|
verifies:
116
y' + a y a b y"+ cy ' + dy' (2.53)
y se puede usar el Lena 2.3 con P(y) - b y"+ cy*^^*^^+ dy^ ^^- ay. 
Cono se observé anterlornente si m « 2 entonces P(y) “ b y*- ay, 
mientras que si m a 3 tenemos que 1 < 7/3,(2m+l)/3 < a y usando la
desigualdad de Young, para todo c > 0, cy*^*^*^^a cy C^y" y
dy^'^a cy + C^y", por tanto con c pequefto, podemos reescribir
(2.53) cono
y ' + a y a b y f  si m = 2 (2.54a)
y' + a y a b y" si a a 3 (2.54b)
donde los coeficientes tienen los mismos signes que en (2.53) y
podemos aplicar el argumente anterior;
Si a a 0 (caso no coercivo) obtenemos el tiempo de
existencia (2.48); si a > 0 (caso coercivo) y si
|Ug|^ € (0, (g)" )^ entonces |u(t)|* — > 0 . Asiaisao (2.49) se
t— » »
deduce como suites. Por ultimo y' a 0y con d - by * (-a)^ , por 
tanto s i T < œ o s i T = »  pero a es positive
u € L^^“”'^0,T,V) implica u e l“(0,T,V)
Si T = 00 pero a es negative concluimos con el Lema 2.1.
iii) Es inmediato. □
Observacién
El Lema 2.3 nos da también una estimaclôn del crecimiento o 
del decaimiento monôtono a cero de las normas de u(t) en términos 
de la funciôn F; esto no es, sin embargo, fàcil de calcular si la 
constante a no es cero, a pesar de esto podemos dar estimaeiones 
explicitas en nuestro caso: las inecuaciones diferenciales (2.51)
(2.54) se pueden escribir en forma general y' + ay s by^ p > 1, 
a 6 R , b > 0 e y > 0 , entonces con el cambio usual de variables 
z » y'"*^  obtenemos (supuesto que a no es cero)
 ^ z(t) a
y(t)p-i
y entonces
(v I )
^(p-i)at^ b a 0
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0 i y(t) i
h '  ' : 1
(2.55)
P-»
Asi si a > 0:
si 0 < y^< el témlno de la derecha converge a cero
con t tendiendo a e incluso y(t) = 0(e”^ ^) con t »  1.
si y^* [5]*^  ^ entonces y(t) a |gj^* para todo t a 0.
finalmente si y^ > ^gj^* entonces el segundo mieabro explota en 
tiempo
T(y ) (p l)a■Log > 0 (2.56)
Si a < 0 entonces la estimaclôn (2.56) se verifies para todo y^ .
Como consecuencia inmediata de (2.45), (2.49), (2.56) y del
Teorema 2.1:
Corolario 2.2
Para cada conjunto acotado B c V existe T(B) > 0 tal que S,
el semigrupo generado por K-V, estâ definido en B x [0,T(B)] y
S( B x (0,T(B)1 ) estâ acotado en V. Ademâs si 3(f) < 5 entonces
para todo B c V acotado en H, existe T^(B) > 0 tal que S estâ
definido en B x [0,T (B)).
r
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2.3 Coaiportaaiento Aaintético. Conjuntos w-lfmltea.
Exploslén, Existencia Global, Oisipatlvidad.
Nos ocupaaos a continuaciôn del comportamiento asintôtico de 
ôrbitas acotadas de la ecuaciôn K-V. Las propiedades bàsicas de 
estas ôrbitas son:
Definiciôn 3.1
Sea { u(t), t s 0 > una soluciôn de K-V, globalmente 
definida y acotada en V, u(0) e V. Para cada k e N definimos el 
conjunto w(k)-limite
w(k) = { u(s) , s > t > (3.1)
donde la adherencia se toma en V =
Proposiclôn 3.1
Se verifiean:
i) Para todo k e N, w(k) es no vacio, compacto y conexo en V^ .
Ademâs w(k) es invariante, i.e. S(t) estâ definido sobre
w(k) para todo t a 0 y S(t)w(k) » w(k), y mâs aûn 
dist^( u(t),w(k) ) —^ > 0 , donde la distancia se toma en V^ , i.e.
dist^( u(t),w(k) ) = inf (|u(t)-w|^, w e w(k) }
ii) Para todos k,m e N w(k) = w(m).
iii) Si K es un conjunto acotado en V tal que S(s)K c K para todo
s en [0,T), entonces S(t) estâ definido sobre K para todo t a 0 y 
S(t)K c K.
Por otro lado, todo conjunto acotado (en V) e invariante estâ 
contenido en c"(0) y es acotado en V^  para todo k.
Demostracién
i) Por la Proposiclôn 1.3, para cada t > 0, u(t) estâ en todos 
los V^ y por tanto u(k) estâ bien definido. Ademâs es inmediato 
que
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w(k) » { V € V^ , 3 converglendo a ■ y u(t^) — » v en V^ }
(3.2)
Gracias al Teorema 2.3, < u(t), t a c > 0 > es acotado en 
y por el Teorema 1.1 es relatlvamente compacto en V^ , usando 
argumentos cllslcos, [7,14,36], se deducirla fàcilmente que w(k) 
es no vaclo, compacto y conexo en V^ , si el semigrupo estuviese 
globalmente definido sobre w(k); pero esto es consecuencia 
inmediata del punto iii) abajo: por la continuidad del semigrupo 
(en la norma de V^ , Proposiclôn 1.3) se deduce fàcilmente que 
S(t)w(k) c w(k) al menos para O a t s  T(w(k)) (T(w(k)) como en el 
Corolario 2.2, ya que w(k) es acotado en V), por iii) concluimos. 
El resto se deduce de nuevo con argumentos clàsicos, ver [7,14] 
para los detalles.
ii) Fijando k e N, como se observé anteriormente para cada 
t > 0, { u(s) , s > t } es relatlvamente compacto en y
por tanto tiene la misma adherencia en àmbos espacios,
consecuentemente w(k+l) = w(k).
iii) De hecho para todo K c V. acotado, tal que S(t)K c K para 
todo 0 a t s T, ( T a  T(K), T(K) como en Corolario 2.2) entonces 
S(t) estâ definido sobre K en 0 a t a nT y para todo n e M, por 
tanto S(') estâ definido para todo t a 0 sobre K y S(t)K c K 
t a 0.
Si K es acotado e invariante, i.e. S(t)K = K t a 0, entonces
K estâ incluido en todos los y es acotado en él (Teorema 2.3).
□
Observaciones
i) Si f = 0 y m = 2, podemos définir también w(0) si la ôrbita 
es acotada en H; puesto que por los Teoremas 2.1 y 2.3 la ôrbita 
estâ acotada en V^ , entonces los resultados anteriores se 
verifiean incluso para k = 0.
ii) Por la propiedad de Unicidad Retrôgrada (Proposiclôn 1.3) la 
ecuaciôn se puede invertir en el tiempo sobre w(k), i.e. [S(t)> es 
un grupo sobre w(k), [14,21,36].
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Ill) El punto 11) implica que el w-limite de una trayectoria 
acotada en V atrae a la soluciôn en todas las normas V^ .
CASOS PARTICULARES
I) Ô « 7 « 0 Ecuaciôn Lineal.
Los autovalores del operador lineal A + L son (recuérdese que 
conservâmes el término lineal -s en ôf(s) cuando 5 *  0):
* VI n| - nj + B V n e N  (3.3)
Como la funciôn g(s) « vs*-s^+ 8 (s a 0) alcanza su minimo
absolute en s * —^  y g( —^  ) = 8 - ^  entonces si /S. v > i 
VZv VZv ^
(caso coercivo) todos los p^'s son positivos y por tanto la
soluciôn trivial es Globalmente Asintéticamente Estable. Como las
raices de g se calculan explicitamente es fàcil estimar cuantos de
los autovalores son negatives.
Un caso corriente es g = 0, [6,10-13], en el que
Mn - [-|^n] . -l] V n e N
asi si L > Vv. Zn entonces hay • exactamente [— ---1 autovalores
L 2nVw~J
negatives causantes de la inestabiliüad de la soluciôn cero (aqui 
[•] dénota la parte entera de un numéro real), y su numéro crece
con L. Si g > 0 entonces -----  es una cota superior del numéro
*■ Znv'îT’J
de autovalores negatives.
Por otra parte como el término no lineal es un operador 
pclinômico entonces la ecuaciôn linealizada sobre la soluciôn 
trivial coincide con la ecuaciôn lineal, en este caso los 
autovalores son
= V n j + ôa^  nj + B V n e I N  (3.4)
asi la soluciôn cero es genéricamente hiperbôlica con una variedad 
inestable finito dimensional. Finalmente observemos que en el 
Teorema 2.4 hemos estimado el tamafto de su cuenca de atracciôn.
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II) & * 0. Ecuaciôn de Kuramoto-Sivashins)cy.
Para este valor del paràmetro, recuperamos la ecuaciôn de 
Kuraaoto-Sivashinsky. K-S. Este caso junto con el caso III) abaJo, 
muestran que el término y(Ou)^ de la ecuaciôn es fuertemente 
estabilizante, ya que su ausencia produce explosiones en tiempo 
finito o crecimiento exponencial, y su presencia produce una 
fuerte disipatividad: para la ecuaciôn K-S, restringida a
funciones pares (ver Teorema 2.1), se ha probado, [10-13], la 
existencia de bolas absorbentes en V y V^ , la existencia de un 
atractor maximal con dimensiôn Fractal finita. y un comportamiento 
asintôtico finito dimensional, estrictamente hablando la 
existencia de una Variedad Inercial finito dimensional (i.e. una 
variedad finito dimensional invariante exponencialmente 
atractiva), [13,18,29]. Asimismo estos resultados son vàlidos para 
funciones arbitrarias con condiciones de contorno incluyendo a 
Du » 0 en an » <0,L) x (0,T), [39].
Algunos casos tienen un comportamiento asintôtico trivial: de
(2.24), (2.25) si a = * 2g-^ > 0, entonces toda soluciôn
converge a cero en V^  para todo k e N, asi u = 0 es globalmente 
asintôticamente estable y es el Atractor Maximal de K-S es este 
rango de parâmetros.
III) r = 0, Ecuaciôn de Cahn-Hilliard.
La ecuaciôn estâ ahora relacionada con la ecuaciôn de 
Cahn-Hilliard, [4,12,18], y se puede escribir (con A = D^  )
-vAu + ôf(u)j + 8u » 0 (3.5)
siendo
5f(s) = y  a.s^ , 3F(s) = f 6f(t)dt = T , a * 0 (3.6)
k Jq “
(obsérvese la diferencia de notaciôn con respecto a (1.1) Secciôn 
II. 1)
Pero -A es el isomorfismo canônico entre V » y su dual
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V ■ x” = V con u € V -Au = f € V si y sôlo si
. v> , » Du. 1
V. V J„
<f, ^ Dv ■ <u, v>y para cada v € V. donde < dénota
’Q
el producto escalar en V; asi en particular |f| ,* |u| . y 
.1 . V V
llamando P » (-A) e £(V ,V), entonces |f| |P(f)| para todo
' ;  _
Haciendo la identif icaciôn usual V c H ■ H c V* con 
inclusiôn compacta y densa, podemos considerar P como operador en 
H, que es compacto, positivo y autoadjunto: para todo f,g c H
<f,P(g)> - <f,P(g)> , » <P(f),P(g)> - <P(f),g >
H V X V V H
en particular <f,P(f)> = |P^ '^ (^f)|^ = |P(f)|*= con f e H.
H H V V
Tomando A : V ---» V definido por
X(u) = -vAu + ôf(u) - Jf(u)dx (3.7)
podemos reescribir la ecuaciôn como
P(|H) + X(u) + BP(u) = 0  en V* (3.8)
Observemos que con u^e V tenemos que S(*)u^= u(«) e c'(0,T,V) y 
asi (3.8) tiene sentido.
, ... .. w _Multiplicande (3.8) por u y ^  e integrando en 0 obtenemos
respect ivamente
J  < X(u).u > + g|u|^,= 0 (3.9)
V V
iItIV |t( >'<''1 • I i»i^ .) ■ » 13.10)
siendo
y(u) J j(Du)^ ♦ ôF(u)j (3.11)
por tanto G(u) = F(u) + | |u|^ , es estrictamente decreciente
V
sobre las travectorlas.
Con estas notaciones, [12,18]
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Teorema 3.1
Supongamos que d(f) = m es impar y a es positivo. Entonces 
para cada u^  en V, u(t) = S(t)u^ estâ en L*(0,»,V). Mâs aûn, para 
todo k existe una bola absorbente en con tiempo de entrada 
independiente del dato inicial.
En particular el semigrupo generado por C-H es disipativo en 
para todo k. de hecho el sistema dinâmico es un sistema 
gradiente en V.
Demostraciôn
Como m es impar y a^ es positivo. entonces
f 5f(u)u a C f u**l- C, y C r u®*^+ C a f 5F(u) a C f 0**^- C
•'n * •'n *
(3.12)
con Cj,..,C^ constantes positivas dependientes de S (y de L); 
ademâs C^  y C^  se pueden tomar arbitrerlamente pequeftas (a menor 
C^  y C^  le corresponden mayores C^  y C^ ).
Asi C(u) a K|u|2 + g lu|^.+ C f u™'"^ - C (3.13)
 ^ V V •' n
y como C decrece sobre las trayectorias entonces las soluciones
estân globalmente definidas y en L*(0,»,V).
Ademâs < A(u),u > = v|u|^+ f 5f(u)u a y|u{^+ C f u®*^- C 
V V ^
y asi en (3. 9)
1 d
2 dt|u|\+ v|u|=+ c f U®+1 + p|u|\s C (3.14)V V ■'n- V
pero V c H y H c V* con |w| s L|w| y ]u| a L|u| para todos
H V V H
w e V y u € H respectivamente, y
f „•*> . fr
Jq U n  J V*
asi de (3.14)
I  |u|^. 5 Cg (3.15)
124
y por tanto tenemos que cualouler bola êq V dg centro cero y
radio mayor gua P^* (c^/c )^'''2(b+d  gg absorbente
y ai tiempo dg entrada es independiente del dato inicial:
y ■ |u|*, verifica ÿ + ay + by^ a c . a.b,c > 0, y podemos usar el 
V
siguiente resultado que tomamos de [18] (Cap. Ill, Lema 5.1):
Lemma 3.1
Si y( ' ) a 0 verif ica y by^ a c , b,c > 0, p > 1, entonces
para todo t > 0, y(t) a (c/b)^ '^ ’’ + (b(p-l )t)'^ '^ ’*"'.
Por tanto con p^» (c/b)*'^ ’’, para todo p > existe t^ ,
dependiendo sôlo de p, tal que y(t) a p para todo t a t^ . □
Mâs aûn, por (3.12)
< A(u),u > = v|u|^+ r 5f(u)u a y|u|^+ C f u®**- C a
V Jn V '•'n
a v|u|2+ C /C r 5F(u)- C, - C C /C a
' V 1 3Jn 2 1 4  3
a cY(u) - C^= e|c(u) - | - C^
para algûn c en (0,2] (ya que C^  se puede tomar pequeAa), y
entonces en vez de (3.14) obtenemos
I cG(u) + 9(1- |)|lu|^ , a C^ (3.16)
de los resultados derivados de (3.15) e integrando esta ultima
expresiôn (3.16), se deduce que existe t^ > 0 tal que para todo u^
-t*r
en V, r > 0 y t > t_ se tiene G(u) a C(r), como G decrece
•'t
entonces G(u(t+r)) a C(r)/r, para todo t > t^ , asi por (3.13)
tenemos una bola absorbente en V, con tiempo de entrada
independiente del dato inicial.
En particular el Teorema 2.3 prueba la existencia de
conjuntos acotados absorbentes en para todo k; en particular 
S(t) es compacto en con t grande y por tanto el semigrupo
generado por C-H es disipativo en V^ , [14,36].
En este caso tras (3.13)-(3.16), el sistema dinâmico en V es 
un sistema gradiente. [14,23,36], en particular todo conjunto
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w-limlte estâ contenido en el conjunto de puntos fijos, i.e. 
S(t)u^« u^ t £ 0. Ademâs su Atractor Maximal puede ser descrito 
completamente ya que G es un funcional de Lyapunov [14.24.36]: el 
atractor es el conjunto inestable del conjunto de puntos de 
equilibrio del sistema dinâmico, si estos son finitos en numéro 
entonces el atractor es la uniôn de las variedades inestables de 
cada punto de equilibrio; ademâs el atractor tiene dimensiôn 
Fractal y Hausdorff finita e incluso estâ contenido en una 
Variedad Inercial, [11-131, ver Capitule III y Proposiclôn 3.4 
abajo. □
Observaciones
i) La acotaciôn de ôrbitas y la existencia de conjuntos 
absorbentes en V se verifiean con cualquier término no lineal que 
verifique (3.12) y no sôlo para polinomios.
ii) Como se probô en la Secciôn II. 1, si Sf = 2 y y = 0, entonces 
podemos resolver el problems de Cauchy con u^ € H y si el grado es 
mayor con u^e V; sin embargo los métodos de compacidad, [37], 
proporcionan "soluciones débiles" para cada u^  en H siempre que se 
tengan buenas estimaeiones a priori, i.e. si f tiene grado impar y 
coeficiente principal positivo, [18,38]. Asi en este caso el 
sistema dinâmico es disipativo en H.
Mostraremos a continuaciôn que si no estamos en la situaciôn 
del Teorema 3.1 entonces el "mécanisme de reacciôn ", f, produce 
explosiones: observemos que .
< A(u),u > = v|uj^+ I ôf(u)u 
V •'n
y entonces para todo j = 1 m
j-k
< i4(u),u > = (j+l)V(u) - (j-DgluI^- ^ a^-^. j u
k4l
V k»i ’’Q
j-k
< X(u),u > = (j+l)G(u) - (j4l)§|u|\- (j-l)^|u|=- î a^-j^.j" u**l
V k«i ■’Q
(3.17)
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por (3.9) y como G es decreciente
J-k
|u|\£ (J-l)g |u|\+ (J-l)y|u|:+ ï 2a -wï [ u**'- 2(j+l)C(u ) 
V u V 4 Jn ”V k»l
(3.18)
Asi tenemos 
Teorema 3.2
Supongamos que 3(f) = m es impar pero que a^ es negative. 
Entonces si u^€ V verifica para algûn J < m
| u j Y -  2(J+l)G(u^) - C^ > 0
(3.19)
entonces la soluciôn explota en tiempo finito.
Mâs aûn definiendo R^= R^ (u^) por
(J-l)^8+ = ^2(j+l)G(u^) + cj^ (3.20)
si la soluciôn con dato inicial u^  sale en tiempo finito de la 
bola en V , de centro cero y radio R^ , entonces explota en tiempo 
finito.
Demostraciôn
Como m es impar pero a^ es negative, tomando cualquier J < m, 
la expresiôn polinômica en (3.18) se puede acotar inferiormente 
por C u® - C , siendo C , C costantes positivas; entonces como
Ujj 2 1 2
en el Teorema 3.1
-|g|u|V (J-l)[8* - ^ ] h l V  Ju|"/- 2(J+l)G(u^) - C;
(3.21)
entonces si (3.19) se verifica, aplicando el Lema 2.3 la soluciôn 
explota en tiempo finito (m > 1). Mâs aûn si con u^  dado en V, 
definimos R^* R^(u^ ) como en (3.20), entonces claramente si la 
soluciôn sale de la bola de radio R^ , entonces explota en tiempo 
finito. □
Observaciôn
Obsérvese que (3.19) se verifica por ejemplo si
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2(J+l)C(u^ ) s -C^  y no es cero.
Teorema 3.3
Supongamos que 3(f) = m es par y que a^^^) 0 o Incluso mejor 
supongamos que el término no nulo de mayor orden (por debajo de m) 
tiene coeficiente positivo y grado impar, m^-l. Entonces si u^e V 
verifies
(m-llfg* -^]|u 1^ .+ C lu I 2(m+l)G(u ) - C > 0
I l J V V
(3.22)
entonces la soluciôn explota en tiempo finito si m^ > 2 o crece 
exponencialmente si m^= 2.
Mâs aun definiendo R^= R^(u^) por
(m-l)|9+ j^ 2(m+l)G(u^ ) + (3.23)
si la soluciôn sale de la bola en V , de centro cero y radio R^ , 
entonces explota en tiempo finito.
Demostraciôn
Como m es par, a^* 0 y > 0, entonces en (3. 18) con
j = m la expresiôn polinômica se puede acotar inferiormente por 
C I u®o - C , siendo C , C constantes positivas y asi
IJjj 2 1 2
-|g|u|V (m-l)[9+ -^)hllV 2(m+l)G(u^) - C,
(3.24)
y de nuevo si (3.22) se verifies entonces la soluciôn explota en 
tiempo finito si m^> 2 o crece exponencial mente si m^= 2 (Lema 
3.2). Como antes, con R^(u^) definido en (3.23) si la soluciôn
sale de la bola de radio R^ entonces explota en tiempo finito o 
crece exponencialmente. □
Observaciôn
Obsérvese de nuevo que (3.22) se verifies si por ejemplo 
2(m+l )G(u^ ) s -c^ y u^  no es cero.
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La misma discusiôn se puede hacer si ôf(s) = a^s + a^s , 
(i.e. m^= 2), m par y a^  negatlva pero pequeAa:
ProDosicién 3.2
Con las notaciones anteriores, si 3(f) = m es par, m = 2 y 
V + a L^ £ 0, entonces si u e V verifies
/ v+a L^ \
(m-l)^9 + -- l_J|u^|2^_ 2(m+l)C(u^) > 0 (3.25)
entonces la soluciôn crece exponencialmente. Mâs aûn definiendo 
R^= R^ (u^ ) por
(m-l)^9 + -- 1~]^3 = |^ 2(m+l)G(u^ )j^  (3.26)
si la soluciôn sale de la bola de radio R^ , entonces crece
exponenc i almente.
Mâs aûn, existe una constante C^£ 0 (tal que C^= 0 si 9 y a^
son cero) tal que si u^e V verifies
-rl“= l / ^  J„“r ' < “ ‘3.27)
entonces la soluciôn explota en tiempo finito.
Demostraciôn
Por (3.18) con j = m
-^|u|^ £ (m-l)9|u|^^+ (m-l)y|u|^+ a (m-1 ) f u^- 2(m+l)G(u )
V V V  ^ ■’n °
y como w/^2 + a^£ 0
(3.28)
el resto es como antes.
De hecho en este caso, m^  = 2, i.e. 5f(s) = a^ s + a^s® 
tenemos una condiciôn mâs fins usando los resultados de [9]: 
existe una constante C^£ 0 (tal que C^= 0 si 9 y son cero) tal 
que si u e V verifica (3.27) entonces la soluciôn explota en
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tiempo finito. Por supuesto la condiciôn (3.27) puede ser 
verificada excepto si m es impar y a^ es positivo. □
Observaciones
i) Obsérvese de nuevo que (3.25) se verif ica si G(Ug) s 0 y u^  
no es cero.
ii) Para la ecuaciôn K-V original tenemos que 5f(s) = -s - s^  y 
la condiciôn (3.25) quiere decir v s y
r  ^ ,
[9 + _ _ J | u J ^ . -  6G(u,) > 0 
nte y £ yo equivalenteme L 
, . ? I Z H L  ♦  V - 1  ^
U
iii) Obsévese que todas las condiciones (3.19), (3.22), (3.25),
(3.27) muestran explosiôn en la norma de V y por tanto en
cualquier norma mâs fuerte, en particular en la norma de cualquier
con k £ -1.
iv) Si una soluciôn no explota en tiempo finito o infinito en V 
segûn (3.19), (3.22) o (3.25) entonces su norma V permanece
acotada mientras la soluciôn existe e incluso mâs, con
i = 1,2,3 definidos en (3.20), (3.23) y (3.26) entonces
R(t) = R^(u(t)) es decreciente y |u(t)jy«s R(t).
A continuaciôn mostraremos cual es la dinâmica asintôtica de 
las soluciones que no explotan:
Proposiclôn 3.3
Supongamos que estamos en cualquiera de los casos de los
Teoremas 3.2, 3.3 o de la Proposiclôn 3.2 y sea u^€ V, u^* 0, tal
que no es una soluciôn estacionaria y que u(*) = S(*)u^ no explota 
en tiempo finito, entonces u(«) debe estar definida t £ 0 y
G(u(*)) es estrictamente decreciente: llamemos
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a = inf G(u(t)) = lim G(u(t)) 
tSO t-»CB
Entonces si la ôrbita estâ acotada en V entonces el w-limite 
de estâ formado por soluciones estacionarias, i.e. w(u^) c Fix 
y ademâs h € w(u^) si y sôlo si
- -vAh + ôf(h)j + 9h = 0 y G(h) = a (3.30)
en particular si 9 = 0 entonces
-i>Ah + Sf(h) - Jf(h)dx = 0 y F(h) » a (3.31)
Demostraciôn
Por (3.19), (3.22), (3.25) sabemos que existe 0 tal que
toda funciôn no nula en el "conjunto de energia" {G s a^ } explota
en tiempo finito (o crece exponencialmente si m^= 2, en este caso
si a < entonces u(«) crece exponencialmente para la norma de
V ). Como suponemos que la ôrbita estâ acotada en V entonces 
a e y sobre el w-1 imite G es constantemente a; si a = por
(3.19), (3.22) o (3.25) la ùnica posibilidad es u = (0} ya que el 
«-limite estâ acotado en V, pero entonces necesariamente
a = a^= G; por ultimo si a > como G es estrictamente
decreciente sobre las trayectorias entonces w c Fix y e resto es 
obvio. □
En el caso del Teorema 3.1
Proposiclôn 3.4
En las hipôtesis del Teorema 3.1
i) Si 9 £ 0 y - 4 a es suficientemente grande o si 9 ^ R y
+ 9 es suficientemente grande entonces (3.30), (3.31)1
poseen unicamente la soluciôn trivial u ■ 0. Como consecuencia 
toda soluciôn converge a cero en la norma de para todo k e R
ii) Incluso si i) no se verifies el conjunto de soluciones 
estacionarias es acotado en para todo k e N.
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Demostraciôn
De (3.9), (3.30) si u es una soluciôn estacionaria entonces
< A(u),u > + 9|u|^^= 0 y < A(u).u > = v|u|^+ f 3f(u)u
V V Jn
siendo 5f(s)s = T a. s^*^, pero por la desigualdad de Young y 
k = i ■i-î m~l
ponlendo C^= c ^ ja^ l y C^= a^- ^C(c,J)|aj| se obtiene
(obsérvese que se pueden excluir de las sumas los coeficientes a
positivos con J impar)
y|u|; + C jur;%+ Cju|= * 9 | u | V  0
y asi suponiendo que C^> 0
- + C |ur ♦ CL
(3.32)
(3.33)
y de nuevo suponiendo que el coef iciente de |u| en (3.33) es 
positivo
C |u|:. 4 0 (3.34)
V ‘ V
pero (3.33), (3.34) se pueden reescribir respect!vamente como 
,2p((u() + 9|u| ,s 0 
V
q(|u| ,) s 0 
V
(3.35)
(3.36)
con p y q de la forma as^+ bs®*^ con b > 0 si se toma c lo 
suficientemente pequefto para que C^> 0; en particular en (3.36) 
q(s) ■ as^+ bs®*^ con a > 0 y asi u a 0, mientras que si a s 0 
entonces (3.34) no es vàlido pero por (3.35) y (3.32) se sigue que 
|u|y esté acotado por una constante absolute.
El resto se sigue imponiendo que a^- ^C(c,J)|aj| y
♦ 9 sean positivos y usando el Teorema[2* ® J^C(c,J)laj|
3.i y la Proposiclôn 3. i.
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Observaciones
i) La misma discusiôn de los Teoremas 3.1-3.3 y de las
Propos i clones 3.2, 3.3 y 3.4 es vàlido para la ecuaciôn de 
Reacciôn-Difusiôn
-vAu ♦ 5f(u) = 0 (3.37)
tomando formalmente P m i  en (3.8) y H en vez de V desde (3.9),
hasta (3.30) y (3.33), ver también [9,18,38].
ii) Obsévese que con u^ fijo en V, denotando por 5 el miembro 
derecho de (3.19), (3.22), (3.25), (3.27), y (3.29) entonces 5 «s 
un polinômio de orden d s m+1 sobre cada rayo
I Au^ , A € R I = [ u^  ], por tanto sus raices reales son,
genéricamente con respecto a sus coeficientes, simples y si hay 
p s d de ellas, entonces al menos en (p+l)/2 intervalos de la
recta, g(Au^) es positiva (o negatlva) y por tanto las condiciones 
de explosiôn se verifiean en esa parte del rayo.
IV) ô # 0 # y , Ecuaciôn de Kuramoto-Ve1arde.
Ahora mostramos dos casos de la ecuaciôn compléta uno con
existencia global y el otro mostrando crecimiento exponencial de 
soluciones de forma similar al caso III anterior.
Estos casos reflejan dos tipos distintos de balance entre los 
términos no lineales, en el primero de ellos y cuando el polinomio 
tiene grado dos el término con y cancela la estructura explosive 
del término con S (Teorema 3.3, Proposiclôn 3.2) permitiendo
existencia global de soluciones, mientras que cuando el grado es
impar el término disipativo con S (Teorema 3.1, Corolario 2.1) 
origine el decaimiento a cero; en el segundo caso, donde el grado 
es dos de nuevo, el término con S aûn produce crecimiento 
exponencial y el sistema es de tipo gradiente;
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Proposiclôn 3.5
SI ôf (s) = s^ + As. A € R entonces para cada dato inicial
en V la soluciôn estâ globalmente definida.
Mâs aûn si ys + Sf' (s) £ A, con A e R tal que A £ 0 (y en 
este caso ponemos a = vL**+ 9) o tal que existe i> £ c > 0 tal que
a = (v-c)L *+ 9— ^  es positivo, entonces tenemos decaimiento 
exponencial, en H, de toda soluciôn a cero (aunque puede explotar 
en norma V). En particular si el grado es très toda soluciôn 
converge a cero en para todo k e N.
Demostraciôn
Obsérvese que la condiciôn ys + 5f'(s) £ A sôlo puede 
verificarse si ôf(s) = -ï s^ + As o si 5f es de grado impar y 
coeficiente principal positivo. Asi (2.13) como ys + 3f'(s) £ A 
entonces
i  9|u|^+ A|Du|^ s 0
ahora |Du|^s |u| |D^ u| y ]u|^  s L*|D^u|si A £ 0 el resultado es 
claro, si A < 0 entonces para cada v £ c > 0
|A||Du|^s |A| |u| |D^ u| s c|D^u|^+ -^|u|^
y entonces i -^|u|^+ |(v-c)L**+ 9— ^j |u|^  s 0 y concluimos ya
que el Teorema 2.1, el Corolario 2.1 y la Proposiclôn 3.1 nos da
la existencia global y el decaimiento a cero en la norma de 
cuando a > 0. □
Proposiclôn 3.6
Supongamos que ôf(s) = y s^ + As, A e R, entonces
G(u) = ^|D^u|^+ §|u|^+ yj u(Du)Z + ||Du|^ (3.38)
es decreciente sobre las trayectorias.
Si A £ 0, y en este caso ponemos a = vL *+ 9 + AL'^ , o si
A < 0 y existe c > 0 tal que a = (v-c)L * * 9— ^  es positivo,
entonces si u^e V verifies
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a|u^ |* - 6G(u^ ) > 0 (3.39)
entonces la soluciôn crece exponencialmente. Màs aûn definiendo
R^« R^ (u^) por
aR' = 6|G(u_)| (3.40)
entonces si la soluciôn sale de la bola en H de centro cero y 
radio R^  entonces crece exponencialmente. Ademâs denotando 
5(u) = a|u|* - 6G(u) entonces con u^ en V fiJo, g es un polinomio 
de grado très sobre cada rayo t u^ ], con coef iciente principal 
-6y y por tanto para cada u^ la condiciôn (3.39) se verif ica en 
alguna parte del rayo.
Demostraciôn
Multiplicando K-V por ^ u  = u+ e integrando en Cl obtenemos
i ^ [„|D^u|^ 9|u|^ j + J |y(Du)^u^ - 6Af(u)uJ « 0 (3.41)
pero
-éf Af(u)u. = ôf f  (u)DuDu, = |f f  (u)^(Du)^
■>cî ■'cî 2Jcî
y por hipôtesis ^f'(s) = ys + ^ , por tanto
J |y(Du)^u^ - ôAf(u)u^j = J y(Du)^u^ + |J f'(u)|g(Du)^ =
= ^[yj u(Du)^ + ^|Du|^) (3.42)
y entonces (3.41) es
||gu|^ ^ [H|d u^ |^ ||u |^ rJ^ vj(Du)^  + ^|Du|^j = 0 (3.43)
y por tanto G(u) = ^|D^u|^+ ^|u|^+ yj u(Du)^ + ^|Du|^ es
decreciente sobre las trayectorias.
Por otra parte ys + ôf'(s) =» 3ys + A y asi por (2.13)
1 d
2 dt'-|u|^ + v|D^u|^+ 9|u|^+ 3yf u(Du)^ + A|Du|^ = 0 (3.44)•^Cî
y entonces
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2 dt 
asi
-^|u|^£ v |D^ u |^4- 9|u |^ 4- A|Du|^ - 6G(u^) (3.45)
si X < 0 Interpolando como en la Proposiclôn 3.5 obtenemos
-§g|u|^£ [(v-c)L-\ g-^]|u|^ - 6G(u^) (3.46)
mientras que si A £ 0
-§g|u|^£ [vL'V 9 + AL'^])u|^ - 6G(u^) (3.47)
el resto se sigue de forma similar al caso III anterior. □
Observaciôn
i) Obsérvese que (3.40) se verif ica si G(u^) s 0 y u^  no es 
cero.
ii) Si una soluciôn no crece exponencialmente segûn (3.39)
entonces estâ acotada en para todo k e N (Corolario 2.1) y mâs 
aûn con definido en (3.40) entonces R(t) = R^(u(t)) es
decreciente y lu(t)I s R(t).
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2.4 Comportamiento Finito Dimensional. Estimaclôn de la
Dimensiôn Fractal de Conjuntos Invariantes.
Para probar el comportamiento finito dimensional de la 
dinâmica asintôtica de la ecuaciôn K-V, expresado en la finitud de 
las dimensiones de Hausdorff y Fractal de cualquier «-limite, e 
incluso de cualquier acotado estrictamente invariante, necesitamos 
prevlamente verificar algunas propiedades técnicas del semigrupo, 
principalmente la Diferenciabilidad Uniforme, [15,181; esta 
propiedad se ha verificado para K-V asi como para otras muchas 
ecuaciones semilineales en [28]. En el Capitule I, Secciôn 1.2 
introdujimos la notaciôn y los resultados que usaremos mâs abajo 
([15,18] para definiciones y mâs detalles):
Sea K c V, K es un conjunto Invariante si y sôlo si S(t) estâ 
definido sobre K para todo t £ 0 y S(t)K = K .
Para encontrar cotas de las dimensiones Hausdorff y Fractal 
de K, como subconjuntos de H, debemos encontrar cotas de los 
numéros (uniformes):
« (t) s sup expf - f  Inf tr( A (s)oP )ds]
" u^€ K ( •'o P " >
s expf -Inf f Inf tr( A (s)oP )ds] (4.1)
 ^u^€ K •’o P " >
donde N e M, P es cualquier proyecciôn ortogonal en H con rango 
N-dimensional en V^ , tr(») es el operador traza, u es la
soluciôn de la ecuaciôn comenzando en u^ € K ( u(t) = S(t)u^) y 
A^ représenta el operador de la ecuaciôn, linealizado a lo largo
de la soluciôn u(*), asi en nuestro caso con las notaciones de
(1.7)
A (s)(-) = A(') + DF(u(s))(-) = A(') + L(-) + T Db (u(s))(*)
A  '
asi para K-V:
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( s ) ( V ) = i7D*v + gv +
♦ z|y Du(s).Dv - Ï J Du(s).Dv dxj - 3 D^ ( f'(u(s)).v ) (4.2)
El resultado principal de esta técnica, [15,181, afirma que
si
Lim Sup w (t) <1
t-» » "
(4.3)
entonces las dimensiones Haussdorff y Fractal de K (como 
subconjunto de H) son finitas con d^(K) s N y d^(K) s C.(N+1) <+® 
para alguna constante C; asi necesitamos acotar inferiormente
Inf 
u e K
if Inf tr( Ay(s)oP )ds 
•*0 P
por un numéro positivo (para t grande).
Sea h(u) = |f'(u) + yu, y deflnamos para cualquier conjunto 
invariante K las cantidades
(t,K) = sup 
UqC K
B (t,K) = sup 
u € K
B (t,K) = sup 
u € K
y B (^K) = Lim Sup B^(t,K), i = 0,..,5 
Asi tenemos
s/4
0 A"l^_s/4'
Bj(t,K) = sup T- 
UqC K .
-t
0
f B^(t,K) = sup J u^e K .
-t
0
Bg(t,K) = sup -
u 6 K M
0
IAh(u)I 
0 L
h(u)|2
L"
(4.4)
Teorema 4.1
Sea K c V un conjunto invariante acotado, entonces para cada 
N € N tenemos que
Lira Sup w (t) s exp(-q^) 
t-4 ® " "
donde de forma alternativa se puede tomar
(4.5)
+ gN - C^B^(K) - C,B,(K) (4.6)
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+ (9-5V’b^(K))N - C^B^(K) (4.7)
q^ = ^ qN .^L'" + j9-4«V'B^(K)jN - C^B^(K) (4.8)
siendo constantes positivas.
Escribiendo en cada caso q^ = aN®- bN - c, entonces si b es 
positivo y N € N estâ definido por
N -^1 < 4(c/a + D(b/a) I s N. (4.9)
siendo D * , o s i b s O y N ^ e M  estâ definido por
N^ -1 < (2c/a)'^®s Ng (4. 10)
entonces la dimensiôn de Hausdorff de K es menor que y su 
dimensiôn Fractal es menor que 2N^ (ambas como subconjunto de H), 
i. e.
d^ (K) s y dp(K) 3 2N^ (4.11)
Demostraciôn
Tomando u^  en V. si P es cualquier proyecciôn ortogonal en H
con rango N dimensional en V^ , sea { } una base ortonormal
(en H) de R(P) c V^ , entonces
tr( A^(s)oP ) = vpD^ôJ^ + 9N +
M N
+ 2y y Du.Dô + a y D(f'(u)^ )D^ (4.12)
‘ ‘ i=iJ£î ‘ ‘
teniendo en cuenta que
J Du.Dôj.ô,» - 2 J D^ u. = - I  - J u. ID^J^
'a
y que
J D(f'(u)ôj)D^, =
= f f'(u). |D^  1^ - if D^(f'(u)).0f = - f f  (u).ô,.D^Ô, 
J o ' n ' J n * *'n  •'n ■'n
obtenemos las très siguientes expresiones alternativas: definiendo
lY-j 1 . / = -<■'
1 = 1
en casi todo punto de 0 p(x) = ^ |0^ (x)|^ , y h(s) |f (s) + ys
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tr( A^(s)oP ) = + pN +
1*1
-  ^rJ D^u.p + «1 f'(u)J [ ] (4.13)
N
tr( A^(s)oP ) = + #N +
1 = 1
- r D^(u).p ♦ af f'(u)f Y |D^  |4 (4.14)
■*0 M=i ^
N
tr( A^(s)oP ) = + PN +
-2 j^h(u)[ I  - 2y|^u( I  (4.15)
Usando la desigualdad de Lieb-Thirring [16,17,18): existe una 
constante C^ > 0 (que depende sôlo de la forma de £3) tal que para 
todo NeIN, y { tp } funciones regulares ortonormales en
2 1 N
L (n), L-periôdicas y de media cero
cJ^P^ (4.16)
y I p® s N^ . L~* gracias a la desigualdad de Holder y a que
r Gp = N.
■’n
Si elegimos (4.13), entonces 
IrJ^D^u.pl =* r|Au|^^Jp|^^s
y por la desigualdad de Young: para todo c > 0 a,b a 0 tenemos que 
ab s caf+ C(c)b*^  con 1/p + 1/q = 1, C(c)= ----— y - y tomando
q(cp)9/P
entonces c = ^ , p = 5, q = 5/4 obtenemos
Irf dVpI s C |Au|%% (4.17)
Jq 1^ = 1 * L
con Cj* Cj(i>, y). Por otra parte
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|«r f'(u)[ [  ]| S 5 f |f'(u)|.p'^^ f [  | D \ | 4 '  S
Jq '1 = 1 > •*£1 '1=1 '
L L M = i L J
gracias a la desigualdad de Holder, siendo r,s positives tales que 
1/r + 1/s = 2/5. De nuevo la desigualdad de Lieb-Thirring nos da
|jj f-iu)(Î ♦,dV,)i => c;'''W|f(u)| (Ï
’' a  '1 = 1 ' L '1 = 1 L '
ahora, por la desigualdad de Young con c = p = 5/3, q = 5/2 
obtenemos
|«|£j^'(«)(i[  ^Cjf'(u)|=;[^ (4.18)
con Cg= C (^y, 6, s,L); como |w| L |w| ^ obtenemos con 
C^= C^(v,a)L
laf f'(u)( [ := 3 [ | D \ l %  + C j f  (u)|%" (4.19)
C2 '1 = 1 •' 1 = 1 L L
finalmente introduciendo (4.17), (4.19) en (4.13):
tr( Ay(s)oP ) a KJ|D\|" + gN - CjAu|^^%- CjfXulj^^^^a
a ^ / . L -  + 8N - CjAu|^^%- Cjf'(u)|^^" (4.20)
Si elegimos (4.14) entonces como en (4.17)
|J^D^(u).p| s CjAh(u)|^^% (4.21)
con C^= C^ (i’). Por otro lado
14  f'(u)f I  Slf'(u)l ,,
£3 '1=1 ■' L '1 = 1 L •'
consecuentemente con c = p = 2 = q e n l a  desigualdad de Young y
usando |D^ |^  s |^  | . |D^  ^| obtenemos
‘ L L ‘
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5lf'(u)| |D0j M  s |D\|%+ (alf'(u)| j V ' n (4.22)
L'i»j  L ' 1=1 L L
as! introduciendo (4.21), (4.22) en (4.14) obtenemos 
tr( Ay(s)oP ) ^ g |e-(a|f'(u)| ,)V^J n - CjAh(u)|®;
a + |e-(a|f'(u)| „)V*Jn - CjAh(u)|®;
s/4
(4.23)
Si elegimos (4.15), entonces como en (4.19)
\ 2 Ï h(u)[ | D \ | %  ♦ Cg|h(u)|%" (4.24)
O '1 = 1 ■' 1 = 1 L L
ahora con C^= C^ (v)L. Por otro lado como en (4.22)
2?|u| „( Ï =* 5 I (4.25)
L '1 = 1 L-* 1 = 1 L L
as! en (4.15)
tr( Ay(s)oP ) a H + |p-(2y|u| „)V^jN - Cjh(u)|^^
a ^/ . L - *  ♦ [p-(2a|u|^^)V')N - Cjh(u)|S/:
(4.26)
Asi en en cualquiera de los casos (4.20), (4.23), (4.26)
necesitamos estimar el promedio en el tiempo de |Au| |u|
jf'(u)| I Ah(u) I |h(u)| ^ (con h(u) = |f'(u) ♦ yu ) a lo
largo de cualquler trayectoria contenida en el conjunto invariante 
K, por tanto con B^(t,K)-B^(t,K) y B^(K) = Lim Sup B^(t,K) como en
(4.4), obtenemos de (4.20), (4.23), (4.26):
Inf i r Inf tr( A (s)oP )ds a 
u^e r  Jo P "
a *  m  -  C^B^(t,K) - C^B^(t,K) (4.27)
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Inf T Inf tr( A. (s)oP )ds a
u^€ K ■'o P
a + O - s V ’B^Ct.KllN - C^B^(t,K) (4.28)
Inf i f Inf tr( A (s)oP )ds a 
■'n P
♦ jB-45V'B^(t.K)jN - C^B^d.K) (4.29)
u^€ K o
asl obtenemos por (4.1) una cota de la forma
«^ (t)^ '^  ^s exp(-q^(t)) siendo q^(t) el lado derecho de
(4.27)-(4.29); pero denotando q^  ^= LimSup q^(t) obtenemos para
t— » «
cada N e IN
(4.30)
con qj^  definldo como en (4.6)-(4. 8).
Para concluir necesitamos estimar el menor valor de N para el 
que q^ es positive en (4.6)-(4.8). Escribiendo q^ = aN®- bN - c, 
si b > 0, aplicando la desigualdad de Young obtenemos
siendo D = (4/5)^*2”'^ *. Ahora usamos un resultado de [18] (Lema
2.2 Cap. VI) para concluir que si N^  e N estâ definido por (4.9):
N -1 < |4(c/a + D(b/a)'"'| s N_a)S"j
entonces la dimensiôn de Hausdorff de K es menor que y su 
dimensiôn Fractal es menor que 2N^ , i.e. (4.11) se verifica:
d^(K) s and d^(K) s 2N^
Si b s 0 concluimos (4.11) con € N definido por (4.10), de
nuevo gracias al resultado de [18]. □
Asf tenemos una dependencia explicita de estas dimenslones en 
términos de los parâmetros y datos, i.e. v, g. S, y, L, y K, etc.
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Podemos Incluso estimar la dimensiôn de conjuntos invariantes 
como subcon juntos de V (gracias a los resultados del Capitulo I y 
[28] tenemos también la diferenciabilidad uniforme en la norma de 
V); ahora tenemos que estimar, como en (4.1)
I Inf tr( A^(s)oP )dsj(j (t) a sup exp -   
u^€ K •’o P
siendo ahora P una oroveccién ortoeonal en V con rango N 
dimensional en D(A); asl necesitamos acotar inferiormente
Inf if Inf tr( A (s)oP )ds 
u^e K ■’ 0 P
por un numéro positive (para t grande).
Teorema 4.2
Con las notaciones de (4.4), definimos ademàs 
,t
|D(f'(u))|^. (4.31)B (t,K) = sup i
y
B (K) = Lim Sup B (t,K) (4.32)
* t-> » ^
y obtenemos
Lim Sup « (t)'"^ *^ s exp(-q ) (4.33)
siendo
q^ = ^(jN®.L‘* + (B-aV^B^(K))N - C^B (^K) - C^B^(K) (4.34)
(comparer con (4.6)).
Escribiendo q^ = aN^- bN - c, entonces si b es positive y 
€ N estâ definido por
N -1 < |4(c/a + D(b/a)"'| s N (4.35))®^*j
siendo D = (4/5) ^ *^2*'^ *, o si b s O y N ^ e N  estâ definido por
N^-1 < (2c/a)*''®s N^  (4.36)
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entonces la dimensiôn de Hausdorff de K en menor que y su 
dimensiôn Fractal en menor que 2N^ (ambas como subconjuntos de V),
i. e.
d^(K) a y d^tK) s 2N^ (4.37)
Demostraciôn
Tomando u^  en V, y P una proyecciôn ortogonal en V con rango 
N dimensional en D(A), sea { 0 ^ . . . }  una base ortonormal en V de 
R(P) c D(A), y llamemos D0^  entonces { 0^ . . . 0^ > es ortonormal 
en H y como
tr( Ay(s)oP ) = ^ <AoP0^,0^>y + Ÿ
" N
Y ^ <Db^(u(s))«P0^ ,
J=21=l
N
tr( Ay(s)oP ) = uJ^|D^0j^ + PN +
N . N
+ 2y y D(Du.0 ),0. - a y D^(f'(u)0 )D0. (4.38)
i&iJn ‘ ‘ 1 = 1-<Q ‘ ‘
(comparar con (4.12)) y definiendo en casi todo punto de £3 
N _ N
p(x) = Y (x)1^  y p(x) = Y l^ ,(x)| obtenemos
2y y f D(Du.0 ).0, = y. f D^u.p (4.39)
iti-lfj ‘ ‘ Jn
y
a y r D^(f'(u)0 )D0 = -ô[ f f'(u) y 0 D^0 - f D(f'(u)) y 0 0^ 01
i t i J £ 3  ‘ ‘ U n  i t i  ‘ ‘ J£3 i & i  ‘ 'J
(4.40)
Como en (4.17)
" I 5/4
5/4
yf D^u.pl =* 5 [|d"0 C |ôu|%
■’£3 1^ = 1 ‘ ' L
= Cj(v.y). De (4.18), (4.19)
sj f(u)l î *,dS,)| = ï I | D \ | %  . cjf(u)|'' 
n '1 = 1 / 1 = 1 L L
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con C^ = C^ (v,6)L; finalmente en (4.40)
l«r D(f'(u))[ Y =* 4  |D(f'(u))|.(p)'^\ [ [ |D^0j4 ^
n M=i ' •'n M=i ^
s 5(L.N)‘^ ^|D(f'(u))| f Y S  ^[ |D^0j^^+ ^ LN|D(f' (u
M=i L ' 1 = 1 L
) ) I
(4.41)
donde hemos usado la siguiente cota sobre p:
I ' l y  Ë,l*,l[.= \Ë  = L"
asi por (4.38)-(4.41) obtenemos
N 2
tr( A^(s)oP ) & ^ [ |D^0j^^+ (8-^ L|D(f'(u)) |^ )N
- C j A u l -  -C^|f'(u)|-
y entonces
tr( A (s)oP ) & ^  N^ . L'% 0--L|D(f'(u)) |^ )N
- - C j f  (u)|'2 (4.42)
Ahora con las notaciones de (4.4) y con B^(t,K), B^(K) como en
(4.31), (4.32), y como en el Teorema 4.1 obtenemos
Lim Sup w (t)'^ *' s exp(-q ) 
t-^ » “ ^
con q^ definido en (4.34). El resto es como en el Teorema 4.1. o
Observaciones
1) Obsérvese que por el Teorema 2.3 y la Proposiciôn 3.1 punto
ill), B^(K),..,B^(K) son finitos e incluso las estimaciones del
Teorema 3.2 (2.32), (2.41), pueden darnos cotas superiores de los 
numéros B’s. Observâmes también que de una cota para B^  se obtiene 
facilmente por la desigualdad de Holder una cota sobre B^ , y que 
B^  y Bg son del mismo orden que B^ .
il) En particular si 5(f) = 2 entonces sôlo dos estimaciones son
necesarias, a saber B^ , B^ ; ademàs si h(s) = ^f'(s) + ys es
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constante, i.e. 5f(s) = -ys + Xs, X € R, entonces la estimaciôn
(4.7) se hace lo mis simple posible ya que B^= 0.
En general si 5(f) = 2 como supondremos que el conjunto
invariante K estâ acotado en V y como |u| ^ L|u| entonces este
l“ V
término estâ uniformemente acotado en el tiempo sobre K y por 
tanto obtenemos una cota sobre B^  y B^ ; asi si 9(f) = 2 sôlo
tenemos que estimar pero
y ahora por (2.13), (2.14)
^|u|" + v|D^u|" + 2(8-C^)|u|" s C^-(iu|"]
con C^ = C^(v,5,y), C^= C^ (i»,5,y), asi integrando 
_t ,t
lu(t)r + r,2 . ..r ,.2^ |2 , 2(8-C )j |u|: . |u C J |u|:*':»
•'0 ■'0 ■'0 
entonces si dénotâmes (a)^ la parte positiva de a (i.e. a si es no 
negativo, cero en caso contrario), tenemos
(4.43)
como suponemos que K c V es acotado e invariante definimos
|K|^ = sup(|v| v e K } |K| = sup(|v| , V e K } 
V
|K|.= sup(|v|^^, V € K } s L|K| (4.44)
y asi en la desigualdad anterior (4.43), se obtiene para todo u^  
en K y t > 0:
I-|K|o * 2(1-8)^. |K|U c^ .|Kl (4.45)
consecuentemente (4.6)-(4.8), (4.34) y en (4.9), (4.10), (4.35) 
y (4.36) se puede estimar sôlo en términos de |K|^ , | K|| K | ^  .
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Ill) Si K es un conjunto invariante y acotado en V, i.e. S(t)K = K 
t a 0, entonces truncando como en [29], en un entorno de K 
obtenemos un sistema dinàmico truncado (S^ ) que posee una variedad 
cerrada, invariante, finito dimensional y exponencialmente 
atractiva 5II.J. (ya que « N* N >> 1); entonces K c U1.J. y asi K es 
finito dimensional.
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CAPITULO III.
VARIEDADES INERCIALES DE SISTEMAS DINANICOS DISIPATIVOS 
EN ESPACIOS DE BANACH.
En los ûltimos anos un enorme esfuerzo se ha realizado para 
comprender el comportamiento asintôtlco de sistemas dlnàmlcos 
generados por ecuaciones diferenciales, ordinarias o en derivadas 
parciales; en esta direcciôn conceptos como el de Atractor Global. 
[7.8a] o el de Variedad Inercial, [11.12,12a,13], Juegan un papel 
muy importante, tanto en el aspecto teôrico como en el pràctico 
(computacional), para una clase de sistemas llamados genéricamente 
"disipativos".
Una Variedad Inercial para un sistema dinàmico disipativo, es 
una variedad finito dimensional en el espacio de fases donde se 
plantea el sistema dinàmico (que es infinite dimensional para las 
ecuaciones en derivadas parciales), que es invariante, contiene al 
atractor maximal y que atrae con una tasa exponencial las 
trayectorias que comienzan en conjuntos acotados del espacio de 
fases.
La existencia de estos objetos ha sido probada para 
diferentes ecuaciones, [13,14,15], siguiendo algunas ideas 
générales que son el objeto de estudio de este capitulo. Aqui 
modificamos las ya conocidas técnicas hilbertianas para poder 
cubrir ecuaciones semilineales parabôlicas disipativas en espacios 
de Banach arbitrarios, generalizando las llamadas Condiciones de 
Salto Espectral.
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3.1 Planteamiento. Descripclôn del Hétodo.
Sea X un espacio de Banach . A:D(A)c X » X un ope r ado r
lineal, cerrado de dominio denso. Mis aun supongamos que A es 
sectorial en X , [1,2,3].
Supongamos que Re(<r(A)) > 0; asl con a e 0 tenemos 
definidos los espacios de interpolaciôn X* verificando X* c X^ si 
a a 8: X°=X, D(A]= x', con inclusiones continuas (en X* se toma la 
norma |u| = |A*u| V u e x“, |*|q=|‘|)-
Sea f:X* ---- * X^ con a,8 t 0, acotada y lipschitziana sobre
acotados, i.e. para cada B c X* acotado existen L(B), M(B) 
constantes positivas taies que:
(Hl) (u)-f(v)L(B)ju-vj^ V u,V € B
(H2) |f(u)|ga M(B) V u e B
Consideremos la Ecuaciôn Semilineal en X 
u + Au + f(u) =0
(ES) I
u(0) = u^
Supondremos que (ES) genera un Sistema Dinàmico (Semigrupo no 
lineal) en X*, llamado (S), i.e. una familia de aplicaciones
S(t):X*---> X* t £ 0 tal que para cada u € X* (ES) tiene una
ûnica soluciôn u(t) = S(t)u^, t a 0 tal que
u(0 € C([o,»),x“) n C*((o,«.),x“)
(para resultados de regularidad ver [1]). En este sentido para 
aplicar las técnicas de [1] basta pedir
(H3) 0 s a -8 < 1 . a e [0,1]
([1] Cap.3 sec.3.5 ejercicio 1), aunque alguna restricciôn màs
aparecerâ màs adelante. En la pràctica los casos màs corrientes 
corresponden a 8 = 0 con a e [0,1), pero es interesante ver como 
afecta a los resultados la regularidad de f.
En particular si X es un espacio de Hilbert, real y 
separable, y A es un operador autoadjunto con résolvante compacta
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(ver Secciôn III.3, abajo) podemos définir X"^ como el dual de X*.
a £ 0, y en este caso en (H1)-(H3) podemos tomar a,g € R y
utilizar todos los resultados del Capitulo I.
(H4) Supondremos ademàs que el sistema dinàmico es 
"disipativo" en el sentido de que tiene un Atractor Maximal 
compacto, [7].
La hipôtesis (H4) implica que existe un conjunto 5 c X* 
acotado y absorbente, i.e. V B c X^ acotado 3 t £ 0 tal que
V t £ tg S(t)B c S. Por contra la existencia de un conjunto 
acotado y absorbente implica la existencia del Atractor Maximal si 
por ejemplo 8 es compacto o si S(t) es compacto para t grande. 
[7.8,8a,13].
Entenderemos por una Variedad Inercial de clase y
dimensiôn N para (S) a una variedad topolôgica SI) de dimensiôn N y
clase c'^, subvariedad regular de X* (i.e. la topologia de 81 es la
inducida por X**) tal que:
i) S(t)JJl c m  y t £ 0
il) m  contiene al Atractor Maximal de (S).
üDExiste M > 0 tal que V B c x''^ acotado, 3 C(B) £ 0 tal que 
dist( S(t)B,m ) s C(B)exp(-Mt) V t£ 0.
Obsérvese que la tercera condiciôn implica la segunda por la 
invarianza del Atractor Maximal cuando JIl sea cerrada en X*.
Denotaremos en un espacio métrico (X,d):
dist (x,A) = inf| d(x,a) , a e A j x e X . A c X
dist(A,B) = sup| d(a,B) , a € A | A,B c X
obsérvese que dist(A,B) y dist(B.A) en general no coinciden y que 
dist(A,B) *  0 si y sôlo si A C B.
Sea <r(A)“ <r^ u donde e y «r^.cr^  son conjuntos
espectrales, [1]; sean P.Q las proyecciones asociadas a dicha 
descomposiciôn del espectro de A y sean X^« P(X), X^* Q(X).
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El siguiente resultado es bien conocido:
Lema 1.1 [1,2,3,5]
i) P y Q conmutan con A, A®, e t £ 0. En particular X^ , son
A, A®, e t £ 0 invariantes.
ii) P y Q restringidas a X® son proyecciones en X®; A^= A,^ es
sectorial en X ; f(A^)= y p|x J “ ^ )X ‘ ^  particular
Q(X®) * Q(X) n X® = D(A®,y) = X® con un resultado anâlogo para
I 2 ^
PCX®), asi X®- X® • X®. □
Supongamos que <r^ es acotado (y por tanto A^  es continue, [1] 
Cap.1 Teorema 1.5.2.) e introduzcamos las siguientes notaciones:
0 < 5j< infj 
0 < sup| 
0 < S^= sup|
([1] Teorema 1.5.3)
Re(X) . X £ (T^ l , 1 g (1,2) (1.1)
Re(X) . X e < » (1.2)
|X| „ X E 0-^1^ < œ (1.3)
que se verifican con t £ 0 y a € (0.1]
e-A,t 1 " V'"'" (1.4)
e\t 1 s C^e^3^ (1.5)
| A ® | s c ^ a ®  (1.6)
3 C^£ 0 tal que | A® e“V  | s J L . *"*2^ (17)
t®
Observaciones
i) Si no se verifica Re(<r(A)) > 0; podemos tomar X € R tal que 
Re(f(A+XI)) > 0 y trabaj^r la ecuaciôn u^+(A+XI)u +(f-XI)(u) = 0 
que verifica todas las hipôtesis hechas.
ii) Un caso interesante es cuando X^  es finito dimensional, lo 
cual es équivalente (ya que <r(A^ )» o-^) a es finito y puramente
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puntual", i.e. todo elemento de <r^ es un autovalor de 
multiplicidad flnita; esta condiciôn queda a su vez asegurada por 
ejemplo si es finito y A tiene resolvente compacta.
ill) La constante definida arriba puede ser tomada 1 por 
ejemplo en el caso de X espacio de Hilbert y A^  un operador 
Normal. En general depende de la particiôn de (t(A) pero sôlo por 
la condiciôn (1.6).
iv) En el caso de X un espacio de Hilbert real y separable (caso 
al que dedicaremos un estudio especial, Secciôn III.3.1) y siendo
A con resolvente compacta los 3^  pueden definirse con en
(1.!)-(!.3). de forma que (1.4)-(1.7) sigan siendo ciertas.
v) Como A^  es continue en X^  y por tanto isomorfismo, entonces 
X®= X^  V a € [0,1] de forma que | y |*| son équivalentes; en 
todo caso usaremos siempre la norma | en X^ .
Por la descomposiciôn de X dada por P y Q todo elemento de X,
u, se puede escribir de forma ûnica u = p + q con p € X^ , q € X^ ;
proyectando (ES) segûn P y Q obtenemos el sistema équivalente:
p^+ AjP + f^(p + q) = 0
q^+ A^q + f^(p + q) = 0 (1.8)
p(0) = p^ q(0) = q^
donde f^= P»f, f^= Q«f.
Como la dinâmica no transitoria de (S) estâ en S, truncamos 
la no linealidad en un entorno de 8 de forma que el sistema 
résultante sea màs tratable; introducimos asi el PARAMETRO DE 
TRUNCAMIENTO p > 0 de forma siguiente:
Sea p > 0 tal que S c B(p), siendo B(p) la bola abierta de 
centro 0 y radio p, en X®. Sea 8 € c '(R ) tal que valga uno en el 
intervalo [0,1] y cero en [2,«), no creciente y con derivada 
acotada.
Sea F:X®--- > X^ tal que F(u)« e|— . f (u); asl
sop(F)c B(2p), ^[Blp] ^ ^ globalmente lipschitz y acotada
en X®.
En general si g:X® » X^ es acotada y lipschitz
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escriblremos |g|^ sup| |g(u)|p . u c X®| y g(g) la
constante de lipschitz de g.
En nuestro caso sea K = K .(f.p) = K „(F) con K = K 
a,8 a,8 «,8 a.o a
y |F'a
Ademàs denotaremos |Q| » |Q| |Q|_* |Q| la norma en el
£(x“) "
espacio de aplicaciones lineales continuas en X^ , £(X^ ).
Tenemos asi la ecuaciôn y el correspondiente sistema 
truncados:
u + Au + F(u) = 0
(ES)^
u(0)
p^+ A^p + Fj(p+q) = 0
q^+ A^q + F^(p+q) = 0 (1.9)
p(0) = p^ , q(0) » q^
siendoF^: P®F,F^» Q®F. El sistema dinàmico asociado a (ES).^  lo
representaremos por (S^ ); obsérvese que este sistema depende de la 
elecciôn de p.
Buscaremos una variedad invariante para (S^ ) de la forma
JIl = Graf(0) donde ÿ:X® » X®. Asi si u^= p^+ q^e JH debe ocurrir
que S.j.(t)u^ = u(t) = P(u(t)) + 0( P(u(t)) ) t £ 0, por tanto
p(t) = P(u(t)), q(t) = 0(p(t)) deben verificar el sistema asociado 
a (S^ ), (1.9), en particular q = 0(p(t)) debe ser soluciôn de
q^+A^q + F^(p+0(p)) = 0, q(0) = q^= 0(p^ ).
Por tanto JIl es invariante si y sôlo si para cada p^e X^ el
sistema
p^+ A^p + F^(p+0(p)) = 0
q^+ A^q + F^(p+0(p)) = 0  t £ 0 (1.10)
p(0) = Pg, q(0) = ♦(Pg)
tiene por soluciôn a |p(t),0(p(t) )j ; por estar la primera 
ecuaciôn desacoolada esto nos permite encontrar un problems de 
punto fijo del cual 0 es soluciôn.
Sea 0:X® » X^ , lipschitziana, asi F^(I+0):X®----> X^ es
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globalmente lipschitziana y acotada. entonces
p^+ A^p + F^(p+0(p)) = 0 , p(0) = p^
tiene una ûnica soluciôn, globalmente definida en todo R (ya que 
A^es continue) p(t) = p(t,p^,0), p e c'(R,X®) tal que
p(t) = e”*!*^ p - e‘*i“-'*’F (l+0)p(s)ds , t € R (1.1 1)
y para cada q^ e X^
q^+ A^q + F^(p+0(p)) = 0. q(0) » q^
tiene soluciôn unica en [0.«) q(t) = q(t,q^,p^,0) dada por
q(t) = e’*2**' ^'q(r) e‘*2“-'*V (l+0)p(s)ds, t e r  (1.12)
Siguiendo las lineas de la construcciôn de la Variedad 
(local) Centro Inestable, [1.4]:
Lema 1.2
Existe un ûnico q^e X^ tal que q^ + A^q + F^(p+0(p)) * 0 tiene 
soluciôn definida en (-œ.oo) y acotada en X® para t— » -« que 
ademàs viene dado por 
„0
- eS*^  F (I+0)p(r)dr (1.13)
y dicha soluciôn es q(t)
con t e R.
e'*2'^ ''^ ’F^(I+0)p(r)dr (1.14)
Demostraciôn
Sea g(r) = F^(I+0)p(r), r € R. asi g es acotada en X^ . Si q 
es soluciôn de la ecuaciôn. definida en (-».») y acotada sobre 
(-«0.0) en X® , entonces q verifica (1.12):
q(t) = e"*2**’ ^*q(r) - e**2(*’‘*’g(s)ds, t e r
Con t » 0 y r — » -» como | e^2^  q(r)| s C e*2 .^ |q(r)|  > 0
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tenemos: q = - e 2 g(s)ds lo cual prueba la unlcldad. Ademàs
esta intégral es convergente: 
,0
eV g(r)dr | s sup |g(r)|
D rso ^
y por (1.7) I A®*^e | s ^a-g e ^2  ^ t s 0 y por (H3)
t*-g
0 s a - g < 1, asi la integral define un elemento de X®. La 
soluciôn de la ecuaciôn con este dato inicial es
q(t) ■ e‘*2^
o bien
.0
£*2*^ g(r)dr -
-00
(t-"^ 'g(r)dr t £ 0
e'*2“’"*’g(s)ds, t £ 0
q(t) = -
pero esta misma expresiôn tiene sentido para t € R y define una 
funciôn que es soluciôn de q^+ A^q + g = 0 ,  t e R . y e s  acotada 
para t— » -» . a
Por tanto hemos definido una transformaciôn no lineal
T : * -----» T(*)' tal que
,0
T(^)(Pg) = - e 2 F (l+0)p(r)dr V p € X (1.15)
siendo p(r) = p(r,p ,0).
Lema 1.3
Sea 0:X" X lipschitz, tal que J(0) = 0 .
Entonces JJl * Graf(0) es una subvariedad lipschitziana de X , 
positiva y negativamente invariante para (S^ J.
Ademàs V t £ 0 |m homeomorf ismo de 5H.
Demostraciôn
Sea u^» Pg+ q^" p^+ P (p ^ ) e ÎH, sea p(t) » p(t,p^,0), t e R.
soluciôn de p ♦ A p ♦ F (p+0(p)) ■ 0 , p(0) « p ; sea t g R
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entonces p(s,p(t),0) » p(s+t,p^,0), s € R (por la unlcldad de 
soluciones), por tanto de (1.15)
0{p(t)) » T(*)(p(t)) 
,0
0(p(t)) « -
e 2 F^(l+0)p(r,p(t),0)dr
e 2 Fg(l+0)p(r+t.p^.0)dr
y tras cambiar de variable 
_t
0(p(t))
- L ' ' " "
F^(I+0)p(r)dr t e R (1.16)
pero por el Lema 1.2, (1.14), esta funciôn es soluciôn, en R, de 
q^+ A^q + F^(p+0(p)) ■ 0 con dato inicial 
.0
e*2"^ F^ (I+0)p(r )dr = 0(Pg)
-œ
Por tanto (p(t),0(p(t)), t e R, verifican (1.10):
p^+ A^p ♦ F^(p+0(p)) = 0 
q^+ A^q ♦ F^(p+0(p)) = 0 
p(0) = p , q(0) = 0(p^ )
t g R
y por tanto p(t)+0(p(t)) = u(t), t g R, es soluciôn de (S^ ) y
asi u(t) = S^Xt)Ug g m, t g R.
Como acabamos de ver
S.^ (t)u^ = p(t,P(u^),0) + 0( p(t.P(u^),0) ) V u^g m  (1.17)
estâ definido para t g R, es continue en u^ , por la dependencia
continua respecte a datos iniciales y claranente
I S.j.(t)|jjj j = S.j.(-t)|jjj , por tanto es un homeomorf ismo de 3H. a
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3.2 Existencia de la Variedad Inercial. Primera y Segunda
Condiciones de Salto Espectral
Veamos propiedades "a priori" de la clase de funciones 0 
sobre la que se debe plantear el problems de punto fijo:
Lema 2.1
Sea 0:X* > X® lipschitziana
i) Entonces J(0):X®---- > X® y es acotada independientemente de
ii) Supongamos 3 c > 0 tal que F:X® > X^ **" c X^ es acotada.
Entonces T (0) : X®----» X®*^ c X® y es acotada en X®*^
independientemente de 0.
En particular si las inclusiones X^c X^ a > b son 
compactas (i.e. si A tiene resolvente compacta) entonces el rango 
de T(0) estâ contenido en un conjunto relativamente compacto de X® 
independiente de 0.
Demostraciôn
i) Que J(0):X®-- > X® nos lo dice el Lema 1.2; y como alli
' ,0
1 T(*)Po sup j F^(I+0)p(r) Ig 
y I F^(I+0)p(r) IpS l|FL,p'
^a-g e^2^dr
(-r)‘ 
Por tanto
iT(»)pj^. ■ v b ' P . « <
*2
,0
I A®’^ e V  II F^(I+0)p(r) J^^^dr s
|Q|g®c ''"l. g.c C.-g
2
el resto es obvio.
i®g-a a,g
a
= b „ (2.2)
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-ema 2.2
Sea como arriba |P| * |P| ■ Entonces
£(X“)
Sop( T(0) ) c B( Z p C ^ \P [^  ) (2.3)
siendo B( 2pC^|P|^ ) la bola cerrada en X® de centro 0 y radio
Demostraciôn
Sea M a i ,  sea p^€ X® tal que |p^|^ > 2pM £ 2p, asi 
, 2pM
I Pj,+ *(Po) ip|- |Pg|g > jpj- y esto es mayor que 2p si y sôlo
si M £ |P|^ En este caso existe un intervalo abierto, I, que 
contiene a cero, tal que si p(t,p^,0) es la soluciôn de 
p^ + AjP + Fj(p+0(p)) = 0, p(0)= p^  se verifica
p(t) = e**i'*^ '*’p(s) y t £ s, t,s € I
ya que sop(F) c B(2p), por construcciôn. Con t = 0  s < 0, s g I, 
tenemos por (1.4)
< lPola=® C^e^t^. | p ( s ) | /  C ^ j p ts)!*  
ya que s < 0 y ô^ > 0; por tanto si M £ C |P|^ entonces 
I o (-W,0] y p(s) no puede alcanzar en tiempo negativo la bola
B(^ ^  ) y ademàs
2pM
1 P(S)+ 0(p(s)) |^£ p y  |P(S)|* > yp|-^ y s s 0
a 0
Asi eligiendo M £ C^ . jP|^ £ |P| £ 1 tenemos
F( p(s)+ 0(p(s)) ) = 0 y s s 0 
,0
e*2*I
2T(0)(Pq) = - F (l+0)p(s)ds = 0
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Lema 2.3
Sea 0;X®----» X^ lipschitziana de constante L. Si se
verifica la Primera Condiciôn de Salto Espectral:
“..s ■ v (  V  <  IMs V s -  11'" C'* ) > “ 12-
Entonces T(0):X®-
4)
X^ es lipschitziana de constante
.[ TCP) )
a
o' tt-g~ 
i+g-a "«.3
(2.5)
Demostraciôn
Sean p^  ^e X®, i € {1,2}, y sean p^  las soluciones de 
p^ + A^p + Fj(p+0(p)) = 0, p(0) = p^  sean u^= p^+ 0(pj. Sea
la constante de lipschitz de F^ , asl K s g y
V  EQlg esto
.0
IT(*)(P„) -T(*)(Po2)|/ I a“- V 2*|.|F^(u^)-F^(u^)| ds
J - o o
y I Fg(uJ-F^(u^) Ig s K^d+L). Jpj-p^ l^ ; ademàs
.t
Pj (t)-p^(t) = e'*!*^ (Po.-Poz) -
0
(Og)j(s)ds
aqui t s 0, usando (1.5), (1.6) tenemos que
.0
(PrPzL^t):^ e”V ("o IFoi Pq Z^ ."iK.ii'L,»;-'
5 s, 1
e 3 |Pj-pJ
t ®J
de donde con el lema de Gronwall, con t s 0
|p,-pja(t)=' Cjp^^-p^j^.exp
asi
que es convergente por (2.4) y (H3); asl
'®:^ e°.,g=ds
(-s)a-g
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K . (l+D.C .C -.r(l*0-a)
|T(^)(P,,)-T(^)(P,,)L^  ----- 3 ^ --------  |Po,-Po:l.
*.p
y per tanto concluimos.
Observacl6n
g> 0 si y sôlo si
Los Lemas anteriores determinan en cierta forma la clase de 
funciones en la que plantear el problema de punto fijo:
Definicidn 2.1
Sean b,L > 0. Sea  » X^ , <f> estâ en la clase ^ si y
solo si
i) ^ lipschitziana de constante no mayor que L
|^(pj-^(p^>|^s L. |p^ - pj^ V P^.Pg « X“
ii) * acotada por b
I *(P) 1*3 b V p € X*
iii) sop(*) c b( 2pC^gP|^ )
Asl los Lemas 2. 1-2.3 nos dicen que verificandose la Primera 
Condicidn de Salto Espectral, (2.4), y con b^ ^  definido por 
(2.1), y L ^ g  por (2.5) tenemos que
T-5b.L
Ademàs los espacios ^ son claramente subconjuntos 
convexos, cerrados y acotados del espacio C^(X®, )C^ ), por lo tanto 
heredan de éste una topologia métrica para la cual son espacios 
completos.
Ahora ya podemos abordar la existencia de la variedad 
inercial por medio de la existencia de puntos fijos de J-
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Lema 2.4
Con las notaclones anteriores, supuesta la Primera Condiciôn 
de Salto Espectral (2.4), entonces
T:5v“b ,L — » 3. , es lipschitziana de constantea . $ ' a . p
LIT) « ' "  : % * " "    (2.8)p-Ct 1 *p-cc
«3 *4
Ademàs si F verifies las hipôtesis del Lema 2.1 11) y A tiene 
resolvente compacta entonces f es compacta.
Demostracién
Sean ^ , asi
d( ) = supj|T(4\)p-T(*2)p|*. P e X* j; sea p^ e x“, y
sean = p^+ 0^  (p^  ) siendo p^  las soluciones de
p +^ A^p + F^(p+0|(p)) = 0 . p(0)= 1 6 (1,2)
.0
|TI*,)P„-T(»j)P„l.= J  A“-Va‘|.|F^ (u,)-F^ (u^ )|gd=
|F^(u,)-F^(u^)|^ 5 ':,(ll*L)|P.-P:l.' -(♦,.♦,)]
y tenemos Pj(t)-p^(t) = - |f^ (u^  )-F^  (u^)j (s)ds asi para
ïmos 
.0
eVj(l+L)[Pj-p^|^(s)+ d(0^,0^)jds
t s 0 con (1.5), (1.6) obtenem
,
con lo que la funcidn y(t) e^3®5p^-p^|^(s)ds cumple
- -§t y(t) ^ * C^^8^-^(1+L)y(t) , t s 0
asl con t 3 0 por el lema de Gronwall
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y por tanto
|T(*,)Po-T(*,)Pol,s ds +
♦ K I A*"*eV|ds d{0j.0^)
de donde usando (2.5) y (1.7) concluimos el resultado.
La compacidad de J es una simple aplicaciôn del teorema de
Ascoli-Arzelâ ya que %($. ,) c g. , es por tanto una familia
og"
equicontinua y por el Lema 2.1 ii) jT(*)(p) . * ^ &b L^ en
un conjunto relativamente compacte de X*, para cada p e X® fiJo. □
Teorema 2.1
Sea L > 0. Si se ver if ica la Segunda Condiciôn de Salto 
Espectral:
*0 '
3 2
siendo:
(■
< 1
1
i*P-a
(2.9)
(2.10)
entonces J es contractive en g , . Consecuentemente J  tiene un
ag"
ûnico punto fijo en g .
ag"
Demostracién
i) De (2.4) y (2.5) L^s L si y sôlo si £l^a y asi por (2.7)
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que uno por (2.9).
S A
il) Supuesto i) por (2.8) ^ —  . A^ + —  ^ ^ que es
Observaciones
i) Si 8 " 5^ ( < )' por ejemplo en el caso hilbertiano con A
autoadjunto, entonces
A A, A y  A,
L(T) =*
^3 *2 3^
y esto es mener que 1 si y sôlo si
w ( v s ) ' ' ® ' “ '2*2>
ii) En el caso de f compacta (Lema 2.1) y si R^ , el teorema
de Schauder nos da la existencia de puntos fijos de J ya que 
g. , es convexe, cerrado y acotado.
ag'L
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3.3 Atractividad Global. Tercera Condicidn de Salto
Espectral
Pretendeacs ver ahora bajo qué condiclones adicionales la 
variedad construida en la Secciôn III.2 es atractiva para (S.p).
En el caso particular de los espacios de Hilbert se obtienen 
condlciones mis finas, debido a la sobresaliente propiedad de 
COMPRESICM FUERTE (Strong Squeezing), [11,13,14]. Nada anàlogo a 
esto ha sldo probado aùn para espacios de Banach generates, donde 
de todos modos una Tercera Condiciôn de Salto Espectral nos dà la 
atractividad (exponencial) de la variedad.
En este sentido los dos prôximos Lemas seràn claves.
Lema 3.1 [14]
Sea I c R intervalo, sean y,z; I > R*, r > 0 y el cono
C^“ I (y,z) € R* X R*, z a r. y I . Supongamos que con tel, en C^
se verifies
i y + ay + bz a 0z - cy + dz 3 0
siendo a,b,c,d no negativos. Asi
i) Si
(3.1)
d - > 0 (3.2)
y con s e [t^ ,t] c I se tiene (y(s),z(s)) e C^ , entonces
z(s) 3 z(t^)exp|-(d ^  )(s-t^ )j , s e [t^ , t] c I (3.3)
ii) Si
entonces
d - by > 0 y d - b y - a  - a 0 (3.4)
Zy= I (y,z) € R*X R*, Z 3 y.y I (3.5)
es invariante y exponencialmente atractivo de orden
exp|-(d - by)tj, i.e. si con t^ e I se tiene (y(t^ ), z(t^)) e Z^ ,
entonces (y(t),z(t)) e Z V t a t , tel, y si
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(y(s).z(s)) # Zy con s € c I entonces
|z(s) - r.y(s)j 3 |z(t^ ) - ri.y{t )^|exp|-(<t - by) (s-t^)| (3.6)
Demostracién
1) Si con s 6 (t^ , tl cl  se tiene (y(s),z(s)) e entonces
z(s) a y.y(s) y asi como c a 0
z + (d--^). z 3 0 (3.7a)
asi (3.3) es obvio.
ii) Si (yisj,z(s)) c con s e It^ .t] c I entonces
(z - y.y) 3 -{d -by).z (c + ay), y
^ ( z  - y.y) + (d - by)[z - yj s 0
supuesto que d - by > 0; asi ^ 2 ^ 7 si y sôlo
si d - by - a - a 0 y en este caso
-^(z - y.y) + (d - by)|z - y. yj 3 0 (3.7b)
El resto es obvio. □
Observaciôn
En particular si I = [t^.m ) y (y(t),z(t)) € con t e l
entonces y(t),z(t) -----> 0
Lema 3.2 ((!], Cap. 7, Lema 7.1.1)
Sean b a 0 . g > 0 , a(-) una funciôn no negativa, localmente 
integrable en [O.T). T 3 ».
Sea u(') no negativa, localmente integrable en (0,T), tal
que
u(t) 3 a(t) + b. 
Entonces
g-i
(t-s) u(s)ds t e I0,T) (3.8)
0
u(t) 3 a(t) + 0. ( liS ) (e(t-s)).a(s)ds t e (0,T) (3.9)
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siendo e - [b.ro)]^ ’ r(ng-Pi) <3
En particular si a(«) es constante entonces u(t) a a.E^(et) y
adeais existe M^(g) > 0 tal que
Eg(t) s M^ e'^  t € (O.T) (3.11)
3.3.1 Caso Hilbertiano.
Supondremos que X es un espacio de Hilbert real y separable, 
A operador autoadjunto con resolvente compacta (ver Capitule I).
Sea <r(A) * |^n}neN sucesidn no decreciente convergente a ♦« ,
de los autovalores de A (contados con su aultiplicidad) y sea
base ortonormal de X de los autovectores de A; sea por{®n}n€N
ultimo
 y v { ^ } n a N * l  ^3.12)
asi Xj, 5^= 83= X^ , C =  1, |P|^= |Q|^= 1. Obsérvese
que no se ha supuesto que los X^ sean todos distintos, tan sôlo 
que
Teorema 3.1 (Propiedad de Compresiôn Fuerte) [11]
Sea y > 0 , definimos
Zy- |(u,v) e X“x X® , |Q(u-v)|^s y. lP(u-v)|^| (3.13)
Supondremos que F es algo màs regular: F:X®-----> X^ es
acotada y lipschitz, siendo
0 3 a - B 3 1 (3.14)
i*g-«
ademàs que )
y asi definamos
Supongamos X^^^ > ^ (3.15)
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7^ « a.gi+g-e 
^N+1 " *^ a.g
> 0 (3.16)
Sea 7  > 7^ . Si se verifies la Tercera Condiciôn de Salto 
Espectral:
Vs ‘ V r  V  w  V  " <2.17)
i) Si (u^.Vg) e Zy , entonces (u(t).v(t)) e Z^ V t a 0 
siendo u(t) » S.^ (t)u^  y v(t) * S^^ tlv^.
ii) Si (Ug.Vg) a entonces V t a 0 tal que (u(t).v(t)) e Z^  ^
se tiene
lQ{u-v)|^(t) 3 exp(-M^ g.t)|Q(u^-Vg)|^ 
|u-v|^(t) 3 (l+r'*).exp(-M^_p. t)ju^-v^|^
siendo
r a-g a-g-|
- Vg[ V l  + f -^ N J > 0
(3.18)
(3.19)
(3.20)
Demostracién
Sean u^.v^e X , como u(*),v(0 son soluciones de (S^ )
entonces w = u - v verifies 
p * Pw, q = Qw, asi
w + Aw + F(u) - F(v) = 0. Sean
p^+ A^p + F^(u) - Fj(v) = 0
q^+ A^q + F^(u) - F (^v) = 0
multiplicande escalarmente por A^ ®p, A^®q (vease el 8-producto 
definido en la Secciôn I.l) cada ecuaciôn
2 |Pla*i " " FJu) - F (v )|a[“p > = 0
2 hla*i " < Fg(u) - p3(v)|A3®q > = 0
(3.21)
(3.22)
Etipi:' ipi«^
per© por la construcciôn de X^  y usando la representaciôn
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espectral de A (ver Capitule I) es innediato que
\ |Pla y |Pla*i =* V  IPla 3^ 33)
î  &|PlI '  - \ |p |^  V s \  ^ [iP l/h l.jlP l. 13 2(1
Como a + g a 2a - g si y sôlo si O s a - g s l  y en este
2$*i-za
caso se tiene |q|g i a l'^ lza 8 entonces en (3.22)
podemos acotar ;
< F3(u) - F2(v)|A=*q > 
a-g-—
|F,(u) -
V i  ' K.s(|p|.' bljlil..!
y por tanto
ï l’ l..i(lll..l - 1.s(lPl.*lllJvt ' ) ‘ ° '2-25)
como |q|^^ a [q(^ , entonces en la regiôn en la que
^N+rl^la" *^ag[|Pla"l'^la)\+l  ^ "= ° (3.25) se deduce que
2 dtl'^L* [\j+r^ag\+l] ■ *^og\+r |Plal^la^ °
y esto es vâlido en la regiôn
(3.26)
|q|*=
ag
i+g-a 
^N+1 ■ *^ ag
IPl,
donde hemos usado (3.15) impi icitamente. 
Derivando en (3.24),(3.26):
a-g
(3.27)
itlPl« * (V  X.,s2» ]|Pl.* V s V Io l. ' ° '2.28)
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atl’l.* K h -i.8)C.i)-I’I.- v C i - I P l . '  ° <2.29)
y estâmes en las condiclones del Lema 3.1 con y = p , z = q
a-g\ a-g
= ( \
a-g , a-gx
*^ag\+l ' “ [\+r*^ag^N+lj
en este caso d > 0 si y sôlo si se da (3.15); (3.2) équivale a
r  > Tu y (3.4) a A gk 0 y M _> 0 verificandose ademàs que N (K, P OC, P
gt 0 impi ica g> 0. □
Observaciôn
Como g a a - entonces 1+g-a a i y asi
ru=
*ag
i*g-a N--», - K  J
0 , como hemos de tomar y > y , a mayor'N
N, menor es la regiôn (conica) atractiva.
NOTA
Una vez obtenido este resultado, siguiendo [11,14], llegô a
nuestro conocimiento que R.Temam habia obtenido las mismas
conclusiones siguiendo un razonamiento anàlogo, (13).
Teorema 3.2
Supuesta la Primera y Tercera Condiclones de Salto Espectral 
(2.4), (3.17), si 0 es un punto fijo cualquiera de J , entonces 
Wl * Graf(0) es una variedad invariante, globalmente atractiva de 
orden exp(-M^ gt), para el flujo de (S^ ) en X®, con g dado en
(3.20). Màs aùn V B c X® acotado 3 C(B) & 0 tal que V t a 0
dist( S.j.(t)B,m ) 3 C(B).exp(-M^ gt) (3.30)
donde la distancia se toma en X®.
Por tanto ÎIl es una Variedad Inercial lipschitziana de 
dimensiôn Dim( 1B )* N , para (S^ ). El fujo sobre ÎH queda
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determinado por (1.17) y la Ecuaciôn Diferencial Ordinaria (EDO) 
p^+ A^p + F^(p + 0(p)) = 0
p(0) = p^€ x“
que recibe el nombre de Forma Inercial de (S^ )
Demostracién [12]
Sea u^€ X® , sea t > 0 fijo, sea y > y^ ; sea
p(s) = p(s,P(S.j.(t)u^ ),0), s € R, soluciôn de
p^+ A^p + F^(p + 0(p)) » 0
p(0) - P(S.j.(t)u^ )
sea v(t) = p(-t) + 0(p(-t)) € ÎIl. Consideremos S^^')v(t); entonces 
P(S.j.(t)u^ - Sy(t)v(t)) a 0 y por tanto S^.j.(t)u^ , S^(t)v(t)j t  Z^ , 
(salvo que S.^ (t)u^ = S^(t)v(t) en cuyo caso el resultado es 
trivial), por el Teorema 3.1 V s e [0,t] |s.j.(s)u^ , S.^ (s)v(t)j t  Z^ 
y ademàs V s e [0,t]
Sy(s)u^- S.^(s)v(t)j|^3 jQ(u^- v(t) ) 1^ . exp(-M^ g. s) (3.31)
observemos que como S^Xs)v(t) e Ml V s € [0,t] entonces
Q(S^(s)v(t)) a 0( P(S^(s)v(t) ) V s € [0,t] 
en particular con s a t
iQ^Syltlu^- S.j.(t)v(t)]|^ = |Q(Sy(t)u^) - 0( P(S.j.(t)u^ ) )|g=
a jS_(t)u - P(S_(t)u„) - 0( P(S_(t)u„) )| a dist(S_(t)u„,m ) * 1 0  1 0  1 0  "oc 1 0
por otro lado
|Q(u^- v(t))|^s |Q(u^)|^+ |Q(v(t))|^=
a |Q(u,)|g+ |0(p(-t))|g3 |Q(Ug)|^+ b^ g
ya que 0 € g. . , asi de (3.31) deducimos
og og
dist(S^(t)u^,m ) 3 [|Q(u^)|g+ b^ g j.exp(-M^gt) 
de donde se deduce (3.30) con
175
C(B) = g+ sup lQ(u^ )|„ (3.32)
El resto es obvio.
Observaciones
i) De hecho W  atrae todo B c X con Q(B) c X^ acotado.
ii) Se ha probado arriba que si u(t) es soluciôn de (S^ ) entonces 
|u - (Pu + 0(Pu))|^(t)s C(B).exp(-M^ gt)
3.3.2 Caso General.
Teorema 3 3
Supongamos valida la Primera Condiciôn de Salto Espectral. 
Sea 0 un punto fiJo cualquiera de J , entonces si se verifies 
la Tercera Condiciôn de Salto Espectral:
siendo
”.,S- V
a-g
> 0
•a,s'
(3.33)
(3.34)
(3.35)
con M^ + . siendo
M =
a-g
a. g
a-g
(3.36)
(3.37)
o.g
entonces para toda soluciôn, u(t), de (S^ ) se verifies
|q(t) - 0(p(t))|^s C.exp(-M^gt) V t e 0 (3.38)
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siendo p(t) = P(u(t)) , q(t) = Q(u(t)), M = 0 e , para
a.P a,P a,P
una cierta constante C a 0.
En particular dist( u(t),Sn ) s C.exp(-M „t), y es màs
J, ^ JZ
3 M^(a-g) tal que V B c a con Q(B) acotado en )C
dist( S.j.(t)B.in ) 3 C(B).exp(-M^ gt) 
C(B) = C^«.( bup^|Otu,|,j
(3.39)
(3.40)
Asi TO = Graf(0) es una Variedad Inercial, lipschitziana, 
para (S^ ), de dimensiôn
DimC Jn ) » DimC )
Aslmismo el fluJo sobre n  queda determinado por (1.17) y la Forma 
Inercial
p^+ AjP + Fj(p + 0(p)) = 0
p(0) = p^6 X“
que es una EDO si y sôlo si X^  es finite dimensional.
Demostracién
Si ü(t) soluciôn de (S^ ), p y q definidas como en el 
enunciado verifican (1.9)
p^+ A^p + F^(p + q) = 0
q^+ A^q + F^(p + q) » 0 
Sea para cada t a 0 y(s,t), s e R, soluciôn de
y^+ A^y + F|(y + 0(y)) * 0 
y(t,t) = p(t)
(3.41)
Con t a t^ a 0 fijos sea Ç = q - 0(p), asi
q(t) - e**2^^  ^o^q(t )
0(p(t)) - e’*2^  ^^o^0(p(t )) (3.42)
este ultimo sumando es
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0(y(t,t)) - e *2^^  *'o^ 0(y(t^ , t) ) 0{y(t ,t)) -
(3.43)
de forma que tenemos representaciones intégrales de cada término
usando (1.9),(3.41) y (1.16) dos veces:
,t
q(t) - e *2^^  *d\q(t ) e-A2(t-s)j,^ (p  ^q)(s)ds (3.44)
0(y(t,t) )-e**2^^  ^o^0(y(t .t)) = e-*2(t-s)p(i  ^0)y(s^t)ds
0(y(t^.to)) = e"*2^^ o + 0)y(s,t^)ds
(3.45)
(3.46)
0(y(t ,t))
/o
e *2^^ o + 0)y(s,t)ds (3.47)
asi para estimar jÇ(t) - e *2^^  ^o^^(t^)tendremos que estlmar 
en norma | los dos términos d^ , respectivamente) que
resultan de restar a (3.44),(3.45) y a (3. 46),(3.47) llevando en 
este caso el factor e'*2^^  ;
I
e-*2(t-s) F (p ♦ q)(s) - F (I + 0)y(s,t) dsl
I
/o
e-A^ it-s) F^d + 0)y(s,tg) - F^d + 0)y(s,t)
Denotando la constante de lipschitz de F^  
a)
I s K-|A®’^ e’*2^^ ‘®^ |. |p(s)-y(s, t)+q(s)-0(y(s, t))| dss
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ds 3
ds (3.48)
Sea t s s 3 t, asl
0 ■ p(t)-y(t,t) « g-\(t-s) ^ p(g)_y(g t)j-j e'* FJp+q)-
- F^(I+0)y(r.t)|dr 
o equlvalentemente
.t
p(s)-y(s,t) » A^^ (r-s) F^(p+q)(r)- F^(I+*)y(r,t)
S
de donde, como r-s a 0, por (1.5),(1.6)
|p(s)-y(s,t)|^3 cÿ^8®-9
pt y
^('"=)|p(r)-y(r,t)|^+
dr
e*3^’^'S)|p(r)-y(r, t)+q(r)-0(y(r, t))| dr
3 C^(1+L)K 8®"^ dr
con las técnicas del lema de Gronwall para s e [t^ ,t] obtenemos
,t
X
.-,dr
' s
p
|p(s)-y(s,t)|^3 exp[(ÿ,a''^(l+L)(t-s)j(ÿ^8®-^l
Asi en (3.48) con £î^ = 8 -^ c\^8®‘^ (l+L)
pt ^-83(1-5)
(t-s)
pt (t-s),,t
(t-s)a-g
dr ds
Ahora por el teorema de Fubini y tenlendo en cuenta que 
0^ g* 0^- 83, lo anterior es igual a
■*t
‘ "'-‘o
Kl a-g dz
t-r
dr 3
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Kl « 3
'‘o
a-g dz
t-r
dr s
’ a, g
K(r)l
e-fl/t-r)
(t-r)a-g
-dr
como 0^3 83 , de (3.48) obtenemos finalmente
'.‘ «. f K(r)|,
•*t (t-r)
a-g dr (3.49)
con definida como en (3.36).
b) Por otro lado
2 2
pero con s 3 t
1
13 K,(1+L)| IA®-^e'*2(t-s)I.Iy(s,t )-y(s,t)I ds (3.50)
y(t,tg)-y(t,t) = ^y(s,t^)-y(s, t)j
-t
e-A^ (t-r) Fj(I+0)y(r,t^) - F^(I+0)y(r,t) dr
"^ s
y asl
y(s, t^)-y(s,t) = e \ ^ ^ y(t, t. )-y(t. t)
t" (r-s) Fj(I+0)y(r,t^) - Fj(I+0)y(r,t) dr
por (1.5),(1.6), como t a r a s  obtenemos
|y(s.t )-y(s, t)| 3 C e*3^ *^ '®^ |y(t, t )-y(t,t)| ♦
a-gf^L+ CgK|(l+L)8, I e^‘'‘®^ |y(r,t^ )-y(r,t)|^ dr
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de nuevo con las técnicas del lema de Gronwall, para s s t 
|y(s.t^)-y(s.t)|^s Cj^ exp([^ «3+ (UL)«^ ^  (t-s) ) |y(t, t^)-y(t, t)
(3.51)
y ahora como en a) con s e  (t^.t] y con
p(s)-y(s,t^) (p+q)(r)- Fj(I+0)y(r,t^) dr
obtenemos
_ «-gf®
|p(s)-y(s,t^)|^s |p(r)-y(r.tg)+q(r)-0(y(r.tg))|^dr
^t
de donde
a-g
jp(s)-y(s,t^)|^3 c;(l+L)K,a, |p(r)-y(r,t^)|^dr ♦
a-g
' CoK,a, lÇ(D|^dr
nuevamente por el lema de Gronwall, evaluando en s = t y usando 
que y(t,t) = p(t), obtenemos
a-g a-g
|y(t,t)-y(t,t^)|^3 exp(C^(UL)K^5^ (t-t. )) K(r)| dr
asi en (3.51) y con s s t s^ t
a-g
|y(s,t^)-y(s,t)|^s exp(Q3(t-s))
(3.52)
|Ç(r)| dr (3.53)
a-g
donde 2C^(1+L)K^8^ y se ha usado que t-t^s t-s, por
tanto de (3.50)
a-g
K(r)| dr .
(t-s)a-g
ds
181
siendo Q _= 8 - 
a. g 2
a-g
8 + 2C%(1+L)K.8, > 0 . asi
a-g |C(r)| dr
con M3 como en (3.37) y usando que t-t^a t-r, obtenemos
'2® «2-
e<g('-^)
(t-r)®-^
dr (3.54)
Ahora de (3.49),(3.54), por (3.42)
e-0,(t-r)
dr +
+ "2- K ( D I (t-r)®-^
dr
y como gS 0^3 8^ , con M^+ M^ , entonces V t a t^
|Ç(t)| 3 C e-^a,g(^-S)|((t )| + M .
(t-r)a-g
dr
(3.55)
de forma que con z(r) = e^a,g^^o^ ’^ |^Ç(t^+ r)|^ , r € lO, t-t^ )
z(r) 3 C z^(O) + M3.
z(s)
(r-s)
^ j ^ d s  Vre[0,t-t^]
y estâmes en condiciones de aplicar el Lema 3.2, por tanto
1
3 M^= M^(a-g) tal que con g= M^3. T( 1+g-a)j **B-a
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CjÇ(t^)|^M^exp(-M^ g(t-t^)) (3.56)
con .= a_^_- e _ que es positive por (3.33).
*.P *.P *.P
Con esto como Ç » q - 0(p) = u - (Pu + 0(Pu)), entonces 
dlst( u(t),Jn ) s |Ç(t)| 3 C^|Ç(t^)| M exp(-M„ _(t-t^)) (3.57)
■ "OC 0” 0 "<X 4 OC, p 0
y |q(tg)-0(p(t^))|^3 |Q(u(t^))|^+ b^g por lo cual
deducimos (3. 39).(3.40). El resto es obvio. □
3.3.3 Ejemplo#
Veamos condiciones sobre <r(A) que aseguren las tres 
Condiciones de Salto Espectral, asi como posibles aplicaciones a 
los ejemplos del Capitule I, Secciôn I.l.
a) Caso Hilbertiano. 0 3 a-g 3 1
Asi (2.9) es
/ a-g
"a,g= %N+1-|A"+ I
i+g-a * i+g-a ^
^  N+1
mientras que (3.15) es
"Il W » .
y (3.17) es
‘ ..8- v r  s»;;?- V  s f  * °
que son las condiciones a verificar.
V  'àii '  V  " 'L «  " ‘2.58)
como A^ , basta que se verifiquen:
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-ïlg
1
V  (s" \
c) T^a «ax{a^,a^>
De forma que a su vez es suflciente:
V ». T„ = a-g^ ^a-g 
N
(3.59)
Observemos que T^a \+i“ A^ con igualdad en el caso 
a-g = i. Asi con (3.59) 6 con la condiciôn màs restrictiva
(3.60)
entonces (S^ ) tiene una Variedad Inercial de dimensiôn finita y 
la propiedad de Compresiôn Fuerte se verifies.
La condiciôn (3.60) es la que ha aparecido en los trabajos 
[11.12,14), y (3.59) en [131.
“Si por ejemplo, [21,221, A^* N® con a > 0
aN*“'+ 0(N*“2)
que diverge si y sôlo si
1
& 1,1+g-a
mientras que diverge si a > 2
0 s a-g s — (3.61)
b) Caso General
Como antes, (2.9) es
a-gx
°a,g* V ( V  V *  ] ^ *1 
mientras que (3.33) es
ii)
a-g
a-g
=6*4
a-g
a, g a, g
t1+g-a
< 1
1
1+g-a
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como g> g basta que se verif iquen
a-g5 - 5 a a 5 _
=>  ^
*4 *4 *3 *2
(=5+ =6^ *4
a-g^c
. c -  1
^a.g
1+g-a
Para que se verifique b)     y ---— g_^ han de ser
*3 *2
pequefios, asi escribiremos
ga-g
—   » 0 y a  > » (3.62)
*3
y para a)
2
*2~ *3 y a, — W  0 (3.63)-a-g - ' -4
pero de (3.63) se deduce que — ®^g  » « y O^^g— » » por tantogtt-
se verifica c).
En particular en el caso Hilbertiano con 0 s a-g < 1 para 
(3.62) y (3.63) basta
. (3,84)14  ^ N .a-g
y entonces hay Variedad Inercial finite dimensional, aunque la 
propiedad de Compresiôn Fuerte puede no ser vàlida. Este resultado 
no aparece en [11-141.
Por ùltimo si XjjOt N= con a > 0
,a-i. „,„a-2.aN“ *+ 0(N“ ‘)
Na(a-g)+ 0(N=^®“"''')
V  ,a(a-g), _»a(a-g)-,3 diverge si y sôlo si
a > j;g_^ a 1, 0 a a-g < 1 (3.65)
Observemos ademàs que con las notaciones anteriores (Tg>
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y Pji si 0 a a-g a i; sea w^ =
por tanto si
i)  » e» entonces <r^, ---> « y hay Variedad Inercial
con 0 a a-g < 1 , siendo vàlida la Propiedad de Compresiôn si
0 a a-g a i .
Wii) c K , K compacte de (1.®), entonces --- * ® y por tanto
hay Variedad Inercial con 0 a a-g a i y se verifica la Propiedad
de Compresiôn: ademàs si i < a-g < 1 ---» œ si y sôlo si
<Tj^ » « lo cual se verifica ya que ---> » , asl en este caso
también hay Variedad Inercial.
iii) por ùltimo si  » 1 (por ejemplo si A^ <% N= con a > 0)
nuevamente  > » si y sôlo si  > «
Observéeiones
i) En [10], se ha estudiado la regularidad C^  de las variedades 
inerciales, siguiendo una aproximaciôn al problema distlnta a la 
seguida aqui.
ii) En [12a,15] se desarrolla un método distinto, mucho màs 
geométrico y mejor adaptado a algunos casos hilbertianos, para 
construir variedades inerciales.
iii) Es inmediato que en la discusiôn anterior las condiciones a 
verificar pueden ser obtenidas, en vez de imponiendo condiciones 
sobre f(A), 3^ , T^ , p^ , imponiendo que las constantes a^  sean
pequefias lo cual équivale a que la constante de lipschitz del 
truncaalento F sea pequefta; récupérâmes asi la teoria de 
variedades localmente invariantes.
Para los ejemplos modelo del Capltulo I, y asumiendo la 
disipatividad, condiciôn que depende esencialmente de términos no 
lineales adecuados, tenemos las siguientes posibles aplicaciones:
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Para empezar, segün [21,22] la sigulente estlmaclôn
aslntôtica es vàlida para operadores elipticos de orden 2m en
dominios acotados de
cc , N »  1
con ésto y las notaciones anteriores y las del Capltulo I:
(3.66)
A) Ecuaciones de Reacciôn-Difusiôn
u^- uAu ♦ f(u) = 0  en Q = n X (0,T)
u(0,x) 
u = 0
Uo(x) en Q 
en 30 X (0,T)
Asl e - g = 0, m = l  y la condiciôn (3.61) es 2/n > 1 que 
sôlo se verifica con n = 1; para n = 2 (3.61) no asegura que haya 
saltos suficientemente grandes en el espectro, aunque puede 
haberlos como se ha probado en [15,16] para condiciones de 
contomo periôdicas en un rectàngulo, aslmismo dichos autores 
anuncian un contraejemplo a la existencia de variedades inerciales 
para esta ecuaciôn con n = 3 (resultado que aùn no ha sido 
publicado).
B) Ecuaciones de Difusiôn-Convecciôn (perturbaciones viscosas de 
leyes de conservaciôn).
u^- vAu - Div(g(u)) = 0  en Q = 0 X (0,T)
u(0,x) = u^(x) en 0 
en 30 X (0,T)
En este caso a-g = 1/2, m = 1 y la condiciôn (3.61) séria 
2/n > 2 lo cual es Imposible.
C) Ecuaciones de Reacciôn-Difusiôn-Convecciôn.
0 en Q * 0 X (0,T)u^- vAu - Div(g(u)) + f(u) 
u(0,x) ■ Ug(x) en 0 
u * 0 en 30 X (O.T)
En este caso la situaciôn es idéntica a la del caso B).
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D) Ecuaciones de Navier-Stokes.
u^+ (u. V)u - vAu + 9p = h en Q » £î X (0, T) 
u(0,x) » u^(x) en Q 
div(u) » 0, u perlôdlca, de media nula.
Ahora la situaciôn es aùn peor que en los casos B) y C) 
puesto que a-g = 3/4 y (3.65) no se verifica. De hecho la busqueda 
de variedades invariantes para estas ecuaciones es un problema muy 
investigado y poco resuelto de la Dinàmica de Fluidos, [11].
E) Ecuaciônes de orden superior 
.2u^+wA u - Div(g(u)) + f(u) = 0  en Q = 0 x (O.T) 
u(0,x) = u_(x) en Q
0 en an x (O.T)0. l-uan
En este caso m =* 2 y a-g = 1/4, por tanto (3.61) es 4/n > 4/3 
que se verifica con n = 1,2.
F) Ecuaciônes tipo Cahn-Hilliard.
u^+vA^u - Af(u) + gu = 0 en Q = n X (O.T)
Ahora m » 2 y a-g » 1/2 con lo que (3.61) queda: 4/n > 2, que 
se verifica por tanto para n = 1.
G) Ecuaciônes tipo Kuramoto-Velarde.
2 2 y r
u^+vA u - Au ♦ gu + ôAf(u) + y|9u| = yjjy-J |9u|dx
en Q = n X (O.T).
Como en el caso F), m = 2 y a-g * 1/2 con lo que (3.61) se 
verifica para n * 1.
i) Las ecuaciones anteriores regularizadas ellpticamente con 
operadores de orden superior admiten variedades inerciales para 
dimensiones espaciales mayores, [11].
ii) Los resultados de los ejemplos A)-G) pueden ser mejorados si
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las no linealidades (o sus truncamientos] son tales que a-g sea 
menor, esto requiere un detallado estudio, en cada caso, de las 
propiedades funcionales del operador no lineal.
ill) El método empleado para construir las variedades inerciales 
es susceptible de aplicarse a algunas ecuaciones de ondas 
con rozamiento y disipativas, [23].
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3.4 Conclusiones.
En esta Secclôn abordanos el problems, no trivial, de 
construir a partir de una Variedad Inercial de (S^ ), una Variedad 
Inercial para (S). Como en todos los métodos que trabajan con 
truncamientos, caracteristicas globales del sistema truncado no 
corresponden, en general, al sistema original; asi por ejemplo una 
variedad invariante para (S^ ) sôlo origins una variedad localmente 
invariante para (S) (en la regiôn donde los flujos coinciden, 
localmente, en el tiempo), e incluso en el caso de que fuese 
globalmente invariante para (S), la heredabilidad de la 
atractividad no es inmediata.
Obsérvese que hasta ahora no se ha usado la disipatividad del 
sistema, hipôtesis (H4); es precisamente esta propledad y su 
relaciôn con la elecciôn del truncamlento la que permite 
"empalmar" correctamente los flujos de (S) y (S^ J, permitiendole a 
(S) heredar una Variedad Inercial de (S^ ). La clave en este 
proceso es el Teorema 4.1, Propledad de Localizaciôn.
3.4.1 Variedad Inercial de (S).
Pretendemos ver ahora bajo qué hipôtesis, lo mâs générales 
posibles, podemos construir a partir de una Variedad Inercial de 
(S.J.), una Variedad Inercial para (S).
Por lo dicho esto no es inmediato ya que las no linealidades 
sôlo coinciden en B{p) y esto implica que el sistema original y el 
truncado coincidan sôlo mientras permanezcamos en dicha bols; mâs 
exactamente se tiene:
Lema 4.1
Ses p > 0, Parâmetro de Truncamlento, sea (S^ ) el 
correspondiente sistema dinâmico truncado.
Sea B c x“ tal que S^Xs)B c B(p) (S(s)B c  È ( p )  
respectivamente) V s € tO,t] .
Entonces Sy(s)B ■ S(s)B V s € [0,tl .
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Demostraclôn
Sea u^e x“ tal que Up{s) = S.j.(s)u^ e B(p) V s € [0, t] sea
u(s) » S(s)u :^ asl como F y f coinciden sobre B(p), Uj. y u 
verifican la misma ecuaciôn diferencial (ES) con s e [0, t] y el 
mismo dato inicial; por la unicidad de soluciones y u coinciden 
en ese intervalo de tiempo; el otro caso es idéntico. □
Lema 4.2
Sean p > 0 y el sistema truncado (S^ ).
Como sop(F) c B(2p) , entonces para la ecuaciôn truncada 
u^+ Au + F(u) “ 0, la bola en X®, B(2pC^) es absorbante.
Demostraciôn
i) Sea u^  tal que |u^|^= 2p y tal que u(t) » S.j.(t)u^ d B(2p) 
V t € (O.t^ ), asi u verifica la ecuaciôn lineal homogenea en 
(0,t^ ) y asi
|u(t)|^s C^e"^^*^‘®^|u(s)|^ con 0 < s < t < t^
y por contiuidad vale en (O.t^ ); en particular con s = 0 y 
t € (O.t,)
2p < |u(t)| s = 2 pCy^/
Ln(C ) Ln(C^)
y por tanto t < — g—  , y entonces t^ s — —^  = T^ , luego
u(t) no puede permanecer fuera de B(2p) un tiempo mayor que y
en este tiempo
|u{t)|s 2pC e'^^s 2pC
por tanto u(t) € B(2pC^) V t m 0 .
ii) Sea B c X*\B(2p) acotado , sea u^€ B y definamos
0 < t(u^ ) = inf|t > 0 .|u(t)(^= 2p j- 3 OD
asi con t e 10, t(u^)) tenemos que |u(t)|^a C^e' i^^[u^|^, pero 
C e'*i^|u I s 2p si y sôlo si
‘ ■ T'".' > °
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por tanto t(u^) a T(u^) < » y ademâs |u(t(u^))| = 2p; sea 
T(B)
asl V u^€ B 3 t s tg tal que S.j.(t)u^ € B(2p).
ill) Sea B c^ X®, acotado , sea B = B^\B(2p) y definamos tg = T(B)
como en ii) si B es no vacio, o t^ = 0 en caso contrario, con esto
0
tenemos que V u^€ B^  3 t a tg tal que S.p(t)u^ e B(2p) , asl por
i), S_(t+s)u = S_(s)S_(t)u e B(2pC„) V s a 0 y por tanto V u € B
T O T T O  0 D O
S.j(t)u^ e B(2pC^) V t a tg , consecuentemente B(2pC )^ es 
absorbante. a
Observaciones
i) Si 1, B(2p) es ademâs invariante para (S.J.).
ii) Como por (H4) y la elecciôn de p, B(p) es absorbente para (S)
y B(2pC^) lo es para (S^ ). puede haber una dinâmica asintôtica no 
trivial para (S^ ) en B(2pC^)\B(p) , que es una dinâmica
artificial para (S).
iii) Eln la demostraciôn anterior hemos probado ademâs que si
lu I s 2p entonces |S_(t)u I s 2pC„ y si lui I > 2p entonces• c'a ' T o'a o ' c'a
' : °-
Introduzcamos la siguiente
Definiciôn 4.1 [7,8a]
Un semigrupo en un espacio de Banach E se dice 
"Uniformemente Acotado* si ÿ sôlo si
T
V T > 0 V B c E  acotado , U S(t)B es acotado en E.
t=o
o equivalentemente V t > 0 V R > 0, 3 K(R) & 0 tal que
|S(t)u|gS K(R) V t e [0,t] y V u  tal que |u|gS R
Asi la observaciôn anterior dice que fijado el Parâmetro de
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Truncamlento, (S^ ) es Uniformemente Acotado , y que la condiciôn 
de la definiciôn se verifica incluso con t » « .
Lema 4.3
Sea (S) un semigrupo de aplicaciones continuas en un espacio 
métrico X, que posee un Atractor Maximal 3 ,
Sea Bg abierto en X, que contiene a 3 , entonces por la
compacidad de 3 , B^ es absorbente para (S).
(el reciproco; si B^ absorbente, entonces B^ contiene a 3, es 
obvlamente cierto)
Pen9str»gt«»n
Sea B c X acotado, asi dist( S(t)B, 3 — »^ 0; sea
5 = inf| d(v,B') , V € 3 como 3 c B^ y 3 compacto, entonces
0 < 5 < B y por tanto 3 tg tal que V t a tg dist( S(t)B,3 ) < ^ .
Veamos que S(t)B c B^  V t a tg: si u e S(t)B con t a tg y
es tal que u € b' , entonces
d(u,3) s distC S(t)B,3 ) < |
como 3 compacto, 3 z e 3 tal que d(u, z) = d(u, 3) y como por
hipôtesis u € B®
I > d(u,z) a d(z,B^) a S
lo cual es evldentemente contradictorio. □
Teorema 4.1 (Propledad de Localizaciôn)
Sean p > 0 y el sistema truncado (S^ J.
i) Sea în una Variedad Inercial de (S^ ) cerrada en X® y sea
3 el Atractor Maximal de (S) , entonces 3 c 31) .
ii) Supongamos ademâs que (S) es Uniformemente Acotado. Sea 
3n, c JI) abierto en ÎD tal que 3 c JI),.
Entonces V B c X® acotado 3 C(B) a 0 tal que
dist( S(t)B,jn, ) a C(B).exp(-M^ ^ t) V t a 0 (4.1)
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donde como antes la distancla se toma en X .
Demostraciôn
i) Como S(t)fl » a c B c B(p) V t a 0, por el Lema 4.1
Sy(t)a = s(t)a = a v t a o (4.2)
como fl) es Variedad Inercial de (S^ ) y JIl cerrada entonces
dist( a.m ) = dist( s_(t)a,m ) a c (a) .exp (-M  „t)T --- ----------"a.B-'t— » «
asi a c JIl. En particular a estâ contenido en el atractor
maximal de (S^ ).
ii) Sea B^c B(p) absorbente para (S) (podemos tomar asi por 
ejemplo cualquier superconjunto de 8 en B(p)). Sea B c X® 
acotado, entonces 3 tga 0 tal que V t a tg S(t)B c B^ . Tomemos 
B = S(tg)B, asi S(t)B c B^c B(p) V t a 0, por el Lema 4.1 
tenemos que Sy(t)B = S(t)B V t a 0, por téuito como JIl es
Variedad Inercial de (S^ )
dist( S(t)B,JH ) = dist( S^(t)B,%l ) s C(B).exp(-M^t) (4.3)
para una cierta constante C(B) a 0.
a) Supongamos JH.# JH, y sea S = inf| d(u, JH\J)1,) , u e 3 j-; como
JH,B JH entonces 5 < œ y por la compacidad de 3 5 > 0, ya que en
caso contrario 3 {u^ > c 3 tal que d(u^,JH\JH,)-^ 0, por la
compacidad alguna subsucesiôn de {u } (la llamamos igual) 
converge en 3 a un elemento u^ , y como para todo n € N
d(u^, jn\jn, ) a d(u^,u^) + d(u^, jn\jn,)
entonces d(u^ , JH\JH.) = 0 , pero JH\JI1, es cerrado en JH y por
tanto u^6 Jn\JH,n 3 lo cual es absurdo. Obsérvese que aqui hemos
usado el hecho de que JH es subvarledad regular de X®, y no
solamente incluida en él.
Como 3 es el Atractor Maximal de (S) y B es acotado entonces 
d( S(t)B, 3 )- » 0 y por tanto 3 ta 0 tal que V t a t_— L ' ) w 0 0
d( S(t)B,3 ) < |.
Veamos que
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d( S(t)B,jn ) - d{ S(t)B,jn.) V t a (4.4)
claramente con w € X® ôad(w, 3 )  + d(w,m\S),) ya que
5 » Inf I d(u,v) u 6 3, v e JRXJR, j- y la propledad trisuigular; en
particular con w e S(t)B , t a t^ , d(w,3 ) a d( S(t)g. 3 ) < | y 
entonces d(w, JJKJH,) > | , pero entonces como
d(w,jn ) » inf j d(w, jn,),d(w, jn\jn,) | ■ d(w,jn,)
y se sigue (4.4). Asl
dist( S(t)B.m.) a C(B).exp(-M^ pt) V t a t ^  (4.5)
o equivalentemente
dist( S(s)B,jn.) a C(B)exp(-M -(s-t^)) V s a T » t + t„ (4.6)— QCp o 0 0 O
como suponemos que (S) es Uniformemente Acotado, sea
L(B) = supj dist( S(t)B,3H,} , t € [O.T^ ] | < » (4.7)
y con esto V s a 0
dist(S(s)B, 3IÎ,) a max(C(B), L(B)}. exp(M^ ^ tg). exp(-M^ ^ s)
tomando C(B) = max{C(B),L(B)}.exp(M^ ^ tg) se sigue (4.1)
b) Si JH,= ÎR, como en (4.3)
dist( S(t)B,m ) a C(B).exp(-M^ ^ t) V t a 0
o bien
distC S(s)B,5H ) a C(B).exp(-M^ ^ (s-tg)) V s a tg (4.8)
y concluimos como arriba con
L(B) * sup| dist( S(t)B,m ) , t 6 [0,tg] I < « (4.9)
□
Observaciones
i) La condiciôn de Acotaciôn Uniforme es, en principle.
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Independiente de la condiciôn de Disipatividad del sistema. que 
entre otras cosas implica que para cada dato inicial su semiôrbita 
positiva esti acotada (ya que el semigrupo es continue). La 
condiciôn de Acotaciôn Uniforme pide que esto pase uniformemente 
sobre acotados.
ii) Sin la hipôtesis de Acotaciôn Uniforme no se puede asegurar
que L(B) definido en (4.7),(4.9) sea finito y sôlo se obtiene, en
principle, la atracciôn exponencial a la variedad despues de un 
cierto transitorio, i.e. (4.6),(4.8).
Como consecuencia inmediata de todo lo anterior tenemos los 
siguientes Corolarios:
Corolario 4.1
Sea m, abierto de Jlt , que contiene a S , entonces si 
s(t)m.c 3n, V t £ 0 
jn, es Variedad Inercial para (S). □
Corolario 4.2
(S) tiene una Variedad Inercial en JI) si y sôlo si 3 JR.c ID
abierto en ÎJI tal que 3 c JK, y
S(t)D1.c 5H, V t £ 0 a
El razonamiento del Teorema 4.1 nos lleva a la siguiente 
generalizaciôn:
Teorema 4.1 bis (Propledad de Localizaciôn )
Sea (S) un semigrupo de aplicaciones continuas en un espacio 
métrico X, que posee un Atractor Maximal compacto 3 y una Variedad 
Inercial D). Entonces
Todo entorno de 3 en ÎD, tras un cierto transitorio, atrae 
exponencialmente el flujo de (S), i.e. (4.5) es vàlido. Si ademâs 
(4.7) ( 6 (4.9)) es finito, entonces se tiene (4.1).
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Demostraciôn
Con el mismo razonamiento que el seguido sobre el conjunto B en el 
Teorema 4.1 ii) se llega a (4.5); el resto es inmediato. o
Gracias al Teorema 4.1 y a sus corolarios sôlo queda por 
construir en una Variedad Inercial de (S^ ) un abierto 91), como 
arriba. Veamos que esto puede hacerse siemore eligiendo "a priori" 
el Parâmetro de Truncamlento p > 0 .
Teorema 4.2
Supongamos que (S) es Uniformemente Acotado.
Sea p > 0 y sea JJ) una Variedad Inercial cerrada en X® de 
(S.J.), tal que S.^ |^  es abierta.
i) Sea B^c X® abierto acotado, tal que S c que es por el
Lema 4.3 absorbente y asi B,= U S(t)B es absorbente y acotado
leo ° 
por ser (S) Uniformemente Acotado.
Supongamos que se ha elegido el parâmetro p > 0 tal que
B.c BT^ (4.10)
Si denotamos por 91), el interior (en 91) ) (que es no vacio) de 
91) n B, , entonces
91), es una Variedad Inercial de (S) (4.11)
En particular, si B^  es invariante para (S), i.e. S(t)B^c B  ^
V t a 0 entonces B,= B^  y
9I),= 91) n B^  es Variedad Inercial de (S) (4.12)
ii) Supongamos que fijado p > 0 existe B^c X® abierto tal 
que a c B^c Bip) y tal que B^ es aborbente para (S^ ) (de hecho 
basta que se absorba a si mismo), sea t^  tal que V t a t^  
S.j.(t)B^ c B^ , sea
9R,= U S.j.(t) J B^n 9n j (4. 13)
entonces 9)), es Variedad Inercial de (S).
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Demostraciôn
I) Claramente S(t)B,c B, V t a 0, como B,c B(p) por el Lema 4.1
S.j.(t)B,» S(t)B,c B, V t a 0. Ademâs 3 c B^c lnt(B,), slendo
int(») el interior (en X®) de un conjunto; sea ÎR n B, y ÏR,
el interior de 9R^  en ÎR. Asi ÎR,o B^n ÎR o 3 y ademâs
S.j.(t)JR^ c JR^  V t a 0
y como S.j.(t)|jjj es abierta
S.j.(t)9R,c JR.c B.c Bip) V t a 0
y asi por el Lema 4.1 S(t)JR,c ÏR, V t a 0 , por los corolarios
anterlores concluimos.
ii) B^n ÎR es un abierto de ÎR y como S.^ (t) |^  ^ es abierta 
entonces IR, es abierto en ÎR; ademâs 3 c B n IR y por (4.2) 3 es
(S.J.)-invariante, por tanto 3 c ÎR, ; por ùltimo claramente
S^(r)IR.c ÎR.c I U S.^ (t)B^ jn ÎR c B^c Bip) V r a 0
asi nuevamente el Lema 4.1 nos da S(r)ÎR,c ÎR, V r a 0 y
concluimos. o
Observaciones
i) Fijado p > 0 , supuesto que se verifican las très Condiciones 
de Salto Espectral, la Variedad Inercial de (S^ ) construida en las 
Secciones anteriores, verifica todas las hipôtesis requeridas en 
los Teoremas 4.1 y 4.2 ya que IR es cerrada en X® por ser el 
grâfico de una funciôn continua definida globalmente en X®, y por 
el Lema 3.1 es un homeomorfismo de ÎR y es por tanto abierta.
Ademâs es fâcil ver que en este caso ÎR verifica la Propledad de 
Aproximaciôn Optima, i.e. V u € X® 3 v e ÎR tal que
d(u,lR ) * d(u,v). 111].
Asi estos teoremas son aplicables si (S) es Uniformemente 
Acotado y se tiene la elecciôn a priori (4.10) en cuyo caso si 
ÎR.c ÎR es Variedad Inercial de (S) (p. ej. ÎR, como en (4.11), (4.12) 
o (4.13)) el flujo sobre ÎR, queda determinado por (1.17) y la
Forma Inercial;
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f A^p + + ^)p » 0
\  p(o) - p^€ p(m.) c X®
Resaltamos el hecho de que ahora aparece y no por lo cual la
Forma Inercial describe fielmente el flujo de (S), sin
"Interferencias" por efecto del truncamlento.
ii) La hipôtesis de invarianza hecha en la obtenciôn de (4.12) es 
bastante restrictive, aunque se verifica en importantes y
numerosos casos y ha sido utilizada en [6,10,13]; por otro lado 
esta hipôtesis represents el caso mâs simple en que propiedades de 
(Sy) son co^ïartidas globalmente por (S).
Obsérvese ademâs que la condiciôn de ii] en el Teorema
équivale a que no haya ninguna dinâmica asintôtica de (S^ ) en 
B(2pC„)\BTpT .
3.4.2 Anidamiento de Variedades Inerciales.
El siguiente Teorema, probado en [11] en el caso Hilbertiano, 
sigue siendo vâlido en el caso general.
Teorema 4.3
Sea p > 0 tal que para (S^ ) se verifican la dos primeras 
Condiciones de Salto Espectral, sea îD = Graf(f) la variedad 
invariante construida en la Secciôn IV. 2
A)
Sea p: R » X® soluciôn de p^+ A^p + F^(I + ^)p = 0 y sea
q;R > X^ continua. Sea u(t) = p(t) + q(t)
Entonces son équivalentes
i) u(t) € Jn V t € R
ii) q(t) * ÿ(p(t]) V t € R
iii) q verifica q^+ A^q + F (^I + 0)p = 0 y q(0) » *(p(0))
iv) q verifica q^+ A^q * F^d + ^ )p ■ 0 y |q|^ acotada
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v) q verifica
q(t) « -I e (p + q)(s)ds t e R■1
B)
Si u(t) es soluciôn de (S^ ) definida en R, son équivalentes
i) u(t) € jn V t € R
ii) Q(u(0)) - P(u(0)) )
iii) |Q(u(t))|^ es acotada en R
Es decir ID contiene todas las ôrbitas globalmente definidas y 
Q-acotadas de (S^ ).
Demostraciôn
A) i)*ii)*iii)#iv) y li)#v) son Inmediatas por 
construcciôn.
v)*ii) Fijada p, soluciôn de p^+ A^p + F^(I + ^)p = 0 definida en 
R, sea q € C^( R,X®) y sea 
.t
TCq)(t)
asi
e (p + q)(s)ds
, sup |T(q,)(t)-T(q,)(t)|,:: ^sup^  |q^ - qj
pero por la Segunda Condiciôn de Salto Espectral (2.9)
< •
asl X «s una contracclôn estrlcta en C^( R.X^) y tiene un ünico 
punto fijo; por (1.16) *(p) es el ùnico punto fijo de J.
Ahora, q verifica v) si y sôlo si T(q) = q y por tanto 
q = *(p), i.e. ii).
B)
1)*11) y i)#iii) son inmediatas.
iii)#ii) Sea q e C^( R,X*),sea p^e X® fijo; definamos p tal que 
p^+ A^p + F^(p q)* 0 con p(0) = p^ , sea
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itT(q)(t) ■ -| e + q)(s)ds
usando la dos primeras Condiciones de Salto Espectral, J es una 
contracclôn estricta en C^( R,X^) y por tanto tiene un ùnico 
punto fijo. 111].
Pero si p es tal que p(t) = p(t,p^,^), i.e.
p^+ AjP + Fj{I + *)p ■ 0 con p(0) ■ p^
tomando q - *(p) e C^( R.X^) se tiene p ■ p y por (1.16) *(p)
es el ùnico punto fijo de J.
Si u(t) es soluciôn de (S^ ) definida en R tal que |Q(u)|^ es 
acotada, sea p *■ P(u) y q = Q(u) , asl p^+ A^p + F^(p + q)» 0 
con p(0) ■ P(u(0)) y
,t
q(t) » -| e 2 Fg(p + q)(s)ds
por tanto T(q) = q y consecuentemente q = #(p) con
p(t) = p(t,P(u(0)),0): evaluando en t » 0 queda
Q(u(0)) = ô( P(u(0)) ), i.e. ii). Q
Con esto, como en [11], podemos probar el siguiente teorema 
de anidamiento:
Sea <r(A) = <rju (t^ = <r^ (uniones disjuntas) tal que
cr|c <r^ y tal que para ambas descomposiciones se verifican las dos 
primeras Condiciones de Salto Espectral (en general distinguiremos 
con superindices 1 y 2 los distintos elementos correspondientes a 
cada descomposiciôn).
Asl, sean P '(X® ), x“ = q‘ (x“ ) y P^(X®), Q^(x“ );
por tanto x“» X ^ ® X ^  = Y ^ e Y ^  , con X^ c Y® y X^3 Y^ y cada 
subespacio es complementado en el espacio que lo contiene, asl 
X® * R = Y® y R * Y® = X® siendo la proyecciôn (en X®) sobre R
P^- p' (la proyecciôn tamblén la llamamos R).
Sean 4^ , los ùnlcos puntos fijos, correspondientes a cada
descomposiciôn, cuyos grâficos son variedades Invariantes;
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y-----------» Y® ; sean tales que
4g* R»^‘:X^---» R .  * Y® por tanto *  dg+ Ôq-
Asi tenemos el siguiente resultado
Teorema 4.4
Con las notaciones anteriores
V p^ € X^ = *Q(P(,) (4.14)
En particular
ro^ = Graft**) C m^= Graf(*^) (4.15)
Demostraciôn
Sean p^e X® fijo, p(t) = p(t,p^,**) como en (1.11), sea
q(t) * **(p(t)), por tanto u(t) = p(t) + q(t) es soluciôn de
(S_). Sean p (t) = p(t) + * (p(t)) y q (t) = * (p(t)); asl
i 2 2 2
u(t) ■ Pg(t) + q^ (t). Proyectando segun P y Q obtenemos
(q^ ),* A=q^ + P^(P/ = 0
como q es acotada en R , por el Teorema 4.3 B) résulta que
q^(0) = *^(Pg(0) ), que es exactamente (4.14).
En particular
(l + (p^+ *g(p^)) = P^+ *r (Pq ) + ^q (Pq ) = [l + «'JcPp)
asi JHjC Dig o
Obsérvese que ambos Teoremas 4.3 y 4.4 son independientes de
la atractividad de las variedades y sôlo son vàlidos para las
variedades construidas por el método particular désarroilado en 
las Secciones IV. 1 y IV.2; de hecho la demostraciôn depende
esencialmente de la existencia y unicidad del problema de punto 
fijo.
Veamos a continuaciôn resultados vàlidos para Variedades
Inerciales arbitrarias de Semigrupos Disipativos utilizando sôlo 
propiedades dinàmicas del semigrupo y por tanto independiente del 
método empleado para construirlas.
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Teorema 4.5
Sea (S) un semigrupo en un espacio métrico X, con 3 Atractor 
Maximal compacto. y supongamos que (S) posee la propledad de 
Unicidad Retrôgrada. i.e. SCt) es inyectivo V t t 0, 
113,19.20] .
Sean JR^  Variedades Invariantes de (S) con 3 c ÎR^
1 =* 1,2 ; supongamos que S(t)3R^= JR^  V t a 0.
Son équivalentes:
i ) JR^ c JR^
ii) ÎR^ m JR^  es abierto en IR^
iii) JR^ n JR^  es un entorno de 3 en ÎR^
Demostraciôn
i)#ii)*iii) son obvias.
iii)*i)
Si ÎR n ÎR_ es entorno de 3 en ÎR , sea V c ÎR n ÎR abierto en
ÎR^  tal que 3 c V.
Sea u^6 ÎR^ , asi dist( S(t)u^,3 )--- » 0 por tanto aplicando
el Lema 4. 3 con X = ÎR , B = V
3 t^a 0 tal que V t a t^  S(t)u^e V c îR^ n ÎR^
En particular S(t^)u^€ ÎR^ . Como S(t^ )ÎR^= ÎR^  3 w e ÎR^  tal que
S(t^)w = S(t^)u^ , pero como S(t^) es inyectivo, entonces
u = w € ÎR, o
Observaciones
i) La condiciôn : “îR^ n ÎR^  es entorno de 3 , en ÎR^ " es una 
condiciôn de NO TRANSVERSALIDAD entre ÎR^  y ÎR^ .
ii) Sin la condiciôn de Unicidad Retrôgrada de (S), y con dos 
Variedades Inerciales arbitrarias, ÎR^  y ÎR^ , claramente se tiene
3 c ÎR^ n ÎRg y S(t)|îR^n ÎR^ j c ÎR^ n ÎR^  V t a 0 (4. 16)
Asi tenemos los siguientes casos:
• Si ÎR^ n ÎR^  es abierto en ÎR^ , por el Teorema 4.1 bis i), con
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X « , entonces B^ es una Subvarledad Inercial de B^
contenida en B^.
• Si B^n B^ es entomo de S en B^, por el Teorema 4.1 bis y por
(4.16), B^n Bg es invariante, atrae exponencialmente el flujo de 
(S) y tiene interior no vacio en B^; sin embargo puede tener 
"partes" de dimensiôn inferior a la de B^.
• Si B^n B^ es entorno de 3 en B^ y Sjjg es abierta, tomando
B,, el interior en B^ de B^n B^, por (4.16), 3 c B, y
S(t)B, c B, V t a 0, como arriba, B, es una Subvarledad Inercial
de B  , contenida en B^.
• Si el corte entre B^ y B^ es TRANSVERSAL, entonces tipicamente 
B^n B^ serâ una variedad de dimensiôn inferior, que verifica
(4.16) y en un entorno de la cual es de esperar que las
propiedades del flujo vengan determinadas por aquellas del flujo 
en las vecindades de B^y B^. En cualquier caso la atractividad de 
B^n B^ es un problema no trivial.
204
BIBLIOGRAFIA
1. D.Henry "Geometric theory of Semilinear Parabolic Equations", 
Lectures Notes in Mathematics 840, Springer (1982).
2. A.Pazy "Semigroups of Linear Operators and applications to 
PDE’s", Applied Mathematical Sciences, vol.44, Springer (1983).
3. A.Friedman "Partial Differential Equations", Holt Rinehart 
Winston (1969).
4. S.N.Chow, J.K.Hale "Methods of Bifurcation theory". Springer 
(1982).
5. A.E.Taylor "Functional Analysis", Wiley (1961).
6. X. Mora , Tésis Doctoral, Univ. Autonoma, Bellaterra, 
Barcelona (1982).
7. A.V.Babin, M.I.Vishik "Attracteurs Maximaux dans les 
Equations aux Dérivées Partielles", Seminario del College de 
France vol.V, Pitman, Londres.
8. J.K.Hale "Asymptotic behavior and Dynamics in Infinite 
Dimension", en Nonlinear D i f f e r e n t i a l  E q u a t io n s (J.K.Hale y 
P.Martinez Amores editores). Pitman (1985).
8a. J.K.Hale "Asymptotic behavior of Dissipative Systems", Math.
Surveys and Monographs #25. AMS, (1988).
9. P. Constantin, C.Foias, R.Temam "Attractors Representing 
Turbulent Flows", Memories de la AMS 53, 314, 1-67 (1985).
10. S. N. Chow, K.Lu "Invariant Manifolds for Flows in Banach 
Spaces", J. Diff. Eqns. 74, 285-317 (1988).
11. C.Foias, G.R.Sell, R.Temam "Inertial Manifolds for Nonlinear 
Evolution Equations", J.Diff.Eqns. 73, 309-353 (1988).
12. C.Foias, B.Nicolaenko, G.R.Sell, R.Temam "Inertial Manifolds
for the Kuramoto-Sivashinsky Equation and an estimate of their
lowest Dimension", Journal de Math. Pures et Appl. 67,#3 (1988).
12a. P.Constantin, C.Foias, B.Nicolaenko, R.Temam "Integral and
Inertial Manifolds for Dissipative Partial Differential
Equations", Applied Math. Sciences vol.70, Springer (1989).
205
13. R.Temam "Infinite Dimensional Dynamical Systems in Mechanics 
and Physics", Appl. Math. Sciences, vol. 68, Springer (1988).
14. B.Nicolaenko, B.Sheurer, R.Temam "Dynamical properties of a 
class of Pattern Formation Equations", Prepub11caciones del IMA 
#381 (1986).
15. J. Mallet-Paret, G.R.Sell "Inertial Manifolds for Reaction 
Diffusion Equations in higher space dimension", Prepublicaciones 
del IMA #331 (1987).
16. J.Mallet-Paret, G.R.Sell “The Principle of Spatial Averaging 
and Inertial Manifolds for Reaction Diffusion Equations", Lecture 
Notes in Math. 1248, 94-107 (1987).
17. C.Foias, M.S.Jolly, I.G.Kevrekidis, G.R.Sell, E.S.Titi "On
the computation of Inertial Manifolds", Los Alamos preprint
(1988).
18. I.G.Kevrekidis, B.Nicolaenko, J.C.Scovel “Back in the Saddle
again: A computed assisted study of the Kuramoto Sivashinsky
Equation", SIAM Journal of Applied Maths (1988).
19. C.Bardos, L.Tartar "Sur l’Unicité Rétrograde des Equations
Paraboliques et quelques questions voisines". Arch. Rat. Mech. 
Anal 50,10-15 (1973).
20. J.M.Ghidaglia "Some Backwards Uniqueness Results", Nonlinear 
Analysis T.M. A. vol 10, #8, 777-790 (1986).
21. G.Metiver "Valeurs Propes d’operateurs definis par la 
restriction de Systèmes Variationels a des sous-espaces", J. 
Math.Pures et Appl., 133-156 (1978).
22. S.Agmon "Lectures in Elliptic Boundary Value problems". Van 
Nostrand, Princeton (1965).
23. X.Mora "Finite-dimensional attracting invariant manifolds for 
damped semilinear wave equations". Res. Notes in Math. 155, 
172-183 (1987).
206
CAPITULO IV.
SIMETRIAS EN ECUACIONES EN DERIVADAS PARCIALES.
ASPECTOS DINAMICOS.
En este capltulo deflnlmos el concepto de simetrla y de 
soluciones simétricas de ecuaciones semilineales parabôlicas, 
centrandonos en consecuencias dinàmicas de la presencia de 
simetrias en el semigrupo correspondiente.
El origen de este capitule hay que situarlo en la lectura de 
los libres de Golubitsky y Schaeffer [1,2] (del cual tomamos la 
mayor parte de nuestras notaciones y conceptos) y del de Bluman y 
Cole [3]; en el primero los autores hacen use del concepto de 
simetria de un sistema de ecuaciones diferenciales ordinarias para 
abordar y simplificar y fundamentalmente esclarecer, por qué y qué 
ocurre en la bifurcaciôn de soluciones estacionarias o periôdicas 
de dicho sistema, mientras que en el segundo se emplean grupos de 
Lie de simetrias, bien para reducir el orden de una ecuaciôn 
diferencial ordinaria (integraciôn por cuadratura), bien para 
disminuir el numéro de variables independientes en una ecuaciôn en 
derivadas parciales.
Nuestro enfoque se diferencia en dos aspectos, por un lado 
nuestro lenguaje se referirà a problèmes de evoluciôn en espacios 
de dimensiôn infinite, lo cual requiere ciertas modificaciones 
sobre el lenguaje de [1,2,3]; por otro lado estamos interesados en 
propiedades dinàmicas de la ecuaciôn de evoluciôn bajo las 
restricciones de la simetria, por ejemplo simetrias de ôrbitas y 
de w-limites, de los atractores y de las variedades Inerciales. 
Ademâs no se utiliza de forma esencial la estructura intima del 
grupo de simetrias de forma que los resultados son igualmente 
vàlidos para grupos discrètes o para grupos de Lie continues 
multiparamétricos, por ejemplo.
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4.1 Grupo de Simetria# de una Ecuaciôn en Oerivada# Parciales. 
Consecuencias dinàmicas.
Sea H espacio topolôgico y G un subgrupo del grupo de 
homeomorfismos de H, G c Hom(H), consideremos la actuaciôn (por 
evaluaciôn) de G sobre H.
Definiciôn 1.1
i) Si A c H se llama Grupo de Isotropia de A a
^  = (g € G. g(A) = A > (1.1)
Es el conjunto de simetrias de A.
ii) Si ^ C G el conjunto de puntos fiJos de J] es
Fix(J]) = (x € H. g(x) = X, para todo g e £ > (1.2)
Son los puntos £ simétricos. Obsérvese que si < ^ > dénota el 
subgrupo generado por Y. en G. entonces Fix(£) = Fix(< ^ >).
iii) Si X € H se llama G-ôrbita de x a
r^= { gx, g € G } (1.3)
Observaciônes
i) Si A c H entonces es un subrupo de G y si A = {x} entonces 
X € Fix(J^) que son los puntos con (al menos) las mismas simetrias 
de X. Ademâs si y = gx e entonces ^  = gj^g *. en particular 
si es normal entonces c Fix(J]^ ).
ii) Si £ es un subgrupo de G entonces £ c c G; si g € G
entonces g(Fix(£)) = Flx(g«£<»g"*), en particular si £ es normal 
entonces = G-
iii) Para todo £ en G Fix(£) » Q Fix(g) donde la intersecciôn se 
toma sobre g e £ y Fix(g) es el conjunto de puntos fijos de g. 
Entonces Fix(£) es cerrado en H; en particular si H es un espacio 
vectorial topolôgico y G es un grupo de isomorfismos lineales de 
H, entonces Fix(£) es un subespacio vectorial cerrado de H.
iv) Si Ij. Zj c G son subgrupos de G; entonces
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Fix(£^) n Flx(£g) - Flx(£^u £^ ) - Fix(£^»£^); »i £^c entonces
Flx(£^) 3 Flx(£^); por ultimo si H es un espacio vectorial
entonces Fix(£^) + Fix(£^) c Fix(£^n J^ ).
Definiciôn 1.2
Con las notaciones anteriores sean X, Y c H, T:X — » Y una 
aplicaciôn, y g e G; decimos que g y T conmutan si y sôlo si 
g(X) c X y g»T = T«g sobre X.
Obsérvese que fijada T entonces
G.J. = {g € G, g(X) = X , g y T conmutan > 
es un subgrupo de G.
En nuestro marco de trabajo H serâ un espacio de Banach y 
A;D(A) c H— > H un operador lineal cerrado con dominio denso, mâs 
aûn A serâ sectorial en H, asi -A genera un semigrupo analitico de 
operadores lineales e” , t £ 0, [9,101; hay un caso particular
interesante, llamado caso hilbertiano. en el cual H serâ un 
espacio de Hilbert separable y (A,D(A)) es lineal no acotado, 
cerrado con dominio denso, positivo autoadjunto y con résolvante 
compacta; asi el espectro de A es o-(A) = una sucesiôn no
decreciente convergente a +». Denotando por N(X) el autoespacio 
asociado a A € <r(A) y por la correspondiente proyecciôn
ortogonal sobre N(A), tenemos que H = e N(A), I = £ (donde las 
sumas son sobre A e (t(A)), A « AI en N(A) y si x e D(A) entonces
Ax = £ AP^(x) (ver Capitule I).
En general si «r(A) = con cr^ n = 0 y si ir^,ir^ son
conjuntos espectrales entonces se pueden définir las proyeccciones 
y los subespacios espectrales asociados a estos conjuntos, [9,11].
Por otro lado G serâ un grupo de isomorfismos lineales de H, 
i.e. un subgrupo de Iso(H).
Con estas notaciones tenemos el siguiente resultado de 
aspecto mâs o menos clâsico;
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Proposlclôn 1.1
Sea g c Iso(H) y A como antes, entonces son équivalentes:
i) g conmuta con A
11) g conmuta con e-At t e 0
iii) g~ conmuta con A
Consecuentemente si g conmuta con A entonces g conmuta con 
todas las proyecciones espectrales, P, asociadas con cualquier 
descomposiciôn espectral de <r(A), y mâs aûn g € Iso(R(P)).
Mas aûn en el caso hilbertiano g conmuta con A si y sôlo si 
g e Iso(N(X)) para todo X e tr(A).
Demostraciôn
i) * ii) Si g conmuta con A entonces para todo X e <r(-A), g 
conmuta con (X + A) y por tanto (X + A)'*g ■ g(X + A)** sobre el 
rango de (X + A), i.e. sobre H y por tanto g conmuta con
(X + A) *. Pero se sabe, [9,11], que e"^^ = î^^(X + A)’*dX
siendo f una curva adecuada en C y por tanto
ge
-At 1
2ni e^^(X + A) *gdX = e ^^g
ii)
-Ax
i) Si 
t'J'O
ge
X - X
-At -At
y entonces
entonces para cada x e D(A)
r-At 
-gAx = Llm - 
t-i-O
g(x) - g(x) de
donde g(x) e D(A) y Agx = gAx.
Ahora ill) * ii) es claro.
Si P es una proyecciôn espectral entonces P se puede escribir
1
2m (X + A)” dX para cierta curva P en C, [9,11], de
donde es obvio que g conmuta con P y que g e Iso(R(P)).
En el caso hilbertiano, reciprocamente si g e Iso(H) y
g € Iso(N(X)) para todo X e c-(A), entonces g«A
|N(X)
como g(N(X)) ■ N(X) entonces
Xg y
|N(X)
A«g A «g
|N(X) |N(X)
Ag
|N(X)  |N(X)
asl g y A conmutan sobre N(X) (si H fuese de dimensiôn finita
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habriajBos ternlnado). Sea x € H, escrlblendo ^ * J] con 
» P^(x), entonces g(x) » ^ g(p^) y como g(N(A)) « N(X) entonces 
tenemos que g«P^ ■ P^*g; ademâs x c D(A) si y s61o si £ X^|p^ | m
y en este caso X^|g(p^) s Ul*-^ X^  | p^ | ^ < », siendo |*| y |*| 
las normas de H y de operadores respectivamente. Consecuentemente 
g(D(A))c D(A). y para acabar, si x e D(A) entonces
(Aog)(x) « A(j] g(p^)) = ^ Xg(p^) ■ g(£ Xp^) « (g«A)(x)
Corolario 1.1
En la situaciôn anterior si g y A conmutan entonces 
g 6 Iso(xf) con c € [0,1], siendo los espacios de interpolaciôn 
usuales asociados a las potencias fraccionarias de A, [9].
Demostraciôn
Como es sabido X°- H y X*= D(A) y tomando X tal que 
Re(<r(A + X)) > 0 y poniendo A » A + X entonces la norma en X*,
|*|^ , es la norma del grafo para A^ , [9], y asi para cada x e X*
|g(x)|^= |A^ gx| = IgA^ xI s |g|.|x|^ y por tanto g € £(X*,X*); como
g"* tamblén lo verifica entonces g e Iso(X*); flnalmente como los
espacios X** son espacios de interpolaciôn y g e Iso(X^) con 
c = 0,1 entonces g € Iso(X^) con c e [0,1]. □
Sea A como antes, G un grupo de isomorfismos lineales de H y 
sea f: X — > Y con X,Y subespacios de H. Consideremos la ecuaciôn 
semilineal en H
(ES)
u^+ Au + f(u) = 0
u(0) = u.€ X
Suponemos que (ES) genera un semigrupo en X denotado S(t), 
este semigrupo esta posiblemente sôlo definido localmente en t, 
sin embargo, por comodidad mâs abajo escribiremos ciertas 
expresiones como si estuviese definido globalmente, la lectura en 
el caso local es obvia; de hecho al referirnos al comportamlento 
asintôtico supondremos que estâ globalmente definido.
En la prâctica al usar los resultados del Capitule I en el
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caso hilbertiano o los de [9] en el caso general. X e Y seràn dos 
espacios de interpolaciôn de exponentes no negativos, X ■ X® y 
Y * X^ con 0 s CL-fi < 1 y f serâ localmente lipschitz.
ProDosiciôn 1.2
Supongamos que A y f conmutan con todos los elementos de G. 
Entonces para todo t a 0 y para todo g e G
S(t)»g » g*S(t) sobre X (1.4)
Es decir S(t) conmuta con los elementos de G. En particular g
transforma ôrbitas en ôrbitas y si £ c G entonces V = Fix(£) es un 
subespacio vectorial positivamente invariante, i.e. si u e V n X 
entonces S(t)u € V para todo t a 0.
Ademâs si B c X entonces para todo t a 0
^(t)B ^ ^B
y si ademâs S(t) es inyectivo (t fijo), es decir tenemos Unicidad 
Retrôgrada, 17,8), entonces con 0 s s a t
^(t)B “ ^(s)B “ ^ (1.6)
Demostraciôn
Sea u^€ X y consideremos u(t) = S(t)u^ la soluciôn de (ES), 
como g e G conmuta con A y f y como g e Iso(H) entonces claramente
g(X) c X y 0 = g(u^ + Au + f(u)) = g(u)^ + A(g(u)) + f(g(u)), asi
g(u(t)) es otra soluciôn de (ES) y por unicidad
g(S(t)u^) = S(t)(g(u^))
Claramente g transforma ôrbitas en ôrbitas y si tomamos V = Fix(£) 
con £ c G entonces si u^€ V n X, g(u^) = u^  para todo g € £ y asi
g(S(t)u^) » S(t)u^ con g € £, por tanto S(t)u^€ V n X.
Ademâs si B c X  y g e ^  por lo anterior 
g(S(t)B) « S(t)g(B) « S(t)B y asi g e
Si ademâs S(t) es inyectivo, g e Y sôlo si
g(S(t)B) = S(t)g(B) = S(t)B y de la ultima igualdad deducimos que 
para todo b^e B existe un ùnico b^e B tal que b^* g(b^), i.e. 
g(B) " B y  por tanto g € □
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Notaclén
Cuando (1.4) se verifica decimos que g es una Simetria de la 
ecuaciôn (ES) y que G es un Grupo de Simetrias de (ES) (o 
equivalentemente del semigrupo).
Si (1.5) es una inclusiôn estricta decimos que hay Ruptura 
Dinâmica de Simetria (en tiempo finito).
La presencia de un grupo de simetrias en una ecuaciôn tiene 
una inmediata influencia en la estructura dinâmica del semigrupo 
como ya hemos visto en la Proposiclôn 1.2, y a su vez tiene un 
reflejo en el comportamlento asintôtico de soluciones. Para 
expresar esto necesitamos algo de notaciôn:
Definiciôn 1.3
i) Sea B c X ,  definimos su «-limite como
«(B) = (w € X, 3 {x^} c B, (t^ ,^ m, con S(t^)x^ — * w } (1.7)
ii) Si K c X es invariante, i.e. S(t)K = K para todo t a 0, 
definimos sus Cuencas de Atracciôn:
C^(K) = (w 6 X, 3 (t^^,m con dist(S(t^)w,K) — » 0 >
C^(K) = {w e X, V {t^},» se tiene dist(S(t^)w,K) — » 0 } (1.8)
donde como es usual dist(x,K) = inf{ d(x,y), y e K >; asi 
claramente C^c y ambos son conjuntos positivamente invariantes.
iii) Un Atractor Maximal (ùnico cuando existe, [6]) del semigrupo 
es un conjunto 3 c X compacto invariante (S(t)3 = 3) tal que para 
todo B c X  acotado se verifica que
dist(S(t)B,3) ---> 0 cuando t— » » (1.9)
donde como es usual dist(A,B) = sup( dist(a,B), a € A >
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Observaciones
i) Para que los térninos de la Definiciôn 1.3 estén bien definidos 
es necesarlo indicar qué nétrica se considéra en X, de ella sôlo 
es necesàrio indicar que sea una topologia normada para la cual 
los elementos de G. restringidos a X, sean continues y esto 
équivale a
G c Iso(X)
(ademâs de ésta condiciôn usualmente el semigrupo tamblén 
verificarâ alguna condiciôn de regularidad, continuidad por 
ejemplo). Como se dijo anteriormente en muchos casos X es un 
espacio de potencias fraccionarias en cuyo caso el Corolario 1.1 
hace que esta hipôtesis se verifique.
ii) El w-limite definido en (1.7) y las cuencas definidas en (1.8) 
puede tener o no propiedades de invarianza y/o atractividad 
dependiendo de diverses caracteristicas de la ecuaciôn (ES), [6], 
lo que probaremos es que independientemente de esto siempre tienen 
ciertas propiedades de simetria.
Proposiciôn 1.3
i) Para todo B c X
g(w(B)) * w(g(B)) para todo g € G (1.10)
En particular Î^(B)^ ^ B (111)
ii) Si K es invariante entonces g(K) es invariante con g e G (lo 
mismo ocurre si K es sôlo positivamente invariante). Siendo C(K) 
cualquiera de las cuencas definidas arriba entonces
g(C(K)) = C(g(K)) para todo g e G (1.12)
y en particular ^c(K)^ (113)
iii) Si a es el Atractor Maximal entonces 3 es G-simétrico:
Eg • G (1.14)
214
Demostraclén
1) Sean B c X y g e G ;  w e  w(B) si y sôlo si existen {x^} c B y 
«0, con S(t^)x^— » w en cuyo caso {g(x^)> c g(B) y 
S(t^)g(x^) ■ g(S(t^)x^)— > g(w) y por tanto g(w) e w(g(B)) o 
equivalenteaente g(w(B)) c w(g(B]); como esto también vale con g~* 
concluinos (1.10), de donde (1.11) es obvie. Obsérvese que adeaâs
por (1.5) para todo t a 0 Zs(t)B^ ^B’
il) Si K c X es positivamente invariante S(t)K c K, t a 0, y asi 
S(t)g(K) » g(S(t)K) c g(K) y g(K) es positivamente invariante. Si 
K es invariante S(t)K * K y asi S(t)g(K) =• g(S(t)K) » g(K) y g(K) 
es invariante.
Sea w e C^(K) (por ejemplo), asi V it^>*œ se tiene 
dist(S(t^)w,K) — * 0, como la métrica proviene de una norma para 
la que los elementos de G son continues, entonces 
dist(g(S(t^) )w, g(K) ) — » 0 y por tanto g(w) e C^(g(K) ), siendo 
anàlogo con C^ (K); asi g(C(K)) c C(g(K)) y como podemos tomar g* 
deducimos (1.12) y (1.13).
iii) Sea B el atractor maximal de (ES), por lo anterior g(S) es 
compacte e invariante y como 9 es maximal para la relaciôn de 
inclusiôn entre los conjuntos compactes e invariantes entonces 
g(9) c 9, tomando g ' deducimos (1.14). □
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4.2 Variedades Inerciales.
Recordamos ahora la definlciôn de Variedad Inercial dada en 
el Capitule III para slstenas dlnàmlcos dlslpativos: 31) c X
subvariedad regular de clase y dimenslôn N es una Variedad 
Inercial de (ES) si
i) S(t)Jn c în t a 0, es decir W  es positivamente invariante.
ii) OT contiene al atractor maximal. 3.
iii) Existe M > 0 tal que V B c X acotado existe C(B) a 0 tal 
que dist(S(t;2,în ) s C(B). exp(-Mt), t a 0.
Un primer resultado es el siguiente:
Proposicién 2.1
Sea 1R una Variedad Inercial para (ES), entonces para todo 
g e G se tiene que g(JH) es una Variedad Inercial de (ES) de la 
misma clase, dimenslôn y tasa de atracciôn que 31).
Demostraciôn
Por la Proposiciôn 1.3, g(3I)) es positivamente invariante y 
como a c 31) entonces a = g(9)cg(3I)); s i B c X  acotado, como g es 
continua en X, denotando |g| la norma en £(X)
dist(S(t)g(B),g(3I))) s |g|.dist(S(t)B,%) ) s gg|C(B).exp(-Mt)
pero como g y g'' transforman acotados de X en acotados, para todo 
B c X acotado
dist(S(t)B,g(3I))) s |g|.C(g'’(B)).exp(-Mt) (2.1)
y por tanto g(3R) es variedad inercial, que es homeomorfa a 31) (g es 
isomorfismo lineal) y por tanto de la misma clase y dimenslôn y 
con la misma tasa de atracciôn. □
Un resultado deseable a la vista de resultados anteriores 
séria g(3J)) = 31) para todo g e G, al menos bajo algunas hipôtesis 
extra, lo cual implica que el sistema dinàmico restringido a 31) 
hereda todas las simetrlas del grupo G; si por contra g(3I)) * 31)
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para algûn g en G, esto nos proporciona algunas propledades 
geométrlcas del flujo entorno al atractor maximal: sea
n  n g(91) que es intersecciôn de dos variedades de igual clase, 
dimensiôn y tasa de atracciôn, que es positivamente invariante y 
que contiene al atractor maximal, asi si el corte es No 
Transversal (ver Secciôn III.4) entonces 91^  contiene una 
Subvariedad Inercial de la misma clase y dimensiôn que 91; si por 
contra el corte es Transversal entonces en este caso, tipicamente 
91^  sera una variedad de dimensiôn Dim(9I) - 1.
Las Variedades Inerciales construidas con el método 
particular del Capitule III gozan de mayor simetria, 
indeoendientemente de su atractivldad como refleja el siguiente 
resultado, Teorema 2.1, sin embargo hay que notar que de momento 
admitimos que al procéder al truncamiento de la no linealidad lo 
hacemos de tal manera que el sistema truncado posea las mismas 
simetrias que el original; mâs abajo probaremos que esto es cierto 
en situaciones muy générales. Con esta hipôtesis
Teorema 2.1
Supuestas ciertas las Primera y Segunda Condiciones de Salto 
Espectral del Capitule III sea 9) = Graf(0) la variedad invariante 
alli construida (para el sistema truncado).
Entonces g(91) = 91 para todo g e G (i.e. Ejjj = G), o 
equivalentemente 0 conmuta con todos los elementos de G.
En particular la Forma Inercial (Capitule III) de (ES) tiene 
todas las simetrias de G.
Demostraciôn
91 ■ Graf(^) siendo — » X^  lipschitz, y X^ , X^  son ranges 
de proyecciones espectrales (suma de autoespacios de A en el caso 
hilbertiano), asi g(X ) = X , consecuentemente g(91) = Graf(0) 
siendo ÿ = g»^»g"* y por tanto g(91) =9) si y sôlo si g«^ *  f«g 
sobre X^ .
Si la primera y segunda condiciones de Salto Espectral del 
Capitule 111 se verifican, por el Teorema 4.3, Secciôn III.4, 
tenemos la siguiente caracterizaciôn de 9):
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“u^€ m  si y sôlo si la soluciôn S.j.(t)u^  esté definida en 
(-•.■ H i) y es Q-acotada"
siendo Q la proyecciôn espectral sobre X^ ; asi si 
v^« g(u^ ) € g(3R), con u^€ 311, entonces S.j.(t)v^ « g(Sy(t)u^) està 
definida en (-»,■♦••) y como g conmuta con Q, Proposiciôn 1.1 
arriba, entonces tambiën esta Q-cotada, por tanto v^= g(u^ ) € 311 y 
asi g(3n) c 3n, tomando g ' concluimos.
Por ultimo con las notaciones del Capitule III, la Forma
Pt + AjP F^ (I+^)p = 0
Inercial de (S_) viene dada por
p(0) « p^€ X^
F^  » P»F siendo P la proyecciôn espectral sobre X^  y como 
g(Xj) ■ X , entonces g conmuta con A^  y con F^  (1+*) y es por tanto 
una simetria de la Forma Inercial. □
Observaciones
i) Si 3H es fini to dimensional entonces la Forma Inercial es una 
ecuaciôn diferencial ordinaria con todas las simetrias del grupo 
G, asi en principle, se pueden aplicar las técnicas de 
[1,2,3], sobre el sistema restringido a 39.
ii) Al problema de punto fijo resuelto en el Capitule III se le 
pueden afiadir las restricciones de simetria sin alterar las 
condiciones de Salto Espectral: con las notaciones del Capitule 
III, sea
5b,L * &b L ^  ^ ~ g € G > (2.2)
y poniendo p(s,p^,^) la soluciôn de
tenemos la transformaciôn no lineal 
0
p. A p -t- F (If0)p
p(0) = Pg€ X^
T(*)Pg = - e^2®F (l-t-0)p(s,p , ^ )ds (2.3)
con ^ • 5b L y Pq* asi si ^ entonces para todo p^e X^ ,
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p(s.g(Pg).^) = g(p(s.Pg,*) y como g también conmuta con exp(-At) 
entonces
■t(Pg) “ ■ I e^ 2®F^ (I+^ )p(s,g(p^ ),^ )ds
e^2®F (I+^)p(s,p ,^)ds) = (g*T(*))(P.) (2.4)= g(-
Asl el problema de punto fijo puede plantearse en 3^ 
directamente.
iii) Segùn se probô en la Secciôn III.2 la funciôn ^ cuyo grafo es 
la variedad invariante del Teorema 2.1 es de soporte acotado en X 
(Lema 2.2, Secciôn III.2) y claramente con p e X^  y g e G se tiene 
que #(p) “ 0 si y sôlo si #(g(p)) = g(*(p)) = 0 ya que g es 
invertible (y g(X)^* X^ ), por tanto el soporte de ^ es 
G-invariante.
En cuanto al problema del truncamiento recordemos que en el 
Capitulo III procedimos de la siguiente forma: con 6 e (R)
constantemente uno en [0,1] y cero en [2,œ], decreciente y con 
derivada acotada y tomando una bola en X (espacio de fases, alli 
era X**) B(p), donde p es el paràmetro de truncamiento, definiamos 
F(u) = e^-l^j.f(u), de forma que Sop(F) c B(2p), F y f coinciden 
sobre B(p) y F es globalmente lipschitz y acotada (|*| norma en 
X).
Si g conmuta con f, entonces g conmuta con F si y sôlo si 
|g(u)| = |u| o equivalentemente, si g es una transformaciôn 
isométrica de X. Como veremos abajo esto es cierto en algunos 
casos, para una norma équivalente en X.
Si suponemos que G es un subgrupo topolôgico compacte de 
Iso(X), entonces la Medida de Haar NormalIzada, p, de G estâ bien 
definida, [12], y es tal que
i) Si f,g € C(G,R), a,b € R entonces
Jg(af+bg)dp « ajgfdp + bj^ gdp
ii) Si f € C(G,R), f a 0, entonces j^ f^dp a 0
iii) Si 5 € G entonces J^ .f(ôr)dp(y) = j^^f(yô)dp(y) = J^f(y)dp(y)
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iv ) Jq1<1m *  1
en particular si G es discrete entonces p es la medida de contar 
en G.
Definimos entonces. sobre X: para todos x.y e X
|x |q - jG|Tx|^dp(T) (2.5)
siendo |*| la norma de X. Asi tenemos el siguiente resultado, [2]:
Lema 2.1
Con las notaciones anteriores, |'|g es una norma en X para la
que G es un grupo de Isometrlas. La topologia inducida por |'|g es
équivalente a la topologia original de X. Si X es un espacio de 
Hilbert entonces |*|q proviene del product© escalar
<x,y>g* Jg<yx,ry>dp(y) (2.6)
siendo <•> el producto escalar de X.
Demostraciôn
Por la positividad de la medida de Haar |x|g= 0 si y sôlo si
|yx| = 0 para casi todo y € G (respecto de p) y por tanto x = 0;
también es inmediato que para todo escalar X, |Xx|g = |X||x|g: 
finalmente la propiedad triangular sale del hecho de que y |— » yx 
estâ en C(G,X) y por tanto y|— » |yx| estâ en L^(G,R) y de la 
propiedad triangular en L^(G,R). Por tanto |«|g es una norma en X. 
Con g 6 G, x,y 6 X
|g(x) Ig • J|.|yg(x) l^dp(y) » Jg|yx|^dp(y) « |x|^ (2.7)
y por tanto g es una isometria para I'Iq ' aûn
inf|y' |x|* a |x|^ » jg|yx|^dp(y) s sup|y|*. |x|^  (2.8)
donde | | es la norma en £(X) y el supremo y el Infimo se toman
sobre y < G (que es acotado por hipôtesis en Iso(X)); por tanto
basta probar que inf|y | = inf|y| > 0, de hecho afirmamos que 
inf|y| • 1, ya que si y e G con |y| < 1, entonces con n « M 
ly"| a |y|” — > 0 con n — » «, pero como G es compacte
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deduclriaimos que 0 6 G lo cual es absurdo; como I e G entonces
inf|r| * 1 y en particular |x|^  s |x|g s sup|y|^.|x|^ .
Si X es un espacio de Hilbert claramente < es una forma 
bilineal simétrica en X, definida positiva (por la positividad de
la medida de Haar), y que induce la norma |*|. □
Observacién
Si X es un espacio de Hilbert el producto escalar tiene otras 
buenas propiedades: Si A positive o coercitivo o autoadjunto para 
<•>, entonces también lo es para <">g: ademâs si V.W subespacios 
de X con g(V) = V, g(W) = W para todo g e G y V y W son 
ortogonales para <•> entonces lo son para < >g: con x e V, y e W,
<x.y>g= Jg<yx,yy>dp(y) = 0 (2.9)
En particular los autoespacios N(X) con X e <r(A) son 
ortogonales para <•>_.
En las condiciones del Lema 2.1, podemos por tanto utilizar
 ^I I
el truncamiento F(u) = el— — J.f(u) que conmuta con todos los
elementos de G y con el que todos los resultados del Capitulo III
se aplican y por tanto, ademâs, el Teorema 2. 1 nos da la simetria
de la variedad inercial del sistema truncado. Obsérvese que
con esta elecclôn se trunca la no linealidad en una bola para la 
norma 1'|q y el paràmetro de truncamiento se refiere a dicha bola.
En particular supuestas las très Condiciones de Salto 
Espectral del Capitulo III nuestro interés es recuperar una 
variedad inercial G-simétrica de la ecuaciôn original, y no (o no 
sôlo) de la ecuaciôn truncada; recordemos que el paso clave en el 
(Capitulo III para hacer esto (una vez probada la Propiedad de 
Localizaciôn, Teorema 4.1, Secciôn III.4) es el Teorema 4.2, 
Secciôn III.4 que a continuaciôn recordamos:
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Teorema 4.2 (Secciôn II1.4)
Siqx)ngamos que (S) (el semigrupo generado por (ES) ) es 
Uniformemente Acotado.
Sea p > 0 y sea 39 una Variedad Inercial cerrada en X® de 
(S.J.), tal que S.^ |^  es abierta.
i) Sea B^c X® abierto acotado. tal que 3 c B  ^ que es por
tanto absorbente, asi B,« U  S(t)B es absorbente y acotado por 
tao ° 
ser (S) Uniformemente Acotado.
Supongamos que se ha elegido el paràmetro p > 0 tal que
B.c BTp T (2.10)
Si denotamos por 39, el interior (en 39 ) (que es no vacio) de 
39 B,, entonces
39, es una Variedad Inercial de (S) (2.11)
En particular si B^  es positivamente invariante para (S), 
i.e. S(t)B^c B^  V t a 0 entonces B,= B^  y
39,= 39 n B^ es Variedad Inercial de (S) (2.12)
ii) Supongamos que fijado p > 0 existe B c X* abierto tal 
que 3 c B^c Bip) y tal que B^ es aborbente para (S^ ) (de hecho 
basta que se absorba a si mismo), sea t^  tal que V t a t^  
ST(t)B^G B^ . sea
39,= U S^(t)[ B^a 39 ] (2.13)
tat ' •'
0
entonces 39, es Variedad Inercial de (S). a
Ûbservemos de nuevo que en presencia de simetrias y con el 
truncamiento anterior, B(p) es una bola para |'|g y que por tanto 
si B^ se toma en el teorema tal que g(B^) » B^  para todo g € G 
(por ejemplo una bola para |»|g), entonces supuesta la condiciôn 
(2.10), 39, dada por (2.11)-(2.13) verifica
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g(jn,) » TO, para todo g € G (I.e. = G)
Entonces henos probado
Teorema 2.2
Con las notaciones del Teorema 4.2, Secciôn III.4 arriba, si 
se toma tal que g(B^) = B^ para todo g e G entonces en las 
condiciones del teorema si TO, viene dada por (2.11)-(2.13), 
entonces TO, es Variedad Inercial de la ecuaciôn original y es 
G-simétrica, i.e. g(TO,) = TO, para todo g € G o equivalentemente
“ G.
Asi, en particular, si TO se contruye con el método de punto 
fijo del Capitulo III, entonces el fluJo sobre TO, queda 
determinado por la Forma Inercial:
p + A p + f ( I + 0)p = 0
p(0) = p^€ P(TO,) c X" 
ahora esta ecuaciôn no contiene ningun efecto de truncamiento y 
ademâs posee todas las simetrias de G, (obsérvese que como g 
conmuta con las proyecciones espectrales y TO, es g-invariante 
entonces g(P(TO,)) = P(TO,)). o
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4.3 Semigrupo con Simetria Prescrite.
Un método corriente en 12,3,4,5], para obtener informaciôn de 
las simetrias de una ecuaciôn es buscar soluciones con simetria 
prescrits, esto es, restringir el dominio de trabajo a un 
subespacio V = Fix(£) con ^ c G. Como se probô en la Proposiciôn
1.2, V A X es invariante para la ecuaciôn semilineal
(ES)
u^+ Au * f(u)
u(0) = u € X
que suponemos genera un semigrupo disinativo en X, esto es 
suponemos la existencia de un Atractor Maximal compacto y que para 
todo B acotado en X, w(B) como en la Definlciôn 1.3 es no vacio, 
compacto, invariante y atrae la ôrbita de B (en [6] pueden 
encontrarse condiciones générales asegurando esto) y nos interesa 
el comportamiento asintôtico de las soluciones con simetria Z
Es pues natural investigar qué caracteristicas disipativas 
(atractores, variedades inerciales) de todo el sistema se heredan 
al semigrupo restringido; se observa fâcilmente que la mayor parte 
de las propiedades referentes a conjuntos absorbantes, 
invariantes, w-limites, atractores etc. de [6] se trasladan al
semigrupo restringido, sin embargo la permanencia de variedades 
inerciales no es tan inmediata. Otra posibilidad consistiria en 
estudiar la disipatividad directamente sobre el semigrupo 
restringido a X a  V, pero esto puede tener dificultades técnicas 
(por ejemplo las propiedades espectrales de A en V pueden no
asegurar las Condiciones de Salto Espectral del Capitulo III, por 
ejemplo si V es de dimensiôn finita). En algûn caso se puede dar 
el problema inverso: la ecuaciôn de Kuramoto-Sivashinsky (Capitulo
II) es disipativa sobre las funciones pares, que es un espacio de
puntos fijos (ver Secciôn IV.4, abajo), mientras se desconoce si
lo es sin la restricciôn de la simetria.
Tenemos entonces el siguiente resultado
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Teorema 3.1
i) Sea Z c G. subgrupo y denotemos ahora V = Fix(Z) a X. 
DefInimos
H(Z) = V A  a (3.1)
Entonces 3(Z) es compacto y positivamente invariante,
contiene a todo compacto invariante de V y atrae acotados de V. En 
particular S(Z) contiene al Atractor Maximal del semigrupo 
restringido a V.
Si se verifica la Unicidad Retrôgrada, [7,81, entonces 3(Z)
es invariante y es por tanto el Atractor Maximal del semigrupo
restringido a V.
ii) Supuestas las très Condiciones de Salto Espectral, sea
OT ■ Graf(ÿ) la variedad inercial construida en el Capitulo III, y 
sea Z c G, subgrupo, entonces
TO A  V = (I + ^ ) ( X j A  V) (3.2)
que es una subvariedad regular de V, positivamente invariante que
contiene a S(Z) y que atrae exponencialmente las trayectorias que
parten de acotados de V. En consecuencia TO a  V es una Variedad
Inercial. que ademâs tiene la misma tasa de atracciôn que TO. La 
Forma Inercial del semigrupo restringido viene dada por
p + A p + F ( I +  ÿ)p = 0 
*• ' ' (3.3)
p(0) = P^€ A V
Demostraciôn
i) Claramente 3(Z) es compacto en V y positivamente invariante; 
si ademâs S(t) es inyectivo para todo t, como S(t)3 = 3, si
X € 3(Z) y t a 0, entonces x = S(t)y, con y e 3, y por la
Proposiciôn 1.2, Z c ï y  V P°r tanto y € 3(Z), por tanto
S(t)3(Z) * 3(Z) , t a 0. Ademâs en cualquier caso si K es compacto
invariante de V, entonces K c 3 (por ser maximal) y por tanto
K c 3(Z). En particular 3(Z) contiene al Atractor Maximal del
semigrupo restringido (si existe).
Si B c V es acotado entonces por la hipôtesis de
disipatividad, w(B) como en la Definlciôn 1.3, es compacto e
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invariante y atrae a S(t)B, por tanto como V es cerrado 
u(B) c 9(Z) y por tanto S(£) atrae acotados de V. De esto y como 
9(Z) es compacto se sigue la existencia del Atractor Maximal del 
semigrupo restringido, [61.
Por ultimo supuesta la Unicidad Retrôgrada, 9(^1 es el 
Atractor Maximal (Definlciôn 1.3).
ii) Observemos primero que por la Proposiciôn 1.1 los elementos 
de G conmutan con las proyecciones espectrales sobre y X^ , P y 
Q » 1-P respectivamente, y por tanto si x e Fix(Z) entonces 
P(x),Q(x) € Fix(Z); por tanto con u € 91 = Graf(*), u = p + *(p) 
pertenece a V = Fix(Z) si y sôlo si g(p) = p (ya que ÿ conmuta con 
g, Teorema 2.1) y por tanto concluimos (3.2). Asi 9) n V es una 
variedad de la misma clase que 91, que claramente contiene a 9(Z).
En cuanto a la atractivldad, en el Capitulo III, Secciôn 
III. 3, se probô que supuestas las Condiciones de Salto Espectral 
entonces para todo u^€ X,
dist(S(t)u^,P(S(t)u^) + ^(P(S(t)u^)) (3.4)
tiende a cero exponencialmente y de aqui se extraia la propiedad
de atracciôn exponencial uniforme de la variedad 91; pero ahora 
para el semigrupo restringido, si u e V entonces S(t)u^e V y por 
tanto P(S(t)u^) y ^(P(S(t)u^) estin en V, consecuentemente
P(S(t)Ug) + ^(P(S(t)u^) € (I + *)(X^n V) (3.5)
y atrae exponencialmente a S(t)u^, el resto es obvio. o
Observacién
En el caso hilbertiano X^  es suma de los autoespacios 
correspondientes a los autovalores de A en un cierto subconJunto, 
<r , de <r(A), por tanto X^n V estâ generado por los autovectores de 
A, con autovalor en <r^ (ver Capitulo III) y con simetria £ .
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4.4 Ejemplo: Ecuaciôn de Kuramoto-Velarde.
Recordemos el marco funcional y algunos resultados del 
Capitulo II:
~  + vD*u + Pu + y(Du)^ - 5D^(f(u)) = ? J (Du)^ (4.1)
en (0,L)x(0,T), u(x.O) = u (^x) con x e Q = (O.L), con
condiciones periôdicas, [fu(x+L,t) = D^u(x.t) para todos
t e (O.T), X € R y k € {0,1,2,3}, y condiciôn de media nula
f u(x,t)dx = 0  V t 6 [0,T)
-"a
siendo v > 0 g.y.ô a 0 , o" = —  , y ôf(s) = J  ôa^ s*', (para la
3x k=i
ecuaciôn original ôf(s) = -s - gs^ )-
En particular, tomando
H = { u e (R). u(x+L) = u(x), f u(x)dx = 0 >
con la norma de L^(0) y V^= H^ ^^ (R) n H, k e N (V^ = H,
V^» V, V^= D(A)), con la norma de H*‘(n), entonces K-V esté bien 
puesto en los espacios V^ .
El espectro de la parte lineal de orden superior es
\  n^ e N î  "
= v( ^  n )* V n 6 N (4.2)
con autoespacio generado por ( sen( ^  nx ), cosC ^  nx ) >.
LObservemos que el perlodo minimo de estas funciones es - y 
disminuye con n.
Un grupo de simetrias es inmediato: sobre funciones definidas 
en R, g (u)(x) = u(x + %). t e R y g,(u)(x) = u(-x), conmutan con
todos los términos (lineales o no) de K-V; ademâs g^ y g,
conservan las condiciones de contorno y media nula de K-V y son 
isometrlas en H (con la norma de L^(Q) ), de hecho son isometrlas 
en V^ para todo k € N.
Asi G = <<g^ , T € R }, g,> es un grupo (no conmutativo) de
227
simetrias de K-V. Claramente g, es de orden 2 y T = {g^ , x e R }
es un grupo conmutativo cuya actuaciôn efectiva sobre H viene dada
por el cociente de T sobre los elementos que actuan trivialmente 
en H, i.e. sobre T^= <g^ , x = kL, k e Z > y por tanto
« {g^ . X € (O.L) > » s‘ « S0(2)
que es un grupo de Lie compacto y conmutativo (50(2) es el grupo 
de transformaciones ortogonales del piano que conservan la 
orientaciôn, i.e. los giros).
Por tanto el grupo efectivo de simetrias es
% = «6^. T € [O.L) },g.> = 0(2) (4.3)
(0(2) es el Grupo Ortogonal del piano) y asi 
Fix(g,) = < u € H, u par > mientras que Fix(g^) es no trivial si y
sôlo si ^ € 0, en cuyo caso Fix(g^) consiste de las funciones de H
que son x-periôdicas; de hecho si u € Fix(g^) es no trivial, con 
X a L entonces el période minimo de u, p, es tal que L = mp y
X = np con m.n 6 N y asi p = L/m y u e Fix(g^^); en consecuencia
al considerar puntos fijos de elementos de 50(2) podemos tomar 
directamente x » L/m, i.e. subarmônicos de L.
Podemos considerar conjuntos de puntos fijos de otros 
subgrupos de 0(2), como por ejemplo Z(n) o el grupo diédrico D(n), 
i.e. el grupo de simetrias de un n-àgono regular, (4); 
representaciones de Z(2) en G^ son <8.> Y <8.*8^2^'
Z(n) lo es <g^^> mientras que de D(n) lo es <g,. g^^>; sus puntos 
fijos son respectivamente las funciones de H que son 
L/2-periôdicas, las funciones pares, las funciones que verifican 
u(x) s u(L/2-x) (o equivalentemente las funciones que pueden 
ponerse como la suma de una funciôn par L/2-periôdica y una 
funciôn impar L/2-antiperiôdica), las funciones L/n-periôdicas y 
las funciones pares L/n-periôdicas.
En particular, los espacios Fix(g^), Fix(g,), Fix(g,»g^^) y 
Fix(<g,,g^^>) son cerrados e invariantes para K-V, en Fix(g,) la 
ecuaciôn K-5 (6 = 0) define un sistema dinàmico disipativo
(Capitulo II).
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4.4.1 Modos Déterminantes para soluciones simétricas
Supongamos que K-V genera un sistema HinAmirn disinativo 
(para quizà sôlo determinados valores de los parâmetros 
(v.p, ar,5f,L), por ejemplo para la ecuaciôn de Cahn Hilliard, y = 0 
y 5f adecuada, segûn se viô en la Secciôn II. 3), para lo cual 
basta, por ejemplo, probar la existencia de un conjunto 
absorbente en V (ver Secciôn II.2). Como » N* entonces los 
resultados de las Secciones III. 3 y IV. 1 son aplicables, en 
particular a la construcciôn de una variedad inercial de K-V en 
este rango de parâmetros.
Como observamos anteriormente, los periodos minimos de las 
autofunciones decrecen, esto permite "seleccionar", por 
intersecciôn con la variedad inercial, como en el Teorema 3.1, 
distintos modos invariantes prefijando un perlodo suficientemente 
pequefto, “lejos" de los ûnicos modos déterminantes del 
comportamiento asintôtico, de forma que la dinâmica tiene que ser 
mucho mâs simple que el de una soluciôn arbitraria. Las otras 
simetrias igualmente seleccionan modos invariantes para los que se 
puede construir variedades inerciales.
Precisando, con las notaciones de estas secciones, sea N tal 
que se verifican las Condiciones de Salto Espectral y por tanto 
<Tj* {X^ ,..,Xj^ }, <r^ = (X^ , n > N }, estâ generado por
{ sen(^x), cos(^x),. . , sen(^^x), co s(^ÎNx ) > (4.4)
y Xg por el resto de autovectores; asi la variedad inercial viene
dada por TO = Graf (ÿ) con *:X^— » X^ , que es de dimensiôn 2N.
Los modos dados en (4.4) se 11aman Modos Déterminantes del
sistema puesto que si denotamos por P la proyecciôn asociada, si 
dos soluciones u(t) y v(t) verifican que P(u(t)-v(t)) tiende a 
cero entonces u(t)-v(t) tiende a cero, [15], i.e. si para dos 
soluciones estos modos se comportan igual entonces ambas 
soluciones se comportan igual, en otras palabras el comportamiento 
de estos modos caracteriza la clase de soluciones con el mismo 
comportamiento asintôtico. Esta propiedad estâ muy estrechamente 
relacionada con la Propiedad de Compresiôn encontrada en el
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Capitulo III, Secciôn III.3. [13,14,15].
Considereaos ® ^ Y = <g^ > = Z(k) y sea = Fix(G^),
k € N fijo; por el Teorema 3.1, TO n 2^ = (I + 0)(X^n Z^) es una 
variedad inercial para el semigrupo restringido a Z^ . pero como 
las proyecciones espectrales de Z^ estàn en Z^ , 
X^n Z^ = eN(A) n Z^ = e(N(A) n Z^) (la suma es sobre A e e^ ), asi 
X^n Z^ estâ generado por:
i) { sen(Jk^x), cos(Jk^x), jk s N, J a 1 }, si k < N
ii) { sen(N^x),cos(N^x) ) si k = N (4.5)
iii) {0} si k > N
En particular si k = N entonces TO n Z^ es una variedad
inercial bidimensional que contiene la dinâmica asintôtica de las
soluciones p periôdicas. A su vez si k > N entonces TO m Z^= (0(0)}
y por tanto las soluciones ^-periôdicas convergen exponencialmente
(y uniformemente para datos iniciales en conjuntos acotados) a
^(0) que es un punto de eouilibrio de K-V. pero como Z, es cerrado 
Lentonces f(0) es ^-periôdico para todo k > N y por tanto f(0) = 0.
Este sorprendente resultado concuerda con el comportamiento 
de la ecuaciôn lineal: las frecuencias altas son disipadas
exponencialmente. Como el principle de superposiciôn de soluciones 
no es vâlido, esta propiedad no détermina el comportamiento de una 
soluciôn arbitraria.
Es de destacar que en [17] se menciona este decaimiento de 
los modos de altas frecuencias aunque alli es observado 
sôlo numéricamente.
Si ahora tomamos ^ Y G, = <g,.g^ > * D(k) y llamamos
Z, ^ = Fix(G, j^), tenemos entonces por el Teorema 3.1 que 
TO n Z, (I â)(X^A Z, ^) es variedad inercial (que es una parte 
de la variedad inercial en Z^ construida arriba) y por (4.5) 
XjA Z, ^ estâ generado por
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i) { cos(Jk^x), jk s N. J t 1 >. si k < N
li) { cos(N^x) > si k = N (4.6)
iii) {0> si k > N
en particular si k * N entonces TO n Z, ^ es una variedad inercial 
unidimensional que contiene la dinâmica asintôtica de las 
soluciones pares y t periôdicas.
Si ahora considérâmes G, = <g,>. Z,= Fix(G,) y el semigrupo 
restringido (a funciones pares), entonces de nuevo 
TO n Z, = (I ♦ ^)(XjA Z,) es variedad inercial; en este caso X^n Z, 
estâ generado por
{ cos(k^x), 1 s k s N } (4.7)
y por tanto la variedad inercial tiene dimensiôn N, sobre 
funciones pares.
Sobre Z,, K-V puede ser tratado directamente con el mismo 
marco funcional de antes, introduciendo la condiciôn de paridad en 
los espacios H y V^ y utilizando los resultados del Capitulo I, de 
forma que la mayor parte de los resultados del Capitulo II siguen 
siendo vàlidos con esta restricciôn (como ya se ha dicho la 
ecuaciôn de Kuramoto-Sivashinsky, ô = 0, define un sistema 
dinàmico disipativo sobre Z, y posee una variedad inercial, el 
mismo comportamiento para soluciones arbitrarias es un problema 
abierto), los autovalores son los mismos de (4.2) pero ahora son 
simples con autofunciôn coseno, [13); la variedad inercial, con 
las notaciones de (4.4), se construye sobre X^n Z,, dado por 
(4.7).
Sin embargo {g^ , x € (0,L) } no son simetrias de la ecuaciôn 
restringida, de hecho la unica traslaciôn (no trivial) que 
transforma todas las funciones pares y L-periôdicas en funciones 
pares (y L-periôdicas) corresponde a x * y asi g^ es una 
simetria orden 2 (por contra g, si es una simetria de la ecuaciôn 
restringida a Z^). En particular, supuesto que K-V es disipativo 
sobre Z,, por intersecciôn con la variedad inercial segùn el 
Teorema 3.1, K-V restringido a funciones pares y ^-periôdicas.
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i.e. restringido a F i x ( < g , , = Z, Z,n Z^ . hereda una
variedad inercial construida sobre X^n Z, generado por
{ cos(ZJ^x). 2J s N } (4.8)
cuya dimensiôn viene dada por el cardinal de < j e N. 2j s N es 
decir la parte entera de N/2, siendo N la dimensiôn de la variedad 
inercial de K-V para funciones pares.
Obviamente la acciôn del grupo proporciona soluciones no 
pares de K-V con una dinâmica transladada por el grupo.
Si consideramos ahora G,,g = - 2(2) y denotamos
Z,,g= Fix(G,,2) = { u € H, u(x) = u(L/2-x) }, de nuevo por el
Teorema 3. 1, sobre Z,^ K-V hereda una variedad inercial
construida sobre X^n Z, '^ 9"^ estâ generado por
{ sen((2)c+l)^x),cos(2j|îx) , 2k+l s n.2J s N > (4.9)
cuya dimensiôn es por tanto N.
Volviendo a la ecuaciôn compléta (4.1), observemos que
g = -g,, i.e. g*(u)(x) = -u(-x), transforma soluciones de (4.1), 
con polinomio 6f(s) y coeficiente y dados, en soluciones de (4.1) 
con polinomio ôf(s) = -ôf(-s) (es decir cambian de signo los 
coeficientes pares del polinomio original) y coeficiente -y; en 
consecuencia si ôf es un polinomio impar entonces g es simetria
de C-H. (y * 0), de forma que el grupo de simetrias es ahora
G^e <g"> = <{g^ , T € (0,L) }.g,.g’> (4.10)
por tanto ademâs de los casos discutidos anteriormente tenemos que 
Z * Fix (g ), funciones impares de H, es invariante para C-H y 
ademâs cada caso de espacio de puntos fijos anterior puede ser 
complementado con esta nueva simetria:
Tomando ^ y G* = <g*,g^ >, entonces en Z^ = Fix(G*)
tenemos una variedad inercial construida sobre X^n Z^ , que estâ 
generado por
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1) { sen(Jk^x), jk s N, j s 1 }, si k < N
ii) { sen(N^x) > si k = N (4.11)
iii) {0} si k > N
en particular si k = N entonces TO n es una variedad inercial 
unidimensional que contiene la dinâmica asintôtica de las 
soluciones impares y ^ periôdicas; obsérvese que 
Z^= (X^ n Z, ^)e(X^n Z^) y que la variedad inercial de (4.5) se 
"descompone" de igual manera en las variedades inerciales de (4.6) 
y (4.11).
Si ahora consideramos G = <g >. Z = Fix(G ) y el semigrupo 
restringido (a funciones impares). entonces de nuevo recuperamos 
una variedad inercial sobre X^n Z que estâ generado por
{ sen(k^x), 1 a k s N ) (4.12)
y por tanto la variedad inercial tiene dimensiôn N, sobre
funciones impares; de nuevo la descomposiciôn
X^= (X^ n Z,)e(X^A Z ) se refleja en las variedades de (4.4), (4.7)
y (4.12). Como arriba, la unica traslaciôn (no trivial) que
transforma todas las funciones impares y L-periôdicas en funciones
impares (y L-periôdicas) corresponde a x = ,^ de forma que C-H
Lrestringido a funciones impares y ^-periôdicas. i.e. restringido a 
Fix(<g",g^2>) = Zg= Z n Z^ . hereda una variedad inercial
construida sobre X^n Z^ , generado por
{ sen(2J^x), 2j s N } (4. 13)
cuya dimensiôn es la parte entera de N/2. Obsérvese de nuevo en 
(4.5), con k = 2, (4.8) y (4.13) el efecto de la descomposiciôn 
X^n Zg= (XjA Z, z *).
Para concluir pongamos G °^= <g “ Z(2) y denotemos
Z**^» Fix(G*’^ ) = { u € H, u(x) = -u(L/2-x) ) (o equivalentemente, 
las funciones de H que son suma de una funciôn par 
L/2-antiperiôdica y una funciôn impar L/2-periôdica); asi sobre
233
z C-H hereda una variedad inercial construida sobre X^n Z 
que esta generado por
{ sen(2k^x),cos((2J+l)^x) . 2k s N.2J+1 a N > (4.14)
cuya dimensiôn es por tanto N. Compàrese este resultado con (4.9) 
y obsérvese que (4.9) y (4.14) corresponden a una descomposiciôn 
en suma directa de X en (4.4).
Observaciones
i) En cada uno de los casos discutidos arriba (4.11)-(4.14), y 
siempre supuesto que el sistema dinàmico es disipativo (i.e. ôf 
tiene grado impar y coeficiente principal positive, Secciôn 
III.3), tenemos que la descomposiciôn en suma directa del 
subespacio sobre el que se construye la variedad inercial, permite 
descomponer la ecuaciôn en un sistema parabôlico de cuarto orden
v^  Av = F^(v,w)
+ Aw = F^(v,w)
de forma que tanto el sistema como cada ecuaciones por separado 
(anulando v o w) poseen variedades inerciales, cuyas dimensiones 
estan interrelacionadas.
ii) Obsérvese que los resultados anteriores (y algunos de los que 
veremos en la Subsecciôn IV.4.2 abajo) deoenden muv poco de la 
forma ecuaciôn (fijadas las condiciones periôdicas): tan sôlo
hemos usado que el sistema dinàmico es (se supone) disipativo, que
es invariante por = <(g^, t  e [O.D },g,> o por G^@ <g >, que
tiene las mismas autofunciones que antes y que los autovalores 
crecen lo suficientemente ràpido para asegurar las Condiciones de 
Salto Espectral; por tanto la idea parece apllcable a algunos 
problemas de reacciôn difusiôn unidimensionales (problema de 
Chafee-Infante por ejemplo, (9]).
Ademâs observemos que si no se impone la condiciôn de media 
nula tipicamente las funciones constantes son autofunciones del 
primer autovalor, en cuyo caso si las ideas anteriores son 
aplicables, entonces las dimensiones de las descomposiciones en 
suma directa de y de las variedades encontradas con ellas se
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Incrementan en una unidad.
Con las consideraciones de la observacién anterior, 
supongamos que la ecuaciôn estudiada (no necesariamente K-V) 
cumpla todos los requisitos del punto ii) pero que el crecimiento 
de los autovalores no asegure el salto espectral, de forma que el
sistema dinàmico es disipativo pero no sabemos si tiene una 
variedad inercial: con las notaciones del Capitulo 111, Secciôn 
III.3, X^ o( n* y las condiciones de salto espectral se resumen en
^n+l”^ nque (T^ = --- —  sea divergente (basta que pueda tomar un valor
^n
por encima de una cantidad dependlente de los datos del problema y
de la disipatividad), condiciôn que se verifica si y sôlo si
m > YT5—  : si por contra m = -r— i—  entonces cr converge a unal+p-a i+p-a n
constante con lo que el salto espectral no està garantizado. En
esta situaciôn tenemos;
Proposiciôn 4. 1
Supongamos que m = y que la ecuaciôn (con condiciones
periôdicas y las mismas autofunciones) es invariante por 
(g^, T e [O.D }. Consideremos ^ = <g^  > y = Fix(G^).
Entonces con k suficientemente grande el sistema dinàmico 
posee una Variedad Inercial en Z^ .
Demostraciôn
Las autofunciones en Z^ son { sen(Jk^x). cos(Jk^x), J e IN > 
con autovalores Aj = A^^* (kj)” de forma que para el semigrupo 
restringido tenemos que
“ J^m(«-B)jm(i-3)
precisamente porque m = consiguiente tomando k
suficientemente grande podemos asegurar que el sistema dinàmico 
posee una variedad inercial en Z^ . o
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4.4.2 Formula exacta para la dimensiôn de Variedades 
Inerciales. Anàlisis Dimensional.
En lo que sigue denotaremos la ecuaciôn K-V, (4.1), por 
(v,B,7,Ôf.L) para indicar la dependencia en todos los parâmetros 
del problema.
Por otro lado, volviendo a las consecuencias de (4.5) 
podemos enunciar el siguiente resultado
Proposiciôn 4.2
Existe una correspondencia uno a uno entre las soluciones L/k 
periôdicas de (v,p,y.ôf.L) y las soluciones de (v, B, y,ôf,L/k) para 
todo k € N.
En particular si (v,B,y,6f,L) es disipativo y si 
N = N(v,B,y,ôf,L) estâ definido por (4.4) entonces para todo k > N 
el cero es Globalmente Asintôticamente Estable para (v,B.y.ôf,L/k) 
y es de hecho el Atractor Maximal de este problema (de hecho la 
tasa de atracciôn es exponencial). Decimos en este caso que el 
sistema |>osee Cero Modos Déterminantes en este rango de 
parâmetros.
Mâs aûn si k = N entonces (v, B. y. ôf, L/k) posee una Variedad 
Inercial bidimensional construida sobre el autoespacio del primer 
autovalor del problema.
Ademâs conservando sôlo la dependencia de N en L tenemos que 
N(L/k) » ^N(L)/kj ([•]* parte entera) y por tanto
N(L) = mint k € N. (v,B.r.ôf,L/n) tiene cero
modos déterminantes para todo n t k >-l (4. 15)
Demostraciôn
Observemos que si u € H y es L/k-periôdica entonces
0 = j^u = kj^*^ y Z (Du)^ = ^ (Du)^ , en consecuencia
como con las notaciones de la Subsecciôn anterior es invariante 
para K-V la primera aflrmaciôn es cierta. El resto no es mâs que 
una reformulaciôn de (4.5) y de las consecuencias ya obtenidas de 
alli. Por esto, de (4.5) iii) proviene la expresiôn de "Cero Modos
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Déterminantes*. □
Este resultado tiene como consecuencia la posibilidad de 
obtener una estimaciôn experimental v/o numérica de N(v,B,y,ôf,L) 
alternativa a la verificaciôn de las Condiciones de Salto 
Espectral: tomando subarmônicos de la periodicidad espacial se
debe detectar la apariciôn de una variedad inercial bidimensional 
y acto seguido, en el siguiente subarmônico, toda soluciôn debe 
disiparse exponencialmente a cero.
Si como es habituai. [4,5,16,17,18], y el resultado anterior 
sugiere como adecuado, contemplamos L como paràmetro de 
bifurcaciôn (y los otros parâmetros permanecen fijos, de forma que 
tenemos un problema de bifurcaciôn uniparamétrica), el tipo de 
razonamiento anterior nos proporciona cierta informaciôn analitica 
del diagrama de bifurcaciôn de K-V, [16,17,18]: supongamos la
siguiente hipôtesis
(H) "Existe un interval© I = (a,b) y N^e N taies que NUL) es
acotado con L e I, y N(L) < N^ para todo L e I"
Entonces denotando J(I) = U I/k, tenemos que con L € J(I), la
IONq
dinâmica es trivial (el cero es el atractor maximal y atrae 
exponencialmente) y J(I) contiene un interval© de la forma (0,L ).
Obsérvese que si la hipôtesis (H) es falsa y si ponemos 
N(L) = m si el sistema es no disipativo entonces para todo n e M
el conjunto L, n a N(L) ^ | es denso en (0,œ). Esta propiedad
reflejarla una gram dependencia sensible de la dinâmica respecto 
al paràmetro L y no es esperable desde el punto de vista flsico, 
ademâs para la ecuaciôn de Cahn-Hilliard por ejemplo se sabe que 
el sistema es disipativo y que tiene una variedad inercial para 
todo valor del paràmetro L y que su dimensiôn se puede acotar en 
términos de L, [13].
De hecho las exploraciones numéricas de [4,5,16,17] confirman 
que el rango del paràmetro en el que hay dinâmica trivial consiste 
en un ùnico intervalo (0,L^ ) en cuyo extremo superior, 
tipicamente, una primera bifurcaciôn de estados estacionarios
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(bifurcaciôn tipo pitchfork, o tenedor) se produce; recordemos de 
la Secciôn II. 3 la expresiôn de los autovalores de la ecuaciôn 
linealizada entorno a 0 y su dependencia en L:
de forma que para L pequefto todos los autovalores son positives, 
asi séria tal que un ùnico autovalor se anula, supuesto que 
a < 0; observemos que si a^ a 0 entonces todos los autovalores 
son siempre positives y que por tanto 0 es siempre asintôticamente 
estable y por tanto no hay ramas bifurcadas de la soluciôn 
trivial, en particular si L > entonces la dinâmica del sistema
es debida a nuevos tipos de soluciones ninguna de ellas bifurcadas 
de 0.
Obsérvese que con a^ < 0 incluso podria haber dinâmica no 
trivial conviviendo con la condiciôn p^> 0 para todo n e N (que es 
una condiciôn de estabilidad local en torno a cero), en este caso 
el valor para el que el primer autovalor p^ se anula séria una 
cota superior del valor L^ .
Introducimos entonces para (v,g,y,ôf,L):
N(L) = min( k e N, (0> es el atractor maximal
de (v,B,y,ôf,L/n) para todo n & k }-l (4.16)
y asi tenemos 
Lema 4.1
Con las notaciones anteriores, para todo L > 0
N(L) s N(L) (4.17)
Si ademâs existe un ùnico intervalo (0,Lg) con dinâmica 
trivial entonces si para el valor de L el sistema es disipativo
N(L) = min{ k € N, L/k < L^  } - 1 = [^^o] 18)
y en particular
238
i) N(nL^) = n
II) si nL^< L < (n+l)Lg entonces N(L) = n (4.19)
III) N(L) — > 00 con L — > 00
Demostraciôn
Inmediata por (4.15), (4.16) y la Proposiciôn 4.2. o
Observemos ademâs que (4.16) permite un anàlisis similar a 
(4.18), (4.19) si el conjunto donde hay dinâmica trivial fuese por 
ejemplo de la forma (0,L^) u (L^ .L^ ).
Con estos resultados introducimos
Definiciôn 4.1
El fluJo definido por K-V. (y,B,y,5f,L), es No Anômalo si y 
sôlo si
N(L) = N(L) para todo L > 0 (4.20)
Asi si el flujo es No Anômalo entonces (4.18), (4.19)
proporcionan una formula exacta para las dimensiones de las 
variedades inerciales de K-V.
Claramente si para cierto L se tiene N(L) < N(L) entonces 
estyo signifies que con le = N(L) + 1 el sistema (v, |5, y, 5f, L/k) 
posee una variedad inercial de dimenslôn mayor que uno (al menos 
un modo déterminante) y simultaneamente toda soluciôn es atraida 
exponencialmente a cero, esto es el flujo sobre la variedad es 
trivial. De aqui el nombre de flujos Anômalos cuando esta 
situaciôn se da.
Por ultimo destaquemos que en las condiciones anteriores si 
el flujo es No Anômalo entonces (4.18)-(4.20) implican que la 
conjetura de Pomeau-Maneville, [19], sobre el numéro de grades de 
libertad del sistema (formulada en el contexte de la ecuaciôn de 
Kuramoto-Sivashinsky) es cierta: N(L) = L .
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Un problema ablerto es por tanto la caracterlzaciôn de los 
Flujos No Anômalos.
Es conveniente en este punto reescalar la ecuaciôn K-V por
ejemplo haciendo que el dominio espacial quede normalizado a
[0.2%]; de hecho es Inmediato veriflcar que si partîmes de K-V con
paràmetros (y.g.y.gf.L) _ (t . Ç son las variables de tiempo y
2espaclo respectivamente) entonces el cambio ( * wx, x » w t nos da 
las soluciones de (v = w/w^.g = gwf.y.ôf.L * L/w)^ ^ ; dos 
elecciones de w son de especial utilidad: w = u(L) > L/2% que nos 
lleva a la NORMALIZACION EN [0.2%] y w = k e M (independlente de 
L) que nos produce la k-REPLICACION en el lenguaje de [4.5]; como 
los térmlnos en y y 5f no cambian, slmbôlicamente escrlbiremos
w = L/2%
(y.g.L) I----------
(y.e.L) I------------ > ( v / k “ . L / k )
una buena propledad de la k-replIcaclôn es que nos permlte pasar 
de soluciones en [O.L] a soluciones en [O.L] (de periodo L/k); 
este hecho ha sldo utlllzado de forma crucial en [4.5] para 
anallzar las blfurcaclones de soluciones estaclonarlas de K-S 
apartlr de la soluciôn trivial.
Observemos que si fljamos y entonces todos los
problèmes (y.g.L) verlflcando v = y^L^/4%^ y P *  g^4%^/L^ tlenen 
un comportamiento dinàmico equivalents por corresponder al mlsmo 
problema normalizado ( u  , p .2%); en particular cualquler problema 
(w.P.L) y su k-repllcado (y/k^ . k^p,  L / k ) corresponden al mlsmo 
problema normalizado. Con estas notaclones podemos probar
Teorema 4.1
Supongamos que exlsten v^ , p^ > 0 y J^c (0.®) taies que para 
todo L 6 J^ . K-V dado por y. 3f. L). tlene un determlnado
comportamiento dinàmico (por ejemplo: el 0 es aslntôtlcamente
estable. o K-V tlene una varledad Inerclal etc.).
Entonces
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I) Para todos v . p  > 0 verlflcando v . p  » *'o'^ o J * J(v,g)
homeomorfo a tal que para todo L € J se tlene que (y.p.y.Ôf.L) 
tlene el mlsmo comportamiento. Ademàs si contlene un intervalo 
de extreme 0 entonces J ( v , p ) tamblén.
II) Para todo L > 0 exlsten w > 0 (sufIclentemente grande) y 
3 > 0 (sufIclentemente pequeAo) verlflcando v . P  *  v  . p y tal que 
(y.P.y.gf.L) tlene el mlsmo comportamiento que y.gf.L^), 
L^€ J^ . De hecho, fljado L > 0, las parejas (v.g) verlflcando lo 
anterior pueden tomarse en un conjunto homeomorfo a J^ .
Demostraclén
I) Conslderemos la renormalIzaclôn a [0,2w], v * i>4ir^ /L*,
P * 3L^/4%^, como transformaclôn del cuadrante (R*)^  a (R*)^ :
(v,3,L) I > i v , p )  y observemos que el hlperbololde y. g = cte se
transforma en la hlpérbola y. g = cte, por tanto la Imagen de
{ (y.g.L), L € J > es un subcon junto, J homeomorfo a J , de la 
0 0 ^ ^  0 0 0
hlpérbola y.g = y^ .g^ .
Fljados y.g verlflcando y.g = y^ . g^ la Imagen de 
{ (y.g.L), L € R* > recorre unlvocamente la hlpérbola y.g * y^ . g^
y por tanto basta tomar J = J(y.g) la Imâgen Inversa de en
{ (y.g.L), L € R* }. Claramente si contlene un Intervalo de 
extremo 0 entonces J tamblén.
II) Sea como arrlba y sea (y^ . g ) e J^ . como se observé
anterlormente todos los problemas (y.g.L) verlflcando y = y^L /4n^ 
y g = g^4% /L son équivalentes, de donde deduclmos la aflrraaclôn 
y claramente (y.g) recorren un conjunto homeomorfo a J ^ y  por 
tanto a J^ . □
Observaclén
SI g^= 0 el Teorema 4.1 es clerto ponlendo:
I) Para todo y > 0 existe J * J(y) homeomorfo a tal que para 
todo L € J se tlene que (y.O.y.ôf.L) tlene el mlsmo
comportamiento. Ademàs si contlene un Intervalo de extremo 0 
entonces J(y) tamblén.
II) Para todo L > 0 existe J “ J(L) homeomorfo a J^ , tal que para 
todo y € J. (y.D.y.gf.L) tlene el mlsmo comportamiento que
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(y^.O.y.ar.L^), L^e
Observaclén
SI en el cambio de escalas tomamcs u = l/k (cambio Inverso a la 
k-repllcaclén), tenemos
(y.g,L/k) I------- » (yk^ . g/k^ , L)
por tanto si (y,g.y.3f. L) es dlslpatlvo entonces por la 
Proposlclén 4.2 con k >> 1 (yk^ . g/k^ , y. 5f. L) tlene a {0} como 
atractor maximal.
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