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Re´sume´ – Dans cette contribution, nous revisitons la question de la caracte´risation de textures d’images par analyse des ﬂuctuations de re´gularite´
locale en combinant deux e´le´ments nouveaux. D’une part, dans l’estimation de la re´gularite´ locale proprement dite, la quantite´ multire´solution
utilise´e e´tait classiquement le coefﬁcient d’ondelette, l’accroissement ou l’oscillation. Nous la remplac¸ons par les coefﬁcients dominants, une
de´clinaison des coefﬁcients d’ondelettes invente´e dans le contexte de l’analyse multifractale et qui apportent robustesse et ame´lioration dans les
performances d’estimation. D’autre part, le post-traitement des estime´es est re´alise´ par la mise en place d’une proce´dure de segmentation en
partition minimale re´solue a` l’aide d’outils proximaux, ce qui nous permet de ge´rer efﬁcacement le grand volume de donne´es implique´. Nous
ge´ne´rons des textures synthe´tiques gaussiennes caracte´rise´es par un changement de re´gularite´ locale dans une zone dont la position et la surface
sont tire´es ale´atoirement. Nous mettons en oeuvre syste´matiquement la combinaison de l’estimation par coefﬁcients dominants et segmentation
proximale, illustrons la qualite´ et l’inte´reˆt de cette approche pour segmenter les textures et quantiﬁons la qualite´ de la segmentation obtenue en
fonction de l’amplitude de l’amplitude du changement de re´gularite´ locale et de la surface de la zone modiﬁe´e.
Abstract – In this contribution, texture characterization is revisited through the analyzis of local regularity ﬂuctuations by combining two new
elements. On one hand, in the estimate of local regularity itself, the multiresolution quantity typically involved was the wavelet coefﬁcients, the
increment or the oscillation. It is here replaced by wavelet leaders, a variation on wavelet coefﬁcients, proposed in the context of multifractal
analysis, that brings robustness and improvement in estimation performance. On other hand, the post-processing of the estimates is carried out
by a minimal partition procedure solved with proximal tools, which allows us to effectively manage the large volume of data. Gaussian synthetic
textures are generated, characterized by a change in local regularity over an area whose position and surface are randomly selected. The quality
and the usefulness of the proposed approach for partitioning textures is illustrated and quantiﬁed in terms of quality of the segmentation as a
function of the local regularity amplitude change and of the surface of the altered area.
1 Contexte, motivations et contributions
Caracte´risations de textures et re´gularite´ locale.La caracte´ri-
sation de textures constitue l’un des canons de l’analyse d’ima-
ges (cf. e.g., [5, 10, 8, 16, 9] et les re´fe´rences qui y sont cite´es).
Pour de nombreuses applications, dont les natures peuvent eˆtre
tre`s diverses, comme par exemple l’e´tude des textures de tissus
humains (cf. [11] pour une revue de la lite´rature), l’imagerie
des mate´riaux, l’imagerie satellite ou l’indexation d’images,
la notion de texture peut naturellement eˆtre de´ﬁnie a` travers
celle de re´gularite´ locale. Celle-ci est usuellement mesure´e par
l’exposant de Ho¨lder h(x) [7] : en substance, h(x) est l’expo-
sant de la loi de puissance qui quantiﬁe la de´croissance de la
puissance de ﬂuctuations locales mesure´es a` l’aide de quantite´s
multire´solution TX(a, x), souvent les coefﬁcients d’ondelettes,
dans la limite des petites e´chelles d’analyse :
TX(a, x) ≃ C(x)a
h(x), quand a→ 0.
Cet exposant de Ho¨lder peut, en principe, eˆtre utilise´ pour ca-
racte´riser et segmenter les textures.
Estimation de l’exposant de Ho¨lder. L’estimation locale de
l’exposant de Ho¨lder a jusqu’ici e´te´ exclusivement conduite a`
partir de quantite´s multire´solution telles que les coefﬁcients de
transforme´e en ondelette continue, des accroissements ou des
oscillations et a e´te´ principalement e´tudie´e dans le cas de si-
gnaux 1D (cf. e.g., [1, 4]), avec peu d’efforts de´volus a` l’image
(ou au champ ale´atoire), voir, a contrario [14]. Cependant, ces
quantite´s produisent des estimations avec de me´diocres perfor-
mances, conse´quence de la nature meˆme de la quantite´ me-
sure´e : le caracte`re local de la mesure produit une forte va-
riance d’estimation ; de´grader le caracte`re local de la mesure
fait de´croıˆtre cette variance, au prix, cependant, d’une augmen-
tation de biais, sufﬁsante pour empeˆcher de voir les ve´ritables
changements de re´gularite´. Ces difﬁculte´s ont, jusqu’ici, for-
tement tempe´re´ l’usage pratique de la re´gularite´ locale pour
l’analyse de texture.
Contributions. Dans ce contexte, la pre´sente contribution
propose une double ame´lioration reposant sur la combinaison
de deux outils : h(x) est mesure´ a` partir des coefﬁcients do-
minants, une de´clinaison des coefﬁcients d’ondelettes invente´e
dans le contexte de l’analyse multifractale [7, 17] et qui apporte
robustesse, pre´cision dans la localisation spatiale et ame´lioration
dans les performances d’estimation. Cette variation ne sufﬁt
cependant pas a` rendre exploitable pratiquement les estime´es
de h(x), par conse´quent une proce´dure de segmentation spa-
tiale des estime´es de h(x) est e´labore´e. Cette dernie`re se base
sur l’utilisation d’outils proximaux dans le but de minimiser un
crite`re convexe relie´ a` l’approche de Mumford-Shah [12].
2 Me´thodologie
Re´gularite´ locale. SoitX la fonction borne´e 2D (image) que
l’on souhaite analyser. La re´gularite´ locale autour de la posi-
tion x0 ∈ R
2 est mesure´e par l’exposant dit de Ho¨lder h(x0),
de´ﬁni comme le plus grandα > 0, tel qu’il existe une constante
C > 0 et un polynoˆme Px
0
de degre´ infe´rieur a` α, tel que
|X(x)− Px
0
(x)| ≤ C|x − x0|
α dans un voisinage x de x0. Si
h(x0) est proche de 0, l’image est localement tre`s irre´gulie`re.
Inversement, une grande valeur de h(x0) conduit a` un champ
localement lisse. Par exemple, lorsque h(x0) tend vers 2, le
champ devient de plus en plus lisse jusqu’a` eˆtre diffe´rentiable.
La premie`re ligne de la ﬁgure 1 pre´sente diffe´rents exemples
de textures gaussiennes multifractionnaires, caracte´rise´es par
des exposants de Ho¨lder constants par morceaux (pour chaque
image on peut observer 2 re´gions ayant des re´gularite´s diffe´rentes
h0 et h1 = h0 +∆h).
Coefﬁcients dominants. Soient d
(m)
X (j, k), pourm = 1, 2, 3,
le coefﬁcient (normalise´ L1) de la transforme´e en ondelettes
discre`tes 2D (2D-DWT), a` l’e´chelle a = 2j et a` la position




′, k′) existant a` toutes les e´chelles j′ ≤ j et
dans un voisinage spatial 9λj,k de x0 = 2






′)|, avec λj,k =]k2j, (k+1)2j] et 9λj,k =⋃
p∈{−1,0,1}2 λj,k+p [7, 17]. Les coefﬁcients dominants rendent
compte de la re´gularite´ locale par un comportement locale-
ment en loi de puissance en fonction de l’e´chelle LX(j, x) ≃
C(x)2jh(x), quand 2j → 0 [7, 17]. L’estimation locale de




wj lnLX(j, k0). (1)
Des exemples de ces estime´es sont pre´sente´es sur la ﬁgure 1,
deuxie`me ligne. Le caracte`re local de cette mesure produit ce-
pendant par nature une forte variance d’estimation. Celle-ci
pourrait eˆtre re´duite en moyennant les LX(j, k) dans un voisi-
nage de x0. Cela induirait cependant une biais dans la possibi-
lite´ de voir de re´els changements de re´gularite´. Pour contourner
cette difﬁculte´ dans la gestion du compromis biais-variance,
nous proposons de recourir a` une e´tape de segmentation.
Segmentation proximale. Suivant l’approche de Mumford-
Shah [12], la segmentation de l’image ĥL en Q re´gions peut
















q=1 Ωq = Ω,
(∀q 6= p), Ωq ∩ Ωp = ∅,
(2)
ou` les hq de´signent la re´gularite´ locale (inconnue) de chaque
re´gion Ωq (avec, par convention, hq ≤ hq+1), ou` le terme
de gauche indique la minimisation de la variance intra-re´gion
de re´gularite´ estime´e et ou` Per(Ωq) mesure le pe´rime`tre de la
re´gion Ωq . Les contraintes impose´es aux Ωq assurent une par-
tition comple`te et sans chevauchement de l’image.
On trouve dans la litte´rature [2, 3] une relaxation convexe
de ce proble`me que nous rappelons ci-dessous dans le cas ou`
l’on conside`re une version e´chantillonne´e de l’estime´e ĥL =
(ĥ
(n)
L )1≤n≤N ∈ R
N , ou` n constitue un vecteur de labels pour
le pixels de l’image. Les Q re´gions Ωq sont labelise´es par le
biais d’une variable auxiliaire u = (u(n))1≤n≤N , telle que
u(n) = hq si et seulement si le pixeln appartient a` la re´gionΩq.
De plus, on introduit Q fonctions binaires θ = (θ1, . . . , θQ)
telles que, pour tout q ∈ {1, . . . , Q},
(∀n ∈ {1, . . . , N}), θ(n)q =
{
1 si u(n) ≥ hq,
0 sinon.
(3)
La fonction u peut eˆtre retrouve´e a` partir de θ = (θ1, . . . , θQ)
graˆce a` la relation suivante






ou` h0 = 0. Une bijection entre u et θ est garantie en imposant,
pour tout n ∈ {1, . . . , N} :
Bn = {θ
(n) ∈ {0, 1}×. . .×{0, 1}, 1 ≥ θ
(n)
1 ≥ . . . ≥ θ
(n)
Q ≥ 0},
dont la relaxation convexe est
Bn = {θ
(n) ∈ [0, 1]×. . .×[0, 1], 1 ≥ θ
(n)
1 ≥ . . . ≥ θ
(n)
Q ≥ 0}.
De plus, pour tout n ∈ {1, . . . , N}, θ
(n)
1 = 1.
La convexiﬁcation du Mode`le (2) conduit au proble`me d’op-




































Q+1 ≡ 0, (5)
ou` H ∈ RN×N et V ∈ RN×N sont des repre´sentations ma-
tricielles des diffe´rences ﬁnies de premier ordre verticales et
horizontales.Les fonctions implique´es dans (5) sont convexes,
s.c.i. et propres.H and V sont diagonalisables dans le domaine
de Fourier et l’ope´rateur proximal de chaque fonction posse`de
une forme explicite. Par conse´quent, l’algorithme PPXA+ [13]
peut eˆtre mis en oeuvre pour minimiser efﬁcacement (5). Le
choix a priori des (hq)1≤q≤Q impacte fortement sur l’estima-
tion de (θq)1≤q≤Q. Dans nos expe´riences, nous les avons es-
time´s a` partir d’une version de´bruite´e par variation totale de ĥL.
Le nombre de re´gions Q est e´galement estime´ par ce proce´de´
[15].
3 Re´sultats
Textures synthe´tiques. Pour illustrer la proce´dure et quan-
tiﬁer ses performances, nous l’appliquons syste´matiquement a`
un grand nombre de textures synthe´tiques. Inspire´ par le proble`-
me de la recherche d’une le´sion sur une texture de peau, par
exemple, ces textures synthe´tiques sont construites comme une
texture homoge`ne, mode´lise´e par un champ ale´atoire gaussien
de re´gularite´ uniforme h0, au sein duquel une zone anormale
est remplace´e par une autre texture homoge`ne, mode´lise´e par
un autre champ ale´atoire gaussien de re´gularite´ uniforme h1.
Ces changements ne s’accompagnent pas de variations notables
de variances locales et ne peuvent donc eˆtre de´tecte´es ni par une
caracte´risation reposant sur la variance ni sur un crite`re entro-
pique. La forme des zones anormales est arbitrairement choisie
elliptique, avec un centre, un demi-grand axe et une orienta-
tion tire´e ale´atoirement de manie`re uniforme. Des exemples de
telles textures sont illustre´s sur la ﬁgure 1, premie`re ligne.
Performances. La proce´dure de segmentation proximale est
mise en œuvre sur les estime´es ĥL(x0) obtenues de l’e´quation
(1) et repre´sente´es sur la ﬁgure 1, deuxie`me ligne, tandis que
la re´sultat de la segmentation est illustre´ sur la troisie`me ligne.
Les performances de la segmentation (en termes de% de pixels
mal classe´s) sont syste´matiquement e´value´es, a` partir de moyen-
nes sur 50 re´alisations de la meˆme texture, en fonction de∆h =
h1 − h0 (cf. tableau 1) et de la surface de la zone modiﬁe´e (ta-
bleau 2). La ﬁgure 1 et les tableaux 1 et 2 illustrent et indiquent
d’excellentes performances de classiﬁcation, montrant notam-
ment que le pourcentage de pixels mal classe´s restent stable
lorsque compare´ au pe´rime`tre de la zone modiﬁe´e, tandis qu’il
augmente clairement lorsque |∆h| diminue.
Conclusions et perspectives. Au-dela` des tre`s satisfaisantes
performances d’estimation observe´es sur ces textures synthe´ti-
ques, l’e´valuation de cet outil sera poursuivie dans d’autres
ge´ome´tries, pour un nombre diffe´rents de re´gions (cf. [15]),
d’autres textures, synthe´tiques et re´elles (tissus humains no-
tamment).
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∆h = −0.4 ∆h = −0.3 ∆h = −0.2 ∆h = 0.2 ∆h = 0.3 ∆h = 0.4
Mode`le X : images synthe´tise´es
ĥL : estimation locale de h avec coefﬁcients dominants
Re´sultats de segmentation de ĥL
% de pixels mal classe´s par rapport au mode`le initial
1.5% 1.6% 2.0% 3.0% 2.0% 1.6%
FIGURE 1 – Segmentation : illustration et performances pour diffe´rentes valeurs de ∆h = h1 − h0. De gauche a` droite :
(h0, h1) = (0.7, 0.3), (h0, h1) = (0.7, 0.4), (h0, h1) = (0.7, 0.5), (h0, h1) = (0.5, 0.7), (h0, h1) = (0.4, 0.7) et (h0, h1) =
(0.3, 0.7). La premie`re ligne pre´sente les images ge´ne´re´es a` partir du mode`le pre´sente´ en haut a` gauche pour les diffe´rentes valeurs
de h0 et h1. La seconde ligne pre´sente les re´sultats d’estimation locale base´e sur les coefﬁcients dominants. La troisie`me ligne
pre´sente les re´sultats de segmentation en partition minimale avec f = ĥL et Q = 2. La quatrie`me ligne indique la position et le
pourcentage de pixels mal classe´s.
∆h −0.4 −0.3 −0.2 0.2 0.3 0.4
% pixels mal classe´ 1.9 2.0 4.2 3.7 3.0 1.9
±5.10−4 ±5.10−4 ±39.10−4 ±50.10−4 ±8.10−4 ±7.10−4
TABLE 1 – Pourcentage de pixels mal classe´s pour diffe´rents e´carts∆h (moyenne sur 50 re´alisations).
Pourcentage de zone anormale 10% 20% 30% 40% 50% 60%
Nombre pixels mal classe´
Pe´rime`tre de la zone
6.5 6.8 6.9 7.1 6.8 6.7
±3.10−1 ±2.10−1 ±2.10−1 ±1.10−1 ±1.10−1 ±1.10−1
TABLE 2 – Pixels mal classe´s en fonction de la surface de la zone modiﬁe´e pour∆h = 0.4 (moyenne sur 50 re´alisations).
