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Neural Network Enhancement of the Los Alamos Force Deployment Estimator
Bobby Turner and Donald C. Wunsch II, Texas Tech University
Abstract

The Force Deployment Estimator (FDE) is a decision support system. It allocates transportation
resources given inputs such as forces to be deployed and their desired arrival times. Other inputs are
assumptions about conditions that affect performance: carrier start time, node capacity, sustainment
shipping time, bulk sustainment per day, ammo sustainment per day, unit start time, carrier service
time, carrier round trip time, and carrier reassignment time. Outputs include the mean and standard
deviation of estimated unit arrival times versus goal times, and data files for post-processing.
However, when a goal time is not met, the simulator gives no explanation of why. This is difficult to
do because of the volume of data involved. Poor allocation choices are buried in a mountain of other
decisions, whose affects are difficult to assess individually.
To find the most troublesome allocations, we separate the cases that give the worst results. A neural
network identifies the decisions that are common to these. We apply a similar procedure to the cases
where outputs are good. We report as suspect the decisions that occur only in the former cases. The
neural network for this system needs to be capable of clustering data with no a priori knowledge of
correct output categories. It also needs to be able to handle inexact (fuzzy) determinations of these
categories. Finally, it needs to be able to handle large data patterns without large sets of example
cases. We have chosen Adaptive Resonance Theory with fuzzy input/output representation, which fits
all these criteria.

1. The Force Deployment Estimator

The simulator consists of three main parts.
The discrete event simulator simulates the
actual movement of units from node to
node using the given lift assets. Upon
completion of the simulation, the data
required to calculate the goal variables is
reported to the goal programming
algorithm. The goal programming
algorithm determines if the specified goals
have been reached. It compares the current
solution to the "best" solution so far. If the
current solution is better, it is saved as the
"best". If the goals have not been reached,
the annealing program is initiated to derive
a new set of state variables for the discrete
event simulator. Simulated annealing is a
mathematical technique which is described
as a biased random search over a surface
wherein a series of local minima may be

The Force Deployment Estimator (FDE),
as depicted in Figure 1, is a decision
support system to do analyses of
deployment and sustainment issues to
support various war plans. Inputs to the
simulator are 1) specific units to be
deployed, 2) the modes of transportation to
be used for the deployment, 3) the final
destination of the units and the available
paths to get there, and 4) the goal times
defined for the deployment. FDE then
produces how to best utilize the
deployment assets to achieve the goal times
if a solution exists. If a feasible solution
does not exist, the simulator will determine
the best allocation possible and will
provide information as to which goals have
not been met and by how much they have
been violated.
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Figure 1. FOE Simulator
During the simulation, the selected
variables are randomly chosen from a
given distribution. For each set of external
variables, a number of "best" solutions is
produced by varying the internal variables.
The outputs of the variable mode are lift
objective histograms, unit arrival (mean &
standard deviation) vs. goal time, and data
files for post processing. Variable mode
allows the user to account for uncertainty
inherent in the deployment.

encountered while attempting to find the
global minimum. This process,
unfortunately, creates an enormous amount
of data.
The simulator can be run in two modes,
nominal or variable. In nominal mode all
scenario inputs are fixed. In variable
mode, classes of input data have been
selected for variation, seven external and
three internal as outlined below.
External
carrier start time
node capacity
sustainment shipping time
bulk sustainment per day
oversized sustainment per day
ammo sustainment per day
unit start time

2.

Internal
carrier round trip time
carrier reassignment time
carrier service time

Neural Network Implementation
The FOE simulator has proven effective in
both modes of operation, nominal and
variable, and its functionality is not in
question. The goal is to apply neural
network techniques in the post processing
and/or real time evaluation of the
simulator. For example, when the
simulator is run and a goal time is not met,
this is reported to the user. Also, solutions
found using the nominal mode of the
simulator are often found to have a wide
variation when the variable mode is used.
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However, the simulator gives no
explanation of why the goal is not met or
what is causing the variation. This is
difficult to do because of the large volume
of data involved. Identification of
bottlenecks, or as the military calls them
"choke points," in the variables that lead to
undesirable results would provide
significant information to users of the
simulator. The neural network architecture
is shown in Figure 2 with the variable
mode of FOE. It is desired to partition the
sets of external variables into groups that
produce "bad" outputs and those that
produce "good" outputs and look for
patterns in both. Bad and good can be
defined relative to the actual output, the
variation in the output, or a combination of
the two. By looking at the difference in the
patterns that produce bad outputs and
those that produce good outputs, it is then
possible to extract individual parameters,
or combinations of such, in the input that
are most likely to be the source of the
problem.

matching between bottom-up and top-down
learned prototype vectors. This matching
process leads either to a resonant state that
triggers stable prototype learning or to a
self regulating parallel memory search. If
the search ends by selecting an established
category, then the category's prototype
may be updated to incorporate new
information in the input pattern. If the
search ends by selecting an empty pattern,
the learning of a new pattern takes
place[2]. This ability to add new patterns
that don't match any of the previously
learned patterns is an important asset of
Fuzzy ART. A detailed mathematical
discussion of Fuzzy ART can be found in
reference 2.
3. Application of Fuzzy ART
The Fuzzy ART neural network was tested
using input and output data files from Los
Alamos of actual FOE simulations. The
FOE input file used consisted of250 sets
of external variables with each set
containing 153 variables related to carrier
start times, node capacities, bulk,
oversized, and ammo sustainments per day,
and unit start times.

A neural network to accomplish this task
must possess several important features.
The first is to have the ability to group
similar patterns with no a priori knowledge
of the correct patterns or how many may
exist, which represents unsupervised
learning. Second, it must be able to handle
analog input values. Third, it must be able
to handle large data sets without large sets
of example cases. Finally, it should have
the ability to detect a rare occurrence of a
single event that may be embedded in a
cloud of similar events. The neural
network architecture chosen to accomplish
this is Fuzzy Adaptive Resonance Theory,
or Fuzzy ART, which meets all of these
criteria.

The output file was used to partition the
normalized input file into good and bad
sets. First the mean for the closure goal,
one of the goals specified in the FOE
simulation, for each set of solutions was
calculated. Bad was then defined as those
means that were above the average of all
means. The input file could also be
partitioned relative to the variance in the
closure goal or a combination of both mean
and variance.
The output of the Fuzzy ART system was
the set of weight vectors that represent
learned patterns in the good set and the bad
set and a score for each pattern that
represented how many members of the

Fuzzy ART incorporates the basic features
of standard ART systems, notably, pattern
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Figure 2 Variable Mode ofFDE with Neural Network Block Diagram
input set were represented in each learned
pattern. Post processing of the Fuzzy ART
output was performed to put this informa
tion into a useful form. This involves
feature extraction in the bad patterns and
then collecting these features to produce a
final answer.

The task now is to decide which
parameters should be targeted for
improvement based on the learned bad
patterns. This can be accomplished in
several ways. It was mentioned earlier that
the Fuzzy ART system used a scoring
system telling how many members of the
input set were represented in each learned
pattern. There are two cases of interest
relative to the score: 1) those patterns that
have the highest score, and 2) a pattern
with a very low score, most notably a score
of 1, in the midst of patterns with much
higher scores. In the latter case, the
pattern with a low score likely contains a
rare event that leads to a bad output. One
method oftargeting parameters for
improvement would be to look at
combinations of parameters in these two
cases. Another method involves looking at
the parameters that were the maximum in
each of the bad patterns and seeing which
parameters were present multiple times.

The following illustrates the use of the
Fuzzy ART system relative to the closure
goal. One set of extracted features that
lead to an undesirable output is shown
graphically in Figure 3. Each bar
represents one of the 153 parameters in the
input data file. The graph was truncated at
zero since only the positive values are of
interest. The combination of these bars
represents a problem area with the highest
bar representing the parameter that
contributes most to the problem. It is
apparent that this combination contains
two glaring choke points as shown in the
figure.
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Figure 3 Sample Bad Pattern for Mean of Closure Goal
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The next method involves looking at those
parameters that are most often close to the
maximum in each ofthe patterns. This can
be accomplished by looking at those
parameters that fall within x number of
standard deviations ofthe maximum for
each ofthe bad patterns. This method
would identify parameters that may not be
the maximum in any of the bad patterns
but are consistently near the top. A final
method for identifying choke points for
improvement would be to look at those
parameters that are present in the most bad
patterns. This shows which parameters
consistently lead to bad outputs. The best
method depends on the particular
application and further investigation will
have to be performed to determine the best
method.

network can identify potential choke points
when used in conjunction with the FDE
system. The Fuzzy ART architecture has
the possibility of being a powerful tool in
the enhancement ofthe FDE. Further
research can now be conducted to
determine the effectiveness ofthe Fuzzy
ART system in the context ofFDE and
which method outlined best identifies
potential choke points. Ifthis is
successful, the Fuzzy ART algorithm could
be used to search for choke points in the
internal variables, a task that has been
impossible to this time because ofthe
enormous amount of data involved.
Although this work shows the effectiveness
of Fuzzy ART in the context of FDE, the
Fuzzy ART system can be used in a
variety of situations. Fuzzy ART can be
used to learn patterns in historical data and
then be implemented to look for these
patterns in a real time system. This is of
particular interest if a system failure had
occurred in the past and the Fuzzy ART
system learned the values of parameters
that lead to the failure.

4. Conclusion
The people responsible for creating FDE
asked two basic questions at the outset of
this project: can a neural network be used
to identify choke points and, if so, what
type of neural network architecture can be
used? This work shows that a neural
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