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Ketidaksesuaian antara judul dan topik yang ada pada suatu berita menjadi masalah tersendiri dalam 
mencari berita. Hal ini penting dilakukan untuk membantu pembuat berita dalam menentukan topik yang 
tepat pada berita yang dibuatnya. Pada penelitian ini topik berita berbahasa Indonesia akan 
diklasifikasikan ke dalam suatu multi-label menggunakan Artificial Neural Network (ANN) sehingga 
didapatkan klasifikasi label yang tepat berdasarkan topik beritanya. Data berupa teks akan dijadikan 
masukan dan dilakukan ekstraksi ciri menggunakan weighting TF-IDF untuk mendapatkan data 
berbentuk vektor. Berdasarkan hasil penelitian didapatkan kombinasi parameter maksimum epoch, 
learning rate, jumlah neuron, alpha yang paling optimal yaitu 400, 0.02, 20, 0.3 dengan loss sebesar 0.0021.  
 
Kata kunci : Topik berita, klasifikasi, multi-label, ANN. 
 
Abstract 
The mismatch between the headline and the topic on a news becomes a separate issue in searching for news. 
This is important to help newsmakers in determining the right topic on the news that has been made. In this 
research the topic of Indonesian language news will be classified into a multi-label using Artificial Neural 
Network (ANN) so as to get the right label classification based on the news topic. Text data will be input 
and feature extraction using weighting TF-IDF to get vector-shaped data. Based on the result of the 
research, the maximum combination of epoch parameters, learning rate, number of neurons, alpha at the 
most optimum are 400, 0.02, 20, 0.3 with loss 0.0021. 
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1. Pendahuluan 
Informasi merupakan suatu hal yang penting di era revolusi industri keempat. Pada era revolusi tersebut, 
terjadi revolusi digital dengan akses informasi dan pengetahuan yang tak terbatas [1] [2]. Seseorang dapat memiliki 
wawasan dan pengetahuan terkait informasi terbaru melalui koran, berita televisi, dan internet. Kemudahan 
pengaksesannya sendiri menjadikan informasi dapat mudah diakses dan dibagikan, terutama informasi melalui 
media digital, baik dalam bentuk berita maupuna artikel. Menurut studi Media Insight Project, generasi Millenials 
membaca berita paling tidak sehari sekali [3]. Sering ditemui dalam pelbagai media sosial, seseorang sering 
membagikan berita pada laman sosial medianya. Hal ini didukung oleh kemudahan fitur sharing pada situs berita 
daring dan media sosial yang mengakibatkan seseorang dengan mudah membagikan berita. Suatu berita dapat 
dengan mudah dibagikan dan dipopulerkan. Namun berita yang berisi informasi yang berbobot dan benar-benar 
ingin dibaca menjadi suatu masalah tersendiri bagi seseorang yang ingin membaca berita. Pada masalah seperti ini 
muncul gagasan bagaimana mengklasifikasikan topik berita yang sesuai dengan konten beritanya. 
Agar konten berita dapat dengan mudah dipahami dan dicari, terdapat suatu metode yang cukup efektif untuk 
menangani masalah ini yaitu dengan cara pelabelan [4]. Pelabelan dilakukan dengan memberikan tanda atau label 
terhadap suatu teks. Pelabelan dipilih karena label merupakan bagian dari struktur hirarkis dari teks (seperti 
taksonomi)[5], sehingga sangat mewakili konten dari suatu teks. Penelitian terkait pelabelan telah banyak 
dilakukan diantaranya metode pelabelan tunggal (single-label) dan multi-label. Metode multi-label memiliki 
keunggulan yaitu data yang diproses dapat dikaitkan dengan lebih dari satu label [6]–[8]. Jika berita yang akan 
dianalsis banyak, maka multi-label dapat dijadikan solusi untuk melabelkan berita kedalam beberapa kelas 
sekaligus.  
Setelah berita telah terlabeli, untuk mengetahui suatu konten berita masuk kedalam label yang mana, perlu 
dilakukan proses klasifikasi. Penelitian terkait klasifikasi teks dengan multi-label telah banyak dilakukan, 
diantaranya dari Chandran dan Panicker menggunakan algoritma ML-ensemblers untuk memprediksi label yang 
dikembangkan dengan membangun sebuah pohon (tree) [9]. Penelitian ini memiliki keterbatasan dalam jumlah 
data yang ada, karena kompleksitas secara linier berhubungan dengan jumlah pohon yang dibangun. Penelitian 
dari Rastin, dkk mengusulkan metode Supervised Clustering dengan mempertimbangakan keterkaitan hubungan 
(corelations) dari label [10][22]. Keterbatasan pada penelitian ini yaitu melakukan penguranan dimensi dari fitur 
dan label space sebelum dilakukan supervised clustering. Pada penelitian yang dilakukan oleh Baker,dkk 
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digunakan artificial neural network (ANN) untuk menginisialisasi hirarki klasifikasi teks multi-label sehinga 
hubungan antar label dapat dilihat keterkaitannya [5]. Berdasarkan analisis pada perbagai penelitian sebelumnya, 
penelitian ini akan menggnakan metode ANN untuk klasifikasi multi-label pada topik berita berbahasa indonesia. 
Metode ini dipilih karena dapat melakukan generalisasi dan ekstraksi dari suatu pola data tertentu, dapat 
menciptakan pola pengetahuan berdasarkan kemampuan belajar jaringan, dan penerapannya memberikan hasil 
klasifikasi yang lebih baik dibanding dengan menggunakan single-label [11]. Diharapkan dengan adanya 
penelitian ini, penulis berita dapat dengan mudah memberikan label terhadap berita yang ditulisnya. 
Berkembangnya wawasan dan pengetahuan terjadi akibat kemudahan akses informasi, berita, yang dapat 
dinikmati dimana saja dan kapan saja. Kemudahan ini salah satu penyebabnya yaitu berkembangan media digital, 
seperti jawapos.com, detik.com, kompas.com, line today dan lain sebagainya. Namun, banyaknya berita yang ada 
saat ini telah menyalahi kaidah bahasa Indonesia untuk lebih menarik perhatian pembaca [1]. Pada penelitian ini 
akan dilakukan klasifikasi topik berita berdasarkan banyak label (multi-label) dengan menggunakan ANN. Hal ini 
dilakukan untuk mengetahui agar konten berita dapat dengan mudah dipahami dan dicari sehingga memudahkan 
pembaca dalam membaca berita [21]. ANN dipilih sebab metode ini dapat melakukan generalisasi dan ekstraksi 
dari suatu pola data tertentu, dapat menciptakan pola pengetahuan berdasarkan kemampuan belajar jaringan. 
Permasalahan pada klasifikasi teks telah banyak diteliti untuk meningkatkan akurasi untuk mencari fitur 
terbaik dan sekumpulan data baru [6]. Klasifikasi teks awalnya berkembang untuk mengetahui pengarang dari 
suatu novel. Seiring berjalannya waktu metode in berkembang untuk menyelesaikan berbagai masalah, seperti 
spam filtering, katergorisasi artikel berita, analisis sentimen, dsb [5], [7]. Permasalahan yang sering ditemui yaitu 
penulis berita sering kali kurang tepat (terdapat noisy information) dalam mengklasifikasikan label (kategorisasi) 
dalam berita [8]. Pada penelitian ini, akan dilakukan proses pengklasifikasian multi-label dengan menggunakan 
ANN untuk mengetahui kelas sesungguhnya dari suatu berita. Dalam prosesnya, isi (content) dari berita akan 
diubah menjadi data vektor untuk dijadikan masukan pada ANN classifier. Selanjutnya, model ANN akan 
dikembangkan untuk proses klasifikasi multi-label. Setelah proses-proses tersebut dilakukan, peneliti akan 
menetukan pengaturan parameter-parameter yang paling optimal untuk mengurangi loss. 
Penelitan ini dibatasi pengerjaannya anatara lain kelas pelabelan dibatasi ke dalam 13 kelas yaitu politik, 
hokum, ekonomi, sosial, budaya, teknologi, gaya hidup, olahraga, entertainment, pendidikan, HanKam, kesehatan, 
lainnya. Klasifikasi multi-label yang dilakukan dalam tugas akhir ini mencakup maksimal tiga label dari 13 kelas. 
Sumber berita yang digunakan dalam pengerjaan tugas akhir ini diperoleh dari media digital JawaPos dan Pikiran 
Rakyat. 
Tujuan yang ingin dicapai pada penelitian ini diantaranya yaitu untuk mengetahui cara mengklasifikasi multi-
label dengan menggunakan ANN. Sebelumnya, data yang beupa teks akan diubah menjadi vektor sehingga dapat 
dijadikan masukan pada ANN classifier. Selanjutnya, model ANN untuk kalsifikasi multi-label akan dilakukan 
dan dilakukan pengaturan parameter-parameter yang paling optimal untuk mengurangi loss. 
Lanjutan pembahasan pada penelitian ini disajikan dalam sub bagian berikut ini. Bagian 1 membahas teori 
dan metode yang digunakan dalam penelitian ini. Pada bagian 2 membahas rancangan sistem dan sistem yang akan 
dibangun. Selanjutnya, bagian 3 membahas hasil pengujian dan analisis hasil pengujian. Terakhir, bagian 4 berisi 
kesimpulan dan saran terhadap penelitian yang telah dilakukan. 
 
2. Tinjauan Pustaka 
 
2.1 Multi-label Text Classification  
Multi-label text classification merupakan bagian dari supervised classification dimana masing-masing data 
dapat dikaitkan dengan lebih dari satu label [19][20]. Klasifikasi multi-label bertujuan untuk melakukan proses 
learning dari sekumpulan contoh dimana setiap data berada pada satu kelas atau lebih [9]. Berbeda dengan single-
label classification, permasalahan pada multi-label dipengaruhi oleh hubungan antar label, dalam arti bahwa 
keanggotaan sebuah kelas dapat membantu memprediksi labelnya. 
  




Preprocessing adalah suatu proses pengubahan bentuk data yang belum terstruktur menjadi data yang sesuai 
dengan kebutuhan. Proses ini digunakan pada pengolahan teks atau dokumen seperti sentiment analysis, 
summarization, clustering, dan lain-lain [23][24]. Beberapa proses yang digunakan adalah : Case folding 
merupakan proses yang mengubah semua huruf dalam dokumen menjadi huruf kecil. Sedangkan, karakter selain 
huruf akan dihilangkan, misal seperti (, “ , ! , % , ?, dll). Tokenization merupakan proses untuk memisahkan teks 
dapat berupa kalimat, paragraph atau dokumen, menjadi token-token. Token-token dipisahkan dengan tanda spasi 
antara kata. Stopword Removal merupakan proses untuk menghilangkan kata yang sering muncul, misalnya kata 
penghubung seperti “dan”, “atau”, “tapi” dan lainnya. Lemmatization adalah proses untuk menemukan bentuk 
dasar dari sebuah kata (Ingason dkk, 2008). Proses ini bertujuan untuk normalisasi bentuk kata berdasarkan kata 
dasar. Proses normalisasi pada lemmatization mengindentifikasi dan menghapus prefiks serta suffiks dari sebuah 
kata. Pada tugas akhir ini digunakan lemmatization untuk berita bahasa Indonesia dari jsastrawi [10].  
 
2.3 Feature Extraction 
Feature Extraction merupakan tahapan untuk mengubah teks atau dokumen yang sebelumnya masih 
berbentuk kata kedalam bentuk vektor [11][15[16]. Tahapan ini bertujuan agar teks atau dokumen dapat 
diklasifikasikan ke dalam kelas-kelas yang sudah ada. Pada tugas akhir ini, metode feature extraction yang 
digunakan adalah weighting TF-IDF 
 
2.4 Artificial Neural Network 
Artificial Neural Network (ANN) merupakan metode komputasi yang meniru jaringan syaraf biologis 
manusia. Jaringan syaraf tiruan digunakan untuk memecahkan masalah-masalah seperti pada pengenalan pola atau 
proses klasifikasi karena memerlukan proses pembelajaran. ANN dapat digunakan untuk memodelkan hubungan 
yang kompleks antara input dan output [12]. Umumnya lapisan ANN dibagi menjadi tiga bagian (Riedmiller, 
1994), Input layer merupakan lapisan masukan yang terdiri dari neuron yang berfungsi untuk menerima data 
masukan. Hidden layer merupakan lapisan yang terdiri dari neuron yang menerima data dari input layer. Output 
layer merupakan lapisan yang terdiri neuron yang menerima data dari hidden layer atau langsung dari input layer. 
 
3. Sistem yang Dibangun 








Data yang didapat dari media digital dimasukan dalam file excel yang dapat dilihat pada lampiran 1. Data 
memiliki beberapa label dengan perbandingan jumlah antar label dapat dilihat pada lampiran 2. Selanjutnya data 
teks berita dilakukan preprocessing. Preprocessing merupakan tahapan awal yang dilakukan untuk mengolah data 
yang belum sesuai dengan yang diharapkan. Tahapan tersebut seperti : case folding, tokenization, stopword 
removal, dan lemmatization. Tujuan preprocessing adalah untuk mendapatkan data yang sesuai sehingga mudah 
dalam pemrosesan data. 
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3.2 Ekstraksi Ciri 
Sebelum dilakukan pengklasifikasian, data berita yang berupa teks diubah menjadi vektor dengan 
menggunakan ekstraksi ciri. Pada tahap ini bobot dari setiap kata dihitung berdasarkan frekuensi kemunculan term 
atau kata dalam satu dokumen (t) dan frekuensi kemunculan term atau kata dalam keseluruhan dokumen (IDF). 
Rumus weighting TF-IDF dapat dilihat pada persamaan 1.  





Dengan keterangan W adalah hasil ekstrasi ciri TF-IDF, t adalah jumlah kemunculan term pada suatu 
dokumen, N adalah jumlah keseluruhan dokumen, df adalah jumlah dokumen-dokumen yang memiliki term yang 
bersangkutan.  
 
3.3 Klasifikasi ANN 
Hasil ekstrasi ciri adalah masukan data untuk diklasifikasikan dengan ANN. Model ANN dapat dilihat pada 
gambar 2.  
 
Gambar 2: Model ANN 
 
Pada input layer terdapat neuron sesuai dengan dimensi hasil ekstrasi ciri. Neuron-neuron pada input layer 
(lapisan masukan) terhubung dengan neuron-neuron pada hidden layer (lapisan tersembunyi). Jumlah neuron pada 
output layer (lapisan luaran) sesuai dengan kelas yang akan diklasifikasikan berjumlah 13 kelas. Fungsi aktifasi 
yang digunakan pada klasifikasi ANN adalah Sigmoid dengan alpha -0.1.  
Algoritma pelatihan ANN (Kusumadewi, 2004) :  
0. Inisialisasi bobot (diambil bobot awal dengan nilai random), maksimum Epoh, target error, dan learning 
rate. 
1. Kerjakan langkah-langkah berikut selama (Epoh < maksimum Epoh) dan (MSE < target error) :  
2. Untuk tiap-tiap pasangan elemen yang akan dilakukan pembelajaran, kerjaan langkah berikutnya. 
3. Untuk langkah 3 hingga 5 merupakan proses Umpan Maju (Feed Forward). Tiap-tiap unit input (Xi, i = 
1, 2, …, n) menerima sinyal Xi dan meneruskan sinyal tersebut ke semua unit pada lapisan yang ada 
diatasnya (lapisan tersembunyi).  
4. Tiap-tiap unit pada suatu lapisan sembunyi (Zj, j = 1, 2, 3, …, p) menjumlahkan sinyal-sinyal input 
terbobot :  





gunakan fungsi aktivasi untuk menghitung sinyal output :  
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   =          
(3) 
dan kirimkan sinyal tersebut ke semua unit di lapisan atasnya (unit - unit output). 
5. Tiap-tiap unit output Yk (k = 1, 2, …, m) menjumlahkan sinyal-sinyal input terbobot : 




gunakan fungsi aktivasi untuk menghitung sinyal output :  
   =  ( _   ) 
(4) 
dan kirimkan sinyal tersebut ke semua unit di lapisan atasnya (unit - unit output). 
6. Untuk langkah 6 hingga 9 merupakan proses Umpan Mundur (Backpropagation). Tiap-tiap unit output 
Yk  (k = 1, 2, …, m) menerima pola target berhubungan dengan pola input pelatihan, hitung informasi 
errornya :  
  = (   −	  )	 
 ( _   ) 
(5) 
 2   = 	     
(6) 
 2  = 	   
(7) 
kemudian hitung koreksi bobot (yang nantinya akan digunakan untuk memperbaiki nilai) :  
∆    =   2   
(8) 
Hitung juga koreksi bias (yang nantinya akan digunakan untuk memperbaiki nilai) :  
∆ 2  =   2  
(9) 
7. Tiap-tiap unit tersembunyi Zj (j = 1, 2, …, p) menjumlahkan delta inputnya (dari unit-unit yang berada 






Kalikan nilai ini dengan turunan dari fungsi aktivasinya untuk menghitung informasi error :  
 1  = 	  _    
 ( _   ) 
(11) 
 1   = 	  1    
(12) 
 1  = 	 1  
(13) 
Kemudian hitung koreksi bobot (yang nantinya akan digunakan untuk memperbaiki nilai) : 
∆    = 	  1    
(14) 
Hitung juga koreksi bias (yang nantinya akan digunakan untuk memperbaiki nilai) : 
∆ 1  = 	  1   
(15) 
8. Tiap-tiap unit output  Yk (k = 1, 2, …, m) memperbaiki bias dan bobotnya (j = 0, 1, 2, …, p) : 
   (    ) = 	   (    ) +	∆     
(16) 
 2 (    ) = 	 2 (    ) +	∆ 2  
(17) 
Tiap-tiap unit tersembunyi Zj (j = 1, 2, …, p) memperbaiki bias dan bobotnya (i = 1, 2, …, n) : 
   (    ) = 	   (    ) +	∆   	 




 1 (    ) = 	 1 (    ) +	∆ 1  
(19) 
9. Hitung MSE 











Dengan keterangan HL merupakan hamming loss, N merupakan indek baris, L merupakan indek kolom, 
y merupakan label luaran, t merupakan label target. Penelitian ini menggunakan perbandingan data latih dan 
uji sebesar 80:20 persen. Data latih dan uji yang digunakan bersifak acak.  
4. Evaluasi 
4.1 Hasil Pengujian 
Sebelum dilakukan pengujian metode ANN untuk klasifikasi teks berita, dilakukan pengujian terhadap ekstrasi 
ciri menggunakan weighting TF-IDF. Perhitungan weighting TF-IDF dapat dilihat pada tabel 2 berdasarkan contoh 




Politik_1 Politik_2 Ekonomi_1 Ekonomi_2 Tekno_1 Tekno_2 
program 
0 1 2 0 2 3 
Produk 
0 0 1 3 5 2 
Uang 
4 1 5 3 2 0 
Pasar 0 0 4 2 3 1 
potensi 1 0 2 1 0 2 




Politik_1 Politik_2 Ekonomi_1 Ekonomi_2 Tekno_1 Tekno_2 
program 
0 0.0530 0.0840 0 0.0840 0.1060 
Produk 
0 0 0.0530 0.1060 0.1370 0.0840 
Uang 
0.0553 0.0238 0.0616 0.0477 0.0378 0 
Pasar 
0 0 0.1231 0.0840 0.1060 
0.0530 
potensi 
0.0530 0 0.0840 0.0530 0 0.0840 
Tabel 2. Hasil Ekstrasi Ciri sesuai dengan Tabel 1 
 
Setelah proses mengubah teks menjadi bentuk vektor dengan mencari nilai weighting TF-IDF, proses 
selanjutnya adalah menggunakan metode Artificial Neural Network (ANN). Pada penelitian ini menggunakan 16 
skema pengujian yaitu nilai maksimum epoch sebanyak 200 dan 400, learning rate sebesar 0.008 dan 0.02,  nilai 
alpha pada fungsi aktifasi sigmoid sebesar 0.1 dan 0.3, jumlah neuron pada lapisan tersembunyi sebanyak 10 dan 
20. Berdasarkan pembagian data latih dengan data uji sebesar 80:20 persen untuk data latih dan data uji, didapatkan 
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nilai loss sebesar 0.0021 dengan maksimum epoch 400, learning rate 0.02, jumlah neuron 20, dan alpha 0.3. Tabel 
perbandingan hasil aktual dengan hasil prediksi dapat dilihat dalam lampiran 3.   
 
4.2 Analisis Hasil Pengujian 












1 200 0.008 10 0.1 0.1175 
2 200 0.008 10 0.3 0.1047 
3 200 0.008 20 0.1 0.1132 
4 200 0.008 20 0.3 0.0598 
5 200 0.02 10 0.1 0.0897 
6 200 0.02 10 0.3 0.0534 
7 200 0.02 20 0.1 0.0385 
8 200 0.02 20 0.3 0.0128 
9 400 0.008 10 0.1 0.1132 
10 400 0.008 10 0.3 0.0577 
11 400 0.008 20 0.1 0.0513 
12 400 0.008 20 0.3 0.0256 
13 400 0.02 10 0.1 0.0406 
14 400 0.02 10 0.3 0.0214 
15 400 0.02 20 0.1 0.0064 
16 400 0.02 20 0.3 0.0021 
Tabel 3. Hasil Pengujian Metode ANN 
 
Berdasarkan tabel 3 dan grafik pada lampiran 4, dapat ditunjukkan bahwa:  
1. Semakin banyak jumlah maksimum epoch, semakin kecil nilai loss. Namun jika maksimum epoch terlalu 
besar, maka algoritma ANN tidak mampu mencapai minimum global. Hal ini terlihat pada skema 1 dan 9, 
2 dan 10, 3 dan 11, 4 dan 12, 5 dan 13, 6 dan 14, 7 dan 15, 8 dan 16.  
2. Nilai learning rate yang dapat menunjukkan penurunan nilai loss yang cukup signifikan sebesar 0.02. 
Jika nilai learning rate terlalu besar, maka algoritma ANN tidak mampu mencapai minimum global. Hal 
ini terlihat pada skema 1 dan 5, 2 dan 6, 3 dan 7, 4 dan 8.  
3. Semakin banyak jumlah neuron, semakin kecil nilai loss. Hal ini terlihat pada skema 1 dan 2, 3 dan 4, 5 
dan 6, 7 dan 8.  
4. Nilai alpha untuk fungsi aktifasi ANN yang paling optimal sebesar 0.3. Nilai alpha yang terlalu besar, 
dapat menyebabkan overfitting. Hal ini terlihat pada skema 1 dan 2, 3 dan 4, 5 dan 6, 7 dan 8.  
 
5. Kesimpulan dan Saran 
Berdasarkan hasil pengujian dan analisis yang telah dilakukan dapat disimpulkan bahwa nilai hamming 
loss yang paling optimal sebesar 0.0021 dengan rentang dari 0 sampai 1. Parameter yang menentukan 
performansi dari metode ANN adalah maksimum epoch, learning rate, jumlah neuron, alpha. Parameter 
Maksimum epoch, learning rate, jumlah neuron, dan alpha yang paling optimal adalah 400, 0.02, 20, 0.3. 
Dalam proses pengembangan sistem selanjutnya dalam klasifikasi teks berita berbahasa Indonesia agar 
dapat ditambahkan lagi jumlah dataset untuk sampel, karena dengan dataset yang lebih banyak diharapkan 
dapat menambah keragaman sampel sehingga dapat meningkatkan performansi dari sistem.  
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