We consider the problem of cancer classification from gene expression data. We propose using a mutual information-based gene or feature selection method where features are wavelet-based. The bootstrap technique is employed to obtain an accurate estimate of the mutual information. We then develop a nonlinear probit Bayesian classifier consisting of a linear term plus a nonlinear term, the parameters of which are estimated using the Gibbs sampler. These new methods are applied to analyze breast-cancer data and leukemia data. The results indicate that the proposed gene and feature selection method is very accurate in breast-cancer and leukemia classifications.
Introduction
cDNA microarrays make it possible to measure simultaneously the expression levels for thousands of genes. In addition to their enormous scientific potential to help understand gene regulation and interactions [12, 14, 24, 29] , DNA microarrays have very important applications in pharmaceutical and clinical research. By comparing gene expressions in normal and diseased cells, we may use microarrays to identify disease related genes and targets for therapeutic drugs. Therefore, the huge amount of data provided by cDNA microarray measurement is explored in order to answer fundamental questions about gene functions and their inter-dependence, and hopefully to provide answers to questions like what type of disease affects a cell or which genes have strong influence on this disease.
Since there exist thousands of genes and only tens of samples in microarray data, feature reduction or gene selection is the necessary step for cancer classification. There are mainly two approaches: one is feature reduction. For example, transformation methods such as principal component analysis (PCA) have been applied in cancer classification [11, 20] . Another is gene selection [9] . In this paper, we consider both.
Singular value decomposition has been applied to represent genome-wide expression data [2] . The wavelet transform is a very powerful tool and finds applications in many areas including bioinformatics [18] . In this paper, we propose to use the wavelet transform to represent microarray data. Each feature (wavelet coefficient) of the wavelet transformation is related to several genes of the original gene microarray data. We then adopt a mutual information-based feature selection method to select the strongest features from the wavelet coefficients. The recognition accuracy of this new proposed method is very high, as seen in Sec. 5 .
Gene selection is often a very important step in cancer classification and the discovery of gene pathways. A number of variable (or gene) selection methods have been proposed, e.g., the support vector machine method [10] , the genetic algorithm [17] , the perceptron method [13] , Bayesian variable selection [16, 22, 28, 30] , and the voting technique [9] . In this paper, we develop a mutual information-based gene and feature selection method. To cope with the small sample size, the bootstrap technique [32] is employed to obtain more accurate estimation of the mutual information. Although gene selection by using entropy and Kulback-Leibler divergence is discussed in [27] , that work is based on estimating the distribution of many genes, which is not feasible for classification because the sample size is very small.
A linear probit regression classifier was proposed in [1] , which is very effective in cancer classification [16] . The strongest genes and features selected by the mutual information criterion actually show a strong nonlinear property because this selection method is a nonlinear procedure. Hence the recognition accuracy is not high when the linear probit regression classifier is applied based on these strongest features. Here we propose a nonlinear probit regression classifier consisting of a linear term plus a nonlinear term, and the parameters are estimated using the Gibbs sampler. The nonlinear probit classifier then outperforms the linear probit classifier.
An outline of the proposed classifier with the gene and feature selection algorithm is as follows: • We next provide some experimental results. The mathematical details are presented in the sections of the appendix: Appendix 1 gives the wavelet representation for gene microarrays, Appendix 2 describes the gene and feature selection approach using mutual information, along with the bootstrap technique for estimating the mutual information, and Appendix 3 describes the nonlinear probit classifier.
Experimental Results
In order to speed up the computation of mutual information, as the first step of our proposed algorithms, we pre-select genes based on the following criterion: the smaller is the sum of squares within groups and the bigger is the sum of squares between groups, the better is the classification accuracy. Therefore we can define a score using the above two statistics to pre-select genes, i.e., the ratio of the between-group to within-group sum of squares. It is actually the F-test. Denote R(j) as the score for gene j (1 ≤ j ≤ Q), where Q is the total number of original genes. We select a threshold Γ and keep those genes j such that R(j) ≥ Γ. The pre-selection procedure yields N genes such that R(j) ≥ Γ.
Experimental results for breast cancer data
We first focus on hereditary breast cancer data, which can be downloaded from the web page for the original paper [11] . In [11] , cDNA microarrays are used in conjunction with classification algorithms to show the feasibility of using differences in global gene expression profiles to separate BRCA1 and BRCA2 mutation-positive breast cancers. Twenty-two breast tumor samples from 21 patients were examined: 7 BRCA1, 8 BRCA2, and 7 sporadic. There are 3226 genes for each tumor sample. We use our methods to classify BRCA1 versus the others (BRCA2 and sporadic). The cross-validation (leave-one-out) method is employed to compute all classification errors. Table 1 describes the strongest genes selected from the hereditary breast cancer data using the mutual information-based gene selection method. (For reading convenience, instead of Clone ID, we use the gene index number in the data base [11] .) Note that the gene keratin 8 is one of the strongest genes. This is consistent with the discussion in other references [13, 16] . It is a member of the cytokeratin family of genes. Cytokeratins are frequently used to identify breast cancer metastases by immunohistochemistry. Many of the strongest genes (denoted by the stars in Table 1 ) are same as the strongest genes selected by a Bayesian method [16] .
Mutual information-based gene selection
We test recognition accuracy using two models: models 1 and 2 consist of the first five and first ten genes, respectively, in Table 1 . The nonlinear Bayesian probit classifier (NLProbit) has no errors in both models, whereas the linear Bayesian probit classifier (LProbit) [16] has two errors in each model. In practice we would prefer the 5-gene model on account of the small sample size and greater ease in recognizing biological relations.
Looking at the probabilities for model 1 using the linear probit and the nonlinear probit classification methods in Table 2 , we see that the nonlinear probit classifier corrects the two errors (sample 16 and sample 17) caused by the linear probit classifier. Moreover, for samples 6 and 12, the results of the LProbit classifier appear weak because the probabilities are very close to 0.5, whereas the NLProbit classifier shows very good separability for all samples. As foreshadowed in the Introduction, we conjecture that the nonlinear approach works better because the strongest genes found by mutual information exhibit nonlinear properties. 
Mutual information-based feature selection for wavelet representation
We select the Daubechies' bases 4 which has four non-zero coefficients {h n } 3 n=0 [6] of the compact support wavelet orthogonal basis. We set Γ = 0.0452 as the threshold for the pre-selection procedure, which yields 173 genes, and then do wavelet decomposition using the gene-expression profiles of these genes. We treat all coefficients of {x i } M i=1 in (A.1.7) as features. They include the approximation coefficients and wavelet coefficients. Using different wavelet bases in different scales reveals similar phenomena. Since many wavelet coefficients are very small, the result shows that only some large coefficients are useful for representing the original gene-expression profiles. That is in agreement with the description of the last paragraph in Sec. 2. Two models are used to test the recognition accuracy: model 1 uses the five strongest features and model 2 uses the ten strongest features. For both models, the linear probit classifier has two errors, whereas no error is found with the nonlinear probit classifier.
Experimental results for leukemia data set
We have also applied the proposed methods to the leukemia data of [9] , which is publicly available at http://www-genome.wi.mit.edu/cgi-bin/cancer/publications. The microarray data contains 7129 human genes, sampled from 72 cases of cancer, of which 38 are of type B-cell ALL, 9 are of type T-cell ALL and 25 of type AML.
The data are preprocessed as recommended in [25] : gene values are truncated from below at 100 and from above at 16,000; genes having the ratio of the maximum over the minimum less than five or the difference between the maximum and the minimum less than 500 are excluded; and finally the base-10 logarithm is applied to the 3571 remaining genes.
Following the experimental setup in [9] , the data is split into a training set consisting of 38 samples of which 27 are ALL and 11 are AML, and a test set of 34 samples, 20 ALL and 14 AML. In [9] , a classifier is trained using a weighted voting scheme on the training samples, and correctly classifies 29 of the 34 samples. Table 3 lists the ten strongest genes from the mutual information method. The index number is the Clone ID. Some strongest genes, such as index numbers 2288, 1882, 4847, belong to the set of the genes used in [9] . Using the five strongest genes, the LProbit linear classifier has two misclassifications and there is one error for the NLProbit classifier. Moreover, for the five strongest features consisting of the wavelet basis representation for this data set, one error is found for the NLProbit classifier, but the LProbit linear classifier has four errors. Note that the authors also got very good results using this data set in [16] .
Finally we also compare the top ten genes listed in Table 3 with the top ten genes selected using a t-test score [26] , which are listed in Table 4 . Although the two Tables 3 and 4 . In [16] , the three genes are also listed as important genes using Bayesian gene selection (note that there the initial important genes are selected using a t-test).
Conclusions
In this paper, we have treated the problem of cancer classification based on microarray expression data. First, like the PCA transformation and the singular value decomposition for genome-wide expression data, we have proposed a wavelet representation of the gene microarray data. We have also proposed a mutual informationbased gene and feature selection method. The bootstrap technique is employed to obtain an accurate estimate of the mutual information. Furthermore, we have developed a nonlinear probit Bayesian classifier consisting of a linear term plus a nonlinear term, the parameters of which are estimated using the Gibbs sampler.
These methods are applied to analyze both breast cancer data and leukemia data. The results show that the proposed gene selection method is very efficient in breast cancer and leukemia classifications. The classification error is very low in our experiments on the two data sets using our proposed methods. Moreover, the proposed nonlinear probit classifier outperforms the linear probit classifier using the mutualinformation selected features.
Appendix 1. Wavelet Representation of Microarray Data
Suppose a discrete signal c 0 has a finite length K 0 , i.e., c [19] of multi-resolution analysis, a one-stage FIR filter, say low-pass filter, and down-sampling by a factor of two can be given in a matrix form [6] , 
. . .
where 2κ is the length of the low-pass filter H and the length of c 1 is
The impulse response of the low-pass filter is given by
where φ is the generator of the multi-resolution wavelet basis. Specifically, in H 0 , we adopt a commonly used periodic method to mitigate edge effects [6] . Similarly, the detailed signal of c 0 after down-sampling is given by
where G 0 is similarly defined as H 0 in (A.1.1) with {h n } replaced by {g n }, which is in general given by g n = (−1) n h 1−n . Here we can write the one-step wavelet decomposition of c 0 as
where x 1 contains the first-level wavelet coefficients. Repeating the above decomposition L times and keeping all the detailed signals and the last level signal approximation, we then obtain the Lth level wavelet coefficients x L given by
. . , L, the length K of the Lth level wavelet coefficients is
It then follows from (A.1.4) that c 0 = Φx L , where the perfect reconstruction matrix is given by
. .
For the ith microarray,
T , applying the wavelet decomposition (A.1.4) to ξ yields
(A.1.7)
As noted in (A.1.5), the number of the wavelet coefficients K is a function of the length of the original signal K 0 , the length of the low-pass (or high-pass) filter κ, and the number of levels of the decomposition L. Note that the wavelet coefficient space is structured, roughly, according to the location and scale of the functional information contained each coefficient. Only a few large coefficients explain most of the functional form in the signal, while the remaining majority are small and therefore can be discarded. Various wavelet shrinkage methods exist for choosing the number of wavelet coefficients [7] . Since different microarrays usually have different noise levels, it is difficult to determine a threshold for each microarray. In this paper, our objective is to extract important features from the wavelet coefficients for cancer classification, hence after obtaining the wavelet coefficients {x i } using the wavelet transformation, we will apply a mutual information-based feature selection method developed in the next section to select some important features.
Appendix 2. Mutual Information-Based Gene Selection

Mutual information
The motivation for considering mutual information is its capacity to measure a general dependence among random variables. Shannon's information theory provides a suitable formalism for quantifying such a concept. Denote X as the random variable describing the jth gene-expression and C as the random variable describing the classes. Assume N c classes to be studied. If the probabilities for the different classes are P (c); c = 1, . . . , N c , the initial uncertainty in the output class is measured by the entropy
The entropy of a gene expression pattern is a measure of the uncertainty information content in that pattern. Given a continuous random vector X and its probability distribution p(x), the entropy is defined as
Higher entropy for gene variables means that their expression levels are more randomly distributed. Given the joint distribution p(c, x), the joint entropy of X and C is a measure of the uncertainty information between X and C, and is defined by
When certain variables are known and others are not, the uncertainty is measured by the conditional entropy
where p c (x) is the conditional distribution given class c. In general, the conditional entropy will be less than or equal to the initial entropy. It is equal if and only if one has independence between features and output class. The mutual information I(C; X) is a measure of the information given for C by observing X. It can also be interpreted as the reduction of uncertainty of one random variable due to the knowledge of the other [8] . Thus, I(C; X) provides a criterion for measuring the effectiveness of a gene variable for class separability [8] . The mutual information I(C; X) between variables C and X is defined as
I(C; X) = H(C) − H(C|X). (A.2.5)
This function is symmetric with respect to C and X, i.e., I(C; X) = I(X; C). If X has continuous components, then the definition of I(C; X) is given by
It is known that mutual information is always non-negative, i.e., I(C; X) ≥ 0 [5] .
Estimation of mutual information
To compute the mutual information between the random variable describing the class C and the random variable describing a feature X, it is necessary to know the distributions P (c) and p c (x). The probability function P (c) is usually estimated using the ratio of samples in the different classes of the training set, i.e., P (c) ≈ Nc M , where M is the sample size.
To estimate the conditional distributions p c (x), a frequently used technique is the Gaussian density estimate or Parzen density estimate. Here we adopt log normal density estimate given by
where µ c and σ 2 c are the estimates of the mean and the variance of the log data in the cth class. To estimate the mutual information, the integral can be approximated by a discrete sum using sample observations. It follows that the mutual information I(C; X) is estimated using
and
where p c (x) is the estimated conditional distribution and p(x) is the estimated marginal distribution obtained according to
Note that the mutual information defined in (A.2.7) is not normalized; and I(C; X) can be quite small even if X and C are highly correlated since H(X) and H(C) may be small. Therefore, we normalize I(X; C) by the joint entropy of each of the contributing sequences [23] :
Note that the above discussion is suitable for multivariate X.
Mutual information estimation based on bootstrap
In practice, the sample size M is typically small. In order to get a more accurate estimate of the mutual information, we resort to the bootstrap technique [32] . We set α = 0.95 and Q = 1000 in our simulations.
Gene selection
The existing feature selection methods using mutual information are the MIFS (mutual information feature selector) algorithm [3] and its improved algorithm MIFS-U (mutual information feature selector under uniform information distribution) algorithm [15] . The greedy acquisition algorithm in [3] is as follows: Given an initial set V = {X 1 , X 2 , . . . , X N } with N random variables and the class variable C, find subset S ⊂ V with k variables that maximizes the mutual information I(C; S). A local suboptimal search algorithm [15] is developed to find the subset S. The two algorithms do not work well for problems with very small sets of data samples.
Here the proposed gene selection procedure using mutual information is quite simple. The genes are selected according to the mutual information maximization criterion, namely, the strongest gene is given bŷ We repeat the above procedure until we get the given number of strongest genes. The same procedure can be applied to the feature selection for the wavelet coefficients obtained from wavelet representations of microarray. After obtaining the P strongest genes or features, we denote the profiles as y ij for i = 1, . . . , M and j = 1, . . . , P . The P is selected by experience. In cancer classification, we cannot select a large value for P due to the small sample size. We will specify this value for each experiment in Sec. 5. Due to the small sample size, here we adopt a probit regression model composed of a linear term plus a nonlinear term. Then w i and the gene expression levels are
