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1. IP~TRODUCTION 
In this paper we introduce a new method for studying underdetermined 
problems in partial differential equations and apply the method in a few special 
cases. Although these special cases are probably too idealized to have practical 
applications, we hope that our method can be further developed to deal with 
real situations. 
The method may be succinctly described as follows: Given a linear differential 
equation and data which are insufficient to determine a unique solution, adjoin 
a variational condition which will make the solution, if it exists, unique. The 
variational condition should be the minimization of a quadratic functional in 
order to ensure uniqueness of the solution and to make the problem linear, 
and the functional should be closely related to the original equation. Usually 
the functional will have the physical interpretation of “energy,” so we will 
refer to the variational condition as selecting the minimum-energy solution. 
Philosophically this idea is closely related to the development of statistical 
mechanics by taking the maximization of entropy as the fundamental axiom 
(see [4’1). 
The main mathematical problems are (1) the &termination of necessary 
and sufficient conditions on the data for the existence of the minimum-energy 
solution (uniqueness is automatic), and (2) finding the solution as explicitly 
as possible. It is also important, however, that the resolution of these problems 
yield some information about the set of solutions to the original underdetermined 
problem. 
Now the significance of (1) is clear, for these are the same conditions for 
the existence of any solution at all. Of course if we think of the data as coming 
from measurements made on a real solution then existence is guaranteed. 
Nevertheless it is of great theoretical importance to know what compatibility 
conditions the data must satisfy. It should be mentioned here that we are 
interested in underdetermined data which do not constitute a subset of the 
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data of a known well-posed problem, so the possibility of compatibility condi- 
tions is not ruled out. 
The significance of (2) is ess o vrous. \Vhile wc may interpret the minimum- 1 w. b 7. 
energy solution as a guess or prediction of an actual solution, it is not clear 
that it is in any way a good guess. There is, however, one unespectcd by- 
product of the solution of (2), namely an error estimate for the difl’erence 
of the minimum-energy and actual solutions in terms of the energy of the 
actual solution. Thus if there is an a priori upper bound for the energy of the 
actual solution there is an absolute error estimate. ‘l’hc exact estimate depends 
on the solution of (2), so it is important that the solution be given as explicitly 
as possible. In the case of time-dependent equations the error &mate is 
frequency dependent and loses significance at. high frequencies. 
\Ve now give a brief description of the results obtained in this paper. In 
Section 2 we study a class of second-order elliptic equations on a bounded 
domain with an associated energy form. The underdetcrmined data we consider 
are the specifications of the solution at a finite number of inter&r points, or 
more generally, a finite number of interior-supported distributions evaluated 
on the solution. The solution to problems (1) and (2) is reduced to a system 
of linear equations involving the Bergman kernel. \Ye work out one esamplc, 
the Laplace equation in the unit disk, to give an idea of the order of accuracy- 
of the error estimates. Some of the preliminary results in this section arc u-e11 
known, but we have included some proofs. 
In Section 3 we discuss the general case of an equation of evolution izr,!if 
idu, where A is a self-adjoint operator on a Hilbert space X where 14(t) takes 
values in 8. Here the square of the Hilbcrt space norm 11 u(t)il’ is the energy, 
which is conserved. The data we consider are of the form (u(f), y,.) == a,,(t) 
for k = I ,..., N, where yk: are in 2 and aJt) are distributions. The solution 
of problems (1) and (2) is accomplished in terms of the spectral resolution of -4. 
In Section 4 we discuss the wave equation %2u/Zt” = Aizc in R’” s R with 
data of the form u(,xiz , t) = n?,(t), k = l,..., .I’, where x1 ,..., xv arc distinct 
points in R”. We consider two cases, when the data are specified for all t E R1 
and where they are specified only for a finite time interval T. In the first case 
there are compatibility conditions on the data, but in the second case the 
compatibility conditions disappear and only the smoothness condition n, E 
H’3--n)/2(T), R = l,..., N, is necessary and sufficient for the existence of a 
finite-energy solution. We d iscuss some aspects of the relationship between 
the geometry of the points xii and the accuracy of the error estimates. 1Ve 
hope that a refinement of the ideas introduced in this section will lead to a 
mathematical model of how the brain interprets what the ears hear. 
In Section 5 we discuss constant-coefficient symmetric hyperbolic systems. 
The results are applications of the results of Section 3 with some ideas from 
Section 4. The main result is, again, that for a finite time interval there are 
no compatibility conditions between observations at different points. 
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Some of the results of Section 4 are related to our previous work [3], but 
they are independently derived. 
2. I<LLI~TIC I':QUATI~XS 
Let D be a bounded domain in R”, tz 1;: 2, with smooth boundary and let 
E(f, g) be an energy form 
E(f, g) := C j Ujk(X) g (s) 2; (x) dx -+ Ji c(x)f(x) g(s) dx. 
j,k D L J 
\Ve assume that (Q.(X)} is a Hermitian matrix for each x E U and satisfies 
the uniform ellipticity condition 
for all E EC”. The coefficients ujR(.z) and C(X) are assumed bounded together 
with all derivatives (these conditions can be considerably relaxed), and we 
assume C(X) >> 0. Associated with such an energy form is an elliptic partial 
differential operator given by 
LU =y - s, $ ((fjk(l) g cx)j i- C(X) U(X). L 1. , 
We begin by summarizing (without proofs) some well-known facts. Sometimes 
it will be necessary to distinguish two cases: case I when C(X) is not identically 
zero, and case II when C(X) = 0. 
Let B be the boundary of D and denote by x’, etc., variables restricted to B. 
Let n(x’) be the outward-directed unit normal vector and 
i&f(d) = c n,(s’) Uj&‘) z (x’). j.k 
PROPOSITION 2.1 (Green’s theorem) 
E(f, g) -= J’ 
D 
Lf(.x) &+) dx + s, &f(d) g(i) dx’ (2.1) 
for f  and g in H”(D). 
Now let %J1 and tiz be the subspaces of B”(D) given by the Dirichlet and 
Neumann boundary conditions 
91 = {f~ H”(D):f = 0 on B), 
g2 = (f t t-T”(D): a,f = 0 on B). 
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PROPOSITION 2.2. The equation Lu = f  for f  E L2(D) and u t: gj , j T= 1, 2, 
has a unique solution (except that in case II for 6!Zz u;e must require also 
given by 
s DfCX) dx L-yO and r u(x) ds -m= 0) 'D 
U(X) = S, Gj(x, ~).f(?~) ~JJ, (2.2) 
-- 
where the Green’s functions Gi(x, y) are C” and symmetric Gj(x, y) = G,(y, x) 
(in case II, G,(x, y) is not uniquely determined by (2.2), but any choice will sufice 
for our purposes). 
Next we state a well-known Hilbert space principle: 
PROPOSITION 2.3. Let I&,..., $N be bounded linear functionals on a Hilbert 
space S, and let g, , . . . , g, be the unique elements of Z such that &(u) = E(u, glc), 
where E(., .) denotes the inner product on 2. Then the unique element of SP that 
satisfies 
~$44 = ak , k = 1, . . . , N, (2.3) 
and minimizes E(u, u) is given by 
N 
u = 1 b,g, , 
k=l 
E(u, u) -= : a&, 
k=l 
where the coefficients b, satisfy the linear equations 
gl E&k y gj) 4 = aj 1 j = l,..., N. (2.5) 
(If there is no solution to (2.3) then there is no solution to (2.5), and if there is 
more than one solution of (2.5) then all solutions give the same u in (2.4).) Further- 
more E(u, v) = 0 for any v  E Z satisfying &,.(v) = 0, k = I,,.., IV. 
PROPOSITION 2.4. Let 
and 
2 = {u E H’(D):Lu = O$ 
X0 = (u E 2: $1, u(x) dx = 0). 
Then 3 in case I and So in case II are Hilbert spaces zcith the inner product 
given by the energy form. 
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In view of the last two propositions the crux of the problem is to find explicit 
functions in .X’ that realize point evaluation. The answer is essentially given 
1~~ the Bergman licrncl, 
(2.61) 
hence G( ,, vj is a solution ofI,zr 0. 
Sext Ict. us \-erif!- (2.61) under the assumption that u is in the appropriate 
Sohole\~ spac‘c‘ JO that f<(u, G,(.. T)) is well defined. 13~ Gwen’s theorem (strictI! 
speaking IVC’ should remove a small hall about v  from I> and then let the size 
of the ball tend to zero) we have 
K(‘(rr, G,(., J!)) .1, Lu(.s) ??~:;,;)d.v L .I, aBu(.x’) G&x’, y) dd. 
‘l’he first term vanishes since 1,~ = 0, and tho second vanishes since 
s G,(x’, y)f(.\l) r/y = 0 f  or every ./cL2(D) and every s’ E B. 
To compute E(u, G,(., y)) wc choose MEL? supported away from the 
boundary and suflicientl~ regular that 
Hy Green’s theorem this is equal to 
. _--- -----.--- 
.r, u(s)L (J, G,(x, y) f(y) d-y) d.x L f- u(s’) 5, c, G&v’, ~).f(y) d?, dx’. 
‘B 
But SD G,(s, y).f(y) LZ’~ = J(s) and arr SD G,(x’, y)f(y) dy = 0 so altogether we 
have shown 
[ E(u, G,(., x)).f(?l)dy --= f, Wf(4 dx, 
-D 
(2.8) 
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from which it follows that E(u, G,(., y)) =: z~(y). Thus we have established 
(2.61) for a dense subspace of Z’. 
It remains to show G(., y) E W(L)) f  or each y  ED. Since it satisfies an 
elliptic equation it is Cm in D, so the only question is the behavior near the 
boundary of 1). But we claim G(s,y) is CL up to the boundary. To see this 
let D,, be D with a ball about ~9 deleted. The boundary of D, is B U S, where 
S is the sphere about y. Now G,(., y) has C Dirichlet data on B U S, while 
G,(., y) has Cz Seumann data on B u S and both satisfy I,u ~7: 0 in D, ; 
hence both are C7- up to the boundary. 
Case II. The proof is essentially the same as before, the only difference 
being that in the derivation of (2.7) and (2.8) we must assume sof(x) kc = 0. 
Since such f  can approximate the difference of two delta functions, we can 
conclude from (2.7) that L(G(., y) - G(., z)) == 0, and from (2.8) that (2.611) 
holds. 
COROLLARY. Case I. j” G(s, y) y(y) rly E X a& 
for all u E 2 and y  E 8’(D) (distributions with compact support in 0). 
Casr II. J- G(x, Y) F(Y) 4 E 6 and 
for all u E tiO and g, E 6”(D) satisfying SD v(x) dx = 0. 
THEOREM 2.1. Let q1 ,..., q~v E t”‘(D). 
Case I. Form the N x N matrix (Gkj) with 
Gki = a a J I G(x, Y> F,(Y) n&4 dy dx D'D 
Then the equation Lu = 0 has a solution in H’(D) satisfying 
c u(x) yj(x) dx -~= aj , j = I,..., N, ‘D 
if and only if the linear equations 
2 G,,b, = a, , 
j=l 
k == 1 ,..., N, 
(2.9) 
(2.101) 
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have a solution, in which case 
(2.111) 
is the solution which minimizes energJ1, and 
E(u, u) = f  bja, . 
j=l 
(2.12) 
Case II. Form the (AT + 1) x .(A: + 1) matvi,v {Gkj], k,j = 0, l,..., -V, &eve 
and the other coe@cients are as in case I. Then the equation Lu = 0 has a solution 
in H’(D) satisfying (2.9) if and only if the linear equations 
(2.1011) 
have a solution, in which case 
(2.1111) 
is the solution which minimizes energy, and (2.12) holds. 
Proof. Case I is an immediate consequence of Propositions 2.3 and 2.4 
and the Corollary to Lemma 2.1. To handle case II we consider the problem 
of solving Lv = 0 for ‘u E H1(D) satisfying SD V(X) dx = 0 and 
i 
v(x) &(x) dx r: aj - ‘e, j=2 W.‘, ,...> _ (2.13) 
D 
where cJ == SD vj(x) dx, j = l,..., ii’, and 
Here we may have to reorder the vj’s to make c1 -f 0 (if all cj = 0 consider 
instead SD v(x) vj(x) dx = aj , j = l,..., N). I f  u is any solution to Lu == 0 
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satisfying (2.9) then Z(X) = U(X) -- b, where 6, = j”o U(X) ds satisfies (2.13), 
and conversely given any Z(X) satisfying (2.13) then U(X) = ,u(x) + b,r will 
satisfy (2.9) if we take 6, such that 
(2.14) 
Since E(u, U) = E(c, U) the problem is reduced to finding ZI E X0 satisfying 
(2.13). 
Now we can apply Propositions 2.3 and 2.4 and the corollary to Lemma 2.1 
(note SD&(x) & = 0) to conclude that there exist solutions if and only if 
has solutions, in which case 
is the minimum-energy solution, and 
(2.16) 
(2.17) 
Now we must express this solution in terms of U(X). From (2.16) we obtain 
(2.1 III), where b, = -~~&$Yr)6j and b, is given by (2.14). Notice that the 
equation defining b, is equivalent to the last equation in (2.1011). The first 
equation (k = 1) in (2.1011) is equivalent to (2.14) when we substitute 
z1 = u - b, given by (2.1 III). 
Next we look at (2.15). The left side is equal to 
f  (G,j - $ G,l - $ G,j -+- ‘2 Gll) bj . 
j=2 
Using the definition of b, this is 
and we may extend the summation down to j = 0 since GI;, = (cJcr)G,, . 
Since we already know (2.1011) for k = 1 u-e obtain 
f  Gkibj = a, . 
j=O 
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Thus the linear equations are completely equivalent to the system (2.1011). 
Finally (2.17) becomes (2.12) f  i vvc substitute in the definition of b, . 
Xenza&. ‘The inhomogeneous equation Lu j for fz I’rFl(U) xvsitti condi- 
tions (2.9) ma!- easily be reduced to the hrmogcncous equation by setting 
24 :-= u -..- zu with 7(x) -= Sa G,(x, y) ,f( ~1) L/T. ‘1‘1 icn the conditions on z‘c are 
Lzc = 0, zc t II’( and 
Sow E(zu, z) = 0 by Green’s theorem since z’ vanishes on 11, so E(u, U) := 
E(zc, w) -I- E(z*, c) I:‘(zu, zs) jD SC, G,(x, y) F) f( ~1) dx dy. Thus the mini- 
mum-energ>- zc yields the minimum-energy 21. 
'THEOREM 2.2. Ili’th the same Ilypotheses trrfd notations as in Theorem 2.1, 
assume there exists a solution for e~cry choice of a, ,..., a,v (equiz’alently, assume 
det(G,,i] 5~’ 0). Then if@ t fP(D),l,z’ : 0, and SD C(X) Ti(x) ds :- 0,; : I ,..., ,Y, 
zoe ha@e the a priori estimate .for any {/I F 6 ‘(II): 
(2.18) 
zchere {G:.,) is the matrix associated to the distributions 9, ,..., y,v , 11~. 
Proof. Given such a function set .4 == J‘[, z(x) #(x) ds. ‘I’hen consider 
the problem Lu --- 0, u E W(D), SD U(X) ~,~(x) dx =-= 0, j 2.~ l,..., N, and 
ID U(X) i/~(x) d.v == i-l. It has one solution, namely e(s); hence by Theorem 2.1 
it has a minimum-energy solution which we denote U(X). Thus we have 
E(z, z) :,: l?(u, u). But E(u, U) is given b>- (2.12), and a, = 0 for i == I,..., N 
and aNri = =I , so that (2.12) is just / /I 1” multiplied by the lower right entry 
of the inverse matrix of {Gkjj (if {Gajt is not invertible then both sides of (2.18) 
are zero). Applying Cramer’s rule and rearranging terms we obtain (2.18). 
COROLLARY. C,kder the same hypotheses let u be the minimum-energy solution 
to Lu = 0 and (2.9), and let zc he any other finite-energy solution. Then zce haae 
If 
. D (zu(x) - u(x)) I)(X) dx 1’ :-‘, h(~,Q)(E(zu, W) - E(u, u)) 
zchere 
h(G) det{G;.,};det{G,,). 
Proof, Applying the theorem to E = u: - u we obtain 
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The result then follows from the orthogonality condition E(u, 7:) = 0 which 
follows immediately from Proposition 2.3 (in case II use (2.16) and subtract 
the constant SD C(X) dx from v). 
hV,IPLE. Let D be the unit disk in R” and L =: --I. In this case it is 
easy to compute 
G(z, ?J =_ - (1.:2~) log i 1 -- zc ‘), 
where WC use complex notation for points in 11. If  the 9, are all delta functions 
at distinct interior points it is well known that there alwa!-s exists a solution. 
Now suppose the points are equally spaced on the circle of radius T, 0 << Y < 1, 
c.g.. 2,. == ~e2nii~/.V, j< =_ 1 ,..., ~1~. Then the minimum-energy solution is 
where the system (2.1011) is 
(2.20) 
Note that u(0) = 6, and by summing (2.19) for j = I,..., 1V and using (2.20), 
since the factor involving 6, is the same for all k, we obtain b, = (l/N)~~=, nj . 
In other words the value at the origin is the average of the points on the circle- 
not a surprising result. 
Yext we compute A(#) for 4 the delta function at the origin. Let 
Kate that xi:=, Gj, = (5 for k == 1 ,..., N. Thus we see by inspection that the 
solution to G’v = (O,..., 0, 1) is given by ‘u = (1, ---u-i ,..., --u-i, Nu-l) so 
A($) = o,‘,V. However, it is easy to show that 
fi j 1 _ y?e-2nij,N 12 _ 1 _ r4N 
j=l 
so 
A($) = -(l/27&) log( 1 - F). 
We see that the accuracy decreases as r -+ 1. However, if we fix Y and 
increase IV then A(#) k r4N/27rN b ecome small very quickly, indicating high 
accuracy. 
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3. ABSTRACT EvoLuTIox EQUATIONS 
Let Z be a complex Hilbert space, let A be a self-adjoint operator on 2 
(not assumed bounded), and let P,, be a spectral resolution of A. The abstract 
evolution equation we consider is 
;‘j u(t) =- iAu(t), (3.1) 
where u(t) takes values in fl. Ry a solution to (3.1) we mean simply that 
u(f) z: &AF (3.2) 
for some F E SC where eifA . ~ 15 the group of unitary operators on .3//: whose 
infinitesimal generator is A. In terms of the spectral resolution this may be 
written 
u(t) f y  ezfh dP,,F (3.3) 
*-T. 
or even G(A) = dP,F, where the Fourier transform is defined formally b! 
C(X) = -2; J-1 u(f) e-it” nr. 
Notice that the Z-norm of u(t) is independent of t and equal to 11 F il. 
ru‘ow we want to consider data of the form 
(u(t), fP> = 49, tER, 
for fixed 9 E X (here ( , , is the 3 scalar product). 
(3.4) 
LEMMA 3.1. There exists a solution of the form (3.2) with data given b-y 
(3.4) if and only if a(t) satisJTes 
b(A) = 6(A) d(P,p, ?) (3.5) 
for some 6 EL2(d(PAp, 9)). Ij (3.5) holds then there exists a unique solution which 
minimizes the norm, given by (3.2) with 
and 
F = Cm 6(X) dPAp, 
‘--CC 
(3.6) 
Remark. Note this implies that a(t) is a continuous function since it is 
the Fourier transform of a finite measure. 
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Proof. Substituting (3.3) in (3.4) we obtain a(i) = J”, e”V(P,,I;, v\; hence 
&(A) = d(P,F, q: . (3.8) 
# 
Thus we need to study the class of measures (I!<P,F, p‘ as F varies over Y. 
Now for any g EL”(d(P,v, q:).) we haw 
which shows that 
tKP,,F, C$ = = 6(h) n(‘q,p, F,‘ 
for some 6 EL”(d(PAv, 9)) and I/ 6 /;? 5~ ‘~ F II. This p roves the necessity of (3.5). 
Conversely, given 6 E L?(d(P,y, F,) define F by (3.6). Then FE 2 and 
(3.7) holds because the right side of (3.7) is finite. I f  n-e set u(t) = eit.4F then 
by (3.8) 
i(h) = d(P,F, C$ 
= @) W,% p,i 
so we have obtained one solution of (3.2) and (3.4). To show that this solution 
minimizes the norm we write the general solution as eifA(F $ G). In order 
to have (3.4) we must have 
I’ eitA d(P,G, q~> = 0 
for all t; hence d(P,G, 93) = 0 by the uniqueness of Fourier-Steiltjes transforms. 
But then /G, F) = Sg(h) d(G, PA~I’ = 0. F rom the orthogonality we obtain 
I/ G + F ii2 = II G iI2 + 11 F 112, which has its unique minimum when G = 0. 
More generally we want to consider a finite number of conditions of the 
form (3.4). So we fix v1 ,..., q, in P’ and consider the conditions 
(u(t), Vi> = 40 for PER, i = l,..., N. (3.9) 
THEOREM 3.1. There exists a solution of (3.2) and (3.9) if and only if there 
exists a representation 
where &(A) are Bore1 measurable functions such that 
(3.10) 
(3.11) 
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is a jinite measure. In that case there is a unique solution minimizing the norm, 
ginen by (3.2) with 
(3.12) 
and 
.v s 
F j,s q -: 
s 
1 2 6,(X) &(A) d(PAT, , yh;. (3.13) 
Cl is-1 
Proof. The proof of the lemma may be repeated to show everything except 
the necessity of (3.10). To do this we must show that if 
&?,(A) := d(P,F, lpj; (3.14) 
for some FE SF then there is a representation of form (3.10). Now we deduct 
as in the proof of the lemma, for an\- I\itup!e of Borel-measurable functions 
g,(A) such that 
(3.16) 
%:l:e can interpret this as saying that {d(P$‘, qj)},,,,,,.,N defines a continuous 
linear functional on the space of all (gj(A)},_,,.,,,,V satisfying (3.16). I f  this ~vcrt‘ 
a Hilbert space the representation (3.10) would follow immediately. However, 
the quadratic form in (3.16) is only semidefinitc, so we need to show that 
after factoring out the null space of zero-norm functions we have a complete 
Hilbert space. 
Choose a finite positive Bore1 measure p with respect to which all the measures 
d(P,,qj, CJJ~) arc absolutely continuous, and T\rite d(P, IJQ , pc) = &(A) dp(h) 
where R,,(X) are Bore1 measurable functions of A, and for each fixed h the matrix 
.&(A) is Hermitian and nonnegative semidefinite. Now we diagonalize the 
matrix 
R(h) : T(h) I D(X) T(X), 
where T(X) is unitary and D(h) is a diagonal matrix with nonnegative entries 
L&(X). The diagonalization is not unique, but we claim it is possible to do 
this in such a fashion that the entries of T(h) (and hence D(X)) are Bore1 
measurable. In fact to do so take T(h) = F(R(h)), where F is a Bore1 measurable 
function from the Hermitian N x iV matrices to the unitary N x AT matrices 
such that F(R) RF(R)-l is diagonal (any of the standard proofs of the finite- 
dimensional spectral theorem furnishes such a F). 
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Sow we can rewrite (3.16) as 
so we obtain a Hilbert space by factoring out by those p’s for which 
(T(h) g(h)), = 0 almost everywhere for the measure D,.(X) &L(X) for k = I,..., .%‘. 
Thus (3.15) implies (3.10) (the functions o^,(/\) are not unique, but F given by 
(3.12) is unique). 
4. THE ~\:AVE EQUATION 
We consider solutions of the wave equation (n > 2) 
g u(x, t) 7.. d&c, t), m E R’“, t E RI, (4.1) 
which have finite energy 
(it is well known that E(u, U) is independent of t). We consider data of the form 
4% 1 t> = dt>, li = l,..., N, t E R’, (4.3) 
where x1 ,..., x,,, are points in R” and a, ,..., aN are distributions in R’. Although 
finite-energy solutions may not be defined at individual points, Eq. (4.3) is 
meaningful (for any distribution solution of (4.1)) by the partial hypoellipticity 
of the wave equation: 
s u(x, t) F(t) dt IL1 
is Cm in x for any IJJ E B(Rl) so (4.3) means 
for all 9, E g(Rr). 
Now it is possible to treat (4.1) as an abstract first-order evolution equation 
by introducing the pseudo-differential operator ( -4z)1/2. However, data (4.3) 
are not of the form considered in Section 3 (they are more singular) so we will 
study (4.1) and (4.3) directly. 
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Let PA be the spectral resolution of the nonnegative self-adjoint operator 
( -ds)1/2 on L2(R”) with domain EP(R”). It follows from Fourier analysis that 
(4.4) 
so that 
where 
Xote that 
(4.5) 
(4.6) 
More generally we can evaluate Qh(x) in terms of Bessel functions 
QA(X) = (2%y2 X~-lJ(,~2)& j Y I)+4 1 x p/--1. (4.7) 
In terms of this spectral analysis the general finite-energy solution of (4.1) 
has the form 
where Fk E L2(R”) and 
E(u, u) : ,/F., ; f  T ~ I;‘_ ; “, . (4.9) 
For simplicity we will always require c = 0 in what follows. This can be 
accomplished by requiring u to vanish at infinity in an appropriate sense (or if, 
say, u(x, 0) ELM, where a - (ljn) = I/q for n :i 2). 
Now we begin studying (4.3) when N = I. In this case the condition on 
al(t) is given in terms of the homogeneous Sobolev space fi(3-n)/2(R1) defined 
to be those distributions g E Y’(Rl) such that J(A) is a locally integrable func- 
tion such that 
s 
7: 1 &i)[” j X 13-T, dA C: x. (4.10) 
--7: 
(The case n = 2 requires some minor modifications since the finiteness of 
(4.10) does not imply that 2 is integrable near X = 0.) 
LEMMA 4.1. There exists a finite-energy solution to (4.1) with u(xl , t) == a(t) 
t E R1 if and only if a(t) E &(3-Fz)/2(R1). In that case the minimum-energy solution 
is given by (4.8), where 
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and 
(4.12) 
This solution may also be written 
+, 1) = l?r!T  ^‘r ) eitA 1 X 11-+ QI,I(X - x1) B(h) dA. (4.1 la) 
we-1 “-z 
Remark. When n = 3 we have 
Q*(X) = (2Tr-‘” wn-IX2 
sin X ) x 1 
XIX1 * 
So (4. I 1 a) simplifies to 
1 
s 
h-q1 
4x, t) = 2 , 
x - Xl I --It-q 
a(t - s) ds. 
Proof. For any finite-energy solution we have a representation (4.8). Thus 
we need to study the class of distributions 
+> = I h 1-l Qlhi *Fwkd4 (4.13) 
as F+ vary over L2(Rn). 
Now strictly speaking the convolution in (4.13) is not defined for all 
F& 6L2(Rn), so we must first assume that F+ lie in a suitable dense subspace, 
say Y(R”). We then have the key estimate 
/ SC B(h)g(X) dh [ ,< C iIF; I! ! [= / g(G)j2 A-‘Qn(O) dx)? (4.14) 
--Jo =1 ‘0 
which may be derived by spectral theory, as in the proof of Lemma 3.1, or by 
Fourier analysis using 
But then (4.14) continues to hold for all Fk ELM, which proves u(xl , t) E 
I?(3-n)/2(R1) in view of (4.6). 
Conversely, given a(t) E &(a--,1)/2(R1) define Fi by (4.11). Again by spectral 
theory or Fourier analysis we find that ij F,. jj2 + j] I;_ II2 is equal to the right 
side of (4.12), which is finite. Thus for this choice of F* , (4.8) defines a finite- 
energy solution with energy given by (4.12). From (4.11) we have 
A-IQ, *F*(x) = z P”Q,(x - x1) ci( &A), n 
which establishes (4.lla).and shows that u(xr , t) = a(t) by (4.13). 
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Finally, to show that we have the minimum-energy solution it suffices to 
prove that if 
is any finite-energy solution of the wave equation with z(.~r , ‘) :m- 0 t CC R’, 
then (G+ ,FT‘; -+ (G_ , F .‘, =-- 0. But 
-2 , 
:i ) 
.~ h(h X-IQ, ‘I. G..(q) dA. 
‘rl 
By choosing h appropriately (essentially h(h) = k(-- A) 1 h ~a-~?) we obtain the 
desired result. 
We now consider the general case of (4.3) with X arbitrary-. \Ve adopt I cctor 
notation so that a(t) denotes the iv-vector whose entries are al,(t), etc. \\:e 
assume the points .rr ,..., x,~ are distinct and define the N x N matrix M(A) 
to be the inverse matrix to (1 X j-2 QI~~(x~ ~- s,J]. t\ie will show that for large h 
this is an invertible matrix, and its entries are analytic in A, so the inverse 
exists except for a finite number of points (actually it is invertible for all X ,‘: 0). 
THEOREM 4.1. 7%~ exists a solution to (4.1) and (4.3) if and on/$ ;f aj(t) E 
ft(3--n)/2(R1)for j =: l,..., A’ and 
(4.15) 
In that case the minimum-energy solution is given by (4.8), where 
and 
E(u, u) = Ii (M(X) i(A)) . G(X) d/l. 
* -?: 
(4.16) 
(4.17) 
The solution may also be written 
u(x, t) = 1% C A-‘ei’A(M(X) cS(X))~ QI~I(X - xj) dh. 
--n j 
(4.16a) 
Proof. First consider the matrix (1 h l--2 Q,+~(x, - x~)}. The diagonal entries 
are all equal to ~0,_~(2-rr)-~’ / X I91 e3 by (4.6), while the off-diagonal entries are 
O(\ X l(n-5)ia) as X + CC by (4.7) and standard estiniates for Bessel functions. 
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Thus for sufficiently large X the matrix is a small perturbation of a nonzero 
multiple of the identity, hence invertible. 
Next assume there exists a solution to (4.1) and (4.3). Then by Lemma 4.1 
we know that a (t) E &(3-7L)/2 R* 3 ( ). Next we derive the vector analog of (4.14): 
The necessity of (4.15) now follows by taking g(h) to approximate Jl(h) 2(h). 
Conversely assume that aj(t) E B (3-nJ/z(Rl) and that (4.15) holds. Then define - 
F+ by (4.16). As before, we compute i/F.?. 12 -A- Jo F- $2 = szm (ITT(h) d(h)) . a”(h) dh 
so that (4.8) defines a finite-energy solution with (4.17) giving the energy. 
From (4.13) we have 
from which we obtain (4.16a) and by setting x = xi: we obtain (4.3). 
Finally, to show that we have the minimum-energy solution we must show 
that if 
V(.Y, t) = x 1” A-‘&W, . G,(x) dA 
* 0 
is any finite-energy solution with @(xi, t) = 0 for j = I,..., K and t E RI 
then (G, , F+:> + (G- , F_; = 0. But 
0 =: Jrn c P(.q ) t) h,(t) at 
-zc , 
~~2 5 1,‘ A-l 1 A,(=+ Q,, i G&(x,) dA 
, 
and by choosing R(x) = M(h) Li(X) we obtain the desired result. 
THEOREM 4.2. Let v(x, t) be a jkite-energy solution of (4.1) and (4.3) with 
all ai = 0. Then we haze the a priori estimate 
1) for each Y E R’“, where m(A, x) is the last diagonal entry of the (A- + 1) >: (IV -1 
matrix M(h) for the points x1 ,..., .Y.~ , s. 
Proof. Fix the point x = ~,v+~ and consider the wave equation for u with 
conditions 
u(x, ) t) = 0, j = l,...,:Y ltR’, 
+v,I 1 t) = +x+1 > t), t E R’. 
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Since we know that v  is one finite-energy solution the hypotheses of Theorem 4.1 
are satisfied. If  u is the minimum-energy solution we must have E(v, V) > 
i?(u, u), but 
E(u, u) -: co’ @(,V,V+~ , X)i2 V?(h, ,T,, 1) dA 
* I,, 
by (4.17). 
COROLLARY. Let u be the minimum-energy solution of (4.1) and (4.3) and let 
zc be any other jkite-energy solution. Then ZC(X, t) - u(s, t) E Il(3-n)!2(R1) for 
each s E R” and 
rm I / zz’(x, A) - ;(x, h)l’ m(h, x) dX := E(w, w) - E(u, u). (4.19) * --‘i 
Proof. This follows from setting c == ZL’ - u in the theorem and observing 
the orthogonality E(u, z) = 0 from the proof of Theorem 4.1. 
Remark. The factor m(h, x) in (4.18) and (4.19) may be interpreted as a 
measure of the accuracy of the prediction of u(x, t) at the frequency h and the 
point s given the data at points x1 ,..., sy . It must be compared of course to the 
factor ((27r)‘l;w,< ,) P )I, which we would get from (4.12) without any data at all. 
Thus we should look at the square root of the ratio ((2~))” w,-lhT~-3m(h, s))‘i” :- 
r(h, ,x) as the true measure of accuracy. Now it follows from the proof of 
Theorem 4. I that r(h, .r) -+ I as X --f -& for any- choice of points x1 ,..., .v,, 
and .T (all distinct). \Ve may interpret this as saying it is possible to send a 
very high frequency signal of moderate energy that will fail to be detected 
at points x, (..., .v,v but can be detected at the point s. However, this should 
not be too disconcerting since in practice very high frequencies are cut off 
anywav. 
ForUmoderate values of h the value of r(X, s) will depend on the geometry 
of the points s, ,..., xv and s. 
Proof. The matrix ;V(h) is the inverse of the matrix 
so we find (since 0, is radial) 
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2 hence 4t 4 = (1 - (!A(x - xJQz~(O>> F r/a. Substituting in (4.6) and (4.7) 
gives the desired result. Finally, the estimate r(A, 3) > O(h-l) as X -+ 0 follows 
from the power series for the Bessel function. 
PROPOSITION 4.2. Let N = 2, and Zet dl = [ x1 - x, I, d, =- 1 x - x1 1 and 
d3=)x-x*1. Then 
1 - dW2 
Y(hp x) = ( 1 + 2 gcl p(hdJ - -& y(hd,)3 1 
l/P 
and Y(X, x) > O(h-2) as X --f 0 if a?td only if the three points x1 , x2 , and .Y are 
collinear. 
Proof. The matrix M(X) is now the inverse of the matrix 
which leads to the desired formula for r(h, x), To investigate the asymptotic 
behavior as/t -+ 0 we use the Taylor formula y(l\d,) = 1 -/- A(/\dJ2 + B(,\d# +- 
O(P). Since the numerator is 
-2A(hd,)2 + O(P) 
it suffices to compute the denominator up to terms of order less than 6. A simple 
computation shows that the denominator is 
A2A4(2d,2d,2 + 2d12dz2 + 2dz2dS2 - d14 - d24 - d34) + O(P). 
Since the expression in parentheses factors into 
-M2 - (4 + dJ2)(4” - (4 - 4)“) 
it clearly vanishes if and only if the three points are collinear. 
Remark. We may very IooseIy interpret this rest& as saying that two ears 
are better than one, at least for listening along the line passing through them. 
It must be kept in mind, however, that the human ear does much more than 
merely measure sound at a single point in space. 
We turn now to the problem of specifying the solution for only a finite interval 
of time. Let us write T for an open bounded interval t, < t < t, , and let R 
denote the operator restricting distributions in 9’(R1) to G’(T). It is well 
known that there exist Sobolev spaces B(T) which are the images of Hs(Rl) 
or &(Rl) under R (see [2] for an intrinsic characterization of S(T)). In view 
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of Lemma 4.1 the following is the proper problem to consider: Does there 
exist a finite-energy solution of wave equation (4.1) satisfying 
Ru(.v, ) t) 7~: 41.i(t), j Z. 1 v  ,...,a I (4.20) 
for given J, E H (3--gc)i$( T), and if so what is the solution with minimum energy ? 
It turns out that there is always a solution, without any compatibility conditions 
on the data. 
‘THEOREMS 4.3. There exists a *finite-energy solution to (4.1) satisfying (4.20) 
if and only if 24, E H t3 li)‘z(T), j = l,..,, A’. In that cnse the minimum-energy 
.soZution is given by (4.8) and (4.16), w h ere a(t) is the unique solution of Ra == A 
such that #Vu -: .F-l(M(X) B(h)) is supp or e i d on the closure of I’. The energy qf this 
solution is bounded aboae and below by a multiple of x., ‘8 --lj ,‘“,J ,,,,: 
Proof. Let IIF- ‘j”(T) denote the subspace of H (fzmm3)/n(R) of distributions 
whose support lies in the closure of T. It is well known that Hee3)“(T) and 
H(3-n)/z(T) are dual Hilbert spaces under the usual pairing. 
Sow we consider the matrix equation 
RQb = -il, 
where Q is the inverse of the operator 31 
(4.21) 
(Qb); (A) =- $ i X i c Q;Al(~, - .xk) 6,(X). 
L-1 
The crux of the proof is to show that there is a unique solution in Hr-3”“(T). 
To show this we compare Q with the Bessel potential operator J defined by 
(Jb); (A) =- (1 + X2)‘“-3’!2 6#). 
From (4.6) and (4.7) we can write Q = CJ + QJ, where c = w,-r(2~r)-~~ 
and Q1 is a matrix Fourier multiplier operator where the multiplier vanishes 
at infinity. This implies that RQ,] is a compact operator from Hc-3”2(T) to 
H’3-“)/2( T) by Rellich’s theorem. 
Next we show that R J is invertible from H~-3”2(T) to H(3--n)/2(T). Since 
it is self-adjoint it suffices to show that the range is closed and RJf = 0 for 
f e H(+a)/z( T) implies f == 0. But RJf E H(3-V’)/a( T), which is dual to Hp-3)‘2( T), 
so 
(RX .f> <Jf,ff> : I (1 -4 W-3 lf^(U” dx = llf li;wz,T, 
This shows that RJf = 0 implies f  =- 0. Also, since 
l<RJf,ff>l r.- i RJf 11H(3-n)/zcTj ilf 11H~-3)j2,Tj 
we have I RJf ‘IH,:! ,,rls(r.) > ‘!f~l~i;-S)+) ; hence the range is closed. 
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Thus RQ is a compact perturbation of an invertible operator; hence it is 
of index class. Since it is self-adjoint it has index zero, so to prove it is invertible 
it suffices to show RQf = 0 for f E Hr-3”2(T) implies f = 0. But 
{RQf, f) == {Qf, f > == / c X-2Ql,~l(mj - x&(X)m. 
j , k 
Xow for large h the matrix kzQf,l(.vj .vk) is positive definite, while for all h 
it is at least nonnegative definite since it is an integral of the matrices ein(J+k).t’ 
as 5’ varies over the unit sphere. Thus we must have f(A) = 0 for large X. 
But .f  has compact support hence f  is analytic; hence it must vanish identically. 
Sow that we have shown that (4.21) has a unique solution in Hc-3”2(T) 
we can easily complete the proof of the theorem. \\:e define a = Qb so that 
(4.21) says Rn =:= il. It is clear that a E H(3-n)/2(R1). \Ve claim that (4.15) 
holds. For by Plancherel’s formula 
jm (izZ(A) t?(h)) * b(A) dh = Jc MU(~) * a(t) dt. 
--m -02 
But i?la = b since M and Q are inverses, and b E Hc-3)‘2(T), which is dual to 
H(3p7L)/2(7’). Thus the integral is finite and equal to ST b(t) . A(t) dt, the energy 
of the solution which clearly is bounded above by x j/ Aj I~H(3-n1,z(T) (the bound 
from below is obvious). Thus (4.8) and (4.16) define a solution to (4.1) and 
(4.20). 
It remains only to show that the given solution minimizes energy. So let 
ILI(X, t) = 2 jm A-le+itAQ, * G,(x) dA 
f  0 
be a finite-energy solution with Ru(xj , t) = 0 for j = l,..., X We must show 
that (G+ , F+) + (G- , F-) = 0. But we have sxj ZJ(X~, t) b,(t) dt = 0 because 
the support of b is in the closure of T. A simple computation shows that this 
integral is in fact equal to (G1 , F,‘; 7 (G- , F-). 
Remarks. (1) \Vhen n = 3 solution (4.16a) simplifies to 
Il--zjl 
u(x, t) = (277-3 w2 c l 
j 2 j s - xj j 
j 
-,s--s,, bj(t - 4 ds* 
The matrix of operators RQ also simplifies in this case. In fact the diagonal 
terms are a multiple of the identity (RQ),.,.f = (2~)-~ w?.f, while the off- 
diagonal terms j # k are given by 
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(2) The matrix Q(h) is invertible for all h # 0. To see this assume we 
have CC &(A) vkfij = 0 f  or some h # 0 and some vector v  # 0. In view 
of (4.5) this implies that C vl,e inzh’t’ vanishes identically on the sphere 9-l. 
To derive a contradiction choose a plane through the origin such that the 
projections of the points xk onto the plane have distinct second components. 
We then have 
for all real z, where the dk are all distinct. But this is an analytic identity so 
it holds for all complex z. Setting z = iy and letting y  -+ +co we can show 
inductively that all vii = 0. 
5. SYMMETRIC HYPERBOLIC SYSTEMS 
We consider functions U(X, t) defined for x E R”, t E R and taking values 
in C”. To avoid confusion we denote the scalar product in R” by x: . y, the 
scalar product in Cm by [v, w], and the scalar product in the Hilbert space 
s’f = P(R”, Cm) by (f, g). W e consider equations of the form 
where each Aj is a Hermitian m x m matrix. We can write this 
(5-l) 
(5.2) 
where A([) = C A,tj and the Fourier transform is with respect to the x 
variables. This exhibits the equation in the form (3.1), where 
Au = F’(A([) ii([)) 
is a self-adjoint operator on %’ with domain EP. 
Now we are interested in giving data for the solution analogous to those 
for the wave equation considered in the previous section. Let x1 ,..., xN be a 
finite set of points in R”, and for each point xk let vlcl ,..., Q,. be linearly inde- 
pendent vectors in c” (here 1 < Y < m and Y may depend on k). The data 
we consider are 
or 
[4% > 4, %I = fkP(4 for tcR (5.3) 
R[+% , 9, %I] = &J(t)r (5.4) 
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where R is the restriction to the open finite interval T and fk, and gkr, are 
distributions on R and T, respectively. 
Now to begin with we want to use the results of Section 3, so we compute 
the spectral resolution of A. A simple calculation using the Fourier transform 
shows that 
(5.5) 
for any F, G E X, where ~~(5) ,..., -r,(E) are the eigenvalues of the Hermitian 
matrix A(t) and rr(o,..., r,(t) are the associated orthonormal eigenvectors 
in C”. We choose the 7i and rj so they are measurable functions of [, and so 
they are homeogeneous of degrees 1 and 0, respectively (note that A(t) is 
homogeneous of degree 1). 
Now we make the additional hypothesis 
A(t) is invertible for 5 f 0, which implies that ~~(5) #: 0 for 
5 # 0. Later we will discuss a weakening of this hypothesis. 
With this hypothesis (and n > 2) we may choose 7$(t) in such (5.6) 
a way that sgn ~~(5) = cj is independent of [ # 0 (see [I, Chap. 61 
for a further discussion). 
Passing to polar coordinates 5 = p(’ in (5.5) an d making the change of variable 
P -+ P/I ~~(01 we find 
from which we may conclude that (P,F, G) is absolutely continuous and 
(dP,F, G) = ) h In--l sgn X 
A similar computation shows 
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Note that 1 T([‘)/ is bounded away from zero so it is an innocuous term in these 
expressions. 
In order to use data (5.3) we will want to takeF and G of the form S(X - xn) 12 
vkp , where 
(S(.r -- .xk) (<j VkP ,f(X) ) r-z [vrLp, ,f(.%j,)] 
for f  a Cm-valued test function. Now these distributions are not in the Hilbert 
space Z, but they may be approximated bv elements of A? and in the limit 
dP,S(x - xk) @ vkl, = / h ;“--I sgn X 
;: exp 
[ 
-i +& (x - xk) . f ]  d[’ dh 
I 
and 
where 
QkD,i,JA) : = 1 h In--l sgn A 
(5.9) 
(5.10) 
(5.11) 
Then from Theorem 3.1 and a simple limiting argument we obtain 
THEOREM 5.1. There exists a j&e-norm solution to (5.1) and (5.3) ;f  and 
only if the equations 
; Qwa(4 &A4 = f&V (5.12) 
have a solution for which 
lrn CC Qwd4 &c,@) &$+A 
--‘I; kl, iq 
(5.13) 
is finite. In that case the solution which minimizes the norm is given by 
u(x, t) = J-1 eijA c 6,,(x) dp~s(x - xk) @ vkl, 
7cl, 
(5.14) 
and its norm is given by (5.13). 
We now consider data of the form (5.4). Here we want the analog of Theorem 
4.3, that data gkll can be chosen independently. 
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THEOREM 5.2. There exists a $nite-norm solution to (5.1) and (5.4) if and 
only if g,, E H(l+)i2( T) for all kp. In th a case the solution with minimum norm t 
is given by (5.14), where b,, E HO cn-1)‘2(T) and satisfies (5.12) witlz Rf,, = gli, . 
The jzorm is bounded aboce and belozu by multiples of &,, I’ gin I’H+,,j,?(T) . 
The proof is identical to the proof of Theorem 4.3 once we establish the 
follow-ing asymptotic estimate for the matrix Q,, ),, j,j(h): 
IJEMJIA 5.1. There exists an incertible m&ix I.kll,i, such that 
QwG) =c 11 j”--l sgn X(Idkj,,irl 1- Rk,,i,(h)), 
where 
Rk,L&) - 0 as X--f fa. 
Proof. We define Lkp,ip to be zero if k + i and 
Now if we fix k and vary p and q we claim that we obtain an invertible matrix. 
Indeed if we let 
iv, w} = ; j-+ c h Yj(f’)][w, lj(f’)] / Tj(f’)i-” df’ 
I 
then (~1, w} defines a true inner product on C” and L,,,,, = {=nfiP , Us:,>. But 
we assumed that ulcl ,..., vpr were linearly independent, hence det{v,, , vkq} # 0. 
Thus the full matrrx Lk?, , ZJ~~ is in block diagonal form with invertible blocks, 
hence is invertible. 
Next we claim that QkD ,,(A) = / h In--l sgn AL.,,,,, . This is almost immediate 
from (5.11) except that the sum over j in (5.11) is restricted by the condition 
sgn am = sgn A. However, if we recall that A(f) is odd then from A(,$‘) rj(%) = 
rj(f’) ~~(5) we obtain 
so the eigenvectors associated with a positive eigenvalue at [’ are eigenvectors 
associated with the negative of that eigenvalue at the antipodal point -f’. 
Thus the sum over all j is exactly twice the restricted sum. 
We come now to the terms off the block diagonal, R,,,ip(h) for k # i. Here 
we must show 
S,nml exp [i--&x *  E’] #(El) df’ --f 0 as x + oc, (5.15) 
for 4 bounded measurable, x + 0. 
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Now if we had enough information about TV we could use the method 
of stationary phase to get a rate of decay in (5.15). However, this information 
is lacking (and possibly false), so instead we use the Riemann-Lebesgue lemma. 
We can write the integral in (5.15) as jra eins 6(s), where 
P.(E) = J;* C3 dt’ and E* 
for E a measurable subset of R. Thus we need to show that p is absolutely 
continuous (it is clearly finite). This will follow from the assertion 
E has measure zero implies E* has measure zero. (5.16) 
Now TV are the eigenvalues of A([‘), roots of det(A(8’) - ~1) = 0. This 
is a polynomial equation with real roots and the coefficients depend analytically 
on E’. Let S be the subset of the sphere on which these roots have least multi- 
plicity. Then S is an open subset because small perturbations cannot increase 
multiplicity. The complement of S is given by algebraic equations in the 
coefficients of the polynomial (vanishing of various discriminants), so it is an 
analytic variety and since it is not the whole sphere it must have measure zero. 
On S we may choose ~~(6’) to be real-analytic. I f  (5.16) fails to hold then we can 
find E of Lebesgue measure zero such that ET n S has nonzero measure. But 
then x . [‘/am is a real-analytic function mapping B+ n S into E; hence it must 
be constant. But then cx . 5’ is an eigenvalue of A([‘) on a set of positive measure, 
hence everywhere. But cx * t’ has zeros, contradicting the hypothesis that 
A([) is invertible (5.6). Thus (5.16) holds, completing the proof of the lemma. 
We conclude by discussing one class of equations where hypothesis (5.6) 
does not hold. We replace it by the hypothesis 
the multiplicity of the zero eigenvalue is constant for 4 -/- 0. (5.6’) 
Let u(t) be the zero eigenspace and W(t) its orthogonal complement. Let 
~(5) denote the orthogonal projection onto I&‘([) and Z@ = F-i(~(E)fi(t)). 
We modify problem (5.1) by adding the condition 
u(x, t> E 77%. (5.17) 
It is clear that if (5.17) holds for one value of t it holds for all t. Also, condition 
(5.17) is often expressible by auxiliary differential equations, and in fact 
Maxwell’s equations in a vacuum may be put in this form (see below). 
Considering (5.1) and (5.3) for the Hilbert space 7~2’ we have the analog 
of Theorem 5.1 provided we replace 8(x - XJ @ vkP by a(6(x - xlz) @ F&. 
This requires that in (5.9) and (5.11) we replace vkp by -rr([‘&, , and we sum 
over only the nonzero eigenvalucs. 
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For the analog of Theorem 5.2 we require one additional hypothesis, that 
no vector lie in all the zero eigenspaces: 
n(S’)v = 0 for all 6’ E P-l implies ‘z: =-- 0. (5.18) 
THEOREM 5.2’. Assume that (5.6’) and (5.18) hold. Then there exists afinite- 
nom solution of (5.1) (5.17), and(5.4) if and only ifg,.,, E HI'-")I*(T)for all kp. 
Proof. The only modification of the proof is that now 
where the sum extends over the nonzero eigenvalues. But hypothesis (5.18) 
is exactly what is needed to show [v, U} ,,b 0 for z’ +- 0. 
E.XARIPLE. Maxwell’s equations in a vacuum can be written 
dE/dt = curl B, dBjdt = -curl E. (5.19) 
div E = 0, div B = 0, (5.20) 
where the electric field E(x, t) and the magnetic field B(s, t) take values in C3. 
Now (5.19) is of the form (5.1) with m = 6. The multiplicity of the zero 
eigenvalue is 2; in fact V(t) is s p anned by the vectors (5,) fn, fa, 0, 0, 0) 
and (0, (IO, t1 , E, , t,). Th us condition (5.17) is equivalent to (5.20). Hypothesis 
(5.18) is easily checked so that Theorem 5.2’ applies: It is possible to specify 
arbitrary components of the electric and magnetic fields at a finite number 
of points for a finite time interval independently in the Sobolev space H-l(T). 
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