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General Electric Research Laboratory, Schenectady, New York 
This paper is part of a general study of efficient information selec- 
tion, storage and processing. It is assumed that the information is
contained in binary time series generated by a stochastic source. 
The main problem is to determine how to approximate he statistical 
properties of this information source by lower order probability dis- 
tributions. 
First, it is determined what restrictions are imposed by known 
lower order probability distributions on the higher order distribu- 
tions which are to be determined orestimated. This study suggests an 
optimal way to estimate the higher order distributions. 
In the second part the entropy changes which occur in going from 
lower to higher order probability distributions are studied. The up- 
per and lower bounds for the entropy of the higher order distributions 
are computed in terms of the entropies of the lower order distribu- 
tions. These results allow the computation of the "strength" of the 
conditions which are imposed on the higher order distribution and 
are not induced by the lower order ones. From this one can compute 
the importance ofknowing the higher order probability distributions 
for information processing. In conclusion, these results are applied 
to a coding problem to determine the delay required before encoding 
a message in order to achieve a prescribed fraction of the optimal 
comparison given by Shannon's coding theorem. 
In  recent years, there has been a rapidly growing interest in learning 
and self-adapting machines. In  many such machines, a very impor tant  
problem is to determine what information should be processed and 
stored, if we cannot use all the available information. I t  is also very 
important  to determine how much we lose if we do not store and use all 
the available information but  only a part of it. 
* This research as been done in very close collaboration with Professor P. M. 
Lewis, whose interest in information storage has inspired and motivated this work. 
See the preceding paper (Lewis, 1959). 
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To solve such problems we have to be able to detect which parts of 
the available information are important and which are not; in other 
words, which part is "rich" in information and should be used and which 
part is "poor" in information and thus can be neglected. 
In this paper we assume that the information is contained in discrete 
time series generated by a stochastic source with constant ransition 
probabilities. Our problem is to decide by which lower order distribu- 
tions we can approximate the statistical properties of these sequences 
and how good are our approximations. 
We shall refer to the probability distribution p(x l ,  x2, . . . ,  x,,), 
giving the probability for the sequence xl, x2, . . .  , x~ of length n to 
be generated by the source as the nth order distribution. First, we shall 
study the problem of determining the conditions which the lower order 
probability distributions impose on higher order distributions. Thus, if 
p(x l ,  x2 ,  . . . ,  x,~) is known, then, in general, it will not completely 
describe the statistical properties of the source. On the other hand, it 
imposes certain necessary conditions which p(x l ,  x2 ,  . . .  , X~+l) will 
have to satisfy. Any distribution p(x~,  x2 ,  . . .  , Xn+~) which satisfies 
these necessary conditions will be called an extens ion of p(x~,  x2 ,  •. • 
xn). We shall determine the set of all possible extensions for a given 
distribution. The volume of this extension set is a measure of our un- 
certainty about the higher order probability distributions. Furthermore, 
the shape of this extension set or extension range will show the particular 
n -~- l-tuples about whose probabilities of occurrence we are most un- 
certain. This indicates optimal ways of determining approximations for 
these probability distributions. 
In the second part, we shall study the entropies of probability distri- 
butions and their extensions. By determining the entropy of the "free" 
extension, that is, the extension with the maximal entropy, we will ob- 
tain some inequalities between the entropies of consecutive extensions. 
These results will give us an understanding of the change of entropy 
going from lower to higher order probability distributions; and they 
have a wide range of applications. Certain of these results are contained 
explicitly or implicitly in Shannon's work. The basic inequalities used 
can be found in Shannon (1949, p. 25) though we have given a different 
proof and introduced a slight change in notation which simplifies their 
application. The approach used in this paper also leads to an easy 
method for determining the way in which the redundancy or "loss of 
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freedom" in the message is distributed among the different order proba- 
bility distributions. 
We shall state Shannon's coding theorem for incomplete information 
about the source. Furthermore, we shall apply the derived results to 
compute the delay, before encoding a message, which is required to 
achieve any given fraction of the optimal compression rate given by 
the Coding Theorem. 
EXTENSIONS OF PROBABILITY DISTRIBUTIONS 
For the sake of simplicity we shall consider only binary sequences. 
It  will be seen that many of the results which will be obtained hold for 
a much larger class of sequences, but we shall leave this generalization 
to the reader. We shall further assume that these sequences are generated 
by a stochastic information source which is ergodic and which therefore 
has stationary transition probabilities. To describe the statistical proper- 
ties of such a source or sequence we must give the corresponding proba- 
bility distributions: p(x l ) ,  p (x l  , x2), p(  x l  , x2 ,  x3),  " "  • The probability 
distribution p(x~,  x2 ,  . . .  , xn)  gives the probability that the string 
xl ,  x2, " ' "  , Xn of symbols occurs in the sequence. We shall refer to 
p(x~,  x2 ,  " "  , xn) as the nth order probability distribution of the se- 
quence. It should be recalled that: 
Z p(x l ,  x2 ,  . . .  , x~) = p(x2 ,  x~,  . . .  , x,~) 
E P (X l  , X2 , " ' "  , X~)  = p(x i  , X2 , " ' "  , X~- I )  
Xn 
Note also that that the conditional probability p(x~+l  I x l  , x2 ,  . . .  , x , )  
that x~+~ follows the sequence x~, x2, . . .  , x~ can be obtained from 
the relation 
p(X l  ,X2 ,  " ' "  , Xn , Xn+l) = p(X i ,X2 ,  " ' "  ,Xn) 'p (Xn+l lX l ,X2 ,  " ' "  ,Xn)  
If we know only the probability distributions up to some given order 
n, then in general we will not have a complete description of the statis- 
tical properties of the information source. It  is important o determine 
wh~t restrictions the lower order probability distributions impose on 
the higher order probabilities. To do this let us make the following 
definition. 
Def in i t ion .  Given the probability distribution p(x~,  x2 ,  . " ,  x~) .  
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Then the probabi l i ty  d istr ibut ion p(x l  , x2, " . -  , xn+l) is called an ex- 
tension of p(x l  , x2,  . . . ,  x,~) if 
E p(Xl  , X2 , "'" , Xn+l) = p(X2 , "'" , Xn+l) 
x l  
E p(x l ,  X2, "'" , Xn+l) m p(x i ,  X2, "'" , Xn) 
Xn+ l 
I t  may  be instruct ive to consider the extension of p(x l ,  x:) to p(x l  , 
x2, x3). Let us write 
p(O,O) = r 
p(O,1) = p(1,0)  = t 
p(1 ,1 )  = s 
Since p(x l ,  x2,  x~) is an extension of p(x l ,  x2), we obta in  that  
p(0,0,0) + p(1,O,O) = r 
p(O,O,O) + p(O,O,1) = r 
p(1,1,0) + p(0,1,0) = t 
(1 )  
p(0,1,1) + p(0,1,0) = t 
p(0,1,1) + p(1,1,1) = s 
p(1,1,0) + p(1,1,1) = s 
F rom these equations,  we see that  if p(0,0,0) is known, then so are 
p(1,0,0),  p(0,0,1) and p(1,0,1).  Fur thermore,  any  one of these four 
probabi l i t ies determines the remaining three. The same is true for 
p(1,1,1),  p(0,1,1 ), p(1,1,0),  and p(0,1,0).  Thus we have only two choices 
in determining this extension. 
Let  us now compute the possible range for these two choices. Let  
p(0,0,0) = M and p(1,1,1)  = N. Solving (1) we obtMn that  
p(O,O,O) = M 
p(1,O,O) = r -- M 
p(O,O,1) -- r - M 
p(1,0,1) = t -- r + M 
p(1,1,1) = N 
p(0,1,1) = s -- N 
p(1,1,0) = s --  N 
p(0 ,1 ,0 )  = t - s + N 
(2 )  
Since all the probabi l i t ies have to be posit ive, we find that  the range for 
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M and N is given by 
max {r - t,0} =< M =< r 
max{s- t ,0}  -<N =< s 
In this case, we have established a one-to-one correspondence b tween 
all possible extensions p(x~,  x2 ,  x3) of p(x l ,  x~) and the points in the 
rectangle given by the above inequalities in the MN plane. I t  is now 
important o observe that if we determine the range to which p(1,0,0) is 
restricted, then in general this range or interval is different from the 
interval to which p(0,0,0) is restricted. On the other hand, the length 
of these intervals is the same. This can be shown formally if we observe 
that the other three probabilities depend linearly on M and that  M has 
a coefficient which is either 1 or - 1. Since all the quantities are positive, 
this is sufficient o insure the independence of the length of the intervals. 
I t  is now easy to generalize the previously obtained results. 
THEOREM 1. Given the stationary probability distribution 
p(x l  , x2 , " ' "  , xn) .  
Then we can divide the 2 n+l probabilities p(x l ,  x~, . . .  , x~+i) describ- 
ing the extension of p(x~,  x2 ,  . . .  , x~) into 2 n-1 disjoint classes such 
that if p(x l ,  x2 ,  • • • , xn+l) belongs to a class then so does 
$ 
p(X l* ,  X2 ,  " ' "  , X,n•l), p (X l ,  X2,  " ' "  , Xn+l )  
$ 
and p(x l * ,  x2 ,  " "  , xn+l )  where x* = (x  ~ 1) rood 2. The knowledge 
of any one element in a class uniquely determines the remaining three 
elements of the class. Furthermore, the length of the range for all ele- 
ments in a class is the same. 
This theorem is essentially due to P. M. Lewis. 
Let the length of the ranges of the 2 n-~ classes defining the extension 
be denoted by d~, d2, • • • , d2~-1 . Note that we have established a one- 
to-one correspondence between all extensions p(x l ,  x2 , - " ,  xn+l)  of 
p(x~,  x2 ,  . . .  , x~) and the points of a 2~-~-dimensional rectangle with 
sides dl ,  d2, - . .  , d2~-1. The size of this volume indicates the uncer- 
tainty about the extension p(x l  , x2 , " "  , x~+~). 
I t  should be pointed out that if we are considering an ergodic informa- 
tion source and we know p(x~,  x2 ,  . ' .  , Xn) for this source, then any 
extension p(x~,  x2 , . . . ,  x~+~) will again give the distribution for an 
ergodic source provided the point in the extension range corresponding 
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to p(x~,  x2, --" , x,~+0 does not lie on the boundary of the range. On 
the other hand there are ergodie extensions which correspond to points 
on the boundaries. Further investigations should be carried out to deter- 
mine which boundary points correspond to ergodic extensions. 
ENTROPIES OF PROBABILITY DISTRIBUTIONS 
AND THEIR EXTENSIONS 
Information theory has strongly emphasized the importance of the 
statistical character of the information sources. Entropy, one of the 
basic concepts of information theory, deals with the statistical character 
of the source and is vital to the main theorems. Still, two information 
sources with the same entropy, and thus the capability of transmitting 
the same amount of information, may appear adically different if we are 
interested in detecting the statistical properties of these sources, storing 
the detected characteristics, approximating these sources or encoding 
these messages with limited delay. In the following discussion we shall 
give some definitions which will aid in the study of these problems. 
We studied the conditions which were imposed by the probability 
distribution p(x l ,  x2 ,  . . .  , x~) on the possible extensions 
p(  x~ , x~ , . . .  , Xn+O. 
We shall now study the conditions which p(x~,  x2 ,  " . -  , xn) imposes on 
the entropies of p(x l  , x~ , . . .  , x,~+O. 
With each probability distribution p(x l ,  x2 , . . . ,  x,~) we associate 
the corresponding entropy which we shall denote as follows 
H~, = - ~ p(x~ , x2 ,  " "  , x~) log p(x l  , x2 ,  . . .  , x~) 
Xl ,  • . .  x n 
All the logarithms are taken to base two. It  should also be pointed 
out that Hn = nG,~ in Shannon's notation. The justification for this 
slight notational change will be seen later. From information theory it is 
known that 
l imH~ = limG~ = H 
where H is the ent ropy  of  the source. I t  was previously pointed out that 
the entropy H of a source is very important in information theory, but 
for other purposes two sources with the same entropy may appear quite 
different. To illustrate this, assume that we are interested in detecting 
the statistical properties of two information sources and then imitating 
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these sources by building two sources with the same statistical charac- 
teristics. Let the two information sources S' and S" have the same en- 
tropy, but let the statistical properties of S' be completely described by 
p(x)  and let S" be completely described only by p(x l ,  x2 ,  . . .  , X~o). 
I t  is clear that the first source is much simpler and the memory required 
to estimate p(x)  is much smaller than the memory required to estimate 
p(x l  , x~ , . . .  , Xjo). 
In practical applications, the memory which would be needed to 
count the occurrence of different sequences x~, x2, • • • , xl0 to estimate 
p(x~,  x2 ,  . . .  , xlo) may not be available and we may be able to count 
only the occurrences of shorter sequences. In such cases, it is important 
to know how good our approximation is. 
The study of the sequence of the corresponding entropies 
H1 ,H2,  . . - ,H , , ,  . . .  
will give us a much better understanding of the statistical character of 
the information source and answer some of these questions. 
The problem is to determine the possible values of the entropy for the 
extensions p(x~ , x2 ,  . . .  , xn+l)  of the probabil ity distribution 
p(  x l  , x~ , . . .  , x~) .  
I t  is known from information theory that 
H~ ___< H~+I 
This yields a lower bound for Hn+~ • 
To determine the least upper bound for Hn+~ we have to find the ex- 
tension of p(x l ,  x2 ,  " "  , x~) with the maximal amount of entropy. We 
shall give heuristic proof to establish this upper bound. I t  is known that 
the entropy is the largest when the system has the maximal amount of 
freedom or, in other words, when the conditions imposed on the exten- 
sion are minimal. Thus, the entropy H~+I should reach its maximum 
when the only conditions on p(x l ,  x2 ,  . . .  , x~+~) are the conditions im- 
posed by the lower order probabil ity distributions of which 
is an  extension. 
First, note that 
p(x l  ,x2 ,  " "  ,xn+l )  
p(x l  , x2 , " ' "  , xn+l)  
= p(x~+~ I x~,  x : ,  . . .  , xn ) .p (x~,  x~,  . . .  , xn)  
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If no addit ional  condit ions are imposed on p(x~,  x~, . . . ,  xn+l )  then 
there should be no symbol  dependence for more than n units and thus 
it follows that  
p(xn+l  [ x l  , x2 ,  " ' "  , x~)  = p(xn+l  [ x2 ,  x3 ,  " ' "  , xn)  
Note that  
p(X2  , " ' "  , Xn)"p(xn+i  t X2, " '"  , Xn) = p(x2 ,  " ' "  , Xn+l) 
Thus in this case 
p(Xl,  X2, " " " , Xn+l) = p(X l , ' ' ' , x~)p(x2 , ' ' ' ,  X,~+l) 
p(x2 ,  . . . , xn)  
for n => 2. I t  should be observed that  if n = 1, then ~ 
p(x l  , x2) = p(x l ) .p (x2)  
We shall refer to these extensions as the "free" extensions of 
p(  x~ , x2 , " "  , x,~). 
Let  us now compute the entropy of the free extension, which will give 
the upper  bound for H~+~. 
The entropy H~+I of p(x l ,  • . .  , x,~+l) is given by  
H~+I  = - ~ p(x l , . . .  , x , , )  • p (x2 , . . .  ,x,~+l) log 
xl, . x,+ , p ( x2 , . . . , x~ ) 
p (x l ,  . . .  , xn )  • p (x2 ,  . . . , x,~+l) 
p (x2 ,  . . . , x , )  
= _ ~_, p (x l , " "  ,x~)p(x2 , ' " ,x~+l )  
~,. . . ,~+1 p(x2 , "  " ,xn) 
• {log p(X l , ' ' ' ,Xn)  -~ log p(X2 , ' ' ' ,Xn+I )  - -  l ogp(x~, ' ' ' ,Xn)}  
I t  should be observed that  the logar i thm in the first term does not  con- 
tain x~+~. Thus summat ion  over Xn+~ yields the following relat ion 
1 A short rigorous proof of this result can be obtained by using Theorem 1. To 
illustrate this, express H~ by means of Eq. (2). Then maximize Hs by solving 
OH3/OM = OH3/ON = 0 for M and N and substitute these values in (2). A for- 
malization of this proof for the general case follows immediately from Theorem 1. 
APPLICATION OF SOME BASIC INEQUALITIES FOR ENTROPY 207 
_ ~. ,  p (x l , ' " ,  x,~) • p (x2 , " "  ,x~+l )  log p(x l ,x~,  " "  x~)  
• 1 , . . .  ~o+1 p(x~,  . . .  , x,~) 
= - -  ~_, p (x l ,x2 , " ' , x ,~) logp(x1 , ' " ,x ,~)  = H,~ 
x l ,  •. , tXn 
Similarly the second term after summation over xl yields Hn • And finally 
the third term, after summation over xl and x~+l, yields H~_I. This 
leads to the following result. 
THEOREM 2 (Shannon). Let p(x l ,  x2 ,  . . .  , Xn+l)  be an extension of 
p(x l ,  x2 ,  . . .  , Xn) and let p(x l  , x2 ,  . . .  , x~)  be an extension of 
p ( x l  , x~ , " "  , x~_~ ) 
with the corresponding entropies Hn+l, H~ and H~_~. Then these en- 
tropies satisfy the following inequality 
Hn <= H~+1 <= 2Hn - H~_ I  
Subtraction of H~ from all terms in this inequality ields the following 
relation 
AH~+, = H~+~ - H~ < AH~ = H~ - H~_~ 
(Note that this is equivalent to Shannon's result stating that 
F~ __< FN+~ .) 
This implies that if the entropy Hn-~ changes going from 
p(x~ , . . .  , x,~_~) 
to p(x~,  • • • , x,~) by an amount AH,~, then it can never change by a 
larger amount in any one of the consecutive extensions and it will change 
by exactly this amount, AH~, in each step if all the following extensions 
are free. Thus, in general, the entropy of the Kth consecutive extension 
p(x~ , x2 , • . .  , Xn+k) of p(X l  , X2 , " "" , X~) will be given by 
nTk  
r=n-}-I 
If the extensions are free, then 
H,~+k = H,~ -t- k .  AHn 
Recalling the definition of the entropy H of a source, we obtain that 
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Hk 
lira lira AHk = H 
If the extensions of p(x~,  x2 ,  . . . ,  x~)  are free, then we obtain that 
H = AH~. See also p. 25 of Shannon (1949). 
These results show how to measure the "strength" of the conditions 
which are imposed as we go from p(x l ,  x2 ,  • • • , x,~) to 
p(x~ , x2 , " "  , pn+l ) .  
If no other conditions are imposed on the extension p(x l ,  x2 ,  • • • , Xn+l )  
but the ones induced by p(x l ,  x~,  . . .  , xn ) ,  then 
AHn+~ = AH~ 
or  
~H AH~-  AH~+I = A ~+~ = 0 
On the other hand if some additional conditions are imposed on the ex- 
tension p(x l ,  x2 ,  " "  , Xn+x) ,  that is if there are restrictions on the se- 
quences of n + 1 symbols which are not induced by the restrictions on 
shorter sequences, then 
2 H AH,~ --  AHn+~ = A ~+1 > 0 
:H  measures the strength of these restrictions. In other words, A ~+~ is 
the entropy loss due to the conditions imposed on the sequences of 
length n ~- 1. We shall refer to A2H~+~ as the loss of freedom in the 
(n + 1)st step. I t  can be seen that if AH,~ is given, then the sum of the 
further losses of freedom cannot exceed AH~, or more generally 
H = AH~-  ~ A2H~+I 
k=n 
To illustrate these Concepts let us consider some examples. Let H J  
and H~t, 1 =< n <= 10, be given for the two information sources S' and 
S '~ by Table 1 and let the extensions for n > 10 be free. Then 
A2H~ ' = A2H, # = 0 
for n > 10, and H ~ " - 10+k = 4.20 ~- .20 k, H10+k = 8.20 -~ .20 ]c for k _> 0. 
I t  can be seen that both information sources have the same entropy. 
Thus both sources have lost the same amount of freedom. On the other 
hand, the loss of freedom happens in each case in a different way. From 
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the two rows in the table giving h2Hn ' and A2Hn tt we see that S' has 
lost most of its freedom earlier than S". The loss of freedom at each 
step indicates the importance of knowing the higher order probability 
distribution. Note that AHn --  H gives us the information which we do 
not have about the source if we know only p(x l ,  x~,  . . .  , x~) .  In our 
example it is seen that the statistical properties of S' are very well ap- 
proximated by the fourth order probability distributions, 
AH4 - -  H -- 0.05. 
On the other hand, this is not the case for S 't and there to achieve the 
same degree of approximation we would have to use the tenth order dis- 
tribution. 
Let us now apply these results to some coding problems. 
Recall that if we know p(Xl  , X2  , " ' "  , X , , )  for an information source 
and do not know the higher order distributions for this source then we 
have to treat this source as if it had entropy H = AHn. Thus we can 
restate Shannon's first coding theorem for incomplete information as 
follows. 
THEOREM 3 (Shannon). Let p(x l ,  x2 ,  . ' .  , xn )  be the highest order 
probabil ity distribution of the information source which is known and 
let the capacity of the channel be C (bits per second). Then it is possi- 
ble to encode the output of the source in such a way as to transmit at 
the average rate C/AHn - E symbols per second over the channel where 
E is arbitrarily small, and without use of additional information about 
the source, it is not possible to transmit at an average rate greater than 
C/AH,  . 
This result allows us to determine how much we gain by using higher 
order probabilities in computing our codes. 
I t  should be recalled that the coding theorem gives the theoretical 
optimum for the transmission rate and that in many cases this optimum 
can only be achieved if we are allowed to delay the message for arbi- 
trarily long times before encoding. This would imply, besides the un- 
limited time delay, that we have an unlimited storage capacity. A more 
realistic problem is obtained if we assume that we can use only a delay 
of n symbols before encoding. Note that this is the basic idea in the 
second proof of Shannon's coding theorem (Shannon, 1949). In Such 
cases it is of importance to determine what the delay N has to be to 
reach a prescribed efficiency in information transmission or code com- 
pressing. We shall now solve some of these problems by the use of the 
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previously derived results. Let us encode the message in a binary code. 
If we use the Shannon-Fano coding method (Shannon, 1949) the message 
can be so encoded that if A is the average number of binary digits per 
symbol of the original message, then A satisfies the following inequality 
Hn<_A<H~+I 
n n 
Note that as n goes to infinity the right-hand side and the left-hand side 
of this inequality approach H, which forces A to approach H in the limit. 
Thus with an unlimited delay we could encode the message by this 
method so that we could transmit at any prescribed fraction of the op- 
timum rate given by the coding theorem. On the other hand, it can be 
seen that for a fixed delay of n symbols the efficiency of compressing the 
message by coding depends on how good an approximation Hn/n is to 
H. First recall that 
H~ = H i+ ~AHk 
k=2 
If M1 the extensions of order R or higher are free, then 
H,  = Ha+ (n -  R)AH~,  fo rn  => R 
Thus 
Hn HR + (n -- R)AHa Ha -- RAHa 
- = AHa + 
n n n 
From the previous considerations it follows that 
H.  Ha - RH 
- -=H+- -  
n n 
Thus using a delay of n symbols the message can be so encoded that 
the average number A of binary digits per symbol of the original message 
satisfies the inequality 
HR- -  RH Ha- -  RH + 1 
H+ <_A<H+ 
n n 
Let us now compute the delay required to achieve a given fraction of 
the optimum compression of the message. If p(x l ,  x2, • - • , xa) is known 
and if it completely describes the statistical properties of the source, 
then it is easy to compute Ha and it follows that AHa = H. For a binary 
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channel which transmits one binary digit per time unit, the optimum 
transmission rate is To = C/H = 1/H. Thus the optimum compression 
ratio of the message is 1/H binary digits per symbol of the original rues- 
age. If we desire to compress the message at least at a ratio T, 
0<T<T0,  
then A has to be such that T <= C/A = 1/A. Let us denote the fraction 
T/To by e. Then to achieve this compression of the message n has to 
satisfy 
T H H 
To = A H+ 1/n[HR-- R .H  + 1] 
From this relation we obtain that N has to be greater than 
HR-R.H+I  
E 
H(1 - e) 
To familiarize ourselves with these results let us compute some re- 
quired delays for the two information sources described in Table I. In 
this case H = .2 and thus the optimum compression To = 5. Let e = ~,  
which implies that we desire a compression to 4.5 bits per symbol. Note 
that for transmission over a binary channel transmitting one digit per 
time unit this would yield the corresponding rate of 4.5 bits per time 
unit. The computation shows that the delay for the first source n'  = 144 
symbols; similarly n rt = 324. If  e = ½ and thus T = 2.5, then n' = 16 
and n # = 36. I t  should be noted that a compression by a factor of 2.5 
is achieved with a relatively small amount of delay. On the other hand, 
encoding to achieve a compression early equal to the optimum value 
does require a very large delay. 
Finally the combination of the previously discussed results gives a 
simple way to determine the strength of restrictions imposed by particu- 
ENTROPY 
n 1 2 3 
H~' 1.00 2.00 2.50 
A2H~ r 0 0 .5 
~o" lOO 200 300 
,,~,~" Eo [o Io 
TABLE I 
~HANGES FOR S s AND S II 
2_  - -  
2.75/3 I 3.25 I 3.50 [ Z.75 I 4.00 
.2~10 I 0 I 0 0 0 
4.001~.00r5.7~16.50 7.2~ 8.00 







lar conditions or laws. Consider the following problem. If  the distribu- 
tion p(x l ,  x2 ,  • • • . xn)  is given, determine the loss of entropy due to an 
additional condition on a particular higher order sequence, say 
p(a l  , a2 , . . .  , an+k)  = v. 
Note that H~ -- Hn-1 = kiln is available right away. To compute the 
loss of freedom due to the condition p(a~,  a2 ,  • • • , a~+k) = v it is neces- 
sary to determine only the three other probabilities in the class defined 
by p(a l ,  as, . . .  , an+h) as described in Theorem 1. Let us denote the 
entropy given by this class by h*. At the same time compute the en- 
tropy h** of the same class if the probabilities were given by free exten- 
sions of p(x~,  x2 ,  . . .  , xn ) .  The loss of freedom due to the given con- 
dition is h** - h*. Thus the entropy of the source is hHn - (h** -- h*). 
Problems of this type arise for sources about which we have partial 
knowledge from observation or structural considerations, without hay- 
ing a complete statistical description of the source. For example, we can 
think of laws of grammar, restraints in musical composition, and many 
others. 
The previous considerations have indicated that, for certain applica- 
tions, in addition to the entropy of the source it is important o know 
the manner in which the "freedom" is lost. We shall conclude by making 
a tentative suggestion of a measure for the complexity ~ of an informa- 
tion source by defining 
= H.  ~-~f (n )A2H~ 
n=2 
where f (n )  is a monotonically increasing function and H0 = 1. Further 
need for such measure of complexity has been pointed out in Brooks, 
et al .  (1957). 
SUMMARY 
Often in information storage and processing it is necessary to decide 
what information is " important."  This study has tried to investigate 
some ways to detect he properties and value of the statistical character 
of the information source. The first part led to the definition of the set 
of all possible extensions of a distribution. The dimensions of this set 
indicated the limitations imposed by this distribution on its extensions 
and the uncertainty about these extensions. In the second part, it is 
observed that the entropy of the information source describes only some 
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aspects of the source and that for storage or processing applications the 
related quantities H~,  AH~,  and A2H~ play an important role and are 
closely connected with the "complexity" of the source. It should be 
pointed out that the quantities d~, H~,  AH~,  and A2H~ can easily be 
computed electronically and thus a computer could make decisions 
about what  information it should use or what  additional information 
should be obtained. 
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