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Beyond the commonly known diffusive and ballistic transport regimes, where charges either 
move randomly or in a straight line, a hydrodynamic regime exists where strong interactions 
lead to fluid-like, collective motion of charges. The restrictive conditions for reaching this 
hydrodynamic regime have recently been satisfied experimentally in two-dimensional 
electron systems. Here, by performing thermoelectric microscopy with femtosecond 
temporal and sub-100 nm spatial control, we show that this hydrodynamic regime persists 
at room temperature. In particular, we demonstrate the ability to tune graphene electrons 
between the Fermi-liquid and the quantum-critical Dirac-fluid regime, by controlling the 
electron temperature and Fermi energy. Upon approaching charge neutrality, the thermal 
diffusivity of the Dirac fluid is more than two orders of magnitude larger than its non-
interacting counterpart.  
 
Diffusion is one of the most ubiquitous processes in nature, describing transport phenomena 
ranging from particles suspended in a liquid medium to molecules moving across a cell membrane. 
The macroscopic viewpoint describes diffusion as the tendency to equilibrate spatial 
inhomogeneity. Microscopically, diffusive transport corresponds to random-walk motion of 
particles, whose momentum scattering length ℓms is shorter than the length scale over which 
transport takes place, ℓms < L. Equivalently, this means that the momentum scattering time is 
shorter than the time scale over which transport is examined, 𝜏ms < ∆t. A canonical example of 
diffusive transport is the flow of electronic heat generated by a thermal gradient, where the charge 
mobility is intricately linked with the thermal diffusivity via the Wiedemann-Franz law.  
 
Interestingly, beyond the diffusive regime, other regimes emerge under special conditions. For 
small system dimensions L < ℓms, the ballistic transport regime arises, where electrons move in a 
straight line. Under even more special conditions – when the electron-electron interaction length 
ℓee becomes the shortest length scale, ℓee < ℓms, L – the hydrodynamic regime emerges (1–6). In 
this regime, the rapid collisions between particles typically lead to viscous charge flow. The 
electron system then obeys macroscopic transport laws that are similar to the ones for classical 
fluid transport. During the last few years, signatures of viscous flow have been observed in 2D 
electron systems using electrical device measurements (7–12) and, very recently, probe scanning 
microscopy (13, 14). In graphene, an even more intriguing hydrodynamic regime can emerge, 
which has no analogue in classical fluids. Upon approaching the charge neutrality point, the Fermi 
temperature (TF = EF/kB, where EF is the Fermi energy and kB is the Boltzmann constant) can 
become small compared to the electron temperature Te, and the system becomes a quantum-critical 
Fig. 1. Spatio-temporal thermoelectric microscopy and heat spreading regimes. (A) 
Graphene Hall-bar/thermoelectric device, illuminated by two femtosecond heat-generating 
pulses with a relative temporal offset ∆t and a symmetric spatial offset ∆x. Applying +∆U to 
one gate and -∆U to the other ensures pn-junction formation, where interacting heat leads to 
a differential thermoelectric current. (B, C) Illustration of light-triggered spreading of 
electronic heat with initial ballistic (B) or hydrodynamic (C) transport, occurring while ∆𝑡 <
𝜏ms. In both cases, once ∆𝑡 > 𝜏ms, diffusive transport dominates. The corresponding Fermi-
Dirac distributions with Te < TF and Te > TF are shown below, with coexisting particles (dark 
grey) and holes (light grey) in the Dirac fluid.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
fluid (15). In this Dirac-fluid regime, the non-relativistic description of the viscous fluid is replaced 
by its ultra-relativistic counterpart, which accounts for the presence of both particles and holes, as 
well as for their linear energy dispersion. In line with theoretical predictions, noise thermometry 
measurements have shown a deviation from the Wiedemann-Franz law (16) and an all-optical 
terahertz study has revealed the quantum-critical scattering rate (17). Most of these studies of 
hydrodynamic behavior required reduced lattice temperatures and high-quality graphene with 
mobility  > 100,000 cm2/Vs. Indeed, the ability to tune a system between the Fermi-liquid and 
the Dirac-fluid state at room temperature has so far remained elusive.  
 
Here, we demonstrate – at room temperature and using standard-quality encapsulated graphene – 
a controlled Fermi-liquid to Dirac-fluid crossover, and observe strongly enhanced thermal 
diffusivity in the quantum-critical Dirac-fluid state. This control is achieved by tuning relative time 
and temperature scales. As a key to these observations, we employ ultrafast spatio-temporal photo-
thermoelectric microscopy on an hBN-encapsulated graphene device that is both a Hall bar for 
electrical measurements and a split-gate thermoelectric detector (Fig. 1A). Our optoelectronic 
technique allows us to follow in space and time how heat spreads in the Fermi-liquid regime (Fig. 
1B) and the Dirac-fluid regime (Fig. 1C). This enables us to overcome the previously existing 
stringent requirements for lattice temperature, system size, and sample quality (7–14, 16, 17).  
 
First we characterize our device electrically with four-probe measurements (see Methods), finding 
a charge mobility µ of 30,000 – 50,000 cm2/Vs, depending on carrier density. The measured 
mobilities correspond to a momentum scattering time 𝜏ms of 300 – 500 fs (Fig. 2A). Importantly, 
these scattering times are longer than the temporal resolution (instrument response function, IRF) 
of our measurement technique, tIRF ≈ 200 fs, thus allowing us to probe our system before and 
after momentum scattering occurs, i.e. in the non-diffusive and diffusive regime. In the diffusive 
regime, we predict the thermal diffusivity D using the measured charge mobility via the 
Wiedemann-Franz law and the Einstein relation. Both approaches yield an identical result (see 
Methods): 𝐷 = µ𝐸F/2𝑒, where e is the elementary charge, giving expected thermal diffusivities 
in the range of 1000 – 2500 cm2/s for our system (Fig. 2A). 
 
In order to follow electronic heat spreading in space and time, we use the same Hall bar device 
and exploit the fact that it has two independently controllable backgates. This allows for creating 
a pn-junction when opposite voltages ±U with respect to the Dirac point voltages are applied to 
the two backgates. At this junction, electronic heat generates a local thermoelectric voltage due to 
the Seebeck gradient (18). We use two ultrafast laser pulses that produce localized sources of 
electronic heat, whose relative spatial and temporal displacement, x and t, are controlled with 
sub-100 nm spatial precision and 200 fs temporal resolution. Each laser pulse is incident on 
opposite sides of the pn-junction at a distance ∆x/2 from the junction. The absorbed energy from 
these pulses is converted into electronic heat spots within tens of femtoseconds after light 
absorption, as the electron system reaches a quasi-equilibrium state characterized by a broadened 
Fermi-Dirac distribution with an increased electron temperature ∆Te (19). The two photo-generated 
electronic heat spots spread out and reach the pn-junction after a certain amount of time, generating 
a thermoelectric current at the junction (18). We then isolate the current that originates from the 
interaction of the two spreading heat spots at the pn-junction ITE by modulating each laser beam 
at a different frequency, f1 and f2, and demodulating the thermoelectric current at the difference 
frequency f1 - f2. Clearly, the lower the diffusivity D, or the larger x, the longer it takes for the 
two heat pulses to interact at the junction. Therefore, by scanning x and t, our technique is 
sensitive to the thermal diffusivity, as we will show in detail below.  
 
Figure 2B shows the experimental result of the interacting heat current ∆ITE as a function of x 
and t. As expected, the largest ∆ITE occurs for the largest spatio-temporal overlap at the pn-
junction (x=t= 0). For increasing |∆t|, we find that the signal extends further spatially, indicating  
Fig. 2. Spatio-temporal tracking of heat spreading. (A) Momentum scattering time from 
four-probe measurements and corresponding (calculated) heat diffusivity. (B, D) The 
experimental (B), and simulated (D) spatio-temporal differential thermoelectric current 
∆ITE. (C) Normalized ∆ITE for each ∆t, showing spatial broadening due to thermal transport 
as a function of ∆t. (E) Second moment <∆x2> of ∆ITE, indicative of spatial spreading, as a 
function of ∆t for three different Fermi energies (symbols), with simulation results using as 
input the diffusivities from A (purple solid lines, with offset due to ultrafast heat spreading 
around time zero). Simulation (blue dashed line) and theoretical heat equation (black dash-
dotted line) results with the same input diffusivity and no ultrafast spreading around time 
zero. Heat spreading with ultrahigh diffusivity according to the hydrodynamic model (red 
line), which lasts for a few hundred fs, and explains the time zero offset.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
the occurrence of heat spreading (see Fig. 2C). We now show that by tracking the temporal 
evolution of the spatial spreading of ∆ITE we can obtain the thermal diffusivity D. We simulate our 
experiment with a given diffusivity (see Methods) and find that the simulated differential 
thermoelectric current in Fig. 2D is similar to the experimental result in Fig. 2B. Figure 2E shows 
spatial spreading, quantified via the second moment <x2> (t) (see Methods). Comparing the 
simulation result (blue dashed line) with the theoretical expectation according to the heat equation, 
<x2> = <x2>focus + 2Dt, where D is the same diffusivity as in the simulation and <x2>focus is 
the minimal second moment from the two overlapping light pulses (black dash-dotted line), we 
observe excellent agreement for times up to one picosecond. This suggests that by tracking <x2> 
in time, our technique is a reliable method for obtaining thermal diffusivities in a quantitative 
manner. 
 
We first discuss our experimental results in the diffusive regime (∆𝑡 > 𝜏ms), for three different 
gate voltage combinations, corresponding to Fermi energies between 75 and 190 meV (TF = 900 – 
2200 K). For each spatio-temporal dataset ∆ITE (x, t) we extract the second moment <x2> as a 
function of ∆𝑡 (see symbols in Fig. 2E) and compare with the results from simulations (solid lines), 
where we set the diffusivity to the values obtained from the measured charge mobility (Fig. 2A). 
We find excellent agreement, if we account for short-lived ultrafast heat spreading around t = 0, 
which leads to a vertical offset, as we will explain below. Importantly, the agreement between the 
measured heat spreading for ∆𝑡 > 𝜏ms and the one calculated using the measured charge mobilities 
shows that the Wiedemann-Franz law and Einstein relation are obeyed in the diffusive regime, i.e. 
electronic heat and charge flow together. 
 
We now turn to the non-diffusive regime, by exploring the behavior for t < 𝜏ms. Surprisingly, the 
experimentally obtained second moments start at a minimum value of more than 2 m2 for ∆𝑡 =
0, rather than starting at an expected <x2>focus = 0.56 m2  (see Methods). A second device we 
measured reproduces this larger-than-expected spatial spread at time zero (see Supplement). We 
exclude the possibility of an experimental artifact such as an underestimation of the laser spot size, 
since we repeated the measurements while scanning through the laser focus, and measured the 
focus size (see Supplement). Furthermore, we observe that the offset depends on the Fermi energy, 
while keeping all other experimental parameters fixed. We therefore attribute the experimentally 
observed minimum <x2> to ultrafast initial heat spreading that occurs before momentum 
scattering takes place, ∆𝑡 < 300 – 500 fs (see schematic illustration of spatio-temporal heat 
spreading in Fig. 1C). The dynamics of this initial broadening is washed out by the finite time 
resolution tIRF, and manifests itself as a large minimum <x2> at time zero. Supporting this 
interpretation, we note that earlier all-optical spatio-temporal experiments also reported an 
unexpectedly high and unexplained hot-electron diffusivity within the first few hundred 
femtoseconds (20, 21). We will show that this observation of highly efficient initial heat spreading 
is the result of hydrodynamic transport. Indeed, in this temporal regime we satisfy the conditions 
for the hydrodynamic regime: 𝜏ee < ∆t < 𝜏ms, analogous to device studies where ℓee < L < ℓms (7–
13). We can exclude that the observed initial spreading is the result of ballistic transport, as we 
calculate that the ballistic contribution to initial heat spreading would give only < ∆𝑥2 >ball = 
0.68 m2 (see Supplement). Besides, ballistic transport has a very weak dependence (<10 %) on 
carrier density in this range, as the Fermi velocity does not change significantly for the Fermi 
energies considered here (22). 
Fig. 3. Fermi-liquid to Dirac-fluid crossover. (A-D) Time-zero spatial maps of ∆ITE for low 
optical power P and high gate voltage ∆U (A,D), and vice versa (B,C), for np- and pn- junction 
(A-B and C-D, respectively). For larger ratio Te/TF (i.e. larger P/∆U) the spatial extent is clearly 
larger. (E, F) Time-zero Gaussian width for spatial scans with one pulse on the junction and the 
second one scanning across (E) and along (F) the graphene pn-junction, as a function of P and 
∆U. The red dashed line shows the theoretical crossover temperature from Fermi liquid to Dirac 
fluid regime (4). (G, H) Simulation of the thermal diffusivity following Refs. (15, 23) with only 
electron-electron interactions (G) and only long-range Coulomb scattering (H). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
We now provide further evidence of hydrodynamic transport by demonstrating the ability to 
control the crossover between the Fermi-liquid and quantum-critical Dirac-fluid regime via the 
ratio Te/TF, by independently varying Te via the incident laser power and TF via the applied gate 
voltages. A larger ratio results in less Coulomb screening and correspondingly stronger 
hydrodynamic effects due to electron-electron interactions. We perform spatial scans at a temporal 
delay of t = 0, with one laser pulse impinging on the junction, while scanning the other pulse 
across (x-axis) and along (y-axis) the junction region. This experimental geometry gives larger 
signals than the geometry in Fig. 1-2, where both pulses are displaced from the junction. Figure 
3A-D shows four representative spatial ∆ITE maps with varying Te/TF, yet similar signal 
magnitudes. Clearly, the signal is broader for larger Te/TF, indicating faster thermal transport. We 
repeat these measurements for a range of Te and TF values and quantify the initial heat spreading 
using Gaussian functions to describe ∆ITE at ∆𝑡 = 0 as a function of x or y (see Fig. 3E-F). As 
expected for a crossover from the diffusive Fermi liquid regime to the hydrodynamic Dirac fluid 
regime, both widths (x2) and (y2) increase substantially for increasing ratio Te/TF. 
 
In order to gain a quantitative understanding of hydrodynamic transport, and to estimate the 
thermal diffusivity in the Dirac fluid regime under our experimental conditions, we perform 
calculations following Refs. (15, 23). We model impurities as Thomas-Fermi screened Coulomb 
scatterers of density 0.24·1012/cm2. Figure 3G shows the resulting thermal diffusivity D as a 
function of TF and Te, when considering only the hydrodynamic term due to electron-electron 
interactions, relevant in the regime where ∆𝑡 < 𝜏ms. A higher electron temperature or lower Fermi 
temperature leads to strongly increased diffusivity. We thus find the same trend as for the 
experimental data taken at ∆𝑡 = 0 in Fig. 3E-F, where a larger initial width originates from a larger 
diffusivity. When considering only the diffusive term due to scattering with impurities (Fig. 3H), 
we observe a slight increase of the diffusivity with carrier temperature, and no significant effect of 
varying the Fermi energy. These calculations thus support our interpretation of a crossover from a 
diffusive Fermi liquid to a hydrodynamic Dirac fluid for increasing ratio Te/TF. Remarkably, the 
calculations predict a diffusivity in the quantum-critical regime close to charge neutrality well 
above 105 cm2/s – more than two orders of magnitude larger than in the diffusive regime. 
Simulations of our experiment with an input diffusivity of 105 cm2/s predict a value for the second 
moment after a few hundred femtoseconds that is very close to the experimentally observed value 
at t = 0 for the lowest EF, as shown by the red solid line in Fig. 2E. This agreement shows that 
our experiments are consistent with hydrodynamic transport with greatly faster-than-ballistic 
(super-diffusive) heat spreading in the first few hundred femtoseconds.  
 
We have shown that quantum-critical Dirac-fluid behavior – which until recently had been 
unreachable experimentally – is clearly present and controllable at room temperature in standard-
quality hBN-encapsulated graphene. Moreover, we have demonstrated that electronic heat can 
hydrodynamically spread over microns on a time scale of hundreds of femtoseconds. This can lead 
to applications in thermal management of nanoscale devices, where electronic heat can be 
extracted from hot spots much faster than predicted by classical limits. Furthermore, the 
hydrodynamic behavior can be switched on and off using a modest gate voltage. Thus, the stage 
is set to explore how collective electron transport can be exploited and coupled to other carriers of 
energy and information, such as spin. Finally, we believe that the optoelectronic technique we have 
introduced will be a valuable tool to reach a better understanding of quantum materials with great 
promise for novel technological applications.  
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Methods 
 
1. Device fabrication and characterization 
 
Fabrication of split-gate thermoelectric devices 
 
The split-gate device with Hall geometry that was used to obtain the results shown in the main text 
is shown schematically in Fig. S1A-B. It consists of exfoliated, single layer graphene encapsulated 
by hexagonal boron nitride (hBN), using standard exfoliation and dry transfer techniques. The 
hBN-graphene-hBN stack is placed on a pre-defined split-gate structure made of CVD graphene, 
where the gap between the two gates is ~100 nm, created via electron-beam lithography and 
reactive ion etching (RIE). The top hBN and graphene are etched into a Hall bar shape with laser 
lithography and RIE, keeping the split-gate intact, and not etching completely through the bottom 
hBN. Finally, the Ti/Au side contacts are created by a further step of lithography, RIE and metal 
evaporation. Figure S1C-J shows the fabrication steps and further fabrication details are described 
in Ref (24).  
 
We used a second split-gate device that was prepared using similar fabrication methods, with the 
main differences that the split-gate geometry is composed of gold, rather than CVD graphene, and 
the graphene is not patterned into a Hall geometry. Further fabrication details for this sample are 
described in Ref (25). The mobility was found to be very similar to the device with Hall bar 
geometry: ~30,000 cm2/Vs, thus allowing for the observation of non-diffusive regimes at ultrashort 
time scales. Results obtained with this device are shown in the Supplementary Text part B and Fig. 
S12.  
 
Mobility measurements 
 
Owing to the Hall geometry of our main device, we can reliably extract the mobility as a function 
of gate voltage. We perform four-probe measurements by applying 1V to a M series resistor, 
such that a current of 1 A flows between the two outer contacts of the device. We then measure 
the voltage drop between two lateral contacts of the graphene device. This yields the sheet 
conductance  as a function of gate voltage. We then use ne, in order to extract the mobility 
µ and use 𝜏ms =
𝜇𝐸F
𝑒 𝑣F
2 to obtain the momentum scattering time. Here, n is the carrier density, EF is 
the Fermi energy, vF ≈ 106 m/s is the Fermi velocity, and e is the elementary charge. We measured 
up to EF = 150 meV, and extrapolated the data to higher Fermi energies.  
 
Extracting Fermi temperature controlled by gate voltage  
 
During photocurrent measurements, the gate voltage Ux is applied to the left (x = “A”) or right (x 
= “B”) side of the split-gate. Typically, a symmetric voltage around the experimentally determined 
Dirac point voltage 𝑈x
DP is applied: 𝑈A = 𝑈A
DP + ∆𝑈 and 𝑈B = 𝑈B
DP − ∆𝑈. The gate electrode and 
the graphene form a capacitor with the dielectric hexagonal boron nitride (hBN), with a thickness 
of thBN = 70 nm, and a relative permeability of 𝜖hBN =  3.56. The carrier density n is calculated 
via 
 
𝑛 =  
𝜖0𝜖hBN
𝑒 𝑡hBN
∆𝑈 ,  
 
where 𝜖0 is the vacuum permeability. We calculate the Fermi energy EF and the Fermi temperature 
TF via 
 
𝐸F
2 = πħ2𝑣F
2 · 𝑛,  and  𝑇F =
𝐸F
𝑘B
,  
 
where kB is the Boltzmann constant. 
 
Extracting carrier temperature controlled by laser power 
 
Following the treatment of Ref. (24), the thermoelectric photovoltage is assumed to be proportional 
to the time-averaged increase of the electronic temperature Te above the ambient temperature T0. 
The dependence of the thermoelectric current ITE on optical power for the device under study here 
for illumination with a single pulsed laser (λ = 886 nm) is shown in Fig. S2. The peak Te as a 
function of the laser power P scales as (24) 
 
𝑇𝑒 = √𝑇0
2 + 𝑏𝑃
2
 .        (S1) 
 
We describe the data shown in Fig. S2 using 𝐼TE(𝑃) = 𝑎 √𝑇0
2 + 𝑏𝑃
2
− 𝑇0, where T0 = 293 K. The 
only adjustable parameters are a and b. The resulting curve (with b = 1.7 ·105 K2/μW) allows us 
to convert the observed photocurrent into peak electronic temperature Te (right axis of Fig. S2). 
Equation S1 comes from the linear temperature scaling of the electronic heat capacity for graphene 
away from the Dirac point, Ce(T) = γT. The power P is proportional to the absorbed heat energy 
per unit area ∆Q. Then, by integrating dQ = CedT, we get ∫ d𝑄 =
𝑄0+∆𝑄
𝑄0
∫ 𝛾𝑇d𝑇
𝑇𝑒
𝑇0
, from which Eq. 
S1 is obtained by setting bP = 2∆Q/γ.  
 
Using the electron heat capacity for graphene (26), 𝛾 =
2𝜋
3
𝑘B
2 𝐸F
(ħ 𝑣F)2
, with EF ≈ 0.2 eV for our 
experimental conditions, we calculate an experimental pulse energy per unit area and power of 
∆𝑄
𝑃
=
𝛾𝑏
2
= 9.8 · 10−5 J/(m2µW) . We obtain the same value using αη𝐸pulse/𝑃, using the beam 
area, laser repetition rate, heating efficiency η = 80%, and an absorption coefficient α of 0.9%. 
This absorption is a very reasonable value, taking into account the 285 nm SiO2 layer and the 
reflection at the oxide-silicon interface, leading to reduced absorption for an incident wavelength 
of 886 nm (27).  
 
 
2. Spatio-temporal thermoelectric current microscopy setup 
 
A sketch of the setup is shown in Fig. S3. The laser source is a Ti:Sapphire oscillator (Coherent 
Mira 900, λ = 886 nm, 76 MHz rep. rate). It is split into two beam paths with a beam splitter. Both 
beams are modulated with optical choppers, at frequencies f1 = 741 Hz and f2 = 529 Hz, 
respectively. The relative time delay between the two pulses is controlled by a mechanical delay 
line. The spatial offset of one beam with respect to the other is controlled with a two-axis mirror 
galvanometer system (Thorlabs GVS012), while the position of the sample with respect to the 
beams is controlled with a 3D piezo scanning stage (Mad City Labs Nano-LPS100). Both beams 
are focused onto the sample with a 40x/NA 0.6 objective lens (Olympus LUC Plan FLN). 
 
Each beam generates electronic heat which subsequently spreads out in the plane. The part of this 
heat that reaches the pn-junction generates a local thermoelectric (TE) voltage, due to the Seebeck 
effect.  
 
We collect the TE photocurrent between the source and drain contacts on either side of the junction 
via lock-in amplification (Stanford Research Systems SR830). The photocurrent signal on the order 
of nA is then measured by demodulation of the amplified current (at 106 V/A gain) across the 
source and drain contacts through the graphene sheet. By demodulating the current signal at the 
difference frequency of the two modulation frequencies, f2 - f1 = 211.7 Hz, we essentially Fourier 
filter the signal caused by the interaction of both heating sources, which we call the differential 
TE current ∆ITE.  
 
To achieve this, we use the lower frequency of a 5/7 chopping wheel of one chopper (Newport 
New Focus 3501), while triggering the second chopper (Thorlabs MC2000B) at the higher 
frequency, while also outputting a reference signal at the difference frequency f2 - f1. The prime 
integer ratio of 7 to 5 avoids interference of harmonics. Additionally, this technique has the 
advantages of avoiding low frequency noise as well as isolating the signal of interest from the 
background TE current, which is useful for experimental signal optimization. 
 
The temporal resolution of the setup is shown in Fig. S4. Figure S4A shows an autocorrelation of 
the NIR beam before entering the microscope, while Figure S4B shows a transient absorption 
response of graphene, with a frequency doubled pump and NIR probe. The 20-80 % rise time of 
the microscope in the sample plane shows a 200 fs time resolution.  
 
We have used two distinct measurement geometries that each have their advantages and 
characteristics. i) For the data presented in Fig. 2, the two laser pulses are spatially offset 
symmetrically with respect to the gate junction region (by ∆x/2 from the junction) by synchronized 
movement of the galvo mirrors (by ∆x) and the piezo sample stage (by ∆x/2). This measurement 
geometry is most suitable for extracting quantitatively the diffusivity, as shown by the simulations 
in Fig. 2. ii) For the data presented in Fig. 3 we us a simpler “asymmetric” measurement geometry 
that gives a larger signal. Here, we keep one beam fixed on the junction while scanning the other 
beam by ∆x, across the junction (Fig. 3E), and by ∆y, along the junction (Fig. 3F), with fixed 
sample stage and moving the galvo mirrors only. 
 
 
3. Simulation of the experiment 
 
We simulate the “symmetric” experiment of Fig. 1-2 by letting two laser pulses impinge on 
graphene on either side of the pn-junction. Upon absorption, the electron temperature rises with 
peak amplitude ∆Te with respect to the non-excited region. The simulation is explained 
schematically in Fig. S5.  
 
The absorbed heat ∆Qα (α = 1 or 2) due to the absorption of each pulse, respectively, is modeled 
as a Gaussian in space (𝒙 = (𝑥, 𝑦)) and a delta-pulse in time (t) (with a time grid resolution on the 
order of the pulse width),  
 
∆𝑄α(𝒙, 𝑡) = 𝑃α exp (−
(𝑥−∆𝑥𝛼)
2+(𝑦−∆𝑦𝛼)
2
2𝜎focus
2 ) δ(𝑡 − ∆𝑡𝛼) .   (S2) 
 
Here, Pα is the amplitude, ∆xα and ∆yα are the spatial offsets from the center of the junction across 
and along the junction axis, respectively, ∆𝑡𝛼 is the pulse delay, and σfocus is the laser focal width. 
Note that t and x represent the “lab”-coordinates, which will be summed over in the calculation of 
the photocurrent (Eq. S5), while the variables ∆t and ∆x will be used, respectively, as the pulse 
delay and spatial offsets of the beams as they are scanned. In particular, we set ∆t1 = 0, ∆t2 = ∆t; 
and, depending on the scanning mode, ∆x ≡ ∆x1 - ∆x2 = 2∆x1 for the symmetric scan (data of Fig. 
2), or ∆x1 = 0, ∆x2 = ∆x for the asymmetric scan (data of Fig. 3). 
 
We calculate the elevated electron temperature ∆Te from the absorbed heat energy ∆Q, according 
to a nonlinear function fnonlinear known as the power dependence of the electron temperature (24). 
Here, in contrast to previous work, we explicitly include both the spatial and temporal dependence 
of this process, 
 
∆𝑇𝑒(𝒙, 𝑡) = 𝑓nonlinear(∆𝑄(𝒙, 𝑡)) = √𝑇0
2 + 𝑏 ∆𝑄
2
− 𝑇0 ,    (S3) 
 
where T0 = 293 K is the ambient temperature. As the parameter b = 1.7·10
5 K2/μW is determined 
experimentally (see above), the heating amplitude Pα is inserted as the time averaged laser power 
at the sample, i.e. in units of μW. Hence, there is no need to correct for the absorbed power fraction 
or optical losses. 
 
The total temperature rise ∆𝑇e
tot depends on the absorbed heat of the two and is calculated as 
 
∆𝑇e
tot(𝒙, 𝑡) = 𝑓nonlinear(∆𝑄1(𝒙, 𝑡) + ∆𝑄2(𝒙, 𝑡)). 
 
Next, we let the heat evolve according to a heat equation with diffusivity D, and an additional 
decay term that accounts for cooling of the hot-electron system, where we use a time constant of 
𝜏cool = 2 ps (24), 
 
𝜕𝑇(𝒙,𝑡)
𝜕𝑡
= ∇(𝐷∇𝑇(𝒙, 𝑡)) − 𝜏cool
−1 𝑇(𝒙, 𝑡) .      (S4) 
 
We calculate this evolution with a finite difference method (Crank-Nicolson) on a regular, 
rectangular grid. Figure S5 shows the heat evolution in the “lab”-coordinate space (x, t) for a 
particular set of offsets (∆x, ∆t). 
 
The two independently electrostatically gated regions of the split gate sample are characterized by 
different Seebeck coefficients, S1 and S2, where S1 = -S2, since we always use symmetric gating. 
We use one value for the diffusivity, i.e. equating the hole and electron diffusivity. A local voltage 
UTE is created due to the photothermoelectric effect. The voltage reads (18)  
 
𝑈TE = (𝑆2 − 𝑆1) ∆𝑇e .         
 
Finally, we note that the photocurrent ITE comes from the time-averaged increase in electron 
temperature ∆Te at the location of the split-gate, as this is the location of the stepwise difference 
in Seebeck coefficients where the photovoltage is created. The following sum is therefore taken 
over the junction region in space, and over the full simulation time, 
 
𝐼TE = A ∑ ∑ ∆𝑇𝑒(𝒙, 𝑡)𝒙junction𝑡 ,       (S5) 
 
where the photocurrent ITE = UTE/R is given by the local photovoltage and the total device 
resistance R. The proportionality constant A relates temperature and current, i.e., includes the 
Seebeck coefficient step (S2 − S1) and R. In our simulation, we set A = 1 and calculate the 
photocurrent in arbitrary units.  
 
We isolate the decrease in photocurrent due to the interaction of the heat of the two modulated 
sources, Q1 and Q2. This is analogous to the experimental demodulation at the difference frequency 
with the double-chopper technique, as introduced above. Here, we define the differential 
thermoelectric current ∆ITE as 
 
∆𝐼TE = 𝐼TE(∆𝑄1) + 𝐼TE(∆𝑄2) − 𝐼TE(∆𝑄1 + ∆𝑄2),    (S6) 
 
where the individually calculated currents are obtained by simulating the experiment, with only 
one (𝐼TE(∆𝑄1)), the other (𝐼TE(∆𝑄2)), and both heating pulses (𝐼TE(∆𝑄1 + ∆𝑄2)). We then 
separately perform the heat evolution (Eq. S4), and TE current evaluation (Eq. S5) for all 3 cases 
to arrive at ∆ITE (via Eq. S6). 
 
This is the procedure for one given combination of ∆x and ∆t. We then repeat the procedure for a 
range of values for ∆x and ∆t, in order to obtain the differential thermoelectric photocurrent ∆ITE 
as a function of ∆x and ∆t.  
 
The simulations of the “asymmetric” experiments of Fig. 2 proceed along the same line, with 
different initial conditions for the two laser pulses.  
 
 
4. Analysis of differential thermoelectric current ∆ITE 
 
Second moment analysis 
 
The following analysis is performed both on the experimental data and on the simulated data of 
∆ITE (∆x, ∆t) for “symmetric experiments” with optical pulses incident at a distance x on each 
side of the pn-junction (c.f. Fig. 1-2). For each ∆t of the datasets ∆ITE (∆x, ∆t) we calculate the 
width of the signal via the second moment, which for an ideal Gaussian profile is equal to the 
squared Gaussian width σ2. In the symmetric scan (data of Fig. 2B-D) we analyze the second 
moment from the pixels ∆xi (i = 1, ..., N) via 
 
< ∆𝑥2 > (∆𝑡) =
∑ |∆𝑥𝑖−∆𝑥|
2
∆𝐼TE(∆𝑥𝑖,∆𝑡)𝑖
∑ ∆𝐼TE(∆𝑥𝑖,∆𝑡)𝑖
 , with the mean ∆𝑥 =  
∑ ∆𝑥𝑖 ∆𝐼TE(∆𝑥𝑖,∆𝑡)𝑖
∑ ∆𝐼TE(𝑥𝑖,𝑡)𝑖
 .  
 
We note that the minimum second moment at the focus <x2>focus of 0.56 m2 comes from 
simulating the symmetric experiment, using as input the measured Gaussian beam width at the 
focus σfocus2 = 0.14 µm2 (see Supplementary Text part A).  
 
Gaussian width analysis 
 
For the “asymmetric experiments” with one optical pulse always incident on the pn-junction (data 
of Fig. 2), we always consider the spatial profile only at time zero. Here we find that Gaussian fits 
with a background give the most reliable results. The entire set of data is shown in Fig. S6A-B. 
For each dataset ∆ITE (∆x) or ∆ITE (∆y) taken at ∆t = 0, we perform Gaussian fits using the function 
𝑎 exp (−
∆𝑥2
2𝜎2
) + 𝑏, where the Gaussian squared width σ2 indicates the thermal spreading.  
 
For these asymmetric measurements, the minimum Gaussian widths are (σx2)focus = 0.34 µm2 and 
(σy2)focus = 0.44 µm2, obtained by simulating the experiment using as input the measured Gaussian 
beam width at the focus σfocus2 = 0.14 µm2 (see Supplementary Text part A). 
 
Figure S6 D-G shows the resulting widths from the dataset as function of gate voltage and optical 
power.  
 
 
5. Relation between charge mobility and heat diffusivity 
 
Einstein relation 
 
The Einstein relation relates the electron/hole diffusion coefficient 𝐷e/h to the corresponding 
carrier mobility µe/h via (28, 29) 
 
µe/h =
𝑒
𝑛e/h
𝜕𝑛e/h
𝜕𝐸F
𝐷e/h ,        (S7) 
 
where 𝑒 is the elementary charge, 𝐸F is the Fermi energy, and 𝑛e/h is the electron/hole carrier 
density.  
 
For highly doped graphene (𝐸F ≫ 𝑘B𝑇) the simple carrier density expression  
 
𝑛e/h =
𝐸F
2
𝜋ħ2𝑣F
2 ,  
 
leads to the simple relation: 
 
𝐷e/h =  
𝐸F
2𝑒
µe/h.        (S8) 
 Wiedemann-Franz law 
 
The same result is obtained by calculating D from the ratio of thermal conductivity ke and the 
electronic heat capacity Ce and using the Wiedemann-Franz law 𝑘e/𝜎 = 𝜋
2/3 · (𝑘B/𝑒)
2, where 
kB is the Boltzmann constant and e the elementary charge, together with the thermal conductivity  
 
𝑘e =
𝜋2𝑘B
2 𝑇e𝜎
3𝑒
 ,  
 
with the conductivity 𝜎 = 𝑛𝑒μ and the following heat capacity for graphene (valid for Te < TF), 
 
 𝐶e =
2𝜋𝜀F𝑘B
2 𝑇e
3ħ2𝑣F
2  . 
 
 
6. Dirac fluid crossover temperature 
 
Following the treatment in (4), we find the crossover temperature from Fermi liquid to Dirac fluid, 
as a function of Fermi temperature as 
 
𝑇crit(𝑇F) = 𝑇F (1 + 𝜆 ln (
𝑇0
𝑇F
)) ,  
 
where 𝜆 = e2/16ϵ0𝜖r𝑣Fħ ≈ 0.55/𝜖r for graphene with the dielectric environment 𝜖r ≈ 3.56 for 
hBN. The temperature 𝑇0 =
2ħ𝑣F√𝜋
3
3
4⁄ 𝑘B𝑎0
≈ 8.4 · 104 K , with the inter-atomic distance 𝑎0 = 1.42 ·
10−10 m. The resulting crossover temperature is shown as a red dashed line in Fig. 3E-G. 
  
Supplement 
 
In this Supplementary Text we A) discuss possible experimental and physical effects that could 
lead to the observed broadening around zero time delay, which we attribute to hydrodynamic heat 
diffusion; and B) show results obtained from a second device.  
 
 
A. Spatial broadening effects 
 
Second moment analysis 
 
As described in Methods, we use a second moment analysis to quantify the spatial extent of our 
∆ITE (∆x) profiles for the symmetric scanning and Gaussian fitting for asymmetric scanning. Here, 
we compare the two methods. For perfectly Gaussian distributions, with no offset or noise, the two 
are equivalent and lead to the same result <∆x2> = σGauss2. However, in the case of noisy signals, 
with offsets, or non-Gaussian distributions this is not necessarily the case (30).  
 
Fig. S7 shows a comparison between the two analysis methods applied to the data of Fig. 2 of the 
manuscript. We observe a difference in the time zero width of 30-40 %, while the gate dependent 
trend is the same for both analysis methods. For example, for the gate voltage of 4.5 V (EF = 130 
meV), the time zero width is 2.5 µm2 for second moment analysis, while it is (1.8 ± 0.2) µm2 for 
the Gaussian fitting. The errorbars show the 68% confidence intervals, while the second moment 
analysis does not produce an error.  
 
While the second moment overestimates the width somewhat, the time-zero width is still 
significantly larger than the 0.56 µm2 expected from purely diffusive transport. Hence, a fast 
(super-diffusive) transport during the first few hundred fs is required to explain the observed data.  
 
 
Experimental focusing conditions 
 
We have taken special care to the focusing conditions. We have characterized our beams with a 
scanning edge technique, spatial scans, and performed z-dependent TE current measurements. Fig. 
S8 shows a spatial photocurrent scan, with spatial resolution of around σfocus2 = 0.09 µm2, 
consistent with scanning edge measurements, showing σfocus2 = 0.14 µm2 (shown in Fig. S9). 
 
Note that the width σfocus2 acts as an input to the simulations (c.f. Eq. S2), while the output 
<∆x2>focus comes from the full simulation run, for ∆t = 0 and as a function of ∆x, and analyzed in 
terms of width along this ∆x axis, after integration along the split-gate region and all of “lab”-time 
t (c.f. Eq. S5-6). For symmetric measurements as shown in Fig. 2, the minimum output width 
(second moment analysis) obtained using the input σfocus2 = 0.14 µm2 is <∆x2>focus = 0.56 µm2. For 
asymmetric measurements as shown in Fig. 3, the minimum output width (Gaussian fit) is (σx2)focus 
= (0.34 – 0.40) µm2 and (σy2)focus = (0.44 – 0.53) µm2, for the optical power range of (4 - 20) µW. 
 
Fig. S10A shows ∆ITE maps, taken at ∆t = 0, as a function of beam offset (∆x, ∆y), as well as 
sample height (z-axis, along the beam axis). A clear minimum in the spatial extent can be observed. 
We extract line profiles for the two scanning dimensions (Fig. S10B) and calculate the signal width 
σ𝛼
2  for both dimensions (α = x, y) as extracted from Gaussian fits at each z-position (equivalent to 
second moment σ𝛼
2 =< ∆𝛼2 >), shown in Fig. S10C. 
 
The high spatial resolution achieved, together with the optimal focusing conditions established, 
we exclude the possibility of extracting artificially high spatial extents due to weak focusing.  
 
Considerations of signal-to-noise ratio 
 
Fig. S6C shows the absolute signal strength for the data analyzed in Fig. 2E-F of the manuscript. 
The signal strength does not correlate with the changes in extracted width, hence excluding a 
broadening artifact related to signal-to-noise ratio. In fact, the powers and gate voltages of Fig. 
2A-D of the manuscript show ∆ITE maps with very similar signal strength, but clear differences in 
the spatial extent.  
 
Ballistic motion via Monte Carlo simulations 
 
To estimate the effect of ballistic motion on the broadening of an initially localized distribution of 
hot carriers, we first perform Monte Carlo simulations. To start, we choose N =107 point particles 
starting from a random (x, y) position, distributed within a Gaussian with width σfocus2 = 0.14 µm2, 
simulating the laser focus which we extracted experimentally with a scanning edge technique. 
Then, we let each particle move on a straight trajectory into a random direction for a distance d = 
vF t. We create a histogram of the particles’ final spatial distribution at time t and fit the distribution 
with a Gaussian function. Figure S11 shows the final distribution’s width as a function of t for 
different values of the Fermi velocity. For the standard value of 1.0 µm/ps, we find that ballistic 
spreading within 250 fs leads to a final width of σball2 = 0.18 µm2. When inserting this value to the 
simulation, we get a minimum <∆x2>ball = 0.68 µm2, as shown in Fig. 2E of the manuscript. Hence, 
this effect is not enough to explain the broadening we observe of <∆x2>min > 2 µm2. Furthermore, 
even if we assume that low carrier densities the Fermi velocity might take values up to 1.4 µm/ps, 
we get only a 10% increase in the final width at 250 fs, well below our observed effect.  
 
Ballistic motion via Quantum simulation 
 
In the quantum mechanical simulations of ballistic transport, we first define the single-electron 
wave function as a Gaussian wave packet at 𝑡 = 0, 𝜓(𝑟, 0) =
1
√2𝜋𝜎𝑟
exp (−
|𝑟−𝑟0|
2
4𝜎𝑟
2 ) exp(−i?⃗⃗?0 ⋅ 𝑟), 
where 𝜎𝑟 is the position uncertainty of the electron, and (𝑟0, ?⃗⃗?0) defines its central position in real 
space and momentum space. The corresponding uncertainty in momentum space is 𝜎𝑘 = 1 (2𝜎𝑟)⁄ . 
We then evolve this wave function in time via 𝜓(𝑟, 𝑡) = ?̂?(𝑡)𝜓(𝑟, 0), where ?̂?(𝑡) =
exp(− i?̂?𝑡 ℏ⁄ ) is the time evolution operator and ?̂? is the real-space tight-binding Hamiltonian of 
graphene with nearest-neighbor hopping integral 𝛾0 = 3 eV. The top panels of Fig. S11A show 
the time evolution of the single-electron density |𝜓(𝑟, 𝑡)|2, where we have chosen 𝜎𝑟 = 3.3 nm 
and ?⃗⃗?0 = 𝐾 such that the wave function is centered around the graphene Dirac point in momentum 
space. This single-electron wave function spreads outward from its initial distribution at a velocity 
equal to the Fermi velocity of graphene, 𝑣F = 3 2⁄ ⋅ 𝛾0𝑎cc ℏ⁄ = 1 µm/ps, where 𝑎cc = 0.142 nm 
is the nearest-neighbor carbon distance. 
 
To model the spread of an ensemble of independent electrons, we evaluate the total electron density 
𝑛(𝑟, 𝑡) = |𝜓(𝑟, 𝑡)|2 ∗ 𝑔(𝑟), where 𝑔(𝑟) is the initial distribution of the electron ensemble and ‘∗’ 
is the convolution operation. The bottom panels of Fig. S11A show the evolution of this ensemble 
electron density assuming 𝑔(𝑟) is a Gaussian distribution with a width 𝜎 = 38 nm. Note that in 
these panels, for visualization purposes we have multiplied the time and length scales by a factor 
of 10 to match the experimental scales. In Fig. S11B we show the width of the ensemble electron 
density as a function of time, starting from the laser focus width of σfocus
2 = (0.38 µm)2 =
0.14 µm2. 
 
The quantum simulation matches well with the classical simulation, and both predict a width that 
is much smaller than what is measured in the experiments at 𝑡 = 250 fs. 
 
 
Discussion 
 
We have presented various mechanisms that could lead to a larger-than-expected time-zero width, 
such as an experimental artifact due to non-optimal focusing, a mathematical artifact due to the 
second moment analysis, and ballistic motion. While the focusing conditions have been controlled 
and quantified, neither the effects of ballistic motion (10%), nor the second moment analysis (30-
40 %), nor a combination of these effects, could lead to the observed broadening of the squared 
width of about 350%. This leads us to conclude that only ultrafast initial heat spreading (due to 
hydrodynamics) can explain our observations.  
 
 
 
B. Second device  
 
Experimental results for the second device, which was described in detail in Ref. (25), is shown in 
Fig. S12. Here, the two illuminating heating pulses have wavelengths of 433 nm and 866 nm. The 
blue beam is fixed at the junction region, while the NIR beam is scanned (asymmetric scanning 
mode). Figure S12A shows spatio-temporal ∆ITE datasets for three different gate voltages, 
∆U = (0.4 - 0.8) V, corresponding to EF = (46 - 65) meV in this device. The spatial extent as a 
function of ∆t is shown in Fig. S12B. A larger initial width for lower Fermi level (with fixed laser 
power) is observed, consistent with the results shown in Fig. 3E-F of the manuscript.  
 
Figure S12C-E shows the time zero ∆ITE focal plane scans for this device, as explained for the 
main (Hall-bar) device in the Supplementary Text part A and Fig. S10. The minimum width is 
significantly above the expected width (σx2)focus = (0.30 – 0.35) µm2 and (σy2)focus = (0.33 – 0.40) 
µm2, simulated from a purely diffusive process with initial beam sizes, σfocus,886nm2 = 0.14 µm2 and 
σfocus,443nm2 = 0.07 µm2, which were determined by a scanning edge technique. The ranges come 
from the dependence of optical heating pulse power in the experimental ranges of (4-20) µW. As 
before, the observation of minimum widths well above (σx/y2)focus, are attributed to super-diffusive 
transport in the hydrodynamic regime.   
Supplementary Figures 
 
 
 
Fig. S1: Hall-bar split gate device. (A) Schematic side view showing the hBN-graphene-hBN 
stack placed on CVD graphene split-gates laying on a Si/SiO2 substrate. (B) 3D schematic of the 
Hall-bar geometry. (C-J) Optical microscope images of the fabrication steps: Exfoliation of 
graphene (C) and hBN (D). The stack of hBN-graphene-hBN (E) is placed on split-gates (F, G). 
We etch parts of the top hBN and graphene layer to create a Hall bar (H). Finally, we evaporate 
Ti/Au contacts (I, J). Panels (C)-(I) have the same scale. Figure adapted from (31).  
  
 
 
Fig. S2: Extraction of electron temperature. The measured thermoelectric current ITE as a 
function of incident (single) laser power on the junction region. The sub-linear fit to the data is 
used to estimate the electron temperature (right vertical axis). The same model is used for the 
spatial distribution of the electron heat in the spatio-temporal simulations (see Eq. S1).  
 
 
 
  
  
 
Fig. S3: Schematic of experimental setup for ultrafast spatio-temporal thermoelectric 
current mapping. The Ti:sapphire laser is split into a two paths. Each beam is modulated with an 
optical chopper. The temporal offset is controlled by a mechanical delay line. The pulses’ spatial 
offset and positioning with respect to the sample is achieved by piezo sample scanning and galvo 
mirror scanning. The source-drain current is demodulated by a lock-in amplifier at the difference 
frequency of the individual chopper frequencies to extract the differential thermoelectric current 
∆ITE. 
 
  
  
 
Fig. S4: Temporal resolution. (A) Autocorrelation of the NIR beam outside the microscope. (B) 
Transient transmission on CVD graphene, with a frequency doubled pump and NIR probe beam. 
The temporal resolution in the sample plane is around 200 fs.   
  
 
Fig. S5: Spatio-temporal heat simulation. (A) The total heat profiles are shown as a function of 
the spatial and temporal lab-coordinates x and t. Here, a particular set of the variable spatial offset 
∆x and pump-probe delay ∆t is shown. The purple lines show the approximate evolution of σ(t) of 
the two heat pulses. The position of the split-gate (p-n junction) is shown as a green dashed 
rectangle. (B, C) Two representations, highlighting the interaction region due to overlap of the two 
profiles of heat in space and time, contributing to the differential TE current signal. (D) Schematic 
showing overlapping heat for various spatial offsets ∆x, two different pulse delays ∆t1 < ∆t2, for 
the case of low and high diffusivity, respectively to illustrate the different broadening of the 
differential TE current signal ∆ITE. 
 
  
  
  
 
Fig. S6: Raw data for Fig. 2E-F. (A) ∆ITE maps, taken at ∆t = 0, as a function of beam offset (∆x, 
∆y), for varying laser power and gate voltage. (B) Same as A, normalized for each map. (C) Signal 
strength (absolute) for each map. The lower signal strength does not correlate with the increase in 
width (c.f. Fig. 3E-F of the manuscript), hence excluding a broadening artifact due to worse signal-
to-noise. (D-F) Vertical and horizontal cuts through Fig. 3E-F, illustrating the trends with power 
(Te) and gate voltage (TF).  
  
  
 
Fig. S7: Comparison between second moment analysis and Gaussian fitting to measure the 
spatial extent of ∆ITE(∆x, ∆t) datasets. Both techniques show the same trends for the three 
different gating conditions. The second moment analysis produces a somewhat larger number, as 
is known to happen in the presence of noise (30). However, the trend with increasing time delay 
is more reliable for the second moment analysis, as the spatial shape of the signal becomes 
increasingly less Gaussian.   
  
 
Fig. S8: (A, B) AFM image of the device (adapted from (31)), with superimposed single laser 
photocurrent image (B). (C) Extracted spatial profile from the area of the red rectangle in B. (D) 
estimation of the point-spread function by extraction of the derivative and subsequent Gaussian 
fitting at the step regions. The resulting average width σPSF2 = 0.09 µm2 is consistent with knife 
edge and optical characterization of the beams.  
 
 
   
  
 
Fig. S9: Scanning-edge beam profiling. (A) A 50 nm thin gold film with a sharp edge is placed 
in the sample plane and scanned through the beam in the x-direction for different sample heights 
z. (B) Reflected power is recorded as a function of position x of the gold edge. (C) The spatial 
derivative of the profiles along the x-axis represent the beam profile as a function of scanning 
direction, x, and axial offset, z. (D) Extracted width (σ2) by Gaussian fits to line profiles, i.e., 
vertical cuts of C, showing the z-dependence. The minimum width, corresponding to the focus, 
was measured as σfocus2 = 0.14 µm2. The same characterization was also done for the other spatial 
dimension, y, yielding similar results.  
 
  
 
 
 
 
Fig. S10: Focusing to ensure minimum spot size for ∆ITE measurements. (A) ∆ITE maps, taken 
at ∆t = 0, as a function of beam offset (∆x, ∆y), as well as sample height (z). (B) extracted line 
profiles for the two dimensions. (C) Resulting signal width σ2 for both dimensions as extracted 
from Gaussian fits at each z-position. 
 
 
 
 
 
 
 
 
 
 
 
Fig. S11: Ballistic spreading simulation. (A) Time-dependent output distributions for quantum 
mechanical calculations for a single electron (top row) and an ensemble of independent electrons 
(bottom row). (B) Resulting width σball2 for ballistic transport for the Monte Carlo method with 
varying Fermi velocities, as well as the quantum calculation for an ensemble of independent 
electrons. Both calculations essentially agree and the spread within 0.25 ps leads to final widths of 
below 0.25 µm2 for realistic values of the Fermi velocity. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. S12: Spatio-temporal results from a second device. (A) Asymmetric spatio-temporal ∆ITE 
maps for three different gate voltages. (B) Extracted width as a function of ∆t. A lower Fermi level 
leads to a higher time-zero width, in accordance with hydrodynamic transport, as presented for the 
main device in the manuscript. (C-E) Focusing properties for the second device. The panels are 
explained in Fig. S10. These experiments were performed with two beams of wavelength 443 nm 
and 886 nm, respectively. 
