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Abstract— Recently, vehicular ad hoc networks (VANETs)
have been attracting significant attention for their potential for
guaranteeing road safety and improving traffic comfort. Due to
high mobility and frequent link disconnections, it becomes quite
challenging to establish a reliable route for delivering packets
in VANETs. To deal with these challenges, an artificial spider
geographic routing in urban VAENTs (ASGR) is proposed in
this paper. First, from the point of bionic view, we construct
the spider web based on the network topology to initially select
the feasible paths to the destination using artificial spiders.
Next, the connection-quality model and transmission-latency
model are established to generate the routing selection metric
to choose the best route from all the feasible paths. At last,
a selective forwarding scheme is presented to effectively forward
the packets in the selected route, by taking into account the
nodal movement and signal propagation characteristics. Finally,
we implement our protocol on NS2 with different complexity
maps and simulation parameters. Numerical results demonstrate
that, compared with the existing schemes, when the packets gen-
erate speed, the number of vehicles and number of connections
are varying, our proposed ASGR still performs best in terms of
packet delivery ratio and average transmission delay with an up
to 15% and 94% improvement, respectively.
Index Terms— Vehicular ad hoc networks, routing protocol,
artificial spider-web, connection quality, latency model, selective
forwarding.
I. INTRODUCTION
IN THE recent decades, for the purpose of improvingroad safety and travel comfort of drivers and passengers,
the worldwide governments and societies are active to deploy
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and realize the Intelligent Transportation Systems (ITS).
Among those popular technologies, the Vehicular Ad Hoc Net-
work (VANET) represents a substantially significant research
direction in recent years, which mainly stems from its high
potential to the ITS [1]. VANETs define the moving vehi-
cles or road facilities as the nodes, and enable information
to be exchanged between vehicles (V2V) or between vehicles
and road facilities (V2I). However, due to frequent changes of
network topology, constraints of road layouts and blocking of
wireless signals by obstacles, designing one routing protocol
in urban vehicular environments is more complex than in
Mobile Ad Hoc Networks (MANETs). In fact, the afore-
mentioned issues may cause frequent network disconnections,
which is the most fatal problem for a routing protocol. As a
result, traditional topology-based routing protocols designed
for MANETs may not be suitable in vehicular communi-
cations. An alternative approach is offered by the position-
based routing protocols with the help of information obtained
from geographic information services and navigation sys-
tems [2]. These position-based protocols usually take the road
constrains, wireless signal obstacles, traffic lights and traffic
density into consideration at the same time [3].
On the other hand, the multi-hop transmission is quite
important for a lot of applications in VANETs. For example,
a moving vehicle can query a data center several miles away
for traffic status by multi-hop V2V communications; the
drivers or passengers who intend to shop at a faraway mall may
query the roadside buffer of this store by multi-hop V2V com-
munications for some interested goods; a driver can engage
a wise route to reach the available parking lot according to
the information shared by neighboring vehicles. Although the
promising V2V communication pattern has attracted many
research efforts in the last few years, most previous works
intend to assume an ideal scenario in which the network is well
connected, with no or only few network partitions. However,
recent researches have shown that the network fragmentation
problem is much severe in VANETs, especially for sparse
traffic environments. Even during rush hours, due to the low
penetration ratio of equipped vehicles on the road, the network
has a lower connectivity. In addition, the high nodal mobility
and dynamic topology change will further ruin the network
connectivity. In this situation, one complete connected end-
to-end route is difficult to be built. To solve this issue, when
link partitions happen, the carry-and-forward scheme is usually
employed to forward data packets, by which the data can be
buffered first and forwarded by the relay vehicles opportunis-
tically, in case that an available next hop is acquirable.
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According to above analysis, it can be concluded that the
feasibility of VANET applications relying on V2V pattern is
mainly subjected to the network connectivity along a routing
path, with the premise that they can be finished before a
predefined deadline. In other words, the main objective of
a V2V routing is to maximize the data delivery ratio while
minimizing the end-to-end transmission delay at the same
time. As a result, two challenging issues arise: 1) how to
select the best route to the destination with connectivity and
delay considered; 2) how to forward data hop by hop along
the selected route. It is worth noting that the applications
considered in our work are commercial or entertainment
related, while the safety or emergency related services are not
addressed by our protocol in view of their high reliability and
time constraint requirements. Actually, for those safety-related
applications, the most feasible solution is direct broadcasting,
including CAM (Cooperative Awareness Messaging), DENM
(Decentralized Environmental Notification Messaging) and
BSM (Basic Safety Messaging) etc [4].
On the other hand, based on the similarity of the commu-
nication model between vehicles and the natural individuals
of a species, many bio-inspired algorithms have been put
forward to solve the emerged issues in vehicular environments,
especially for routing problems [5], [6]. Inspired by the ideas
behind these works, a bio-inspired, intersection-based, multi-
hop geographic routing is also proposed in our work, with the
aforementioned requirements of applications and limitations
of VANETs considered. According to the fact that a spider
can quickly spot and approach the prey trapped in the web,
our routing protocol is designed to imitate spiders to find an
available path to the prey regardless of the prey’s position on
the spider-web. Starting with the above motivation and from
the point of bionic view, we further distill an idea through
the study to the behavior of spiders to construct an artificial
spider-web, by which all available routing paths composed
of intersections can be determined. After the initial selection
of feasible routes by the spider-web, we further add two
constrains to the available routes in terms of connection quality
and transmission delay, by which an optimal path could be
extracted with the expected performance. Finally, a selective
forwarding scheme is presented to deliver data along the
selected path.
In summary, the main contributions of our work can be
generalized as follows:
• The source can determine all the feasible paths to the des-
tination by using the virtual spiders, without the necessity
to send traditional RREQ and reply RREP. In this way,
the communication overheads can be reduced to a great
extent.
• We propose a routing selection metric named as con-
nection quality which combines the connection degree
with the connection probability among vehicles on a road
segment. In addition, a transmission latency model is
proposed as a function of the vehicular densities, speeds,
the length of the road segment and the corresponding
number of lanes. With the proposed connection quality
and transmission latency model, an optimized route from
the source to the destination is determined, in order to
guarantee that the packets are transmitted along a path
that is firmly connected with as short delay as possible.
• Upon receiving a packet, the relay node will forward the
packet with our proposed selective forwarding scheme,
taking into account the features of data forwarding on
road segments and at intersections.
The remainder of the paper is organized as follows.
Some related works are discussed in Section II. Assumptions
and system model are given in Section III. In Section IV,
we depict the framework of our proposed protocol. How to
determine the feasible paths is presented in Section V. The
approach of selecting the optimized path is proposed in
Section VI. The packet forwarding procedure is introduced
in VII. In Section VIII, the protocol optimization scheme is
proposed. The performance evaluation is given via simulations
in Section IX, followed by the conclusion in Section X.
II. RELATED WORK
In this section, we will review some typical routing schemes
in VANETs. In addition, some bio-inspired routing protocols
are also generalized for further comparisons with our work.
A lot of routing protocols make full use of the geographic
information to forwarding data packets. GPSR [7] uses greedy
forwarding to forward packets initially. When a packet reaches
a local maximum, it will not change back until reaching to a
node closer to the destination. Accordingly, greedy forwarding
is unsuitable for high dynamic scenarios and may not be able
to maintain the next-hop neighbors’ information. CAR [8]
addresses the above problems by selecting an optimized
route with the least probability of network disconnection and
avoiding the carry-and-forward delay. At the same time, CAR
mentions the impact of traffic lights on the connectivity, but it
does not apply this result to the routing protocol’s design.
What’s more, the inaccuracy of road density measurement
will affect the path selection. In view of above shortcomings,
ACAR [9] proposes an on-the-fly density collection process
to improve the inaccuracy of CAR.
Intersection-based routing protocols are more effective and
stable for urban VANETs. IGRP [10] chooses the path that
maximizes the connectivity probability while satisfying the
QoS (Quality of Service) constraints. Between any two inter-
sections on the selected path, the geographical forwarding is
used to transfer packets, thus reducing the path’s sensitivity
to individual node movement. However, to reach this goal,
IGRP uses the genetic algorithm to choose the optimized route.
Therefore, the computation complexity and convergence speed
of the genetic algorithm should also be taken into account in
the process of routing design which may fail to provide some
delay-sensitive services. JBR [11] makes use of the selective
greedy forwarding up to the coordinator node that is located
at a junction and is closer to the destination. If there is any
available coordinator along the routing path, it will be selected
in priority and the one closest to the destination is chosen
as the next hop. However, since the broadcasting to multiple
coordinators for generating multiple paths is prohibited to
reduce the experienced delay, the probability of local optimum
and packet drop increases in their work. To overcome this
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problem, a junction-based multi-path source routing algorithm
is proposed in [12]. Its performance evaluations show that
multi-path routing is much beneficial for VANETs, in case
the distances between two nodes are medium or long, or the
traffic loads are medium to high. Nevertheless, how to handle
the local optimum is not yet considered in this paper.
Many routing protocols develop different routing met-
rics to determine the optimal routing path for data for-
warding. A Connectivity-aware minimum-delay Geographic
Routing (CMGR) protocol is researched in [13]. When the
network is sparse, it takes the connectivity of road sections in
consideration, in order to maximize the probability of packets
reception. If the network is dense, it reduces the delay by
selecting non-congested routes that have a sufficient level of
connectivity over time. However, it has no efficient repair
strategy to solve significant packet losses. SRCP [14] builds a
stable backbone on each road segment which is connected at
intersections with the assistance of bridge nodes. According
to the information collected via bridge nodes, the end-to-
end delay for each routing path between nodes can be given
before sending data packets. Then, the one with lowest delay is
selected as the optimized route. Given the considerable size of
modern cities, it is extremely difficult to have a global knowl-
edge of the network topology. Thus, as one extension to SRCP,
one articulation junction selection is further proposed in [15],
where the city is divided into different zones and an articula-
tion junction in each zone is elected. The articulation junction
is defined as the intersection which is connected to most of the
intersections in its respective zone. Each elected articulation
junction can have a global view of the zone’s topology, which
will help in making the optimal route selection.
By exploring the broadcast nature of wireless channel and
the diversity of packet reception, opportunistic routing can
improve the multi-hop communication reliability. LLA [16]
provides stable communication paths to deal with the stability
of any-path communications. Its key novelty is to the proposal
of one special metric of link cost that combines the packet
delivery ratio and link stability information. However, it cannot
perform well in the high density environment. SPRE [17]
introduces a novel concept of link correlation to reflect the
impact of relative link positions in a network topology on
the network performance. With the concept, a routing metric
named as expected transmission cost is designed as the selec-
tion guidance of the best route. Based on the metric, a street-
centric opportunistic routing protocol is proposed.
Due to the similarity of the communication model between
vehicles and the natural behaviors of a species’ individu-
als, many bio-inspired algorithms are put forward for rout-
ing design. MAR-DYMO [18] adopts the mobility-aware
Ant Colony Optimization algorithm to enhance the Dynamic
MANT On-demand routing protocol, where the information
about the location and velocity of one vehicle is utilized to
modify HELLO messages to allow other vehicles to make the
prediction of their mobility. However, the protocol doesn’t take
the unpredicted changes which may occur to the established
routes into consideration. HyBR [5] combines the feature of
topology routing with those of geographic routing, applying
two procedures to deal with the varying density. However,
each node needs to save the position information of all
VANET nodes in a table called a position table which is
updated whenever the network topology changes, and possess
its routing table that contains the various routes toward the
desired destination, which increases its overhead load.
III. ASSUMPTIONS AND SYSTEM MODEL
In this section, our system model will be first given with
some reasonable assumptions.
A. Assumptions
In our work, nodes in VANETs are capable of obtaining
their positions and speeds with the help of GPS. Moreover,
GPS errors can be minimized by means of various standard
procedures, e.g., augmentation, precise monitoring, timekeep-
ing, and carrier phase tracking etc. Meanwhile, the topology
of all road sections in the city is gotten via the onboard
electronic map which can provide street-level map details
and time-dependent traffic statistics, including density and
average speed of vehicles on different road segments, such as
MapMechanics. Further, every source node is able to get the
transient geographical position of the destination by a location
service e.g., RLSMP [19]. Note that the above assumptions are
reasonable and feasible with present technologies and have
been adopted by a lot of work [15], [20].
B. System Model
1) Signal Fading Model: In our work, the Nakagami-m
distribution is used to describe the fading of radio wave
propagation. The successful transmission probability of data
packets between vehicle i and j against channel fading can
be given by [17]:
p fi j = 1 − Fd (rT ; m, ψ), (1)
where Fd (rT ; m, ψ) indicates the cumulative distribution func-
tion of receiving signal power, rT represents the reception
threshold of a signal, ψ is an average power strength, and
m stands for the fading parameter which is a function of the
inter-vehicle distance between vehicle i and j .
2) Vehicular Traffic Model: Suppose a two-way road as
shown in Fig. 1, where vehicles are moving in two opposite
directions on the road segment i of length Li . Assume that
the vehicles on both lanes are uniformly distributed with
node spatial density ρ1 for lane 1 and ρ2 for lane 2 [10],
respectively. Then, the probability that k vehicles are falling
into a segment of length l on each lane ϑ (ϑ = 1, 2) follows a
Poisson distribution as: fϑ (k, l) = (ρϑ l)kk! e−ρϑ l . The probability
that the inter-vehicle distance between two adjacent vehicles
is smaller than x on lane ϑ follows an independent and
identically distributed (i.i.d) exponential distribution as:
Fϑ(x) = P{X < x} = 1 − fϑ(0, x)
= 1 − e−ρϑ x , x > 0, (2)
and the probability density function (PDF) can be derived as:
fϑ (x) = Fϑ ′(x) = ρϑe−ρϑ x , x > 0. (3)
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Fig. 1. An example of the road segment.
A platoon can be formed by a series of vehicles in the same
lane if each vehicle is within the adjacent vehicle’s radio range
denoted by R. In this platoon, the PDF of the inter-vehicle
distance can be expressed as: fϑ (l|l < R) = Fϑ ′(l|l < R) =
ρϑ e
−ρϑ l
1−e−ρϑ R , and its expectation is:E[dϑintra] = 1ρϑ − Re
−ρϑ R
1−e−ρϑ R .
From [21], it is known that the expected platoon length is
written as:E[Cϑplatoon] = (eρϑ R − 1)( 1ρϑ − Re
−ρϑ R
1−e−ρϑ R ). For two
adjacent platoons, their inter-vehicle distance, namely, the gap
between them, is larger than R. The link between them is
defined as broken, e.g., the link between A and B on lane 1
in Fig. 1. In this case, the PDF of the inter-vehicle distance
for a broken link can be formulated as: fϑ (l|l > R) =
Fϑ ′(l|l > R) = ρϑe−ρϑ (l−R), and its expectation is:
E[dϑinter ] = R +
1
ρϑ
. (4)
3) Link Connection Model: Define the link connection time
linki j between vehicle i and j as the duration at which the
distance between them is still smaller than the radio range. The
elapsed time from t before a disconnection occurs between i
and j can be further estimated as [22]:
linki j =
H − θ
√
(yi − y j )2 + (xi − x j )2∣∣vi − ϑv j
∣∣ , (5)
where vi and v j indicate the speeds of vehicle i and j ,
respectively, (xi , yi )and(x j , y j ) represent their the coordinate
positions, H is the inter-vehicle distance. When vehicle j
overtakes vehicle i , θ = −1 and ϑ = 1; When vehicle j
moves forward in front of vehicle i , θ = 1 and ϑ = 1; When
vehicle i and j are moving toward each other,θ = −1 and
ϑ = −1; When vehicle i and j are moving away from each
other,θ = 1 and ϑ = −1.
4) Channel Contention Model: Our proposed protocol
employs the IEEE 802.11p MAC protocol based on the
DCF . Let E[X p] represent the mean value of time slots
needed for successfully forwarding a packet, and E[sp] the
mean length of each time slot. Then, the transmission delay
required denoted by E[Dp] for a successful packet transmis-
sion between two nodes, provided that the back-off stage does
not exceed the maximum value m, can be given by [23]:
E[Dp] = E[X p]E[sp], (6)
where
⎧
⎪⎪⎨
⎪⎪⎩
E[sp] = (1 − Ptr )σ + Ptr Ps Ts + Ptr (1 − Ps)Tc
E[X p] =
m∑
i=0
(pbi − pbm+1) Wi2
1 − pbr .
Fig. 2. Spider-web structure.
Ptr is the probability that at least one node transmits the
packet in one slot time denoted by σ :Ptr = 1 − (1 − τ )n and
Ps is the probability that an occurring packet transmission is
successfully given:Ps = nτ (1−τ )n−11−(1−τ )n . pb indicates the packet
collision probability:p = 1 − (1 − τ )n−1, where τ is the
transmission attempt probability. Wi represents the contention
window size in the i th back-off stage. Ts and Tc are the average
times that the medium is sensed busy due to a successful
transmission or a collision, respectively.
IV. THE FRAMEWORK OF OUR PROPOSED PROTOCOL
The spider-web can be considered centrally symmetric with
its structure as shown in Fig. 2. It mainly consists of the spokes
and hypotenuses. The spokes start from the center of the web,
and the hypotenuses refer to the spiral sides around the center.
In the nature, it is found that a spider can find an opti-
mal path by the spider-web to discover the prey. Based on
the behavior research of the spiders, we propose one novel
geographic routing protocol ASGR in urban VANETs from
the point of bionic view. The idea behind ASGR is given as
follows:
1) Determine the feasible paths. With the help of GPS,
digital map and location service, the artificial spiders
are generated to get the information of all the avail-
able paths to the destination. By these information
collected, the path tree can be built. Though the path
tree, the depth-first traversal algorithm is employed to
all the available routes to the destination.
2) Select the optimized path. Among all the available paths,
the source node selects the optimized path based on
the connection-quality model and transmission-latency
model.
3) Packet forwarding strategy. Once determining the opti-
mized path, one selective forwarding strategy is devel-
oped to forward data packets.
4) Protocol optimization scheme. The road segment infor-
mation update scheme is presented to guarantee the
accuracy of the obtained traffic information. The position
tracking scheme is proposed to deal with the mobility
of nodes.
V. DETERMINE THE FEASIBLE PATHS
In this section, the source node can construct the artificial
spider-web by collecting the information of all intersections
through the artificial spiders, with the help of the navigation
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Fig. 3. One selected scenario.
system (e.g. the digital map and GPS) and the location service.
Based on the spider-web, the path tree can be built. Through
the path tree, all the available paths between two nodes can be
determined by employing the depth-first traversal algorithm.
It should be noticed that the artificial spiders used are actually
virtual and not real probe messages. Thus, during the process,
route request and route reply are not used, greatly reducing
the communication overheads.
With the objective of reducing the computational complex-
ity, we try to find the optimal routing path by placing a bound-
ary to restrict the searching zone, including the source and
destination node. The boundary used in this paper is one circle,
with its center in the destination node. A large boundary cover-
ing more road segments can generally generate more close-to-
optimal routing paths but more computation overhead. Thus,
there is one tradeoff. Here, referring to [24], the circle’s radius
is the distance between the source and the destination node
plus 1000 m, by considering the computational complexity,
application requirements and city environments, e.g., the city
topology, the number of junctions, the average length of road
segments, as shown in Fig. 3, where S denotes the source
node, D denotes the destination.The 1000 m configuration
corresponds to the large size city, as Washington DC and
Rio evaluated in our simulations. In case of small size cites,
the 1000 m configuration can be reduced to a reasonable range
in order to be adaptable to the area for searching. Actually,
there are a lot of approaches to place the boundary as long as
the destination is enclosed, e.g, [24] and our previous work [3].
Therefore, how to place the boundary is not the major concern
of the paper, and it does not affect the correctness of our
proposed algorithm.
Next, we introduce the procedure of determining the feasible
paths in detail.
A. Construct the Spider-Web
Step 1 (Determine the Source Intersection and the Desti-
nation Intersection According to Their Respective Positions):
The source intersection: In order to guarantee the direction of
data transmission and reduce the delay as soon as possible,
the intersection of the road segment where the source node is
located which is closer to the destination node is chosen as
the source intersection.
The destination intersection: Two intersections of the road
segment where the destination is located are defined as the
destination intersections. So, there are usually two destination
intersections. However, if the destination node is just located
at the intersection by chance, there is only one destination
intersection.
Fig. 4. Determine the intersections.
Step 2 (Send the First-Generation Forward-Spiders Toward
the First-Layer Intersections Determined by the Source Inter-
section): At the beginning, the first-generation forward-moving
spiders are generated to move toward the first-layer intersec-
tions. During the progress, it is important to determine the
first-layer intersections. The detailed method is introduced as
follows.
A is the source intersection, B, C, E, F represent its
adjacent intersections, respectively, and D1 and D2 are the
two destination intersections, as shown in Fig. 4. Without loss
of generality, assume that X1 and X2 are the two first-layer
intersections. Then, the road segment between intersection A
and X1 or X2 is defined as the boundary spoke. X1 and X2 are
determined as the two first-layer intersections if and only if
the conditions given here hold:
1) The destination intersections should be within the
searching area formed by the two boundary spokes AX1
and AX2. In other words, the following inequalities need
to hold true:
θD1 AD2 ≤ θX1 AD2 and θD1 AD2 ≤ θD1 AX2 . (7)
Note that when θD2 AX1 = θD2 AD1(or θD1 AX2 =
θD1 AD2 ), the corresponding intersection X1 (or X2) is
the only one first-layer intersection.
2) If there may exist many pairs of intersections which
meet the condition above, the searching area formed by
AX1 and AX2 should be the minimum range, namely,
|θAX1 − θAX2| should be the minimum angle.
By this way, B and C are determined as the two first-layer
intersection.
Step 3: Send out the (i + 1)th generation forward-moving
spiders from the i th layer intersections in their searching area.
Definition 1: The spiders generated by the source intersec-
tion are defined as the first-generation forward-spiders.
Definition 2: The intersections which the i th (i ≥ 1)
generation forward-moving spiders are intended to reach are
defined as the i th layer intersections.
Definition 3: The spiders generated by the i th (i ≥ 1) layer
intersections are defined as the (i + 1)th generation forward-
moving spiders.
When the i th (i ≥ 1) generation forward-moving spiders
arrive the corresponding i th layer intersections, the same
procedure as illustrated in Step 2 will be executed by each i th
layer intersection to determine the (i +1)th layer intersections
and then the (i + 1)th generation forward-moving spiders are
send out toward the (i + 1)th layer intersections. During the
process, the following rules need to be implemented:
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1) If the (i + 1)th layer intersection determined is out of
the restricted zone, the i th generation spider located in
the i th intersection does not send out the next generation
spider to the corresponding (i + 1)th layer intersection;
2) If the (i + 1)th layer intersection determined is same
with the previous layer intersection, then the current i th
generation spider located in the i th layer intersection
does not send out the next generation spider to the
corresponding (i + 1)th layer intersection;
3) If the i th generation spider sends out all the next
generation spiders, it will die.
Step 4 (Repeat Step 3 Until the Forward-Moving Spiders
Search Out All the Destination Intersections): When the
forward-moving spider reaches one destination, it will die, and
no next generation spider is generated.
Step 5: After the digital map is searched, the backward-
movin spiders return all the search paths. Then the source
intersection constructs the spider-web using the collected
information.
B. Generate the Path Tree
After obtaining the spider-web structure, we can build one
set consisting of all the intersections in the structure. Then,
a path tree can be constructed using the rules as follows:
1) After an intersection is added to the path tree, delete this
intersection from the intersections set it belongs to.
2) The children of the intersection in (i + 1)th layer can
only be its neighboring intersections in the boundary
spokes of the anterior i th layer.
3) If the source intersection is selected as the children,
the process for constructing the path tree terminates.
4) When the intersections set is NULL, the construction of
all the path trees complete.
With the above rules, a path tree can be generated by the
following steps:
1) Initialize the path tree to NULL. Add one destination
intersection to the path tree as the root.
2) Add the children of the destination intersection from the
intersection set to the different leaf with the same level
of the path tree.
3) Add respectively the children to the new leaf in 2) at the
same time to the path tree in the same way in 2). Repeat
the process until the source is selected as the children,
then the path tree is constructed completely.
C. Find All the Feasible Paths
According to the algorithm above, the path trees rooted with
each destination intersection will be generated. Based on each
generated path tree, the depth-first traversal algorithm will be
performed to find all the available paths with the root as the
starting point and the leaf intersection as the ending point,
the reverse paths of which are the feasible paths from the
source to the destination node.
D. A Case Study
Next, take one simple scenario as illustrated in Fig. 5
for example to further elaborate the whole progress stated
Fig. 5. Example of one scenario.
Fig. 6. Spider-web structure.
Fig. 7. Structure of the tree rooted at the destination intersection.
(a) At destination intersection N. (b) At destination intersection J.
above, where S is source node and D is the destination node.
With the searched paths and the contiguity relations between
intersections, we can plot the spider-web structure in Fig. 6
related to the topology in Fig. 5, where the points with the
same color denote the intersections of the same layer and are
connected with the dotted line that represents the boundary
spoke of the searching area. The red lines, green lines, purple
lines, blue lines are the searching paths of the first-layer,
the second-layer, the third-layer and the fourth-layer by the
forward spider, respectively.
According the spider-web structure, the path trees rooted at
the destination intersections N and J can be built as illustrated
in Fig. 7(a) and Fig. 7(b), respectively. By using the depth-
first traversal algorithm, for Fig. 7(a), there are 3 paths to the
destination intersection N, i.e., ABEIN, ABFIN and ACFIN.
Similarly, in Fig. 7(b), there are 3 paths to the destination
intersection, i.e., ABFJ, ACFJ and ACGJ.
VI. SELECT THE OPTIMIZED PATH
With the obtained feasible paths, an optimized path from
them should be selected to forward data packets. In order
to achieve this goal, in this section we first propose the
connection-quality model and transmission-latency model, and
then based on these two models, an optimized path selection
algorithm is designed.
This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.
CHEN et al.: ASGR IN HETEROGENEOUS VEHICULAR NETWORKS 7
Fig. 8. Example of connection probability of vehicles. (a) Case a. (b) Case b.
A. Connection Quality
Our work is focused on the light-traffic environment. Due
to the dynamic changing topology and various densities which
depend on the time of day or day of the week, a vehicular net-
work is expected to suffer from repetitive network partitioning
and link disruptions thus making the messages exchanging
difficult among vehicles. As a result, the connectivity plays
a key role in the improvement of packet delivery ratio and
throughput [25]. However, traditional methods often utilize
the connection probability of all vehicles on one lane, say
the probability that each vehicle is within the radio range of
the adjacent one to indicate the network connectivity, without
taking the connection distance of vehicles into consideration.
As shown in Fig.8, for case “a” and case “b”, if each vehicle is
within the transmission range of the adjacent vehicle, the link
consisting of all the vehicles in each lane with the same
length of road segment is connected. By traditional methods,
the connection probability of each case is 1 and both of them
have the same connectivity. But it is found that by comparison
with case a, the connection distance of the link in case b is
larger. If there exists one packet which is sent from junction
I1 to I2, the delay needed for case b is smaller than case a. So,
in the section, we propose one new connectivity index called
connection quality which makes use of the combination of the
connection probability and the connection degree as follows:
Pcq = Pcp · Pcd (α), (8)
where Pcq denotes the connection quality of the road segment,
Pcp indicates the connection probability of vehicles on the
road segment, that is the probability that all the vehicles
are connected, Scd is the connection degree of the road
segment which is defined as the probability that the ratio of
the connection distance of the road segment Scd to the road
segment’s length Li is bigger that one value α when the road
segment is full connected, i.e.,
Pcd (α) = Pr( ScdLi > α). (9)
1) Connection Degree: Let Nϑ denote the number of vehi-
cles on one lane and xi (i = 1, 2, . . . , Nϑ − 1) represent the
inter-vehicle distance between two consecutive vehicles, then
the sum of all the inter-vehicle distances is: SNϑ =
Nϑ −1∑
i=1
xi .
Based on Equation (3), we can get the characteristic
function of xi as:
ϕxi (t) =
∫ +∞
0
fϑ (u)e j tudu
=
∫ +∞
0
ρϑ e
−ρϑ ue j tudu
= ρϑ
ρϑ − j t . (10)
Further, the characteristic function of SNϑ can be attained:
ϕSNϑ (t) = [ϕxi (t)]Nϑ−1 = (
ρϑ
ρϑ − j t )
Nϑ −1. (11)
Then, the PDF of SNϑ is
fSNϑ (x) =
1
2π
∫ +∞
−∞
e− j t xϕSNϑ (t)dt, x > 0
= ρϑe−ρϑ x (ρϑ x)
Nϑ −2
(Nϑ − 2)! . (12)
Correspondingly, the cumulative distribution function (CDF)
is formulated by:
FSNϑ (x) =
∫ x
0
fSNϑ (x)dx
= 1 −
Nϑ−2∑
k=0
(ρϑ x)
k
k! e
−ρϑ x , x > 0. (13)
As a result, according to Equation (9), the connection degree
of the road segment when the road segment is full connected
is:
Pcd (α) = Pr( ScdLi > α) = 1 − FSNϑ (Liα). (14)
2) Connection Probability: In this subsection, based on the
relationship between the transmission range and the length of
the road segment, we give the following two cases to analyze
the connection probability.
Case 1 (The Road Segment’s Length Is Small Than R):
In this case, since the distance between any two consecutive
vehicles is smaller than the radio range, the link consisting
of all the vehicles on the road segment is connected. Namely,
the link’s connection probability is: pcp = 1.
Case 2 (The Road Segment’s Length Is Greater Than R):
Considering the dynamic characteristics of a VANET, it is
more likely that multiple broken links can exist on a lane.
A vehicle may be able to take advantage of the vehicles
moving in the opposite direction to complete the information
forwarding. From [21], the expectation of the number of
broken links on one lane can be expressed as:
Nϑgap =
Li
E[Cϑplatoon] + E[dϑint er ]
. (15)
Without loss of generality, we first analyze the performance
of the broken link between A and B on lane 1, and then give
the model of the connect probability of the whole road segment
via multi-hop transmissions.
Since the radio range of vehicles is generally far greater
than the width of the road segment, for convenience, we can
map A, B into virtual A1, B1 on the corresponding posi-
tions of the adjacent other lane 2 respectively, as illustrated
in Fig.9. Suppose NAB as the number of vehicles between
A1 and B1, with zw1 as the first vehicle and zwn as the last
one. If the link between A1 and zw1 is connected, mean-
while the distance SNAB between them meets the following
condition:L AB − R < SNAB < L AB , then A and B can
connect with each other through multi-hop forwarding with
the help of vehicles located in the coverage gap L AB on lane 2.
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Fig. 9. Example of modeling the connection probability.
To simplify the calculation, according to Equation (4), L AB is
set as an average value: L AB =R + 1ρ1 .
According to Equation (2), the probability denoted by Pc
that any pair of vehicles between A1 and zw1 is connected is:
Pc = F2(R) = 1 − e−ρ2 R , and the corresponding PDF of the
inter-vehicle distance which is smaller than the radio range
can be expressed as:
f2(l|l < R) = F2 ′(l|l < R) = ρ2e
−ρ2l
1 − e−ρ2 R . (16)
Therefore, the probability that the link between A1 and zw1
is connected is:
PA1zw1 = Pc NAB . (17)
In addition, by substituting Equation (16) into (10), the PDF
of SNAB can be attained based on Equation (12) as:
fSNAB (x) =
1
2π
∫ +∞
−∞
e− j t xϕSNAB (t)dt, x > 0
= ρ2e−ρ2x (ρ2x)
NAB −1
(NAB − 1)!(1 − e−ρ2 R)NAB
. (18)
Then, the probability that L AB − R < SNAB < L AB is:
PS L =
∫ L AB
L AB−R
fSNAB (x)dx . (19)
Based on Equation (17) and (19), the probability that the
broken link between A and B in lane 1 can be connected with
the assistance of the vehicles moving in the opposite direction
can be expressed as:
PAB = PA1 zw1 PS L . (20)
Given that there are J broken links on lane 1, the connection
probability of the whole road segment is:P(J ) = ∏
J
PAB .
Thereupon, according to Equation (15) and (20), the total
connectivity of the road segment can be given by:
pcp = (PAB )N
1
gap . (21)
3) Connection Quality: According to Equation (14)
and (21), the connection quality of the road segment can be
written as:Pcq = Pcp Pcd (α).
A case study is also investigated in this subsection as shown
in Fig. 10 to reflect the impact of vehicular density and radio
range on the connection quality. It can be concluded from
Fig. 10 that there is close relationship among connection
quality, density and radio transmission range.
Fig. 10. A case study of the connection quality.
B. The Delay Model
Even with the connection distance into consideration,
the connection quality still cannot completely reflect the trans-
mission performance of a network. The transmission delay
should be also taken into account as a critical parameter to
measure the network performance [26].
In this subsection, we also give the following two cases
to analyze the transmission delay, based on the relationship
between the transmission range and the length of the road
segment.
Case 1 (The Road Segment’s Length Is Small Than R):
When the length of the road segment is smaller than the
transmission range, it is observed easily that the first vehicle
in the road segment is with the transmission range of the
last vehicle, thus the time needed for a packet from the first
vehicle to the last one is called as one hop delay which
includes the processing delay, the queuing delay, the link
propagation delay, and the packet transmission delay [20]. For
convenience, we assume the one hop delay is an average value.
This assumption has been used by several work such as [10].
Case 2 (The Road Segment’s Length Is Greater Than R):
Without loss of generality, we first analyze the performance of
the broken link between A and B on lane 1, and then give the
model of the transmission delay of the whole road segment
using the carry-and-forward scheme with the assistance of
vehicles in the opposite lane.
Re-Healing Time: When the link between A and B is
disconnected, packets from B can be sent to A through carry-
forward process, where the vehicles driving in the opposite
lane can be utilized to bridge the communication gap between
A and B, restoring the link connection by temporal relay
transmission. During this process, the time needed for data
transmission is defined as the “re-healing time”.
As shown in Fig.11, denote xbzw1 as the distance between
vehicle zw1 and B. Similarly, denote xbze1 as the distance
between vehicle ze1 and B. Let Cw represent the platoon close
to zw1, where each vehicle is within the transmission range of
its adjacent vehicles, and lc is the length of the platoon.
This process can be divided into the following two
sub-cases:
Sub-Case 1 (xbzw1 < R): If the inter-vehicle distance
between zw1 and c1 denoted by xc1zw1 is bigger than R,
as shown in Fig.11, the packet from B needs to be carried
by zw1 until reaching A’s transmission range. The probability
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Fig. 11. A simplified example for sub-case 1.
Fig. 12. Other simplified example for sub-case 1.
that this case happens is:
p1 = Pr{xbzw1 < R} Pr{xc1zw1 > R}
= (1 − e−ρ2 R)e−ρ2 R . (22)
In such a situation, the distance that the packet should traverse
before reaching A’s transmission range can be expressed
as:y1(xbzw1) = max(0, L AB − xbzw1 − R). As a result, the esti-
mated time needed for a packet transmitted from B to A is:
t1 =
R∫
0
y1(x)
vˆ1 + vˆ2
ρ2e−ρ2x
1 − e−ρ2 R dx, (23)
Where vˆ1 and vˆ2 represent the average speed of vehicles in
lane 1 and in lane 2, respectively.
If the inter-vehicle distance between zw1 and c1 is smaller
than R, as shown in Fig.12, the packet can be relayed faster
with the assistance of the platoon Cw. The probability that this
case happens is:
p2 = Pr{xbzw1 < R} Pr{xc1zw1 < R}
= (1 − e−ρ2 R)2. (24)
If xbzw1 + lc > L AB − R, the link between A and B is
connected. Note that compared to the re-healing time taken
for the restoration for a breakage link, which is on the order of
seconds, the delay of a spatial relay between A and B, which
is on the order of milliseconds can be ignored. Otherwise,
that is, xbzw1 + lc < L AB − R, the link between A and B is
not connected, and the packet needs to be transmitted using
the carry-and-forward mechanism. Then, the distance that the
packet should traverse before reaching A’s transmission range
can be expressed as:y2(xbzw1) = max(0, L AB −xbzw1 −lc − R).
To simplify the calculation, here lc is set as an average value
of the platoon. As a result, the estimated time needed for a
packet transmitted from B to A is:
t2 =
R∫
0
y2(x)
vˆ1 + vˆ2
ρ2e−ρ2 x
1 − e−ρ2 R dx . (25)
Sub-Case 2 (xbzw1 > R): If there is no any vehicle
between B and its west range on lane 2, as shown in Fig.13,
then the broken link between A and B can only be restored
by vehicles which are in the east of B. Then, the packet from
Fig. 13. A simplified example for sub-case 2.
B needs to be relayed by ze1 in lane 2 to A. The probability
that the case happens is:
p3 = Pr{xbzw1 > R} = e−ρ2 R . (26)
In this case, the estimated time needed for a packet transmitted
from B to A is:
t3 =
+∞∫
R
(L AB + x − R)
vˆ1 + vˆ2 ρ2e
−ρ2x dx . (27)
Based on the above analysis, the re-healing time during the
carry-and-forward process can be given by :
Tcf = p1t1 + p2t2 + p3t3. (28)
We use a set of simulations to verify the analysis of the
re-healing time, as shown in Fig.14. It can be found that
the analytical results are closely consistence with simulation
results, which demonstrates the accuracy of the analytical
model.
End-to-End Delay: Because of the network partitioning,
a packet often traverse many gaps before it reaches the desti-
nation. Based on the memoryless property of the exponential
distribution [27], it is known that all these gaps on the road
are statistically independent which enables the individually
analysis. So, Given that there are J broken links on lane 1,
the time needed for the packet through the whole road segment
can be expressed as: T (J ) = ∑
J
Tcf . Thereupon, according to
Equation (15) and (28), the total end-to-end delay of the road
segment can be given by:
T = N1gap Tcf . (29)
A case study is also investigated in this subsection as shown
in Fig.15 to reflect the impact of vehicular density and speed
on the end to end delay. It can be concluded from Fig.15 that
there is close relationship among end to end delay, density and
speed.
C. Optimized Path Selection Algorithm
Because of the mobility and distribution of nodes, there
may be some partitioned islands of grouped vehicles along
the routing path, which makes it difficult to transfer messages
among vehicles. So the network connectivity becomes the
main performance metric for inter-vehicle communications,
particularly at a light load [25]. However, just utilizing the
connectivity to select the route is not enough. As shown
in Fig. 16, suppose the blue and black road paths have the same
connectivity at the same time. According to the delay analysis
above, if the black one has the lower delay compared with the
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Fig. 14. Relationship between different parameters and re-healing time. (a) Relationship between transmission range R and re-healing time when
gap = 500m, vˆ1 = vˆ2 = 20m/s, ρ1 = ρ2 = 0.004/m. (b) Relationship between broken link’s gap and re-healing time when R = 200m, vˆ1 = vˆ2 = 20m/s,
ρ1 = ρ2 = 0.004/m. (c) Relationship between vehicular density and re-healing time when gap = 500m, R = 200m vˆ1 = vˆ2 = 20m/s, ρ1 = 0.004/m.
Fig. 15. A case study of the end to end delay when Li = 1000m, R = 250m,
vˆ1 = 20m/s.
Fig. 16. Illustration for selecting a path based on the experienced delay.
blue one, it should have the high priority to be selected as a
routing path. Therefore, besides the connectivity, the delay is
also an important assistant factor for selecting a path between
a source node and its destination node.
In light of the description above, we combine the path con-
nection quality with the experienced delay to propose a new
routing selection scheme as follows. Assume that there exist n
available backbone paths which are composed of different road
segments from the source to the destination. Define Dr j as
the delay needed for a data packet to its destination from
the source along the road path r j ( j = 1, 2 · · · n) and pr j as
the corresponding road path connection quality. Given the fact
that r j consists of m road segments, and each road segment
r j i (i = 1, 2 · · · m) has an estimated transmission delay dr ji
and road segment connection quality pr ji , respectively. Then,
the latency for a packet travelling through r j can be expressed
as: Dr j =
m∑
i=1
dr ji . Similarly, we can get the connection quality
of path r j : pr j =
m∏
i=1
pr ji . We select the road path ropt imal as
the optimized path whose connection quality is the highest
among all the available paths. Then ropt imal can be deduced
as:
ropt imal = arg minj∈(1,2,··· ,n)(pr j ). (30)
When there are more than one road paths, e.g. k, with the
similar connection quality higher than other road paths, let
define Uas the set of the k paths. Further, we can select the
one with the lowest delay within U as the optimized path, i.e.,
ropt imal = arg minj∈U(Dr j ). (31)
VII. PACKET FORWARDING PROCEDURE
Upon the optimized path has been selected, the sent packets
will be forwarded along this path from the source to the
destination node. Thus, it is quite important to select the next
hop to relay the packet. Next, we first construct the set of
available neighbors which satisfy some given requirements,
and then propose the proposed selective forwarding scheme.
A. Construct the Set of Available Neighbors
Step 1: Due to the high mobility of vehicles, to avoid out-
of-date neighbors, we first need to predict the positions of
one node’s neighbors. Denote i be one sender, and j be its
receiver. j reported its coordinate position (x j (t0), y j (t0)) and
speed vector (v j , θ j ) to i from last beacon at the moment t0.
Then, at time t before exchanging the information again
through the next beacon, i can estimate j ′s coordinate as
follows: {
x j ′(t) = x j (t0) + v j con(θ j )(t − t0)
y j ′(t) = y j (t0) + v j sin(θ j )(t − t0). (32)
Actually, only those still within the radio range of i are
considered as the candidates for the next hop selection,
namely:di j =
√
(x j ′(t) − xi (t))2 + (y j ′(t) − yi (t))2 ≤ R,
where (xi (t), yi (t)) is the coordinate of i at time t , and (vi , θi )
is its speed. Those nodes which meet the above condition will
form a set Ui 1.
Step 2: In VANETs, there are many moving and static
objects to reflect, scatter, diffract or even block the signals.
In order to the successful reception of a packet, the transmis-
sion probability calculated by Equation (1) between i and j
should be greater that one certain threshold p fth [28]. Then we
can further get a new set Ui 2 composed of those nodes in Ui 1
which meet the condition.
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Fig. 17. Illustration for selective forwarding.
Step 3: Denote Ti j as the time needed to successfully
complete a packet from i to j . If there are k packets in the
buffer when a new packet arrives to the queue, Ti j can be
further expressed as [20]:Ti j = Tt + Tq = (k + 1)Tt , where
Tt stands for the transmission delay and Tq represents the
queuing time. For the purpose of guaranteeing the successful
transmission between i and j , the link connection time linki j
between them calculated by Equation (5) should be bigger
than Ti j . We further select the available neighbors from Ui 2
which meet the requirement to form a new set Ui 3.
Through these steps above, we get construct one set of
available neighbors, from which one node can be selected as
the next hop according to its priority determined by the relay
strategy.
B. Selective Forwarding Scheme
We define the node located on the intersection as the
junction node and the node placed within the road segment
as the simple node. When one node receives a packet, it first
checks if the destination node is in its radio range; if so,
the packet is directly forwarded to the destination node.
Otherwise, we follow the forwarding method described below.
1) There Are No Available Junction Nodes in Its Neighbor
List: It selects the node closest to the next junction of the road
segment from its set of available neighbors. Then, the optimal
next hop hopt can be selected using the following criterion:
hopt = minj∈Us d( j, I ), where Us is the set of the sender’s
available neighbors, d( j, I ) indicates the distance from one
node j in the set to intersection I , which can be given by:
d( j, I ) =
√
(x j − xI )2 + (y j − yI )2. (x j , y j ) and (xI , yI )
represent the coordinate positions of node j and intersection I ,
respectively.
2) There Are Some Junction Neighbor Nodes in Its Neighbor
List: It first checks whether the subsequent road segments in
the optimized routing path are an extension of the current
road segment. If so, these road segments can be equivalent to
one virtual road segment (VRS). The packet can be directly
forward to the node closest to the farthest junction in the set Us
along the VRS. By this way, the average hop count of the
route can be reduced. Otherwise, the packet is forwarded to
the neighbor junction node. As shown in Fig. 17, the optimized
routing path is composed of some road segments between S
and D, i.e., r1 → r2 → r4 → r5 → r8. When S wants to
forward the packet, it is found that the junction node A, B is
with its radio range. Based on the traditional junction node first
Fig. 18. On-the-fly density collection mechanism.
policy, S will select B as the next hop, and then B will select
C as the relay. Thus, two hops are needed. Different from the
traditional method, since r2 and r4 are the extension of r1,
we can equalize r1 → r2 → r4 to be one VRS r124.Thus,
the data from S can be directly to the node C, reducing
the hop number. However, if the optimized routing path is
r1 → r3 → r6 → r7 → r8, since the junction node A is
within the S’s range but the next road section r3 is not an
extension of r1, the data is thus directly forwarded to A.
3) There Exists No Neighbor Node Which Is Closer to the
Junction Than Itself: We adopt the carry-and-forward scheme
to forward the data packets.
VIII. PROTOCOL OPTIMIZATION SCHEME
A. Road Information Updating
Note that our work is based on the assumption that vehicles
are equipped with GPS and the electronic map. In this way,
vehicles can know not only the land attributes such as the road
topology and the locations of the intersections, but also the
traffic statistics such as traffic density and average speed within
an area at a certain time in a day. If the obtained information
of each road segment is precise, we can correctly work out
the path connection quality and forwarding delay by which to
select an optimized path between the source and destination
pair. However, in practice, there may be some errors in the
collected statistical data. As a result, the on-the-fly density
collection is adopted in our paper to update the statistics,
as illustrated in Fig. 18, where A is the forwarding node and B
is the next hop. By periodically exchanging HELLO packets
with the one hop neighbors, A can acquire the information
(e.g. position and speed) of its neighbors. Then, A adds the
number of its neighbors (e.g. 5) and the sum of their speeds
to the packet header and forwards it to B. Next, B follows the
same procedure until the packets are forwarded to D at the
end of the road segment. Finally, the density and the average
speed of the vehicles on the road segment can be collected.
B. Position Tracking Mechanism
Because of the mobility, before receiving data packets sent
from the source, there is the chance that the destination node
has moved far way from its original location. Particularly,
in case of the sparse environment, the carry-and-forward
scheme should be employed, further increasing the probability
of the destination node moving far way. Thus, the position
tracking scheme is designed to deal with this issue. When the
destination is leaving the intersection, it attaches its velocity
vector, namely, the speed and the direction of its movement,
which can indicate where it is intended to go, to the next
beacon it broadcasts. All the nodes which hear the beacon
will keep the information as long as they reside at that inter-
section and rebroadcast it before they are about to leave the
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TABLE I
NETWORK PERFORMANCE EVALUATION PARAMETERS
TABLE II
SCENARIO GENERATION PARAMETERS FOR IDM_LC
intersection. When one sent packet from the source reaches the
intersection, its carrier along the path can get the information
where the destination is moving and then forwards the packet
to the destination. Besides, with the help of GPS and location
services, when finding that the destination node has moved
out of its original road segment, the source node will initiate
one new route selection procedure.
IX. PERFORMANCE SIMULATION
In this section, our proposed ASGR protocol is implemented
on a vehicular communication test-bed combing Matlab and
NS2 on Linux platform. Its performance is compared with
three protocols, namely, ACAR [9], MAR-DYMO [18] and
HyBR [5], where ACAR is a connectivity-aware routing pro-
tocol, MAR-DYMO and HyBR are both bio-inspired routing
protocols.
A. Simulation Scenario
The street layouts used for our simulations are loaded from
the TIGER database. The movement profile of vehicles was
generated by the VanetMobiSim [29] toolkit using IDM_LC
(intelligent driver model with lane changing) mobility
model [29]. The experiment is restricted in a 2000 m*1500 m
rectangle area. The data streams of source nodes are generated
with constant bit rate (CBR). The simulation parameters and
mobility configurations are listed in TABLE I and II, respec-
tively. Fig. 19 and Fig. 20 are satellite snapshots of selected
area in Washington D.C. and Favellas in Rio, respectively. The
usage of different maps is to reflect our model’s scalability and
alleviate the specificity of results from an individual map.
In addition, although TIGER can describe land attributes
such as roads, buildings, rivers, and lakes, it is still difficult
to draw obstacles on output traces by VanetMobiSim. As a
result, to reflect the impact of obstacles on signal attenua-
tion involving buildings and moving vehicles, we extract the
Fig. 19. Selected area of Washing-ton D.C.
Fig. 20. Selected area of Favellas in Rio.
coordinates of obstacles from the investigated maps and input
them into NS2. Besides, since there is no height information
in TIGER database, a modification to NS2 is needed to
reflect the impact of obstacles on channel fading and power
attenuation. To support obstacle modeling, a two-dimension
obstacle object “ObstacleClass” is introduced which represents
a wall of 1 meter deep and has the length indicated by
the distance between two coordinates extracted from the real
maps, i.e. P1(x1, y1) and P2(x2, y2). By this way, a building
could be expressed by four connected walls. To reflect the
blocking of signals by moving vehicles, we model all the
vehicles with the same size, i.e. 5 m(length)*2 m(width) with
four surfaces of 0.1 meter deep. When the Line Of Sight(LOS)
of a communication pair intersects with the outline of the
obstacles, the power attenuation could be calculated by the
following equation, which combines the Nakagami-m radio
propagation model with the obstacle model presented in [30],
i.e.
Pr [d Bm] = Pt [d Bm] + 10 lg(Gt Gr λ216π2dα ) − βn − γ dm, (33)
where Pr , Pt , Gt , Gr , λ, d are the receive power, transmit
power, sender antenna gain, receiver antenna gain, wavelength
and the distance between sender and receiver, respectively.
n is the number of times that the border of the obstacle is
intersected by the line of sight. dm here is the total length of
the obstacle’s intersection. β and γ are two constants. β is
given in dB per wall/surface and represents the attenuation
a transmission experiences due to the exterior wall of a
building or surface of a vehicle. γ is given in dB per meter
and serves as a rough approximation of the internal structure
of a building or a vehicle. The general values of β and γ in
most cases are 9 dB and 0.4 dB/m respectively. Finally, each
scenario is repeated 50 times to achieve the arithmetic mean.
B. Performance Metrics
Average Transmission Delay (ATD): defined as the average
difference between the time a data packet is originated by
an application and the time this packet is received at its
destination.
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Fig. 21. PDR vs. PGS for four protocols in Washington D.C.
Packet Delivery Ratio (PDR): defined as the number of
correctly received packets at the destination vehicle over the
number of packets sent by the source vehicle.
Routing Overheads (RO): defined as the ratio between the
total number of bytes of control packets and the cumulative
size of data packets delivered to the destinations.
C. Numerical Results and Corresponding Analysis
In this subsection, we fist give the detailed analysis of
the impact of varying Packets Generation Speed (PGS) and
Number of Vehicles (NV) on the network performance through
a series of simulations, where one source node is randomly
selected to communicate with a randomly selected moving
destination. It is noticed that the listed number of vehicles in
TABLE II, i.e. 200, is just applied to the specific scenarios for
PGS changing. Correspondingly, the used packet generation
speed remains at 5 packets/s when the NV changes. After that,
we also analyze the impact of the number of CBR connections
on the network performance, where different pairs of source
and destination nodes are randomly selected to exchange
data packets. Note that to reflect our model’s scalability and
alleviate the specificity of results from an individual map,
the performance of four protocols is compared in two different
maps with different complexity and configurations on the num-
ber of junctions and streets, and average length of streets. Here,
the map of selected area in Washington D.C. is gridding while
the map of selected area in Favellas in Rio is relatively irreg-
ular. Finally, we only show part of the results under two maps
considering the limitation of space and number of figures.
1) The Impact of Varying PGS on the Network Performance:
The PDR performance is evaluated with the variation of PGS
in Fig. 21. Basically, the increase of PGS will slightly decrease
the PDR for all protocols . This is because that the fewer the
packets generated per second on the sender, the smaller the
probability that a packet is dropped due to channel failure,
buffer overflow or delay deadline miss. Note that a packet
may be send out but not successfully received considering the
medium access collision and channel fading especially when
the impact of obstacles on signal attenuation is taken into
account. In addition, before a route to the destination has been
obtained, the continuously generated packets might make the
sending buffer overflow especially in the case of store-carry
forwarding. Also, there might be some packets still in buffers
till the end of the simulation and these packets will be dropped
due to their huge delays. From Fig. 21, ASGR achieves the
highest PDR. Actually, since connection quality and expected
latency are considered during the route selection, ASGR could
make the PDR maximized. Besides, because multiple paths
routing and store-carry forwarding are enabled, a packet will
be transmitted to its destination with best efforts.
Next, it can be noted that HyBR and MAR-DYMO give
the second and third highest PDR, respectively. Since HyBR
utilizes a reactive topology-based routing scheme when density
is high and a geography-based routing scheme when density
is low, its PDR shows better than MAR-DYMO at a cost
of more introduced overheads and computation complexity in
this 200-vehicle scenario. Since Bitam et al. [5] indicated that
the best configuration of the density determining threshold is
50 vehicles when the radio range is set to 300 meters (as listed
in TABLE I), we also apply this value to our discussed
scenario. According to this threshold, HyBR may execute
the topology-based routing in some areas requiring that each
node saves the position information of all nodes in a table
called a positions table which is updated whenever the network
topology changes. In this way, the network topology could be
accurately reflected in a real time manner thus leading to a high
PDR. It is also worth noting that similar to our ASGR, HyBR
also takes the delay incurred to reach the destination into
account when selecting a path. The performance difference
between ASGR and HyBR, from my perspective, is due to
the consideration of catch-up and carry-forward mechanisms
in our scheme which utilizes the “indirect connectivity” to
deliver the packets instead of just dropping it when a broken
link is detected.
MAR-DYMO is also a reactive bio-inspired routing
protocol but with mobility awareness. Whenever a difference
between the actual and predicted position is larger than a
predefined threshold, a new broadcast is performed to update
the position information stored in each node. Although a
node with MAR-DYMO could timely response to the position
change of its neighbors, the multiple paths finding depending
on the global knowledge between two nodes still needs a non-
trivial time period and thus is not a real-time process. In this
way, MAR-DYMO may adopt some globally outdated paths as
the routing paths determined by the ACO algorithm and make
some packets dropped when the next hop is not reachable.
As for ACAR, it is a geography-based routing protocol. And
similar to ASGR, it also uses the transmission quality of
a path to select the route. The transmission quality defined
in ACAR is a product of the delivery ratio and probability
of the network connectivity for a certain route, which relies
on accurate network density collection and statistical PER
(Packets Error Rate) of the entire route. These assistant data
are collected through the periodical beacons sent by each node.
As shown in Fig. 21, ACAR shows the worst PDR compared
to others. By exploring the NS2 trace file, it can be found that
there are mainly three reasons resulting in the performance
degradation. The first one is from the used channel model
which has taken the NLOS case into consideration. Since we
import many obstacles on the map, ACAR sometimes cannot
find an available next hop thus needing another route discovery
procedure. In addition, as listed in TABLE I, we set the beacon
interval to 3 seconds to reduce the overhead and network
burden. However, ACAR is a protocol which strongly relies
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Fig. 22. PDR vs. PGS for four protocols in Favellas in Rio.
on the beacon’s up-to-datedness. Compared to the 1-second
configuration in [9], a 3-second setting may make the global
information of ACAR outdated. Besides, compared to the other
three protocols which are all multiple path routing algorithms,
ACAR can only return back one choice to the source node
which will fail the ongoing transmission when there is no
available path to the destination.
To alleviate the impact of a specific map on the test results,
we also run the PDR simulation on the map of selected area
in Favellas in Rio, Brazil with the irregular non-grid topology,
as shown in Fig. 22. Compared with Washington D.C.,
the considered area of Favellas in Rio has more complexity in
terms of more streets, junctions and shorter average length of
streets. What is more, in the considered area, road segments
are vary narrow and resemble spider web. Note that the rank
of the PDR performance of four protocols is the same as
shown in Fig. 21. However, through careful checking and
comparing of the points between Fig. 21 and Fig. 22, it can be
founded that MAR-DYMO and ACAR both show lower PDR
during the entire simulation process in Fig. 22 compared to
that in Fig. 21. This is because the complexity of the map of
Favellas in Rio makes MAR-DYMO generate more periodic
HELLO messages to reactively search for more available
paths to the destination. As for ACAR, the per-segment
based PER and connectivity collection process will need
more assistant data from the periodical beacons due to more
complexity of introduced map. Instead, ASGR outputs a better
PDR when PGS is 10 but generates a worse PDR when PGS
is only 1 compared to Fig. 21. This result indicates that the
introduce overhead of our ASGR is non-correlated with the
map complexity since proactive routing is enabled by which
the link quality information has been collected in advance by
the spiders rather than been obtained on demand. In addition,
since overhead is almost fixed for ASGR, the fewer the
PGS, the more the ratio of the routing overhead to the
sent traffic. This conclusion is also verified in Fig. 24. The
HyBR starts at a lower PDR in Fig. 22 when PGS is 1 but
consequently outputs the same points in both figures when
PGS is 10. Actually, since HyBR employs topology-based
reactive routing scheme when the network is highly dense,
its performance is sensitive to the map complexity because
more routing overheads have been generated.
The ATD performance of four protocols has been compared
as shown in Fig. 23 and Fig. 24, respectively. Same as
Fig. 21 and Fig. 22, the ATD shows the same rank among
four protocols. This result is reasonable since more PDR will
Fig. 23. ATD vs. PGS for four protocols in Washington D.C.
Fig. 24. ATD vs. PGS for four protocols in Favellas in Rio.
Fig. 25. RO vs. PGS for four protocols in Washington D.C.
correspondingly generate lower average transmission delay
due to few retransmitted packets and latency extension caused
by channel failure, buffer overflow or delay deadline miss.
Additionally, since our ASGR takes the expected latency into
consideration, its performance even meets the delay require-
ment for the specified related events according to TABLE I
when the PGS is 5. Compared with Fig. 23, it is found
that Fig. 24 shows higher ATD during the entire simulation
process. This is because in the irregular topology, one deter-
mined route will include more intersections, thus leading to the
increase of the number of hops needed to forward the packet
and incurring the longer delay.
The RO of four protocols has been checked with results
depicted in Fig. 25. Note that since ACAR is the only one
which does not utilize the bio-inspired idea in the routing
process, its RO shows the smallest among the four proto-
cols. This is reasonable because there are no proactive routing
overheads used in ACAR thus leading to a lower RO at a
price of poor PDR performance. Even the statistical density
information for road segment selection is collected on-the-fly
while forwarding packets, which will not make the overheads
increase significantly. As for the comparison of RO among
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Fig. 26. PDR vs. NV for four protocols in Washington D.C.
Fig. 27. ATD vs. NV for four protocols in Washington D.C.
the three bio-inspired algorithms, our ASGR shows a decent
performance in between HyBR and MAR-DYMO. Because
HyBR employs the topology-based routing scheme in this sce-
nario, its RO is the highest considering the frequently issued
beacons and proactively used bees for topology detecting and
multi-path searching. The MAR-DYMO shows a satisfied RO
in this case due to its reactive property during routing dis-
covery. Although MAR-DYMO does not need the proactively
topology information which may incur large routing overhead,
its reactively routing searching also introduces more overhead
than ACAR considering its usage of ant-colony and periodic
HELLO messages.
2) The Impact of Varying NV on the Network Performance:
Next, we begin to explore the impact of NV on the perfor-
mance of four protocols with results depicted in the Fig. 26
and Fig. 27. Different from Fig. 21 and Fig. 22, the PDR
of four protocols for this case shows different rank as shown
in Fig. 26. In general, with the increasing of NV, all protocols
show rising PDR first but then experience dropping with
different extent. The reason behind is that more vehicles have
also brought greater possibility for packet collisions and buffer
overflow. In addition, the topology changing is also drastic
under high density environments, which will frequently initiate
the routing discovery procedure thus increasing the overheads
and correspondingly reducing the ratio of successfully received
payloads. Among the four algorithms, HyBR shows the most
fluctuant PDR with an amplitude ranging up to almost 10%.
By checking the simulation trace, it can be found that HyBR
has changed its routing strategy during the test according to
the varying of the vehicular density. In other words, HyBR first
executes a geography-based routing when the density is low
but then switches to the topology-based routing where there
are too many vehicles, depending on the predefined threshold
in [5].
Fig. 28. PDR vs Number of CBR connections in Washington D.C.
Fig. 29. ATD vs Number of CBR connections in Washington D.C.
The ATD performance of four protocols is evaluated
in Fig. 27. Similar with Fig. 23, the ACAR shows the worst
ATD. Note that ACAR seems to be very sensitive to the
varying of vehicular density so that its ATD shows a sustained
growing with an increasing growth rate. In other words, ACAR
may generate intolerable delay for vehicular applications
when the density is ultra-high. Actually, by exploring the
simulation trace of ACAR, it can be found that there are
more packets suffered from network disconnection and longer
waiting time of buffering, attributed to the inaccurate density
estimation by the real-time on-the-fly density collection
process. The other three protocols all show decent ATD and
our ASGR performs the best.
3) The Impact of Varying CBR Connections on the Network
Performance: Fig. 28 indicates the performance of PDR as
the function of the number of CBR connections. From the
figure, it is found that with the increase of the number of CBR
connections, the PDR of all four routing protocols are decreas-
ing. The reason is that when the number of CBR connections
is increased, the probability of data packets losses due to
buffer overflow and channel contention is growing. Compared
with other three routing protocols, ASGR achieves the best
PDR. This is because ASGR aims to improve the connection
probability of between vehicles, which can guarantee the sent
packet successfully reaches the destination as soon as possible
before it expires.
Fig. 29 describes the ATD with the number of CBR con-
nections varying. When the number of CBR connections is
increased, the ATD mainly depends on two factors. 1) The
data packet losses caused by the buffer overflow make the
number of packets stored and carried decrease as well as
the average transmission delay. In other words, there are
few packets needed to be carry-and-forward thus making the
average transmission delay decrease. 2) The queuing delay in
This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.
16 IEEE TRANSACTIONS ON INTELLIGENT TRANSPORTATION SYSTEMS
the buffer is increased with the growing of the number of total
transmitted packets. When the number of CBR connections is
smaller than 60 in our simulations, the former is the leading
factor. Therefore, the ATD of all four routing protocols is
first decreased and finally increased with the number of CBR
connection varying. Actually, since our ASGR selects the
routing path with the maximum connection quality as the
best route, which can reduce the use of the carry-and-forward
scheme to a great extent, thus exhibiting the minimum delay
compared with other routing protocols.
X. CONCLUSION
The ASGR protocol, designed to optimally route the data
packets using the artificial spider-web technology in urban
environments, efficiently considers the characteristics of
road traffic, urban topology and geographic information to
intelligently serve for the applications in VANETs. First,
the available paths between the source and destination node
are determined through the use of artificial spiders and
with the help of the available digital map. In this way,
the communication overheads could be greatly reduced.
Then, we take path connectivity, delay into consideration to
improve the route selection mechanism. When one optimized
route is selected, the proposed selective forwarding scheme
is executed to forward the packet. Simulation results show
that ASGR performs better in terms of end-to-end delay
and packet delivery ratio. It should be able to provide stable
communication while maintaining higher delivery ratio and
lower delay for vehicular routing in urban environments.
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