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ABSTRACT 
This thesis describes an experiment performed to measure differen-
tial cross sections for irp K+E 	and  1T+p  backward elastic 
scattering reactions. The measurements were performed at 26 incident 
pion momenta between 1.27 GeV/c and 2.48 GeV/c. A total of approxi-
mately 15 million events were collected. Results of the analysis of 
the elastic channel at 6 momenta spread throughout the range are pre-
sented and compared with the data of previous experiments and also 
with partial wave analyses. The angular range of the data is 
* 	 * 
-0.98 < cosO < -0.17 at the lowest momentum, and -0.98 < cos 0 < +0.11 
at the highest. The general agreement is shown to be good although 
there are several detailed differences. 
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CHAPTER 1 
INTRODUCTION 
1.1 INTRODUCTORY REMARKS 
In this thesis I describe an experiment involving the interactions 
of elementary particles. I present some preliminary results of that 
experiment, and compare those results with previous experiments and 
analyses. The experiment was carried out by a collaboration involving 
a total of approximately twenty physicists from Edinburgh University, 
Westfield College, and the Rutherford Laboratory using the Rutherford 
Multiparticle Spectrometer (EMS) at the Rutherford Laboratory's Nimrod 
proton synchrotron. 
In the first chapter I shall present an historical review of Particle 
Physics, describe some currently attractive theories and phenomenological 
models, and show the motivation - for performing experiments on the re-
action discussed in the remainder of the thesis. The second chapter 
describes in outline the experimental method used to obtain measurements 
of the quantities of interest, and differential cross sections in par-
ticular. In Chapter Three, the various detectors and other parts of the 
experimental apparatus, and the mode of operation of the system as a whole 
are described in detail. Chapter Four deals with one particular, but 
crucial, piece •of the apparatus, namely the spectrometer magnet, and des-
cribes the methods used to determine accurately the field of this magnet. 
Chapter Five deals with the analysis of the data, and shows in detail how 
the quantities of interest are derived from the raw data in each step of 
the analysis computer program chain. In this chapter also the calculation 
of the acceptance of the apparatus by Monte Carlo techniques is discussed. 
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In Chapter Six the preliminary results of the irp elastic scattering 
differential cross sections at six incident momenta are presented. These 
results are also compared with previous experiments and predictions from 
partial wave analyses. Finally, in Chapter Seven, conclusions are drawn 
from these comparisons, and future work is discussed. 
1.2 HISTORICAL PERSPECTIVE 
Throughout history, one of mankind's basic drives has been to 
rationalise nature and to obtain a clearer understanding of his place in 
the universe. Implicit in any such attempt of course is the belief that 
the universe has a logical structure which can be determined and compre-
hended. Due to lack of data, early attempts at some sort of rationalisa-
tion were by necessity either mythological or religious In origin. 
Since it was not possible to comprehend how the earth or the life on it 
could have arisen naturally, the only alternative was to assume that 
creation had come about by divine Intervention of some sort. Thus we 
find for example a description of the origin of the universe in the book 
of Genesis. A reliance on philosophical prejudice, necessary at such 
early times but less so as astronomical observations started to be made 
and mathematics started to grow, lasted for a very long time. The ancient 
Greek philosophers constructed many theories, for example, which could 
have been tested by experiment and observation but were not since such 
tests were not thought to be either necessary or Important. Nevertheless, 
many of their ideas were extremely perceptive, such as the atomic theory, 
of Democritus. Such ideas, however, were not revived until after the 
renaissance, almost two thousand years- later. 
Since the time of the renaissance, man has learned to rely on tested 
and reproducible knowledge, rather than ideology or mythology, in his 
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search for better models and theories of the universe and its creation. 
The approach to such. investigation which has developed is often called 
the scientific method. This demands, among other things, that for any 
new model or theory to be acceptable it must not only adequately 
accommodate existing observations and data, but it must also make 
further predictions which can be experimentally verified. Thus at the 
present time the theory of the electromagnetic and weak interactions of 
Weinberg, Salam and Glashowa), while it is aesthetically pleasing and 
is able to encompass all existing data, '7 will not be fully accepted 
until the particles which it predicts (the W's and the Z) are found. 
Thus, as I hope to show in the remainder of this section, advances have 
1. 	 been made on some occasions by new theories demanding experimental 
verification, and on others by experiments producing results which in-
validate currently accepted theories. . This interplay of theory and ex-
periment has been crucial to the development of man's -understanding of 
the universe, on both the macroscopic and the microscopic level. It 
will however be only the microscopic level which will be discussed here. 
One way of trying to understand how some object behaves is to 
consider that object as being made of constituents of some sort. Thus 
- 	the behaviour of the object will be determined by the structure and 
interaction of these constituents. This is-an approach which will 
simplify things if there are fewer types of constituent particle than 
there are objects constructed from them, and if the interaction between 
the constituents is understood. This has indeed been the case at several 
- of the levels of matter which have been discovered. Thus ordinary bulk 
-matter was found to have been constructed of -màlecules, -molecules con- 
structed of atoms, and atoms constructed of nuclei and electrons. At 
the time when each of these levels was discovered, it was in each case 
hoped that the final, fundamental, level had been found. Thus atoms in 
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particular, and later nuclei, were believed to be incapable of further 
division. 
At the present time, the level reached is encompassed in the science 
of Particle Physics, or as it is often called, High Energy Physics. This 
latter name derives from the fact that in order to probe the structure of 
matter, particles must be bombarded with other particles with high energies 
or momenta. What is meant numerically by'high' of course increases with 
time, and also with the depths of structure to Be probed. The level of 
matter being currently investigated is that of the constituents of par-
tides such as the proton and neutron - the particles which make up the 
nuclei of atoms. 
Particle physics can perhaps be said to have been born with the dis-
covery, in 1897, of the electron by J.J. Thomson, who showed that the 
particles in cathode rays had a specific charge-to--mass ratio. Thus the 
first atomic constituent was discovered. Since the electron was found 
to be negatively charged, and the atoms known to be neutral, it was clear 
that another particle had to exist which carried a positive charge. This 
was soon (in 1913) discovered to be the proton. 
Later a third, neutral, particle which had been postulated by 
Rutherford was found. The neutron, as it was called, was discovered in 
1930 by Chadwick. Neutrons and protons together make up atomic nuclei 
(discovered by Rutherford in his famous ce-particle scattering experiment 
of 1909). Thus these three ? elementary' particles make up the vast bulk 
of the universe that we see, and indeed It must have seamed to many 
physicists at the time (early 1930's) that all of the fundamental par-
ticles necessary had been found. However as people worked to explain 
the forces which operate between these particles, to formulate theories 
and test them by experiment, it soon became clear that other particles 
had to exist. 
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The first such theory was that of Yukawa, who in 1935, predicted 
that the particle (meson) which carried the strong nuclear force should 
have a mass of around 200 electron masses by showing that the potential 
associated with the 'meson field' had a range R = mc. This range was 
already known to be of the order of 10-13 cm. This result also follows 
from an uncertainty principle- argument, since in order to avoid violation 
of energy conservation, the meson could cover at most a distance 
ri R '' cit 	"mc. 	In an attempt to observe these particles, experiments 
using cosmic rays, then the only available source of energetic particles 
reperformed. The apparatus used to observe such particle tracks was 
generally the cloud chamber. 
Such a particle, with the correct mass was soon found (by Anderson 
and Neddermeyer in 1938, and Street and Stevenson In 1937). However it 
was shown later (in 1947 by Conversi et al.) that interpretation of this 
as the Yukawa particle was untenable. They observed decays of negative 
particles of this type coming to rest in matter. The Yukawa mesons would 
not do this since, by definition, they interact strongly with nuclear 
matter and thus would interact before they could decay. Thus It was 
shown that there were two new types of particle. The particle found in 
1937 was in fact the muon (ii) which is in fact a relative of the electron. 
The Yukawa particle, the ir meson, was found in an experiment by Lattes 
et al. in 1947. They- observed ii mesons decaying into muons, with the 
muons in turn decaying weakly. 
This was really the point where Particle Physics became a discipline 
in its own right, as distinct from Nuclear Physics, by investigating the 
properties of these particles, and not just as a means of explaining 
nuclear forces. 
One of the first particle accelerators, a synchro-cyclotron became 
operational at Berkeley in 1948, and was soon producing results, for 
S 
example, evidence for the neutral it meson, needed by the Yukawa theory 
to account for the near equivalence of the proton-proton and proton-
neutron potentials. However many of the more important discoveries were 
still made by cosmic ray experiments. The discovery of the mesons had 
been prompted by theoretical prediction. Now it was the turn of the 
experimentalists to find new particles which the theorists had to explain. 
This happened when, around 1947, cosmic ray experiments started to indicate 
the presence of unstable neutral particles which were heavier still than 
the proton, these being seen to decay into charged particles. By 1953 
the situation had been clarified somewhat, with many of the stable 
'hyperons' classified, such as the A, E, and E. Also by 1955 work at 
the 6 GeV Berkeley Bevatron resolved the confusion surrounding the K 
meson, with a mass intermediate between that of the pion and the proton, 
and its many decay modes. The greatest problem posed by these particles 
however (apart from why they should exist at all) was their relatively 
copious production, as compared with their long lifetimes. This problem 
was solved elegantly by the associated production hypothesis of Pais in 
1952 which stated that the Kaons and hyperons must be created (and des-
troyed) in pairs. This hypothesis was formalised by Gell-Mann and 
Nishijima in 1955 by the introduction of a new additive quantum number, 
called Strangeness (S), which is conserved in strong interactions. This 
leads to associated production, since if one particle with S = +1 is 
created, another with S = -1 must also be created to conserve strangeness. 
Decay processes which do not conserve strangeness must proceed by a weak 
interaction, and hence have a long time scale. 
On the experimental front, the scene now shifted almost totally to 
the many particle accelerators which were then coming into service, and 
where of course intense beams of particles of precise momenta could be 
generated. These were mainly proton accelerators, from which, as well as 
CWM 
proton beams, pion and Kaon beams could be produced. As a result of the 
experiments performed on the reactions which take place when these beams 
were directed onto proton and neutron targets, a large number of very 
short lived particles were discovered. Many of these were baryons (i.e. 
strongly interacting ferniions) such as the A states formed in 7T meson-
proton interactions. Others were mesons such as the p which decays into 
two ir mesons. 
A resonance is a short lived particle which may be formed in a 
collision between two particles. It then rapidly decays, into either 
particles of the same type it was created from (i.e. elastically), or 
others., They are normally quoted as having a 'mass and a width, where 
the width is related to the lifetime by the uncertainty principle 
(iEt 	t 	"p). 	Thus a particle with a narrow width has a 
relatively long lifetime. The first resonance particle was discovered 
by Fermi in 1950 using the cyclotron at the University of Chicago. He 
noticed that the cross section for ir mésons bomb-arding protons (or in 
other words the probability for an interaction to take place) 'increased 
sharply for certain precise values of the kinetic energy of the 11 
mesons. One such peak was at 190 MeV, indicating a resonance with 'mass 
1232 MeV/c 2 . It had isotopic spin of 	(since it was seen in 1rp) 
and was discovered to have total spin' J 	/2. 
* 
This resonance was at first given the name N 	(i.e. an excited 
nucleon state) but is now commonly called a A, since it has I = 
with the N*  being reserved for states with I = l 	Since then many 
.more resonant states have been discovered, although the technique used 
is now more commonly partial wave analysis rather than searching for 
bumps in cross sections. 
Thus the prospect of explaining atomic and nuclear physics in terms 
of the interactions of a small number of elementary' particles seemed to 
be rapidly becoming untenable with literally scores of elementary par-
tides being discovered. All these newly discovered particles were 
badrons (i.e. strongly interacting particles), either baryone or mesons, 
and not leptons which remained few in number. One way of simplifying 
this complex scene was to postulate that the hadrons were not elementary, 
but were made up of combinations of constituent particles which were few 
in number. For example, Fermi in 1949 postulated that the 7T meson 
would be considered as a nucleon-antinucleon pair. The Sakata model in 
1956 incorporated strange particles into this scheme by enlarging the 
fundamental nucleon doublet to a triplet consisting of p, n, and A. 
This model works well for mesons (e.g. the K ° would be a nX combination). 
However it quickly runs into difficulties with baryons. Combinations 
such as pnA give B = 3, and such states are not observed. Thus 
states must be restricted to combinations like pa with B = 1. How-
ever states such as pnA with S = +1, which is also not observed, 
cannot obviously be excluded. The alternative to this was to assume 
that the basic triplet was not (p,n,A), but rather other particles which 
had fractional baryon number. 	This idea led to the famous 'Eightfold 
Way' of Cell-Mann (1962) and Ne'emann (161) which was based on the 
mathematics of group theory, and the unitary symmetry group STJ(3) in 
particular. These constituents, called quarks, since they have fractional 
baryon number, also have fractional charges. This scheme had many 
triumphs initially, notably the prediction of the-mass of Q which was 
discovered in 1964. This particle was the one missing particle in the 
spin /2, positive parity decuplet. In fact all the hadrons observed 
at that time could be accounted for In this description, with three types 
(or flavours) of quark, nowadays referred to as up(u, down (a)., and 
strange (5). It was soon found that another physical property was needed 
in order to retain the Pauli Exclusion Principle. This degree of freedom 
(now called Colour) is essential to our understanding of the baryon 
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spectrum since the A 	 is totally symmetric in space spin and flavour 
quantum numbers. The wave function, however, must be totally antisym-
metric. The analogy with. real colour is strong, since the 3 quarks can 
be thought of as being red, green and blue which combine to give a 
white (i.e. colourless) baryon. As a result of the success of this 
model great efforts were made to observe free quarks. Experiments on 
cosmic rays, at accelerators, and using electromagnetic levitation 
techniques (modern versions of the Millikan experiment) were performed. 
The vast majority of such experiments (up to the present day) have 
had a distinct lack of success in observing such fractionally charged 
objects. .çrtain groups (e.g. that of Fairbank 2 ) have reported 
observation of such objects. However the lack of reproducibility of 
their results, the difficulties in ensuring that all stray fields 
had been eliminated, and the fact that the fractionally charged objects 
were only seen on certain types of metal sphere have meant that their 
work has been treated with a considerable degree of scepticism. This 
lack of evidence for free quarks has led to the proposition that 
quarks are confined inside hadrons and cannot be liberated, no matter 
how much energy is used. To put this another way, no states with net 
colour could be observed. Such a quark model of course says very 
little about the nature of the forces between the quarks, and although 
great efforts were made to develop ,a theory of.th.e quark-quark inter-
action, for a long time the mathematical problems of such a theory 
seemed insurmountable (particularly that of confinement). 
The idea that hadrons were In fact constructed of real pointlke 
constituents, that is to say that quarks were more than just mathe-
matical conveniences, was reinforced however by the results of deep 
inelastic scattering experiments (starting in the late 1960's).. In 
such experiments leptons (i.e. e, p, or more recently 'J are used to 
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probe the structure of the nucleon. If these particles are of suf-
ficiently high energy they will scatter off a single constituent rather 
than the nucleon as a whole. The results of these experiments showed 
clearly scaling of form factors at high energies, indicating the presence 
of pointlike constituents. Since it was not clear in the early stages 
whether these were infact quarks, they were given the name of partons. 
However as further experiments were performed the properties of the 
partons were found to be consistent with their identification as quarks 
(for example spin = 
Another, greater, step forward was made in the early 1970's with 
the prediction of the charmed quark by Glashow, Illiopoukt, and Maiani 3 
(as a partner of the strange quark to form a doublet like the up-down 
doublet) followed by the discovery of the J/ip particle, separately by 
Ting and Richter in 1974. This particle was soon shown to be a bound 
state of the charm-anticharm quark system, i.e. charmonium. Soon also 
particles with 'naked' charm, that is to say with a charmed quark in 
place of one of the 'ordinary' quarks were discovered, such as the D 
mesons, as well as other charmoniutn states. This dramatic breakthrough 
reasserted the quark theory at a time when it was becoming less attrac- 
tive due to the lack of evidence for free quarks. The existence of charm 
was also necessary for the weak-electromagnetic force unification theory 
of Glashow, Weinberg and Salam (using SU2) x D(1)) to be successful, 
This attractive theory has, in its simplest form, a single free parameter 
(called the Weinberg angle), the value of which has already been deter-
mined with some accuracy in several experiments. From the value found 
the masses of the vector bosons which carry the weak force are predicted 
to a high degree of precision. If these predictions are correct, these. 
particles (the W±, and the Z °) should shortly be found In TP  collision 
experiments at the CERN SPS. 
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This picture of quarks and leptons as the basic constituents of 
matter has become to some extent even more attractive recently with the 
discovery of a fifth quark b (for bottom or beauty) which is believed 
to be the lower lying member of a third doublet (the other member 
postulated to be the t for top or truth) and the heavy lepton T 
which, with an associated neutrino VT would form a third lepton triplet. 
Hence there would be 6 quarks and 6 leptons, with the forces carried by 
the gluons of quantum chromo-dynamics (QCD) and the vector bosons and 
photons of the electroweak theory. 
Many theorists are now turning their attention to Grand Unified 
Theories which attempt to use higher symmetries to unify the strong and 
electroweak forces, and explain the similarity between the lepton and 
quark families (i.e. both consist of doublets). 
However at this time all of these ideas remain purely speculative. 
The electroweak and QCD theories remain to be rigorously tested by ex-
periment before moving on to these more ambitious theories. 
11 
- 1.3 THEORIES AND MODELS OF HADRON STRUCTURE 
As was discussed in the previous section, the quark model says 
very little about the precise nature of the forces between quarks (i.e. 
what has become known as the colour force). A considerable amount of 
theoretical effort in recent years has gone into attempts to develop a 
field theory of the colour force. Any such theory would have to have 
as consequences all the properties discussed In the previous section, 
especially confinement of quarks and asymptotic freedom (i.e. the 
quarks behave as free particles at short distances from each otheri. 
There have been great technical problems which have had to Be overcome, 
particularly with respect to the renormalisability of gauge theories, 
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but finally a candidate theory has been formulated. This is the theory 
of Quantum Chromo Dynamics (QCD) which is closely related to the highly 
successful theory of electromagnetism, Quantum Electrodynamics (QED). 
This (QCD) is a gauge invariant Non-Abelian theory, where the force is 
carried by an octet of scalar particles called gluons (analogous to the 
photon of QED). In this theory, these gluons may interact with one 
another - this is a consequence of the non-Abelian nature of the theory. 
The other important difference from QED is that the coupling is very 
much stronger, hence it is very difficult indeed to use a perturbative 
approach in calculations, an approach which has been very successful 
in QED. As a result of this, the predictions which have come out of 
QCD have been somewhat limited. However, where predictions have been 
possible the agreement with experiment has been impressive. For example 
the approximate scaling observed in deep inelastic scattering is explained 
and also the way scaling should be broken. In particular the theory 
explains the q 2 dependence of the momenta of the quark and gluon 
-- 
	
distribution functions. Also the ratio R = cr(e e 
	hadrons) is 
+ 
a(ee p 1 
approximately constant between new qq thresholds and has a value 
indicating the presence of a factor 3 coming from colour as predicted. 
These and many other tests which have been made of QCD lend weight 
to the belief that this may indeed be the theory of quark-quark inter- 
actions. However the difficulty of performing calculations in this theory 
has meant that no prediction of particle masses, widths, or decay rates 
has been possible. Nevertheless it has been possible to make progress 
in this direction by considering some QCD-inspired models, that is to 
say models where perturbation calculations can be used, which contain 
features which QCD has or would be expected to have. 
One such model is that developed by Isgur and Karl
(4) This model, 
as others do, chooses a confining potential which is easy to work with. 
They choose an harmonic potential, another possible choice would be a 
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linear potential. This would not be enough on its own, however, and 
they include a short range attractive potential, showing that the pre-
cise form of this interaction is unimportant. They then include a 
hyperfine interaction (a colour-magnetic dipole-dipole interaction) and 
apply this to the baryon spectrum. The results of this model when com- 
pared with established resonances are impressive. In particular the 
model gives a simple explanation of why many states are decoupled from 
the KM mode and are thus not observed. This can be understood by 
consideration of the two possible modes of oscillation of the quarks. 
In one mode, called the p mode the heavy strange quark is at rest 
while the two light quarks oscillate about it. In the other, called 
the A mode, the strange quark oscillates against the light quark pair. 
Thus the p mode cannot decay into a strange particle, by emitting the 
• 
	
	strange quark, and a groundstate nucleon, where the two light quarks 
are in the ground state by a single quark operator. 
However despite this generally impressive agreement, certain 
problems still remain. For example the A(1830) should be suppressed, 
but is strongly seen because of a large Zir width. It is- surprising kaJ 
ether states are not seen by the same mechanism. Another problem is 
that this suppression does not work for the S 7 =  0 states, yet still 
over half of the predicted states have not been seen. It is possible, 
however, that these states have been confused in experimental analyses.-
Another, more theoretical, question-mark over this- approach is that the 
authors find that they are able to ignore spin-orbit forces. It is not 
at all obvious how this last should arise from QCD. 
Thus it is possible that at least some of the problems of this 
model may be resolved with better experimental data. In order tos'ee 
bow this may be achieved, I now discuss- how- the -masses of resonant states - 
are derived from experimental data. 
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Data from experiments consists of measurements of cross sections 
au 
(a), differential cross sections(), and polarisations for reactions 
as a function of energy. The first resonances to be discovered, such as 
the 1(1236) were observed as 'bumps' in cross sections. However in the 
case where there are many overlapping resonances, as in 7rp scattering, 
a mere inspection of the total cross section is inadequate. It is 
necessary to make a sophisticated phase shift analysis of the data, 
which is based on the behaviour of the various polynomial coefficients 
required to fit the differential cross sections as a function of energy. 
A discussion of the partial wave expansion can be found in any standard 
text
(5) As a result, for spinless elastic scattering, one obtains 
I n '' e2'- iiF(0) = 	E(29 + l) 	 j P ,(cosO) where - 	= IF(0)! 2 . 2i: 
The term in square brackets, often denoted T, is the complex quantity 
which must be fitted for in the analysis. A criterion for resonance is 
that, when plotted on an Argand plot as a function of energy, T , should 
perform a loop in the anticlockwise direction. The resonant mass is 
found at the energy where 6 2,  passes through 
11/2.  In the case of par-
ticles with spin, such as lip scattering, there are two amplitudes, 
spin-flip and non-spin-flip. Also in the case where a combined fit to 
Tr±p is made, one also has I = 1/2 and I = 	waves. Thus in this 
case, at each energy and angle 4 complex quantities, i.e. 8 real numbers, 
require to be determined. In principle, 7 of them can be determined 
from experimental data but in practice only 6 are present in the resonance 
region since spin rotation data are not available in general due to the 
difficulty of measuring outgoing polarisatlons. 
Thus it is obvious that further theoretical input is needed along 
with the raw data. Different analyses use different additional input. 
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To illustrate this, I now consider the up scattering analyses of recent 
years. The CERN 6 and Saclay(7) solutions used a sharp cut-off of the 
partial wave expansion at £. = 5 and 2 = 6 respectively. The authors 
of the CERN solution attempted to impose analyticity constraints from 
partial wave dispersion relations. However this did not yield an accept-
able fit to the data. Both of these analyses were successful however in 
that they discovered the dominant states below 2 GeV. They are, however, 
now outdated due to the existence of new and better data. 
An improvement on these methods was made by incorporating analyticity 
constraints at either fixed t, fixed angle, or along hyperbolas in the 
Mandeistam plane, which determine the continuation in energy in a much. 
more satisfactory way. Also the sharp cut-off in 2 was replaced by a 
soft one, using convergence test function methods. The cMU-LBL group (8)  
started with a careful preparation and amalgamation of the data, and a 
detailed treatment of the analytic properties at fixed s in the variable 
cosO*. Constraints from analyticity along 4 hyperbolas in the Mandeistain 
plane were used for continuation in .s. The Karlsruhe-Helsinki group (9)  
used fixed t analyticity as the main additional constraint, and is 
handled by means of an expansion method. Fixed centre-of-mass angle 
analyticity was also used. 
Two other methods of analysis have been attempted. 
Hendry (10)  has parametrised the 7rp partial waves (from 1.6 to 10 GeYJc) 
by a sum of.two gaussians in terms of the input parameter and improves' 
the fit by allowing the real and imaginary parts-to . -vary independently by 
small amounts. D. Chew- (11) uses an approach based on Barrelet zeros (121, 
However in order to fix the immeasurable absolute phase and the unknown 
phase of the transversity amplitudes' it was necessary to introduce an 
assumption. Both of these analyses, however, have not been performed 
on the same level as the CMtJ-LBL and Helsinki-KarlsruFje analyses. The 
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different theoretical inputs to analyses, as well as different ways of 
treating and amalgamating the data from experiments means that while 
these analyses agree with each other in respect of the dominant, estab-
lished resonances, there are many disagreements in the masses of the 
less dominant states, and also in the question of the existence of 
some of them. 
As well as theoretical input, data amalgamation is a problem for 
the analysts, since experiments often disagree, particularly in a sys-
tematic fashion, and indeed sometimes data quoted by one experiment lie 
completely outside the error limits quoted by another. This is generally 
due to errors in beam normalisation, or in beam momentum determination. 
The problems of data amalgamation at 1.77 CeV/c have been discussed 
by D. Chew
(13) The approach used there was to eliminate experiments 
which did not agree with accurate measurements of - 	at 0 = 0, and 
then to interpolate between the remaining data. However at this 
momentum this still meant interpolating between two incompatib-le experi-
ments in the region where their data overlap. The CMU./LBL group, on the 
other hand, use a somewhat different approach, and allowed themselves the 
freedom to move the central momenta quoted by experimenters. 
Thus there are still many questions to be answered and problems to 
be solved in the field of baryon resonances. The problem of deriving 
models such as that of Isgur and Farl from quantum chromodynamics, the 
question of the level of agreement of these models with the -masses of 
resonances seen by partial wave analyses-, and the question of the level 
of agreement between partial wave analyses are the -most Important, The 
- 	first of these lies completely outwith the scope of this- thes-is. One 
way to help to answer the other questions is- to provide better data for 
input to the analyses. This would constrain fits- and help to determine 
whether the discrepancies which exist between, for example, the CMIJJLBL 
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and, the Helsinki-Karlsruhe solutions are due to the treatment of the 
data, or the different ways of imposing analyticity. Another way is 
to investigate a channel other than the elastic one, preferably a two 
• body final state channel. Performing a partial wave analysis of that 
channel would provide a completely independent analysis of the resonances 
which couple to that channel. 
The only Tr p reaction with a two body final state other than the 
elastic one is lr+p K+E+. 	This reaction has not been extensively 
studied, and the only previous experiments with reasonable statistics 
• '1 	are those of Kalmus et al. 	Livanos et al. (16) and Winnick et 
All of these were bubble chamber experiments and thus have rather lower 
statistics than could be achieved in a modern counter experiment. A 
• - 'second reason for studying this channel is that a search for exotic 
resonances could be made. This will be discussed In the following section. 
1.4 MOTIVATION FOR STUDY OF Trp • 4- 
• • 	The simple quark model predicts-that three quark (qqq) and quark- 
• 	antiquark (q) states only should exist. There is no obvious reason, 
• 	however, why at some lower level 4 or 5 quark states, called exotic 
states, should not exist. However it would be more appealing to be 
able to account for all the known. states in terms' of two and only two 
types of quark combination. A partial wave analysis of irp + 
would give a simple and unique signal for the presence of A states' 
• 	belonging to a {27} of SU(3). Since with 3 quarks only io}, 'f8} 
and fl}'s may be constructed, states In a 271 have to be exotic, 
Scattering of a member of an SU(3) octet (e.g. a IT meson) off 
another (e.g. a proton) can form members- of the SEJ(3) -multiplets' given 
by: 
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{8} x {8} = {27} + { io} +• {1ö} +• {8} + 81 +• {i. 
However three quarks (represented under SU(3) by {31) can only form 
multiplets given by: 
(3) x  {3} x (3) = { io} + ( 8) -i. (8) + {1}. 
Therefore there is the possibility in lrp scattering of forming SU(3) 
multiplets (the (27) and {i}) which cannot be made up of 3 quarks, 
i.e. are exotic. The (10) does not contain a A state and so cannot 
be forffied in 1rp but the {27} does contain a & and thus may be 
formed alongside the normal (10). 	These are the only 2 multiplets 
which contain A states and which can thus he formed in this process. 
The amplitude at resonance, for the formation of a resonance in 
Trp -3- 	 is given under SU(3) by: 
1-
= g 2  CNn  C tk k B (k) B KE 
2NTr 
where g 2 is the SU(3) coupling constant for this multiplet 
CN TI. ,  CKE are the Clebsch-GordQn coefficients 
k, k 	are the appropriate centre-of--mass momentaKE 
B(K), B(k) are the centrifugal barrier factors 
m 	is the proton mass 
mR 	is the resonant mass 
F 	is the total width of the resonance. 
All these quantities, except the Clebsch-Cordon coefficients-must be 
positive, and thus the sign of the amplitude depends only on these co-
efficients. 
Thus an exotic resonance, if one exists, would show up in the 
analysis as a downward, rather than upward loop in the Argand plot of 
the phase. This feature makes this channel attractive to study. 
The K+E+  channel is also the only other two body final state 
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channel apart from the elastic one in 7r+p. 	This feature in itself 
makes the study of this channel interesting since a partial wave analysis 
performed on it will give an independent measurement of those (ordinary, 
non-exotic) resonances which couple to both channels. 
1.5 MOTIVATION FOR STUDY OF 7rp ELASTIC CHANNEL 
There existed an enormous quantity of data on the lr+p elastic 
channel - why then was more data needed? Firstly much of the data was 
from old, very low statistics' experiments (by modern standards). These 
in general were bubble chamber experiments. Secondly, many of the more 
recent, high statistics experiments (generally counter experiments) are 
in disagreement with each other, especially in terms of normalisation. 
This will be discussed in more detail in Chapter 6, when the data from 
this experiment is compared with those experiments. A third reason for 
investigating this channel was that the vast majority of the previous 
differential cross section data was restricted to energies 'less than 
2 GeV. There are, however, many possible resonances between 2 GeV and 
2.5 GeV in particular which require verification. These are shown by 
the Particle Data Group (17)as  one or two star resonances-. For example 
the Helsinki-Karisruhe partial wave analysis list as such, A resonances 
'G37(2215), 1139(2217) and the D35(2305). The cMU-LBL analysis puts into 
this category the resonances F37('2300), G39(2300), G37(2200), and the 
F35(2300). Fourthly, as I have already stated, these-major analyses 
of world data (using substantially the same experimental data as input)- 
do not completely agree, below' 2 GeV as- well as above. These discrepancies 
can only be resolved by the provision of 'more data. Finally, 'much of the 
previous data consisted of measurements in the forward hemisphere (i.e. 
with the ir travelling forward in the centre-of-mass frame) and by 
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comparison the data in the backward region was somewhat sparse. 
Hence for all the reasons outlined above, it was necessary to provide 
more, and statistically more accurate, data on this channel, particularly 
in the backward region, and especially in the energy region between 2 
GeV and 2.5 GeV. 
Due to their similar topology and comparable cross sections, it is 
evident that data on both the backward elastic channel and the K+E+ 
channel could be collected as part of the same experiment. Both channels 
have two charged particles in the final state which could be detected and 
measured in the spectrometer. The fact that data could be collected on 
the two channels simultaneously was indeed a useful feature of the ex-
periment, since the data on the K + E + channel, for which much less 
previous data existed, would be more convincing if the elastic channel 
data, which could be compared in detail with previous experiments, 
were shown to be of good quality. 
This concludes the arguments in motivation of the experiment. In 
the next chapter the experimental method used to obtain the data is 
discussed. 
I hope I have been able to indicate, briefly, In this chapter how -
the science of particle physics has developed this century, that one of 
the main problems remaining to be solved is that of the quark structure 
of hadrons, and how the experiment described here -may help in a small 
way to provide some answers to this. 
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OUTLINE OF EXPERIMENTAL METHOD 
In this chapter I discuss the method used to -make measurements of 
the differential cross sections of the two reaction channels discussed 
in the previous chapter, namely 1Tp -- K+E+ and  •Tr+P 	The experi- 
ment was primarily designed to investigate the -KZ channel. However at 
a very early stage in the design, It was realised that, with little effort, 
data on the elastic channel could also be taken (in the backward region 
only) at a statistical level comparable with existing world data, and 
• 	without reducing the KE signal. The reasons for wishing to study the 
elastic channel have already been discussed In the.previous chapter. 
At the very least the inclusion of a second channel which had been the 
subject of previous experiments (whereas- previous KE data was somewhat 
sparse) would give an important indication of the reliability of the KZ 
cross sections. 
The measurement of the differential cross section of a process in- 
volving elementary particles at such energies as- are of interest here 
may be performed in two ways. One method, and the one used in this ex- 
periment, is to project a beam of particles, of a known number of one 
of the particles involved, at a stationary- target containing a known 
density of the other type of particle. A measurement of the proportion 
of the incoming particles which suffer the process being measured 
can then be related to the cross section of that process-. The other 
thod involves projecting one beam of one type of particle onto another 
beam of the other type of particle. This--method allows-much higher 
centre-of-mass energies to be reached cd-ue to relativistic efecta)., 
however the data collection rate is- in general much lower, since the. 
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density of the second beam is much lower than that of a fixed target. 
This method is used for example at the CERN ISR (proton-proton), and 
PETRA (eke ) at DESY. 
The problem for this experiment thus resolves itself into three 
parts. The first part is to obtain a beam of positive rr mesons (no 
stationary target of such particles can be obtained), and to count the 
iT mesons in it. The second is to obtain a target of a known, high, 
density of protons, and as little as possible of any other target 
material. The third part is to detect the number of times the required 
processes occur, and the angle at which each process occurs in order 
to determine the differential cross section. 
Detection of either of the two processes requires careful measure-
ments on the outgoing particles in order to distinguish these processes 
from a range of other possible processes, or indeed from each other. 
Any scattering process. 	Is by its nature a statistical one. 
This means that the quantities of interest are related to the proba-
bility of a process to occur and cannot be measured from information 
on any single occurrence of the process. Thus there are two types of 
error to be considered in relation to this experiment. One is deter-
mined by the statistics of the process and measurement. The other is 
due to measurement or counting being systematically In error, or 
measurement error leading to misassigmnent of the process which took 
place. 
The obtaining of suitable rr meson beams- is a standard problem 
and is discussed in Chapter 3. The proton target used was in fact 
liquid hydrogen. The binding energies of the proton scattering centres 
and their thermal energies are very small and can be ignored at beam 
energies of the order considered here. The scattering of 7r mesons-
from electrons In the hydrogen also posed no problem since the electron 
-23- 
is very much lighter than the proton, hence making, the scattering angle 
very much smaller. 
In order to reconstruct events reliably, the best method (the one 
which supplies the maximum information) is to measure the momenta and 
trajectories of the interacting beam track and both outgoing tracks. 
':The nearer to the interaction vertex these -measurements can be made, 
the better the quality of the data in general. In a bubble chamber 
experiment the vertex quantities can, in fact be measured directly. 
Such experiments suffer however from lower statistical precision since 
many thousands of photographs have to be scanned to obtain the results. 
Thus both data taking (one photograph per bubble chamber cycle) and 
- data analysis are slow. In the case of counter experiments such as 
this one the vertex quantities cannot be directly measured. Thus- it is 
desirable to make measurements as close as possible to the interaction 
vertex, and so reduce the length which the tracks have to be extrapolated. 
It is necessary to make momentum measurements for the KE events be-
cause the E particle decays within a few- centimetres, and hence before 
it can be measured. ' Thus any angular correlation between the K and E. 
tracks which might have been used for event selection is lost. 
The standard method of determining the -momenta of ,charged particles 
is to bend the particle tracks' in a magnetic field of known strength, 
The amount by which the trajectory is bent in the field is-A proportional 
to the particle momentum. In this experiment the -magnetic field was-  - 
supplied by a large spectrometer magnet, and particle trajectories 
measured by spark chambers placed inside the -magnetic field, Clearly 
if accurate momentum -measurements are to be-made, the-magnetic field 
must be known to high accuracy throughout the-volume of interest. The. 
measurement of the field of the spectrometer -magnet is discussed in 
detail in Chapter 4. The particle trajectories in the field were measured 
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by many (19 in all) multiwire spark chambers, which gave good determina-
tion of positions of points along the tracks, since the wire spacing was 
1 millimetre. The innermost of these chambers (i.e. those closest to 
the target vessel) were cylindrical in construction, with the closest of 
these being less than 20 cm from the target, thus allowing good vertex 
determination. The outer chambers were of planar construction and 
gave a long lever arm (2.35 metres in the forward direction, 1.0 metre 
to the side) for momentum measurement. The mode of operation of these 
chambers is discussed in Chapter 3. However one feature of such 
chambers should be noted here. Such chambers cannot be read out con-
tinuously but must be externally triggered and then the data read out. 
To supply this trigger, scintillation counters can be used, with 
electronic logic which can operate much faster than the memory time 
of the spark chambers. Using counters an event topology can be deter-
mined, which increases the fraction of events recorded which are of the 
type of interest, since each triggered event is recorded on-magnetic 
tape. A topology which is too loose will reduce the signal-to-background 
ratio, whereas one which is too tight will reduce the acceptance and 
make it more difficult to calculate. 
Applying this method (momentum determination rather than position 
or angular correlation) to the elastic channel as well as the K 
channel, meant that a superior technique was- used compared with. previous 
elastic scattering experiments. 
In previous experiments (apart from bubble chamber experiments which 
have poor statistics), techniques- such as- angle-angle correlations- be-
tween the outgoing tracks have been used for event selection. They tend 
to suffer from higher backgrounds as- a result since non-elastic events 
may by chance have tracks with the same angles. Also it is necessary 
for them to detect both tracks- in order to select the event as- an alas-tic 
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scatter (and hence they tend to suffer from lower efficiency for event 
selection). In this experiment it was in fact possible to make the 
selection of a triggered event as an elastic scatter on the basis of 
one track only, due to the small background in the missing mass plot. 
This procedure is discussed in detail in Chapter 5. 
As well as determining the momentum and trajectory of each of the 
outgoing tracks, it was also necessary to measure the same quantities 
for the interacting beam 7r. This was done by measuring points on 
the beam trajectory using planar chambers of the Nultiwire Proportional 
type which were placed in the last few metres of the beam line. Unlike 
spark chambers, which could not have been used for this purpose due to 
their long memory time and long dead time, these chambers do not require 
• to be triggered and can be continuously read out. They also gave good 
positional measurement along the beam trajectory, thus allowing good 
momentum determination. The mode of operation of these chambers is 
discussed in Chapter 3. 
As has already been stated, it was important to trigger the spark 
chambers and record the data only for events which were of the correct 
topology in order to reduce the background from other channels. The 
first topological constraint applied was that there should be two and 
only two outgoing charged tracks. Secondly, a coplanarity constraint 
was imposed. Elastic scattered events would be exactly coplanar, and 
K 	events approximately so (the proton tends to follow closely the 
trajectory as it is much more massive than the other decay product, 
the rr°). This constraint was applied by demanding counts in scintilla-
tion counters on either side of the target -vessel, with no counts in 
counters above and below the target (hence the first topological con-
dition was also satisfied). Thus the acceptance of the experiment wa 
clearly reduced, however this was not important since the data taking 
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rate was dead-time limited. The coplanarity condition was applied in the 
horizontal plane because this, being the main bending plane, gave the best 
momentum determination (as the main magnetic field component was vertical). 
This coplanarity condition was also the main reason why the E+ 
decay mode was used. The other decay mode is 	 where only the 
is detected. This decay mode, which is equally likely to occur, is 
much less likely to have a coplanar topology and consequently be more 
difficult to design a suitable trigger for. An additional constraint 
imposed was that one of the tracks passed through the forward arm of the 
spectrometer and thus had well measured 'momentum. This was done by 
demanding a count in a counter hodoscope which was beyond the last 
flat spark chamber. 
The largest background remaining after applying these topological 
constraints would be from forward elastic scattered events. If these 
were allowed to satisfy the trigger they would have completely swamped 
the data, since the differential cross section for elastic scatters 
near the forward direction is a factor of 10 to 20 higher than that in 
the backward direction. The simplest way of eliminating these events 
was to veto any event which had a fast forward track. This was done 
by means of a large Cerenkov counter placed downstream of the spectro-
meter. This was filled with liquid Freon to give a signal if a high 
velocity particle passed through it, and effectively cut out it 'mes'ons 
with a momentum greater than 1.3 GeV/c, Thus - forward elastic events' 
were eliminated from the trigger. This' had no effect on backward 
elastic events where the proton (with a 'much smaller velocity) passed 
through the Cerenkov counter. 
One further requirement of the experiment was that the beam partc1e 
be identified as a tr meson. The b-earn design was such that the heam 
contained a high proportion of tr mesons, however, a significant 
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contamination was still present, coming mainly from protons with also 
muons and electrons. The momentum range of the experiment was nominally 
1.4 GeVIc to 2.55 GeV/c. Above 1.9GeV/c a Cerenkov counter placed in 
the beam was used to distinguish ir mesons from protons (since the n's 
have a higher velocity). Below this momentum time-of-flight separation 
between two scintillation counters was used, and the Cerenkov put in 
anticoincidence to eliminate electrons. No attempt was made to dis-
tinguish ir mesons from muons. The contamination of muons in the beam 
was statistically measured separately and the results corrected 
appropriately. 
This concludes what can be done to ensure that the data collected 
contains a sufficient proportion of K + + E and backward elastic scattered 
:. events. The data from all the triggered events was written onto magnetic 
tape by the online computer which controlled the operation of the 
experiment. The detailed analysis of these magnetic tapes, including 
track finding, geometry, kinematics and the calculation of the differen-
tial cross sections, as well as Monte Carlo acceptance studies, was 
carried out using the Rutherford Laboratory computer complex. The 
analysis outlined below deals specifically with the backward elastic 
case. The analysis procedure for the KE channel is slightly more 
complex, but the main features are the same. 
The analysis of the data (for each event) involved firstly finding 
all the tracks which passed through the sparks present.. The-momentum 
and direction of each track at an appropriate point along the track were 
then calculated. Using these values, the track trajectories were 
extrapolated back into the target to the vertex where the event took 
place. Events where the trajectories did not cross (within limits) or 
where this vertex lay outside the target were eliminated from further 
analysis. Having found this vertex It was a simple matter to calculate 
-28- 
the momenta and direction of all the tracks (including the beam) at this 
point. Conservation of energy and momentum was then invoked to determine 
whether the event was an elastic scatter. In this case this was done 
by using the information from the forward track only, which would be a 
proton if the event was a backward elastic scatter, together with the 
beam track. The energy and momentum of the second outgoing track can 
then be calculated, assuming conservation of these quantities. The mass 
of the second particle then follows simply from in2 = E 2 - p 2 . 	 If the 
event was in fact an elastic scatter, then this calculated mass will be 
equal to the IT meson mass, within experimental resolution. Thus in 
this way event selection was carried out (the question of b-ackground 
in the selected sample is discussed later). The centre-of-mass 
scattering angle for each event was calculated and recorded. The number 
of beam particles which were directed onto the target per triggered 
event was also recorded. The density of protons in the target vessel 
was also known. The only other factor remaining to be calculated in 
order to find the differential cross section was the acceptance of the 
experiment. That is to say, the fraction of the events which took place 
in the target vessel which were detected by the apparatus and recon-
structed correctly by the analysis programs. This is, in general, a 
function of centre-of-mass scattering angle. This was calculated for 
this experiment by the conventional means of a Monte Carlo process. In 
such a process, events are randomly generated by computer, and the tracks 
extrapolated through the apparatus to determine whether they would have 
been detected and reconstructed correctly by the analysis programs. 
This acceptance calculation procedure is' discussed in detail in Chapter 
5, as are the details of the analysis program chain. 
The possible sources of statistical error in this experiment were 
firstly that due to the number of events in each bin of the angular 
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distributions, and secondly that due to the number of events generated 
and accepted in each bin of the Monte Carlo acceptance calculation.. 
Previous high statistics experiments on this channel have approximately 
50,000 events over the whole cose 
*
range at typical momenta (e.g. 
Abe et al. 5 ). Thus this experiment expected to improve on this by 
having approximately this number of events in the backward region alone 
(where the cross section is smaller). 
The acceptance statistical error can be reduced to almost any 
any required level by generating a sufficiently large number of simulated 
events. In practice, this is limited by the available computer time 
which is costly. 
The possible sources of systematic error include the errors on such 
factors as muon contamination in the beam, scintillation counter 
efficiencies, random veto rates; target density, secondary interactions 
etc. Systematic errors in the acceptance calculation were due to errors 
in counter positions, target position, and in the magnetic field. Also 
in this category come errors in data, such as point error on each spark 
position, which were applied to the generated points, and the error in 
the time-of-flight weight which, although it was-strongly cosO 
* 
• dependent, was systematic rather than statistical in nature. The effects 





This chapter describes in detail the experimental apparatus and the 
operating conditions which were used in this experiment. The apparatus 
should be able to detect and measure the position and momentum of the 
interacting beam particle and also of both outgoing particles (either 
and p, or 	and p). For the incident momenta used in this 
experiment, this apparatus was required to detect outgoing tracks 
travelling sideways in the lab. as well as those in a forward direction. 
A schematic diagram of the apparatus is shown in Figure 1. 
The principal detectors were: 
Multiwire Proportional Chambers tooe&sure the trajectory and momentum 
of the incident, interacting it 1 . There were 8 of these along the beam 
trajectory, 4 for horizontal position measurement, and 4 for vertical 
measurement. The trajectory to the hydrogen target was determined 
by four NWPC's in both horizontal and vertical planes, giving a precision 
on position and angles at the target of 2mm and 1 mrad. respectively. 
The momentum of individual beam particles was determined by the two MWPC' 
at the second beam focus measuring position and divergence at this point, 
giving a resolution of 0.2%. The central value of the beam momentum 
at each setting was determined by measuring beam tracks through these 
beam MWPC's along with the spark chambers inside the spectrometer magnet. 
The precision on this was determined by the uncertainty in the field 
integral of approx. 0.5%, The MWPCs are discussed further in Section 3 
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Scintillation Counters used to trigger the system when 2-prong candidates 
are recognised. These include the beam telescope (C4, A, C2, A2), 
trigger counters (C6, C7, A3, A4),.beam veto counter V, and downstream 
and side hodoscopes (Ji and J2). The trigger is discussed in Section 3.5 
and the counters themselves in Section 3.4. 
Cerenkov Counters 	There were two of these. One was positioned in the 
third stage of the beam, and was used (above 1.9 GeV/c) to distinguish 
pions from protons. Below 1.9 GeV/c time-of-flight separation was used, 
and the Cerenkov used at atmospheric pressure to veto electrons. The 
second was a large high pressure Cerenkov counter filled with FREON 12 
to 7.8 atmospheres, giving a threshold for pions of about 1.0 GeV/c and 
an efficiency greater than 95% above 1.3 GeV/c. This was used to veto 
non-interacting beam tracks and any event with a fast forward pion, 
for example, elastic scattered events in the forward direction. 
Wire Spark Chambers equipped with capacitative readout on both planes, 
used to measure the position and momentum of the outgoing tracks. These 
chambers were in three groups inside the active volume of the spectrometer 
magnet: 
'Cylindrical' - 7 concentric cylindrical chambers, with axis-vertical, 
placed around the target to give good interaction vertex determination. 
These covered approximately 270 of the possible 360 0 in the horizontal 
plane. The innermcst chamber (No. 1) had a radius of 170 nan. and the 
outermost a radius of 460 nan. The original proposal for the experiment (18) 
allowed for 8 such chambers. However No. 6 was' not built in time. Also 
during data taking No. 5 failed and could not be repaired. The loss of 
these chambers did not seriously affect the analysis, however, since the 
other chambers were Ik, 90% efficient, and only 4 points were necessary 
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for the track finding and.geQmetry programs to- work successfully. Also 
the missing chambers were in the centre of the group and so the length 
of the track segment was maintained. 
'Downstream Flat' chambers. There were 4 double gap chambers (ex-CERN 
experiment S120) for momentum determination of the forward going tracks. 
These gave a forward spectrometer arm of approximately 2350 mm. Each. of 
these chambers had an active area of width 2 metres and approximately 1 
metre in height. 
'Side Flat' chambers. These were 2 double gap chambers, similar in 
construction to the downstream chambers. These provided a side spectro-
meter arm of approximately 1 metre. 
The detailed construction of these chambers and the mode of operation 
are discussed in Section 3.6. 
3.2 THE BEAN 
This experiment used the ff13 beam at the NINROD proton synchrotron 
at the Rutherford Laboratory. NIMROD, which has since been closed down, 
generated a beam of approximately 10 12 protons per pulse, with an energy 
of approx. 7 GeV. There were typically 30 pulses per minute.. The 
extracted beam had an effective pulse length of between 400 and 600 
milliseconds, This was directed onto a metal target (normally Be). 
A wide range of secondary particles were produced. The angle 
giving a maximum yield for ir's of momenta of interest in this experi-
ment was between 
50  and 100, 
The three stage beam line was of standard design, and produced a 
well focussed beam of small divergence at the hydrogen target. The 
MWPC's used for momentum determination were at the second focus, and 
the Cerenkov used to separate Tr 
+ ' s and protons was in the third stage. 
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A diagram of the beam line is shown in Fig. 2. 
- 3.3 LIQUID HYDROGEN TARGET 
• 	 The proton scattering centres were provided by a liquid hydrogen 
target 150 mm long and 24 mm in diameter. The target itself and all 
- 	the supporting equipment necessary were provided and maintained by 
Rutherford Laboratory staff. It was possible to empty and refill the 
target easily and quickly, taking approximately 10 minutes for each 
operation. This facility allowed data to be taken with the target 
• 
	
	'empty' - in.:f act with the target filled with gaseous hydrogen at 
• approximately atmospheric pressure. 
Comparison of 'full' and 'empty' data provided a good check of 
the rejection of events due to scattering from the target walls and 
other ancillary equipment. 
3.4 COUNTERS 
The scintillation counters were of standard construction, i.e. 
plastic scintillator connected via an optical coupling to a photomulti-
plier tube. Perspex light guides were used as the optical coupling, 
using total internal reflection to guide the light from one end to the 
other. 
The performance of the individual trigger counters is discussed in 
Chapter 5, but in general their efficiencies were of the order of 99%. 
The information from the counters was used in three ways: 
1) 	Trigger information, i.e. a pulse or no pulse in the counter 
during a particular time interval. 
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Time of flight between two counters, using the difference in 
TDC counts between the two. In particular this was used for the 
time of flights between the target and the 31 and J2 hodoscopes. 
Crude positional information using the time difference in pulses 
from phototubes at both ends of a piece of scintillator (e.g. the 
Ji hodoscope). 
3.5 THE TRIGGER 
Due to the comparatively long dead time of the spark chambers, as 
well as to save analysis time and magnetic tape, we wished to fire and 
read out the spark chambers only if we had an event which had the 
'correct' topology. 
The topology requirements of our trigger were: 
A beam IT+  enters the system and goes into the hydrogen target. 
That particle interacts in the target (i.e. no fast forward Tr 
leaves along the beam trajectory). 
Two charged particles leave the target, and are approximately coplanar 
One of the two outgoing tracks goes through the large downstream flat 
spark chambers. Because of the polarity of the spectrometer magnet, this 
requirement was sufficient such that for both reactions under study, the 
second track was constrained to go into either the side spark chambers 
or the downstream flat chambers. 
Neither of the outgoing tracks was a fast forward 7r+  [for example, 
from a forward elastic scatter the large cross section for forward 
elastics would swamp the other reactions]. 
The trigger logic diagram is shown in Pig. 3, The requirement a) was 
met by demanding the coincidence C3,C5,(C2.A2.C,A), where: 
CS 	C3 
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C5 was the signal from the 2 in long (propane filled) threshold Cerenkov 
counter placed in the beam. Above 1.9 GeV/c beam momentum it was in 
coincidence in the trigger (at pressures between 2.5 and 3.5 atm. abs;) 
to select 7T 's in the beam. Below 1.9 GeV/c it was at 1.0 atm. abs. 
and in anticoincjdence to veto e in the beam. The C3 to 62 time of 
flight was used to reject all protons in the beam up to 2.2 GeV/c, 
providing a good overlap with the Cerenkov method. 
C2 12 C4 A 	was the signal from the beam telescope immediately 
in front of the hydrogen target. C2 and COwere circular pieces of 
scintillator matched to the size of the target, with AO and A2 as 
anular counters to veto Lab. and off-beam tracks. 
Requirement b) was met by demanding no signal from either VO or 
V2. V2 was the combined signal from the 18 phototubes of the large 
downstream Cerenkov counter. 
V was a small (100 mm) square counter behind Ji and in front of 
the Cerenkov counter to veto non-interacting beam tracks. Clearly if 
the Cerenkov were 100% efficient, all such tracks would be vetoed. How- 
ever the small inefficiency of the Cerenkov, coupled with the interactions 
+  
of the 7T 's in the walls of the Cerenkov (thus giving no signal) meant 
that the Cerenkov veto alone was not adequate, and hence V was 
included. The problem of occasional off-momentum beam tracks, very 
small angle forward elastic events, and tracks formed from 'old' sparks 
in the beam region (where the high charged particle flux caused high 
ionisation which was not always completely swept away by the chamber 
clearing fields) still remained to be removed at the analysis stage. 
Requirement c) was met by demanding the coincidence C6.C7.X.14- . 
C6 and C7 were 2 mm. thick scintillation counters lying on either side 
of the target, and which curved round to meet in front of the target 
(see Fig. 4), this curved part of both being roughly cylindrical in 
section. A3 and A4 were counters which lay above and below the target, 
both of which abutted the straight sections of C6 and CT. Hence any 
outgoing track had to pass through one of these four counters (with the 
exception of tracks passing through two small areas above and below the 
curved sections of C6 and 0). Since C6 was 20 mm in height, C7 was 50 
mm in height, and they were 110 mm apart (straight sections), the 
triggered event had 2 outgoing tracks which were approximately coplanar. 
The majority of multiprong events were vetoed by A3 and A4. Clearly 
elastic events were exactly coplanar, but the K+E+ events were only 
approximately so, since the detected proton from the E decay did not 
follow the E trajectory exactly, but tended to be close to it since 
the proton is much more massive than the ir ° (the other decay product). 
This was the reason that C7 was rather wider than C6. 
Requirement d) was met by demanding a count in the hodoscope J1 
(see Fig. 	4), i.e. the combined signal from the 3 elements of the 
hodo scope. 
Requirement e), that forward elastic events (or other events with 
a fast forward Tr+) were excluded, had already been met by the above 
requirements. Specifically this was met since a count in .11 but no 
count in the Cerenkov were demanded. Thus the forward track eould not 
be a fast rr (>1.3 GeV/c). At a typical beam momentum, 1.75 GeV/c, 
this was sufficient to effectively eliminate forward elastics with 
COSO *> 0.2. Clearly, as with beam ir's, some were still accepted by 
the trigger due to interactions of it's in the Cerenkov walls. However 
this number was acceptably small (less than 10% of the data on tape 
consisted of forward elastics). Although these events were useless 
from a physics analysis point of view (since it was impossible to 
perform an accurate acceptance calculation), they were useful for such 
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things as time-of flight calibration and track geometry studies. 
One further feature of the trigger was a 50 nsec. past and future 
protection on (A2+C2)(A+C), since if a slightly off-beam particle 
passed through the system, we did not wish to record any associated out- 
going tracks. 
An additional hodoscope was also present. This, J2, was placed 
behind the last side spark chamber, and consisted of 4 elements. It 
was not used in the trigger, but the information from it could be used, 
as with Jl, for time-of-flight selection during analysis. It was also 
used, during setting-up, to study the performance of the side chambers. 
3.6 THE SPARK CHAMBERS 
These chambers were the principal means of - measuring positions of 
points on the outgoing tracks. When a charged particle passes through 
a gas it loses a small amount of its energy through ionisation of the 
gas. If a strong electric field is applied then the ions are accelerated 
and, if the field is strong enough, will generate more ions by the same 
process as created them. Free electrons, the negative charge carriers ' .  
- -undergo this process at lower field strengths than heavier ions. If the 
- field strength is great enough then this avalanche process generates a 
path of high conductivity and a spark can form. 
In a spark chamber the field is applied between two parallel con-
ducting planes, which may be sheets or wire planes (as in this experiment). 
Clearly if the applied field is too great, many sparks will occur wherever 
there is stray ionisation in the gas, and if the field is too low no spark 
will occur. There are several types of spark chamber which have been used 
in such experiments. One type is the optical chamber, where the sparks 
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are photographed, and another is the sonic spark chamber, where the 
time taken for the sonic shock wave to reach sets of microphones is 
used to determine the spark position. The type used in this experiment 
were multiwire chambers using capacitative readout. In this type of 
chamber both planes are arrays of fine parallel wires. Each of these 
wires is connected to a small capacitor. Thus, after the high voltage 
has been applied, those wires where sparks have occurred will have 
their capacitors charged up, whereas the others will not. Thus one 
is able to determine the spark positions by electronically scanning 
all the capacitors and recording those which had been charged up. 
They are then discharged, and the ionisation cleared from the chamber 
by a d.c. field ready for the next event. 
Using this type of chamber, one is able to record the cluster 
positions on each plane, along with the cluster sizes. They can be 
operated at high data rates (the dead time of the chambers was around 
10 milliseconds), with the ability to record many tracks in each chamber. 
The construction of the chambers consisted of two wire planes 
separated by a gas gap of 1 cm, each plane consisting of fine Cu-Be 
wires stuck to melinex. In the cylindrical and downstream chambers 
the wires were pitched 1 u. apart. In the side chambers the pitch 
was 1.5 mm. In the cylindrical chambers the wires on the high voltage 
plane were vertical, and those on the low voltage plane were at 150 
to the vertical, but in the flat chambers the wires were at ±150  on 
either plane. This construction allowed measurement in two dimensions. 
One might have naively expected the wires on one of the planes to be 
horizontal. However in this case there would be a danger of the wires 
bowing due to gravity. Also, since the major magnetic field com-
ponent was vertical, the measurement of the spark position in the 
horizontal plane was more important than the vertical position, and so 
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the vertical wire spacing need not be as small as the horizontal. 
In the cylindrical chambers the sheets of wires were glued to an 
expanded polystyrene sandwich to give rigidity. Externally the wire 
planes were covered with melinex and cut into strips of 32 wires. 
These strips (each corresponding to a readout address) were then bunched 
and carried to the readout boxes. 
A typical spark chamber HT plateau cn-ve:is shown in Figure 5. 
This shows the way in which the 'efficiency' of the chamber (n) and 
the mean cluster size (<n>) varied as the applied HT voltage was 
varied. Here 'efficiency' was that calculated by the on-line com-
puter. Thus it was defined as the probability that a spark was re-
corded in that chamber, although not necessarily in the correct place 
(since the online computer had no track finding facility). It could 
thus be an over-estimate of the actual efficiency. 
It is clear that one wished to operate the chamber on the high 
efficiency plateau, but without <n> too large, as this would increase 
the point error. Typically the chambers were operated with r > 90%, 
and with <n> = 4 on the high voltage plane and <n> = 6 on the low 
voltage plane. It was found during setting-up that the HT settings 
of the cylindrical spark chambers were not independent of each other, 
• • due simply to the facts that the chambers were so close together and 
so one chamber was affected by the field applied to those on either 
side of it. Thus something of an iterative approach was followed in 
obtaining the optimum working conditions. 
Another problem discovered during setting-up was the 'address 
boundary effect'. This problem exhibited itself as a reduction in 
efficiency near the edge of the groups of 32 wires (grouped together 
for readout), i.e. near the address boundary, with typically the 
efficiency falling off gradually over the last 5 or 6 wires nearest 
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the boundary. This problem was only solved during setting-up for the 
outer cylinders, by additional screening of the readout cables 
(chambers 1 to 4 could not be reached without dismantling the whole 
construction). 
Thus there remained a problem which had to be resolved at the 
analysis stage. Although this was an efficiency problem, the effect 
of it was to shift spark positions rather than to lose sparks alto-
gether. The apparent centre of the cluster would clearly be shifted 
if only wires on the side of the cluster closer to the address boun-
dary were lost. The problem was resolved by finding out how much, on 
average, the central positions of clusters were shifted as a function 
of actual spark position. This was done using straight track data 
(i.e. where the spectrometer magnet was switched off), where the 
position where the track passed through each chamber was well known. 
3.7 MULTIWIRE PROPORTIONAL CHAMBERS 
The function of these chambers was to reconstruct the trajectory 
of the interacting beam particle, and hence to calculate its momentum. 
The main advantages of using chambers of this type as opposed to spark 
chambers are that they need not be triggered, can be continuously read 
out, can work at high rates, as well as providing good positional 
determination. The principles of operation of such chambers are dis-
cussed in detail in reference (19). Chambers of this type normally 
only measure a single coordinate, via the anode wires. Although it 
is possible to use cathode information as well, this was not attempted 
in this experiment. 
All the chambers used in this experiment were planar and of 
similar construction, with each used to measure either the horizontal 
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or vertical position of the beam particle. Each chamber consisted of 
a plane of anode wires (with 1 mm. wire separation giving good spatial 
resolution) suspended between two cathode planes. The gas mixture used 
was rather more specialised than in the spark chamber case. The so-
called 'magic gas' mixture was used, i.e. ArOn - Isobutane Freon - 
• . 	Methylal. Use of this mixture allowed for high gain before breakdown, 
at the same time obtaining a saturated gain condition, i.e. a pulse 
height distribution which is entirely independent of the amount of 
charge lost in the ionising event (this is the function of the 
Isobutane and the small quantity of Freon in the mixture). The 
Methylal reduces the effect of ageing (i.e. an increased current drawn 
due to polymerisation of the quenching constituent) as it has a lower 
ionisation potential than the other constituents and is non-polymerising. 
The. efficiency of the chambers rose sharply with the applied 
voltage from a threshold value and rapidly levelled off on a plateau 
which was typically 99.57.. 
The current pulses from each wire were amplified and gated into 
a flip-flop (i.e. one flip-flop per wire). Thus the information could 
be read out by examination of the status of these flip-flops. To 
speed up the read-out these were arranged in parallel in groups of 16, 
and OR-ed together so that time was not wasted in reading out blocks 
of 16 which contained no information. Empty blocks were skipped 
taking 1 nanosecond per wire, whereas blocks with data took 1 
lisec/wire. The information passed to the online computer was the 
address of each wire which registered a hit. 
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3.8 THE ONLINE SYSTEM 
The main task of the online computer during data taking was to 
gather the information read out from the spark chambers, MWPC's, and, 
counters and write all this data on to magnetic tape.f or each triggered 
event. In addition, it was able to perform many checks on the data to 
monitor the performance of the equipment, which was of prime importance 
during setting-up as well as during data taking. It was also able to 
display sampled events, at the rate of one per Nimrod cycle, on a VDU 
screen, showing the positions of hits on the spark chambers. 
The online computer was an IBM 1130 machine with a single disk 
drive and two magnetic tape drives. Since the machine had only 16 
kilobytes of memory, it was somewhat limited in the amount of data 
checking and monitoring which it could carry out. In particular, 
no event analysis of the data could be performed even at the most 
basic level. The quantities which could be monitored were: 
Efficiency and average cluster size for each chamber (both for 
MWPC's and spark chambers), used during setting-up to determine the 
EHT's required for each chamber. Also monitored regularly during 
data taking as adjustments to these settings were frequently required. 
Address and Sense Maps for the spark chambers. These indicated 
the presence of any 'dead' wires (usually easily repaired by the re-
placement of a faulty component). Study of the sense maps also showed 
up the 'address boundary effect' discussed in Section 3.6. 
Wire Maps for specified chambers. These could show up individual, 
or groups of, dead wires or addresses. 
Scalar variables, e.g. ADC spectra, were also monitored to ensure 
correct functioning of phot'otubes, etc. 
The fact that no event analysis could be carried out by the online 
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system meant that although individual parts of the equipment could be 
monitored, it was not possible to check (using the online computer) 
that all the separate parts were linked together.correctly. This 
weakness demonstrated itself during the early stages of data taking, 
when it was found that the information read out from the momentum 
MWPC's was in fact from a beam particle preceding the interacting one. 
this was.due to a faulty unit in the fst electronic logic. The data 
át the momenta concerned were retaken with the fault corrected. 
3.9 RUNNING CONDITIONS 
During data taking, we endeavoured to maintain the following 
conditions: 
Beam flux, which varied somewhat with the operation of Nimrod, was 
- - maintained at an approximately constant level by adjustment of the 
collimator settings. The spark chamber efficiencies (or rather the 
pseudo-efficiencies calculated by the online computer) were maintained 
at >90% with cluster sizes of " 6 on the low voltage planes and 4 
on the high voltage planes. 	These were adjusted via the HT's applied 
to the chambers. 
- .• 	The MWPC efficiencies were maintained at approx. 99%. These. 
very rarely required adjustment to be made to the applied voltages. 
Other quantities which were monitored (at the level of once per 
eight hour shift) were: 	 - 
Gas mixtures to the chambers. 
Pressure in the upstream Cerenkov (to ensure that beam protons 
(or electrons) were being correctly vetoed). 
Pressure and temperature of the downstream Cerenkov to ensure 
correct vetoing of fast forward tracks. 
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The currents through the compensating coils around the photo-
tubes of the Cerenkov to ensure the magnetic field was being 
correctly compensated. 
The currents through the beamline elements, and collimator 
settings to ensure correct beam characteristics. 
At every second momentum, one 'target empty' run was taken, i.e. with 
the target full of hydrogen gas instead of liquid, to determine the 
level of interaction in the target walls etc. Also at 4 momenta 
spread throughout the range a 'Cerenkov Off' run was taken. This 
enabled calculation of the efficiency of the downstream Cerenkov and 
the random veto rate from it. This is discussed further in Chapter 5. 
'Straight Track' data, i.e. with the spectrometer magnet switched 
off, were also taken at some momenta for use in the survey programs, 
and also 'Beam Track' data (i.e. with a non-interacting beam track 
trigger) for use in beam momentum calibration. 
3.10 DATA COLLECTED 
The numbers of raw triggers collected and written to tape 
during data taking at each momentum setting are shown in Figure 6. 
The momenta for which results are presented in this thesis are shown 
shaded. The rest remain to be analysed. 
Data taking was completed in May 1978, when the Nimrod accelerator 
was closed down, with the full experimental program having been com-
pleted as planned. The RMS experiment was then moved to the CERN 
PS accelerator in order to take data on the same reactions using a 
polarised target, with some small modifications to the apparatus. 
Data from this experiment will assist the resolution of ambiguities 
during the partial wave analysis of the K4E. All of this data also 
remain to be analysed. 
FIGURE 5 	Typical Spark Chamber EHT Curve. 
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CHAPTER 4 
MAGNETIC FIELD ANALYSIS 
4.1 INTRODUCTION 
The central feature of this experiment was the spectrometer magnet, 
the deflection of charged particle tracks in it allowing determination 
of the momenta of these particles. Nearly all of the detectors, and 
in particular all of the spark chambers, were inside the active volume 
of the magnet (which was approximately 4m. x 2m. x lm.) 
The RNS magnet was originally the magnet for the 1.5 metre hydrogen 
bubble chamber at the Rutherford Laboratory. After the closure of this 
facility the magnet was refurbished for RMS. The main changes were that 
a substantial amount of iron was added, and that the entire magnet was 
turned through 900 so that the main component of the field was vertical. 
This is a desirable, if not essential, requirement for a counter 
experiment, as opposed to a bubble chamber, since it means that the 
outgoing particle tracks are bent in the horizontal plane. Thus to 
detect and measure these tracks, vertical detectors can be used which 
are of the simplest construction. 
Clearly in order to measure accurately, the momenta of the out-
going tracks, the magnetic field throughout the magnet volume to some 
corresponding accuracy. Given that the expected point error on 
positions of tracks passing through the spark chambers was approx. 
mm., a value for the acceptable statistical error on the field could 
be calculated as follows. 
The momentum error is comprised of three parts: 




For the purpose of this estimate calculation the contribution of 
(b) may be neglected. 
From simple electromagnetic theory, we have for the momentum 
p 	= 0.3Bp 
where p is in MeV/c, B in kilogc, and p (the radius of curvature 
in cm. 
Hence the sagitta S = 
03B2
--SA (k is arc length, 
A is dip angle). 
The error in 1/p  is related to that in S and B: 
i 	2 
	
2 	( 	2 
_ = 
.1 	 S 
p 
For a typical track, p = 2 GeV/c, B = 10 Kg., £ = 200, and hence 
S = 7.5 cm. An estimated value for AS is 3 	, where ty Is 
- mm., and n is the number of points on the track, i.e. 16. 
Thus 	
0.1
- 	 0.3%. S 4x7.5 
Hence if the error contribution from the field was to be of the same 
order, 
LB 	= 0.3 x 10- 2 x lo 	30 gauss. 
At an early stage in the design of the experiment it was decided 
that the magnetic field should be varied to ensure an approximately 
constant deviation of the outgoing tracks as the beam momentum was 
varied, that is to say scaling the field with beam momentum as - 
opposed to leaving the field constant, or to just using a few field 
settings. This meant that the event topology and hence the geometrical 
acceptance would stay much the same as the momentum was varied. Also 
the trajectory of the beam through the spectrometer would vary little 
with momentum. Hence the beam veto counter, Vc, would not have to 
be moved. 
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However to accomplish this, and since the experiment was to be carried 
out at 26 momenta (and thus 26 magnet current settings), it was necessary 
to know the field to the above accuracy at any current in the range to 
be used. Thus it was required to know the excitation curve suf-
ficiently accurately at every point inside the active volume. A further 
requirement of the analysis was that the field had to be determined, not 
only for the outgoing tracks, but also along the incoming beam track. 
Hence the field in the magnet throat (i.e. in the region of the MWPC 
on the extreme left of Figure 1) needed to be measured, in order to be 
able to track the interacting beam particle through the fringe field, 
before passing through the active volume into the hydrogen target. 
However to do this we needed only to make measurements along a narrow 
band close to the beam axis. 
The field also had to be measured in the region of the large 
downstream Cerenkov (on the extreme right of Figure 1). This was in 
the fringe field of the magnet, which in this region was of the order 
of a few hundred gauss. It was necessary to measure the field around 
the position of the Cerenkov's phototubes in order to determine how 
much shielding and compensation would be required to allow them to 
operate, as such phototubes are sensitive to fields of a few tens 
of gauss. It was found in fact that shielding alone was not adequate. 
Thus a compensating coil was placed around each tube to balance t!e 
external field with that of the coil. Obviously measurements in this 
region would not require the same accuracy as those inside the magnet. 
For simplicity, during the remainder of this chapter, the reference 
frame (MAC frame) used is that shown as the magnet centred frame in 
- 	Figure 7, as opposed to the RMS frame used in other chapters. 
Due to the shape and construction of the magnet, the following 
features were expected to be evident: 
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Symmetry in YMkG and ZMAG about the centre of the magnet 
Only approximate symmetry in XMAGdue to the differing con-
struction (i.e. amounts of iron) at each end of the magnet, with 
• very narrow opening at the beam entry end of the magnet, and 
• large aperture at the downstream end, where the tracks pass 
into the Cerenkov. 
In the main part of the magnet it was necessary to map the field 
at sufficiently many currents to allow interpolation to intermediate 
currents. Obviously the ideal situation 4ould have been to measure the 
field at each current to be used, but the time factor involved made 
this impractical, since one week was required to make the large number 
of measurements necessary at each current setting. It was also 
impractical to perform any other setting-up work while the field mapping 
was in progress, since all the chambers and counters had to be removed 
from the spectrometer. 
4.2 METHOD 
We now consider how to produce a field map at a particular current. 
One way of obtaining the field at any point in the volume of interest 
would be to make measurements at a sufficiently high density through-
out the magnet volume to allow some interpolation scheme between them 
to be used. However in the case of this magnet, it would mean making 
a very large number of measurements (the required density would mean 
an approximate 10 cm spacing of points, which would mean some 10,000 
measurements of each field component at each current to be measured). 
In this experiment the field measuring device available to us (described 
in Section 4,3) was able only to measure one point at a time, and so 
this method would take much longer than the time available to us, or at 
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best would mean wasting valuable time in the experimental area, which was 
required for setting up spark chambers, calibrating counters etc. [This 
method has in fact been used by other experiments at CERN, however, where a 
machine which can measure many points simultaneously, is available.] 
To overcome this problem, a method due to H. Wind (20) was adopted, this 
being incorporated in a suite of programe written at the Rutherford 
Laboratory by M. O'Connell (21) This method allows a field component to 
be calculated throughout the volume of a magnet, given measurements made 
on the surface of that volume only. 
The mathematical basis of that method is as follows. From Maxwell's 
equations, we can show that a field component has zero Laplacian: 
V2B 	= 	3x2 B + ay2 B + 3z2 B x x 	y 	z 
= 	ax2 B + ay 3x B + @z axB (since V x B = 0) 
ax(7-B) 
= 0 	 (Since v! = 0) 
A property of a function which has zero Laplacian is that it must have 
its largest value somewhere on the boundary of 'the volume in which it is 
defined. B 
X cannot have a maximum or a minimum inside a region, but only 
a saddle point. Thus both the maximum and minimum must lie on the boundary. 
If we have a real field component B  with zero Laplacian and a model 
field B1m which also has zero Laplacian, then the 'error' field 
 
B.= B.' - B.m must also have zero Laplacian. 
3. 
Thus if field component measurements are made at the boundary only, and 
a fit made to those measurements such that the fitted field has zero 
Laplacian, then the fit error in the interior of the volume will not be 
larger than the maximum error on the boundary. 
In the method due to Wind, the model field is constructed from tn-
gorAometric and hyperbolic functions such that V2B1m = 0 is guaranteed and 
the fit is made to measurements on an equally-spaced grid of points on the 
surface of a rectangular box enclosing the volume of interest. 
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A least-squares fit is made to the data in three stages 
at the 8 corner points 
on the 12 edges 
in the 6 planes. 
Thus all the Fourier coefficients are determined. 
The mathematical details of the fit are given in Appendix(el. 
The program version used for this experiment included an additional 
feature. In order to speed up the field reconstruction from the large 
number of Fourier coefficients throughout the volume, the high order 
coefficients were tested and those which provided a negligible contri-
bution to the model field were discarded. The algorithm used is 
CSE (.C5) 
discussed in Appendix4.1A, and also in reference (2 1 ). 
The model field throughout the volume may then be reconstructed 
from the coefficients, and this was in fact done on a rectangular •grid 
of sufficient density to allow interpolation between the reconstructed 
points to be used. The fitted values on the boundary were then com-
pared with the measured values to determine the goodness of fit. From 
the arguments above the error in the interior must be less than the 
error on the boundary. This was checked however with some measurements 
made in the interior. 
4,3 MEASURING EQUIPMENT 
The actual measurements were made using Hall probes (discussed in 
Section 4.3.1) mounted on a large mapping machine (4.3.3) which was 
able to move the probes to any desired position in the volume of 
interest. Both the movement of the machine and the recording of 
measurements were performed under computer control (4.3.5). The 
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calibration of the probes, and the machine survey procedure are also 
discussed. 
4.3.1 Hall Probes 
A Hall probe consists of a small (few mm 3 ) slice of material (a 
r ........... conductor or semiconductor). A voltage V 	is applied to the slice, 
causing a current to flow. In the presence of an external magnetic 
field, the force on a charged current carrier is 
F = e(E+ 1 VxH) 
Hence if the field is along the z axis, then the charged carriers will 
be deflected to positive or negative y. When equilibrium has been 
reached, i.e.. when the field E 	 caused by the imbalance in y of 
charged carriers, balances the effect of the external magnetic field, 
we can write 
F 	= 0 = e(E - 1 V H) 
	
Y y cxz 
VH 	iH 
E 	= 	 = 	X  
- y c N c e 
E 
The ratio R  = 	y 	= 	is called the Hall constant and is 




characteristic of the material used.) 
Thus if E is measured, then it will be proportional to H, provided 
that 
a) The current ix  is kept constant, and 
b). The temperature is kept constant (hence assuming that Ne the 
density of charge carriers remains constant.) 
Thus a single Hall probe measures a single component of the magnetic 
G 1r4, 
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field, and hence three probes are required. Each probe was a thin 
(approx. 1 mm, thick) wafer of semiconductor mounted on a block. 
This block had embedded in it a small thermistor and a small heater 
so that constant temperature could be maintained. The external power 
supply to which the probes were attached ensured that a constant 
current was maintained. Thecalibration of the probes against 
temperature and current is discussed in the following section. The 
three probe assemblies were then mounted on a machined metal block 
ensuring that they were accurately orthogonal. The block was con-
structed such that the 3 probes lay along a line with 5 cm separation 
between them. Thus the volumes mapped by the probes (i.e. each 
field component) wèUld be displaced by this amount from each other. 
4.3.2 	Hall Probe Calibration 
Each of the three probes used in the experiment were calibrated 
against an NMR probe of high accuracy (of the order of 1 part in .106). 
The calibration curve for one of these probes is shown in Figure 8. 
It can be seen that the response is almost linear, especially at the 
lower end of the plot (our maximum field is approx. 12 Kgauss). 
The probes were also calibrated against variations in temperature 
and current (see Figure 9 for a typical calibration curve). Thus 
although the measurements were made at nominally constant temperature 
and current, since both of these quantities were recorded along with 
the field measurements, corrections could be calculated and applied 
to the field measurements to eliminate the variation allowed by the 
equipment. 
The calibration points measured against the NMR probe had a 
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statistical error of ± 15 gauss. To interpolate between the calibra-
tion points a cubic spline fit was used. 
4.3.3 The Field Mapping Machine 
The machined block which the probes were mounted on was affixed 
to the mapping mechanism which enabled it to be moved around the 
magnet in 3 dimensions. The machine base (approx. 3 metres in length) 
was aligned with the x axis. A vertical column could then be moved 
along this base (either manually or under computer control). The 
movement was screw driven and hence very accurate (it could be 
positioned with an accuracy of ± lOOu). From this column was sus-
pended a long boom approx. 3 metres in length. The movement of the 
boom in the vertical (z) direction was also screw driven and hence 
of similar accuracy to the motion in the x direction. 
The machined block was then mounted on the boom. For weight 
reasons (to avoid any sagging of the boom) the movement of the block 
along the boom (i.e. in the y direction) was by a pulley system, with 
drive wires attached to a small motor on the column of the device. 
Thus the positional accuracy in the y direction was rather poorer 
than that in the x and z directions, and was ± 300.. 
These tolerances are of course the statistical errors on the 
positioning. It was necessary to study in detail systematic effects. 
Hence the equipment was surveyed to investigate the possible effects 
of 
The base track not being accurately straight and level. 
Deviation of the column axis from vertical. 
Sagging and twisting of the boom. 
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4.3.4 Field Mapping Machine Survey 
When a field measurement was made, the digitised position of the 
probe assembly with respect to the origin of the device was recorded, 
along with the Hall voltages, currents and temperatures for each probe. 
As has been shown in the previous section, it was necessary to calibrate 
the positional information. The digitised positions were nominally in 
1 mm. units. 
10 
This calibration was performed by measuring the position of the 
probe assembly as it was moved in the x, y and z directions 
(separately), by observing the position from two theodolites. Thus 
a deviation from the nominal position could be calculated. Hence 
deviations as a function of x, y and. z separately were calculated. 
The assumption was then made that these deviations were independent 
i.e. that the deviation in x at a given (x, y, z) was simply the 
sum of the deviations in x as a function of x, y and z 
separately. This was a reasonable assumption to make since the 
deviations from the nominal positions were believed to be mainly due 
in x and z to non-linearity of the drive mechanisms (rather than 
twisting), and the deviations in y to, slight sagging of the beam. 
Reproducibility tests were also carried out at various positions. 
The error in returning to a point was found to be ± lOOi,i in x and 
z, and ± 300p in y. It was found however that after the machine 
stopped at a point, small vibrations persisted for a few seconds 
before the machine settled down to its final position. Since making 
a field measurement during this period of oscillation would introduce 
uncertainties, a delay of a few seconds was introduced (by the 
controlling computer - see following section) to ensure that the probe 
assembly was in its final position before the measurements were 
recorded. 
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4.3.5 Computer Control 
The mapping device was controlled by a small DDP 516 computer, 
via a CAMAC interface, and with a magnetic tape drive. The functions 
• 	performed by the computer were 
Store the pattern of measurements required (normally a plane of 
points, but other options were available). 
Calculate the distance to the next point to be measured and send 
commands to the motors to move the correct distance. 
Check the new positions were correct and adjust if necessary. 
Read out the Hall voltage information from the probes and write 
these onto magnetic tape, together with the current and tempera-
ture readings. Also sent out and written to tape were the 
current through the spectrometer magnet and the Hall voltage of 
• 	 a fixed probe (to ensure that the magnetic field was in fact 
• 	 constant during the measurements). 
Check that the current and temperature readings were within 
tolerance - if not a warning message was printed. When this 
happened the measurement process was stopped until the relevant 
quantity could be brought within the acceptable limits. 
4.4 THE NEASURENENTS 
A basic requirement of the Wind-O'Connell package was that the 
field components be known on a regular, rectangular grid covering 
the surface of the volume in question. The program could not deal 
with missing (i.e. unmeasured)points. It was not possible, however, 
to measure all the points due to obstruction by the hydrogen target 
service pipe (which entered the volume of interest from the left 
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side in Figure 1). This problem was solved by filling in these Un-
measured points with interpolated values. This is discussed more 
fully in the analysis section (4.5). 
Due to the dimensions of the mapping machine, which had a base 
length of approx. 3 metres, compared with the volume of interest 
which was approx. 4 metres in length, it was necessary to perform 
the measurements with the machine in two different positions (along 
the x axis). Care had to be taken to ensure that when the machine 
was moved, the base was accurately parallel to the original position. 
Since we wished to map the field over the whole active volume 
of the spark chambers, it was necessary to make measurements close 
to the pole faces of the magnet. To do this, it was found to be 
necessary to fix an extension bracket to the device to enable it 
to search the bottom pole face. It was found, after the measuring 
program had been started, that with this bracket mounted, a small 
rotation of the probe assembly had been introduced in the YZ plane. 
This was very small (8 mrad.), but meant that the probe measuring 
the small (y) component of the field picked up a contribution 
from the large (z) component. However, since the mixing angle 
was known (from a post-measurement survey), this was easily cor-
rected for at the analysis stage. 
The measurements were performed as a series of planes, with 
each plane a rectangular grid with 5 cm. spacing. Since the most 
time consuming part of the procedure was the time spent as the machine 
moved between measurements, each plane measurement was performed in 
a 'snakes and ladders' fashion, e.g. for the XY plane the procedure 
was to move along the 1st line in x, then increment y and then 
reversing the motion in x to go back along the 2nd line, and so on. 
Several internal check planes were also measured at each magnet 
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current setting. These were not for use as input to the analysis, but 
for comparison with the results of the analysis. 
This concluded the main program of measurements in the active 
volume of the spectrometer. The magnet throat and the Cerenkov photo-
tube regions were now measured. Since these were (relatively) small 
volumes, in each case a rectangular grid throughout the volume was 
measured, and thus recourse to the Wind method was unnecessary. The 
region between the hydrogen target and the face of the magnet (at 
-2.5 ) was mapped with the mapping machine as for the main set 
of measurements. A volume 20 cm in Y by 20 cm in X was mapped 
in this region (this was sufficient to cover the beam trajectory). 
The region in the magnet throat itself could not be performed using 
• 	the machine, but was mapped 'by hand'. That is to say a flat, level 
board was surveyed into position in the magnet throat and the probe 
assembly moved around by hand on this board, and measurements recorded. 
This set of measurements was made on a 5 cm. grid which was 30 cm. in 
y and " 1 m. in x. The measurements went right through the magnet 
throat and out into the fringe field by 20 cm. 
The components in the fringe field around the Cerenkov phototubes 
did not need to be known as accurately as the field in the volume of 
the magnet. To make the measurements the mapping machine was moved 
to the area behind the magnet. The measurements were then made in 
the region of the Cerenkov counter on a 25 cm.'-grid. 
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4 5 FIELD DATA ANALYSIS 
4.5.1 Processing of the Raw Data 
The raw measurements were written onto 7 track magnetic tape by 
the computer. The first part of the processing was to copy the 
(several) 7 track tapes onto a single high density 9 track tape. 
This was done for the following reasons: 
To provide a backup if any of the data was subsequently corrupted. 
To put the data in a much more compact and readily accessible 
form (removing the necessity of running multiple tape jobs). 
To convert the way in which the information stored (from ASCII 
which the DDP machine used to EBCDIC which the IBM machine used, 
on which the analysis was performed.) 
The sets of runs for each magnet current were then grouped together 
and input into a program which performed the following operations: 
For each measured point, survey, corrections were applied to the 
positions of the probes, and hence the digitized positions 
converted to the real position with respect to the machine 
coordinate system. 
For each measured point, the coordinate transformation was made 
to the magnet-centred frame using the survey data. At the same 
stage the correction for the misalignment of the extension piece 
was made (a rotation in the YZ plane)- 
Temperature and Hall Current corrections were applied to the Hall 
voltages for each probe. These were, in general, very small. 
The corrected Hall voltages were then converted into Kilogauss 
using a spline fit to the NMR calibration data. 
The corresponding point on the input grid to the Wind algorithm 
for each measured point was found. 
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f) The offsets in x, y and z from the ideal grid point were 
stored. The Wind algorithm required measurements on a fixed grid. 
However the positional corrections made in part a) meant, in 
general, that the measurement was in fact some-small distance 
('.' few mm.) from the ideal point. These offsets were stored, 
to be used later in the analysis (see section entitled 'Swimming'). 
This completed the processing of the raw data. However, some 
problems remained. 
Firstly, some point which could not be measured had to be filled 
in. These were points in an area where the target service pipe caused 
an obstruction. Some of these points could in fact be measured by use 
of the extension piece described earlier. However two rows of points 
on the upstream YZ plane on the negative -y side of the target 
pipe could not be reached. It was necessary to provide values for 
these points to allow the Wind algorithm to operate. Thus these 
points were filled with linearly interpolated values from neighbouring 
points. 
Secondly there were also some points spread throughout the data, 
which were either unmeasured or badly measured (e.g. had impossibly 
high values) due to malfunction of either the computer or the CAMAC 
system. Since the Wind algorithm treated every data point on the 
same basis, any 'bad' point distorted-things significantly since many 
high order Fourier coefficients were then necessary to perform the 
fit. To identify such points, a smoothness test was performed on all 
the points. This test involved comparison of the value of a field 
component at a point with the value derived from a linear interpolation 
of values at the six nearest neighbouring points. However in one 
case where a group of points covering more than one line (4 in fact) 
was involved, it was found necessary to use the field symmetry in 
Z as well. 
Mim 
4.5.2 Wind Package Processing 
The grid with the unmeasured points etc. filled in were now used 
as input for the Wind package. The resulting three dimensional output 
grid reconstructed from the Fourier coefficients was chosen to be of 
10 cm. spacing. This achieved a compromise between using a large 
amount of space in the computer to store the grid, and the time taken 
to interpolate to required accuracy within that grid. In fact a spacing 
of 10 cm. allowed linear interpolation to be used. 
This was not the best that could be done however. As was stated 
earlier the measured points used as input were not necessarily on the 
ideal input grid. The offsets to the ideal position were now used to 
obtain a better solution. 
4.5.3 	Swimming 	 I 
Use could now be made of the offsets since the field gradients 
could be calculated from the output grid. 
Consider the case of a grid point on an XZ plane where the 
measurement is displaced a small distance in y from the ideal position 
Then if 
B0 	is the field component at the ideal point 
óy 	is the displacement in y 
Bô 	is the measured field component 
B 	is the component at the first interior grid point 
INT 
d 	i's the output grid spacing. 
B 	B 
dB 	INT 	o 
Then 	- dy d 
and 	B = B 
dB 
0 	 6y 	dy 
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and so the measured values (B 	may be replaced by the calculated 
B0 's and used as input to the Wind package. 
Clearly a second iteration of this procedure could be carried out 
to obtain still better values. In practice, however, it was found that 
this had little effect since the field gradient values changed very 
little on a second iteration. 
4.6 RESULTS OF PROCESSING THROUGH WIND PACKAGE 
An example showing the ability of the Wind package to reconstruct 
the field is shown in Figure 10. This shows the vertical component 
(z) of the field in the plane z = 0 at the 3200 amp. magnet current 
setting. 
From the discussion in Section 4.2, one of the main indicators 
studied during the analysis was the difference between the measured 
and model fields at the boundary. Although this check alone is in 
principle sufficient to show that the field components were récon-
structed correctly, use could also be made of the internal points 
and planes which had been measured (see Section 4.4). The more 
useful of those were a set of 108 points in the upper part of the 
field in the downstream half of the magnet, a set of 253 points in 
the lower part of the downstream region, and a set of 1020 point: 
which formed a YZ plane across the field at X = 0. 
The r.m.s. values of the differences between the measured and 
fitted values of the field components at the boundary are shown in 
Table 4.1. These were calculated using all of the boundary values. 
The figures quoted are for the 'swum' versions of the components in 
all cases. 
The r.ni.s. values of the differences between the measured and 
-62- 
fitted values of the field components for the internal points are shown 
in Table 4.2. The internal fitted values were obtained using linear 
interpolation on the output grid from the Wind algorithm. Thus the 
difference includes a contribution from interpolation error as well as 
fitting error. The figures quoted are for the measurements at 4400 
amps. Those for other magnet settings were similar. 
It can be seen that with the exception of one set of points, the 
error was less than the 30 gauss figure which we required. This par-
ticular set of points however included points which were very close 
(a few cm.) to the top pole face of the magnet and were thus in a 
region of very high B field gradient. Thus the interpolation 
error for these points would be expected to be greater. Also these 
points lay in a region which was unimportant for the physics analysis 
since they were well outside the volume of the spark chambers. 
This, of course, does not include the systematic contribution 
from the probe calibrations, which was estimated to be ± 15 gauss. 
The problem of how to fit excitation curves through the data 
at the three measured magnet current settings is discussed in the 
following section. 
4.7 EXCITATION CURVE FITTING 
Clearly in order to find the value of a field component at a 
point at any given magnet current, the excitation curve of the com-
ponent at that point had to be known accurately. Equally clearly, 
it was impossible to make precise measurements of excitation curves 
at every required point, or even at a large subset of those points. 
However we did have values on the excitation curve at the three 
measured currents throughout the volume. Also at a small set of 
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points (27 in fact) we had made a detailed study of the excitation 
curve. A fit was then. made to those points to find the general shape 
of the curve. The very reasonable assumption (and tested as far as 
possible) was made that the functional form of the excitation curve 
remained the same throughout the volume. The best fit was found to 
be a cubic above 3200 amps with an inverse polynomial below that 
value. Thus to find a field component value at any current the three 
measured values and the fit above were used. 	- 
The results of a comparison between the fit and measured values 
are shown in Figure 11. It can be seen that the systematic error 
due to this fit is never worse than -%, and is in general better than 
0.27.. 
4.8 INCORPORATION INTO ANALYSIS PROGRAMS 
In a general analysis. program, it was necessary to be able to 
find a field component at any point inside the magnet as quickly as 
possible. Since knowledge of the field is a vital part of the track 
geometry analysis, calls to the field programs were likely to be very 
frequent. Hence it was desirable to reduce the number of calculations 
2erformed each time a field value was required, and thus reduce the 
time taken per routine call. 
The analysis programs normally (in fact almost always) dealt with 
data at a single momentum, i.e. at a single magnet current setting. 
Thus it was possible to set up a map of the field components at the 
required current at the start of the analysis job; a time consuming 
procedure but one which needed to be performed only once per job. 
The form of this map was a three dimensional regular grid of points 
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for each field component. Interpolation on this grid was then used to 
find the value at any particular point. In order to save computer 
storage space, and thus to some extent achieving a compromise with the 
requirement that the number of calculations for each call be as small 
as possible, a grid spacing of 150 m. was chosen, and quadratic 
interpolation within that grid used to obtain field values. A closer 
grid would have meant using more space (more grid points) but less 
time per interpolation (linear interpolation could have been used). 




The mathematical details of the fit to a field component with 
zero Laplacian, where only the boundary values are known, are pre-
sented here. Firstly the separation of the observations into eight 
symmetry classes is described. Then the explicit form of the model 
fitted to the observations is given. The method of evaluation of 
the coefficients of the model field from the observations is then 
presented. 
Finally the algorithm to reduce the number of coefficients used 
in the reconstruction by removing those which make an insignificant 
contribution is described. 
SEPARATION INTO EIGHT SYMMETRY CLASSES 
Let B*(x,y,z) be the observations (on the boundary), where: 
O<x<X , 	O<y<Y. 	 O<z<Z 
0 
The separation is then made with 
I (1) 	F(x.,y.,z ) = 1 -	E 	 I
I 
S S S B* (x.,, y 	z .k 	
8 £'=O m' '0 n'=O X y z 	1 	j,, k 
where 	2, m, and n 	0 or 1 
S =
x 	.1 if 2' = 0 or 	£ 	0.; 	S = 0 otherwise x 
0; 	1' = 21 - i if £' =• 1 
(similarly for y and z) 
also 	x1  = (i - l)X/(21 - 2), i = 1, ..., 21-1 etc. 
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THE MODEL FIELD 
Using trig, and hyperbolic functions the model field can be made, 
using: 
f 	= 1 	 i=O 
= 	cos(irx/X0 ) 	 I = 1 
= sin [(I-l)irx/X0 ] 	i > 1 
= cosh (a-)/cosh a 	k = 0 
= sinh (a-)/sinh a 	k = 1 
where a = RZ0 /2, 	= Rz, 	R = [(c)2 + 
(4) 2] 
* 	 * 
and I = i if i 	1; i = i-i If I > 1. Similarly for j 
* 	* 
If i = = 0 we take the limit R - 0, giving 
9000 = 1 and gool = 1 - 2z/Z 0 
(2) The model then becomes 
1 	1 	ir 
F(x,y,z) = 	I 1 1 Ia 	f (x)fm(Y)gtmn (X0,Y0,z)Zmn
9=O m0 n0 
+ I c * f (x)f(y)g * (X 0 , Y0, z)
mn 	 £mn 
+ I d * 	f(x)f (y)g * (X, Y, z) 





+ I I b 	f (xW f (y)g * * (X 0 ,Y0 z) [z0 plane] 
* * ** £ 	m 	Zmn 
2, m £mn 
+ I e * £ *(z)f(y)g * (Y 09 Z0 ,x) 	[z-axis] 
* nm n 	mn 
n 
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E b2 	f 	 * * (Y0 , Z0 , x) 	[x=O Plane] * * ** m n 	mn m n m  
+ Z Z b 	f (z)f(x)g * * (Z0 , X0 , y) 	[y0 Plane] 
* * 
n £. n  
* 	 * 	* where Z = 2c& + £ , 	= 1,2, ..., L , L 	(I - 3 + £) etc. 
xl = 0, 	x21_ 1 = 
£, m, and n label the symmetry in x, y, and z respectively. 
The evaluation of the coefficients in equation (2) is performed as 
follows: 
a 	=£mn £mn 
F 	(0,0,0) 
b 1 	 E{b 	(y.) - b 	(0)f (y.)} f 









= 	Z{F Q  (0,0,Zk)a Znmn g£mn 0 (X ,Y,zk)}  f *(zk)I(K - 1) k  n 
= 	E{F £inn 	 £mn 	3
(xy,0) - F (0 ,y., 0)f(x.)}f ,* (x.)/(I - 1) .j  
1 
Z F 	(x.,0, 0) - a 	f (x )If * (X MI - 1) 
1 
£mn 1 Lmn £ 1 
= 	b 	(0) 
1 ** 
£mn 
= 	E {F £mn 	 £nin 
	
(0,y.,0) - a 	
f m 1 (y.)} f *(Y i )/( - 1) 
m 
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b 	 E {b 2 	(z.K) - b2' * 
	
(0)f(zk)} £ 	 - 1) 
** 	 * n 
m  Z 	k m Z m  
where b 	(zk) = E{F ' (OYjzk) - F(O,O, Zk)fm (Yj) } f 
m
(Y)/c:J• - Zmn ** 
mn 	 3  
and F 	(O,y.,zk) = F 	(O,y.,zk) - 	E d 	£ 	(y )g* ** (X,Y0,z Zan 	3 	 2iiin *' *' *' 	2,m n
14 
m 	in n m 
- a 2. 	f (y)g 	
(X ,Y ,z ) 
mnmj .%nin 00k 
V 	 V 
b 	= 	E {b3 * * (x.) - b3 * * (0) f (x.) } £*(x1)/(I - 1) 
n 	
i 	nin 	nm 
where b 	(x.) = E fF 	(x ,0,z ) - F' (x. , O , O)f(z) } f*(z)/(K - k £mn I 	k 	£.mn 1 	 k 	k 
nm 
and F' (xi 31 	 E (xi3O , zk) - 	E e , f V(z)g * (Y ,Z ,x.) 2,mn 1 tnin 	 * 	n 	n 	mn'2., 
0 0 1 
- E 	c * 	£ 	(x .)g * 	(X, Y, Zk) 
- £' 2 'mn £' 1 	, mn 
-a 
Lmn £ 1 







£,* in, n 	and x.., y, Zk  have the same meanings as before., 
REDUCTION OF THE NUMBER OF COEFFICIENTS 
The set of coefficients derived from the exact fit to the data 
is reduced by discarding those terms which make only a marginal con-
tribution. Because the coefficients are the results of a Fourier 
analysis over a plane, they have convergence properties in two 
directions, and the reduction algorithm makes use of this fact. If 
the coefficients are mapped onto a two dimensional lattice, those 
which are most likely to be negligible are those in the corner 
farthest :from the first, or (1,1), term. The order in which the 
terms are tested is that which results from covering the whole array 
by a mask and then uncovering terms a few at a time by moving the 
mark so that its effective or disclosing edge is parallel to the 
non-leading diagonal. 
AU 	 1 
The initial and later positions of the effective edgeby the 
initial and decretnented intercepts of the sloping line on one of the 
axes. Each coefficient uncovered in this step is-then tested. Its 
square is added to the sum of the squares of those, if any, already 
cast out, and the coefficient is rejected if the resulting sum is 
less than a predetermined value. 
This reduction in the number of coefficients enables the field 
reconstruction to be speeded up, without loss of accuracy. 
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COMPARISON OF FIELD COMPONENTS AT BOUNDARY 
COMPONENT CURRENT 
(B! ITTED B MEASURED 
1 	 1 
B 2000 amps. 33 Gauss 
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As has already been described in Chapter 3, the raw data in the 
form of the sequential wire numbers which fired on each spark chamber 
plane for each event were written out onto 1600 b.p.i magnetic tape 
by the online IBM1130 computer. Under normal manning conditions about 
50,000 events could be written onto a single tape. Each run was 
terminated automatically when the end of the tape was reached, and 
after a new tape was mounted a new run could be started (perhaps with 
new running conditions). 
With everything working correctly, around 300,000 triggers per 
day could be taken, and so at least 6 tapes per day were written. Once 
a day these full tapes were taken to the computer centre on site and 
the data 'stacked' onto high density 6250 b.p.i tapes. Performing this 
stacking procedure so quickly had 3 obvious advantages: 
It ensured that the raw data tapes were read immediately, so that 
any malfunction of on line computer or tape units could be quickly 
found. 
The raw data tapes could then be recycled thus greatly reducing 
the number of 1600 b.p.i tapes required. 
The number of stacked tapes in the tape library awaiting 
analysis was kept to a minimum since several 1600 b.p.i tapes 
were stacked onto a single 6250 b.p.i tape. 
From the stacking stage onwards in the analysis chain all the tapes 
used were under the control of an automatic tape book-keeping system 
on the computer(22). Primarily this ensured the security of the data 
by only allowing a particular user to write on particular tape files 
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(not raw data tapes or other users tapes). Also it enabled each member 
of the group full access to read the data (both raw data and tapes 
written by other users) and to write his own. tapes of raw, partially 
or fully analysed data. 
5.2 THE ANALYSIS PROGRAM CHAIN 
Given that the information on the raw data tapes was in the form 
of wire numbers, the following basic steps required to be carried out: 
Spark Reconstruction 
The wire numbers had to be converted to actual positions where the 
sparks took place and the individual wires grouped into clusters 
(although this, grouping had to some extent already been carried out 
during readout). 
Track Finding 
These clusters had to be grouped together as track candidates. 
Track Geometry 
For each of these tracks, the momentum and direction cosines must 
be calculated at some point on the track, for each possible particle 
assignment (i.e. rr, K, or p for outgoing tracks, it only for beam 
tracks). 
Event Selection 
The event as a whole had to be studied to decide which reaction had 
taken place (or was the:--most likely one to have taken place). This 
could be carried out in different ways, depending on the reaction of 
interest. 
It would have been possible to perform a full kinematic fit to the 
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track information, considering each possible hypothesis in turn (i.e. 
+ 	+++1-0 	*+-. 
it p, K Z , p ii it , n it it 	etc.), and taking the reaction which gave 
the best fit. However it was not necessary to perform this lengthy 
procedure for elastic scattered events where there are more constraints 
than in the other channels. This will be discussed in Section 5.6. 
At an early stage in the program development it was decided to 
(23) run all the steps in the analysis chain under the HYDRA system 
This is a memory and program management system developed at CERN for use 
in such large scale analysis programs. By using this some flexibility 
and generality were lost, but the advantages of the system were con-
siderable. 
The program structure is modular. Each task in the analysis chain 
was performed in a separate set of routines called a processor. Each 
processor acted on each event in exactly the same way, and was not 
allowed to communicate with another processor or with itself (in 
subsequent calls) except through the Hydra event data structure. This 
modular structure allowed many people to work on separate sections of 
the program chain simultaneously. 
The tree-like data structure remained the same throughout the 
program chain, although new data banks were created and old ones 
eliminated at various stages. Thus the analysis chain could be split 
into two or more separate jobs very easily (e.g. running spark re-
construction and track finding and then running track geometry 
separately on the output from that job). It also enabled processors 
to be run in a different order from the standard one, or for any given 
processor to be run more than once in the program chain. 
The various tasks performed on the event as it was passed down 
the (standard) program chain are described in detail in the following 
sections. 
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At various stages in the analysis it could be that an event had 
some attribute indicating that it was unworthy of further consideration. 
This could be, for example, no beam track present, or no outgoing tracks 
found. In such a case the remaining processors were skipped, and the 
data structure stripped back down to the 'raw data' state. Thus the 
event was not discarded altogether, allowing subsequent detailed re-
analysis if necessary. 
5.3 SPARK RECONSTRUCTION 
The conversion from chamber wire number to spatial co-ordinates 
- - of the spark was performed using the survey information on the position 
and orientation of the chamber and the wire spacing for that chamber. 
However, since the wires on the two planes of the chambers were set at 
either 00  and 15° or ± 15 ° with respect to the vertical axis, ambiguities 
in spark positions arose on some occasions where there was more than 
one track passing through the same region of a chamber. To illustrate 
this, consider the case where two tracks pass through a chamber at X 
and Y (see Figure 12). Thus the wires H1 and H2 on the high 
voltage plane were fired and L 1 and L2 on the low voltage plane. 
However, two tracks at A and B would have caused the same wires 
to fire. With this information alone the ambiguity cannot be resolved, 
thus the existence of the ambiguous sets was recorded and sorted out 
at the track finding stage. The incorrect or 'ghost' pairs lead to 
bad tracks since consecutive chambers had their sloping wires at ± 150 
and thus the ghosts tended to be moved a relatively long way apart on 
consecutive planes, making it difficult to fit a sensible, smooth, 
trajectory through them. 
It was found to be useful at this stage to incorporate a 'Beam 
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Track Filter' to eliminate sparks (and hence tracks) which were due to 
non- interacting beam ir's, or remnants from 'old' beam tracks or out-
of-time tracks. Even with the V counter included there still remained 
a significant number of such tracks in the data. To save computer time 
in the track finding and geometry stages, it was advisable to cut these 
out as early as possible. It was a simple matter to plot the positions 
of beam tracks on each chamber and so to eliminate sparks which lay inside 
these regions. These cuts ranged from widths (in y) of 30 mm. at the 
first cylindrical chamber, to 90 mm. at the furthest downstream flat 
chamber. 
There was a small effect on good tracks, in particular on slow 
tracks which were bent round into this region. The percentages of 
good tracks which lost one or more sparks by this cut at various 
momenta were: 
1.4 GeV/c 0.4% 
1.75 	" 1.0% 
2.2 " 1.2% 
2.55 	tt 1.3% 
For elastic events in particular, as the extreme backward region 
* 
was approached, the proton track, at some value of cosO , started to 
enter this beam track region and be eliminated from the analysis. This 
was found to be the case for cosO 	-0.97. 	Thus some good data was 
*< 
lost by applying this cut. However events with cosO " -0.98 were 
not present in the data in any case due to the cuts imposed by C6 and 
C7, as the scattered 11 did not hit either of these counters in this 
angular region. 
Adjacent wires which had fired had already been grouped together 
as clusters during readout. The average size of these clusters was 
between 4 and 6 for the cylindrical chambers and between 3 and 5 for 
the flat chambers (see Figure 5). Holes of only 1 wire between clusters 
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were filled to give a single cluster. All single wire clusters were 
removed. 
5.4 TRACK FINDING 
Given the set of all possible 3-D spark positions, the next step 
was to find which sparks (if any) lay on tracks. Since the spark 
chambers were arranged in 3 spatially separated groups (cylindrical, 
downstream flat, and side flat), the approach adopted was as follows. 
Firstly a search was made for track segments in each of the groups 
separately. Then segments of the same tracks were merged (normally 
cylindrical with downstream flats or cylindrical with side flats). 
The remaining track segments were extrapolated from the flat chambers 
• 	into the cylinders to try to pick up sparks not already included in 
track segments, and finally a similar search was made in the flats by 
extrapolating track segments in the cylinders. 
When looking for track segments the philosophy was to make a fast 
but exhaustive search for possible track candidates, and to examine 
these carefully to select accepted tracks. Clearly since the chambers 
-• , could not be 100% efficient, the possibility of missing sparks had to 
be taken into account. If we had allowed too many missing sparks, the 
track would have become badly defined and thus become useless at the 
next stage (track geometry) as well as taking too much time attempting 
to join up sparks which were far apart. There would also be a danger 
of finding spurious tracks by joining up extra random sparks. 
The method used to find track segments in each group of chambers 
was: 
Starting with chamber nearest the target, a particular spark 
chamber was selected. 
Linear projection made in 3-D from target to next chamber. 
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3) Search made on next chamber for a cluster within limits near pro-
jected point. If there was no cluster, go to 1). 
 Linear projection made in 3-D from last 2 sparks to next chamber. 
 Look for adjacent spark within limits, if no spark, got to 3). 
Repeat 4) and 5) for all chambers in group. Now we had all track 
candidates with a spark on every chamber. 
A 'pseudo-helix' fit was made to each track candidate (i.e. circle 
in X-Y and line in R-Z). This was done since we expected charged 
particles in the magnetic field to have an approximately circular 
trajectory in X-Y due to the uniform nature of the vertical com-
ponent of the magnetic field. 
Candidates were accepted if the mean square residual and the Z 
intercept were acceptably small. 
Accepted candidates were compared and mutually exclusive candidates 
accepted in order of increasing residual, to give accepted tracks. 
Sparks on accepted tracks were flagged to exclude them from further 
track finding. Ghosts were also flagged. 
1) to 10) were repeated with wider search limits. 
1) to 11) were repeated for all 3 chamber groups with 1 and 2 
sparks missing. 
1) to 11) were, repeated for the cylindrical and downstream chambers 
for tracks with 3) and 4) sparks missing. 
Before each pass, a check was made to ensure that sufficient sparks 
were present for a track to exist. If there were not, the pass was 
omitted. This procedure resulted in track segments with at least 4 spark 
in the cylinders and downstream flat chambers, and with at least 3 sparks 
in the side chambers. It was then necessary to join up these segments 
which belonged to the same track. This was done by extrapolating the 
track segments in the cylindrical chambers to a reference cylinder just 
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outside cylinder 8, using the fitted pseudo-helix and calculating the 
direction position and curvature at this cylinder. Then the segments 
in the flat chambers were partially refitted to pass through the target 
and extrapolated to the same reference cylinder. A weighted sum of the 
squared residuals in the 5 parameters for all possible track combina-
tions was formed and mutually exclusive combinations were accepted in 
order of increasing residual (within limits). All remaining un-joined 
segments were then extrapolated using the pseudo-helix to pick up 
unused clusters. If a cluster was picked up in this way the pseudo-
helix was recalculated and re-extrapolated. It would clearly be 
dangerous to extrapolate over too large a distance. Thus if the track 
was extrapolated through 3 chambers without picking up a cluster, the 
track was terminated. 
This completed the tasks performed by the track finding processor. 
5.5 TRACK GEOMETRY 
Using the tracks found in the previous section, it was now necessary 
to calculate the momentum and direction of each track at some given 
point (generally taken as the first point on the track to facilitate 
extrapolation to the interaction vertex). Before the geometrical fit 
was made, certain corrections had to be made to the spark positions. 
One of these corrections was to account for the 'address boundary 
effect' discussed in Chapter 3, where variation in efficiency over an 
+ 	address was seen to cause a shift in the apparent spark position. 
+ 
	
	Another correction made to the spark position was to account for 
the shifting of spark position due to the track ionisation drifting 
with time. This drift was due to the interaction between the moving 
charge carriers and the external electromagnetic fields. 
IM 
A correction was also made to account for the fact that there 
were chamber distortions -,. i.e. the chambers were not perfect cylinders 
or planes. The necessary corrections were obtained from a study of the 
'straight track' data. 
Geometrical Fitting 
In order to obtain the quantities we require for the track 
( 1 /p, tan A, and 	at the first point on the track, see Figure 13) 9 
a fit must be made to the points found by the track finding processor. 
The form of the fit to the trajectory which was used was a quintic 
spline. The requirements for any such fit were: 
The fitted trajectory should pass 'near' to the measured y i  
at x.. 
1 
In the intervals between the measured points the trajectory 
should be reasonable, that is should not deviate too wildly 
from the curve that would be drawn 'by eye'. 
One possible fit might have been a Runge-Kutta. This type of 
fit is reliable, gives a physically realisable trajectory, but is slow, 
and speed of fitting is important in this case, since the fit was per-
formed on all possible tracks for all possible particle types. Another 
possibility might have been a polynomial fit. This type of fit is 
fast, but tends to be unstable, and it is difficult to relate the pro-
perties of the polynomial to etc. 
The Quintic Spline Fit (24)  
The basic equation of motion for a charged particle trajectory in 
a magnetic field is 
	
= S... r 	 (Co-ordinate system shown 
dt2 	yin dt in Figure 13) 
and may be written in terms of y',z', and p using the relations 
dx 
2 + 	+ dz 	= yiiil + y'2 + z ?2 )42) p 	Ym( ( .a = ) 	dt 
dx where 	v = 	 anddt 
- 
	
if - 1. 	- ..Z 	and similarly for z 
	
Y 	iidt' - V dt2 at dt2 
Hence y" = -- ( z'B + Y'Z'B - ( 1 + y' 2)B) ymv 	x 
or 	py" = (1 + y'2 + zt2)(z?B + Y'Z'B - (1 + y' 2)B) = Y(x) 
and pz" = (1 + y 12 + x?2_yTB - y 'z' 	+ ( 1. + z' 2)B) = Z(x) 
Clearly if y' and z' are known, then the right hand sides of these 
equations, i.e. Y(x) and Z(x) can be calculated, and the resulting 
functions may be described by a cubic spline approximation; this may 
be integrated twice analytically so that the track model becomes: 
• y 	= y0 + y0 T x + ffY(x)dx2 
z(x) = z + z'x + ffz W dxZ 
and thus the trajectory is described by 5 parameters y0 , y', z, z0 ' 
and c1• 	It should be noted that the cubic spline description is 
essentially being used to describe, the magnetic field in an analytically 
convenient form. The fit, since it has discontinuities at the 5th 
derivative, is thus a Quintic Spline fit to the trajectory. 
The method relies on y' and z' being known, at least approxi-
mately, and these are obtained from an initial cubic spline pref it. 
After the 1st iteration, the fit itself gives better estimates for y' 
and z'. The fit terminates when there is no significant change in y' 
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and z' during the iteration, and converges quite rapidly. 
In order to ensure that y is a single valued function of x, 
the track is rotated, before fitting, to the frame shown in Fig. 13. 
Note that this is not the same as used by Wind in his original paper. 
(In this case there is no particular advantage in using the full Wind 
rotation since the field is reasonably homogeneous in the region of 
interest, and thus z is qualitatively different from the bending 
plane.) In addition, the construction of the detectors makes the 
errors in the bending plane much smaller than in the vertical, and 
it is worth retaining the distinction between these two coordinates. 
Writing A(x) = f fy W and B(x) = ffZ(x), and v, w 
as the point weights in y, z (i.e. 1/2  and 1/2 ), the 
least scjuares:.fit is 
Iv 	Evx 	EvA 	0 	0 y0 EVY 
Evx Evx2 ZvxA 0 0 y0 ' Evxy 
EvA 	EvxA EvA2+wB2 	EwB 	EwxB C/p = EvAy+wBz 
o o 	EwB 1w Ewx z Ewz 0 
o 	0 EwxB 	Ewx 	Ewx2 z Ewxz 0 
This is then solved for the parameters y0 , y0T, 
C/p, z 0 , z'. 
Note that each iteration of the fit gives the parameters directly 
and not as corrections to previously assumed values. The advantage 
of this method is that it largely decouples the motion in the bending 
plane (y, y9, C/n) from that in the vertical plane (z 0 , z0 T ). 
The X2 for the fit is given by 
2 	2 	2 	 V 	C 	 - 	V x = E(vy + wz ) -y0lvy - y0 Evxy - - E(vAy+wBz) - z0lwz - Ewc 
and the estimates of the rms residuals by 
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rtns(y) 	= I(Evy - y0 Evy - y0 ' wxy - .E EvAy) 
and 	rtns(z) 	= 	I(Zwz - z Ewz - z ' Ewxz - 	EwBz). 
0 	 0 	 p 
Point Weights 
The point) weights v, w are constructedfrom 3 components: 
The point measurement error arising from the construction of the 
chambers. These are typically 0.4 mm. in the bending plane and 
1.5 mm in the vertical plane. 
Multiple Scattering. This is taken into account only approxi-
mately by increasing the point error along the track in accordance 
with the expected scatter due to multiple scattering. 
Define 0.. as the mean multiple scattering angle at chamber i 
which is given by 	 - 
0 	= 0.014E /f. (1 + 	1og10 (f)) where f1 = x. 
assumed = 1 
and x1 is the fraction of the radiation length traversed in 1. 
The variance in chamber i+1 is given by 
2 
a?- 	= 	+ —(s0) 
i i i+l 3 	3  
where S i- is the - arc length between chamber i and i+1. 
Jitter, i.e. fluctuations in the staggering and related effects. 
This is a significant effect, of the order of 0.5 mm. 
Inserted Points 
- 	 Since there is an analytic expression for the trajectory at all 
stages of the fit, it is possible to calculate values for y,z, y', z' 
at points intermediate between measured points. These inserted points 
may be used during the fit to calculate better values for the double 
integrals A and B. These points, of course, do not enter into the 
calculation of the dispersion matrix. 
Energy Loss 
The mass characteristics of each chamber are determined by two 
numbers; the equivalent length of liquid hydrogen (LH)  and the 
fraction of a radiation length (X). The actual length (L) must 
clearly be found in order to calculate the energy loss in passing 
through the chamber. 
Energy loss is given by 
	
= K(!) 	where 	K = for hydrogen 
ds 	p ds MIN 
dP = d.pdE 	E 3 
dEds 
= 
If p = p(i +. e(x)) where e(x) is the fractional momentum loss as 








ds 	PO (1 - E(s)) 3 
EP0 2 





0 3 	m2 r'J "-i K(—) (1 + 3 	e(s)) 	. 
PO 	 0 
The basic algorithm is then changed to 
y(x) = y0 + YO 
Ix + 	ff (1 + e(s))Y(x)dx2 (and similarly for PO  
With this the functions Y(x) 	and 	Z(x) 	are still integrable and the 
basic fit in A 	and 	B is unchanged. 
5.6 BACKWARD ELASTIC EVENT SELECTION 
After track geometry, all the necessary information concerning in-
dividual tracks had been gathered and calculated. In general one would 
now wish to find the most likely event hypothesis. To do this one could 
perform a full kinematic fit for each possible hypothesis to the 
variables and make the decision on what the event was on the basis of 
the x 2 calculated for each fit. In our case the hypotheses tested 
would, for example, have been KI, irp, pirir etc. 
This would clearly be the ideal approach, however there are dis-
advantages in this particular case. Firstly this would be a very time 
consuming exercise on the computer (approx. 250 milliseconds per good 
event). Secondly, in order to do this One would need a fairly precise 
knowledge of the errors in momentum, dip, and azimuthal angle for each 
-track before one would have confidence in the x 2s and probabilities 
calculated. At the stage which the analysis program development had 
reached at the time when the elastic analysis was attempted, some of 
the errors were not well enough known for this method to be used. In 
fact one of the reasons for going ahead with the elastic analysis at 
that particular time was so that those errors could be studied in more 
detail. Effects such as multiple scattering and energy loss could 
also be looked at in detail using the elastic samples obtained. By 
using such samples in these studies one would, of course, be using 
tracks which one was confident were good tracks, and which one also 
knew the identity of (i.e. ir or p). This also meant that these 
events could be used in time-of-flight studies also (see Section 5.7.1). 
As well as these reasons for not using a kinematic fit, there was 
the problem that, even after introducing a bream track filter, there 
were still a significant number of 'extra' or spurious •tracks in the 
M. 
data. Thus it was an advantage to devise a selection procedure which 
performed the selection using a track-by-track criterion rather than 
the global-event method of the kinematic fit. 
This type of analysis could not be used in the 	channel 
since, firstly, the short decay length of the z made vertex fitting 
essential and, secondly, because of the 'missing' momentum of the 
unmeasured 7r 0 
It was in fact possible to perform the elastic selection on the 
lines of the 'missing masses' to the measured tracks. 
Vertex Findin 
The output from Track Finding was 	, tan A, , and position on 
the first point on the track, for each outgoing track, and the beam 
track. In order to perform the elastic scatter selection, it was 
necessary to determine those quantities at the interaction vertex. 
Thus each outgoing track was extrapolated into the target from 
the first cylinder, and the beam track extrapolated forward from the 
MWPC's, and intersected to find the vertex. The extrapolation was 
done in each case by Runge-Kutta tracking through the magnetic field 
to the edge of the target, and then extrapolating within the target 
with a straight line. The target radius was 12.5 urn. and length 150 mm., 
so curvature within the target was negligible. The vertex was defined 
to be the point where the sum of the squares of the distances to the 
tracks was minimised. The quantities 1 -. tan A, and q were then 
calculated for each track at this vertex. 
This algorithm could be applied either using all the tracks in 
the event or by separately applying it to each outgoing track and the 
beam track. Using the latter approach the plots of the x, y and z 
positions of found vertices are shown in Figs. 14, 15 and 16. 
IN 
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In the x-vertex plot the ends of the target are clearly visible, 
and also the small peak at x = 85 due to interactions in the small 
mylar window at the end of the target vessel. Cuts were applied at 
x = ±80 and to the radius, r (= 1172+z 2 ) = 15, as well as a cut 
in d = 10, where d 2 was the sum of the squares of the distances from 
the vertex to the tracks. Figure 17 shows a plot of d for forward 
going tracks. Thus tracks which did not come from an interaction in 
the target volume were eliminated. 
Missing Mass Selection 
The missing mass calculation for a single visible outgoing track 
is 










-E out n 
(m2 t  + Out 1 
(m2 + IpiI2)i + m 
x 	2 	 2 	z 	2 
p +p MY. . Missing issing Missing 
where p.x  , p y , , p z are calculated from the measured quantities propa-
gated to the vertex. Hence the only unknown quantity in the calculation 
is m0, i.e. the mass of the outgoing particle. Thus possible par-
ticle masses are tested against the resulting missing mass. In this 
case the possibilities were m and m 
p 	 iT 
Figure 18 is the resulting missing mass squared for forward tracks 
using the proton mass, and Figure 19 is the missing mass - squared for 
sideways tracks using the pion mass. One fact immediately obvious from 
the widths of the peaks in each case is that the information we have 
from the forward track is of higher quality than that from the sideways 
tracks. The peak at the pion mass in Figure 18 is very much narrower 
ME 
than the peak at the proton mass in Fig. 19. This was due partly to the 
fact that forward going tracks passed through more detector planes, but 
also due to the fact that is worse for slower tracks due to 
p 
multiple scattering (and these sidegoing pion tracks were typically of 
a few hundred MeV/c momentum). 
Due to the high quality of the data in the forward direction, as well 
as other reasons outlined below, it was decided to make the elastic data 
selection on the basis of the forward track quantities alone. The other 
main reason was that for cos 0 * -0.8 the sidegoing pion track did 
not necessarily pass through the cylindrical chambers at all since they 
were travelling too far backwards in the Lab. Below -0.85 no pion 
tracks were recorded in the cylinders. Taking this into account, using 
information from both tracks, if present, would have made acceptance 
calculations and corrections for chamber efficiencies very complicated. 
In return very little would have been gained, since firstly the back-
ground under the forward missing mass peaks, after cuts, was very small 
(< 5%, see Figure 20), and secondly the fraction of events where the 
forward track was missing was small (" 10%) and easily corrected for 
in the acceptance calculation. 
Hence the elastic data selection was performed by a track-by-track 
search of the forward going tracks rather than a global fit to each 
triggered event. Thus any problems due to spurious tracks, missing 
sideways tracks, or missing forward tracks were removed. 
Two geometrical cuts were applied to the data selected in this 
way. The first was to consider as proton candidates only tracks which 
lay on the positive-y side of the beam track region. This cut was 
applied to the first point on the track. There was a small angular 
region (-0.95 < cos 0* -0.85) where protons going to the negative-y 
side sat.sfied the trigger. This small region was ignored to simplify 
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The second geometrical cut was to remove all tracks which went 
through, or would have gone through, the aluminium support frames of 	- 
the downstream flat chambers. before triggering the Ji hodoscope. 
Any track which did not have a spark in the last chamber module was 
tracked out through the field from the last point on the track and a 
cut applied if a y value of 1100 was reached before the plane of 
the last chamber. This cut was applied since it would have been 
extremely difficult,due to the complicated shape of the frames, to 
calculate the fraction of tracks lost passing through them. Note 
that there was no need to consider tracks which were slow enough to 
bend back into the active region after passing through the support 
frames, as in the elastic scatter case the proton was always suf-
ficiently fast for this never to happen. This cut resulted in the 
loss of some seemingly useful data since the edge of Jl was at 
y = 1300, well outside thiscut. In the original design of the 
experiment this had not been the case. During setting up the. hodo-
scope had been moved 100 mm. to positive y to reduce the number of 
unwanted triggers from forward elastic pions at the other end of the-
hodoscope. These were hitting the magnet pillar and not going into 
the Cerenkov, and-were thus not vetoed. 
Although this meant more backward elastic triggers at the other 
end of the hodoscope, for the reason above, these could not all be used. 
The effect of the cut applied to the missing mass squared was 
-0.06 < mm2 < 0.12 (see Figure 18). 
Background Subtraction 
We had now, having performed the missing mass cut, to remove the 
background in a manner which would not bias the angular distribution. 
One background source which was biased was the case where a forward 
elastic pion, taken as being a proton, has the same missing mass squared 
as a backward elastic proton. This only happened in the region above 
cos 0*  -0.1, although the actual kinematically ambiguous point (at 
around cos 0* = 0.15), where the 71 and p have the same momentum, only 
Jay within our acceptance region at our highest momentum. This channel 
was removed in the following manner. If the missing mass squared to the t 
as a proton was near the pion mass squared (-0.l5< mm 2 < 0.21).. then the 
error in that quantity was calculated. Also the missing mass squared and 
error were calculated for that track taken as being a pion. A x2 for 
each case was then calculated and the decision as to the track identity 
made on the basis of these x21•  This may seem like.a return to the 
approach rejected earlier as it was said that we were not fully confident 
about the magnitude of our errors. However this forward elastic con-
tamination affected only the region around cos 0 •= -0.1, and hence 
only " 10% of our data. Also all the tracks being considered in this 
case were forward going tracks for which we were rather more confident 
than for the slower sideways tracks. Further, this calculation was 
carried out if the track was a proton candidate anyway. 
The missing mass squared distribution after this cut is shown in 
Figure 20. Note that the background has now been reduced, and is seen 
to be approximately linear. 
This was subtracted from the data in the standard manner. Bands at 
each side of the peak, of width half that of the peak itself, are taken 
(for this reason the forward elastic contamination was removed from these 
bands also) and the angular distribution calculated for the events in thes 
side bands. This distribution was simply subtracted from that found from 
the events in the peak in order to remove the background. 
This process would introduce errors If the background were not linear 
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However in this case the background is small (< 57.). Thus any error 
caused could not be greater than around 1%, which is very much smaller 
than our other systematic errors. There is also the problem of loss of 
signal. If the tails of the distribution extend into the sidebands, 
then as well as being lost from the signal, they will be included in 
the background and so effectively be subtracted again. This problem 
was resolved in the acceptance Monte Carlo however, by applying the 
	
-: 	same cuts, and background subtraction to the Monte Carlo data as to the 
real data. 
The raw and background angular distributions were written to disk 
to be used later as input to the cross section calculation. The final 
angular distribution at 1.715 GeV/c after background subtraction is 
• shown in Figure 21 and contains a total of 47,500 events. 
• 5.7 ACCEPTANCE 
The acceptance calculation was performed as two separate calculations. 
V 	
V 'Section 5.7.1 deals with the geometrical acceptance calculation, i.e. 
the acceptance imposed by  the trigger elements. Section 5.7.2 discusses 
the calculation of the acceptance of the software chain. 	 - 
5.7.1 Geometrical Acceptance 
..•. 	
In order to calculate the differential cross section(-) from our 
V 	 experimental angular distribution, we needed to know accurately the 
geometrical acceptance of the apparatus as a function of scattering 
angle (cos 0*).  As is usual in such experiments, this was calculated 
by a Monte Carlo technique. That is to say, events (in this case 
elastic scatters) were generated by computer randomly within, the 
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* 
target, and with random cos 0 and azimuth. The beam and outgoing par- 
ticles were then tracked through the magnetic field to determine whether 
the trigger conditions would have been satisfied for that event. The 
beam distributions generated were those derived from the real data in 
both position and direction, as were the position and size of the 
target. The generated cos 0 
*
distribution used was flat since the 
acceptance for a particular cos 0 
*
was simply the number of events 
in that bin which were found to satisfy the trigger divided by the 
number of events generated in that bin. The azimuthal () distribution 
generated was also flat since the distribution of real events must be 
symmetrical around the beam axis. 
The elements of the apparatus which determined the acceptance for 
elastic events are now discussed. 
In the extreme backward region the acceptance was largely determined 
by the size of the C7 counter in z, since although the fast forward 
proton went into C6 with a small dip angle regardless of 	the slow 
sidegoing ii went into C7 at an angle approximately equal to 	. As 
cos 0 
*
approached -1 (at around -0.98) there was a complete cut-off 
in the acceptance corresponding to the point where the n, going back-
wards in the lab., missed C7 completely. 
At more forward values of cos 0 *, C7 ceased to be the constraining 
factor on the acceptance. Instead the azimuth of accepted events was 
constrained by the size in z of the downstream hodoscope (Jl) 	This 
was because the dip angle of the forward proton had a much stronger 
dependence on azimuth since the proton emerged at a much larger angle 
with respect to the beam than before. This effect typically took over 
* 
at values of cos 0 ' -0,4. Increasing cos 0 	further, the proton 
track started to go more and more positive in y. A point was reached 
when it started to miss the edge of the flat spark chambers and passed 
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through some of the chamber support frames as discussed in Section 5.6. 
Thus the same cut was was applied to the data was applied to the Monte 
Carlo events (i.e. at y = 1100 mm.). Finally the acceptance was cut 
off when the edge of the Jl hodoscope was reached (at y = 1300). These 
* 
effects caused the acceptance to be cut off at between cos 0 = -0.2 
* 
to cos 0 = -0.1 depending on momentum. 
Monte Carlo events were generated only with 	< 0, since it was 
only events of this type which were considered in the data analysis. 
In fact it was found to be sufficient to generate events with 
-2.07 < 	< -1.07 due to the limits imposed by the trigger. 
For each generated event, the following tracking procedure was 
carried out. Firstly the pion was tracked through the field (using 
Runge-Kutta) to check that it hit the C7 counter. If it did not the 
event was rejected. The proton was then tracked through the field to 
check that: 
 it hit the C6 counter; 
 it hit the last flat spark chamber plane at y < 1100 mm. (this was 
sufficient to ensure that it had gone through all the flat chambers 
with y <1100.) 
it hit the Jl hodoscope with y < 1300 and-380 < z < +370 
There z cuts were again made to agree with those observed in 
the data. 
Snother factor which had to be taken into account was loss of data 
due to a cut on time-of-flight of the proton from the target to the 
hodoscope. At an early stage of the analysis it was found that, comparing 
our results with other experiments, there was a loss of data at large 
OLZ : 





where the loss was approximately 30%. This can be seen in Figure 21 
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* 
where there is a rapid fall-off in the data above cos 0 = -0.3. This 
was found to be due to an electronic cut on the proton time-of-flight. 
This occurred because the JI - R3 coincidence had been set up using beam 
pions, which had very much shorter times-of-flight than scattered protons. 
Hence if the protons were too slow, the coincidence would not be satisfied 
and there would be no trigger. The slowest protons were those with 
large cos 0 
*
i.e. those going to largest positive y on the hodoscope. 
These however are precisely those with the longest path length to the 
hodoscope and with the longest path length in the hodoscope to the 
0 
phototubes at the negative y end [for each element in the hodoscope 
the cut could be imposed by the tube at either end, since a signal from 
both tubes was required]. For each of the six tubes i, the time of 
flight from the target (actually C4) to the hodoscope is given by: 




. + K. 
1 
where 2. is the length of the counter between the phototube and the 
hit. The ct, a 	 V1 and K1 were found by a calibration study 
of Jl. The quantity to which the cut was applied was: 
TOF 	+ i/V. 	= TDC. a. - TDC 	a 	+ K. 
1 1 1 	 C4 cq 1 
The right hand side of this equation can be calculated for real events, 
and the left hand side for Monte Carlo events. Hence for each photo-
tube, the same cut could be applied to the Monte Carlo as for the real 
data. In practice it was found that the tubes which imposed a serious 
cut were those at the negative y end of the middle and bottom elements 
of Jl. 
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In order to reduce the statistical error on the acceptance, it was 
* 
necessary to have a large number of accepted events in each cos 0 bin, 
and hence to generate an even larger number of events at each momentum. 
To this end, some considerable effort was made to ensure that the Monte 
Carlo tracking algorithm was made as fast as - possible to save computer 
time, e.g. in finding the optimum step length for tracking. Time was 
• also saved by rejecting unacceptable events as quickly as possible, e.g. 
by tracking the pion first to check that C7 was hit - if not there was 
• 	no need to go any further. Another way in which computer time was saved 
* 
was by not generating events in regions of cos 0 and 0 where it was 
known that no events could be accepted, as already discussed. 
Again in order to speed up the process, the following factors were 
ignored: 
Beam attenuation - the target (very small effect - only 15• cm. 
of hydrogen) 
Energy Loss and scattering in spark chambers (again very small effects 
on acceptance calculation, but taken into account in the software accep-
tance calculation, see 5.7.2). 
The geometrical acceptances at 1.37 and 2.48 GeV/c are shown in 
Figures 22 and 23. It can be seen that the upper acceptance limit 
* 
in cos 0 increases with momentum, and that the mean acceptance remains 
approximately constant with momentum. 
Geometrical Acceptance Errors 
Possible sources of error in the geometrical acceptance calculation, 
apart from purely statistical errors, were: 
errors in counter positions (C6, C7, and Jl). 
incorrect beam parameterisation. 
errors in magnetic field. 
Of these, the positions of C6 and C7 were likely to be the major 
sources of error. These counters were put in the Monte Carlo program 
in positions which agreed both with survey information, and with positions 
found by using real data to 'x-ray' the counters. Although the positional 
errors were small (t ± mm in the z position) the acceptance was sen-
sitive to such a change (since C6 was only 20 cm in height).. Also the 
approximation was made that the regions of C6 and C7 at the front of the 
target were perfectly cylindrical. If this had been important, however, 
it would have shown up as a distortion of the plots of real data tracked 
onto the perfect cylinder. Other factors which affected the effective 
sizes of these counters were the thickness of the counters ( 2mm.) which 
increase the effective size for angled tracks, and overlap with the veto 
counters A3 and A4 which decreased the effective size of C7. This second 
effect was found to be important, effectively reducing the height of C7 
by 2 mm. 
The acceptance was also sensitive to beam parameterisation. The 
beam distributions at the target (in y, z, y', z') were those propagated' 
from the MWPC's and chopped by the circular trigger counter Co. How-
ever the distributions at the MWPC's were not well approximated to by 
gaussians. This was simulated in the acceptance calculation by choosing 
gaussian distributions rather wider than the true MWPC distributions, 
propagating them through the field, applying the cuts imposed by CO 
and using the resulting distributions within the target. 
Field errors were much less important since the same field map was 
used for the geometrical fitting of the real data, and the inverse process 
of tracking through the field for the Monte Carlo. 
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Self Consistency Checking 
Since the Ji hososcope was divided into 3 separate elements, it 
was possible to calculate geometrical acceptances for the separate 
elements. Thus a self-consistency check could be made on the analysis 
procedure by calculating cross-sections for the separate elements. 
In this way a check could be made on factors, such as time-of-flight 
corrections discussed in the previous section, which were different 
for each element, since of course the differential cross sections 
derived from each element should agree. This comparison also showed, 
by study of the overall normalisations, whether the positions and 
effective sizes of the trigger counters in the Monte Carlo were correct. 
This was especially important in the case of the positions of the C6 
and C7 counters. Such a study also showed whether the beam paranetrisa-
tion used in the Monte Carlo was adequate. 
The differential cross sections for the three elements at 1.715 
GeV/c are shown in Figures 25, 26 and 27. 
The overall normalisations are seen to agree, although the bottom 
element has a slightly lower normalisation than the other two by 
"10%. 
This is the element with the lowest statistics however ("i 15% of 
the total data), and so this small effect was ignored. The most likely 
cause of this effect was a discrepancy between the real and Monte Carlo 
beam distributions. It was less likely to be due to incorrect 
positioning of C6 or C7 in the Monte Carlo. The dimensions of these 
counters were well known, as were the positions in x and y, and hence 
any Inispositioning in z would have to increase the acceptance for the 
top element as well as depressing that for the bottom element, and this 
is seen not to be the case. 
The backward peak in the angular distribution in the middle element 
is not seen in the other two elements since in the extreme backward 
region the proton track was confined to the middle element by the con-
straint on the azimuthal angle imposed by the C6 counter. 
5.7.2 Software Acc eptance 
In order to correct for losses and distortions in the analysis chain, 
a Monte Carlo solution was again adopted. That is to say, events were 
* 
randomly generated in cos 0 and azimuthalAand tracked out through the 
field as before. Then realistic errors were applied to the points where 
the tracks passed through the spark chambers (again this was done in a 
randomised fashion) and this information, now identical in format to 
real data, was passed through the program chain. Thus, by comparing 
the input (generated) angular distribution, and the output ('measured') 
distribution bin-by-bin, a correction factor was calculated and applied 
to the real data to account for losses and distortions due to the soft-
ware chain. Obviously to carry out this procedure in a meaningful way 
the generated Monte Carlo data which is fed into the analysis chain must 
look as much like the real data as possible. For this reason, instead 
of using a flat cos 0*  distribution (as in the previous section), a 
realistic one was used by generating a distribution using the Legendre 
coefficients calculated by Kalmus et alJ 27 . Also to simulate real 
data, the efficiencies of the spark chambers (as a function of position) 
were applied, and points deleted from tracks accordingly (again in the usua 
randomised fashion). The errors which were applied to points were those 
calculated from real data. 
It would have been perfectly possible to perform the geometrical 
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together, as one gets the geometrical acceptance in any case as a by-
product when the events are tracked through the field in the latter 
case. 
This was not done for several reasons, Firstly, the geometrical 
acceptance calculation could be performed at an early stage in the 
program development, before chamber efficiencies-were accurately known, 
or the analysis programs in their finalised forms. It could also be 
performed far more quickly than the combined job, since each event was 
much quicker to process. This was because the tracking in the magnetic 
field could be speeded up by tracking only to the trigger elements, and 
not to each of the spark chambers in turn. Also these events were much 
smaller (in the sense that less magnetic tape was used per event) and 
-•-so a large number could be stored on a single magnetic tape. 
Thus Monte Carlo events generated with a realistic differential 
cross section were: 
Tested to see if the trigger was satisfied, as in the previous 
section. 
Had realistic errors (in spark positions) and efficiencies (for 
spark chambers) applied to them. 
C) Passed through the track finding and geometry processors in the 
same way as real data. 
d) 	Passed through the vertex finding algorithm, and missing mass 
squared selection algorithm in the same way as real data, and the 
scattering angle (cos 0*)  calculated. 
Thus a correction for th 
simply by taking the ratio of 
* 
with the 'generated' cos 0 
fied the trigger in part a). 
This software efficiency 
effects of the software chain was obtained 
this 'measured' cos 0* distribution, 
distribution for the events which satis- 
is shown in Figure 24 for Monte Carlo events 
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at 1.37 GeV/c. At each of the 6 momenta presented here, this correction 
was calculated on the basis of 60,000 generated events. 
As can be seen from Figure 24, this software acceptance factor is 
flat over the majority of the angular range, with a value of approx. 
85%. In the extreme backward region, however, this drops to around 
65% in the last bin in which we have data. This drop is due to the 
effect of the beam track filter (discussed in Section 5,3), which, when 
removing sparks in the beam track region also cut out some sparks from 
genuine near-backward elastic scatters. 
The statistical errors on this factor are rather large (approx. 
10%). This is because at this preliminary stage of the data analysis 
it would not have been productive to run more of this Monte Carlo 
(which used a great deal of computer time) to improve the statistical 
precision, since it was very likely that this would have to be run 
again as the analysis programs developed and improved. This has in-
evitably limited the precision of the differential cross sections 
presented in the following chapter. 
However even with these rather artificially large errors, the 
precision is still as good as that of existing data, as will be shown 
in Chapter 6. 
5.8 CALCULATION OF - 
aor 
The calculation of -- from the angular distribution is simply: 
3a 	
N 
- 	 e 
N  x  NT  x A x AQ 
where 
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N 	= 	# events in cos 0*  bin of the angular distribution 
A 	= geometrical acceptance factor for that bin 
= 	# accepted 
# generated 
N 	= 	#beam 1T'S which passed through the target 
= 	# TRIGGERS x 	# BEAM rr' s/TRIGGER 
R3/TRIG (written to tape for each run) 
NT = 	# PROTONS IN TARGET 
= density of liquid H 
2  length of target 
x Avogadro's 
Number. 
This is the basic form of the calculation, without any correction 
- factors. Clearly, however, when performing this calculation we will have 
to apply corrective factors to account for: 
• 	(a) 	Efficiencies. Although chamber efficiencies and software efficiency 
• 	 were taken account of in the acceptance calculation in the previous 
• 	 section-, the efficiencies etc. of the trigger elements must be cor- 
rected for. There also remain two other software related corrections. 
(b) 	Correction to 7r flux for beam contamination etc. These corrections 
are now discussed. 
Trigger Efficiency Corrections 
Our electronic trigger (see Chapter 3) was 
R3.C6.C7 (A3 + A4) .Jl.D.V4 
where R3 = beam signal ( # beam Ir's/event. Average value written to 
tape for each run). 
C6,C7 = counters on either side of target. 
Ji 	downstream hodoscope 
D 	'or' of all downstream Cerenkov phototubes. 
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= beam veto counter in front of Cerenkov 
A3,A4 = veto counters above and below target. 
Thus factors to account for the efficiencies of C6, C7, and Ji are 
required as well as factors for random vetoing by A3, A4, D, and V4. 
C6/C7 efficiency 
These were not directly measured. However the plateau curves of 
these counters both looked good and indicate an efficiency of 
greater than 99% for both. A 1% correction has been estimated. 
Ji efficiency 
R3.Jl/R3 was measured to be 98.1 ± 0.2% at a beam intensity of 
140K/burst. Hence a 2% correction factor has been applied. 
A3 + A4 random veto rate 
This was estimated from the fraction of the beam seen by these 
counters. A3 + A4 saw approximately 35% of (C + A).(C2 + A2). 
At normal data rates this corresponded to 50K/burst, which in turn 
implies a rate of 150 kHz. Since the vetoiIdth was 	20 nsec., 
the random veto rate was 
1.5 x 10 x 2 x 10- 8 	= 	0.6% 
V$ random veto 
This was measured to be < 0.8%. 
Downstream Cerenkov random veto 
This was studied by processing one run which was made with the 
Cerenkov switched out of the trigger. Elastic events were selected 
in both forward and backward directions. The Cerenkov efficiency could 
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then be studied by looking at the fractions of forward elastics 
where the Cerenkov gave a count (of course there always should have 
been a count). The random veto rate was similarly, studied by looking 
at the number of backward elastics which had a count in the Cerenkov 
(where there should not have been a count). This random veto rate 
was found to be 0.9%. The overall Cerenkov efficiency was found to 
be approx. 95%, but of course this figure is unimportant in the 
backward elastic analysis. 
+ Beam Flux Correction Factors 
The beam signal (R3) was effectively 	 Correction 
factors had to be included for: 
e, i contamination at C5 
C5 is the beam Cerenkov. This factor was calculated from the data 
for the pion fraction at C5. Table 5.1 shows the factor applied at 
each momentum. 
p contamination from decays between C5 and C 
C4 is the counter immediately prior to the target. Since the pion 
fraction of R3 varied with the pressure of C5, this contamination 
could be measured directly from R3/Q2 against pressure of C5 
(Q2 = (C + A4).(C2 +A2)). The effect was of the order of 2.5% 
to 3% as shown in Table 5.1. 
ir decay and absorption after C4 
Calculated from the known pion momentum, liquid hydrogen density, 
and mean distance to the interaction vertex. Correction factors 
are shown in Table 5.1. 
Other factors such as that to account for protons in the beam have been 
investigated and found to be negligible. 
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Remaining Software Factors 
Factors which were not accounted for by the Monte Carlo procedure 
of Section 5.7 were: 
Beam Track Finding and Reconstruction 
Since R3 was part of the trigger, a beam track should always have 
been present in every triggered event, and should have been reconstructed 
correctly by the relevant processor. Failure of this to happen caused 
the event to be unanalysable, since the beam momentum and direction were 
unmeasured. For all processed events, the fraction of events where the 
program failed to reconstruct a beam track was between 5% and 6.5%. 
This was mainly due to missing or extra, random sparks in the MWPC's 
causing the program to be unable to find a single unambiguous beam track. 
* 
This loss is clearly uncorrelated with cos 0 	and thus an overall cor- 
rection factor could be applied. 
Outgoing Track Finding 
It may seem that this has already been taken account of by the Monte 
Carlo. However that only corrected for losses of 'good' tracks and 
events. It could not account for events where extra tracks or spurious - 
sparks caused the track finding program to fail. These were in fact the 
main reasons for track finding failures. The only way of measuring 
track finding losses properly was by manually scanning a substantial 
portion of the processed data, and finding the fraction of tracks which 
were good tracks by eye, but had not been found as such by the track 
finding program. The fraction of tracks in this category was found at 
1.4 G.eV/c to be 2.8 ± 0.4%. 	Clearly this is the factor appropriate 
to the backward elastic cross section, since the events were selected 
on the basis of a single track only (the forward proton trackY. This 
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manual scanning of the processed data was performed by a scanner at 
Westfield College. Some small fraction of the above failures clearly 
must be 'good' tracks which fail simply due to defects in the track 
finding program, and not due to any spurious tracks or sparks. However 
this would be a small effect on a number which is already small, and 
which has a relatively large error. Accordingly no attempt has been 
made to take this into account. 
Other Correction Factors 
Other correction factors which have been included, but which at 
this stage in the analysis are less well determined, are: 
(a) 	Secondary Interactions 
If a secondary interaction were to have taken place, the effect on 
the event in question would be: 
either the event will be vetoed by one of the products of the 
secondary interaction, 
or 	the trigger will be satisfied but the event will not be 
identified as an elastic scatter, 
or 	the trigger will be satisfied and the event will still be 
correctly identified as an elastic scatter. 
Since the pion track must travel only as far as the C7 counter to 
satisfy the trigger, and since we do not require to observe it in 
the spark chambers, the effect of secondary interactions of the out-
going r will be extremely small. 
The forward proton track, however, must pass through signifi- 
cantly more of the target material before reaching the trigger 
counter (C6), and must also pass through all of the spark chambers 
before being detected in the Jl hodoscope. Consider a 'typical' 
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event at 1. 75 GeV/c beam momentum.. Such an event would have an outgoing 
proton with momentum 1.78 GeV/c, emerging with a lab. angle of ' 57 
with respect to the x axis. The proton-proton total cross section at 
this momentum is approx. 48 mb. (and in fact varies little throughout our 
momentum range). The probability 6f an interaction will be: 
P = aP2.NA (p is the density of liquid Hydrogen and 
NA is Avogadro's number), 
The effective length of H2 traversed by the proton must be estimated. 
Since all interactions of protons in the target, apart from very small 
elastic scatters would cause the event to be lost, and since the proton 
lab. angle is small, the mean length traversed within the target will be 
half the length of the target, i.e. 75 mm. 
Proton interactions in the spark chambers must also be corrected for. 
The liquid hydrogen equivalent of each chamber is approx. 5 mm. Thus the 
cylindrical chambers were equivalent to 35 mm., and the flat chambers to 
approx. 40 mm. However provided that there were sufficient points on 
the track before the interaction (for the track finding and geometry 
programs to succeed), and that one of the interaction products was pro-
jected in the forward direction (into Ji), then the event would still be 
reconstructed correctly. Thus the assumption was made that any inter-
action in the cylindrical chambers would cause the event to be lost, 
while only inelastic events in the flat chambers would cause the event 
to be lost. At these momenta the inelastic cross section is approx. 
half of the total, so the effective length in the flat chambers is 
reduced to 20 mm. 
Thus the total effective length is 75 + 35 + 20 = 130 mm, Hence 
P = 48 x 10 27  x 13 x 6.022  x 0.07065 x 1o23 
= 	2.65% 
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Since this calculation was likely to be an overestimate of the loss, 
since not all secondary interactions would necessarily cause the event 
to be lost, and since there were several assumptions made, the figure 
used for a correction factor was 2% ± 1%. 
(b) Number of Protons in Target 
The uncorrected value for this was calculated simply from the known 
density of liquid hydrogen, and assuming complete target illumination 
by the beam. However if the Y vs. Z' position of vertices of elastic 
events is considered (see Figure 28), it can be seen that there is some 
depopulation of events in the topmost region of the target (target radius 
was 12.5 nun.). The precise cause of this is uncertain. It may be due to 
a.bubble of hydrogen gas trapped in the target, or due to non-uniform 
V 
 target illumination. However the effect of either of these is the same, 
i.e. to reduce the effective number of proton scattering centres in the 
target. A factor to account for this has been estimated at 3%  




	It can be seen that most of these vary very little with momentum, and give 
an overall factor of ".. 28% in each case. 
V 	There is clearly an error associated with each of these factors, 
which contributes to the total systematic error in the overall normalisa-
tion. In total these effects contribute "S' 5% to the normalisation error. 
This has been included in the errors quoted on the data in Chapter 6. 
TABLE 5.1 
Correction Factors 
1.38 1.62 1.715 1.87 2.10 2.48 Error 
CeV/c 
C6/C7 Efficiency 1.02 1.02 1.02 1.02 1.02 1.02 ± .002 
Ji Efficiency 1.02 1.02 1.02 1.02 1.02 1.02 .002 
A3/A4 Random Veto 1.006 1.006 1.006 1.006 1.006 1.006 .002 
V4 	Random Veto 1.008 1.008 1.008 1.008 1,008 1.009 .002 
C 	Random Veto 1.009 1.009 1.009 1.009 1.009 1.009 .01 
e/p Contam. at C5 1.03 1.025 1.018 1.04 1.051 1.028 .01 
Decays before C 1.03 1.028 1.027 1.026 1.025 1.024 .01 
Decays after 	C4 1.019 1.017 1.015 1.015 1.014 1.015 .01 
Beam Failures 1.059 1.05 1.05 1.055 1.06 1.06 .005 
Track Finding Efficiency 1.043 1.035 1.028 1.028 1.028 1.028 .004 
Effective Target Density 1.03 1.03 1.03 1.03 1.03 1.03 .01 







In this chapter the differential cross sections at the six momenta 
which have been analysed are presented and compared with data sets from 
previous experiments, and also with the results of recent partial wave 
analyses which use as input the world uN data. 
The six momenta which have been analysed have central momenta 1.37, 
1.62, 1.715, 1.87, 2.10 and 2.48 GeV/c. The number of events in the 
angular distribution and the angular range at each momentum are shown in 
Table 6.1. 
TABLE 6.1 
Numbers of Events Analysed and in Angular Distributions 
Central Events Events in cos 
* 
0 Range 
Momentum Analysed Ang. Dist. 
1.37 404297 109790 -0.97 -0.17 
1.62 364293 70889 -0.97 - -0.17 
1.715 305595 50302 -0.97 - -0.07 
1.87 304222 31202 -0.97 -' -0.03 
2.10 396640 18927 -0.97 + -0.01 
2.48 383107 13026 -0.95 -' 0.11 
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6.2 PREVIOUS EXPERIMENTAL DATA 
Before presenting the results of this experiment, the status of the 
existing data in this channel should first be considered. It is one which 
has been studied extensively since the first particle accelerators became 
available, and with increasing precision as techniques have developed. 
In the 1960's the most reliable experiments were those using bubble 
chambers, whereas those performed in the 1970's were in general counter 
experiments. The latter, of course, have greatly increased statistics, 
but on the other hand often suffer from large systematic uncertainties. 
Previous experiments with data in this channel, and in the backward 
direction, which can be compared with out data, are: 
Abe et al. (25)  
A counter experiment performed at the Argonne ZGS. In this experi-
ment, particles scattered from the hydrogen target were detected by two 
banks of spark chambers. Event selection was performed solely by corre-
lation of the scattering angles of the two tracks - the momenta of the 
particles were not measured. The centre of mass scattering angles were 
calculated for both tracks. The difference, iSO, was then close to zero 
for elastic events. The 'true' number of elastic events was then deter-
mined by subtracting, from this peak, fitted values for the background 
and incorrectly interpreted events. 
The incident ir momentum was 1.2 GeV/c to 2.3 GeV/c, and the data 
* 
covers the range 0.9 > cos 0 > -0.9, with typically 50,000 events at 
each of 16 momenta. 
Due to the high statistics obtained in this experiment, and since 
* 
they cover a very wide range of cos 0 	it has tended to dominate the 
partial wave analyses. 
The layout of this experiment is shown in Figure 29. 
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Bardsley et al. (28)  
This was a counter experiment performed at the NIMROD proton 
synchrotron. The momentum range was 0.4 GeV/c to 2.15 GeV/c. Data 
was collected at 51 momenta in this range, with approximately 15,000 
elastic events at each momentum. A spectrometer magnet provided 
momentum analysis needed to identify elastic events near the forward 
- and backward directions, while both outgoing tracks were detected 
for events at intermediate angles. Their data was presented at the 
Oxford Baryon Conference in 1976, but was described as being pre-
liminary. 
It was also used in the thesis of A. Macpherson (29) but-again 
the results were said to be not finalised. 
The data used here for comparison with our data is also not 
• final, and is the same as has been used by the CNIJ-LBL group in their 
partial wave analysis. Thus it is possible that their final results 
will not be the same as used here, particularly with regard to the 
------ overall normalisation. 	 - 
• 	 The layout of this experiment, in correlation and spectrometer 
- 	modes is shown in Figure 30. 
Ott et al. (26)  
- - 
	 This was a counter experiment performed at the Berkeley Bevatron. 
- - The detection method was a double arm telescope of scintillation 
counters measuring angle-angle correlation of the 2 outgoing particles. 
The time-of-flight between the 2 detectedi particles was also measured, 
and aided in elimination of background. Also due to the positioning 
of the phototubes in each arm a crude coplanarity could be imposed on 
the trigger. 
They collected data at 16 momenta between 1.25 GeV/c and 2 GeV/c 
-112- 
with a % momentum bite. Their statistics are comparable with those of 
* 
Abe et al., and the angular range covered is -0.47 to -0.97 in cos 0 
Comparisons of the data from this experiment with previous data sets 
show large inconsistencies in overall normalisation, however. The main 
difficulty quoted by the authors to which this may be attributed is that 
of separating the pion beam from the residual protons left after the 
primary target. As this separation was performed by time-of-flight, 
it would be expected that this would cause more of a problem at the 	-. 
upper end of their momentum range rather than the lower end. 	 - 
Kalmus et al. (27)  
This was a bubble chamber experiment performed at the Bevatron. 
It covered 8 momenta between 1.28 and 1.84 GeV/c, with a total of 
* 
65,000 events. The angular range covered was -1.0 < cos 0 < 0.98. 
Althouh this is a somewhat old (published in 1971) experiment, with 
somewhat limited statistics by current standards, it is worthwhile 
to compare out data with theirs since it is less difficult to cal- 
culate the normalisation and acceptance in a bubble chamber than in a 
counter experiment. Hence, although their statistical errors are large, 
one would expect the systematic error to be relatively small. 
Jenkins et al. (32)  
This is a very recent experiment performed at the -Argonne ZGS. 
Elastic irp data was taken between 2 and 6.3 GeV/c along with rip 
and pp data. This experiment was limited to data at wide scattering 
angle (in the lab.) and thus the cos 0*  range was from -0.3 to +0.4. 
Selection of elastic events was by detection of both outgoing 
tracks in banks of proportional wire chamb-ersS application of coplanarity 
constraints. As in the experiment of Abe et al., the centre of mass 
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scattering angles for each track were calculated separately and the 
difference constrained to be close to zero for elastic scattered events. 
The overlap with our experiment, both in terms of momentum and 
* 
cos 0 range is rather limited. However it is the only experiment 
between 2.1 and 2.5 GeV/c which our data can be compared with. 
Other recent experiments with data in our momentum range and 
angular range which are not considered here are: 
Aibrow et al. ( 30 )  
This is a CERN (PS) experiment with momentum range 0.82 GeV/c to 
2.74 GeV/c. They, however, normalise their differential cross sections 
to other experiments, and hence the only meaningful comparison would be 
with regard to the shapes of the distributions and not their absolute 
values. 
Buzsa et al. ( 3 1)  
This is a 1969 NIMROD counter experiment. The errors quoted are 
rather large (of the order of those of the Kalmus bubble chamber ex-
periment). 
6.3 PARTIAL WAVE ANALYSES 
As discussed in Chapter 1, the most up to date partial wave analyses 
of the nN scattering data are those by the CMLJ-LBL collaboration (8)  and 
by the Karlsruhe-Helsixiki group (9) Both of these analyses use as 
input data from all the experiments described in the previous section, 
except that the Karlsruhe-Helsinki solution available to us did not use 
the data of Bardsley et al. 
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The I =- resonances identified by these analyses in the energy 
range of this experiment are shown in Table 6.2. As can be seen the 
solutions agree fairly well in the resonances seen although there are 
some discrepancies, particularly in the central values of the masses 
(e. g. the P 33 state). Also many states remain to be verified, par -
ticularly those in the one star category. The CMU-LBL solution was 
restricted to masses less than 2.2. GeV/c 2 . Data from this experiment 
should enable that group to extend their range to, and so verify the 
one star states seenby the Karlsruhe-Helsinki group between 2.2 and 
2.4 GeV/c2 . 
Both of these groups have, of course, had to deal with the problems 
of data amalgamation. The problems arise mainly from differing noruiali-
sations between experiments, and systematic shifts in beam momentum. 
The CMU-LBL group in particular have shifted the momenta quoted by. 
experiments in order to achieve a good fit. 
Another approach to the problem of how-to deal with amalgamation 
of data where the systematic -: errors are larger than the statistical 
(13) 
errors is that discussed by D. Chew 	. This method was Barrelet 
momenta to make the best fit to the irp elastic data at 1.77 GeV/c. 
However sophisticated the method of fit used, however, all these 
groups have little alternative but to rely heavily on the Abe data 
in the backward region, since this was the only high statistics ex-
periment (with finalised results) covering the whole angular range. 
* 
This is especially the case forward of cos 0 = -0.5 where there 
were no other high statistics experiments. Then in the region back-
ward of -0.5, they tend, in some sense, to average the data of Ott 
and Abe, since the statistical errors quoted by Ott are comparable 
with those of Abe. However at 1.71 GeV/c, for example, the data of 
Ott are significantly lower than those of Abe. Thus this sort of 
TABLE 6.2 
	
i = 	RESONANCES (1.88 to 2.37 GeV/c 2 ) 




















1868 ± 10 
1888 ± 20 
1901 ± 15 
1905 ± 20 
1908 ± 30 
1913 ± 8 
2215 ± 60 
2217 ± 80 
2305 j:  26 
220 ± 80 
280 ± 50 
195 ± 60 
260 ± 20 
140 ± 40 
224 ± 10 
400 ± 100 
300 ± 100 
300 100 
1960 ± 80 
1920 ± 50 
1930 ± 20 
1920 ± 30 
1850 ± 35 




280± 90 3 
340± 80 4 
130± 40 1 


















procedure would seem to be likely to distort the shape of the distribution. 
6.4 PLOTS OF 
30 
Plots of 	for this experiment (RNS) and comparisons with other 
experiments and analyses are shown in Figures 33 to 38. 
Clearly other experiments do not necessarily have data at the same 
momenta as this experiment. Thus to make meaningful comparisons, their 
data have been linearly interpolated to our central momenta. This is 
especially necessary where the differential cross section varies rapidly 
(below 1.75 GeV/c). The Karl sruhe-Helsinki 	have also been inter- 
polated from the values available to us 
(33)  which were for momenta from 
1.3 to 2.5 GeV/c at 50 MeV intervals. It was not necessary to perform 
any such iteration for the CMIJ-LBL plots since their momentum spacing 
was sufficiently close throughout the range. The momenta used in the 
CMU-LBL plots are shown in parenthesis on the plot headings. 
This linear interpolation procedure clearly introduced some un-
certainty. The magnitude of this effect could be estimated by studying 
the way in which the integrated cross section (over the limited range 
* 
-0.8 cos 0 < -0.2) varied with momentum. For a given experiment 
(e.g. Bardsley et al. - see Fig. 31) an estimate of the linear inter-
polation error can be obtained by comparing each point with the value 
found from interpolation between the points on either side. This yields 
an r,m,s. error of 2, which is also the figure obtained from the Abe 
data. Such an effect is small compared with the statistical errors on 
their data as well as the uncertainty in our normalisation (see Section 
5.8). 
For the momenta up to 1.87 CeV/c inclusive our data is compared 
FIGURE '33 
Data at 1.37 GeV/c. Comparisons with the data of Abe et 
al., Kalnius et al., Ott et al. and Bardsley et al., and 
with the cMU-LBL and Helsinki-Karlsruhe partial wave 
analyses. 
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with that of Abe, Kalmus, Ott, and Bardsley and also both analyses. At. 
2.10 GeV/c only the data of Abe and Bardsley and the Karlsruhe-Helsinki 
aiIa1sis is compared with out data Finally at 2.48 GeV/c the data is 
compared with the Karlsruhe-Helsinki analysis (over t &f our 
range) and the data of Jenkins in the region where the experiments 
overlap. 
In each figure the data points of this experiment are shown as solid 
squares, the other experiments as open symbols, and the analyses as 
points. 
At 1.37 CeV/c (see Figure 33), it can be seen that our data are in 
good agreement with that of Kalmus and Bardsley, although we are slightly 
* 
lower (by approx. 10%) in the extreme backward peak (i.e. cos 0 = -0.9. 
* 
Considering the integrated cross section between cos 0 = -0.8 and 
cos O = -0.2 (see Table 6.3) we agree to better than 2% with both 
these experiments. In comparison with the data of Abe,: however, we are 
7% lower than them over the same range. The disagreement with the Ott 
data is even greater, where our data are lower than theirs by approx. 
23% throughout their range. 
In comparison with the partial wave analyses, we again agree in 
the shape of the cross section, with agreement in the integrated cross 
section (between the same limits as above) to better than 2% for the 
H-K analysis, but to only 9% with the NU-LBL analysis. However there 
are some detailed differences in shape. At the upper end of our angular 
range (between cos 0* = -0.3 and -0.2) our cross section does not 
fall off as rapidly as the others. This may be due to the fact that 
the time-of-flight losses, discussed in the previous chapter, were 
not correctly compensated for at this momentum. This lowest momentum 
is of course that at which the losses are greatest since the time-of-
flight to the hodoscope is at its greatest. Notice however that the 
errors quoted on the points in this region are larger than the others, 
-118- 
due to the greater uncertainty in the time-of-flight weight. 
In the extreme backward region we are significantly lower than the 
110G 	THE bIQp1r4T 
analyses by as much as 20%,A with the experimental data 
is less pronounced (the Abe data do not extend into this 
region). 
A possible explanation for discrepancies in overall normalisation 
might have been error in central beam momentum determination (either in 
this experiment or the others). To make our normalisation agree with 
the Abe data (i.e. to increase our cross section by 7%) would require 
a shift in momentum of approx. 25 MeV/c. We believe, however, that the 
beam momentum was known to better than 10 NeV/c (% field error - see 
Fig. 11 , together with% sagitta error). Since, in addition, we are 
in good agreement with the data of Kalmus and Bardsley, it thus seems 
likely that it was the Abe data which suffered from normalisation or 
momentum problems. An alternative explanation, that the cross sections 
of the other experiments were shifted due to errors caused by linear 
interpolation between their momenta, have already been shown to be in-
adequate since such shifts were calculated to be only of the order of 2%. 
The discrepancy in the backward peak is very unlikely to be due to 
a momentum problem, since an increase of 10% in this region to force 
agreement with Kalmus or Bardsley could imply a 50 MeV/c shift in 
momentum. This would clearly destroy the good agreement over the rest 
of the angular range. 
At 1.62 CeV/c (see Figure 34) 9 we are again in quite good agree-
ment with the Kalmus and Bardsley data, the difference in normalisation 
(-0,8 < cos 0 < -0.2) being 6% and 8% respectively. The disagreement 
in normalisation with the Abe data is also 8% (i.e. similar to the dif 
ference at 1.37 GeV/c). The agreement with the Ott data is again poor 
(20% difference). Somewhat surprisingly, the level of disagreement 
FIGURE 34 
	
• • 	Data at 1.62 GeV/c. Comparison with the data of Abe 
et al., Kalmus et al., Ott et al., and Bardsley et al., 
• •-: 	 and with the MtJ-LBL and Helsinki-Karlsruhe partial 
wave analyses. 
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FIGURE 35 
Data at 1.715 GeV/c. Comparison with the data of 
Abe et al., Kalmus et al., Ott et al., and Bardsley 
et al., and with the CMtJ-LBL and Helsinki-Karlsruhe 
partial wave analyses. 
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with the analyses is greater than that with the experimental data (on 
which the analyses are based). The disagreement with the K-H analysis 
is 16% and that with the cMEJ-LBL analysis is 17%. The reason for the 
analyses being " 8% higher than all the experiments (except Ott) is not 
clear. It may be due to information from other channels, or to problems 
in data amalgamation, but it is clear that at this momentum, he analyses 
are not particularly good fits to the data. 
At this momentum there are no noticeable problems in the extreme 
* 
backward peak, or in the region around cos 0 = -0.2 whe)e time-of- 
flight problems would be noticeable. 
Our data are, however, consistently lower than all the other ex-
periments by n. 7%. For this to be due entirely to miscalculation of 
momentum, would imply a shift in momentum of approx. 25 MeV, which is 
significantly greater than 10% MeV which we believe to be the error on 
the-beam momentum. 
At 1.715 GeV/c (Figure (35)), there is considerable disagreement 
between previous experimental data. The agreement between our data 
and the Bardsley data is again good, with agreement in normalisation 
* 
to approx. 4% (-0.8 < cos0 < -0.2). 	The agreement with the Kalmus 
data is also good, although in this case the difference in normalisa-
tion is ' 8%. 
At this momentum, the agreement with the Ott data is good, with 
* 
our normalisation approx. 7%. higher than theirs between cos 0 = -0.9 
and -0.6. The agreement with the Abe data is not good however. Although 
the shape of the distribution is similar, we disagree in normalisation 
by 24% (-0.8 < cos 0 *< -0.2). 
Since the partial wave analyses closely follow the Abe data, we 
also disagree with them by a similar amount. The difference in 
normalisation with the K-H analysis is 21%, and that with the MtJ-LBL 
analysis is 30%. 
There is some evidence that we have some time-of-flight problems 
at this momentum, since the last 5 bins (around cos 0*  =-O.l) seem to 
be rather higher than they should be (by 10 + 15%). 
At 1.87 GeV/c (Figure (36)) we have the best agreement with existing 
experiments and analyses of the six analysed momenta. The agreement 
with the Kalmus and Bardsley data is impressive. We are approximately 
7% higher in normalisation than the Kalmus data, and 4% higher than the 
Bardsley data [in contrast to the previous momenta where we have been 
consistently lower than their values]. The agreement with the Abe 
data is not as good, however, with our normalisation some 18% lower 
than theirs [i.e. less serious than at the previous momentum]. 	The 
agreement with the Ott normalisation is not good, with their data some 
30% lower than ours throughout their range. This momentum, however, is 
at the extreme limit of their range. 
The agreement with the analyses is excellent, with agreement in 
normalisation to% with the K-H analysis, and to 6% with the CNTJ-LBL 
analysis. Thus at this momentum, unlike previous momenta, the 
analyses are very much closer to the Kalmus and Bardsley data than 
to that of Abe. 
There is no evidence at this momentum of any time-of-flight problems. 
At 2.10 GeV/c (Figure (37)), we compare with the Abe and Bardsley data 
only. We disagree quite strongly with both of these in normalisation. 
We are approximately 40% lower than the Abe data throughout our range, 
although the shape agrees reasonably well. The disagreement with the 
Bardsley data is not so severe ("C. 18%), and again the shape agrees 
quite well, although the errors on the Bardsley data points are large. 
This momentum is beyond the range of the CMtJ-LBL analysis; how- 
ever we can compare with the H-K values. Here we disagree in normalisa- 
tion by about the same factor as for the Bardsley data, and also disagree 
FIGURE 36 
Data at 1.87 GeV/c. Comparison with the data of 
Abe et al., Kalmus et al. Ott et al., and Bardsley 
et al., and with the NtJ-LBL and Helsinki-Karlsruhe 
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somewhat in shape. We see no evidence for any peak in the extreme 
backward direction. The Bards lay data also show no evidence for such 
a peak, and the Abe data do not cover this angular region. Thus it 
would appear that the analysis is in disagreement with the data available. 
Again at this momentum there is no evidence of any distortion due 
to time-of-flight corrections. At 2.48 GeV/c(Figure (38)) the only 
* 
comparison which can be made which covers our complete cos 0 range 
is with the H-K partial wave analysis. Over the restricted range of 
* 
-0.15 < cos 0 < 0.1 we can compare our data with that of-Jenkins et 
) al 32 . Figure 	shows our differential cross section together with 
that of the partial wave analysis. We agree with the analysis re-
garding the peaks at the extreme backward and forward parts of the dis-
tribution. However we see a peak at cos 0 = -0.75 whereas the analysis 
* 
shows this peak at -0.65. Also in our case the dip at cos 0 	-0.2 
is rather deeper than that seen in the analysis. 
It must again be noted, however, that previous data in the back-
ward region around this momentum is sparse, and that the analysis must 
to alarge extent have relied on data in other channels and on dis-
persion relation input. 
* 
Figure 38 shows our data above cos 0 = -0.4 together with the data 
of Jenkins and the H.K. analysis. The agreement with Jenkins is im-
pressive, although over a restricted range. Both sets 'of data are 
consistent with the interpretation that the analysis is approx. 15% 
too high over the - 	
*
0.3 < cos 0 < 0.3 range. 
Comparisons of our integrated cross sections with those of the 
Abe and Bardsley experiments, and with the CMEJ-LBL and Helsinki-Karlsrühe 
analyses are shown in Figures (31) and (32). As has been clear from the 
discussion of the differential cross section plots, we are consistently 
lower than the Abe data, but much more consistent with the Bardsley data. 
Integrated Cross Sections (-0.8 < cos 0 < -0.2) 
1.37 GeV/c 	1.62 CeV/c 	1.715 CeV/c 	1.87 CeV/c 	2.10 CeV/c 	2.48 GeV/c 
RMS 27.91 17.66 11.75 7.72 2.37 	 1.09 
Bardsley 28.0 19.1 12.3 7.14 2.89 
Kalmus 27.4 18.75 12.75 7.41 
Abe 29.9 19.1 14.6 9.33 4.06 
K - H PWA 28.35 20.55 14.32 7.73 3.34 	 1.24 
CMU-LBL PWA 30.4 20.8 16.0 8.28 
(To convert the above figure to units of millibarns, multiply by a factor of 0.2 x 2ir) 
.1 
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In comparison with the analyses, it can be seen that we are rather 
closer to the points of the Helsinki-Karlsruhe analyses than to those 
of the CNU-LBL group. It is perhaps surprising that there are such 
large discrepancies between the analyses, especially in the 1.4 GeV/c 




In this chapter I discuss the conclusions which can be drawn from 
the results presented in the previous chapter, and outline the direction 
of possible future work. 
This data is clearly an important contribution to the world data in 
this channel purely in terms of the volume of data collected, as well as 
in terms of resolution of conflict between previous experiments and 
analyses. 
At the lower momenta (up to 1.87 GeV/c) in our range where we agree 
well with the Bardsley data in normalisation, there is definite dis-
agreement with the Abe data in normalisation by a factor of greater than 
10%, as shown in Figure 31. However, as can be seen from that figure 
and Figure 32, this is the data relied upon by the partial wave analyses 
for their normalisation, especially below approx. 1.9 GeV/c. 
There are several possible explanations for the data of Abe having 
a different normalisation to that of the other experiments. The tech-
nique they used to select events Is similar to that of Bardsley (C-mode) 
and Jenkins, using the fact that the angles of the outgoing tracks are 
correlated by elastic kinematics. 
Firstly in their experiment they were unable to measure accurately 
the trajectory of the incoming beam particle since they had no more 
chambers in the beam (see Figure 29), and were thus unable to constrain 
the tracks to come from a single vertex (as was done in the Bardsley 
experiment and in this experiment) thus increasing their background. 
Secondly, after applying a loose coplanarity constraint, they then 
* 
fitted separately to Ae distribution for each cos 0 bin [o is the 
difference between the measured angle of a track and the angle calculated 
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from elastic kinematics assuming that the other track was either a pion 
or a proton]. To do this they use two gaussians (one for the real peak 
and one for the wrong particle assumption) and assume a flat background. 
* 
This was done for each cos G bin, although many of these bins had poor 
statistics (i.e. a few hundred events). Also it is not clear that the 
background should be flat. 
In our experiment no such fitting was done. The only assumptions 
in the background subtraction were that 
The background under the missing mass squared peak was linear. 
The angular distribution of background events in the wings of the 
missing mass squared distribution was the same as that for those in the 
- peak. 
Thus no fitting errors due to poor statistics or overlapping gaussians 
were introduced by this subtraction method. 
In the experiment of Jenkins et al., the problem of the two peaks 
in the AO distribution (i.e. kinematically ambiguous events) was par-
tially resolved by using a Cerenkov counter in each arm of their 
magnetless 'spectrometer'. Their background subtraction was performed 
using the coplanarity, rather than the Ae distribution, and performing 
that fit for large f groups rather than for each bin (thus improving 
statistical accuracy of the fit). 
In the Bardsley experiment the apparatus was used in two modes. 
In the C-mode (see Figure 30) the event selection was performed by 
vertex cut followed by AO cut. The background under the Ae peak 
was quoted as approx. 1% and was removed by assuming linearity as in 
our experiment. In the spectrometer mode (used for e 	250) the 
LAB 
selection was performed by calculating the difference between the measured 
- -_ momentum and that calculated from elastic kinematics for the single 
outgoing track in the spectrometer. The background was again removed by 
assuming linearity. 
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At our higher momenta (2.10 and 2.48 eYJc) the contribution made by 
our data Is- even greater in statistical tar.-, due to the relatively 
poor quality of existing data. At 2.10 GeY]c we are in disagreement 
with both Abe and Rardsley in normalisation, although the shape of the 
distributions agree (though. we do not sea the backward peak present in 
the U-K analysis). However this thornentum was at the extreme limit of 
Abe's range, and thus it is possible that their problems -may have been 
more acute here.. The Bardsley data on the. other hand are quoted with 
very large errors indeed (of the order of 25%). and so it is perhaps not 
meaningful to consider dIfference.s in normalisation which are of the 
same order. 
At 2.48 GeVic we can compare- our data with Jenkins as well as the 
U-K analysis. Although the agreement with Jenkins is good in terms of 
normalisation, there are significant differences in structure with the 
H-K analysis. Given the lack of existing data, however, the level of 
agreement between our data and the analysis must be considered a triumph 
for the analysts. 
Very recently the MIJ-LBL group c34), have attempted to extend 
their .momentum range from 2.0 to, 2.5 GeVic (i.e. 2.16 to 2.37 GeV in 
the centre of mass). In that range they quote a number of possible 
multiple. resonances, but at the same time- state that more data is required 
in this momentum range to' confirm their status. The possible I -= 3J2 
states which they quote as possibilities are F35 (2200), P37 (2300), 
S31 (2180) and G37 (2200), The:,-.' quality they assign to these states 
(17) 
is either one or two stars (in the PDG sense 	). The Helsinki- 
Karlsruhe group had already (in 1978) extended their range to 10 GeV/c, 
and have recently reported a re-analysis of the 2 to 10 GeV/c region (35) 
using the Jenkins data. In this mass region they quote the following 
. states: G37 (2215 ± 60), H39 (2217 ± 80), and D35 (2305 ± 26). 
Thus they appear to agree with the CMtJ-LBL group in the case of the G37 
state only. Our data between 2.0 and 2.5 GeV/c should go some way to 
to resolve the disagreements between the analyses. 
Thus, finally, the six momenta presented here show that this 
experiment makes a considerable addition to the world data in this 
channel. At momenta below 2 GeV/c this experiment can help to resolve 
differences between existing experimental data, particularly in terms 
of normalisation. The experiment heavily relied upon by the partial 
wave analyses for their normalisation (Abe et al.), is shown to be 
significantly higher than this experiment in this momentum region, 
as well as other experiments (Kalmus:and Bardsley). Above 2 GeV/c, 
where existing data is sparse (especially in the extreme backward 
- direction) the data from this experiment can make an even greater 
contribution in helping to resolve the somewhat uncertain status of 
the resonances in this region. 
Hence it is important that the analysis of the 20 remaining 
momenta, for which data were collected, should proceed with all haste. 
Concerning the six momenta for which results are presented here, it 
would be possible to reduce the statistical errors due to the acceptance 
Monte Carlo although at considerable cost in terms of computer time. 
Also further study of certain of the normalisation factors would help 
to reduce the systematic errors, although it is probably impossible to 
reduce the normalisation errors to less than 5%. 
The good quality of the data presented hare also lends confidence 
to the belief that the data on the KZ channel, which is presently 
being analysed, will also be of such quality, and make a considerable 
contribution to our understanding of this important reaction. 
When data from more of the momenta have been analysed, it will be 
possible to perform a more quantitative study of the differences in 
structure between our data and, for example, the CMtJ-LBL partial wave 
- analysis. This could be done by using the errors from both to construct 
a x 2 at each momenta. The analysis:ofithe momenta around the peak 
in the cross section (1.4 -*1.5 GeV/c) should also help to confirm our 
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beam momentum calibration, since any error in this would cause the 
position of the peak to be shifted. 
On a longer time scale, it will be extremely interesting to see 
the results of the analyses when they have included the data from this 
experiment. It is to be hoped that this will enable stronger statements 
to be made concerning the existence and masses of the resonances in 
this channel (as the analysis of the KI data will be able to do for 
that channel). This in turn would enable more rigorous tests to be 
made of models of hadron structure, and so ultimately increase our under -
standing of the forces between quarks. 
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