Abstract: If we can operationalize corpus frequency in multiple ways, using absolute values and proportional values, which of them is more closely connected with the behaviour of language users? In this contribution, we examine overabundant cells in morphological paradigms, and look at the contribution that frequency of occurrence can make to understanding the choices speakers make due to this richness. We look at ways of operationalizing the term frequency in data from corpora and native speakers: the proportional frequency of forms (i. e. percentage of time that a variant is found in corpus data considered as a proportion of all variants) and several interpretations of absolute frequency (i. e. the raw frequency of variants in data from the same corpus). Working with data from unmotivated morphological variation in Czech case forms, we show that different instantiations of frequency help interpret the way variation is perceived and maintained by native speakers. Proportional frequency seems most salient for speakers in forming their judgements, while certain types of absolute frequency seem to have a dominant role in production tasks.
Introduction
Frequency data are familiar territory for any linguist who works with corpora. We cite the number of times a feature appears, or its normalized frequency if we are comparing corpora; we cite percentages to show structure within categories or to demonstrate change over time. Hidden behind the way we deal with these data is an implicit operationalization of our questions about language. We have chosen to let the corpus stand in for a particular language, type of language, genre, etc., but at the same time we have also chosen representations of frequency that give us the best chance of answering our research questions. It is worth interrogating these differing operationalizations of frequency to see how the same data, approached in different ways, can shed a different light on the way native speakers apprehend and use language.
The term frequency is elastic, and once we start looking at frequency data there are few limits to the number of ways we can treat it. Divjak (2016) considers, among other meanings, the traditional relative frequency (incidence per million), construction frequency (which itself covers various ways of relating the frequencies between related items), family frequency (incorporating various ways of looking at the size and composition of a class of words) and measures of probability and association. These will largely be beyond the scope of this study, which is focused on how we understand and manipulate the numbers that arise from simple counts of individual forms.
Our material comes from three sources. We have data from the Czech National Corpus (CNC) on the frequencies of forms occupying a single morphological "slot". We selected items for inclusion in structured offline experiments, in which native speakers undertook both ratings tasks and gap-filling tasks. We will attempt to show how variation in the corpus data can be used in several different ways to look at the data from our questionnaires, shedding light on various aspects of how we assimilate linguistic data and how we produce it.
The research question
We were interested in how native speakers of inflectionally rich languages produce and handle forms in situations where more than one form is available for use. Czech, the language we will work with, is a highly inflected language. Its nominal system has six syntactic cases and a vocative form. Czech also distinguishes singular from plural forms in nominals, and has anywhere between 10 and 20 major declension patterns for nouns, depending on which grammar book you turn to. It distinguishes three or possibly four genders (masculine animate, masculine inanimate; feminine; neuter). The phonological system has undergone significant change and reorganization over the last thousand years, with the result that assignment to genders and declension patterns is no longer easily predictable from phonological shape.
These two features -ample numbers of inherited desinential suffixes and a loss of clear patterns for assignment of lexemes to particular genders and declension patterns -are ideal preconditions for morphological overabundance (Thornton 2012) , a situation in which a single functional slot is occupied by two or more inflectional morphs or where there is stem allophony. This is a subset of a larger issue in morphosyntactic and morpholexical near-synonymy, whose exponents Baayen et al. (2013: 254) refer to as rival forms; their analysis includes not only the "classical" examples from inflectional morphology cited above, but also examples of word-formational near-synonymy. 1 Overabundance is in fact rife throughout the Czech declensional and conjugational systems, and poses issues in terms of how we describe those systems, as well as for how we explain the acquisition and maintenance of such a complex situation. Studies of frequency of competing morphological variants have played a role in mapping out nativist vs. emergentist views of language, and our work also contributes to this discussion. Dąbrowska (2005 Dąbrowska ( , 2006 and Dąbrowska and Szczerbiński (2006) explored type frequency and token frequency as contributors to children's acquisition of case forms in Polish. In a later paper, Dąbrowska (2008) considered how performance on inflection tasks correlates with type frequency and neighbourhood density effects on adult performance. She also found correlations with education and vocabulary size, which she later followed up with a study demonstrating that professional exposure also influences judgements of syntactic well-formedness (Dąbrowska 2010) . These results, taken together, suggest that morphosyntactic generalizations or "systems" emerge from usage and vary between individuals and social groups depending on the input they have had.
These approaches sit uncomfortably with a previously held tenet of language acquisition, represented here by the Principle of Contrast (Clark 1987: 2) : "Every two forms contrast in meaning." Reading meaning. broadly to include various functional and sociolinguistic markers, this represents a long-held consensus in the field. Corbett, for example, incorporates it in his concept of the canonical paradigm, in which each cell is occupied by a single exponent, and this serves as his starting point for the description of the actual situation in linguistic paradigms. But emergentist approaches suggest instead that mismatches and overgeneration of potential forms are natural features of language and of the ways in which individuals' language capabilities develop throughout their lives.
The account we will propose fits well in a cognitively-oriented approach. It presupposes that these case markers form grammatical elements of a composite structure profiling a particular case function. Taking our particular set of lexemes that in other cases nicely fit into a category of hard masculine inanimate nouns, we expect that here one element will emerge as the definitive marker of our two categories (the locative singular and the genitive singular) for all speakers in all situations. Instead, however, due to varied input, forms with two different grammatical elements can be entrenched, leading to conflicting schematizations (in the sense of Langacker 2008: 17) . While in each case a single element {u} does emerge as a default for the category, a large number of elements continue to have variable marking. In Schmid's (2015: 10) model, we might say that the varied input individuals receive causes them to experience entrenchment of both forms to varying degrees, which is reflected in both forms being conventionalized for a significant number of lexemes.
Let us start with a simple example of morphological variation that is analogous to those mentioned in works such as Čech (2012), Cvrček and Kodýtek (2013) . We have data on variation in case forms from a large representative corpus of synchronic Czech, SYN2010.
2 The current example concerns the locative plural of so-called "soft" feminine nouns like kost 'bone', růže 'rose' and píseň 'song'. We can present this material in at least three ways. The first is in rank order by form, as in Table 1 . 
Notes: a These are the exact numbers of tokens in the corpus rather than the "relative" or "normalized" frequency, i. e. the frequency with respect to the size of the whole corpus, or the number of examples in a "normal" corpus of 1m tokens (see e. g. McEnery and Hardie 2012). We could thus also express the incidence of nocech either as 0.000427 relative to the whole 100m-token corpus, or as 4.27 incidences per million tokens.
2 On the representativity of the corpora of the Czech National Corpus see e. g. Čermák et al. (1997) , Králík and Šulc (2005) . According to Baayen et al. (2016: 5-6) , "for the assessment of language processing in general, subtitle corpora can be taken as the source for normative measures of lexical frequency", which they put down to the predominance of emotional language in such corpora, following Heister and Kliegl (2012) . This observation needs to be borne in mind, although our studies are not processing studies as they were carried out offline.
We could also present these data paired as to the morphological 'cell' they occupy, as in Table 2 , on the grounds that "morphological variation" presupposes that in a given environment one of a limited number of variants will occur (generally not more than three). The rows in Table 2 are ordered by frequency of the -ech variant, but could of course have been ordered by the -ích variant as well. Reworking Table 2 , we can express these figures using percentages of each ending chosen, to arrive at Table 3.  Table 3 is ordered by proportion of the two variants, and looks at first glance more transparent: it makes clear that the dominant forms in the corpus are pamětech, nemocech, pěstích, nocích rather than pamětích, nemocích, pěstech, nocech. However, in replacing actual form counts with percentages we have eliminated some information. In Table 1 we can see that there are far fewer tokens of the "majority" form pěstích than there are of the "minority" form nemocích. Would it therefore be justified to assume that nemocích is a "dispreferred" form, when in fact it is more frequent in absolute terms than the supposedly "preferred" form pěstích?
3 Each of these approaches captures at least one important truth about our data and disregards another. The arrangement in Table 1 displays the data extracted from the corpus: in this format all the data are measured using the same yardstick and we do not rely on a priori knowledge of grammatical structures -in Table 2 : Tokens of locative plural forms presented as competing in morphological 'cells'. 
other words, we do not regard it as relevant which forms are "in competition" with other forms and which paradigm (píseň or kost) a particular form belongs to. The arrangement in Table 3 sets the corpus data within previous linguistic structures of which we claim to have knowledge, and we then use these structures as the basis for our analysis. In this approach, we foreground the relationship between forms in a single morphological "cell" and also enable direct comparisons between "competing" forms more widely. Table 2 occupies an intermediate position, offering a comparison of "competing" forms within their morphological slots but with the corpus data in their original format. Starting in Section 3, we focus on the following research question: if we can operationalize corpus frequency in multiple ways, using absolute values and proportional values, which of them is more closely connected with the behaviour of language users? To look at behaviour in Section 4 and following, we will consider two types of offline experimental tasks: linguistic ratings and gap filling (the latter, in the context of cells with only two common possibilities, amounts to a forced choice between those two options).
The broader context: Absolute and proportional frequency
We often find we have to describe and analyse our data by partitioning it in some fashion. This might be dividing a continuous scale into discrete zones or looking at distinct categories. Some types of statistical analysis (for example, ANOVA or chi-squared) require the characteristics of our data to be expressed as categories or "bins" within a category rather than being arranged on a scale. This grouping of results can help the researcher to discern the relevance or significance of frequency in his or her data. In our case we considered allocating our data to bins for both absolute and proportional frequency, which here and elsewhere we have called bands. Ideally the cut-off points between these bands would be determined by some shift in behaviour, distribution or use of the forms in question, although as we will see, this requirement is not easy to meet.
We will start with the question of how to operationalize the notion of "absolute frequency".
Corpus linguists have steered clear of stating a single cut-off point between high and low absolute frequency. In part this has been because the overall frequency of the features studied is so variable that such attempts would seem entirely arbitrary. Bybee (2007: 16) , for example, works primarily with absolute frequencies and suggests setting the boundaries between bands individually for each feature. Her criteria are: (1) the existence of "frequency gaps" that divide the scale into two parts, for which (2) each part contains 30 to 70 percent of the lemmas. 4 Implicitly, then, the approach is like that in Table 2 above. Absolute frequency is cited, but in making our division into sorts of absolute frequency, we operate with the notion of items in competition for a slot. Our assumed prior structural knowledge is not discarded, but used to organize our data.
The data we will use in this study come from variation in the so-called "hard" declension pattern of Czech masculine inanimate nouns. This variation occurs primarily in two cases, the genitive singular and the locative singular, where it is found with many common nouns; hence, the genitive singular of the word jazyk 'tongue, language' can be either jazyku or jazyka, and the locative singular of the same word can be either jazyku or jazyce. Our corpus data come from the SYN2010 corpus of the CNC, which has something over 100m word forms and is thus 50 to 100 times larger than the corpora used in Bybee's studies. 5 For frequencies equivalent to those she uses, we would set boundaries in our 100-million-token corpus of between 850 and 9090 tokens. The features we tested were less frequent than Bybee's, however -especially if we take into account the fact that each Czech word has forms for seven cases and two numbers. Their distribution in the corpus corresponds to Zipf's law, i. e. there is a small number of words with very high frequency, but the majority of words with such variation have low frequency. In the case of variation in the masc. gen. sg. of the type jazyka/jazyku, 52 of the 112 words that display variation have fewer than 100 tokens, and in the case of the masc. loc. sg. of the type hradě/hradu, 186 of the 391 lexemes have fewer than 100 tokens. To avoid the uncertainty that comes from relying on low-frequency data, we decided only to test lexemes where we had over 100 tokens for the given case forms attested in the corpus. 4 In a study of the elision of /t/ and /d/ in English, Bybee (2002: 264) set 35 forms as her cut-off point, using a corpus of 1m tokens, while in a further study of the elision of /d/ and /ð/ in Spanish (2002: 265-266) , she used 100 forms as her boundary marker in a corpus of roughly the same size (1.1m tokens). In a third study (Bybee and Eddington 2006: 329) , using data from two corpora with a total size of 2m tokens, her high-frequency item appeared 17 times, while her low-frequency items appeared 9 times or less, meaning that the boundary was somewhere between 4.5 per million and 8.5 per million. 5 On the overall frequency of competing forms see Bermel and Knittl 2012a: 249. 6 In this way, we avoided some of the further problems discussed in Čech (2012: 211) and Cvrček and Kodýtek (2013: 141) concerning the significance of small sample sizes.
Frequency data from corpora
In both cases there exists a "frequency gap" (see Bybee 2007 above) at around 1000 tokens, dividing the lexemes into two unequal groups. The highfrequency group contains only 52 of the 391 Lsg forms (13.3 %) and 23 of the 112 Gsg forms (20.5 %). We could, of course, look for a lower boundary so that the groups were more evenly balanced, but we decided to keep this 1000-token dividing line. The primary reason was that the term high frequency is rarely taken to mean fewer than 7-8 in a million-token corpus (i. e. 700-800 in a 100-million-token corpus) and we wished to retain the possibility that our results would have broader relevance beyond this single instance.
The second part of this operationalization concerns proportional frequency. In corpus-based studies this concept is quite common, but as with absolute frequency, we meet with various approaches to what it means. Halliday ( [1992 : 68-70) proposes boundaries of roughly 9:1 and 1:9, outside which the probabilities are "skew": one term is unmarked or default and one constitutes a choice that adds information value. In instances where the proportions are more evenly balanced (e. g. 4:1, 2:1, 3:2) he says we are dealing with an "equiprobable" distribution, where stylistic, semantic or other functional variations come to the fore.
7 Hare et al. (2001) propose a division into three bands with the boundaries 1:2 and 2:1. Some other systems proposed for Czech can be seen in Table 4 : These scales all have one thing in common: bands characterizing a more even distribution of variants (i. e. the "middle" bands) are broader than the ones showing a distribution skewed towards one variant or the other (i. e. the "outside" bands), with the low-frequency variant having a very narrow range. There are two reasons for this that are taken up in Hebal-Jezierska's study and in our own: the first relates to the analysis of results and the second to the way the research question is operationalized. As far as results go, the available literature offers two methods of analysis. Either we proceed purely on the basis of corpus data, or we add data from other sources, such as questionnaires. Hebal-Jezierska researched corpus data and did not find any substantial differences in the way items in her broad middle band functioned: by this she meant that there were no limitations, stylistic or otherwise, in the usage of forms appearing more than 15 percent of the time in the given slot. For forms appearing less than 15 percent of the time in a given slot, she found a range of limitations in the way they could be used. The greater the difference in their relative frequency, the greater the divergence in the Marginalmonopolistic
Frequency bands for each morphological opposition Aim: Description of variation based on corpus results
Frequency data from corpora functionality of competing members of an opposition -in other words, between a low-frequency ending and its competitor which is used far more regularly. The results of acceptability questionnaires (see e. g. Bermel et al. 2012a Bermel et al. , 2012b confirmed that native speakers sense a difference between forms that are rarely used and those that they meet more regularly in written texts.
As far as the operationalization of corpus data in research goes, for us to have enough material, we need to have enough sample words in each of our bands. In the two cases we tested, however, lexemes tend towards a bimodal distribution -that is, there are more of them in the outer frequency bands (proportional frequency of 0-10 % and 90-100 %). In the middle bands there are fewer of them, and in order to have a sufficient choice of suitable lexemes, we had to broaden out the central band in our research. 8 We will return to this point later.
Methodology
This section gives an overview of the set-up of our experiments. In our project "Acceptability and forced-choice judgements in the study of linguistic variation" we have been exploring factors influencing native speakers as they evaluate morphological variants and choose between them. We hypothesized that there is a relationship (correlation) between corpus frequency and the reactions of native speakers, both in their evaluations and their choices. What is more, we assume that corpus frequency, because it stands in for the sort of linguistic experience that users have, can be used as a proxy for experience as a determining factor that influences them in their actions. Scholars of Czech have used qualitative studies to point out the variation found in the Gsg and Lsg masculine (the so-called hrad paradigm, which has examples such as toho jazyka/jazyku, na hradě/na hradu).
9 These works point to further factors, including meaning (for polysemous lexemes), syntactic context and regional features; our research, however, was focused not on the detailed study of texts, but rather on the overall frequency of relevant examples.
To measure the relationships between competing forms, we first had to operationalize the concept of corpus frequency, that is, to decide whether absolute or relative frequency was to be used for this measure. We chose words in two absolute-frequency bands and four proportional-frequency bands, and in this way, we arrived at eight frequency "cells" to be tested:
For each cell in Table 5 we chose lexemes that we tested in two different ways: ratings of the two variants (e. g. koncertě-koncertu) and gap filling (e. g. koncert____) in sentence-long contexts.
Gap-filling triggers were presented with the ending missing as follows: Table 5 : Structure of the questionnaire with the lexemes used.
abs. freq.
prop. of {a/ě}
Notes: a This is the only lexeme that reliably falls in this group, so it occurs at a higher frequency in all questionnaires to ensure that this 'cell' is covered. It thus also appears twice in Tables 6-10 Frequency data from corpora 'The Prague Chamber Philharmonic under the direction of Jiří Bělohlávek will play at a gala concert.'
Ratings triggers were presented with both forms and a scale on which to rate them:-'I can't write about the concert without mentioning the conditions in which it took place.'
Respondents saw each lexeme twice in different sentences and different syntactic contexts that are characteristic for the given case (above: the locative case used with locational and non-locational prepositions respectively). The use of two lexemes in each band was designed to moderate any unintended lexical effects; with a second lexeme in each category, any peculiarities about the usage of a single lexeme would become clear when the data were analysed. Each respondent answered both types of questions: gap filling and rating. Ideally, of course, all respondents would complete all tasks for all lexemes, allowing us to eliminate between-group features as a factor. However, this presented two problems. First, an experiment in which they completed both tasks on all sentences would have been unfeasibly long (32 lexemes × 2 contexts × 2 tasks plus distractor sentences). Second, it would have exposed us to the risk that respondents would react differently the second time they saw the same trigger sentences in a different task.
Two steps were taken to skirt these difficulties. First, the lexemes were divided into two groups, with each containing one lexeme from each cell. Respondents were thus divided randomly into groups that filled in parallel questionnaires using different lexical data. Second, they completed different tasks on different words: the sentences were divided amongst different versions of the questionnaire in a block design such that those who evaluated forms in cells A1, B2, C1 and D2 (shaded grey in Table 5 ) would fill in gaps in cells A2, B1, C2 and D1 (shaded white in Table 5 ) and vice-versa. 10 These two adjustments allowed us to keep the questionnaire to a manageable length for both parallel versions. We obtained 587 completed questionnaires through recruitment at universities, academic high schools and work places in various parts of the Czech Republic.
11 Once incorrectly completed papers and those by non-native speakers were excluded, we had 551 usable returns. Using t-tests we were able to compare the results of individual versions of the questionnaire and confirmed that the ordering of questions and tasks had had no significant effect on the respondents' answers. In the same way, we found no significant differences between groups of respondents as to their composition regarding age, education or gender. A fuller discussion of the gender, age and educational profile of respondents can be found in Bermel et al. (2015: 290-292 ).
12 5 Description of corpus data
In the following pages, we will examine how the lexemes we used in our experiments appear in a large, balanced synchronic corpus of Czech. Once again, our data can be reported in various ways, which may influence the findings. We consider a few of them in this overview. For corpus frequency, as previously indicated, we had selected words from a variety of proportional frequency bands, but for both cases the proportional frequency is unevenly distributed (see Section 3 on the bimodal distribution of these forms), as is evident in Table 6 . Quartiles can be helpful in seeing the distribution of the data in Table 6 . If our data were evenly spread, then each quartile would cover 25 % of the range and the interquartile range would be 50 %. For normally distributed data, the middle quartiles would cover less of the scale, as there would be more items around the 50 % mark.
It is obvious that our data are neither evenly spread nor normally distributed. For the genitive case forms, the first quartile goes from 0.0 % to 5.9 % 13 ; the second quartile from there to 50 %; the third quartile to 94 %; and the fourth quartile to 100 %. The interquartile range covers 88.14 % of the data. The vast bulk of the forms here appear in the corpus either in a highly dominant position vis-à-vis the competing form, or in a highly recessive position vis-à-vis the competing form. For the locative case forms, the first quartile goes from 1.5 % to 13.3 %; the second quartile from there to 50 %; the third quartile to 86.7 %; and the fourth quartile to 98.5 %. The interquartile range covers 73.4 % of the 12 Sample questionnaires are made available on the project website: http://www.sheffield.ac. uk/russian/research/slal/variation 13 Here we report the figures direct from SPSS. The figure of 5.9 % is halfway between the last value in Q1 and the first value in Q2. The "boundary line" between the quartiles thus does not correspond to specific values in the table.
Frequency data from corpora data. The locative case forms thus are thus somewhat more evenly distributed, but still do not approach a normal distribution of forms.
In sum, the corpus data shows a distribution favouring Halliday's "skew" types: a predominance of competing forms have a clear "majority" and "minority" form. This tendency is more pronounced in the gen. sg. than the loc. sg. and reflects the overall distribution of lexemes showing variation in these slots.
We said that the second way of reporting frequency was to take the absolute values -in other words, the actual number of times a particular form is found in the corpus. If we look at our corpus data from this angle, as seen in Table 7 , the results are on a different scale. The values in Table 7 run from 1 to past 4000. The distribution here is an artefact of our questionnaire structure: as described earlier, we selected half the lexemes to have total frequencies in the relevant case of over 1000 tokens, and half under 1000. The distribution of forms, however, is skewed towards the lower end.
For the genitive, the first quartile contains forms with 1-33 tokens; the second quartile contains forms with 33-126 tokens; the third quartile contains forms with 149-811 tokens, and all of our "high-frequency" forms are in the fourth quartile, whose forms have 929-4039 tokens. There is a relatively low median (138 tokens) and an interquartile range of 808 tokens. For the locative, the distribution is not quite as broadly spread. The first quartile runs from 8 to 116 tokens; the second quartile from 125 to 355 tokens; the third quartile from 455 to 726 tokens; and the fourth quartile covers the range from 781 to 2470 tokens. There is a higher median (405) than for the genitive, and the interquartile range, at 617, is smaller as well.
The absolute-frequency data is thus also broadly reflective of the distribution of these forms in the corpus. However, we required that any given slot have a minimum of 100 forms to appear in the questionnaire, and therefore the long "tail" of hapax legomena characteristic of the absolute distribution of forms is lacking here.
Description of acceptability data
We now turn to the descriptive statistics that allow us to draw some preliminary conclusions about our data. Section 6 reports on the acceptability ratings; Section 7 reports on the gap-filling task.
There are several ways to report the acceptability ratings. We could conceivably look at average ratings for each word form. With this method, we have two contexts in which each word form appears, so we take the average rating of the first context and the average rating of the second context and then take the midpoint between them, as in Figure 1 .
A second way would be to look at the median rating. Our respondents rated on a 7-point scale, so we take as the median rating the point at which we have 50 % of the ratings accounted for (the "cumulative percent" column). In the case of the two contexts in Table 8 , we reach the threshold at point 3 for the first context and point 2 for the second context. The value we assign to this word form's rating is the average of the two, i. e. of 3 and 2 = 2.5.
The method in Table 8 has the advantage of not treating the ratings as interval values, i. e. it allows the possibility that respondents have a scale that looks, for example, like the one in Figure 2 , with greater differences between the ratings at either extreme than the middle values on the scale.
Averages, on the other hand, assume a scale like the one in Figure 3 , with equal spacing between all ratings.
In the statistical analysis in Section 8, we will adopt the averaging method, treating the scale as an interval variable for reasons that will be explained therein. For this simple descriptive task, however, without the benefit of statistical corrections, we adopt the median method as a more conservative approach to the data, as seen in Table 9 .
On average, the median rating in Table 9 for the genitive forms is more generous than that for the locative forms at the top end of the scale (remembering here that our rating system uses a high mark of 1 and a low mark of 7). Frequency data from corpora
For the genitive, the first quartile is entirely made up of median marks of 1, i. e. the highest mark; the median rating overall is 2.5 out of 7, meaning that the overall ratings were quite positive. The third quartile goes only as far as 4, the midpoint of the scale, and the lowest rating is 5.5, a reasonable distance off the bottom point of 7. The interquartile range covers three marks. 
Notes: a As mentioned above in the note to Table 5 , a lack of words in this particular cell made it necessary for us to use the same word twice (once in each questionnaire). For the sake of transparency -and because the results were not identical -the results are reported separately for each questionnaire and thus each form appears twice here.
For the locative, the ratings are more evenly spread, with fewer very positive and very negative ratings. The first quartile comprises ratings of 1 and 1.5. The median rating overall is slightly more positive than the genitive, at 2.5, and the fourth quartile, with the most negative ratings, stretches from 3.5 to 6. The interquartile range covers just 1.5 marks, showing a concentration of ratings in the central area. We note that the forms sna/snu 'sleep', which appear in both questionnaires, got differing results in each questionnaire. The first group were more categorical in their evaluations, giving much higher ratings to snu than to sna. The second group also rated snu highly, but were much happier with sna in one of the two contexts, giving it an overall higher rating. We will return to this point in a moment.
Description of gap-filling data
For the gap-filling exercise, we counted the number of answers for one ending vs. the total number of answers provided: with x examples of ending A and y examples of ending B, our percentages are derived by calculating x/(x + y) and y/ (x + y), as in Table 10 . 
Frequency data from corpora
The gap-filling exercise is essentially a forced-choice situation, as there are in practice only two options in each environment. When we know that for lexeme A, a respondent has chosen ending x over ending y, then the percentage of A + x increases, while the percentage of A + y decreases. The profile of these data, like the corpus data, is thus always roughly symmetrical (any differences being accounted for by the occasional missed answer). That said, the genitive data in Table 10 is clearly bimodal while the locative responses are more evenly distributed. For the genitive, the first quartile runs from 4.3 % to 16.6 %, mirrored by a fourth quartile running from 82.8 % to 93.5 %. The median is 48.9 %, with an interquartile range of 66.2 %. The narrow bands of the outside quartiles mean that many pairs have a skew distribution.
For the locative, the quartiles cover ranges of more similar sizes. The first quartile runs from 2.5 % to 30 %. The median is 49.1 %. The third quartile ends at 67.9 % and the fourth finishes at 96.8 %, with an interquartile range of 37.9 % -meaning more of an even balance in the middle range than we might have expected given the corpus results.
Again in this chart we note differing responses on the forms sna/snu, which appeared in both questionnaires. The difference is if anything more pronounced than with the ratings. A pressing question, then, is whether these results make any intuitive sense, i. e. correlate to any other likely properties of the words, and whether there is any statistical support for their usefulness. The first task will be taken up below, and the second in the following sections. In Figures 4-6 , we show how corpus frequency, given in terms of the percentage of items or in terms of absolute frequencies, maps onto forced choice and rating data. Again, as all three of these "frequencies" can be treated in different manners, to avoid multiplying the results to nine sets of diagrams we look at two scenarios: the first maps our questionnaire data to proportional frequencies in the corpus; and the second maps them to absolute frequency from the corpus.
In the first scenario, we map the proportional frequency of an ending in the corpus against the rating of that ending and the percentage of time that ending is chosen in a gap-filling task. As two of our data sets are already in percentages, we plot these directly onto the graph. The third data set, acceptability ratings, goes in the opposite direction and is on a different scale (1 is a "high" rating, 7 a "low" rating), so it has to be converted for easier apprehension. To plot it onto the chart in Figure 4 , we first reverse the orders to go from 7 to 1 and then convert to a 0-100 scale using the following formula, where V 1 is the original rating and V 2 is the chart value.
The data in Figure 4 are arranged by corpus frequency. There is a clear correlation between them and the gap-filling percentages (r = 0.92), as well as a less robust correlation between them and the ratings medians (r = -0.85). 14 Gap- 14 Despite the chart's display, this correlation is correctly stated as negative, because in the original data, the more positive the rating, the lower the number.
Frequency data from corpora filling percentages and ratings medians also correlate well (r = -0.94). The peaks and troughs that look so dramatic in the graph are shown to be artefacts of deviations in a relatively small number of lexemes (each is, of course, represented twice on the graph, once for each rival form). We note that while gapfilling tends to result in a fuller use of the 0-100 scale, ratings tasks seem to have a "floor" that expresses more openness to rarely-found forms, and they reach ceiling more quickly, i. e. moderately frequently used forms tend to have full acceptability. The correlations in Figure 5 are also easily visible, but with more deviant points than in the genitive case. Corpus data correlate with the gap-filling percentages (r = 0.88), and there is a slightly less robust correlation between them and the ratings medians (r = -0.85). Gap-filling percentages and ratings medians also correlate reasonably well (r = -0.87). The same caveat goes for the locative as for the genitive as regards the dips and peaks in the ratings. If anything, the high acceptability of little-used forms is more evident in the locative than it was in the genitive, and there is a similar tendency for ratings to reach ceiling once a critical threshold of frequency is passed. These results confirm those found in Bermel and Knittl (2012a) .
Our attempt to match questionnaire data to absolute frequencies follows a similar pattern. However, to get our corpus data to fit on the same scale and yield a workable graph, we will need to scale them, otherwise the Zipfian curve (a few items with exponentially higher frequency) will make it hard to visualize. We thus scaled the data logarithmically (by 1.2, which yielded values from 0 to the mid-40s) and divided by the maximum value obtained (43 or 46):
This gives us easily apprehensible charts (Figures 6 and 7) graphing the relationships between absolute frequency in the corpus and our questionnaire data.
The data in Figure 6 are arranged by corpus frequency (log scaled as above). There are correlations here between the original frequency values, untransformed, and the questionnaire results, but they are not strong ones (with gapfilling r = 0.57 and with ratings medians r = -0.53). 15 Where 0.5 > r > -0.5 the correlation is weak to non-existent, and these are just over that limit, i. e. there is a moderate correlation but not enough to be considered a strong or robust one (which would be r > 0.8 or r < -0.8). Looking at the graph above, we can see where this distribution comes from: there are clearly a higher percentage of gaps filled for frequent items, and a lower percentage for infrequent ones, but there 15 See note 14 above as to why this correlation is negative.
Frequency data from corpora are some strong noticeable exceptions. Similarly, for ratings we can see that highly frequent items tend to be at ceiling while no infrequent items are at ceiling, but again there are numerous exceptions. The picture for the locative case in Figure 7 is similar. The correlations are slightly stronger than for the genitive case. Absolute frequency correlates to some extent with the percentage of times the form is chosen (r = 0.65) and with the average median rating for the form (r = -0.61). The slightly stronger performance for absolute frequency in this case contrasts with what we saw for relative frequency, where the result in the locative case was a slightly weaker correlation than for the genitive case. Again, the graph shows how a general tendency accompanying increases in frequency is offset to some extent by notable divergences.
A look at the descriptive data thus yields two preliminary conclusions: -Proportional frequency seems to correlate strongly with both ratings and answers supplied, while absolute frequency shows some correlation, but it is not as strong; -This is true despite the surprising differences between the answers supplied for sna/snu, the one lexeme to occur in both questionnaires. should thus treat responses to individual items with a certain amount of care, it seems that overall the results are indicative of a pattern.
In Sections 8 and 9, we will use inferential statistical analysis to examine each set of results more closely and consider what they contribute to our understanding of how we react to and record frequency.
Analysis of acceptability ratings
Our goal was to determine whether proportional frequency (PF) or absolute frequency (AF) had a greater effect on the way respondents evaluated forms in competition. We ran three analyses, each representing a different way of looking at these two variables: 1. PF of both forms in bands × AF of both forms in bands 2. PF of both forms in bands × AF with scalar values 3. PF of individual forms in bands × AF of individual forms in scalar values
For the first analysis, we used repeated-measures analyses of variance (ANOVAs), which -if the number of respondents (N > 100) is high enough, can be used to look at ratings made on a Likert scale. 16 The effect of proportional frequency was significant in all instances and accounted for a large part of the variation, but this positive result was not repeated for absolute frequency.
As mentioned above in Section 4, we used a block design in which different versions capture part of the interaction between absolute and relative frequencies and make it possible to combine the results of both versions (Cochran and Cox 1957: 183-185) . We then worked with the combined versions using complex analyses of variance. For each set of lexemes, we ended up with a separate analysis that could be compared to a parallel version with different lexemes. The resulting analyses thus report four results each: -Genitive singular, lexeme set 1 -Genitive singular, lexeme set 2 -Locative singular, lexeme set 1 -Locative singular, lexeme set 2 Example (1) shows the results for proportional frequency in the locative and genitive singular (each parallel questionnaire had separate results and is thus given separately). Attention is called to two of the results: p (significance, expressed as a proportional possibility that the effect is down to chance) and Cohen's r (a calculation of effect size). As the p value is consistently well below the cut-off point of 0.05 we confirm that the effects of proportional frequency are significant, i. e. not the result of chance. The value of Cohen's r allows us to estimate the effect size: 0.1 is a small effect, 0.3 a medium-sized effect and 0.5 a large effect. These effects are thus all large and we can ascribe a good deal of the variation to them.
Example (2) The p values show that the effects of absolute frequency are significant (below 0.05) in three instances, but not for the second locative questionnaire. The value of Cohen's r suggests a smaller effect in two out of the three remaining instances.
Proportional frequency thus seems to have a consistent, pronounced effect on users' ratings. Against that the influence of absolute frequency seems less reliable and less pronounced.
One possible reason for the smaller effect of absolute frequency may stem from the breadth of the bands we used (2 vs. 4 for proportional frequency). In our second analysis, we thus looked at the actual values of absolute frequency for each lexeme tested, without the use of bands. This rules out the use of ANOVA, which is a problem for comparability, but we can test our hypothesis using logistic regression.
17 However, when analysed this way the results were even less significant, as can be seen in Table 11 :
We were interested in the effects of absolute frequency on acceptability ratings more generally (independent of its interaction with the ending), as well as in its interaction with particular endings. Crucial here is the p value (probability of a chance result) and the effect size, which we can estimate for this sort of analysis using the F value. 18 The results reached the significance threshold only in one instance out of eight, which is given in bold face in Table 13 . The lack of significance for the remaining results suggests that while absolute frequency may influence the ratings of native speakers at some overall level (frequentinfrequent), the exact figures involved in absolute frequency of the lexeme do not play a role in these ratings. To this point our analyses had worked with asymmetrical parameters that were not equally informative. Proportional frequency by its nature gives information about both variants: to know a percentage, we have to have the totals of both forms. Absolute frequency is a more elastic concept and does not assume Table 11 : Results of analysis using exact values for absolute frequency.
Absolute frequency
Abs. frequency * Ending
17 In this instance we used a generalized mixed linear model targeted at the rating chosen and amongst our factors we included the absolute frequency of the particular lexeme.
18 In simple terms, the value of F is calculated by taking the variation explained by our model, divided by the variation not explained by the model. Higher values for F as a rule indicate a larger effect.
Frequency data from corpora this amount of knowledge about a structured category (see Section 2). We had therefore taken total occurrence of the feature as our fingerpost, and so our third analysis allowed us to tease out individual frequency markers. In it, a linear regression was used to explore the effects of proportional frequency of each ending, absolute frequency of each ending, context and region on the average ratings supplied by native speakers. Note that here, as shown in Table 12 , we considered the proportional frequency of each ending separately, as well as the absolute frequency of each ending, hence the table doubles in width.
In Table 12 , the dominant factor influencing the variance (in bold type) is still proportional frequency. With one exception, the values for absolute frequency are much smaller or are not significant. There seems to be some evidence that the model relies more heavily on the use of the emergent {u} ending, rather than the receding {a} and {ě} endings.
Analysis of gap-filling tasks
In our gap-filling tasks, the answers measured are not values on a scale but rather choices from a limited range of equivalent answers (i. e. endings). To analyse them, we thus used a binomial logistic regression targeted on the ending chosen and included both proportional and absolute frequency of the given lexemes amongst the possible factors. 
We ran two analyses representing different ways of looking at these two variables (fewer than with ratings, where we had two answers per lexeme): 1. PF of both forms × AF of both forms (i. e. one value for PF and one for AF) 2. PF of both forms × AF of individual forms (i. e. one value for PF and two for AF)
The predictive capability (R 2 ) of our model is high for all versions of the questionnaire. 20 The calculation of R 2 here comes from a simple ratio (below)
expressing the improvement our model brings over a simple "default" model in which the most frequent ending is always chosen, over the improvement brought by a theoretical "full" model in which every combination of factors proposed is incorporated: . In other words, in all instances the model was significantly improved, confirming that the factors incorporated in our model (absolute and proportional frequency) are important ones in choosing between these relevant endings.
The significance of the variables we chose is measured once again by the p value and we can estimate its relative weight by the value of F in Table 13 .
We can see in Table 13 that proportional frequency consistently plays a significant role (p < 0.05). The weight of this variable is higher than e. g. that of any demographic characteristics of respondents, syntactic context, etc. Against this absolute frequency plays a smaller role, which is significant only in the genitive case; it does not reach significance in the locative. 
Proportional frequency
Absolute frequency
20 That is, using these two factors amongst several others, we made a large improvement in our ability to predict which ending was used, and including the remaining possible combinations of factors would not have improved the predictability by a great deal.
Frequency data from corpora
As with the ratings, we then looked at the absolute frequency of each individual form as part of our model, and the results, as seen in Table 14 , are quite different (the feature contributing most to the model is given in bold). Once the two absolute values are taken independently as variables, they outweigh the input of proportional frequency by a considerable amount in three out of the four models.
For fit, we used a slightly different calculation, in which the "full" model is replaced by a theoretical "perfect" model with 100 % accuracy: Despite the increased stringency of the fit, we still get reasonable results that explain a large portion of the variation.
Conclusions
Our analyses of our questionnaire data have shown that proportional frequency of forms in a balanced corpus like those of the SYN set is reliably connected with their acceptability for native speakers and with the frequency with which speakers select such forms in free choice. For ratings tasks, proportional frequency predominates in all analyses, playing a much larger role than absolute frequency, whether the latter is construed as falling into two 'bins' or incorporated with its actual values. Even in the analysis that should be most favourable to absolute frequency -shown in Table 14 -the proportion of variance assigned to proportional frequency is far greater. However, in the gap-filling task, proportional frequency only dominates the effects when we use a weak measure of absolute frequency: both endings combined. Once we separate out different values of absolute frequency by individual endings, then absolute frequency comes to the fore in three out of the four data sets. For one of these data sets, it is the recessive ending that contributes most to the model, but in two others the frequency of the dominant ending contributes most to the model. Receptive and productive tasks thus seem to activate different knowledge about the frequency of words. When judging the well-formedness of certain forms (which might involve decisions about whether we think someone is a "good" writer, the stylistic adequacy of a text, what register it belongs to, etc.), we seem to judge forms largely against each other -in other words, we access information about a category or cell and the items that potentially occupy it. This suggests that at some point in the process schematization has occurred and these two forms are now related within that schema, as suggested in Section 2. However, in production tasks using the same stimuli, we seem to be more influenced by raw frequency. This seems to go back to more of a connectionist or exemplar-based model: each reiteration strengthens the connection, entrenching it for that one particular form, even if the relationships between closely-allied forms are retained through proximity:
In this model, every token of experience is classified and placed in a vast organizational network as a part of the decoding process. The major idea behind exemplar theory is that the matching process has an effect on the representations themselves; new tokens of experience are not decoded and then discarded, but rather they impact memory representations. In particular, a token of linguistic experience that is identical to an existing exemplar is mapped onto that exemplar, strengthening it. Tokens that are similar but not identical (differing in slight ways in meaning, phonetic shape, pragmatics) to existing exemplars are represented as exemplars themselves and are stored near similar exemplars to constitute clusters or categories (Bybee 2006: 716) .
We have tried here to focus attention on a well-known problem -defining frequency -and have tested three ways of operationalizing this concept on our data to work out which of them explains the data best: proportional frequency in all categories; absolute frequency in two categories (high/low); and absolute frequency as a scale. Our formulation of the question was circumscribed by the data at our disposal (a limited set of lexemes from which to choose); for other types of data it would be possible to consider other operationalizations of the concept. The choice of one or another operationalization appears to have an observable effect on how we answer the question about the relationship between frequency and the behaviour of native speakers.
In focusing on various types of definitions of frequency and discovering which does better at predicting respondents' answers, we should avoid claiming that the mind actually stores information in this way: that is, with an exact number or a percentage figure attached to each form. What we have shown is somewhat different: that models using these definitions of frequency turn out in some instances to be adequate, that they explain some of the variation, sometimes much of it, and they show which features do better at that than others. Our models do not show how that frequency figure gets into our minds and is retained there, so it is entirely possible that there are tweaks to the definitions that would improve them, or that a more realistic model of our mind's activity would change the way we see this working. Rather, proportional and actual frequency, in the various guises that we have examined them, stand more as metaphors -intellectual shortcuts, if you like -for the still unconfirmed processes that underlie them.
