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Abstract
This paper considers a spectral method of solution of the Sturm–Liouville equation and the associated Schroedinger
equation. The main objective is to develop a collocation method based on quadrature (collocation) points generated
from nonclassical polynomials. The polynomials and associated quadrature points are calculated with Gautschi’s Stieltjes
procedure from some speci6ed weight function. The particular spectral method used here with nonclassical basis sets
is referred to as the Quadrature Discretization Method (QDM). The QDM and a related weighted QDM are applied to
several Sturm–Liouville and Schroedinger equations and the results are compared with the traditional spectral methods
based on Chebyshev and Legendre quadrature points. The results are also compared with the results of other workers
wherever available. The QDM was found to give the most rapid convergence relative to other methods for the problems
studied. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
The development of accurate and e<cient numerical methods for the solution of di=erential and
partial di=erential equations is an important endeavor, especially for two- and three-dimensional
problems. There are many di=erent methods for the numerical solution of di=erential equations
which include 6nite-di=erence techniques, Galerkin (variational) methods, collocation and spectral
methods. In every application, the main interest is to develop numerical methods that yield accurate
solutions with a minimum of e=ort. The e=ort expended can be assessed in terms of the ease of
implementation of the method and computer resources required to achieve a speci6ed accuracy.
Finite-di=erence methods usually require much larger grids than other methods as the convergence
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of these schemes is generally algebraic. Spectral methods have been shown to provide exponential
convergence for a variety of problems, generally with smooth solutions, and are often preferred.
The present paper is devoted to the solution of the eigenvalue problem of the one-dimensional
Sturm–Liouville equation (SLE) of the form
− d
dx
[
p(x)
dun(x)
dx
]
+ q(x)un(x) = nr(x)un(x) (1)
on an interval a¡x¡b with homogeneous Dirichlet boundary conditions at the ends of the interval
as appropriate. The functions p(x)¿ 0, q(x) and r(x)¿ 0 are real valued, piecewise continuous. The
problem is to determine the (discrete) eigenvalues n and associated eigenfunctions un(x). It is easily
shown that the operator on the left-hand side of Eq. (1) is self-adjoint and hence the eigenvalues
are real. The SLE can be transformed to an equivalent Schroedinger equation (SE) with a potential
function de6ned with the functions p(x), q(x) and r(x) in the SLE. The purpose of the present
paper is to consider the solution of several Sturm–Liouville equations and Schroedinger equations
with a novel spectral method based on nonclassical polynomials. The motivation is to develop basis
functions for each problem that would maximize the rate of convergence relative to results obtained
with spectral methods based on Chebyshev polynomials or Fourier series. There have been very
few applications with nonclassical basis functions. Carpenter and Gottlieb [6] discussed the potential
advantages of spectral methods not constrained to speci6c quadrature points. However, the speci6c
applications in their work involved arbitrary grids not related to some orthogonal basis set. Weideman
[27] has recently reported some preliminary calculations using nonstandard basis sets.
Pryce [16] has provided an excellent review of the mathematical background of Sturm–Liouville
equations and their numerical solution up to approximately 1993. He provides examples of Sturm–
Liouville equations that have been considered by numerous authors. One particular benchmark prob-
lem is the set of Paine problems, which are the Schroedinger equations of the form − ′′n (y) +
V (y) n(y) = n n(y), with two choices, V (y) = ey and V (y) = 1=(y + 0:1)2. There is a continued
interest in the numerical solution of Sturm–Liouville equations and associated Schroedinger equations
with the aim to improve convergence rates and ease of implementation of di=erent algorithms.
It is well known that central di=erence and Numerov’s schemes provide only estimates of the lower
eigenvalues. Ghelardoni [11] has recently provided an improvement to 6nite-di=erence methods by
using an asymptotic correction technique coupled to multistep methods. He applied his technique to
a calculation of the eigenvalues for the Paine problem. Preuss et al. [15] recently discussed modi6ca-
tions to several software packages based on shooting methods. These methods converge algebraically
of order h2 where h is the grid spacing. Yano et al. [28] reported on a Milne-spline method for
the solution of several Sturm–Liouville problems. The method is based on a direct integration of
the SLE as a nonlinear equation in the eigenvalue together with an iterative procedure. The method
appears to be di<cult to implement and the errors they report are not competitive with other meth-
ods. Jarratt et al. [14] used a spectral method and compared Fourier basis functions with sinc basis
functions for several Sturm–Liouville problems. In their speci6c applications, the dimensions of the
algebraic eigenvalue problem were quite small and the reported errors are moderately large. Boyd
[4] has recently provided a discussion of the pitfalls of eigenvalue calculations with pseudospectral
and collocation techniques. He addresses a well-known aspect of many of these methods, that the
eigenvalues of the 6nite-dimensional algebraic problem are approximations to the true eigenvalues
especially for the higher eigenvalues and spurious results can be obtained.
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There are a large number of papers on the numerical calculation of eigenvalues of the SE, which as
mentioned is equivalent to the SLE. We summarize some of the recent works in comparison with the
method and results described in this paper. Baye et al. [1] and Baye and Vincke [2] recently discussed
the use of nonclassical shifted Gaussians as basis functions used in conjunction with a Lagrange mesh
and applied to a Schroedinger equation with a Morse potential chosen to model the I2 molecule.
This same problem was also considered by Wei et al. [26] with a method based on distributed
approximating functionals, and also by Braun et al. [5] with a Chebyshev–Lanczos method. In this
paper, we reconsider the calculation of the eigenvalues for this problem with nonclassical basis
functions introduced previously [17,18]. Simos has developed detailed higher-order methods for the
SE [20–25]. Zafer and Taseli [29] used Fourier–Bessel basis functions and considered a Galerkin
approach for even potentials expressed as polynomials. The matrix representative of the Hamiltonian
in their work is accomplished with analytic recursion relations arising from their use of Bessel
functions. Their work appears to be constrained by their choice of Bessel functions as basis functions
and the analytical results that arise from this choice. Ixaru [12] introduced a procedure which allows
modifying some standard algorithms with the aim of making them tuned on oscillatory functions.
Ixaru and Rizea [13] carried out a systematic investigation on the possible practical consequences of
the fact that linear four-step methods for dy2=dx2 =f(x; y), analogous to the Schroedinger equation,
form a family with a certain structure.
There is clearly an interest to develop accurate and e<cient methods of solution of the Sturm–
Liouville or associated Schroedinger equations. Our interest here is to develop a spectral method that
employs basis functions and/or grid points other than those based on Chebyshev and Legendre, and
thus would provide a greater Pexibility to spectral methods. In this paper, we provide the formalism
for the implementation of spectral methods using arbitrary nonclassical polynomials. In Section 2,
we present the details of the method employed here based on the nodes for nonclassical polynomials.
We use throughout the paper Gauss quadrature points, and several Gauss–Lobatto-type quadratures
with grid points at the ends of the interval in order to apply boundary conditions. The speci6c
applications are presented in Section 3 together with a discussion of the results. The advantages
of this method are; (1) it provides exponential convergence typical of spectral methods; (2) the
method uses nonclassical polynomials and associated grid points based on a weight function chosen
for each problem with speci6c physical attributes so as to increase the rate of convergence; and
(3) the method is very easy to implement and Pexible and not constrained by an analytical result.
2. Methodology
Consider the polynomials Pn(x) orthogonal with respect to some weight function w(x) on (a,b),
that is,
∫ b
a
w(x)Pn(x)Pm(x) dx = nm: (2)
The polynomials form a basis set and satisfy the general three-term recurrence relation [8],
xPn(x) =
√
nPn−1(x) + nPn(x) +
√
n+1Pn+1(x); (3)
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for any weight function. The coe<cients n and n can be determined with the Stieltjes proce-
dure developed by Gautschi [9], which yield the quadrature points {xi}, and weights {wi}, respec-
tively [8].
In collocation methods, it is convenient to have quadrature points at the boundaries of the interval
of interest in order to apply boundary conditions. This is often done by using the Lobatto quadrature
points. The Gauss–Lobatto quadrature points and weights associated with the weight function w(x)
are based on the set of polynomials Qn(x) which are orthogonal with respect to w(x)(x− a)(b− x),
that is,∫ b
a
w(x)(x − a)(b− x)Qn(x)Qm(x) dx = nm: (4)
If the set of Gauss quadrature points { xˆk} with (k = 1; : : : ; N − 1) are the roots of QN−1(x), and
{wˆk} are the associated weights, the N th-order Gauss–Lobatto quadrature formula is,∫ b
a
w(x)f(x) dx ≈ v0f(a) + vNf(b) +
N−1∑
k=1
vkf(xˆk): (5)
The Gauss–Lobatto weights, vk , in Eq. (5) are given in terms of the Gauss quadrature weights, wˆk ,
that is, vk = wˆk=[(xˆk − a)(b − xˆk)] for k = 1; : : : ; N − 1. The two weights associated with the ends
of the interval can be determined by requiring that the 6rst two moments of w(x) are determined
exactly with the quadrature, that is,∫ b
a
w(x) dx = v0 + vN +
N−1∑
k=1
vk ; (6)
and ∫ b
a
w(x)x dx =−v0 + vN +
N−1∑
k=1
vk xˆk : (7)
Eqs. (6) and (7) give v0 and vN . The Gauss–Lobatto quadrature points are denoted by
{x˜k} ≡ {a; xˆ1; : : : ; xˆN ; b}. Gautschi [10] has provided a complimentary discussion of Gauss–Lobatto
quadratures.
In spectral methods, most collocation points used are associated with the classical polynomials
such as Chebyshev and Legendre polynomials. However, they are not necessarily the best choice that
would give a rapid convergence of the solution. In this paper, we use collocation points based on
nonclassical polynomials introduced in our previous work [7,19]. This nonclassical spectral method,
referred to as the quadrature discretization method (QDM), involves the calculation of the quadrature
points and weights with Gautschi’s Stieltjes procedure [9]. The details on how to generate QDM
Gauss points can be found in our previous papers [7,19]. In this paper, we will make use of three
types of collocation points categorized as: (1) Gauss points which are the zeros of PN (x); (2) Gauss–
Lobatto points which are the zeros of QN−1(x) and include the two end points at x= a and x= b;
and (3) a second set Lobatto points based on the zeros of PN−1(x) with additional interval end
points at x = a and x = b.
Although the derivative matrix for Gauss-quadrature points, can be expressed in terms of the
polynomial basis set [7,18], for Lobatto-type quadrature points the derivative matrix is determined
H. Chen, B.D. Shizgal / Journal of Computational and Applied Mathematics 136 (2001) 17–35 21
with the Lagrange interpolation polynomials l(N )j (x) =
∏N
i=0; i =j (x − xj)=(xi − xj), and is given by
d(1)ij =
d
dx
[l(N )j (x)]x=xi ; (8)
and the second derivative matrix is given by
d(2)ij =
d2
dx2
[l(N )j (x)]x=xi : (9)
We also consider a spectral collocation method based on a weighted interpolant [27], which
approximates the solution function u(x) with,
u(x) ≈
N+1∑
j=0
W (x)
W (xj)
l(N )j (x)u(xj): (10)
It is important to note that in Eqs. (2) and (4), w(x) de6nes the basis set and the quadrature
points, and in Eq. (10), W (x) is some other “weight” function which adds additional Pexibility. If
W (x) = 1, the method becomes a standard spectral collocation method, whereas if we choose W (x)
such that the function u(x)=W (x) can be accurately approximated with polynomials and the solution
may converge rapidly. If W (x) = 1, and w(x) is not related to classical polynomials, we refer to
the method as the QDM. If W (x) = 1, we will refer to the approach as the weighted QDM. The
derivative matrix D(1) for the weighted QDM is de6ned by
D(1)ij =
d
dx
[
W (x)
W (xj)
lj(x)
]
x=xi
; (11)
and the second derivative is de6ned by
D(2)ij =
d2
dx2
[
W (x)
W (xj)
lj(x)
]
x=xi
: (12)
It is easy to see that the matrices D(1) and D(2) can be written in the terms of the derivative matrices,
d (1) and d (2), in Eqs. (8) and (9).
2.1. Collocation of the Sturm–Liouville equation
Eq. (1) can be rewritten in the form
[−p(x)u′′n (x)− p′(x)u′n(x) + q(x)un(x)]=r(x) = nun(x): (13)
The discretization of the SLE at a set of Lobatto points {xi} is easily determined from this equation
by replacing the 6rst and second derivative operators with the derivative matrices, D(1) and D(2),
that is,
L · un = un; (14)
with
L=−A · D(2) − B ·D(1) + C ; (15)
where the matrices A; B and C are the diagonal matrices with components p(xi)=r(xi); p′(xi)=r(xi),
and q(xi)=r(xi), respectively. The homogeneous boundary conditions are imposed by deleting the
22 H. Chen, B.D. Shizgal / Journal of Computational and Applied Mathematics 136 (2001) 17–35
6rst and last rows and columns. The eigenvalues are then evaluated with a diagonalization of the
resulting matrix.
2.2. Transformation to a Schroedinger equation and discretization
With the transformation of the independent variable from x to y,
y =
∫ √
r(x)=p(x) dx; (16)
and the transformation of dependent variable un(x) to  n(y) of the form
un(x) = m(x) n[x(y)]; (17)
where m(x) = [p(x)r(x)]−1=4, the SLE can then be written in the so-called Liouville normal form
which is identical to a SE of the form
− d
2 n(y)
dy2
+ V (y) n(y) = n n(y); (18)
where the potential function V (y) is given by [16]
V (y) =
q[x(y)]
r[x(y)]
+ m[x(y)]
d2
dy2
(
1
m[x(y)]
)
: (19)
The Schroedinger equation, Eq. (18), can be solved for a large class of potentials with the sym-
metrized QDM described at length in previous papers [7,18,19].
For a spectral collocation method, the discretization of the SE at the set of Lobatto points yi is
determined by replacing the derivative operator with the second derivative matrix, D(2), in Eq. (12),
that is,
N∑
j=0
[− D(2)ij + V (yi)ij] n(xj) = n n(xi): (20)
The homogeneous boundary conditions are imposed by deleting the 6rst and last rows and columns.
The eigenvalues are then evaluated with a numerical diagonalization of the resulting equation. The
main theme of the QDM and the way in which it di=ers from other approaches is that it em-
ploys non-classical weight functions and non-classical polynomials in the discretization of the wave
functions.
3. Numerical results and discussion
We have applied our methodology to several Sturm–Liouville and Schroedinger equations. We
have selected a variety of examples to benchmark the present approach against the results reported
by other workers.
3.1. A Sturm–Liouville equation
The 6rst equation we studied is the SLE by Weideman [27]
− u′′n (x) = n(x + )4un(x); (21)
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Fig. 1. Relative error of 1 of the SLE −u′′n (x) = n(x + )4un(x). The symbols correspond to: (squares) Chebyshev
method, (circles) QDM with Gauss–Lobatto points and w(x) = 1=(x + ), (diamonds) QDM with Gauss–Lobatto points
and w(x)=1=(x+)4, (asterisks) weighted QDM with Gauss–Lobatto points and w(x)=W (x)=1=(x+), (stars) weighted
QDM with the second set of Gauss–Lobatto points and w(x) =W (x) = 1=(x + ).
with un(0) = un() = 0. Let
un(x) =
 n(y)
x +  ; y = (x + )
3=3; (22)
this SLE can be transformed to a SE
−  ′′n (y)−
2
9y2
 n(y) = n n(y); (23)
with boundary conditions  n(3=3) =  n(82=3) = 0. The eigenvalues for this system will approach
for large n the eigenvalues for an in6nite square well of width 72=3, that is,
n ∼ 9n
2
494 ; n→∞ (24)
which is in agreement with the WKB estimates of Bender and Orszag [3].
We solve the SLE, Eq. (21), with several sets of Gauss–Lobatto points. The total number of the
grid points is N +1. To compare the convergence between these methods, we calculated the relative
error between the numerical calculation and the exact solution,
En(N ) =
∣∣∣∣exactn − approxnexactn
∣∣∣∣ ; n= 1; 2; : : : ; N − 1: (25)
Since there is no explicit form for the exact eigenvalues for this problem, we consider the converged
eigenvalues (up to 13 digits) as the exact solution for the calculation of errors. Fig. 1 shows the
relative errors of the 6rst eigenvalue, 1, calculated with di=erent approaches as shown with the
symbols. The curve with the squares is the result calculated with the standard Chebyshev method.
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Fig. 2. Relative error of 1 of the SE − ′′n (y)− (2=9y2) n(y)=n n(y). The symbols correspond to: (squares) Chebyshev
method, (circles) QDM with w(y) = y−4=3, (diamonds) QDM with w(y) = y−4.
The curves with the circles and diamonds are the results calculated with the QDM based on the
Gauss–Lobatto points with weight functions w(x)=1=(x+) and w(x)=1=(x+)4, respectively. The
results with the weighted QDM based on the Gauss–Lobatto points and the second set of Lobatto
points with weight function w(x) = 1=(x + ) are shown as asterisks and stars, respectively. The
weighted QDM with the second set of Lobatto points corresponds to the work by Weideman [27].
As can be seen from the 6gure, the Chebyshev method gives the slowest convergence. The QDM
and weighted QDM based on the Gauss–Lobatto points with w(x)=1=(x+) provide the most rapid
convergence.
We also solve the SE, Eq. (23), equivalent to the SLE, Eq. (21). The relative error of the 6rst
eigenvalue, 1, is shown in Fig. 2 with dashed curves. The curve with squares corresponds to the
result calculated with the Chebyshev method. The curves with circles and diamonds are the result cal-
culated with the QDM with respect to weight function w(y)=w1(y)=y−4=3 and w(y)=w2(y)=y−4,
respectively. All the calculations are based on the Gauss–Lobatto points. Again, the result with the
Chebyshev method gives the worst convergence. The QDM with weight function w(y) = w2(y)
provides the most rapid convergence.
To compare the convergence in more detail, we summarize the results for the 6rst eigenvalue, 1,
for both SLE and SE in Table 1. The relative error of the numerical solution of the SE calculated with
the QDM with weight function w2(y), shown in the last column, gives the most rapid convergence.
All the results with the QDM show signi6cant improvement of the convergence in comparison with
the Chebyshev method. For example, with N = 12, the relative error calculated with the Chebyshev
method is of O(10−7) and O(10−10) for the solution of the SE and SLE, respectively, whereas all
the QDM-type results are of O(10−13).
We also show the relative error of 10, E10(N ), versus N in Fig. 3. The solid curves show E10(N )
for the solution of the SLE, Eq. (21), while the dashed curves show E10(N ) for the solution of the
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Table 1
The relative error, E1(N ), of the 6rst eigenvalue 1 of the SLE −u′′n (x) = n(x + )4un(x) and the equivalent SE
N SLE SE
Chebyshev QDMa QDMb Weideman [21] Chebyshev QDMc
2 6:0919e− 02 1:0120e− 01 1:0213e− 01 1:4227e− 01 6:7712e− 02 2:6850e− 01
4 8:2889e− 04 7:9507e− 04 7:5138e− 04 2:3064e− 03 7:9877e− 05 8:6239e− 06
6 5:4273e− 05 3:4876e− 06 3:4849e− 06 4:9905e− 05 6:2748e− 05 6:3763e− 07
8 5:2899e− 06 4:6889e− 09 4:3826e− 09 2:1214e− 07 1:0225e− 05 3:2086e− 09
10 4:8053e− 08 6:7562e− 12 6:7821e− 12 5:1500e− 10 1:5500e− 06 4:0997e− 12
12 4:8073e− 10 2:0055e− 13 1:9259e− 13 5:2158e− 13 2:3987e− 07 3:5572e− 13
14 2:3980e− 11 2:0254e− 13 2:0055e− 13 1:8861e− 13 3:9097e− 08 1:8663e− 13
16 3:6181e− 14 1:9259e− 13 2:0453e− 13 1:9458e− 13 6:6928e− 09 1:6909e− 13
18 1:9570e− 13 1:8687e− 13 1:9322e− 13 2:0030e− 13 1:1909e− 09 1:7780e− 13
20 1:9470e− 13 1:8687e− 13 1:8091e− 13 1:9483e− 13 2:1827e− 10 1:3780e− 13
aw(x) = 1=(x + ).
bWeighted QDM with W (x) = w(x) = 1=(x + ).
cw(y) = y−4.
Fig. 3. Relative error of 10. The solid curves are the solution of the SLE −u′′n (x) = n(x + )4un(x). The dashed curves
are the solution of the equivalent SE − ′′n (y)− (2=9y2) n(y) = n n(y). The symbols are same as for Figs. 1 and 2.
SE, Eq. (23). The symbols used for these curves are the same as for Figs. 1 and 2. As can be seen,
the Chebyshev method has the slowest convergence for both SLE and SE. All the results for the
SE converge more rapidly than for the SLE. The solution with the QDM based on weight function
w1(y) for the SE provides the most rapid convergence for 10 although it is not so in the case for
1, where the QDM based on weight function w2(y) for the SE gives the most rapid convergence.
With N = 30, the solution of the SE with the QDM based on w1(y) gives the relative error of
O(10−14) in comparison with O(10−7) by the Chebyshev method for solving the SLE. In Table 2,
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Table 2
Eigenvalues n of −u′′n (x) = n(x + )4un(x)
n QDMn
∣∣∣∣ WKBn −QDMnQDMn
∣∣∣∣ n (Bender and Orszag [3])
1 0.001744013543818 8:1178e− 02 0.00174401
2 0.007348654714885 2:6359e− 02 0.00734865
3 0.01675238181118 1:3008e− 02 0.0167524
4 0.029938275745798 7:7206e− 03 0.0299383
5 0.046900602936287 5:0983e− 03 0.0469006
10 0.18830545832718 1:3457e− 03 0.188305
15 0.42400053850725 6:0588e− 04
20 0.75397720843888 3:4248e− 04 0.753977
25 1.1782339989051 2:1970e− 04
30 1.6967705035267 1:5277e− 04
35 2.3095865751889 1:1233e− 04
40 3.0166821505092 8:6046e− 05 3.01668
45 3.8180571986214 6:8011e− 05
50 4.7137117030600 5:5103e− 05
we list the present numerical results with the QDM, the relative error between the QDM and the
asymptotic results, and the numerical results by Bender and Orszag [3]. The results with the QDM
are converged to at least 13 signi6cant 6gures.
3.2. Paine problems
In this section we consider two Paine problems described in Pryce’s book [16]. These are the
Schroedinger equations
−  ′′n (y) + VK(y) n(y) = n n(y); K = 1; 2; (26)
with two di=erent potentials V1(y)= 1=(y+0:1)2 and V2(y)= ey and subject to the boundary con-
ditions  n(0)=  n()=0. We use the converged eigenvalues (up to 14 6gures) as the exact solution
for the calculation of relative errors. Figs. 4 and 5 show the relative error for 1 versus N for each
Paine problem, respectively. We use the weight function w1(y) = 1=(y + 0:1)4 for the 6rst Paine
problem with V1(y) = 1=(y + 0:1)2, and weight function w2(y) = ey for the second Paine problem
with V2(y) = ey.
In Fig. 4, for the 6rst Paine problem, the curve with squares represents the result with the
Chebyshev method. The curve with circles represents the result with the QDM based on the Gauss–
Lobatto points. The curve with asterisks represents the result with the QDM based on the second set
of Lobatto points. As can be seen from Fig. 4, both QDM methods improve the convergence of the
solution signi6cantly compared to the Chebyshev method. The QDM based on the Gauss–Lobatto
points provides slightly better convergence than that based on the second set of Lobatto points. In
Table 3,we demonstrate the convergence of 1 and 10 calculated with the QDM and Chebyshev
methods. As shown in the table, all values are converged to 11 signi6cant digits and in agreement
with the results given by Pryce [16]. The QDM demonstrates more rapid convergence than the
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Fig. 4. Relative error of 1 for the 6rst Paine problem with V (y) = 1=(y + 0:1)2. The symbols correspond to: (squares)
Chebyshev method, (circles) QDM with Gauss–Lobatto points and w(y)= 1=(y+0:1)4, (asterisks) QDM with the second
set of Lobatto points and w(y) = 1=(y + 0:1)4.
Fig. 5. Relative error of 1 for the second Paine problem with V (y)= ey. The symbols correspond to: (squares) Chebyshev
method, (crosses) Legendre method, (circles) QDM with w(y) = ey.
Chebyshev method for both eigenvalues. It only requires about half of the number of grid points to
achieve the same 11 digit accuracy as compared to the Chebyshev method.
In Fig. 5, for the second Paine problem, we compare the QDM based on the Gauss–Lobatto
points with w(y) = ey with the Chebyshev and Legendre quadrature points. The curve with the
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Table 3
Convergence of eigenvalues of the 6rst Paine problem − ′′n (y) + [1=(0:1 + y)2] n(y) = n n(y)
N 1 = 1:5198658211a 10 = 1:0242498840a
QDM Chebyshev QDM Chebyshev
2 1.0624367197 1.6673058351
5 1.5207162573 1.5201363527
10 1.5198658843 1.5198446493 1253.1087711 326.59127643
15 1.5198658215 1.5198617581 104.62675944 110.91723244
20 1.5198658211 1.5198652805 102.32530656 102.39173660
25 1.5198657646 102.42500280 102.42494289
30 1.5198658136 102.42498840 102.42498564
35 1.5198658202 102.42498803
40 1.5198658210 102.42498835
45 1.5198658211 102.42498839
50 102.42498840
aResults reported by Pryce [14].
squares represents the result with the Chebyshev method. The curve with the crosses represents the
result with the Legendre method. The curve with the circles represents the result with the QDM.
The QDM and the solution with Legendre quadrature points give more rapid convergence than the
solution with the Chebyshev quadrature points. The convergence for the second Paine problem with
the exponential potential is much faster than the convergence for the 6rst Paine problem with a
rational form for the potential.
3.3. Schroedinger equation with Morse potential
We also studied a Schroedinger equation on an in6nite interval
− ˜
2&
 ′′n (y) + V (y) n(y) = n n(y); (27)
with the Morse potential
V (y) = D(1− e−y)2; (28)
where ˜ = h=2, h is Planck’s constant, & is the reduced mass, and D is the dissociation energy.
The exact expression for the eigenvalues of the SE, Eqs. (27) and (28) is
n =
2
2&
(
n+
1
2
)(
2
√
2&D

−
(
n+
1
2
))
; n= 0; 1; 2; : : : (29)
The values of , D, and & determine the number of discrete eigenvalues of the SE. The Morse
potential is one of the potentials in supersymmetric quantum mechanics [19] for which the ground
state is
 0(y) = exp[−
√
2&D(y + exp(−y)=) + y=2]: (30)
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Fig. 6. Morse potential V (y) = 9e−2y − 18e−y and the three discrete eigenvalues.
We 6rst test a model problem with V (y) = 9e−2y − 18e−y = 9(1− e−y)2 − 9 employed by Pryce
[16] and Weideman [27] with ˜=1, &= 12 , =1 and D=9. This equation has only three eigenvalues
n =−n2 + 5n− 254 ; n= 0; 1; 2: (31)
The ground state wave function is
 0(y) = exp(− 52y − 3e−y): (32)
Fig. 6 plots the potential V (y) and shows the position of the three eigenvalues. As discussed in
our previous papers [7,19], the di=erential operator can be written in a simple symmetric form, if we
choose w(x)=  20 (x). The matrices arising from the present discretization in contrast to our previous
works, are not symmetric, because the derivative matrices are applied directly to the SE. The problem
is solved with three methods. The 6rst method referred to as the QDM uses w(y)=  20 (y) and
W (y)= 0(y). The second method referred to as the H1 method uses w(y)=e−y
2
and W (y)= 0(y).
The third method referred to as the H2 method uses w(y)=e−y
2
and W (y)=e−y
2=2. For this problem,
no boundary conditions need to be enforced, since the interpolant satis6es the boundary condition
automatically. Thus for all the methods, Gaussian quadrature points are used.
The convergence of the eigenvalues for the three methods is compared in Table 4. For 0, the
QDM and H1 method give the exact result with N =2, whereas the H2 method converges relatively
slowly. This is due to the choice of the W (y)=  0(y), the ground state wave function. For N =20,
1 has converged to 14 signi6cant 6gure, 11 signi6cant 6gures, and 3 signi6cant 6gures for the
QDM, H1 and H2 methods, respectively. For N = 30, 2 has converged to 8 signi6cant 6gures, 3
signi6cant 6gures, and 1 signi6cant 6gure for the QDM, H1 and H2 methods, respectively. With
N = 55, 2 converges to the exact value with 14 signi6cant 6gures, whereas with the H1 method,
the eigenvalues start to diverge away from the exact value starting with N ¿ 40. On the other hand,
the H2 method while appearing to converge better than the H1 method, is still much inferior to the
QDM.
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Table 4
Convergence of eigenvalues of the SE with the Morse potential V (y) =−9e−2y + 18e−y
N QDMa H1b H2c
exact0 =−6:25
2 −6:25000000000000 −6:25000000000000 −5:32348743256064
5 −6:59284728164475
10 −6:24733727558881
15 −6:24613064219931
exact1 =−2:25
5 −2:24961058757056 −2:22442559106110 −2:46053801196281
10 −2:24999999902987 −2:24993540112851 −2:31104422314317
15 −2:24999999999999 −2:24999998741325 −2:23926235394973
20 −2:25000000000000 −2:24999999998178 −2:25052119947722
exact2 =−0:25
10 −0:24449784042779 −0:17418725478579 −0:12124505201192
20 −0:24999767280497 −0:24863163789507 −0:21802173908254
30 −0:24999999911829 −0:24997578027798 −0:24252273451272
40 −0:24999999999843 −0:24994972783843 −0:24870181904796
50 −0:24999999999995 −0:51808807472431 −0:24952227567853
55 −0:25000000000000 −1:21287080014921 −0:24969992781635
aW (y) =  0(y) = exp(− 52y − 3e−y); w(y) =W 2(y).
bW (y) =  0(y); w(y) = e−y
2
.
cW (y) = e−y
2=2; w(y) =W 2(y).
The relative errors of these eigenvalues are plotted in Figs. 7–9, respectively. The dashed line is
the result with the symmetrized QDM. As can be seen, the result with the QDM converges much
more rapidly than the other two Hermite methods. The result with the H1 method, in general, con-
verges more rapidly than with the H2 method for small N . However, the relative error with the
H1 method starts to diverge with increasing N . The possible cause is the large round-o= errors in
the calculation of the derivative matrix. If we choose w(y) =W 2(y) as we did for the symmetrized
QDM, this phenomenon of divergence disappears. We also calculated the eigenvalues with the sym-
metrized QDM with respect to weight function w(y) =  20 (y). The convergence of the symmetrized
QDM is slightly slower than with the present QDM. However, since the di=erential matrix with
the symmetrized QDM is symmetric, the eigenvalues are guaranteed to be real. For the spectral
collocation QDM used here, the matrix representatives of the operator in the SLE and SE are not
symmetric, and can have complex eigenvalues, and are indeed obtained for large N .
The three corresponding eigenfunctions for this problem are plotted in Fig. 10. The solid curves
are the result with the QDM for N = 60, and are considered as the exact solution. The circles and
asterisks are the result with the QDM and the H2 method for N = 10, respectively. As can be seen
from the 6gure, even for N = 10, the three eigenfunction are hardly distinguishable from the exact
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Fig. 7. Relative error of 0 of the SE with the Morse potential V (y)= 9e−2y − 18e−y. (A) QDM with W (y)=  0(y) and
w(y)=  20 (y), (B) H1 method with W (y)=  0(y) and w(y)=e
−y2 , (C) H2 method with W (y)=e−y
2=2 and w(y)=e−y
2
.
The dashed line corresponds to the result with the symmetrized QDM with w(y) =  20 (y).
Fig. 8. Relative error of 1 of the SE with the Morse potential V (y) = 9e−2y − 18e−y (see Fig. 7).
eigenfunctions for the QDM, while for the H2 method, the approximation of the third eigenfunction
is not as good. The work by Weideman showed that the smallest relative error in 0 is only of
O(10−5) with N = 50 (Fig. 4 in [27]), in comparison with the QDM, which showed the relative
error of at most of O(10−13) with N = 2 for 0, with N = 15 for 1, and with N = 50 for 2.
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Fig. 9. Relative error of 2 of the SE with Morse potential V (y) = 9e−2y − 18e−y (see Fig. 7).
Fig. 10. Eigenfunctions of the SE with the Morse potential V (y)= 9e−2y − 18e−y. (A)  0(y), (B)  1(y), (C)  2(y). The
solid curves are the result with the QDM and N = 60. The circles and asterisks are the result for N = 10 with the QDM
and H2 methods, respectively.
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Table 5
Absolute error of eigenvalues of the SE with the Morse potential for the I2 molecule
N 0 5 10 15 20 24
QDM (W (y) =  0(y); w(y) =  20 (y))
2 1:0842e− 19
5 4:3368e− 19 1:1563e− 04
10 1:6263e− 19 2:6415e− 11 7:3128e− 04
15 6:5052e− 19 2:1684e− 18 6:6244e− 07 1:8656e− 03
20 1:7347e− 18 7:8063e− 18 1:4284e− 12 7:0096e− 05 3:4428e− 03
30 3:1984e− 18 7:3726e− 18 2:4286e− 17 8:0852e− 13 1:9369e− 05 4:8602e− 04
40 2:1142e− 18 3:0358e− 18 1:2143e− 17 8:6736e− 18 2:2721e− 12 1:3224e− 07
50 3:6321e− 18 1:0408e− 17 1:0408e− 17 1:34987− 17 6:5919e− 17 3:3567e− 15
60 4:0658e− 18 1:8215e− 17 3:2092e− 17 2:4286e− 17 3:6429e− 17 4:3368e− 17
Previous work
40a 5e− 14 4e− 13 5e− 13 2e− 10
80b 1:4e− 14 1:5e− 13 2:8e− 13 4:0e− 13 9:6e− 12
128c 1:0e− 11 1:1e− 10 2:0e− 10 2:8e− 09 3:6e− 09 4:2e− 10
aBaye and Vincke [2].
bWei et al. [20].
cBraun et al. [5].
Another potential we test is the Morse potential for the I2 molecule studied extensively [2,5,26]
with ˜=1 a:u:, D=0:0224 a:u:, =0:9374 a:u: and a reduced mass of &=119406 a:u. This potential
has 77 eigenvalues. We calculate the eigenvalues with the QDM and use the ground state function
as the interpolant weight function, W (x), and the square of the ground state as weight function,
w(x). To compare with the results of other workers, we calculate the absolute error between the
numerical and exact solutions. The absolute error of selected eigenvalues are given in the top part
of Table 5 for various N . The results from other workers [2,5,26] are listed at the bottom of
the table. As can be seen, the QDM provides the most rapid convergence for all the eigenvalues.
The previous researchers [2,5,26] only reported the values of the lower eigenvalues. The lower
eigenvalues, n¡ 25, for this potential with 77 bound states are relatively easy to calculate. It is the
highly excited vibrational states near the continuum boundary that are more di<cult to calculate.
This is demonstrated in Table 6 where the convergence of the several highly excited eigenvalues
is shown. As can be seen, the convergence of 50 and 60 is considerably slower than the lower
eigenvalues. Nevertheless, the QDM with up to N = 190 quadrature points gives essentially exact
results. From the results in Table 5 obtained by previous workers with other methods, it is anticipated
that comparable convergence cannot be obtained. The eigenfunctions corresponding to 40 and 60 are
shown in Fig. 11. The convergence is relatively slow owing to the highly oscillatory nature of these
eigenfunctions and also in part to their extended nature. This slower convergence is perhaps analogous
to the slow convergence of 2 and  2(y) for the model Morse potential discussed in Table 4 and
Fig. 10(C). Although the present paper has considered the one-dimensional Schroedinger equation,
the methodology discussed here can be extended easily to higher dimensional, as well as, coupled
Schroedinger equations. For multidimensional problems, the QDM employs the product space of
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Table 6
Absolute error of eigenvalues 30; 40; 50 and 60 of the SE with the Morse potential for the I2 molecule
N 30 40 50 60
30 7:2605e− 03
40 7:7158e− 04 1:2828e− 02
50 8:3196e− 06 3:0577e− 03 1:9671e− 02
60 4:8804e− 11 7:4778e− 04 6:6820e− 03 2:7706e− 02
70 1:3010e− 16 6:3845e− 05 2:8705e− 03 1:1538e− 02
80 2:2551e− 17 9:7421e− 08 1:1500e− 03 6:2157e− 03
90 9:5410e− 17 2:0382e− 12 3:4796e− 04 3:4878e− 03
100 1:2837e− 16 1:3523e− 17 4:3937e− 05 1:9317e− 03
120 9:3675e− 17 1:0755e− 16 2:7976e− 10 4:6999e− 04
140 1:7347e− 18 3:8164e− 17 6:2797e− 16 3:5755e− 05
160 1:9797e− 18 1:5613e− 16 1:1796e− 16 2:4614e− 08
180 2:4286e− 17 1:7694e− 16 2:0817e− 17 1:3839e− 13
190 5:2042e− 17 2:7756e− 17 2:0470e− 16 3:2613e− 16
Fig. 11. Eigenfunctions of the SE with the Morse potential for the I2 molecule. (A)  40(y), (B)  60(y).
one-dimensional basis sets. Coupled equations can also be reduced to algebraic equations with the
straightforward application of the QDM derivative matrix operators.
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