The ability to perform data assimilation in the Whole Atmosphere Community Climate Model eXtended version (WACCMX) is implemented using the Data Assimilation Research Testbed (DART) ensemble adjustment Kalman filter. Results are presented demonstrating that WACCMX+DART analysis fields reproduce the middle and upper atmosphere variability during the 2009 major sudden stratospheric warming (SSW) event. Compared to specified dynamics WACCMX, which constrains the meteorology by nudging toward an external reanalysis, the large-scale dynamical variability of the stratosphere, mesosphere, and lower thermosphere is improved in WACCMX+DART. This leads to WACCMX+DART better representing the downward transport of chemical species from the mesosphere into the stratosphere following the SSW. WACCMX+DART also reproduces most aspects of the observed variability in ionosphere total electron content and equatorial vertical plasma drift during the SSW. Hindcast experiments initialized on 5, 10, 15, 20, and 25 January are used to assess the middle and upper atmosphere predictability in WACCMX+DART. A SSW, along with the associated middle and upper atmosphere variability, is initially predicted in the hindcast initialized on 15 January, which is ∼10 days prior to the warming. However, it is not until the hindcast initialized on 20 January that a major SSW is forecast to occur. The hindcast experiments reveal that dominant features of the total electron content can be forecasted ∼10-20 days in advance. This demonstrates that whole atmosphere models that properly account for variability in lower atmosphere forcing can potentially extend the ionosphere-thermosphere forecast range.
Introduction
In contrast to the lower atmosphere, where model initialization and model physics are critical components to extending the useful forecast range (Magnusson & Källén, 2013) , forecasting the ionosphere-thermosphere beyond ∼24-48 hr is largely dependent on adequately forecasting the drivers of upper atmosphere variability. The dominant drivers are forcing from solar/geomagnetic activity and waves propagating upward Data assimilation models focused on the ionosphere-thermosphere (e.g., Lee et al., 2012; Matsuo et al., 2013; Scherliess et al., 2006) have typically only incorporated the climatological effects of lower atmosphere variability into the forecast model. This potentially limits the forecast skill, especially during time periods that are dominated by lower atmosphere driven variability. However, recent developments in whole atmosphere modeling (Akmaev, 2011) offer the opportunity to enhance the predictability of the ionosphere-thermosphere. This is due to the ability of whole atmosphere models to forecast the lower atmosphere variability along with its impact on the ionosphere-thermosphere. The potential benefits of this approach were demonstrated by Wang et al. (2011 Wang et al. ( , 2014 , who were able to predict the ionosphere variability during the 2009 SSW using the National Oceanic and Atmospheric Administration Whole Atmosphere Model as forcing for an ionosphere-plasmasphere model. It was demonstrated that the ionosphere variability could be predicted in forecasts initialized 10 days prior to the peak of the SSW event. To our knowledge, this is the only previous demonstration that incorporating lower atmosphere driven variability can extend the range of ionosphere-thermosphere forecasts.
The present study reports on the initial results of a whole atmosphere-ionosphere data assimilation system that can potentially enhance predictability of the upper atmosphere through forecasting the effects of variability driven by the lower atmosphere. Specifically, the Data Assimilation Research Testbed (DART) (Anderson et al., 2008) ensemble adjustment Kalman filter (EAKF) is used to constrain the lower and middle atmosphere variability in the Whole Atmosphere Community Climate Model eXtended version (WACCMX) (Liu et al., 2018) . Though potentially useful as a forecast model, it should also be noted that the analysis fields generated by the data assimilation can be used for scientific investigations of ionosphere-thermosphere variability during specific time periods. We focus our attention on the 2009 SSW time period and demonstrate that the WACCMX+DART analysis fields reproduce the middle atmosphere chemical and dynamical variability, as well as variability in ionosphere vertical drifts and electron densities. A series of ensemble hindcasts are also performed in order to investigate the predictability of the middle and upper atmosphere during the 2009 SSW event.
The remainder of the paper is organized as follows. Section 2 describes the WACCMX+DART forecast model and data assimilation methodology. Results for the WACCMX+DART analysis and hindcast experiments are described in sections 3.1 and 3.2, respectively. The results are discussed in section 4. Conclusions of the study are given in section 5.
WACCMX+DART Model and Data Assimilation Description
The forecast model used for the experiments is WACCMX version 2.0, which is described in detail by Liu et al. (2018) . Briefly, WACCMX extends from the surface to 4.1 × 10 −10 hPa (∼500-700 km) and incorporates the chemical, dynamical, and physical processes necessary to model the troposphere, stratosphere, mesosphere, thermosphere, and ionosphere. Up to the lower thermosphere, the model is based on the WACCM version 4 (Marsh et al., 2013) , which is the "high-top" extension of the Community Atmosphere Model version 4 (Neale et al., 2013) . Ionospheric processes, including ionosphere transport for O + , self-consistent electrodynamics, and energetics in WACCMX version 2.0, are primarily based on the Thermosphere-Ionosphere-Electrodynamics General Circulation Model (Richmond et al., 1992;  10.1002/2017JA025107 Roble et al., 1988; Qian et al., 2014) . The reader is referred to Liu et al. (2018) , and references therein, for a more detailed description of WACCMX.
Specific details regarding the WACCMX configuration used in the present study are as follows. The WACCMX horizontal resolution is 1.9 ∘ in latitude and 2.5 ∘ in longitude. The model has 126 vertical levels, with a varying vertical resolution of roughly 1.1-3.5 km in the lower atmosphere, and 0.25 scale height above 0.96 hPa (∼50 km). When generating the analysis fields, WACCMX is forced with realistic solar and geomagnetic conditions. Geomagnetic activity is included by imposing the Heelis empirical convection pattern (Heelis et al., 1982) , which is driven by the 3-hr geomagnetic K p index, at high latitudes. The effects of solar irradiance are incorporated using the models of Lean et al. (2005) and Solomon and Qian (2005) . Since it is known to be enhanced during SSW events, we have added forcing of the migrating semidiurnal lunar tide (M2) based on Pedatella et al. (2012) . Greenhouse gases and ozone depleting substances are specified based on historical values. WACCMX+DART was initialized on 1 October 2008 by applying small perturbations to the temperature and winds in a free-running, single-member, transient WACCMX simulation. In evaluating the analysis fields, we use hourly WACCMX+DART output despite using a 6-hr data assimilation cycle. This is done to provide sufficient temporal resolution for evaluating certain aspects of the results. The results presented in section 3.1 are therefore a combination of analyses and short-term (1-to 5-hr) forecasts.
For the hindcast experiments that are presented in section 3.2, 27-day lagged solar and geomagnetic forcing parameters are used in WACCMX. This amounts to a persistence forecast of solar activity based on the average solar rotation period. Analyzed sea surface temperatures (SSTs) (Hurrell et al., 2008) are used for both the analysis and hindcast experiments. Because we have used analyzed SSTs, our hindcasts could not actually be made in real time. However, forecasts of SST (and even persistence forecasts) for lead times of a few weeks are very skillful (Sooraj et al., 2012) . We would therefore only anticipate a small impact from using forecasted instead of analyzed SSTs for WACCMX forecasts.
The data assimilation is incorporated in WACCMX using the DART EAKF (Anderson, 2001; Anderson et al., 2008) . The DART EAKF was previously used to perform data assimilation in WACCM, and we employ a nearly identical setup as previously used in WACCM+DART (Pedatella, Raeder, et al., 2014; Pedatella et al., 2016) . We similarly use an ensemble size of 40 and assimilate observations of aircraft and radiosonde temperatures and winds, satellite drift winds, Constellation Observing System for Meteorology, Ionosphere, and Climate (COSMIC) refractivity, and temperatures from Aura Microwave Limb Sounder (MLS) and Thermosphere Ionosphere Mesosphere Energetics Dynamics (TIMED) satellite Sounding of the Atmosphere using Broadband Emission Radiometry (SABER). The MLS and SABER temperatures are assimilated up to 1 × 10 −3 hPa (∼95 km) and 5 × 10 −4 hPa (∼100 km), respectively. The WACCMX ionosphere is thus not directly constrained by observations; rather, it is responding to forcing from the constrained lower atmosphere, as well as solar forcing. Observations are localized in the vertical direction using a Gaspari-Cohn function (Gaspari & Cohn, 1999) with a half width of 0.15 in ln(p o ∕p) coordinates, where p is pressure and p o is surface pressure, and 0.2 radians horizontally. Following Pedatella, Raeder, et al. (2014) , spatially and temporally varying adaptive inflation (Anderson, 2009 ) is used with the inflation damping set to 0.7, and a lower bound of 0.6 for the inflation standard deviation.
We note that there are two changes in WACCMX+DART that have a negative impact on the data assimilation. In order to damp small-scale (considered here to be wave numbers greater than 6) waves, we apply both second-and fourth-order divergence damping (Lauritzen et al., 2012) . The second-order divergence damping is applied in addition to the fourth-order divergence damping, which is the default for WACCMX, in order to remove longer wavelength waves that are not effectively damped by the fourth-order divergence damping. The additional second-order divergence damping attenuates waves with wave numbers of ∼1-30. The fourth-order damping is also applied since it more effectively removes resolved-scale waves with wave numbers greater than ∼30. The small-scale waves that are introduced by the data assimilation pose two problems for WACCMX. First, the electrodynamics solver can fail if the small-scale waves are sufficiently large in the thermosphere. Second, and perhaps more important, the small-scale waves considerably increase the mixing in the lower thermosphere. The increased mixing leads to a reduction in the ratio of atomic oxygen to molecular nitrogen (O/N 2 ) in the thermosphere, which will reduce the electron density (Siskind et al., 2014; Yamazaki & Richmond, 2013) . The effects of the small-scale waves and resultant increase in mixing are significant, and the O/N 2 ratio and electron density can be reduced by up to ∼50% in WACCMX+DART experiments that do not effectively damp the small-scale waves. Although the increased damping negatively impacts the model performance, it was necessary in order to prevent large decreases in O/N 2 ratio and electron density. There is an additional minor degradation in the tropospheric data assimilation in WACCMX+DART compared to WACCM+DART due to the 5-min time step used in WACCMX (a 30-min time step is used in WACCM). The shorter time step leads to a ∼30% bias in troposphere humidity. The humidity bias is related to the Community Atmosphere Model version 4 physics parameterizations. We confirmed that the time step is the source of this bias through a comparison of WACCM+DART experiments with 5-and 30-min time steps. The bias between WACCM+DART run with 5-and 30-min time steps is similar to that between WACCMX+DART and WACCM+DART, and we thus concluded that the humidity bias is directly due to the change in model time step.
To illustrate the impact of the above changes on the troposphere data assimilation, Figure 1 shows profiles of the 6-hr analysis and forecast root-mean-square error (RMSE) and bias relative to radiosonde temperature observations in the Northern and Southern Hemisphere extratropics (±20-80 ∘ ). The results are averaged for December 2008 and are shown for both WACCM+DART (black) and WACCMX+DART (red). Note that the results in Figure 1 are based on the subset of observations that were assimilated in both experiments. From these plots it is clear that there is a ∼5-10% increase in forecast RMSE in WACCMX+DART compared to WACCM+DART. The difference is larger in the Northern Hemisphere compared to the Southern Hemisphere, though this may partly be due to seasonal differences. Although there is a slight degradation in the WACCMX+DART troposphere, the synoptic scales that are likely to be the dominant source of the middle and upper atmosphere variability (at least in a relatively coarse resolution model such as WACCMX) remain well captured in WACCMX+DART. The degraded troposphere is therefore considered to have minimal influence on the middle and upper atmosphere, which are the primary focus of our study. and 3, and throughout the following, are for the WACCMX+DART ensemble means. Also included in Figures 2 and 3 are results from a specified dynamics simulation of WACCMX (SD-WACCMX). The SD-WACCMX meteorology is constrained up to 50 km by nudging toward the National Aeronautics and Space Administration Modern-Era Retrospective Analysis for Research and Applications (Rienecker et al., 2011) . SD-WACCMX represents an alternative, computationally less expensive, approach for reproducing specific time periods in WACCMX. It thus represents a useful benchmark for comparison with WACCMX+DART. The Aura MLS observed variability is also shown in Figure 2c (note that the model is not sampled directly at the observation locations, so some sampling error may be present in Figure 2 ). The evolution of the stratosphere and lower mesosphere polar temperatures (Figure 2 ) is similar between SD-WACCMX and WACCMX+DART. This is to be expected since both are constrained at these altitudes, and it is also consistent with prior comparisons between SD-WACCM and WACCM+DART (Pedatella, Raeder, et al., 2014) . Differences between the SD-WACCMX and WACCMX+DART become more apparent at higher altitudes. Notable differences include a stronger mesosphere cooling in WACCMX+DART around the peak of the SSW (days 20-25), as well as a warmer mesopause following the SSW in WACCMX+DART. Additionally, the elevated stratopause that forms in early February gradually decreases in altitude in WACCMX+DART. In contrast, the elevated stratospause in SD-WACCMX exhibits an initial rapid decrease in altitude between days 30 and 40. The gradual decrease in stratopause altitude in WACCMX+DART is more consistent with the Aura MLS observations ( Figure 2c ). As noted in Pedatella, Raeder, et al. (2014) the mesospheric differences are directly related to the assimilation of Aura MLS and TIMED/SABER temperatures in WACCMX+DART, and the inclusion of these observations leads to improved representation of the stratosphere-mesosphere variability throughout the 2009 SSW time period. Comparison of the zonal mean zonal winds at 60 ∘ N ( Figure 3 ) shows largely similar behavior as the temperatures, with differences between WACCMX+DART and SD-WACCMX again emerging above 1 hPa (∼50 km). In this case, the most apparent differences are weaker westward winds in the stratosphere during the SSW, as well as a stronger mesosphere wind reversal between days ∼20-34 in WACCMX+DART.
Results

The 2009 SSW Analysis Fields
The elevated stratopause following the 2009 SSW led to enhanced descent of mesospheric air into the stratosphere. This is clearly captured in satellite observations that show descent of nitrogen oxides (NO x = NO + NO 2 ) and carbon monoxide (CO) into the stratosphere following the SSW (Manney et al., 2009; Randall et al., 2009) . The enhanced descent is generally poorly captured by constrained chemistry climate models (e.g., Funke et al., 2017) , which can partly be attributed to inaccurate representation of the dynamics in the upper stratosphere-mesosphere due to lack of direct constraint at these altitudes (Siskind et al., 2015) . The ability to accurately reproduce enhanced NO x and CO descent is therefore a useful indirect method for assessing the large-scale dynamics in the mesosphere. Figure 4 shows the 70-90 ∘ N zonal mean NO in SD-WACCMX and WACCMX+DART and clearly illustrates that there is considerably greater NO descent in late February to early March in WACCMX+DART compared to SD-WACCMX. The improved representation of NO descent in WAC-CMX+DART is related to better representation of the elevated stratopause in this simulation (e.g., Meraner et al., 2016) . Odin Sub-Millimeter Radiometer observations in Figure 2 of Funke et al. (2017) show that NO of 0.1 ppmv descends to almost 0.1 hPa (∼65 km). By comparison, at 0.1 hPa the WACCMX+DART NO is 0.02-0.05 ppmv. The downward transport of NO may therefore still be underestimated in WACCMX+DART, though we note that this is not a direct comparison since the simulation results were not sampled at the satellite observation locations. We should also note that the NO deficit may not be entirely related to underestimating the downward transport. Rather, it could be related to errors in chemical reaction rates or incorrect specification of energetic particle precipitation. While both of these versions of WACCMX include NO x production from auroral electrons, the pattern of precipitation is highly idealized and the precipitating electrons have a fixed characteristic energy of 2 keV. Additionally, we have not included the production of NO x by medium energy (up to 1 MeV) electrons that penetrate into the mesosphere. Improving the characterization of these processes is the subject of ongoing research.
The temporal variability of the migrating diurnal tide (DW1) and combined migrating semidiurnal solar and lunar tide (SW2+M2) in temperature are shown in Figures 5 and 6 , respectively. To look at variations on shorter time scales, we do not attempt to separate the semidiurnal solar and lunar tide contributions due to their similar periodicities (12 hr and 12.42 hr). We note that the M2 lunar tide is not included in the SD-WACCMX physics, though it may be indirectly forced in the model through being present in reanalysis fields that are used for nudging (Kohyama & Wallace, 2014) . Though included in the WACCMX+DART physics, the M2 lunar tide may also be present in WACCMX+DART analysis fields through the assimilation of observations (though it would not be present in the hindcast experiments without being included in the WACCMX+DART physics). The results are shown at 0.01 hPa (∼80 km) for DW1 and 1×10 −4 hPa (∼110 km) for SW2+M2 to be comparable with previous simulation results shown in Pedatella, Raeder, et al. (2014) and Pedatella, Fuller-Rowell, et al. (2014) . Similar temporal variability of DW1 and SW2 + M2 occurs in both SD-WACCMX and WACCMX+DART, and the variability is similar to other whole atmosphere models (Pedatella, Fuller-Rowell, et al., 2014) . In particular, both SD-WACCMX and WACCMX+DART show a clear decrease in DW1 near day 30, and an increased semidiurnal tide amplitude between days 30 and 40. Although the temporal variability is similar, the tides in both SD-WACCMX and WACCMX+DART are weaker compared to results in other whole atmosphere models. This is especially true for WACCMX+DART, which has tidal amplitudes that are ∼30% less than those in SD-WACCMX. We believe this to be the result of the additional damping that is included in WACCMX+DART and will be discussed in more detail in section 4. We now turn our attention to the ionosphere variability during the 2009 SSW. Figures 7 and 8 show the total electron content (TEC) at 75 ∘ W geographic longitude at 1000 and 1800 local time (LT), respectively. Note that we focus our attention on this longitude sector due to the dense network of ground-based Global Navigation Satellite System (GNSS) receivers in North and South America. The GNSS TEC observations are included in Figures 7 and 8 for comparison with the simulation results. The GNSS TEC observations are based on the Massachusetts Institute of Technology Automated Processing of GPS software (Rideout & Coster, 2006) . Although the TEC exhibits variability throughout January-February 2009, the most notable TEC changes attributed to the SSW are the morning increase and afternoon decrease in TEC that occur between 22 and 30 January (e.g., Goncharenko et al., 2010) . At 1000 LT (Figure 7) , both SD-WACCMX and WACCMX+DART capture the enhancement around 22-30 January, as well as the subsequent decrease and increase in TEC that occurs in the following 10-20 days. However, the initial enhancement occurs ∼2-3 days earlier in the simulations compared with the observations. The results at 1800 LT (Figure 8 ) are generally similar, with both SD-WACCMX and WACCMX+DART exhibiting a decrease around 22-30 January, but with the decrease occurring prior to what is seen in the observations. The timing discrepancy is most apparent in SD-WACCMX, and the TEC minimum occurs roughly 4 days prior to the observed minimum. Though it still occurs 1-2 days early, the timing of the minimum TEC in WACCMX+DART is more consistent with the observations. WACCMX+DART also better reproduces the TEC enhancement, and increased latitudinal separation of the equatorial anomalies, around days 32-35. We may therefore conclude, at least qualitatively for this event, that the WACCMX+DART ionosphere is in better agreement with observations compared to SD-WACCMX. This is also true quantitatively, and the RMSE for the low-latitude (0 ∘ N-30 ∘ S) TEC at 1000 (1800) LT is 2.47 (2.79) total electron content unit (TECU) for WACCMX+DART and 3.76 (4.68) TECU for SD-WACCMX . This demonstrates that the improved specification of the mesosphere and lower thermosphere that results from assimilating observations to higher altitudes also leads to an improvement in the ionosphere.
In addition to TEC, it is well known that equatorial vertical drifts are disturbed during SSWs (Chau et al., 2011) . Vertical drift perturbations therefore provide another opportunity to evaluate the ionosphere variability in SD-WACCMX and WACCMX+DART. Figures 9 and 10 show the equatorial vertical drift perturbations at 75 ∘ W and 77 ∘ E geographic longitude. The perturbations are calculated from the January-February mean value at each local time. The model simulations are compared with observations from the Peruvian Jicamarca Radio Observatory (JRO, 11.95 ∘ S, 76.87 ∘ W geographic) incoherent scatter radar (ISR) , and the difference between Indian magnetometer observations at Tirunelveli (8.7 ∘ N, 77.8 ∘ E geographic) and Alibaug (18.6 ∘ N, 72.9 ∘ E geographic) (Siddiqui et al., 2017) . Note that the difference between the two magnetometer stations, one on the magnetic equator and one 5-10 ∘ off the equator, is used as a proxy for variations in the vertical plasma drift velocity (Anderson et al., 2002) . The agreement between SD-WACCMX and WACCMX+DART and the observations at 77 ∘ E is particularly good, with WACCMX+DART capturing much of the variability that is seen in the magnetometer observations. However, there are larger discrepancies between the simulations and observations at 75 ∘ W. Most notably, the vertical drift perturbations are ∼10 ms −1 weaker than the observed values. Additionally, the JRO ISR observations reveal an increase in the vertical drift that begins in the morning around 25 January and moves toward later local times over the next 10 days. This feature is weak in SD-WACCMX, and largely absent in WACCMX+DART, indicating that certain aspects of the ionosphere remain poorly characterized in SD-WACCMX and WACCMX+DART. There are clear differences in the vertical drift perturbations in SD-WACCMX and WACCMX+DART; however, neither appears to be in significantly better agreement with the observations. The RMSE between SD-WACCMX and WACCMX+DART and the JRO ISR observations are 10.86 ms −1 and 10.95 ms −1 , respectively. In the Indian longitude sector the RMSE is 5.04 ms −1 in SD-WACCMX and 5.18 ms −1 in WACCMX+DART (assuming that ΔH = 4.3268 × ΔW i Anderson et al., 2002) . SD-WACCMX and WACCMX+DART are therefore considered as essentially identical in terms of their agreement with vertical drift observations.
The 2009 SSW Hindcast Experiments
As demonstrated in the previous section, the WACCMX+DART analysis fields generally reproduce the middle and upper atmosphere variability during the 2009 SSW. Given that SSWs can often be predicted 1-2 weeks in advance (Tripathi et al., 2015) , SSWs may afford the opportunity to extend the useful range of ionosphere forecasts, at least for solar quiescent time periods. To examine the ionosphere predictability associated with the 2009 SSW, we have performed a series of hindcast experiments for the 2009 SSW time period. The experiments consisted of 30-day hindcasts that were initialized from the analysis fields at 0000 UT on 5, 10, 15, 20, and 25 January. Each hindcast included 40-ensemble members. As noted in section 2 the hindcasts were forced with analyzed SSTs, and 27-day lagged solar and geomagnetic activity. Figures 11 and 12 show the hindcasts for the ensemble mean zonal mean temperature averaged between 70 and 90 ∘ N and zonal mean zonal wind at 60 ∘ N. These can be directly compared with Figures 2 and 3 . In terms of predicting the SSW, the general characteristics in temperature and zonal wind are similar. The first two hindcasts, initialized on 5 and 10 January, do not predict the occurrence of a SSW. However, the hindcast initialized on 15 January shows a distinct warming of the stratosphere around 25 January. The warming is accompanied by a reversal of the stratosphere-mesosphere zonal mean zonal winds, and also a mesosphere cooling. WACCMX+DART can therefore predict that the middle atmosphere will be disturbed due to a SSW ∼10 days in advance. However, although this hindcast qualitatively predicts a SSW, the strength of the SSW is not correctly forecast in the ensemble mean, and the stratosphere wind reversal does not reach the 10 hPa (∼30 km) level that is necessary to be considered a major SSW. The length of the disturbed stratospheric winds and the occurrence of an elevated stratopause are also not seen in the hindcast initialized on 15 January. These features are, however, captured by the hindcasts initialized on 20 and 25 January. To better illustrate how the hindcasts capture the SSW-induced stratosphere and mesosphere variability, Figure 13 shows the hindcasts for zonal mean zonal winds at 60 ∘ N and 10 hPa (∼30 km) and zonal mean temperature at 1 × 10 −4 hPa (∼110 km) averaged between 70 and 90 ∘ N. Note that in Figure 13 , we show results for the ensemble mean as well as the standard deviation in order to illustrate differences in the ensemble spread in the stratosphere and mesosphere. The ensemble maxima and minima are also included for the stratospheric winds. In the stratosphere, the hindcasts closely follow the analysis (black dashed line) for 5-7 days before beginning to diverge. It is also clear in Figure 13a that all of the ensemble members, as well as the ensemble mean, in the hindcast initialized on 15 January only predict a minor SSW around 25 January (i.e., the winds at 60 ∘ N and 10 hPa do not reverse). The ensemble mean hindcast initialized on 20 January forecasts a major SSW, though the westward wind maximum is forecasted to occur 2-3 days later than in the analysis. Additionally, the ensemble mean forecasts maximum westward winds that are ∼15 ms −1 too weak; however, two of the ensemble members forecast maximum westward winds of −30 ms −1 . The extent and recovery of the SSW in the stratosphere are well captured in the hindcast initialized on 25 January. It is interesting to note that some of the ensemble members in the hindcasts initialized on 5 and 15 January forecast the occurrence of a major SSW toward the end of the 30-day forecast period. It is unclear whether this is indicative that a major SSW will occur in the subsequent months, or if it is only reflective of the fact that SSWs will be generated in WACCMX by the inherent atmospheric variability. The fact that these occur toward the end of the forecast period suggests the later, but additional research is required to understand if these forecasted SSWs are providing useful information.
Compared to the stratospheric winds, the behavior of the mesosphere temperatures in Figure 13 are markedly different, with the hindcasts often departing from the analysis within the first few days. This is consistent with worse predictability of the mesosphere (Liu et al., 2009 ), though we caution that one should not make definitive conclusions on the mesosphere predictability based on the small number of hindcasts included in the present study. Figure 13 also illustrates the significant differences in the ensemble spread in the stratosphere and mesosphere. In particular, the ensemble spread in the stratosphere is initially small and gradually increases throughout nearly the entire 30-day hindcast. In contrast, the ensemble spread in the mesosphere is comparatively larger initially and increases by a relatively small amount during the 30-day hindcast. This suggests that there is much larger uncertainty for even short-term (i.e., 1-2 days) forecasts in the mesosphere. Interestingly, the spread in the hindcast initialized on 25 January grows the least and has the smallest spread at the end of the 30-day hindcast. The evolution of the stratosphere and mesosphere following a major SSW can therefore be forecasted with relatively small uncertainty, even for forecasts in the range of 20-30 days. Additional cases are, however, required to confirm if this is a general feature, or unique to this particular event.
The ionosphere variability during SSWs is largely driven by changes in the semidiurnal solar and lunar tides (e.g., Pedatella & Liu, 2013) . Any forecast of the ionosphere variability during a SSW event will therefore necessitate correctly forecasting the semidiurnal tidal variability. Hindcasts of SW2 + M2 are shown in Figure 14 . From the analysis fields in Figure 6 , the dominant features of the SW2 + M2 variability are a Southern Hemisphere enhancement around day 20, Northern Hemisphere enhancement around day 30, and enhancements in both hemispheres on day 40. Aspects of the temporal variability, such as the enhancements near days 30 and 40, are seen in the hindcast initialized on 15 January. However, the enhancements primarily occur in the Southern Hemisphere, and there is no enhancement near day 20. The tidal variability is correctly forecasted in the hindcasts initialized on both 20 and 25 January. Interestingly, the hindcasts initialized on 20 and 25 January forecast the tidal variability reasonably well for at least 20 days. This suggests that the forecast skill for certain aspects of mesosphere variability may be in the range of 20 days, though we again caution that one should not make firm conclusions from the limited number of hindcasts included in the present study.
We conclude our discussion of the hindcast results by demonstrating the extent that ionosphere TEC variability can be forecast in WACCMX+DART. Figures 15 and 16 show the hindcast results at 1000 and 1800 LT, respectively. One aspect of the hindcasts in the ionosphere that should be mentioned is that there tends to be an overall increase in TEC during the first several days of the hindcast. This can potentially complicate interpretation of the results. The TEC increase is related to the fact that the small-scale waves introduced by the data assimilation are absent in the hindcasts. As previously mentioned, the dissipation of small-scale waves in the lower thermosphere increases lower thermosphere mixing, leading to a reduction in the ionosphere electron density. The absence of these waves will therefore lead to an overall increase in TEC. Interpretation of the forecasted TEC variability also depends on the 27-day lagged solar/geomagnetic activity, and we note that K p is ∼4 in the hindcasts around days 20 and 30. The TEC in the hindcasts initialized on 5 and 10 January shows some aspects of variability that are broadly similar to the SSW-induced variability in the WACCMX+DART analysis TEC, such as the TEC decrease between days 20-30. This is despite the fact that these two hindcasts do not forecast a SSW. The variability in these two hindcasts may be due to geomagnetic activity; however, this variability could also be due to SW2 + M2 (Figure 14 ) which tends to be anticorrelated with the TEC. The hindcast initialized on 15 January appears to capture much of the ionosphere variability associated with the SSW. For example, at 1800 LT, this hindcast forecasts the TEC enhancements around days 20 and 34, and a decrease in TEC around days 26 and 40. These features are in good agreement with both the WACCMX+DART analysis TEC and observed TEC (Figure 8 ), indicating there is at least some degree of skill in 10-to 20-day ionospheric forecasts. We note that the TEC decreases around days 26 and 40 are stronger in the hindcast initialized on 15 January compared to the hindcasts initialized on 15 and 10 January, demonstrating that the SSW forecasted in the hindcast initialized on 15 January leads to an improved TEC forecast. This is supported by additional experiments (not shown) initialized on 15 and 20 January with constant solar and geomagnetic activity. These experiments qualitatively forecast the effects of the SSW on the ionosphere ∼10-20 days in advance, indicating that the lower atmosphere alone can provide long-range forecast skill for the ionosphere. The TEC at 1800 LT in the hindcast initialized on 15 January also tends to be anticorrelated with the hindcast SW2+M2. The ability to forecast TEC may therefore be largely dependent upon the ability to forecast the middle atmosphere tidal variability. The hindcasts initialized on 20 and 25 January are also able to qualitatively forecast the TEC variability for the subsequent ∼10-20 days. However, there are some clear deficiencies in the TEC hindcasts. For example, at 1800 LT, the hindcast initialized on 25 January forecasts an earlier and more rapid increase in TEC from the minimum that occurs around 25 January. We attribute this discrepancy to the fact that this hindcast was initialized at a time when the TEC was decreasing, but the TEC decrease is offset by the aforementioned TEC increase that occurs due to less lower thermosphere mixing in the hindcast experiments.
To more clearly illustrate the ability of the hindcasts to forecast low-latitude TEC variability, Figure 17 shows the TEC at 75 ∘ W geographic longitude averaged over the equatorial anomaly region (30 ∘ S-0 ∘ N geographic). The features of TEC variability in the hindcasts discussed in the context of Figures 15 and 16 are again evident, though we highlight a few features that are more apparent when focusing on the low-latitude average TEC. First, the rapid increase, and overall bias, in the WACCMX+DART hindcast TEC is clearly evident. Any forecast of TEC in WACCMX+DART will predict an increase in TEC over the first several days of the forecast period, presenting an obvious problem for any attempt to forecast TEC. However, as this is a known, systematic, problem one could potentially calibrate WACCMX+DART TEC forecasts to remove the initial increase and longer term bias in TEC forecasts. It is also apparent in Figure 17 that despite not forecasting a SSW, the hindcasts initialized on 5 and 10 January forecast much of the temporal variability in TEC at 1800 LT around the time of the SSW. We again consider this variability as partially due to the geomagnetic activity in the hindcast experiments, which has K p of ∼4 around 20 and 30 January. Some of the forecasted TEC variability in the hindcasts is thus not due to the SSW but due to geomagnetic activity. Nonetheless, it is clear that the hindcast initialized on 15 January is in better agreement with the analysis compared to the hindcasts initialized on 5 and 10 January, indicating an improvement in the TEC forecast due to the minor SSW that is present in this hindcast. This highlights the fact that an accurate forecast of ionosphere variability requires both accurately forecasting the solar/geomagnetic activity as well as variability driven by the lower atmosphere.
Discussion
The hindcast results illustrate that the ionosphere TEC variability during the 2009 SSW can be qualitatively forecast up to 10-20 days in advance, which is well beyond what is typically considered the limit for forecasting upper atmosphere variability. This extended range of predictability is enabled by whole atmosphere-ionosphere modeling, which provides the ability to forecast the lower atmosphere variability and its impact on the ionosphere. There are, however, two important caveats to the ionosphere predictability seen in the present study. First, the solar and geomagnetic activity was largely quiet, and minimally varying, throughout the time period studied. The 27-day lagged solar and geomagnetic forcing used in the hindcast experiments therefore provides a reasonable forecast of the solar and geomagnetic forcing. The ionosphere predictability during periods with stronger, and more variable, solar and geomagnetic activity will be significantly influenced by the ability to provide an accurate forecast of the solar and geomagnetic activity. Second, the useful forecast range for SSWs is considerably greater than the average forecast range in the troposphere and stratosphere. The ionosphere predictability associated with SSWs may thus represent an upper limit. The average predictability enabled by incorporating lower atmosphere effects will likely be less than that during SSW events. It is therefore crucial to perform a significant number of hindcasts in order to determine the extent that lower atmosphere predictability translates into ionosphere predictability. Using WACCMX+DART for such experiments is advantageous since the ensemble can provide estimates of the forecast error, reducing the number of forecasts necessary to assess the predictability.
As mentioned in section 2, the data assimilation introduces small-scale waves that lead to drastic reductions in thermosphere O/N 2 ratio and ionosphere electron density. The damping introduced in WACCMX+DART to remove these waves has a negative influence on the tidal amplitudes. The impact of small-scale waves is also problematic for thermosphere-ionosphere forecasting since their absence in forecasts leads to an increase in electron density, as well as O/N 2 ratio, over the initial 1-2 days of the forecast. These issues highlight the need to minimize the introduction of small-scale waves when applying the data assimilation increments. Introducing the increments through using an incremental analysis update (Bloom et al., 1996) procedure or filtering the increments prior to applying them are two possible solutions for minimizing the introduction of small-scale waves. Alternatively, it may be possible to develop an improved damping scheme that has a smaller impact on the tidal amplitudes. A larger ensemble size should also reduce the noise, though this comes with additional computational expense. We are currently investigating the best approach for effectively addressing the small-scale waves in WACCMX+DART. It should be noted that we are assuming that the additional small-scale waves in WACCMX+DART are entirely unrealistic and should be minimized. This assumption is, however, only based on their negative impact on the ionosphere-thermosphere. If they are actually representative of the true atmosphere, it would suggest that mixing due to other processes, such as parameterized gravity waves, is too large in WACCMX. We note that given the sensitivity of the thermosphere and ionosphere to wave induced mixing in the lower thermosphere (e.g., Siskind et al., 2014; Yamazaki & Richmond, 2013) , the importance of minimizing the influence of any small-scale waves in whole atmosphere-ionosphere data assimilation models is likely not limited to WACCMX+DART.
In the present study we have only assimilated observations in WACCMX+DART up to ∼100 km. Ground-based observations of ionosphere TEC and COSMIC radio occultation electron density profiles have previously been assimilated in the National Center for Atmospheric Research Thermosphere-Ionosphere-Electrodynamics General Circulation Model using DART (Chen et al., 2016; Lee et al., 2012) . It is anticipated that the assimilation of ionosphere observations in WACCMX+DART should positively impact the results. This is especially true for the analysis fields, where assimilation of ionosphere electron densities may, for example, indirectly improve the vertical plasma drift velocities through improving the ionospheric conductivity. Short-term thermosphere-ionosphere forecasts are also likely to be improved by assimilating ionosphere observations; however, they may have less influence on forecasts beyond several days. Ionosphere observations may also be able to counteract some of the negative influences of the previously mentioned small-scale waves on decreasing thermosphere O/N 2 ratio and ionosphere electron density. They therefore represent a possible approach to mitigate the negative influence of these waves on the upper atmosphere.
Conclusions
The present study demonstrates the ability to perform data assimilation in WACCMX using the DART EAKF. WACCMX+DART generates whole atmosphere-ionosphere analysis fields that are useful for scientific investigations and can also be used to provide initial conditions for forecasting the middle and upper atmosphere. We demonstrate the capability of WACCMX+DART, when only assimilating observations up to ∼100 km, through evaluation of analysis fields and hindcasts of the 2009 SSW. The primary conclusions are as follows:
1. The large-scale dynamical variability of the middle atmosphere (stratosphere to lower thermosphere) is well reproduced in WACCMX+DART analysis fields. Consequently, WACCMX+DART captures the transport of chemical species from the mesosphere into the stratosphere following the 2009 SSW. The results demonstrate that the assimilation of Aura MLS and TIMED/SABER temperatures improves representation of the middle atmosphere in WACCMX+DART compared to SD-WACCMX.
