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HOW LARGE IS Ag(Fq)?
MICHAEL LIPNOWSKI AND JACOB TSIMERMAN
0. Introduction
A very natural question in arithmetic statistics is the following: Let N(p, g) denote
the number of smooth, projective curves over the finite field Fp of genus g. What are
the asymptotics of N(p, g) for fixed p and g → ∞? From a modern standpoint,
one can rephrase this question as asking for the number of Fp points on the moduli
stack Mg of genus g curves. A naive analysis using the Weil conjectures, the most
powerful tool available for counting points on varieties over finite fields, falls far
short of answering this question owing to the “explosion in topological complexity
” of Mg(C) as g grows. See §1 for further disucssion. In particular, the sharpest
known upper and lower bounds for logN(p, g) aren’t even of the same magnitude!
The lower bound is linear in g, while the upper bound is linear in g log g [4].
In this paper we make a detailed study of an analogous question: Let A(p, g) denote
the number of principally polarized abelian varieties (ppavs) of dimension g over the
finite field Fp. What are the asymptotics of A(p, g) for p fixed and g → ∞? The
moduli stacks Ag similarly experience topological explosion as g grows. However, a
direct analysis of Ag(Fp) is possible thanks to deep theorems of Honda [11] and Tate
[25]: ppavs over finite fields are parametrized by linear algebraic data1. Carefully
analyzing this linear parametrization, we prove that logA(p, g) grows at least as
quickly as a multiple of g2 log g. It seems likely to us that this is the correct order
of magnitude, but we refer the reader to §1 for further discussion. Surprisingly, we
also show that if one forgets the polarization, and simply counts the number B(p, g)
of abelian varieties over Fp, the rate of growth of logB(p, g) is much slower. In
particular, we prove
Theorem 0.1. Let B(p, g) be the number of isomorphism classes of abelian varieties
over Fp of dimension g. Then
B(p, g) = oǫ
(
p(
17
2
+ǫ)g2
)
.
1In a different vein, this parametrization has had spectacular applications to the computation of
zeta functions of Shimura varieties [16] [14].
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In light of Theorem 0.1, this means that the abundance of principal polarizations
on a fixed abelian variety is the primary reason for A(p, g) being so large. Following
this line of reasoning leads to some statistically counterintuitive behaviour, stemming
from the fact that - at least intuitively - the reducible abelian varieties seem to be
the ones with the most polarizations.
As it becomes difficult in general to control the number of principal polarizations
on an abelian variety, the most striking results require assuming an (to us, plausi-
ble) assumption (Conjecture 5.2) about counting principal polarizations on a given
abelian variety. Assuming this conjecture, we show that most ppavs correspond to
abelian varieties which, up to isogeny, have an extremely large factor which is just a
power of an elliptc curve. In particular, we have the following:
Theorem 0.2. Let p be a prime satisfying the conclusion of Lemma 5.11. Conjecture
5.2 implies that the proportion of principally polarized abelian varieties over Fp for
which A admits an isogeny factor Eh for some elliptic curve E and some h ≥ 0.99g
approaches 1 as g grows.
Moreover, we can use this to show that ppavs don’t obey the famous Cohen-Lenstra
heuristics (see Corollary 5.20). Unconditionally, we can prove weaker versions of the
above. For instance, we can prove that most ppavs correspond to abelian varieties
with a repeated isogeny factor:
Theorem 0.3. Suppose the prime p satisfies the conclusion of Lemma 5.11. The
probability that a principally polarized abelian variety over the prime field Fp has no
repeated isogeny factors and whose Frobenius characteristic polynomial is relatively
prime to x2 − p approaches 0 as g increases.
The paper is organized as follows: In section 1 we briefly explain the approach to
such counting questions using the Weil conjectures, and why it fails in cases where
the prime in question is fixed and the topological complexity of the algebraic varieties
in question grow very quickly. Sections 2 and 3 are devoted to the proof of Theorem
0.1. Section 2 bounds the number of isogeny classes, while section 3 shows bound
the number of isomorphism classes in each isogeny classs. The argument has two
parts: First, there is a local aspect, where we bound the number of modules under
a very non-maximal local ring. This is the most difficult part, and here we use a
key insight of Yun. Second, there is an adelic global aspect, where we bound the
number of ways to ‘glue’ the different structures for each prime. Section 4 brings
polarizations into the picture, and shows that (at least for the majority of primes
p) A(p, g) grows superexponentially in g2, and then uses this to prove theorem 0.3
as well as some other surprising corollaries. Finally, section 5 is more speculative.
Here we show that if we assume Conjecture 5.2, we can prove the surprising Theorem
HOW LARGE IS Ag(Fq)? 3
0.2, and violate several natural behaviors, including analogues of the Cohen-Lenstra
heuristics and the Katz-Sarnak Heuristics.
0.1. Acknowledgements. The authors thank Peter Sarnak and Akshay Venkatesh
for their encouragement. They also thank Gopal Prasad and J.K. Yu for helpful
comments on the Siegel mass formula.
1. Topological explosion and point counting
This section can safely be skipped by experts. It informally explains some dif-
ficulties inherent in counting points on Mg and Ag, and is not used in the rest of
the paper. Attempts to overcome topological explosion in Ag and prove “random-
matrix-quality-cancellation” in the Grothendieck-Lefschetz trace formula were the
impetus for this paper.
Let V/Fp be an algebraic variety. By the Grothendieck-Lefschetz trace formula,
(1) #V (Fp) =
∑
(−1)itr
(
Frobp|H iet,c(VFp,Qℓ)
)
for any prime ℓ 6= p = char(Fq). Deligne’s Riemann hypothesis implies that the
eigenvalues of Frobq acting onH
i
et,c(VFp,Qℓ), a priori lying inQℓ, are algebraic integers
all of whose conjugates have absolute value q
w
2 for some w ≤ i. If V/Fp is smooth
and projective, all of these eigenvalues have absolute value exactly equal to q
i
2 .
Remarkably, e´tale cohomology groups are related to singular cohomology of com-
plex varieties. In particular, if V is smooth2 over Z(p) with VFp = V,
(2) dimQℓ H
i
et,c(VFp,Qℓ) = dimQH
i
betti,c(V(C),Q),
(3) bi(V ) := dimH
i
et,c(VFp,Qℓ) = # connected components of VFp,
(4) Frobp acts on H
2dimV (VFp,Qℓ) as multiplication by q
dimV .
Combining (1), (2), (3), and (4) shows that if V/Fp is smooth and geometrically
connected,
(5) #V (Fp) = p
dimV +
∑
i<2 dimV
Si(V ),
2We also assume that V/Z(p) is the complement in some V/Z(p) which is smooth and proper of a
relative normal crossings divisor. This assumption is satisfied for Mg/Z(p) [5] and Ag/Z(p) [8].
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where every Si(V ) is a sum of bi(V ) complex numbers of absolute value p
w
2 for
some w ≤ i. Foregoing all cancellation in the sum (5) gives the Weil bound :
(6) #V (Fp) = p
dimV + E where |E| ≤ pdimV−12 b(V ) and b(V ) :=
2 dimV−1∑
i=0
bi(V )
which leads one to suspect that
(7) #V (Fp) ≈ pdimV .
The Weil bound (6), and its close relatives, are very effective in problems for which
p grows or in problems for which V varies through a family for which b(V ) is well-
controlled. However, if p is fixed and b(V ) is large, the null hypothesis from (7)
seems a priori more suspect.
Example 1.1. Let Ag be the moduli space
3 of principally polarized abelian varieties.
The Euler characteristic of Ag equals
∏g
n=1 ζ(1−2n), for ζ the Riemann zeta function,
which has absolute value roughly exp(g2 log g). Therefore, b(Ag) ≥ exp(g2 log g) and
for fixed p, the Weil bound (6) gives almost no useful information.
Example 1.2. A closely related example, alluded to in the introduction is Mg/Fp,
the moduli space of genus g curves over Fp. The Euler characteristic of Mg equals
1
2−2gζ(1 − 2g), which has absolute value roughly exp(g log g). Even if one believes
the null hypothesis #Mg(Fp) ≈ pdimMg = p3g−3, the Weil bound is worlds away from
proving this.
We say that families of varieties {V } for which b(V ) grows much faster than pdimV
exhibit topological explosion; these are precisely the families for which one cannot
prove anything like log (#V (Fp)) ≈ dimV using the Weil bound. This paper arose
in our attempts to overcome the topological explostion of the family of varieties
{Ag}. More precisely, we hoped prove that there is significant cancellation in the
sums Si(Ag) for i < 2 dimAg by directly estimating #Ag(Fp) using linear algebraic
parametrizations of principally polarized abelian varieties. Combined with the (to
us, plausible) hypothesis
(8) log b(Ag)≪ g2 log g,
our work would prove that there is little cancellation in the sums Si(Ag). However,
we are presently unable to prove (8) or otherwise prove a lack of cancellation in the
sums Si(Ag). Unfortuantely, we also have no idea how to address 1.2.
3Ag is a smooth Deligne-Mumford stack over Z. Since the discussion of the present section is
informal, we elide this issue.
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Remark 1.3. Random-matrix models, predicting that Frobp acting on H
i
et(V ), for
V/Fp varying through a family with large geometric monodromy, should behave like a
random conjugacy class in the associated monodromy group (a compact, classical Lie
group), give a very compelling explanation for the staggering cancellation in Si(V )
which would be necessary for (7) to hold. See [13] and [1] for further discussion.
2. Bounding the number of isogeny classes
Lemma 2.1. The number of degree 2g monic integer polynomials p(x) all of whose
roots have absolute value
√
q is at most (2g)gq
1
4
g(g+1).
Proof. Let f(x) = x2g − a1x2g−1 + · · · − a2g−1x+ qg. There is an equality
qgf(x) = x2gf(q/x)
because both polynomials have the same roots leading coefficient. Therefore, f(x)
is uniquely determined by a1, . . . , ag, i.e. the first g elementary symmetric functions
of the roots of f(x). These in turn are uniquely determined by s1, . . . , sg, where sg
is sum of kth powers of the roots of f(x). Every sk is an integer lying in the interval
[−g√qk, g√qk]. The number of possible such choice is at most
g∏
k=1
(
2g
√
qk
)
= (2g)gq
1
2
(1+···+g)
= (2g)gq
1
4
g(g+1).

Corollary 2.2. There are at most (2g)gq
1
4
g(g+1) isogeny classes of abelian varieties
over Fq.
Proof. By Tate’s theorem, every isogeny class of g-dimensional abealian varieties over
Fq is uniquely determined by its (geometric) Frobenius characteristic polynomial, an
integer monic polynomial of degree 2g. By the Weil conjectures, the roots of geometric
Frobenius are algebraic integers all of whose conjugates have absolute value
√
q. The
result thus follows immediately from Lemma 2.1. 
Remark 2.3. Define the map
(S1)g → Rg
(α1, . . . , αg) 7→ (a1, . . . , ag)
where (x − √qα1)(x − √qα1) · · · (x − √qαg)(x − √qαg) = x2g − a1x2g−1 + · · · +
(−1)gagxg + · · · The image of this map is a compact semialgebraic domain in Rg.
DiPippo and Howe [6] prove a lower bound on the number of polynomials satisfying
the hypotheses of Lemma 2.1 by proving that a reasonably large rectangle R, centered
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at (a1, . . . , ag) = (0, . . . , 0), is contained in the interior of this domain and counting
lattice points inside R. The logarithm of their lower bound is asymptotic to 1
4
g2 log q
as g grows, the same as the upper bound from Corollary (2.2).
Over a prime field, this certifies that the logarithm of the upper bound from
Corollary 2.2 is asymptotically correct. However, the characteristic polynomial of
the Frobenius endomorphism of an abelian variety over Fpr , r > 1, must satsify a
p-adic condition in addition to the hypotheses of Lemma 2.1. Namely, it must be
the norm of a twisted conjugacy class in GL2g(Qpr) [2]. We suspect that upper
bound of 1
4
g2 log q for the logarithm of the number of isogeny classes is nonetheless
asymptotically correct, but we will not pursue this further.
3. Bounding the number of isomorphism classes within a fixed
isogeny class
Let A0 be a fixed abelian variety over Fq. Let O = W (Fq) with fraction field K.
Let D0(A0) denote the Dieudonne-module of A0 and D(A0) = D
0(A0)⊗O K. There
is a bijection between the set of
A
f−→ A0,
where A is an abelian variety over Fq and f is a quasi-isogeny and the set Xp ×Xp
where
Xp =
{∏
ℓ 6=p
Lℓ, Lℓ = Frobq-stable lattice inside Vℓ(A0), Lℓ = Tℓ(A0) for almost all ℓ
}
=
∏
ℓ 6=p
′
Xpℓ
Xp = {M : M ⊂ D(A0) an 〈F, V 〉-stable lattice}.
The bijection is given by(
A
f−→ A0
)
7→ f∗D0(A)×
∏
ℓ 6=p
f∗Tℓ(A).
To forget the quasi-isogeny, we mod out by the action of End0(A0)
×:
(9) isogeny class of A0 ∼= End0(A0)×\Xp ×Xp.
Let G = End0(A0)
×
.
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3.1. Orbits of G(Afin) on Xp × Xp. Let γ ∈ GL(Vℓ(A0)) denote the Frobenius
element. Let Zγ denote the centralizer of γ. Let χγ(x) = f1(x)
n1 · · · fj(x)nj be the
characteristic polynomial of γ, where every fi(x) ∈ Zℓ[x] is irreducible. Because γ
acts semisimply on Vℓ(A0), its minimal polynomial equals f1(x) · · ·fj(x). There is a
decomposition
Vℓ = V1 ⊕ · · · ⊕ Vj, where Vi = ker fi(γ).
3.1.1. γ-stable lattices with a fixed isotypic decomposition. Fix γ-stable latticesM1 ⊂
V1, . . . ,Mj ⊂ Vj. The number of lattices M ⊂ Vℓ for which Mi = ker fi(γ)|M exactly
equals ℓδ
′
, where δ′ =
∑
k 6=k′ valℓ (Res(fk, fk′)) [28, Proposition 4.9]. It therefore
suffices to bound the number of γi = γ|Vi stable lattices in Vi.
3.1.2. Finding orbit representatives with small colength in a fixed lattice. Let Ri =
Zℓ[x]/(fi(x)) and Fi = Frac(Ri). The F = Fi-vector space V = Vi has dimension
n = ni. We need to bound the number of orbits of GLn(F ) on the space of R-lattices
in V ∼= F⊕n.
There is a natural map from R-lattices in V to OF -lattices in V :
f : M 7→MOF ,
the OF -lattice generated byM. This map is GLn(F )-equivariant. Also, GLn(F ) acts
transitively on the collection of OF -lattices and f(R
n) = OnF . Therefore, it suffices
to bound the orbits of GLn(OF ) acting on the fiber f
−1(OnF ).
Given M ∈ f−1(O⊕nF ). Because MOF = OnF , we can solve the system of equations
m1 = Ae1, ..., mn = Aen for the standard basis e1, ..., en of O
n
F , elements m1, ..., mn ∈
M which form an OF -basis for MOF , and A ∈ GLn(OF ). Replacing M by M ′ =
A−1M, we get
A−1m1 = e1, ..., A−1mn = en.
Therefore, M ′ contains Rn but is contained in OnF . The size of O
n
F/R
n is at most the
size of (R∨/R)n, which equals disc(R/Zℓ)n. Therefore, M ′ is GLn(F )-equivalent to
a quotient of R⊕n of length at most δn, where δ = valℓ(disc(R/Zℓ)).
3.1.3. A filtration argument for counting γ-stable lattices. Fix a γ-stable filtration
V1 ⊂ V. Fix γ-stable lattices U1 ⊂ V1 and U2 ⊂ V/V1. Let π : V → V/V1 denote
the projection. We aim to count the number of γ-stable lattices L ⊂ V satisfying
L ∩ V1 = U1 and π(L) = U2.
Fix a γ-equivariant projection p : V → V1. The pair (L, p) gives rise to a Zℓ[γ]-
linear map φL : U2 → V1/U1 as follows:
φL : u→ u′ = any lift of u to L→ p(u′) mod U1.
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Let p′ : V → V1 be a second γ-equivariant projection. For any two lifts u′, u′′ of u to
L, the difference u′ − u′′ ∈ L ∩ V1 ⊂ V1. Therefore,
p(u′ − u′′)− p′(u′ − u′′) = (u′ − u′′)− (u′ − u′′) = 0.
It follows that
U2 → V1
u 7→ (p− p′)(any lift of u)
is a well-defined Zℓ[γ]-linear map. Therefore, the assignment
φ : {lattices L ⊂ V : L ∩ V1 = U1 and π(L) = U2} → HomZℓ[γ](U2, V1/U1)/HomZℓ[γ](U2, V1)
L 7→ φL
is well-defined.
Lemma 3.1. The fibers of φ lie in the same G(Qℓ)-orbit of lattices. In fact, they
differ by a unipotent element of the centralizer.
Proof. Suppose φL1 = φL2. Then there are Zℓ[γ]-linear projections p1 : V → V1 and
p2 : V → V1 and a Zℓ[γ]-linear map T : U2 → V1 satisfying
p1(u
′) = p2(u′) + T (u) mod U1 for all u ∈ L, u′ = π(u) ∈ U2.
There are Qℓ[γ]-stable decompositions
V = V1 ⊕ ker(p1)
V = V1 ⊕ ker(p2)
and Qℓ[γ]-isomorphisms
ker(p1)
i1=π−−−→ V/V1,
ker(p2)
i2=π−−−→ V/V1.
The Qℓ-linear transformation
V = V1 ⊕ ker(p2)→ V = V1 ⊕ ker(p1)
a⊕ 0 7→ a⊕ 0
0⊕ b 7→ T ◦ i2(b)⊕ i−11 ◦ i2(b)
commutes with γ and sends L2 to L1. 
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3.1.4. Bounding the size of HomZℓ[γ](U2, V1/U1)/HomZℓ[γ](U2, V1). Consider the dia-
gram of Zℓ modules
0 −−−→ U∗2 ⊗Zℓ U1 −−−→ U∗2 ⊗Zℓ V1 −−−→ U∗2 ⊗Zℓ V1/U1 −−−→ 0yF1 yF2 yF3
0 −−−→ U∗2 ⊗Zℓ U1 −−−→ U∗2 ⊗Zℓ V1 −−−→ U∗2 ⊗Zℓ V1/U1 −−−→ 0.
The top and bottom rows are exact and F = γ∗2 ⊗ 1 − 1 ⊗ γ1. The Snake Lemma
gives an isomorphism
(10) (U∗2 ⊗Zℓ V1/U1) [F3]/ (U∗2 ⊗Zℓ V1) [F2]
∼=−→ ker (coker(F1)→ coker(F2)) .
The left side is precisely what we’re trying to bound. The torus T = Qℓ[γ]
× acts
semisimply on U∗2 ⊗Zℓ V1 = V ∗2 ⊗Qℓ V1.
Its invariant subspace W equals the subspace acted on as 0 by its Lie algebra Qℓ[γ]
with its induced action; this subspace equals ker(γ∗2 ⊗ 1− 1⊗ γ1) = ker(F2). Let W ′
denote a T-invariant subspace of V ∗2 ⊗Qℓ V1 complemenetary to W.
Since F2 acts invertibly on W
′ and kills W, we identify coker(F2) = W. Call
M = U∗2 ⊗Zℓ U1 and M ′ =M ∩W ′. Then
ker (coker(F1)→ coker(F2)) =M ′/(F1(M) ∩W ′)
⊂M ′/F1(M ′).
Therefore, the left side of (10) has size at most
ℓv, where v =
∑
valℓ(λ1 − λ2),
where λ1, λ2 run over all pairs of unequal eigenvalues of γ1 acting on V1 and γ2 acting
on V2 respectively.
3.1.5. Number of isotypic γ-stable lattices of bounded colength. Reprise the notation
from §3.1.2. Let L be an R = Zℓ[x]/(f(x))-lattice in V ∼= F⊕n. We may assume that
L is contained in R⊕n and has colength at most δn. Let
V≤i = spanF 〈e1, . . . , ei〉, L≤i = L ∩ V≤i, Li = L≤i/L≤i−1 for all i = 1, . . . , n.
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Let ai be the colength of Li in Rei. Then
∑n
i=1 ai ≤ δn. Therefore,
#{R-lattices L ⊂ V : lengthZℓ
(
R⊕n/L
) ≤ δn}
≤
∑
a1+···+an≤δn
∑
length(OF ei/Ui)=ai
#{R-lattices L ⊂ V : Li = Ui}
≤ ℓnδ
∑
a1+···+an≤δn
n∏
i=1
#{R-ideals of colength ai}
= ℓnδ
∑
a1+···+an≤δn
n∏
i=1
#HilbaiR .(11)
The second inequality in (11) follows from §3.1.4 and an induction argument. A
keen insight of Yun [28, §4.12] is that #HilbjR ≤ #HilbjZℓ[[x]] because R is a quotient
of the power series ring Zℓ[[x]]. Therefore,
#HilbjR ≤ #HilbjZℓ[[x]]
=
∑
λ partition of j
ℓj−length(λ)
≤ ℓj#{partitions of j}
≤ ℓj2j,(12)
where the second line follows from [28, Proposition 4.13]. Using (12), we may con-
tinue our estimate in (11) by
#{R-lattices L ⊂ V : lengthZℓ
(
R⊕n/L
) ≤ δn} ≤ ℓnδ ∑
a1+···+an≤δn
n∏
i=1
ℓai2ai
≤ ℓnδℓnδ2nδ
∑
a1+···+an≤δn
1
≤ ℓ2nδ2nδ(nδ)n/n!
≤ ℓ2nδ2nδenδn
≤ ℓ2nδ22nδ
≤ ℓ4nδ.(13)
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3.1.6. Number of γ-stable lattices of bounded colength. Let δk,k′ = valℓ(fk, fk′). Com-
bining §3.1.1 with the estimate (13) gives
#{γ-stable lattices L ⊂ Vℓ(A0)}/G(Qℓ) ≤ ℓ
∑j
i=1 4niδi · ℓ
∑
k 6=k′ nkn
′
kδk,k′
≤ ℓ4
∑
λ 6=µ valℓ(λ−µ),
where λ, µ run over all pairs of unequal roots of the characteristic polynomial χγ of
γ. Taking the product over all primes ℓ gives
#{γ-stable lattices L ⊂ Vfin(A0)}/G(Afin) ≤
(∏
λ6=µ
|λ− µ|∞
)4
≤ (2p 12 )4·(2g2 ),(14)
where the final estimate (14) follows because all roots of χγ are p-Weil numbers.
Remark 3.2. In all local estimates applied so far, we’ve systematically ignored
the prime p. For abelian varieties over the prime field Fp, this does not pose any
problem. The simultaneous centralizer ZF,V of the Qp-linear transformations F = γ
and V = pγ−1 equals G, the centralizer of γ. The number of ZF,V -orbits of lattices in
the Qp-vector space D(A0) stable under F and V is bounded above by the number
of G-orbits on the collection of F -stable lattices.
Over more general finite fields Fpr , D(A0) is a Qpr -vector space and the operators
F, V are only semilinear. So more needs to be said in this case.
3.2. Number of isomorphism classes in a fixed isogeny class. In §3.1.6, we
showed that the number of orbits of G(Afin) on the space of Ẑ-lattices in Vfin(A0) is
at most (2p
1
2 )4·(
2g
2 ). Furthermore, every orbit contains a representative L =
∏
v Lv for
which Lv ⊂
⊕
iR
⊕ni
i of colength at most the v-adic valuation of the “discriminant”
of χγ(x), i.e. product of λ − µ over all pairs of unequal roots of χγ(x) (§3.1.2).
Therefore,
#{isomorphism classes in the isogeny class of A0}
≤ (2p 12 )4·(2g2 ) max
orbit representatives L
{#G(Q)\G(Afin)/StabG(Afin)(L)}.(15)
3.2.1. Bounding the depth of StabG(Qv)(Lv). Let R = Zℓ[x]/(f(x)) for an irreducible
polynomial f(x) ∈ Zℓ[x]. Let F = Frac(R). Suppose the characteristic polynomial of
γ acting on Vℓ equals χγ = f(x)
n. Choose an F -basis so that Vℓ ∼= F⊕n. Adjusting
M = Lv by G(Qv) = GLn(F ), we may assume that R
⊕n ⊂M ⊂ O⊕nF ⊂ (R∨)⊕n. We
want to bound the number of possibilities for gM for g ∈ GLn(OF ).
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• Suppose that g ∈ GLn(R). There is an injective map
GLn(R)-orbit of M → HomR(M, (R∨/R)⊕n)
gM 7→ (m 7→ g(m) mod Rn) .
So it suffices to bound #HomR(M, (R
∨/R)⊕n) = # [HomR(M,R∨/R)]
n .
Filter M by its intersections M≤i = M ∩ spanF 〈e1, . . . , ei〉 and let Mi =
M≤i/M≤i−1. Then
#HomR(M,R
∨/R) ≤
n∏
i=1
#HomR(Mi, R
∨/R).
Every Mi can be identified with an R-ideal J of colength ai with
∑
ai ≤ δ
and R∨/R ∼= R/I where I = f ′(x)R. Therefore, we are reduced to bounding
#HomR(J,R/I).
We have an exact sequence of Zℓ-modules
0→ I → R→ R/I → 0.
We have a commutative diagram
0 −−−→ J∗ ⊗Zℓ I =: A −−−→ J∗ ⊗Zℓ R =: B −−−→ J∗ ⊗Zℓ R/I −−−→ 0yF1 yF2 yF3
0 −−−→ J∗ ⊗Zℓ I =: A −−−→ J∗ ⊗Zℓ R =: B −−−→ J∗ ⊗Zℓ R/I −−−→ 0,
where Fi = γ
∗
2 − 1⊗ γ1. Since J is Zℓ-free, both rows are exact.
By the Snake Lemma, there is an exact sequence
A[F1]→ B[F2]→ HomR(J,R/I)→ coker(F1)→ coker(F2)
and in particular
(16) #HomR(J,R/I) = #coker (A[F1]→ B[F2]) ·#ker(coker(F1)→ coker(F2)).
To bound the kernel in (16): Because F acts semisimply on AQℓ , we can
decompose AQℓ = V0 ⊕ V ′, where V0 = kerF and V ′ is an F -invariant com-
plement. Let A′ be the projection of A to V ′. So 0 → A[F ] → A → A′ → 0
is exact. Note that A/FA surjects onto A′/FA′ with kernel most A[F ]. Now
A′/FA′ can be bounded using products of differences of eigenvalues as be-
fore. Also, the kernel of A[F ]→ B/FB is trivial, since F is semisimple (so in
particuar, nothing in A[F ] can be in the image of F ). By the Snake Lemma
exact sequence
0→ ker(A[F ]→ B/FB) = 0→ ker(A/FA→ B/FB)→ ker(A′/FA′ → 0) = A′/FA′,
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it follows that
#ker(A/FA→ B/FB) ≤ #A′/FA′ ≤ ℓδ where δ = valℓ(disc(R/Zℓ)).
To bound the cokernel in (16): Note that
HomR(R, I) ⊂ A[F ] ⊂ B[F ] ⊂ HomR(I, R).
Therefore,
# (B[F ]/A[F ]) ≤ #(HomR(I, R)/HomR(R, I)) ≤ ℓ2δ.
Combining everything, it follows that
(17) #{GLn(R)-orbit of M} ≤ ℓ3δn2 .
• The size of GLn(OF )\GLn(R) is not too big.
Let µ be an additive Haar measure on Endn(OF ). For every g ∈ GLn(OF )
and every open E ⊂ Endn(OF ),
(18) µ(gE) = µ(E).
Indeed, as a function of E, the left side defines a Haar measure on Endn(OF )
and so equals a scalar multiple of the right side. But both sides yield the
same measure for E = Endn(OF ). Therefore,
# (GLn(OF )/GLn(R)) =
µ(GLn(OF ))
µ(GLn(R))
.
Let m denote the size of the image of the reduction map GLn(R)→ GLn(Fℓ).
By (18),
µ(GLn(OF ))
µ(GLn(R))
=
#GLn(Fℓ)
m
· µ(1 +mOFEndn(OF ))
µ(1 +mREndn(R))
=
#GLn(Fℓ)
m
· µ(mOFEndn(OF ))
µ(mREndn(R))
=
#GLn(Fℓ)
m
·
1
ℓn2
µ(Endn(OF ))
1
ℓn2
µ(Endn(R))
=
#GLn(Fℓ)
m
· (#OF/R)n
2
≤ ℓ(1+δ)n2 .
Together with (17), this yields that
(19) #{GLn(OF )-orbit of M} ≤ ℓ4δn2 .
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For more general, i.e. non-isotypic characteristic polynomials, our estimate (19)
readily generalizes as in §3.1.1 to give
(20) #G(Ẑ)/StabG(Afin)(L) ≤
(
2p
1
2
)4(2g2 )
.
3.2.2. Bounding the size of non-abelian class groups. By 4.14, the endomorphism
ring of any simple abelian variety over the prime field Fp is commutative unless the
field generated by Frobenius is Q(
√
p). Let B0 be a member of the unique isogeny
class of (simple) abelian varieties over Fp whose Frobenius field is Q(
√
p). Let D0 =
End0(B0); note that D0 is split at every finite place (see Proposition 4.14). Let
U0,d ⊂ GLd(D)(Afin) be the image of GL4d(Ẑ) under a fixed isomorphism witnessing
this splitness. Let Cl(U0,1) = GL1(D)(Q)\GL1(D)(Afin)/U0,1. Suppose the abelian
variety A is isogenous to Bd0 × An11 × · · · × Anmm where Ai is simple with Frobenius
field Ki. Let Gi = ResKi/QGLni . The units of the endomorphism algebra of A equal
G = GLd(D)×
m∏
i=1
Gi.
The kernel of the reduced norm map (the determinant map) on every Gi and the
kernel of the reduced norm map on GLd(D), d 6= 1, is simply connected and has non-
compact archimedean component. By strong approximation, the product of reduced
norm maps in every factor
(21) G(Q)\G(Afin)/U0,d ×
m∏
i=1
Gi(Ẑ)→

Cl(OQ(√p))×
∏m
i=1Cl(OKi) if d > 1
Cl(U0,1)×
∏m
i=1Cl(OKi) if d = 1∏m
i=1Cl(OKi) if d = 0
induces a bijection. We need upper bounds for #
∏
Cl(OK).
Suppose K/Q has degree d = r1 + 2r2 and discriminant DK . The class number
formula tells us
(22)
2r1 · (2π)r2 · hKRk
wK ·
√
DK
= Ress=1ζK(s).
There is a lower bound on the regulator [24]
(23)
RK
wK
≥ 0.00299 · exp(0.48r1 + 0.06r2) ≥ 1
500
.
There is an upper bound on the residue of the Dedekind zeta function [18]
(24) Ress=1ζK(s) ≤
(
e logDK
2(d− 1)
)d−1
.
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Taking the product of (22) and the estimates (23) and (24) over all fields K
appearing in the product
∏
Cl(OK) gives
#
∏
Cl(OK) =
∏
hK
=
∏√
DK ·
∏ wK
RK
· 1
2r1(2π)r2
· Ress=1ζK(s)
≤
(∏√
DK (logDK)
d−1
)
· 500geg.(25)
Remember that OK is the ring of intetegers of the endomorphism algebra of a
simple isogeny factor of our abelian variety A. Therefore,
|DK | ≤ disc(some p-Weil number of degree d)
≤ (2√p)(d2)(26)
Applying the estimate (26) to (25) gives
#
∏
Cl(OK) ≤
(∏
(2
√
p)
1
2(
d
2)
((
d
2
)
log (2
√
p)
)d−1)
· 500geg
≤ (2√p) g
2
2 ·
(
g
2
)g
· (log (2√p))g 500geg
= (2
√
p)
g2
2
(1+o(1)) .(27)
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3.2.3. Conclusion. We use the notation of §3.2.2. Combining (15), (20), (21), and
(27) yields
#{isomorphism classes in the isogeny class of A0}
≤ (2p 12 )4·(2g2 ) max
orbit representatives L
{#G(Q)\G(Afin)/StabG(Afin)(L)}
≤ (2p 12 )4·(2g2 ) ·
(
#G(Q)\G(Afin)/G(Ẑ)
)
· max
orbit representatives L
#
(
G(Ẑ)/StabG(Afin)(L)
)
≤ (2p 12 )4·(2g2 ) ·
(
#G(Q)\GLd(D)(Afin)
m∏
i=1
Gi(A
fin)/U0,d
m∏
i=1
Gi(Ẑ)
)
·
(
2p
1
2
)4(2g2 )
≤ C0 · (2p 12 )4·(
2g
2 ) ·
(
#
∏
Cl(OK)
)
·
(
2p
1
2
)4(2g2 )
≤ C0 · (2p 12 )4·(
2g
2 ) · (2p 12 ) g
2
2
(1+o(1)) ·
(
2p
1
2
)4(2g2 )
= p
33
4
g2(1+o(1)).
(28)
In the above inequalities, the factor C0 := max{#Cl(U0,1),#Cl(OQ(√p))} is only
necessary if d > 0, i.e. if B0 occurs as an isogeny factor of A.
4. Polarizations
4.1. Preliminaries. Let A be an abelian variety over a field k. Let PA → A × A∨
denote the universal line bundle.
Definition 4.1. A polarization is a symmetric homomorphism f : A → A∨ for
which (1, f)∗PA is ample. A principal polarization is a polarization which is an
isomorphism.
An important construction of symmetric homomorphisms A→ A∨, due to Mum-
ford, runs as follows: Let L → A be a line bundle. Then m∗L⊗π∗1(L)−1⊗π∗2(L)−1 →
A× A is a line bundle restricting trivially to A× 0 and 0× A. There is therefore a
homomorphism φL : A→ A∨ for which (1, φL)∗(PA) = L. On points,
φL(a) = t∗aL ⊗ L−1.
Some important facts about Mumford’s construction [3, Theorem 5.6]:
(1) The homomorphism φL determines L modulo tensoring with a translation
invariant line bundle defined over k, i.e. an element of A∨(k).
(2) Over a separably closed field, every symmetric homomorphism arises from
the Mumford construction.
(3) If L is ample, then φL is an isogeny.
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Remark 4.2. By (2) and (1), the obstruction to expressing a symmetric homomor-
phism f as φL for some L → A/k lies in H1(k, A∨). In particular, if k is a finite field,
the vanishing of H1(k, A∨) implies that f = φL for some line bundle defined over k.
Definition 4.3. An isomorphism of symmetric homomorphisms (f : A → A∨) →
(g : B → B∨) is an isomorphism α : A→ B for which
f = α∗(g) := α∨gα : A→ A∨.
Remark 4.4. The computation
φα∗L(x) = t∗x(α
∗L)⊗ (α∗L)−1
= α∗(t∗α(x)L)⊗ α∗(L)−1
= α∗(t∗α(x)L ⊗ L−1)
= α∨(φL(α(x)))(29)
shows that equivalence via Definition 4.3 is compatible with line bundle preserving
isomorphisms through the Mumford construction.
4.2. The Rosati involution, the Neron-Severi lattice, and symmetric ele-
ments of the endomorphism algebra. Let f = φL0 be a principal polarization
of A.
Definition 4.5. The Rosati involution associated to f is defined by
′ : End0(A)→ End0(A)
h 7→ h′ := f−1 ◦ h∨ ◦ f.
Define S0(A) ⊂ End0(A) to be the subspace fixed by ′.
The polarization f allows us to define a map
Φf : NS(A) = Pic(A)/Pic
0(A)→ S0(A)
L 7→ 1
2
f−1φL.
Pullback of polarization corresponds through Φf to Rosati conjugation by (29):
Φf (α
∗L) = 1
2
f−1α∨φLα
= f−1α∨f
(
1
2
f−1φL
)
α
= α′Φf(L)α.
18 MICHAEL LIPNOWSKI AND JACOB TSIMERMAN
Define a bilinear form
Df : End
0(A)× End0(A)→ NS(A)
(a, b) 7→ (a + b)∗L0 ⊗ a∗(L0)−1 ⊗ b∗(L0)−1.
To see bilinearity, use the injectivity of L 7→ φL and (29):
φDf (a,b) = (a + b)
∨f(a+ b)− a∨fa− b∨fb
= a∨fb+ b∨fa(30)
since (a+ b)∨ = a∨ + b∨.
Lemma 4.6. Φf and Df : a 7→ Df(a, 1) are inverse isomorphisms.
Proof. Use (30). See [15, §4]. 
4.3. The trace, positive endomorphisms, and the ample cone. Let A/k be
a g-dimensional abelian variety. For any endomorphism h of A and any prime ℓ 6=
char(k) let Ph(x) = det(x · 1− h|Tℓ(A)). This polynomial is independent of ℓ as can
be seen by the fundamental equality [19, §19, Theorem 4]
Ph(x) = deg(x · 1− h) = x2g − c2g−1(h)x2g−1 + · · ·+ c0(h),
where deg is extended to End0(A) by degree 2g-homogeneity.
Definition 4.7. Define the trace of h ∈ End0(A) to be [15, §2]
t(h) := c2g−1(h)
=
g
deg(L(g)0 )
deg
(
L(g−1)0 ·Df(α)
)
.
This gives rise to the scalar product on End0(A) [15, §2]
〈a, b〉 := t(a′b)
=
g
deg(L(g)0 )
deg
(
L(g−1)0 ·Df(α, β)
)
.
By ampleness of L0 combined with Df (a, a) = (a∗L0)⊗2, it follows immediately
that 〈·, ·〉 is positive definite.
Remark 4.8. If A/k is simple with endomorphism algebraD, then t = reduced traceD/Q.
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4.3.1. Positivity and ampleness.
Proposition 4.9 ([15],Theorem 3). The following conditions on a ∈ S0(A) are
equivalent:
(1) a = Φf (L) for some ample line bundle L on A.
(2) All roots of Pa(x) are totally real and totally positive.
(3) a = sum of (invertible) squares in Q[a].
Proof. Key ideas:
(1) =⇒ (2) Since Df (b′ab) = β∗Df (a) = β∗L,
t(b′ab) =
g
deg(L(g)0 )
deg
(
L(g−1)0 · β∗L
)
≥ 0
by ampleness of L0. Applying this for b ∈ Q[a] suffices to force the roots of
Pa(x) to be totally real and totally positive [15, Theorem 2, part 3].
(3) =⇒ (1) Suppose a = ∑ a2i . Then Φf (a∗iL0) = a′ia = a2i . Since ai is invertible, it is a
finite map. Thus a∗iL0 is ample for every i and Φf(
⊗
i a
∗
iL0) = a.
See [15] for further details. 
4.3.2. Classifcation of possible ample cones. Extend t to End0(A)R. Let a ∈ End0(A)R
be invertible and symmetric. By the proof of Proposition 4.9, if t(b′ab) = t(abb′) =
〈a, bb′〉 ≥ 0 for all b ∈ End0(A)R then a is positive. Therefore, the ample cone is
self-dual.
Furthermore, any invertible positive elment in S0(A)R, being a sum of squares,
is actually of the form b′b for some invertible b ∈ End0(A)R. Note that b′b is the
Rosati-conjugate of 1 by b ∈ G(R) = (End0(A)R)×. It follows that
(ample cone, 〈·, ·〉) ⊂ (S0(A)R, 〈·, ·〉)
with the Rosati conjugation G(R)-action is a self-dual homogeneous cone.
Remarkably, self-dual homogeneous cones have been completely classified and
there are very few possibilities. Even fewer arise as the ample cone of an abelian
variety.
Proposition 4.10 (Koecher-Vinberg). Suppose
End0(A)R ∼=
⊕
i
Endri(R)⊕
⊕
j
Endsj (C)⊕
⊕
k
Endtk(H).
As a G(R) self-dual cone, the ample cone of A is isomorphic to⊕
i
Pri(R)⊕
⊕
j
Psj (C)⊕
⊕
k
Ptk(H),
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where for F = R,C, or H, ∗ = conjugate transpose,
Pm(F ) = positive definite ∗ -symmetric endomorphisms of F⊕m.
Here, the symmetric endomorphisms are given inner product 〈a, b〉 = tr(a∗b) and
G(R) acts by a 7→ g∗ag on every summand.
Proof. This statement appears in [21, Theorem 4.3]. See also [19, §21, Applications
1 and 3]. 
4.4. Counting principal polarizations on a fixed abelian variety. Summa-
rizing all of the preceeding results on polarizations, as they pertain to polarization
counting:
Proposition 4.11. Let A/k be an abelian variety admitting a principal polarization
f. The principal polarizations of A are in bijection with the orbits of Aut(A) acting on
the automorphisms lying in the (symmetric) ample cone of A by f -Rosati conjugation.
Concretely, the ample cone, as a G(R)-space, is a direct sum of cones Pm(F ), F =
R,C, or H acted on by ∗-conjugation and the integral symmetric automorphisms of
are “determinant 1 lattice points” in
⊕Pm(F ). “Lattice point” refers to the integral
structure induced by End(A).
4.4.1. Two important examples.
Example 4.12. Let E/k be an elliptic curve; E is canonically polarized. Suppose
End(E) = Z. Let A = Eg. By §4.4, isomorphism classes of principal polarizations on
A are in bijection with symmetric positive definite matrices in GLg(Z) modulo the
action g ·a = gtag of GLg(Z). There are ≈ exp(g2 log g) such orbits, cf. Lemma 5.11.
Example 4.13. Let A/k be an abelian variety with End(A) ∼= OL for some CM-field
L. The Rosati involution is given by complex conjugation. Let K ⊂ L be the fixed
field of complex conjugation. By §4.4, isomorphism classes of polarizations of A are
in bijection with
(O×K)
+
NormL/K(O
×
L )
, where (O×K)
+ denotes the totally positive units of OK .
The localization homomorphism
O×K →
∏
v
O×K,v
N(O×L,v)
has kernel those units which are everywhere locally norms. By Hasse’s norm theorem
applied to the cyclic Galois extension L/K, such units lie inN(L×)∩O×K . The quotient
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N(L×)∩O×K
N(O×L )
is naturally a subquotient of the class group Cl(OL) [17]. Therefore,
#
O×K
N(O×L )
≤ #Cl(OL) ·#
∏
v
O×K,v
N(O×L,v)
≤ (2p 12 ) g
2
2
(1+o(1)) · (2p 12 ) g
2
2
(1+o(1)),(31)
where the second estimate follows from (27). Therefore, the number of isomorphism
classes of principal polarizations on A is at most ≈ exp(g2).
Note that the number of polarizations in the first example is much greater than the
number of polarizations in the second example. We expect, in general, that highly
reducible (up to isogeny) abelian varieties admit many more principal polarizations
than nearly simple ones.
4.5. Surprising consequences for abelian variety statistics. The endomor-
phism ring of a simple abelian variety over the prime field Fp together with its
Rosati involution admits a nice description.
Proposition 4.14 ([27], Theorem 6.1). Let A/Fp be a simple abelian variety. As-
sume Q(Frob) contains no real prime. Then:
(1) E = End0(A) is commutative.
(2) Any order R in E containing Frob and pFrob−1 is the endomorphism ring of
some abelian variety A′/Fp.
Proof. (1) We know a priori that D = End0(A) is split at all finite places v ∤ p
of Q(Frob). Since Q(Frob) is totally complex, D is split at all archimedean
places too. At places v | p, Tate [26] computed invv(D) and showed that the
denominator divides a, where q = pa. Therefore, Dv is split for all v | p if
a = 1.
Splitness at places v | p can also be seen by Tate’s theorem: End(A)⊗Qp ∼=
EndF,V (D
0(A)). When a = 1, the right side equals the centralizer of F, which
is not a divison algebra.
(2) This follows by the main construction of [27].

Remark 4.15. Proposition 4.14 is false for A not defined over the prime field Fp, e.g.
supersingular elliptic curves over Fp2. One key distinction between abelian varieties
A over prime fields and non-prime fields: the twisted centralizer of Frobenius acting
onD0(A)/W (Fq), which can be very complicated for A over non-prime fields, reduces
to the centralizer of a single element in GL(D0(A)/Qp)
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Albert classified all division algebras with positive involution. For all cases occur-
ing in Proposition 4.14, the Rosati involution is necessarily complex conjugation [19,
§21].
Proposition 4.16. The number of principal polarizations on a g-dimensional abelian
variety A not containing any repeated simple isogeny factors and whose Frobenius
characteristic polynomial is relatively prime to x2 − p is ≪ pCg2 for some absolute
constant C.
Proof. By our first assumption, A is isogenous to A1 × · · · × An where every Ai is
simple and the Frobenius characteristic polynomials χi of Ai are all irreducible over
Q and distinct. Since any p-Weil polynomial with a real root is necessarily divisible
by x2 − p, our second assumption implies that no Ki = Q(Frobi) contains a real
prime.
Since the Ai share no common isogeny factor, the endomorphism algebra decom-
poses
End0(A) =
∏
End0(Ai).
Applying Proposition 4.14, every End0(Ai) is a commutative division algebra, so
End0(Ai) = Li,
where every Li is a CM-field. By Albert’s classification of division algebras with
positive involution [19, §21], the Rosati involution on End0(Ki) is necessarily given
by complex conjugation on every simple factor.
Let R = End(A) and Ki = subfield of Li fixed by complex conjugation. As in
Example 4.13, if A admits at least one principal polarization,
(32) {principal polarizations on A} ∼= R
×,+
NEnd0(A)/∏Ki(R
×)
,
where R×,+ denotes those elements of R× fixed by complex conjugation and totally
positive in every simple factor. Also,
(33)
R×,+
NEnd0(A)/
∏
Ki
(R×)
⊂
∏
O×,+Ki
N∏Li/
∏
Ki(R
×)
.
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By (20), the quotient
∏
O×Ki
R×
has size at most (2p
1
2 )4(
g
2). Combining (32), (33) with
the upper bound from (31):
#{principal polarizations on A}
= #
R×,+
NEnd0(A)/
∏
Ki
(R×)
≤ #
∏
O×,+Ki
N∏Li/
∏
Ki(R
×)
≤ #
∏
O×,+Ki
N∏Li/
∏
Ki(R
×)
≤ (2p 12 )4(g2) ·#
∏ O×,+Ki
NLi/Ki(O
×
Li
)
≤ (2p 12 )4(g2) ·
n∏
i=1
(
#Cl(OLi) ·#
∏
v
O×Ki,v
N(O×Li,v)
)
≤ (2p 12 )4(g2) · (2p 12 )g2(1+o(1)).(34)
The estimate (34) proves the proposition. 
Proposition 4.16 has some suprirsing consequences for the statistics of abelian
varieties over prime fields.
Proposition 4.17. Suppose the prime p satisfies the conclusion of Lemma 5.11. The
probability that a principally polarized abelian variety over the prime field Fp has no
repeated isogeny factors and whose Frobenius characteristic polynomial is relatively
prime to x2 − p approaches 0 as g increases.
Proof. By (28), there are ≤ (2p 12 ) 334 g2(1+o(1)) isomorphism classes of abelian varieties
in any individual isogeny class. The upper bound from §2 says that the number of
isogeny classes of abelian varieties over Fp is at most p
g2
4
(1+o(1)). Finally, Proposition
4.16 tells us that the number of principal polarizations on any fixed isomorphism
class as in the proposition is ≤ (2p 12 )3g2(1+o(1)). Therefore, the number of principally
polarized, squarefree, g-dimensional abelian varieties over Fp is at most p
Cg2 for some
absolute constant C.
This total number of polarizations is far less than the number of principal po-
larizations of Eg for any fixed elliptic curve E/Fp. For example, let E/Fp with
endomorphism ring OK , the full ring of integers of an imaginary quadratic field
K. The canonical principal polarization of E yields a principal polarization on
Eg. The endomorphism ring and its corresponding Rosati involution are given by
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(Endg(OK), ∗ = conjugate transpose). As in Example 4.12, principal polarizations
on Eg are in bijection with orbits of GLg(OK) on the positive definite ∗-symmetric
matrices in GLg(OK). The number of such orbits grows like exp(g
2 log g), cf. Lemma
5.11. Since the number of principal polarizations on Eg is vastly greater than the
number of principal polarizations on all squarefree abelian varieties (≤ pCg2) as g
grows, the probability that a principally polarized abelian variety is squarefree ap-
proaches 0 as g grows. 
Remark 4.18. We expect the conclusions of Propositions 4.16 and 4.17 will continue
to hold for abelian varieties over non-prime finite fields. But because endomorphism
algebras of simple abelian varieties over non-prime fields can be non-commutative,
the proofs will necessarily be different. In particular, the endomorphism algebra
alone does not uniquely determine the Rosati involution.
5. Speculation
5.1. Polarization counting and orbit counting on model rings with positive
involution.
Definition 5.1. Let L = {Li}ki=1 be a collection of CM-fields with totally real
subfields Ki, and
∑
i ni[Li : Q] = 2g for positive integers n = {ni}. Let • denote the
intrinsic complex conjugation of every Li. We call the pair
RL,n =
∏
Endni(OLi), ∗ : (M1, · · · ,Mk)∗ = (M1
tr
, · · · ,Mktr)
a model ring with positive involution (MRPI).
By Proposition 4.11, if (RL,n, ∗) is realized by a principally polarized abelian vari-
ety A and its associated Rosati involution, the set of principal polarizations of A is
in bijection with orbits of R×
L,n on the hermitian positive elements of R
×
L,n; the action
is given by g · a = g∗ag.
According to [27], every abelian variety A0 over a finite field with endomorphism
algebra End0(A) =
∏
Endni(Li) is isogenous to another abelian variety A with en-
domorphism ring End(A) =
∏
Endni(OLi), the ring underlying an MRPI. It is not
clear whether A admits any principal polarization at all, or whether there exists a
second A′ isogenous to A0 with endomorphism ring End(A′) = End(A), which is
principally polarized, and whose associated Rosati involution gives ∗. Nonetheless,
we believe it should be possible to relate principal polarization counts on A0 to (non-
principal) polarization counts on A′. Even failing to realize (RL,n, ∗) by a principally
polarized abelian variety, we believe that orbit counts on MRPIs will be comparable
to principal polarization counts at a gross scale:
Conjecture 5.2. Let the g-dimensional abelian variety A/Fp be isogenous to A
n1
1 ×
· · ·×Ank1 where every Ai are distinct simple abelian varieties. Suppose End0(Ai) ∼= Li
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for CM-fields Li. Suppose A admits at least one principal polarization, and let nA
be the number of isomorphism classes of principal polarizations on A. Let nL,n be
the number of orbits of R×
L,n on the symmetric positive elements of R
×
L,n under ∗-
conjugation. Then
log nA − log nL,n = O(g2),
where the implicit constant depends only on p.
Next, we’ll describe how to estimate the quantity log nL,n from Conjecture 5.2 using
the Siegel mass formula for positive definite hermitian lattices. With these estimates
in hand, §5.5, §5.6, and §5.7 describe some surprising consequences Conjecture 5.2
has for the statistics of abelian varieties over prime fields.
Let L be a CM-field with real subfield K. In this section, we identify orbits of
GLn(OL) acting on GLn(OL)
+, the hermitian, positive definite elements of GLn(OL),
with a union of class groups of unitary groups over K.
5.2. ∗-conjugation orbits on GLn(OL)+ and unimodular hermitian lattices.
Let 〈z, w〉 =∑ni=1 ziwi be the standard hermitian form on L⊕n.
For every σ ∈ Σ = O
×,+
K
N(O×L )
, fix a representative ǫσ. Let ǫ1 = 1. Define 〈z, w〉σ :=
ǫσz1w1+
∑n
i=2 ziwi. In particular, 〈·, ·〉1 = 〈·, ·〉. Let Uσ denote the K-algebraic group
stabilizing the hermitian form 〈·, ·〉σ. Let Uσ = Uσ(K). and U = U1.
Definition 5.3. An OL-lattice M ⊂ (L⊕n, 〈·, ·〉) is a submodule locally free of rank
n for which 〈m1, m2〉 ∈ OL for all m1, m2 ∈M.
Let M ⊂ (L⊕n, 〈·, ·〉) be an OL-lattice. Its dual lattice M∨ is
M∨ := {x ∈ L⊕n : 〈x,m〉 ∈ OL for all m ∈M}.
An OL-lattice M ⊂ L⊕n is unimodular if M =M∨.
Proposition 5.4. There is a bijection between orbits of GLn(OL) acting on GLn(OL)
+,
the symmetric positive elements of GLn(OL), by ∗-conjugation and the disjoint union
of orbits of Uǫ acting on free, unimodular lattices M ⊂ (L⊕n, 〈·, ·〉ǫ), σ ∈ Σ.
Proof. Let A ∈ GLn(OL) be symmetric and positive definite. Define
〈z, w〉′ := 〈Az, w〉 for all z, w ∈ L⊕n.
Note that det(〈·, ·〉′) = det(〈·, ·〉σA) for a unique σA ∈ Σ. Therefore,
(L⊕nv , 〈·, ·〉′) ∼= (L⊕nv , 〈·, ·〉σA)
for all non-archimedean places v of K [12, Theorem 3.1]. Because 〈·, ·〉 is positive
definite, (L⊕nv , 〈·, ·〉σ,v) ∼= (L⊕nv , 〈·, ·〉′v) for all archimedean places v of K.
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By the Hasse principle for hermitian forms [22, §10, Theorem 1.1], (L⊕n〈·, ·〉σ) ∼=
(L⊕n, 〈·, ·〉′). Let ϕA be one choice of isometry. Define
Φ : GLn(OL)
+ →
⊔
σ∈Σ
{free unimodular lattices in (L⊕n, 〈·, ·〉σ) of determinant σ}
A 7→ (ϕA(O⊕nL ), 〈·, ·〉σA).
Note that Φ(A) is independent of choice of ϕA modulo the action of UσA and σA is
constant along ∗-conjugation orbits. The map Φ descends to a bijection
(35)
Φ :
GLn(OL)
+
∗-conjugation
∼−→
⊔
σ∈Σ
{free unimodular lattices in (L⊕n, 〈·, ·〉σ) of determinant σ}
Uσ-translation
.
The inverse bijection maps a free unimodular lattice to its Gram matrix with respect
to an arbitrary choice of basis. 
5.3. Local equivalence and class groups.
Definition 5.5. For any OLv lattice M ⊂ (L⊕nv , 〈·, ·〉σ) define its norm ideal nM to
be the OLv ideal generated by 〈m,m〉σ for all m ∈M.
Proposition 5.6. Any two unimoduar lattices M,M ′ in (L⊕nv , 〈·, ·〉σ) of fixed deter-
minant σ and for which nM = nM ′ are equivalent under Uσ(Kv).
Proof. This follows from [12, Proposition 10.4]. 
For unimodular lattices M,M ′ ⊂ (L⊕nv , 〈·, ·〉σ), the condition nM = nM ′ is auto-
matically satisfied if Lv/Kv is unramified [12, Theorem 7.1] or if Lv/Kv is ramified
and v ∤ 2 [12, Theorem 8.2]. In particular, letting Σ′ = Σ×{ideals J dividing 2OL},
we may refine right side of the decomposition from (35) to
(36)⊔
(σ,J)∈Σ′
{free unimodular lattices M ⊂ (L⊕n, 〈·, ·〉σ) of determinant σ and nM = J}
Uσ-translation
.
Proposition 5.6 tells us that every individual term in (36) consists only of lattices
which are everywhere locally equivalent. Therefore, for any representative lattice
Mσ,J ⊂ (L⊕n, 〈·, ·〉σ), there is a bijection
Uσ(K)\Uσ(AfinK )/StabUσ(AfinK )(Mσ,J )
∼−→ { projective unimodular lattices M ⊂ (L
⊕n, 〈·, ·〉σ) of determinant σ and nM = J}
Uσ-translation
.
(37)
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5.4. The mass formula for definite unitary groups. By the Siegel mass formula,∑
M∈Cσ
1
#Aut(M)
=
volTam(Uσ(K)\Uσ(AK))
volTam(StabUσ(AK)(M))
=
2
volTam(StabUσ(AK )(M))
.(38)
Though Uσ has non-trivial center, its Tamagawa measure is nonetheless finite
because its center is anisotropic. The numerators are equal, in passage to the second
line, because the Tamagawa volume of Uσ(K)\Uσ(AK) equals 2 [10, §10.9].
Remark 5.7. The objects M on the left side of (38) enumerate isomorphism classes
of projective hermitian lattices, not only free ones. A priori, the weighted count on
the left side of (38) serves as an upper bound for the same sum running over free
hermitian lattices. This upper bound is a lower bound too when Cl(L) = 0.
Gan and Yu compute the volume of the adelic stabilizer [10, Theorem 10.20]. For
self-dual hermitian lattices M, their result simplifies to:
(39)
1
volTam(StabUσ(AK)(M))
= c(M) · |DK/Q|
n2
2∏
v finite βMv
,
where
c(M) :=
(
n∏
d=1
(d− 1)!
(2π)d
)[K:Q]
|NormK/Q(DL/K)|
n(n+1)
4 ,
βMv :=
{
#Uσ(kv)
qdimUσv
if Lv/Kv is unramified
#Gv(kv)
qdimGvv
if Lv/Kv is ramified,
where G/kv is one of the two possible orthogonal groups over kv. The product
in (39) converges conditionally because the center of Uσ is anisotropic over K. We
next show that the product of factorials in c(M) is much larger than all other terms
appearing in (39).
5.4.1. Bounding discriminants in (39). By assumption, K is the fraction field of
some p-Weil number w = p
1
2 eiθ0 . Therefore,
(40) log
(
|DK/Q|n
2
2
)
≤ n
2
2
log
(|DiscZ[w]/Z|) = O(n2[K : Q]2).
The discriminant of the ring extension OK [w]/OK equals p sin
2 θ0. Let wj = p
1
2 eiθj
be the conjugates of w. Thus,
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(41) |NormK/Q(DL/K)| ≤ |NormK/Q(DiscOK [w]/OK)| = p[K:Q]
∏
sin2 θj
whose logarithm is O([K : Q]). Therefore,
(42) log
(
|NormK/Q(DL/K)|
n(n+1)
4
)
= O
(
n2[K : Q]
)
.
5.4.2. Bounding the local densities βMv in (39). Let S = Ram(L/K). Let E denote
the set of exponents of the rank n orthogonal group:
E =
{
{2, 4, . . . , n− 1} if n is odd
{2, 4, . . . n, n
2
} if n is even.
Suppose n > 2. Then ∏
v∈S
1
βMv
≤ 2|S|
∏
v∈S
∏
e∈E
1
(1− q−ev )
≤ 2|S|
∏
e∈E
ζK(e)
≤ 2|S|ζK(2)n2+1
≤ 2|S|ζQ(2)(n2+1)[K:Q].(43)
By (41), |NormK/Q(DL/K)| = exp(O([K : Q])). Since the product of m distinct
primes is at least m! ≥ exp(m logm), at most O([K : Q]) rational primes divide
NormK/Q(DL/K). Every such prime lies under at most [K : Q] primes of OK . There-
fore
(44) |S| = O([K : Q]2).
Thus (43) and (44) give
(45)
∏
v∈S
1
βMv
= exp(O(max{n[K : Q], [K : Q]2})) if n > 2.
Suppose n = 2. Then by (44),
(46)∏
v∈S
1
βMv
= 2|S|
∏
v∈S
{
1
1−q−1v
1
1+q−1v
≤ 2|S|
∏
v∈S
1
1− q−1v
≤ 2|S|
(
1
1− 1
2
)|S|
= exp(O([K : Q]2)) if n = 2.
Suppose finally that v /∈ S. There is an exact sequence of smooth algebraic groups
over OK,v
1→ SUσ → Uσ → Uh → 1,
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where h is the unitary form on the rank 1 OLv -module ∧nO⊕nLv with h(∧ei,∧fj) =
det(〈ei, fj〉)σ. In particular, since SUσ/kv is connected, the sequence
1→ SUσ(kv)→ Uσ(kv)→ Uh(kv)→ 1
is exact by Lang’s theorem. So
(47)
#Uσ(kv)
qdimUσv
=
#SUσ(kv)
qdimSUσv
· #Uh(kv)
qdimUhv
.
Therefore,
∏
v/∈S
1
βMv
=
∏
v/∈S
(
#SUσ(kv)
qdimSUσv
)−1
·
∏
v/∈S
(
#Uh(kv)
qdimUhv
)−1
=
∏
v/∈S
(
#SUσ(kv)
qdimSUσv
)−1
· L(1, χL/K)
≤
n∏
e=2
ζK(e) · L(1, χL/K)
≤
n∏
e=2
ζQ(e)
[K:Q] · L(1, χL/K)
≤ ζQ(2)n[K:Q] · L(1, χL/K),(48)
where χL/K is the quadratic Artin character corresponding to the field extension
L/K. Since ζL(s) = ζK(s)L(s, χL/K)
logL(1, χL/K) = log (Ress=1ζL(s))− log (Ress=1ζK(s))
= O([K : Q] log[K : Q]),(49)
where we’ve used the bound (24) to reach the second line. Combining (48), (49),
and (45) or (46) (depending on whether n > 2 or n = 2 yields
(50)
∏
v
1
βv
= exp(O(n[K : Q]2)).
5.4.3. Final estimate for the mass of a unimodular hermitian lattice. Combining
(38), (39), (40), (42), and (50):
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(51) log
( ∑
M∈Cσ
1
#Aut(M)
)
= [K : Q]n2 logn +O(n2[K : Q]2).
5.4.4. Upper bounds on the order of automorphism groups.
Lemma 5.8 (Minkowski, Schur, Serre [23]). The maximal order of a finite subgroup
of GLn(Z) is exp(n logn+O(n)).
Proof. Let A ⊂ GLn(Z) be any finite group. Since Γ(q) = {g ∈ GLn(Z) : g ≡ 1(q)}
is torsion free for all primes q ≥ 3, the reduction mod q map from A into GLn(Z/qZ)
is injective. Therefore,
|A| divides #GLn(Z/qZ) = q
n(n−1)
2
n∏
i=1
(qi − 1)
=⇒ |A| divides d := gcd
primes q≥3
(
q
n(n−1)
2
n∏
i=1
(qi − 1)
)
.
Let p be odd. The group Z×p is procyclic, say with generator t. By Dirichlet’s theorem
on primes in arithmetic progressions, we may choose a prime q0 which is congruent
to t modulo a very high power of p. Then
valp(q
i
0 − 1) =
{
valp(i) + 1 if i ≡ 0 (p− 1)
0 otherwise.
Summing over 1 ≤ i ≤ n gives [23, Theorem 1]
valp(d) ≤M(n, p) :=
∑
a≥0
⌊
n
(p− 1)pa
⌋
≤ np
(p− 1)2 =
n
p
+O
(
n
p2
)
.
Likewise, we readily check that
val2(d) ≤ val2(#GLn(Z/3Z)) = O(n).
Therefore,
log |A| ≤ log d
≤
∑
primes p≤n+1
M(n, p) log p+
∑
primes p>n+1
M(n, p) log p
≤ n
∑
primes p≤n+1
(
1
p
+O
(
1
p2
))
log p+
∑
primes p>n+1
0 log p
= n log n+O(n).
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This upper bound is achieved by the signed permutation matrix subgroup of GLn(Z),
which has order n!2n. 
Let M be any hermitian projective OL-lattice of rank n. Forgetting the hermitian
and OL-structure induces an embedding
Aut(M) →֒ GL[L:Q]n(Z).
By Lemma 5.8,
(52) log (#Aut(M)) ≤ [L : Q]n log ([L : Q]n) +O([L : Q]n) = O([K : Q]2n2).
The estimates (52) and (51) imply
log (#Cσ) = log
( ∑
M∈Cσ
1
#Aut(M)
)
+O
(
log
(
max
M∈Cσ
#Aut(M)
))
= [K : Q]n2 logn +O([K : Q]2n2).(53)
The discussion of §5.2 and §5.3 shows that the collection of ∗-conjugation or-
bits on R{L},{n} injects into a disjoint union of sets Cσ,J indexed by Σ′ = Σ ×
{ideals J dividing 2OL}. Every Cσ,J has logarithmic size [K : Q]n2 log n + O([K :
Q]2n2) by (53). The number of ideals in OL dividing 2OL is at most exp(O([K : Q])).
The size of Σ is at most exp(O([K : Q]2)) by (31). Therefore,
(54)
log#
(
∗-conjugation orbits of R×{L},{n} on R{L},{n}
)
≤ [K : Q]n2 log n+O([K : Q]2n2)
Equality holds if the class group of OL is trivial.
5.4.5. Final estimate for the number of ∗-conjugation orbits on RL,n. Summing the
estimate (54) over all factors of RL,n, the number of ∗-conjugation orbits of R×L,n on
the positive symmetric elements of R×
L,n is at most
k∑
i=1
[Ki : Q]n
2
i log ni +
k∑
i=1
O([Ki : Q]
2n2i )
=
k∑
i=1
[Ki : Q]n
2
i log ni +O(g
2),(55)
where we’ve used
∑k
i=1[Ki : Q]ni = g. Equality holds if the class group of every
OLi is trivial.
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5.5. Consequences of orbit counts for abelian variety statistics.
Lemma 5.9. Fix 1
2
< ǫ < 1. Suppose 0 ≤ xi ≤ ǫg, . . . 0 ≤ xk ≤ ǫg and
∑k
i=1 xi = g.
Then
||x||2 =
k∑
i=1
x2i ≤ g2
(
ǫ2 + (1− ǫ)2) = g2 (1− 2ǫ(1− ǫ)) .
Proof. The function ||x||2 is strictly convex. The maximum must occur at one of the
k(k + 1) extreme points of the polyhedron [0, ǫ]k ∩ {x :∑ xi = g}. All such extreme
points y satisfy ||y||2 = g2 (ǫ2 + (1− ǫ)2) . 
Proposition 5.10. Suppose nL,n, the number of ∗-conjugation orbits of R×L,n on the
positive symmetric elements of R×
L,n, satisfies
log nL,n ≥ 0.99g2 log g.
Then there is some i0 for which ni0 ≥ 0.99g and [Ki0 : Q] = 1.
Proof. Define xi := [Ki : Q]ni. Suppose xi < 0.99g for all 1 ≤ i ≤ k. By Lemma 5.9,
k∑
i=1
[Ki : Q]n
2
i log ni ≤
k∑
i=1
[Ki : Q]
2n2i log g
=
k∑
i=1
x2i log g
≤ (1− 2 · 0.99 · 0.01)g2 log g
≈ 0.98g2 log g.
Therefore, if lognL,n ≥ 0.99g2 log g, we must have xi0 = [Ki0 : Q]ni0 ≥ 0.99g for
some i0. In particular,∑
i 6=i0
[Ki : Q]n
2
i logni ≤
∑
i 6=i0
([Ki : Q]ni) · ni log g
≤
∑
i 6=i0
0.01g · ni · log g
≤ 0.01g2 log g.
The main contribution must therefore come from
([Ki0 : Q]ni0)ni0 log ni0 ≈ gni0 log ni0 .
If [Ki0 : Q] ≥ 2, then ni0 ≤ g2 and the above is at most ≈ 12g2 log g. Therefore,
[Ki0 : Q] = 1 and ni0 ≥ 0.99g.

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Lemma 5.11. For some density ≥ 1 − 2−9 subset of the primes, there exists an
elliptic curve E/Fp for which the number of principal polarizations on E
g equals
exp(g2 log g +O(g2)).
Proof. Let L = Q(
√−d) for a squarefree positive integer d. Suppose OL has class
number 1. Let p be a prime and f(x) = x2 − ax+ p be a p-Weil polynomial.
Suppose we can solve the equation a2−4p = −db2 for some b ∈ Q. Then Z[x]/(f(x))
is an order in OL. According to [27, Theorem 6.1], there is an elliptic curve E/Fp
satisfying End(E) = OL. In particular, ∗-conjugation orbits of GLn(OL) on the
symmetric positive elements of GLn(OL) are in bijection with principal polarizations
of Eg. Because Cl(OL) = 0, the upper bound from (55) is an equality and the
conclusion of the Lemma holds:
(56) log (#{principal polarizations on Eg}) = g2 log g +O(g2).
Since 2OL ⊂ Z[
√−d], 4p is the norm of an element of Z[√−d] if p is the norm of an
element of OL, i.e. if p splits in OL. For such primes p, a
2− 4p = −db2 has a solution
for integers a, b. By quadratic reciprocity, the proportion of primes p which are not
split in any of the 9 imaginary quadratic fields of class number 1 is 1
29
. 
Remark 5.12. We strongly suspect that the conclusion of Lemma 5.11 holds for all
primes p. The class number 1 hypothesis in the proof is only used to guarantee that
the upper bound (55) be an equality.
Corollary 5.13. Let p be a prime satisfying the conclusion of Lemma 5.11. Con-
jecture 5.2 implies that the proportion of principally polarized abelian varieties over
Fp for which A admits an isogeny factor E
h for some elliptic curve E and some
h ≥ 0.99g approaches 1 as g grows.
Proof. Call an abelian variety bad if it does not admit an isogeny factor as large as
stipulated in the Corollary statement. If an isomorphism class A of abelian varieties
is bad, then Conjecture 5.2 and Proposition 5.10 imply that
nA ≤ exp(0.99g2 log g +O(g2)),
where nA is the number of principal polarizations on A. But (28) and Corollary 2.2
imply that the total number of isomorphism classes of abelian varieties over Fp is at
most exp(O(g2)). Therefore, the total number of bad abelian varieties over Fp is at
most
exp(O(g2)) exp(0.99g2 log g +O(g2)) = exp(0.99g2 log g +O(g2)).
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On the other hand, the total number of principal polarizations on Eg equals exp(g2 log g+
O(g2)). Therefore,
proportion of PPAVs which are bad =
number of bad PPAVs
total number of PPAVs
≤ exp(0.99g
2 log g +O(g2))
exp(g2 log g +O(g2))
≤ exp(−0.01g2 log g +O(g2)),
which rapidly approaches 0 as g grows. 
5.6. Shortcomings of archimedean random matrix heuristics for modelling
families of abelian varieties.
Corollary 5.14. Let p be any prime satisfying the conclusion of Lemma 5.11. If
Conjecture 5.2 is true, then the discrepancy between the normalized spacing measure
µg = µ(Ag/Fp) for Ag/Fp and the GUE normalized spacing measure µGUE is ≥ 0.99.
Proof. Suppose A/Fp is a g-dimensional principally polarized abelian variety. By
Corollary 5.13, the probability that A contains an isogeny factor of the form Eh for
some h ≥ 0.99g approaches 1 as g grows. If z(E), z(E) are roots of the Frobenius
characteristic polynomial of E, then z, z both occur with multiplicity ≥ h in the
Frobenius characteristic polynomial of A. But then for α = h/g ≥ 0.99, the nor-
malized spacing measure is αδ0+ weighted sum of point masses of total mass 1− α.
Therefore,
discrep(µg, µGUE) ≥ 0.99.

Remark 5.15. Note that
lim
p→∞
lim
g→∞
discrep(µ(Ag/Fp), µGUE) = 0
would be strongly analogous to conjectures of Katz and Sarnak [13] on the normal-
ized spacing measures for families of curves with large geometric monodromy. We
emphasize, however, that Katz and Sarnak never posited their conjecture for families
of abelian varieties.
5.7. Shortcomings of p-adic random matrix heuristics for modelling fami-
lies of abelian varieties.
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5.7.1. Cohen-Lenstra heuristics. The Cohen-Lenstra probability distribution CLℓ for
finite abelian ℓ groups assigns mass proporitional to 1
#Aut(H)
to every finite abelian
ℓ-group H. This is the limiting distribution, as g → ∞, of coker(1 − F ) where
F ∈ Endg(Zℓ) is sampled uniformly with respect to Haar measure [9]. For many
families Fg of abelian varieties A/Fp, such as Jacobians of genus g hyperelliptic
curves [7], the Cohen-Lenstra distribution is expected to accurately model A(Fp)ℓ
for randomly sampled A ∈ Fg as g grows, at least for ℓ 6= p. Randomly sampled F
in Endg(Zℓ) is supposed to model the Frobenius endomorphism of Tℓ(A) for A ∈ Fg
for g large.
For any finite set of primes S, the Cohen-Lenstra distribution CLS for finite abelian
groups supported at S assigns mass
∏
v∈S CLv(Hv), where Hv is the v-primary part of
H. The distribution CLS is expected to model A(Fp)S for randomly sampled A ∈ Fg
as g grows, provided p /∈ S.. The added content is that A(Fp)ℓ and A(Fp)ℓ′ are
expected to be independent for distinct primes ℓ, ℓ′ 6= p.
5.7.2. Enhanced Cohen-Lenstra heuristics. We propose a modest enhancement of
Cohen-Lenstra distribution to model the joint distribution of A(Fpn1 )S, . . . , A(Fpnk )S
for any finite collection n = (n1, . . . , nk) of distinct positive integers ni.
Definition 5.16. Let n = (n1, . . . , nk) be a tuple of distinct positive integers. We
define the n-Cohen-Lenstra distribution by
CLn,ℓ(H1, . . . , Hk) := lim
g→∞
Haarg (F ∈ Endg(Zℓ) : coker(1− F nj) ∼= Hj, 1 ≤ j ≤ k) ,
where Haarg is the volume 1 Haar measure on Endg(Zℓ). For any finite collection of
primes S, define
CLn,S(H1, . . . , Hk) :=
∏
v∈S
CLn,v((H1)v, . . . , (Hk)v).
Example 5.17. Let ℓ be prime. Then
CL(1,2),ℓ(0, 0) = lim
g→∞
Haarg(F : coker(1− F ) = 0, coker(1− F 2) = 0)
= lim
g→∞
Haarg(F : 1− F 2 invertible mod ℓ).
Upon reduction mod ℓ,Haarg induces the uniform measure on Endg(Fℓ).
• Suppose ℓ = 2. Then 1 − F 2 = (1 − F )2 mod 2. The probability that F
mod 2 does not have 1 as an eigenvalue equals
#GLg(F2)
#Endg(F2)
g→∞−−−→
∞∏
n=1
(1− 2−n).
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• Suppose ℓ 6= 2. The proability that F ∈ Endg(Fℓ) does not have ±1 as an
eigenvalue is uniformly bounded below across all g. Indeed,
Prob(F does not have eigenvalue ± 1)
= 1− Prob(F has eigenvalue ± 1)
≥ 1− Prob(F has eigenvalue 1)− Prob(F has eigenvalue − 1)
= 1− 2ℓ
g2 − |GLg(Fℓ)|
ℓg2
≥ 1− 2
(
1−
∞∏
k=1
(1− ℓ−k)
)
≥ 1− 2
(
1−
∞∏
k=1
(1− 3−k)
)
= 0.12025 · · ·
> 0.
Conjecture 5.18. Let n = (n1, . . . , nk) be a tuple of distinct positive integers and
let S be any finite collection of primes not containing p. For any geometric family
Fg of abelian varieties over Fp for which the Cohen-Lenstra distribution CLS accu-
rately models the distribution of A(Fp)S for randomly sampled A ∈ Fg as g grows,
the n-Cohen-Lenstra distribution CLn,S accurately models the joint distribution of
A(Fpn1 )S, . . . , A(Fpnk )S for randomly sampled A ∈ Fg as g grows.
5.7.3. Randomly sampled principally polarized abelian varieties fail enhanced Cohen-
Lenstra. We’ll show that the abundance of elliptic curve isogeny factors occuring in
typical principally polarized abelian varieties is at ends with the enhainced Cohen-
Lenstra heuristics.
Lemma 5.19. Let E/Fp be an elliptic curve. Then E(Fp) and E(Fp2) are not both
p-groups.
Proof. By the Hasse bounds,
#E(Fp) = p+ 1− a where |a| ≤ 2√p
#E(Fp2) = p
2 + 1− b where |b| ≤ 2p.
If both E(Fp) and E(Fp2) are p-groups, then a = 1 and b = 1. But then for any
prime ℓ 6= p,
p = det(Frob|Tℓ(E)) = a
2 − b
2
= 0,
a contradiction. 
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Corollary 5.20. Let p be any prime satisfying the conclusion of Lemma 5.11. If
Conjecture 5.2 is true, then there is a finite set of primes S not contaiing p for
which the enhanced Cohen-Lenstra heuristics do not accurately describe the joint
distribution of the S-primary part of the finite abelian groups A(Fp) and A(Fp2)
Proof. Let S be the set of all primes less than p2 + 1 + 2p excluding p. For every
elliptic curve E/Fp, the groups E(FFp) and E(Fp2) are S ∪ {p}-primary. By Lemma
5.19, #E(Fp)v ≥ v or #E(Fp2)v ≥ v for some v ∈ S.
Let A/Fp be a g-dimensional principally polarized abelian variety. Assuming Con-
jecture 5.2, Corollary 5.13 implies that A contains an isogeny factor Eh for some
elliptic curve E and h ≥ 0.99g with probability approaching 1 as g grows. So with
probability approaching 1 as g grows, #A(Fp)v ≥ v0.99g or #A(Fp2)v ≥ v0.99g for
some v ∈ S.
On the other hand,
CL(1,2),S(H1 = 0, H2 = 0) =
∏
v∈S
CL(1,2),v((H1)v = 0, (H2)v = 0)
> 0.
Contradiction. 
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