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Resumen 
 
En este trabajo se expone la teoría de los modelos mixtos y su aplicación a un análisis 
real de datos medioambientales, como evaluación del comportamiento de 
concentraciones de nitratos a lo largo de un periodo dado. Un inconveniente común en 
bases de datos bio-ecológicas es la estructura de agrupamiento que presentan. Aunque 
son considerados otros modelos para evaluación temprana, los modelos mixtos ayudan 
a considerar ese conjunto de relaciones posibles entre variables debido a estas 
disposiciones de los grupos. Se introduce también la herramienta de depuración Open 
Refine que permite la limpieza, organización y transformación de bases de datos 
desordenadas. Los modelos mixtos son comparados con las regresiones lineales 
consideradas en un principio, y también son contrastados entre ellos estudiando los 
efectos de la transformación de Box-Cox para la mejora del ajuste. Los datos utilizados 
para el análisis fueron provistos por el Consorcio de Medio Ambiente y Salud Pública de 
La Garrotxa SIGMA y están compuestos por unas 1021 observaciones a 80 puntos sobre 
diversas variables, siendo los niveles de nitratos la variable de interés, estando estos 
puntos muestrales repartidos a lo largo del territorio de la comarca. La aplicación de los 
modelos lineales y modelos mixtos permitió detectar la significación de las demás 
variables utilizadas como explicativas y corroborar que  los datos no muestran una 
tendencia temporal en el comportamiento de los niveles de nitratos. Se debe considerar 
la inclusión de otras covariables que aporten a la varianza explicada por los modelos y 
seguir estudiando el funcionamiento del modelo al aplicarse otros factores de agrupación. 
 
Palabras claves: Modelos lineales mixtos, regresión lineal, transformación de Box-Cox, 
calidad del agua, ciclo del nitrógeno, aguas subterráneas. 
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Abstract 
 
The present study exposes the theory behind linear mixed models and its application to 
the analysis of a real life problem in the environmental ambit, as an evaluation of the 
behavior of nitrates levels through a given period of time. A common problem when 
working with biological or ecological data is the group structure they usually have. 
Although other models are considered in a first evaluation of the data, linear mixed models 
can help to take into account all the possible relations that we may find due to the 
framework of those groups. The use of the Open Refine tool is also introduced, this 
application allows to clean, transform and organize messy data. The results of initially 
considered linear regression models are compared to those obtained by linear mixed 
models, and mixed models are also compared one another studying the effects of the 
Box-Cox transformation in the improvement of the model fit.  The data used for the 
analysis was provided by Consorcio de Medio Ambiente y Salud Pública de La Garrotxa 
SIGMA (environmental and public health consortium of La Garrotxa) and it contains 1021 
observations made to 80 points about different variables, where the nitrates levels is 
considered the most important and the principal focus of the study; this observation points 
are distributed all along the region. The application of linear mixed models and linear 
regression models allowed to detect the significance level of the other variables used as 
independent variables and also helped to confirm that the data did not show a time 
tendency related to the behavior of nitrates levels. It should be considered to include 
some other covariables that contribute to the explained variance by the models and 
further exploration of the model performance when other grouping factor could be used. 
 
Keywords: Linear mixed models, linear regression models, Box-Cox transformation, 
water quality, nitrogen cycle, groundwater. 
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Capítulo 1 
 
 
Introducción 
 
 
1.1 Contexto 
 
 
El Consorcio de Medio Ambiente y Salud Pública de La Garrotxa SIGMA es una entidad 
creada en 2002 por iniciativa del Consejo Comarcal de La Garrotxa y el Ayuntamiento de 
Olot cuya finalidad principal es la gestión de los asuntos relacionados con medio 
ambiente, salud pública y emergencias en la comarca de La Garrotxa así como la 
realización de estudios y programas que permitan la toma de decisiones acertadas para 
el territorio en estos ámbitos. Dentro de estas funciones, el consorcio gestiona la recogida 
y tratamiento de residuos, el saneamiento y calidad de las aguas, la limpieza de las vías 
públicas, el control de seguridad alimentaria, control de animales, de huertos urbanos, 
de espacios verdes, entre otros.  
 
La institución cuenta con una planilla de 32 personas entre técnicos y administrativos, y 
con su propio laboratorio polivalente certificado bajo la norma UNE-EN-ISO 9001:2008 
mediante el cual realizan análisis fisioquímicos y microbiológicos de las aguas de curso 
fluvial, aguas residuales, productos lácteos, tierras y lodos de depuración. 
 
Como parte de sus programas, el consorcio tenía establecida hasta 2013 una red de 
control para la obtención de información sobre sus acuíferos constituida por 78 puntos 
en total y unas 66 zonas vulnerables en las que se presta mayor atención a la 
concentración de nitratos. Las inspecciones a los recursos hídricos incluyen controles 
tanto cuantitativos como cualitativos de estos acuíferos, manteniendo un seguimiento al 
llamado nivel piezométrico, o nivel superior de las aguas subterráneas en el caso de los 
acuíferos confinados, y a los parámetros básicos del ciclo del nitrógeno como nitratos, 
nitritos y amonio.   
 
La importancia dada a estas variables viene del hecho de ser consideradas los 
indicadores habituales de contaminación en el agua y su presencia se deriva de 
actividades humanas que llevan a la contaminación orgánica, como el caso de la 
existencia de nitritos que indica una contaminación fecal reciente,  o la contaminación 
por abonos químicos.  
 
A partir de 2014, y debido a la disminución en el presupuesto asignado a este programa 
de seguimiento, se estudian sólo 25 puntos una vez al año y se mantiene la observación 
de los nitratos en los mismos puntos.  
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1.2 Objetivo principal 
 
 
Se dispone de diferentes datos referentes a aguas subterráneas, siendo la concentración 
de nitratos la de mayor importancia. Desde el año 2005 al 2013 se hace un seguimiento 
de 78 puntos de control o pozos, donde se miden, semestralmente 65 puntos y 
anualmente el resto, un conjunto de variables.  
 
El objetivo principal es la detección de tendencia temporal a mediano plazo en los datos 
sobre concentración de nitratos. Para estimar esta tendencia o para mostrar que no 
existe, se propone ajustar un modelo de regresión donde la variable respuesta sea la 
concentración de nitratos y que incluya como variables explicativas todas aquellas que 
se consideren potencialmente relevantes: pluviometría, época del año de la observación, 
nivel de capa freática, profundidad del acuífero, información geológica, etc. Se añadirá 
también una variable "año", bien de forma continua y afectando linealmente a la 
respuesta, o bien en forma de indicador de cada año. La significación estadística de la 
(s) variable (s) "año" apoyará o refutará la hipótesis de tendencia temporal a largo plazo. 
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Capítulo 2 
 
 
Descripción de la base de datos 
 
2.1 Datos Originales 
 
Los datos originales provistos por el consorcio abarcan mediciones a lo largo del período 
comprendido entre los años 2006 y 2013. Estos datos son recolectados en dos 
campañas de muestras realizadas durante el año de la siguiente manera:  
 
Un primer sondeo se realiza en el mes de junio, correspondiente a la red comarcal de 78 
puntos de la que se hace un análisis completo, pero en los datos recibidos no se presenta 
ninguna campaña en la que haya sido medida la totalidad de pozos supuestos a ser 
muestreados y este número de pozos elegidos tampoco es consistente respecto a los 
que se eligen para el primer sondeo del año siguiente.  
 
Esta red comarcal de puntos de observación se extiende a la largo de  unas cuatro áreas 
hidrográficas, subdividas a su vez en 17 acuíferos (Fig. 2.2). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2.1. Mapa de la comarca La Garrotxa donde se muestran poblaciones, ríos y carreteras. 
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Fig. 2.2 Mapa distribución de pozos y áreas hidrográficas. 
 
 
Hasta junio de 2010, se realizan las mediciones de unas 29 variables (Tabla 2.1) de 
información fisicoquímica sobre estos pozos, pero a partir del sondeo de junio de 2011 
sólo catorce de estas variables se mantuvieron siendo estudiadas, y finalmente para junio 
de 2013, sólo 8 fueron evaluadas.  
 
 
Variable Unidad 
Aluminio µg Al/l 
Amonio mg NH4/l 
Antimonio µg Sb/l 
Arsénico µg As/l 
Bario µg Ba/l 
Bicarbonatos mg HCO3/l 
Cadmio µg Cd/l 
Calcio mg Ca/l 
Cloruros mg Cl/l 
Cobalto µg Co/l 
Conductividad 20ºC µS/cm 
Cobre µg Cu/l 
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Variable Unidad 
Cromo µg Cr/l 
Dureza total º F 
Hierro µg Fe/l 
Magnesio mg Mg/l 
Manganeso µg Mn/l 
Molibdeno µg Mo/l 
Níquel µg Ni/l 
Nitratos mg NO3/l 
Nitritos mg NO2/l 
pH unidades pH 
Plomo µg Pb/l 
Potasio mg K/l 
Selenio µg Se/l 
Silicio disuelto mg Si/l 
Sodio mg Na/l 
Sulfatos mg SO4/l 
Zinc µg Zn/l 
 
Tabla 2.1 Listado de variables medidas en las campañas de muestreo. 
     
Para el segundo sondeo de pozos realizado en noviembre de cada año, se escogen de 
la red unos 65 puntos que hacen referencia a la zona vulnerable. Semejante a la situación 
con los primeros sondeos, sólo una de las campañas presentadas en los datos recibidos 
ofrece una medición con el total de puntos supuestos a ser evaluados, y la selección de 
pozos que se realiza tampoco es constante para los segundos sondeos siguientes. Es 
en esta campaña en la que se realiza la medición de los parámetros relativos al ciclo del 
nitrógeno: niveles de amonio, de nitratos y nitritos. Sólo en la campaña de noviembre de 
2012 se adicionaron otras once variables a las tres que con regularidad se habían medido 
hasta entonces en este sondeo. 
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2.2 Base de datos inicial para el estudio 
 
Considerando los datos provistos y teniendo en cuenta el objetivo del estudio, se 
seleccionan como puntos de observación para una base inicial todos los pozos que 
aparecen en ambos sondeos semestrales. 
Esta base inicial cuenta con 1021 observaciones y 270 identificadores de pozos, y como 
variables sobre estos puntos se eligen la concentración de NITRATOS, que es la de 
mayor importancia, la de AMONIO y la de NITRITOS, pues como ya se ha dicho son las 
variables típicas indicadoras de contaminación del agua y son las únicas variables que 
mantienen de forma constante la frecuencia de temporalidad en cuanto a muestreo a lo 
largo de todo el período evaluado.  
A estas variables se añade la FECHA en la que fueron tomadas las mediciones y de esta 
se derivará la variable AÑO en formato de indicador de cuando fue tomada la muestra, 
la variable YEAR expresando el año de forma continua que agrega 0.5 unidades 
decimales si la muestra fue tomada en la segunda mitad y sondeo del año, y la variable 
ESTACION que toma valor 2 si la muestra ha sido tomada en primavera (primera 
campaña) o 4 si ha sido tomada en otoño (segunda campaña). 
 
A modo de resumen: 
 
MOSTRA Identificador de la unidad muestral pozo 
FECHA Fecha de muestreo en formato dd/mm/aa  
AÑO Indica año de toma de la muestra 
YEAR Año de muestreo de forma continua 
ESTACION 2= primavera, primer sondeo;  
4= otoño, segundo sondeo 
AMONIO  Concentración de amonio en mg/l 
NITRATOS Concentración de nitratos en mg/l 
NITRITOS Concentración de nitritos en mg/l 
 
Tabla 2.2 Resumen de variables iniciales. 
 
Partiendo con esta base inicial se procede a realizar un refinamiento de los datos 
haciendo una depuración de los identificadores de pozos y evaluando la inclusión de 
otras variables que puedan resultar relevantes para el estudio.  
 
 
2.3  Depuración de la base de datos  
 
El primero de los inconvenientes a tratar presentados por la base que se ha armado 
inicialmente son las discordancias con los nombres que sirven de identificador para los 
puntos muestrales. Estos nombres presentan molestias como errores ortográficos, 
alteraciones de letras o incluso cambios en la denominación para nombrar un mismo 
punto, resultando esto en una duplicidad o multiplicación de algunos puntos.  
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Para tratar las dificultades provenientes de errores ortográficos, tipográficos y 
alteraciones, se ha hecho uso de la aplicación Open Refine.  
 
Open Refine, antiguamente llamado Google Refine, es una herramienta de uso libre 
utilizada para el manejo de base de datos desordenadas. Sus funcionalidades permiten 
la limpieza, transformación, extensión y vinculación de los datos a servicios web y bases 
de datos online. Como aplicación de escritorio puede utilizarse tanto online como offline. 
 
Las bases de datos se cargan como proyectos y pueden ser importados como URLs, 
copiados desde el portapapeles o cargados como archivos existentes en el ordenador 
en formatos de Excel, CSV, TSV, JSON, PC-Axis, RDF/N3, XML, Open Document 
Format (.ods) o archivos de texto con anchura de columnas fija. 
 
Además de acciones básicas como edición de celdas y columnas, transponer y ordenar, 
el mecanismo más interesante, y que se ha empleado en este caso, es el uso de la 
clasificación por facetas y filtros a través de los cuales se selecciona toda una variable o 
subconjunto de los datos para revelar en ellos patrones de escritura que luego nos 
servirán para agrupar los identificadores semejantes.  
 
Esta función de agrupamiento, que se puede llamar simplemente clustering, actúa 
tratando de agrupar las opciones, en este caso los nombres de los puntos, en la faceta 
de texto de la variable elegida, de tal manera que las opciones que parecen similares 
sean agrupadas en conjunto.  
  
Es bueno hacer notar que el clustering como operación que intenta buscar grupos de 
diferentes valores que pueden ser representaciones alternativas de una misma cosa, en 
Open Refine sólo funciona a nivel sintáctico, es decir, con la composición de caracteres 
que presente la celda, por lo que a pesar de ser muy útil para detectar errores 
ortográficos, tipográficos e inconsistencias, no constituye una forma de realizar una 
reconciliación efectiva semánticamente consciente. 
 
La herramienta cuenta con una variedad determinada de algoritmos y métodos de 
agrupamiento que demuestran ser eficaces y rápidos como para su uso en diferentes 
situaciones, que están ordenados desde los más estrictos hasta los menos exigentes y 
que se recomienda sean utilizados en este orden. 
 
Métodos de colisión de claves 
 
Basado en la idea de crear una representación alternativa o “clave” de un valor que 
contenga la parte más valiosa o significativa de una cadena de caracteres, este método 
agrupa las cadenas de caracteres considerando que su clave sea la misma. Es el tipo de 
método más rápido en Open Refine pues su complejidad computacional es lineal en el 
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número de valores procesados y puede producir resultados en segundos incluso 
teniendo millones de valores por agrupar.  
 
Fingerprint 
 
El método de colisión de claves que el Open Refine emplea por defecto es el de 
Fingerprint (huellas dactilares, en inglés). Es un método fácil, simple, aplicable en varios 
contextos y menos propenso a generar falsos positivos (Fig. 2.3). 
 
 
El proceso que sigue para generar las claves es el siguiente (el orden es significativo): 
  
 Quitar los espacios iniciales y finales 
 Cambiar todos los caracteres a su representación en minúsculas 
 Eliminar todos los signos de puntuación y de control 
 Dividir la cadena en tokens separados por espacios en blanco 
 Ordenar los tokens y eliminar duplicados 
 Unir de nuevo los tokens  
 Normalizar caracteres occidentales extendidos a su representación ASCII, como 
por ejemplo las vocales con diéresis. 
 
 
 
 
 
Fig. 2.3 Captura de la salida de clustering en Open Refine aplicando el método Fingerprint en el que se 
detectan 16 grupos. 
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Fingerprint de n-gramas 
 
Es similar al método Fingerprint descrito anteriormente, pero en lugar de utilizar tokens 
separados por espacios en blanco, usa n-gramas donde n es el tamaño de caracteres 
en un token y puede ser especificado por el usuario (Fig. 2.4).  
 
 
 
 
Fig. 2.4 Captura de la salida de clustering en Open Refine aplicando el método Fingerprint n-gramas en 
el que se detectan 15  grupos. 
 
 
De nuevo, el orden que sigue el proceso es significativo. Funciona de manera similar al 
fingerprint con la excepción de que elimina los espacios en blanco en un segundo paso 
y agrega las siguientes fases: 
 
 Obtener todos los n-gramas en cadena de caracteres 
 Ordenar los n-gramas y eliminar duplicados 
 Unir los n-gramas ordenados de nuevo  
 
Los casos en los que más ayuda este método son aquellos en los que las inconsistencias 
se deben a repetición de letras o sílabas. En la práctica, el uso de valores grandes de n-
gramas no genera ventajas sobre el método Fingerprint básico, pero utilizando valores 
como 2 y 1 en los casos en que  se están produciendo muchos falsos positivos, se 
pueden encontrar grupos que el método anterior no encontró incluso con cadenas de 
caracteres que tienen pequeñas diferencias, con un coste de rendimiento muy pequeño. 
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Fingerprint fonético  
 
Transforma los tokens a la forma en que son pronunciados. Es útil para detectar errores 
que se producen debido a una persona mal entienda o no conozca la escritura de una 
palabra luego de sólo haberla escuchado, la idea es que los sonidos similares terminarán 
teniendo la misma clave y serán encajados en los mismos grupos. 
 
 
Métodos de vecinos más cercanos 
 
Aunque los métodos de colisión de claves suelen ser rápidos, tienden a ser o muy 
estrictos o poco exigentes sin manera de afinar cuánta diferencia entre cadenas estamos 
dispuestos a aceptar. 
 
El método k-NN (K nearest neighbors, Fix y Hodges, 1951) proporciona un parámetro 
que representa un umbral de distancia: cualquier par de cadenas que esté más cerca 
que un cierto valor, será agrupado juntos. Por desgracia, para n cadenas dadas, hay n(n-
1)/2 pares de cadenas (y distancias relativas) que deben ser comparados y esto resulta 
en un proceso lento, incluso para conjuntos de datos pequeños. En un intento por 
acelerar este proceso, los desarrolladores de la herramienta han dado con el método 
‘blocking’ (agrupar por bloques), que es de hecho una combinación entre la colisión de 
claves y el k-NN. El blocking  no cambia la complejidad computacional del método k-NN, 
pero reduce de manera significativa el número de cadenas a ser contrastadas porque 
sólo son compradas dentro del bloque que las contiene. Por lo que, en lugar de n(n-1)/2 
pares de cadenas, ahora tenemos nm(m-1)/2, donde n es el número de bloques y m es 
el tamaño medio del bloque. En la práctica, esto resulta ser mucho más rápido debido a 
que el tamaño del bloque es comparable al número de cadenas y los bloques son 
normalmente mucho más pequeños. 
 
 
Distancia de Levenshtein 
 
También conocida como distancia de edición es probablemente la función más simple e 
intuitiva de distancia entre cadenas y es con regularidad muy eficaz debido a su 
aplicabilidad general. 
 
La distancia de Levenshtein mide el número mínimo de operaciones de edición 
necesarios para cambiar una cadena de caracteres en otra. Este método es útil para 
detectar errores tipográficos, ortográficos o cualquier cosa que los métodos anteriores 
no logren recoger, aunque para grandes distancias dan muchos falsos positivos 
especialmente para cadenas cortas (Fig. 2.5). 
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Fig. 2.5 Captura de la salida de clustering en Open Refine aplicando el método  de la distancia de Levenshtein en el 
que se detectan 25 grupos. 
 
 
PPM (Prediction by Partial Matching) 
 
Traducido al español, Predicción por Coincidencia Parcial, esta distancia en Open Refine 
es una implementación del artículo seminal The Similarity Metric (Ming Li, Xin Chen, Xin 
Li, Bin Ma y Paul Vitanyi, 2001) sobre el uso de la complejidad de Kolmogorov para 
estudiar la similitud entre cadenas y se ha aplicado ampliamente a la comparación de 
cadenas producto de la secuenciación de ADN. 
 
La idea es que debido a que los compresores de texto funcionan estimando el contenido 
de información de una cadena, si dos cadenas A y B son idénticas, comprimir A o 
comprimir A+B debería resultar en una diferencia muy pequeña, y lo opuesto en caso de 
que sean muy diferentes. La versión empleada por Open Refine es una normalizada, 
donde la distancia entre dos cadenas A y B está dada por: 
 
d (A, B) = comp (A + B) + comp (B + A) / (comp (A + A) + comp (B + B)); 
 
donde comp(s) es la longitud de bytes de la secuencia comprimida de la cadena s y + es 
el operador de concatenación.  
 
13 
 
 
 
Fig. 2.6 Captura de la salida de clustering en Open Refine aplicando el método  PPM en el que se 
detectan 37 grupos. 
 
 
Se utiliza el PPM ya que es uno de los algoritmos de compresión más eficaces para el 
texto y funciona mediante la realización de análisis estadísticos para predecir qué 
carácter aparecerá a continuación en una cadena. (Fig. 2.6).  Sin embargo, en la práctica, 
este método es muy poco exigente incluso para valores de tamaño pequeño y tiende a 
generar muchos falsos positivos. Por lo anteriormente mencionado, la recomendación es 
utilizar este método de agrupación como último recurso. 
 
La herramienta detecta en principio unas 270 opciones o identificadores de puntos 
estrictamente distintos que luego de aplicar los métodos de agrupamiento se reducen a 
91. Cada antiguo identificador es pareado con el nuevo asignado en el Open Refine y 
este informe es remitido al personal especializado del consorcio para validar que los 
nuevos identificadores designados por la herramienta corresponden con la realidad y la 
codificación utilizada por la institución. 
 
En una primera revisión, la efectividad de la depuración realizada por el Open Refine es 
de un 91.2%, donde sólo 8 de los nuevos identificadores han incluido o excluido puntos 
que realmente formasen parte del grupo.  
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Grupo MOSTRA MOSTRA REFINE 
*6 Abocador Beuda Abocador De Begudà 
 Abocador De Beuda Abocador De Begudà 
 Piezo Begudà Abocador De Begudà 
 Piezo Beuda Abocador De Begudà 
 Piezòmetre Abocador Abocador De Begudà 
 Piezòmetre Begudà Abocador De Begudà 
 Piezòmetre Beuda Abocador De Begudà 
 Begudà Begudà Polígon Industrial 
 Begudà - Polígon Industrial Begudà Polígon Industrial 
 Begudà Polígon Industrial Begudà Polígon Industrial 
 Pol Beguda Begudà Polígon Industrial 
 Pol. Ind. Begudà Begudà Polígon Industrial 
 Pol. Ind.Begudà Begudà Polígon Industrial 
 Polígon Industrial Begudà Begudà Polígon Industrial 
4 Besalú Besalú 
4 Pou Vell Besalú Pou Vell Besalú 
4 Pou Besalú Besalú 
2 Can Riera Can Riera 
2 Pou 2 Frigorífics Esteve Riera Pou 2 Frigorífics Esteve Riera 
5 Ford Dodge Ford Dodge 
5 Fort Dodge Ford Dodge 
5 Fort Dooge Ford Dodge 
5 Pfizer Ford Dodge 
5 Pfizer (Fort Dodge) Ford Dodge 
5 Zoetis (Pfizer) Zoetis (Pfizer) 
5 Pou 6 Fort Dodge Veterinaria, Sa Ford Dodge 
1 Estany D'en Mirà L'estany D'en Mirà 
1 L'estany D'en Mira - Pou 2 -  L'estany D'en Mirà 
1 Mieres Mierès De L'estany 
1 Mierès Mierès De L'estany 
1 Mieres De L'estany Mierès De L'estany 
1 Mierès De L'estany Mierès De L'estany 
1 Mieres De L'estany Pou 2 Mierès De L'estany 
1 Mierès De L'estany-Pou 2 Mierès De L'estany 
1 Mirès De L'estany Mierès De L'estany 
3 Pladevall Pladevall 
3 Pou Del Pladevall Pladevall 
3 Pou Pladevall Pladevall 
3 Pou Municipal Les Preses Pou Municipal Les Preses 
 
Tabla 2.3 Relación de correcciones de identificadores validada por el consorcio 
 
 
La tabla anterior (Tabla 2.3) muestra el contraste y corrección de los puntos que se 
consideraban con reasignación de identificador dudosa. Se marcan con un mismo 
número en la primera columna los nombres que representan en realidad el mismo punto. 
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Se puede apreciar en la tabla el caso con algunos puntos como el Abocador de Beuda, 
el Piezómetro de Begudà y el Polígono Industrial de Begudà que se prestaban fácilmente 
a confusión por su semejanza y en los que es entendible que la aplicación no haya 
discernido de manera eficaz los tres grupos. En los demás casos la asociación de 
identificadores a un mismo punto como los grupos 2, 3 y 5, no resulta tan previsible y por 
tanto se entienden las limitaciones de la herramienta Open Refine al momento de 
agruparlos a un mismo cluster. 
 
De la misma manera se ha de reconocer las trabas de la herramienta, por lo que el 
siguiente inconveniente que viene a presentar la base es la presencia de duplicados de 
observaciones de un punto para una misma campaña (Tabla 2.4).  
 
Como ejemplo y únicos casos presentes, los del punto Mierès de l’Estany, en los que las 
observaciones de fecha 19-Jun-2009 y 15-Jun-2010 luego de ser validadas por el equipo 
de consorcio son confirmadas como correspondientes realmente al punto Abastament 
Mierès; y los duplicados exactos en Can Gridó y La Corominola. 
 
 
MOSTRA.REFINE Fecha Año Estación Amonio Nitratos Nitritos Year 
Mierès De L'estany 12-Jun-09 2009 2 0.11 55.4 0.02 2009 
Mierès De L'estany 19-Jun-09 2009 2 0.46 5.37 0.02 2009 
  
MOSTRA.REFINE Fecha Año Estación Amonio Nitratos Nitritos Year 
Mierès De L'estany 11-Jun-10 2010 2 0.21 22.7 0.092 2010 
Mierès De L'estany 15-Jun-10 2010 2 0.12 7.54 0.02 2010 
  
MOSTRA.REFINE Fecha Año Estación Amonio Nitratos Nitritos Year 
Can Gridó 1-Nov-13 2013 4 0.15 30.3 0.02 2013.5 
Can Gridó 1-Nov-13 2013 4 0.15 30.8 0.02 2013.5 
La Corominola 16-Jun-06 2006 2 0 20.8 0.031 2006 
La Corominola 20-Jun-06 2006 2 0 20.8 0.027 2006 
 
Tabla 2.4 Relación de duplicados por identificación incorrecta de topónimos. 
 
 
Aplicadas las correcciones de topónimos y duplicados, los identificadores se reducen a 
87 puntos. De estos se procede a hacer una revisión de los valores de las variables, a 
fin de detectar posibles errores y valores atípicos. 
 
En este ámbito encontramos el caso de un valor bastante alto en la variable amonio  
respecto a las demás observaciones para el punto Piezo Begudà (Tabla 2.5). 
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MOSTRA.REFINE Fecha Año Estación Amonio Nitratos Nitritos Year 
Piezo Begudà 20-Jun-06 2006 2 0 1.36 0.155 2006.0 
Piezo Begudà 1-Nov-06 2006 4 0.22 3.3 0.02 2006.5 
Piezo Begudà 30-May-07 2007 2 23.5 28 0.2 2007.0 
Piezo Begudà 17-Jun-08 2008 2 1.00 1.31 0.029 2008.0 
Piezo Begudà 10-Nov-08 2008 4 3.47 2.41 0.103 2008.5 
Piezo Begudà 15-Jun-09 2009 2 0.13 8.8 0.025 2009.0 
 
Tabla 2.5 Relación de atípicos evaluados. 
 
Realizada la revisión y validación por parte del consorcio, el valor actual es de 2.5, 
aunque se reconoce que es un valor posible en caso de que el punto muestreado 
estuviera muy contaminado por aguas industriales. 
 
Finalmente, se añaden a la base de datos la información provista por el consorcio sobre 
las coordenadas de los pozos bajo sistema de coordenadas cartesianas xy y los 
acuíferos a los que pertenecen cada punto. También como paso final, y  considerando el 
objetivo del estudio que es la detección de tendencia temporal en las concentraciones, 
se decide retirar de la base de datos los puntos que sólo muestran una observación, 
pues no aportarían información relevante a los fines del análisis.  
 
Por lo tanto, se procede a aplicar el estudio con una base definitiva de 1012 
observaciones para 8 puntos de los que se tiene información sobre unas 10 variables: 
 
MOSTRA.REFINE Identificador depurado de la unidad muestral 
pozo 
FECHA Fecha de muestreo en formato dd/mm/aa  
AÑO Indica año de toma de la muestra 
YEAR Año de muestreo de forma continua 
ESTACION 2= primavera, primer sondeo;  
4= otoño, segundo sondeo 
AMONIO  Concentración de amonio en mg/l 
NITRATOS Concentración de nitratos en mg/l 
NITRITOS Concentración de nitritos en mg/l 
X Coordenadas cartesianas del pozo en el eje X 
Y Coordenadas cartesianas del pozo en el eje Y 
AQ Indica el acuífero al que pertenece el pozo 
 
Tabla 2.2 Resumen de variables finales. 
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2.4      Estadísticos descriptivos 
 
 
 Información estadística básica 
 
 
 
 
 
 
 
 
 
 
En promedio, las concentraciones de las variables se mantienen en rangos normales. 
Las concentraciones naturales en aguas subterráneas no suelen superar los 0.2 mg/L en 
el caso del amonio, excepto las anaerobias que pueden llegar hasta 3 mg/L. En el caso 
de los nitratos el valor paramétrico es de hasta 50 mg/L para ser considerada como agua 
no afectada por contaminación. Y para los nitritos, la concentración no suele superar los 
0.10 mg/L. 
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 Medias anuales por variable 
 
Niveles de amonio: mostrando comportamiento mayormente estable a partir de 
2008. 
 
 
 
  
 
Niveles de nitratos:  
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Niveles de nitritos: 
 
 
 
 
 
 Histogramas.  
 
Evaluando la distribución de frecuencia de los datos, se observa la concentración de 
observaciones cerca del cero. 
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 Boxplots. 
 
Evaluando comportamiento de las variables, valores atípicos y simetría de la distribución. 
Se aplica transformación logarítmica a fin de expandir los valores de las concentraciones 
que son mayormente muy pequeños. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Presencia de varias observaciones atípicas y puntos de muestreo de media irregular 
respecto al total. Valores mayormente constantes entre -2 y -1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Presencia de pocos valores atípicos. El comportamiento de las medias de los puntos es 
muy irregular. 
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La variable nitritos es la que presenta mejor comportamiento. Se presentan algunos 
valores atípicos, pero hay mayor consistencia en la media de los puntos. 
 
 
 
Boxplot cruzado de las variables para evaluar su conexión en el que se percibe muy 
poca correlación entre ellas.  
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Capítulo 3 
 
 
Teoría sobre modelos y transformación 
 
 
3.1 Modelos lineales mixtos 
 
Los modelos mixtos, multinivel o jerárquicos, reciben este nombre porque tienen en 
cuenta la estructura agregada de datos en distintos niveles, sean estos ordenados en 
jerarquía o no. El término ‘mixtos’ viene del hecho de permitir especificar en ellos la 
existencia de efectos fijos o efectos aleatorios.  
 
Los efectos son el impacto o influencia que ejercen las variables explicativas sobre la 
variable dependiente y se miden a través de los parámetros del modelo. Se consideran 
fijos si los valores que toma la covariable aportan información pero están previamente 
fijados y la única fuente de aleatoriedad del modelo surge de considerar los casos como 
muestras aleatorias independientes. Los efectos aleatorios por su parte surgen de tener 
más de una observación para una unidad muestral, por tanto conllevan el hecho de que 
en caso de repetir el estudio bajo otra situación, se puedan encontrar otros valores para 
la covariable. 
 
A la hora de intentar examinar la relación entre una variable de interés y otras ciertas 
variables que contribuyen a explicar el comportamiento de la primera, la mayoría de las 
veces el primer modelo en que se piensa para estudiar esa relación es la regresión lineal 
simple:  
 
 
𝑌𝑖  =  α +  β𝑋𝑖  +  𝜀𝑖   (ec. 1) 
 
 
donde en el ajuste del modelo β indica la pendiente estimada y α el término constante. 
Sin embargo, la regresión lineal simple admite que la relación que existe entre las 
variables del modelo es universal y que se evidencia en cualquier punto de la muestra 
estudiada. Asume igualmente que las observaciones son independientes entre sí, algo 
que probablemente no es cierto, ya que, aplicando a nuestro caso, es posible que de 
elegir distintos puntos de muestreo, la relación determinada fuera diferente y no correcta 
para todos los pozos en cualquier acuífero. 
 
Es debido replantearse este modelo si se reconoce la estructura anidada de los datos. 
Es posible que las variables medidas dentro de un mismo grupo estén relacionadas entre 
sí, o que la relación entre la variable dependiente y las covariables en realidad es general 
24 
 
o se distingue en cada grupo, o incluso que exista una media para la variable dependiente 
en todos los puntos de la muestra.  
 
En este punto es cuando la idea de incorporar al modelo una variable categórica que 
identifique los grupos resulta atrayente, pudiendo probar en primera instancia modelos 
equivalentes a un ANCOVA: 
 
𝑌𝑖𝑗 =  𝛼𝑗 +  𝛽𝑗𝑋𝑖𝑗 +  𝜀𝑖𝑗    (ec. 2) 
 
Pero con el inconveniente de entonces tener una muestra más pequeña y que la variable 
categórica (factor) es agregada por defecto como efecto fijo, además de engrandecer las 
diferencias entre grupos si es el caso de un conjunto de datos no equilibrados. 
 
También es posible proponer modelos menos complejos en los que la pendiente sea 
genérica para todas las categorías del factor pero que cada una tenga distinta constante: 
 
𝑌𝑖𝑗 =  𝛼𝑗 +  𝛽𝑋𝑖𝑗 +  𝜀𝑖𝑗     (ec. 3) 
 
 
o que al contrario tengan el mismo valor de partida para la constante y distintas 
pendientes para cada relación entre variables: 
 
𝑌𝑖𝑗 =  𝛼 +  𝛽𝑗𝑋𝑖𝑗 + 𝜀𝑖𝑗  (ec. 4) 
 
 
Llegados a este punto, los modelos mixtos permiten evitar la situación tanto de pasar por 
alto la variable factor agregando la variabilidad aportada por sus categorías a la varianza 
de los residuos, es decir, aumentarlos; como de incluir la variable factor y tener que 
estimar más parámetros con una muestra más pequeña. 
 
En general, los parámetros ajustados por un modelo mixto están a medio camino entre 
los estimados por un modelo de efectos fijos que incluya un factor de agrupamiento y 
uno que ignore la estructura de datos agrupados.  
 
En el caso de que las diferencias estimadas entre grupos sean muy grandes (σa y σb con 
valores altos), el modelo mixto se inclina o coincide con un modelo ANCOVA. Entretanto 
que si no hay diferencia entre σa y σb y son ambas próximas a cero, el modelo mixto 
coincide con la regresión ordinaria. 
 
En resumen, en un modelo mixto se gana como punto a favor el poder dar una 
descripción general a todas las categorías de estudio mientras que se pierde la 
posibilidad de hacer un veredicto particular para cada por separado. 
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3.1.1 Modelo mixto con constante aleatoria 
 
 
El modelo mixto con constante aleatoria considera que unas categorías de la variable 
factor pueden tomar valor distintos de la variable respuesta aunque en todas se valida la 
misma relación entre la variable dependiente y las explicativas. El modelo estima una 
constante para cada categoría, asume que estos α+aj siguen una distribución normal 
alrededor de un valor promedio α: 
 
 
𝑌𝑖𝑗  =  α +  𝑎𝑗 +  β𝑋𝑖𝑗 +  𝜀𝑖𝑗   (ec. 5) 
 
 
Parámetros: α y β (fijos), σa y σ (varianzas de los términos aleatorios). 
 
Este modelo toma en cuenta la jerarquía de los datos admitiendo que haya correlación 
entre las unidades en que se agrupen, contempla la parte tanto fija como variable y 
asume la presencia de una relación general observable en cualquier punto del área de 
estudio. Cuanto más varianza exista en la variable respuesta entre categorías, mayor 
será σa, y σ será la suma de los residuos de las regresiones entre variables para cada 
categoría. 
 
 
 
 
3.1.2 Modelo mixto con pendiente aleatoria  
 
 
De igual manera se puede plantear una versión del modelo mixto que considere la 
relación entre variable respuesta y covariables como distinta para cada punto evaluado 
aun cuando parten del mismo nivel: 
 
𝑌𝑖𝑗 =  𝛼 + (𝛽 + 𝑏𝑗)𝑋𝑖𝑗 +  𝜀𝑖𝑗  (ec. 6) 
 
 
Parámetros: α y β (fijos),  σb y σ (varianzas de los términos aleatorios). 
 
Sin embargo, es poco común dar con una diferencia entre pendientes que realmente no 
esté asociada a una diferencia entre constantes, lo que convierte este ajuste en una 
modalidad menos atractiva. 
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3.1.3 Modelo mixto con constante y pendiente aleatorias 
 
Esta modalidad considera la posibilidad de que la relación entre la variable respuesta y 
las explicativas sea distinta en cada categoría muestreada, por lo que agrega la 
pendiente como otro elemento aleatorio.  
 
 
𝑌𝑖𝑗 =  𝛼 + 𝑎𝑗 + (𝛽 +  𝑏𝑗)𝑋𝑖𝑗 +  𝜀𝑖𝑗  (ec. 7) 
 
 
Parámetros: α y β (fijos), σa, σb y σ (varianzas de los términos aleatorios). 
 
El modelo es útil en casos en los que se mide una variable explicativa a un grupo de 
individuos o puntos en varias ocasiones diferentes. Los puntos se ajustan con una 
constante aleatoria y el predictor con la pendiente aleatoria, percibiéndose que las 
mediciones realizadas están reunidas dentro de éste. 
 
Cuando se ajusta con pendiente aleatoria, es recomendable estandarizar o centrar las 
variables explicativas a fin de simplificar el análisis y entendimiento de los efectos entre 
e intra grupos. 
 
 
 
3.1.4 Coeficiente de correlación intraclase 
 
 
El coeficiente de correlación intraclase es una medida básica del grado de dependencia 
es observaciones agrupadas. El término clase se refiere a las unidades en segundo nivel 
de acuerdo a la clasificación que se haya utilizado en el análisis.  
 
La descripción del coeficiente de correlación intraclase varía de acuerdo a los supuestos 
del diseño muestral pero básicamente es definido como: 
 
 
𝜌 =
𝑉𝑎𝑟𝑖𝑎𝑛𝑧𝑎 𝑝𝑜𝑏𝑙𝑎𝑐𝑖𝑜𝑛𝑎𝑙 𝑒𝑛𝑡𝑟𝑒 𝑢𝑛𝑖𝑑𝑎𝑑𝑒𝑠 𝑑𝑒 2𝑑𝑜.𝑛𝑖𝑣𝑒𝑙
𝑉𝑎𝑟𝑖𝑎𝑛𝑧𝑎 𝑡𝑜𝑡𝑎𝑙
=  
𝜎2𝑢0
𝜎2𝑢0+ 𝜎
2
𝜀
   (ec. 8) 
 
 
 
 
3.1.5 Estimación de parámetros por máxima verosimilitud 
 
 
En un modelo mixto existen tres tipos de parámetros que pueden ser estimados: los 
parámetros de regresión, los componentes de la varianza y los efectos aleatorios. En el 
contexto actual, sólo se presenta un parámetro de regresión que es la constante o media 
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global que podemos denominar 𝛾00, los componentes de la varianza 𝜎2𝑢0 y 𝜎2𝑒, y los efectos 
aleatorios 𝛽0𝑗, o su equivalente 𝑢0𝑗 cuando se combina con 𝛾00. 
El modelo resultante es: 
 
𝑦𝑖𝑗 =  𝜇𝑖𝑗 + 𝜀𝑖𝑗 , 
𝜇𝑖𝑗 =  𝛾00 +  𝑢0𝑗 . 
 
 
La función de verosimilitud se define: 
 
𝐿(𝛾00 , 𝜎
2
𝜀 , 𝜎
2
𝑢0 | 𝑦 ) = ∏ ∫ ∏ 𝑔
𝑖
+∞
−∞
𝑗
(𝑦
𝑖𝑗
|𝑢0𝑗) 𝑓 (𝑢0𝑗) 𝑑𝑢0𝑗 , 
 
 
 
Donde:  
𝑔 (𝑦
𝑖𝑗
|𝑢0𝑗) =  
1
√2𝜋𝜎𝜀
exp (−
[𝑦
𝑖𝑗
−  𝑢𝑖𝑗]
2
2𝜎2𝜀
), 
 
Y: 
𝑓 (𝑢0𝑗) =  
1
√2𝜋𝜎𝑢0
exp (−
𝑢20𝑗
2𝜎2𝑢0
). 
 
 
 
La maximización de la función de verosimilitud sobre el espacio paramétrico resulta en 
los estimadores máximo verosímiles (MLEs) para 𝜃 =  𝛾00 , 𝜎
2
𝜀 , 𝜎
2
𝑢0 .  
 
Como alternativa, el método de estimación por defecto en la función lme en R para ajustar 
modelos lineales mixtos es la máxima verosimilitud restringida o residual, en la que los 
parámetros componentes de la varianza son estimados al maximizar la verosimilitud 
marginal de los residuos de un modelo lineal ajustado por mínimos cuadrados, y luego 
los efectos fijos son estimados por máxima verosimilitud asumiendo que se conoce la 
estructura de la varianza, lo que conlleva a ajustar por mínimos cuadrados generalizados. 
 
La diferencia entre la estimación por máxima verosimilitud y máxima verosimilitud 
restringida es mayormente apreciable en la estimación de la varianza y de los errores 
estándar en aquellos casos con muestras pequeñas y pocos grupos.  
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3.1.6 Verificación de supuestos en los modelos mixtos 
 
 
La cuestión de mayor importancia al momento de revisar los supuestos de un modelo 
mixto utilizando los plots de los residuos es que en estos, a diferencia de la regresión 
ordinaria, existe más de un residuo: se tiene uno por cada efecto aleatorio en el modelo 
y por lo tanto se pueden construir varios gráficos de residuos. 
 
Al igual que en los modelos de un solo nivel, los dos supuestos que más fácilmente se 
pueden estudiar son el supuesto de normalidad y el de varianzas contantes en el modelo. 
Considerando que la varianza de los residuos depende de los valores de los coeficientes 
fijos, lo común es estandarizarlos dividiendo por los errores estándar apropiados.  
 
Para verificar el supuesto de normalidad se puede utilizar el básico plot de probabilidad 
normal, y para verificar la linealidad se puede aplicar un plot residual contra los valores 
predichos de la variable dependiente, utilizando la parte fija del modelo mixto para la 
predicción.  
 
 
 
3.2  Transformación de Box-Cox 
 
Las transformaciones de Box-Cox son una familia de funciones de potencia aplicadas 
para homogeneizar la varianza, mejorar la normalidad y la correlación entre variables.  
 
Dado que en una distribución normal la media no es dependiente de la varianza, es 
posible acercarse a esta distribución con una transformación que estabilice la varianza.  
 
Los datos transformados se adaptan mejor para la comparación y la exploración visual, 
pueden ser más adecuados para técnicas de confirmación comunes y tienen menos 
valores atípicos. En general, se podría decir que el fin de la transformación es tratar de 
asegurar que los supuestos del modelo lineal se cumplen. 
 
La transformación original de Box-Cox de un parámetro se define: 
 
𝑦(𝜆) =  {
 
𝑦𝜆−1
𝜆
      𝑠𝑖 𝜆 ≠ 0 
   log 𝑦    𝑠𝑖 𝜆 = 0
  (ec. 9) 
 
Una función variable continua donde 𝜆 es el parámetro de potencia a determinar y se 
suponen valores positivos para 𝑦 . 
 
Para abarcar los casos de 𝑦 con valores negativos mayores que - 𝜆, se propone la familia 
con dos parámetros: 
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𝑦(𝜆1,𝜆2) =  {
 
(𝑦+ 𝜆2)
𝜆1−1
𝜆1
         𝑠𝑖 𝜆1 ≠ 0 
   log  (𝑦 + 𝜆2)   𝑠𝑖 𝜆1  = 0
  (ec. 10) 
 
 
La función de densidad para los datos no transformados, y por tanto la verosimilitud 
asociada a estas observaciones originales, se logra al multiplicar la función de densidad 
normal por el jacobiano de la transformación.  
 
La función de verosimilitud sería: 
 
1
(2𝜋)½𝑛𝜎𝑛
exp {− 
(𝑦𝜆 − 𝑎𝜃)′ (𝑦𝜆 − 𝑎𝜃)
2𝜎2
}  𝑱 (𝜆; 𝑦), 
 
Donde 
𝑱 (𝜆; 𝑦) = ∏ |
𝑑𝑦𝑖
𝜆
𝑑𝑦𝑖
|
𝑛
𝑖=1
. 
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Capítulo 4 
 
Aplicaciones y Resultados  
 
4.1 Ajustes 
 
A los fines del proyecto, se han ido ajustando los modelos de manera progresiva, desde 
la regresión lineal clásica, pasando por la regresión lineal por mínimos cuadrados 
generalizados, hasta los modelos en los que se enfoca el estudio que son los lineales 
mixtos, partiendo primero con los datos originales y luego con los datos transformados. 
 
4.2  Ajustes con datos no transformados 
 
a) Variable de principal interés: Nitratos. 
b)  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.1  Plot de la evolución de los niveles de nitratos (log) en todos los pozos.  
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En la figura 4.1 podemos apreciar la evolución de los niveles de nitratos, transformados 
a logaritmo, a lo largo del período de estudio. Cada una de las líneas de color representa 
un pozo o punto de observación y marca los valores que toma la variable en cada 
campaña de sondeo. El gráfico muestra un comportamiento mayormente constante para 
gran parte de los puntos. 
 
 Regresión lineal clásica 
 
 
Se incluyen en principio como variables explicativas los niveles de amonio y nitritos, que 
son estados previos de los nitratos durante el ciclo del nitrógeno; y las variables estación 
y year considerando que el propósito principal del análisis es la evaluación de un 
comportamiento de la concentración de nitratos asociado al tiempo. 
 
 
Fig. 4.2  Salida regresión lineal. 
 
En la Figura 4.2 se observa que como variables significativas sólo resultan el amonio y los nitritos 
a niveles de significación 0 y 0.01 respectivamente. Las variables relacionadas con el tiempo no 
resultan significativas y el coeficiente de determinación resulta ínfimo. Los residuos son  
heterocedásticos y no normales (Fig. 4.3). 
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Fig. 4.3  Plots de residuos regresión lineal. 
 
 
 
Fig. 4.4 Salida regresión lineal con log(nitratos). 
 
Utilizando el logaritmo de los nitratos como variable respuesta (Fig. 4.4) son bastante 
similares, sin mejoras relevantes en el ajuste o los residuos.  
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 ANCOVA: modelo lineal general con una variable explicativa cuantitativa y 
uno o más factores. 
 
Fig. 4.5  Salida regresión lineal agregando la variable acuífero como factor. 
Para el ANCOVA, se utiliza como variable explicativa el amonio que ha sido la que ha 
resultado significativa y se agrega la variable acuífero como factor (Fig. 4.5). Tres de los 
acuíferos resultan significativos, aunque uno de ellos a un nivel muy bajo. El R cuadrado 
mejorado pero sin llegar a los niveles deseables  
 
Fig. 4.6  ANCOVA con los acuíferos como factor, cada línea representa un acuífero. 
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Fig. 4.7  Salida regresión lineal con una constante para cada acuífero. 
 
Fig. 4.8  Plot regresión lineal con una constante para cada acuífero.  
 
Se aprecia la existencia de una ligera correlación negativa entre el logaritmo de los 
nitratos y el amonio para todos los acuíferos (Fig. 4.8).  
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    df AIC 
lm.mod1 Regresión lineal Nitratos original 6 10251 
lm.mod2 Regresión lineal Log Nitratos 6 2904.2 
lm.mod3 ANCOVA Amonio + factor Acuíferos 23 2704.9 
lm.mod4 Regresión lineal una constante por Acuífero 13 2696.5 
 
Tabla. 4.1  Comparación AIC modelos de regresión lineal. 
 
De acuerdo al criterio AIC (Tabla. 4.1), el modelo 4 utilizando una constante para cada 
acuífero es el de mejor ajuste de los ajustados hasta el momento, aunque el modelo 3 
obtuvo un levemente mejor R cuadrado. Los residuos mejoran en cuanto a 
heterocedasticidad y normalidad pero no llegan a ser válidos del todo (Fig. 4.9). 
 
 
 
Fig. 4.9 Plots de residuos del modelo de regresión lineal con una constante para cada acuífero.  
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 Modelos lineales mixtos 
 
Para los modelos mixtos, igualmente partimos incluyendo como variables explicativas los 
niveles de amonio, nitritos, estación y year, ajustando en este caso un modelo con 
constante aleatoria, que como se explica en el capítulo anterior toma en cuenta la 
jerarquía de los datos permitiendo que haya correlación y considera que algunas 
categorías de la variable factor pueden tomar valores distintos para la variable respuesta 
aunque en todas se valida la misma relación entre la variable dependiente y las 
explicativas. 
 
Antes de iniciar los ajustes, en la siguiente figura veremos un xyplot de la variable de 
interés para explorar el comportamiento de los niveles de nitratos de cada pozo por 
separado (Fig. 4.10). Esta sería una primera aproximación visual al objetivo principal del 
estudio que se busca lograr. 
 
Se puede apreciar cómo el 95% de los pozos muestra pendientes rectas o muy cerca de 
serlo, lo que indica un comportamiento de la variable nitratos constante. La tendencia 
ascendente más marcada se aprecia en puntos como Les Planotes o Clot del Molí, y 
pudiera ser producto del hecho de tener menos observaciones y por tanto menos 
información disponible para explicar su conducta real. Otros puntos como Mas Bellvespre 
que presenta una leve tendencia ascendente en el plot con los niveles originales (sin 
transformación logarítmica) se estabilizan un poco pero mantienen esta pauta que 
probablemente sería mas apreciable a largo plazo. 
Los resultados de este gráfico van dando una idea inicial de los posibles resultados de 
los ajustes y de la probabilidad de encontrar alguna tendencia general en los pozos. 
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Fig. 4.10  XYPlot del comportamiento temporal  del nivel de nitratos en cada punto de observación.  
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Fig. 4.11  Salida modelo mixto con constante aleatoria para cada pozo. 
 
Como se ha ido viendo desde los primeros ajustes, sólo la variable amonio resulta 
significativa. La varianza residual que estima la variabilidad entre observaciones, es de 
0.57501672  y la varianza de la constante aleatoria es 0.8896618, es decir lo que nos 
indica si los pozos difieren entre sí y en las observaciones dentro de cada uno de ellos  
(Fig. 4.11). El modelo calcula una varianza aleatoria para cada punto que se suma a la 
de la constante general. Las correlaciones también se muestran bajas. 
 
40 
 
 
Fig. 4.12  Plot de residuos del modelo mixto con una constante aleatoria para cada pozo 
. 
  Model df AIC BIC logLik   Test L.Ratio p-value 
lme.fit1 1 7 2053.8 2088.2 -1020         
lm.fit2 2 6 2924.5 2954 -1456 1 vs 2 872.73 <.0001 
 
Tabla. 4.2  ANOVA comparando ajuste modelo lineal vs ajuste modelo mixto. Difieren sólo en la adición 
del componente aleatorio, ambos con la fórmula original incluyendo todas las variables. 
 
Los ajustes excluyendo las variables relacionadas al tiempo por separado devuelven 
iguales resultados; lo mismo que los ajustes  probando transformaciones de estas (Fig. 
4.13)  Se intenta ajustar entonces un modelo con constante  y  pendiente aleatoria que 
considere que la relación con la variable año o estación  sea diferente para cada pozo 
pero el modelo presenta problemas de convergencia. 
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Fig. 4.13  Salidas del modelo mixto haciendo ajustes con las variables relacionadas al tiempo. 
 
Para dejar entonces establecida la estructura anidada, se procede a agrupar los datos 
con la estructura dada a partir de los pozos, se toman finalmente como variables 
explicativas el amonio por su significación y year ya que se busca seguir indagando sobre 
su relación con la variable respuesta.  
La función lme permite la opción de indicar la variable del efecto aleatorio como una 
matriz diagonal definida positiva. El ajuste con esta modalidad tomando ambas variables 
explicativas o solo el nivel de amonio, no llega a converger,  mientras que sólo incluyendo 
el año se obtiene AIC superior pero similar y se sigue presentando la no influencia de la 
variable year (Fig. 4.14) 
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Fig. 4.14  Salida del modelo mixto datos agrupados por pozo con el año como matriz diagonal definida 
positiva. 
 
De igual manera, es posible indicar  una estructura de varianzas en potencia mediante 
la selección de la función varPower como opción para el argumento weights. Si no se 
indica una fórmula para la función, seleccionar varPower() prevé que la varianza residual 
es una función de las variables predictoras. Por tanto, medidas estadísticas como 
corrección del sesgo, la raíz del error cuadrático medio  y la proporción de la varianza 
explicada, que dependen de la varianza residual, pueden variar en función de las 
variables explicativas que se utilicen.  
Utilizando este argumento, se han ajustado tres casos (Fig. 4.15): 
a) Amonio y  year  como  explicativas, incluyendo year como efecto aleatorio, es 
decir un modelo de tipo constante y pendiente aleatorias. 
b) Sólo amonio como variable explicativa al ser la única significativa, incluyendo 
year como  efecto aleatorio. 
c) Amonio y year como explicativas, manteniendo como efecto aleatorio sólo los 
pozos. 
 
También es posible sumar una constante a estas varianzas mediante varConstPower, 
pero en nuestro caso este ajuste no converge. 
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Fig. 4.15  Salidas del modelo mixto datos agrupados por pozo con estructura dada por varPower(). Izq.: ajuste a; Centro: ajuste b; der.: ajuste c. 
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ANOVA 
  
  Model df AIC BIC logLik Test L.Ratio p-value 
lme.fit7a 1 8 1884.4 1923.7 -934.2       
lme.fit7b 2 7 1874.2 1908.7 -930.1 1 vs 2 8.1461 0.0043 
  
  Model df AIC BIC logLik Test L.Ratio p-value 
lme.fit7a 1 8 1884.4 1923.7 -934.2       
lme.fit7c 2 6 1880.5 1910 -934.2 1 vs 2 0.0686 0.9663 
  
  Model df AIC BIC logLik Test L.Ratio p-value 
lme.fit7b 1 7 1874.2 1908.7 -930.1       
lme.fit7c 2 6 1880.5 1910 -934.2 1 vs 2 8.2147 0.0042 
Tabla. 4.3 ANOVAs comparando ajuste de los modelos ajustados con estructura dada por varPower(). 
 
Los resultados obtenidos en los ANOVA dan como mejor modelo la opción b (Tabla 4.3). 
Cuando el modelo de mejor ajuste es uno que utilice este tipo de estructura de pesos 
para la heterocedasticidad, entonces este es el modelo adecuado a utilizar. Sin embargo, 
haría falta calcular la varianza residual para cada valor de la variable respuesta. 
Como última opción se ajusta considerando sólo el amonio como variable explicativa y 
sólo los pozos como efecto aleatorio. El AIC mejora unos 4 puntos, pero el análisis de 
varianza resulta no significativo, por lo que los modelos no son estadísticamente 
diferentes.  
 
 
4.3 Ajuste con datos transformados 
 
Aplicados los ajustes de modelos mixtos, se elige el modelo de mejor ajuste para volver 
a aplicarlo utilizando la variable dependiente transformada. 
Los paquetes AID y car proveen funciones para calcular la transformación de Box-Cox 
de un parámetro y gráficos para analizar los datos sometidos a la transformación. 
En la siguiente tabla (Tabla 4.4) se exponen los valores obtenidos para lambda mediante 
las distintas funciones, donde el valor resultante de la función powerTransformation es 
validado por 4 de los demás métodos del paquete AID: 
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Tabla. 4.4 Valores obtenidos por los diferentes métodos para el parámetro lambda de la transformación 
Box-Cox 
 
 
Considerando que la finalidad principal del uso de la transformación  de  Box-Cox es la 
estabilización de la varianza y la normalidad, se comparan gráficamente estos aspectos 
entre la variable original y la transformada (Fig. 4.16, 4.17), y se constata el cumplimiento 
del objetivo de la transformación. Tanto la normalidad como la varianza de la variable 
transformada con un valor para lambda de 0.2691793, muestran mejoras importantes 
respecto de los datos originales. 
 
 
 
Fig. 4.16  Comparación normalidad antes y después de la transformación Box-Cox. 
Paquete Car AID (por método) 
  
Power-
Transformation 
Shapiro-
Wilk 
Anderson-
Darling 
Cramer-
von Mises 
Pearson Chi 
Square 
Shapiro-
Francia Lilliefors 
Jarque-
Bera 
Artificial 
Covariate 
lambda 0.2691793 2.60000E-01 3.20000E-01 3.20000E-01 3.60000E-01 2.60000E-01 3.10000E-01 2.50000E-01 2.70000E-01 
sw.pvalue   6.15208E-08 3.60503E-09 3.60503E-09 1.00108E-10 6.15208E-08 7.04505E-09 5.40433E-08 6.04307E-08 
sf.pvalue   1.06453E-07 1.13895E-08 1.13895E-08 5.02671E-10 1.06453E-07 2.03572E-08 9.40379E-08 7.05639E-08 
jb.pvalue   1.43852E-07 7.36411E-13 7.36411E-13 0.00000E+00 1.43852E-07 2.70097E-11 2.02159E-07 7.05639E-08 
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Fig. 4.17  Comparación dispersión antes y después de la transformación Box-Cox. 
 
 
Fig. 4.18  Salida modelo de mejor ajuste utilizando la variable transformada. 
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Las diferencias que más se pueden apreciar en este modelo son las del AIC (Tabla 
4.5), cuya mejora respecto al modelo con la variable original es relevante; y el hecho 
de que la variable explicativa amonio aparezca en este caso con una significación 
menor. Se muestran también disminuciones para los valores de varianza residual y 
la correlación con la variable explicativa (Fig. 4.18). 
 
  df AIC 
lme.fit7b 7 1874.2385 
lme.fit7b-tranformada 7 920.2432 
Tabla. 4.5 Comparación AIC modelo mixto original vs transformado. 
 
 
 
Fig. 4.19  Residuos y qqplot del modelo mixto utilizando la variable transformada. 
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Capítulo 5 
 
 
Conclusiones 
 
En este estudio se ha querido resaltar los efectos que conlleva el análisis de 
información agrupada enfocando el valor que pueden aportar las variables que 
sirven como factor de agrupación y aquellas otras que pueden tener un efecto 
debido a la repetición de observaciones.  
 
A los fines de los objetivos de los programas emprendidos por el Consorcio SIGMA, 
es importante poder corroborar esta posible tendencia de los niveles de nitratos en 
los acuíferos de la comarcal y el proyecto ha partido con el propósito de encontrar 
indicios sobre el comportamiento de esos compuestos a lo largo del tiempo.  
 
Es debido reconocer que se hubieran podido incluir otras variables que aportaran 
mayor información sobre la variable de interés, ya que mucha de la información 
aportada no pudo ser incluida al no cubrir todo el período de estudio, y los resultados 
generales deberían seguir teniendo los mismos patrones porque la información 
agregada ampliaría el entendimiento sobre la variable nitratos pero no así su 
relación con la línea temporal; los cambios en este aspecto sólo podrían apreciarse 
al utilizar períodos de tiempo mayores. 
 
También ha de evaluarse la estandarización en la recolección de datos, algunas 
pautas teóricamente establecidas sobre las campañas de sondeo contradicen la 
información obtenida al analizar los datos. Este aspecto debe considerarse de suma 
relevancia si tomamos en cuenta esta estructura de grupo que siguen los datos ya 
que fallos como duplicidades, mala clasificación, desequilibrio en los puntos 
muestreados y en la cantidad de observaciones, generan grandes inconvenientes a 
la hora de armar una base de datos trabajable y de aplicar herramientas de 
explotación y análisis eficientes.  
 
A estos fines es importante que los puntos estén claramente identificados y 
mantener topónimos homogéneos a lo largo del tiempo y de los distintos programas 
que ejecuta el consorcio. Es debido reconocer la ardua labor de depuración y 
refinamiento que previamente ha sido necesaria  para poder proceder a la 
implementación de las técnicas consideradas para el estudio. 
 
Entrando entonces en la fase de análisis, una de las herramientas utilizadas para 
cumplir el objetivo del proyecto ha sido la exploración mediante los modelos lineales. 
Estos modelos permiten evaluar si sería posible la asociación y predicción de una 
variable utilizando otras como variables explicativas.  
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Ante las características que presentan los datos, se propone evaluar los modelos 
mixtos como otra técnica de estimación de la relación de la relación de la variable 
respuesta con el tiempo, y ésta nos permitía corroborar la necesidad de aplicar 
métodos que consideraran la estructura agrupada de los datos. 
 
Como punto de partida, se estiman los primeros ajustes lineales, que permiten 
descubrir que de nuestras variables explicativas sólo el amonio constituye un 
regresor significativo de los nitratos (Fig. 4.2). Este aspecto se mantiene a lo largo 
de todas las estimaciones de regresión lineal, incluyendo las que consideran la 
transformación logarítmica de los nitratos (Fig. 4.4) y también la que incluye los 
acuíferos como factor (Fig. 4.5) en la que se puede descubrir la existencia de una 
correlación negativa de los nitratos con el amonio a lo largo de todos los acuíferos. 
Estos resultados dan la idea inicial de la inhabilidad de mostrar la existencia de una 
relación con el tiempo en los datos. 
 
Sucesivamente, se estudian las bases de los modelos mixtos y partiendo de algunos 
análisis gráficos se procede a su aplicación. Gráficamente, pocos puntos de 
observación mostraban presencia de alguna tendencia desde antes de la estimación 
de modelos mixtos  (Fig. 4.10) y era apreciable el comportamiento general 
constante de los nitritos (Fig. 4.1). Por lo que en la estimación de los modelos mixtos 
las variables como estación y year, permanecen resultando no significativas (Fig. 
4.11), sin importar cual se incluyera o excluyera del modelo, ni las transformaciones 
posibles para éstas (Fig. 4.13). 
 
Sin embargo, gracias a la posibilidad de los modelos mixtos de indicar una 
estructura de varianza en potencia, las combinaciones de modelos a partir de este 
punto presentan mejoras importantes en el ajuste (Fig. 4.15) pero los residuos 
deberían mejorar en homocedasticidad y normalidad. 
 
Aunque hasta el momento se trabaja con la transformación logarítmica de los 
nitratos, lo que mejora su variabilidad, la normalidad todavía mantiene un margen 
que corregir. Por esto se propone la transformación de Box-Cox como herramienta 
para corregir problemas de varianza, correlación y normalidad. De modo que, a 
través de dos paquetes se procede a estimar el parámetro lambda de la 
transformación o potencia a la que debería elevarse la variable a fin de mejorar la 
normalidad y varianza. 
 
De inmediato se compara la variable original con su transformación para validar los 
cambios (Fig. 4.16, 4.17)  y así proseguir a los reajustes con la nueva variable.  
 
Los modelos de mejor ajuste son estimados nuevamente utilizando la variable 
transformada y se evidencia rápidamente su influencia en la mejora del ajuste a 
través del cálculo del AIC, el qqplot y el plot de residuos (Tabla 4.4, Fig. 4.19). Se 
reconoce que el supuesto de normalidad es algo que puede seguir siendo trabajado 
y aún quedaría como sujeto a mejoras leves. Llama la atención en este caso el 
hecho de que en contraposición a estas mejoras, la variable amonio, aunque todavía 
importante, resulta afectada con una disminución en su nivel de significación. 
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De modo que, a pesar de tener coeficientes de determinación y porcentajes de 
varianza explicada bajos, la ejecución de ajuste mediante regresión lineal y modelos 
mixtos, nos ha permitido visualizar el vínculo de los nitratos con las demás variables 
del ciclo del nitrógeno, resultando significativa sólo el amonio; evaluar la evolución 
de las concentraciones respecto a las variables relacionadas con el tiempo, y a la 
vez valorar la influencia de factores de agrupamiento como los pozos y acuíferos.  
 
Se ha podido finalmente mostrar que los datos no dan indicios de que se presente 
una tendencia temporal a mediano plazo en las concentraciones de nitratos ya que 
falta de significación estadística de las variables relacionadas al tiempo refutan esta 
hipótesis.  
 
De momento se puede concluir que los resultados en el proyecto pueden servir 
como punto de partida para el análisis de aquellos casos individuales en que los 
pozos han mostrado alguna pendiente si se comprueba que las tendencias 
exhibidas son independientes de la cantidad de observaciones, y que las 
herramientas empleadas serían capaces de evaluar cualquier otra variable de 
interés que se vea afectada por la estructura agrupada; pero en cualquiera de los 
casos se necesitaría agregar variables relevantes que contribuyan a mejorar los 
ajustes y su fiabilidad.  
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Apéndice 
 
Código en R  
 
#TFM 
 
#Corrección Pareo Grupo Beuda, Piezo, Polígono 
 
basetfm <- read.csv('pareo.csv', sep=',') 
mode(basetfm$MOSTRA.REFINE) 
basetfm$MOSTRA.REFINE<-as.character(basetfm$MOSTRA.REFINE) 
mode(basetfm$MOSTRA.REFINE) 
#attach(basetfm) 
head(basetfm,20) 
ab <- which(basetfm$ID.2=="476" | ID.2== "146"| ID.2== "335"| ID.2== "131"| ID.2== "540") 
basetfm$MOSTRA.REFINE[ab]<-"ABOCADOR BEUDA" 
head(basetfm,20) 
pb <- which(basetfm$ID.2=="174" | ID.2== "61") 
basetfm$MOSTRA.REFINE[pb]<-"PIEZO BEGUDÀ" 
head(basetfm,20) 
write.csv(basetfm, "basetfm30_3.csv", row.names=F) 
 
 
 
#CONTRASTE TOPONIMOS CORRECCION MOISES  
 
basetfm <- read.csv('pareo.csv', sep=',') 
mode(basetfm$MOSTRA.REFINE) 
basetfm$MOSTRA.REFINE<-as.character(basetfm$MOSTRA.REFINE) 
mode(basetfm$MOSTRA.REFINE) 
head(basetfm,20) 
ab <- which(basetfm$ID.2=="476" | ID.2== "146"| ID.2== "335"| ID.2== "131"| ID.2== "540") 
basetfm$MOSTRA.REFINE[ab]<-"ABOCADOR BEUDA" 
head(basetfm,20) 
pb <- which(basetfm$ID.2=="174" | ID.2== "61") 
basetfm$MOSTRA.REFINE[pb]<-"PIEZO BEGUDÀ" 
head(basetfm,20) 
ml <- which(basetfm$ID.2=="58" | ID.2== "245") 
basetfm$MOSTRA.REFINE[ml]<-"MIERÈS DE L'ESTANY" 
fr <- which(basetfm$ID.2=="768") 
basetfm$MOSTRA.REFINE[fr]<-"CAN RIERA" 
pl <- which(basetfm$ID.2=="45") 
basetfm$MOSTRA.REFINE[pl]<-"PLADEVALL" 
vb <- which(basetfm$ID.2=="678") 
basetfm$MOSTRA.REFINE[vb]<-"BESALÚ" 
fd <- which(basetfm$ID.2=="938") 
basetfm$MOSTRA.REFINE[fd]<-"FORD DODGE" 
fd2 <- which(basetfm$MOSTRA.REFINE=="FORT DODGE") 
basetfm$MOSTRA.REFINE[fd2]<-"FORD DODGE" 
 
write.csv(basetfm, "basetfm30_3.csv", row.names=F) 
 
 
 
#DUPLICADOS 
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dades=read.csv("basetfm_definitiva_revmoi_update.csv") 
attach(dades) 
table.mostra.year <- table(mostra.refine,year) 
duplic <- which(table.mostra.year>=2,arr.ind=TRUE) 
n.duplic <- dim(duplic)[1] 
for (i in 1:n.duplic){ 
  dup.i <- which((mostra.refine==rownames(table.mostra.year)[duplic[i,1]])& 
                   (year==as.numeric(colnames(table.mostra.year)[duplic[i,2]]))) 
  print(dup.i) 
  print(dades[dup.i,c(1,2,5,6:8)]) 
  dades[dup.i[1],6:8] <- apply(dades[dup.i,6:8],2,mean) 
  dades <- dades[-dup.i[-1],] 
  attach(dades) 
} 
 
 
#BASIC INFO 
 
basetfm<- read.csv('basetfm_definitiva_oct2015.csv', sep=',') 
attach(basetfm) 
dim(basetfm) 
length(unique(mostra.refine)) 
table(mostra.refine) 
levels(mostra.refine) 
summary(table(mostra.refine)) 
summary(as.factor(table(mostra.refine))) 
 
#Descriptivas 
 
library(Hmisc) 
head(basetfm,20) 
str(basetfm) 
 
#Basics 
summary(basetfm[,6:8]) 
library(fBasics) 
basicStats(basetfm[,6:8]) 
var(basetfm[,6:8]) 
 
#Media por año y plots 
with(basetfm, tapply(amonio, año, mean)) 
plot(with(basetfm, tapply(amonio, año, mean)), type='b', lwd=2, pch=16, col=as.factor(año), xlab='Año', 
ylab= 'Niveles de Amonio') 
with(basetfm, tapply(nitratos, año, mean)) 
plot(with(basetfm, tapply(nitratos, año, mean)), type='b', lwd=2, pch=16, col=as.factor(año), xlab='Año', 
ylab= 'Niveles de Nitratos') 
with(basetfm, tapply(nitritos, año, mean)) 
plot(with(basetfm, tapply(nitritos, año, mean)), type='b', lwd=2, pch=16, col=as.factor(año), xlab='Año', 
ylab= 'Niveles de Nitritos') 
 
#Histogramas 
par(mfrow=c(1,3)) 
hist(basetfm$amonio, main="Amonio") 
hist(basetfm$nitratos, main="Nitratos") 
hist(basetfm$nitritos, main="Nitritos") 
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# GRAFICOS DESCRIPTIVOS 
par(mfrow=c(1,1)) 
boxplot(amonio~mostra.refine) 
boxplot(nitratos~mostra.refine) 
boxplot(nitritos~mostra.refine) 
boxplot(log(amonio)~mostra.refine, main='Amonio (Log)', las = 2) 
boxplot(log(nitratos)~mostra.refine, main='Nitratos (Log)') 
boxplot(log(nitritos)~mostra.refine, main='Nitritos (Log)') 
 
plot(data.frame(log(amonio),log(nitratos),log(nitritos))) 
plot(data.frame(log(amonio),log(nitratos),log(nitritos)),col=as.factor(mostra.refine)) 
 
sapply(unique(mostra.refine),FUN=function(mostra){cor(nitritos[mostra.refine==mostra],nitratos[mostra.refi
ne==mostra])}) 
boxplot(sapply(unique(MOSTRA.REFINE),FUN=function(mostra){cor(Nitrits[MOSTRA.REFINE==mostra
],Nitrats[MOSTRA.REFINE==mostra])})) 
hist(sapply(unique(MOSTRA.REFINE),FUN=function(mostra){cor(Nitrits[MOSTRA.REFINE==mostra],Nit
rats[MOSTRA.REFINE==mostra])})) 
hist(sapply(unique(MOSTRA.REFINE),FUN=function(mostra){cor(Amoni[MOSTRA.REFINE==mostra],Ni
trats[MOSTRA.REFINE==mostra])})) 
summary(sapply(unique(MOSTRA.REFINE),FUN=function(mostra){cor(Amoni[MOSTRA.REFINE==most
ra],Nitrats[MOSTRA.REFINE==mostra])})) 
 
## MAS GRAFICOS 
 
basetfm<- read.csv('basetfm_definitiva_oct2015.csv', sep=',') 
attach(basetfm) 
 
#Amonio 
# factor a numerico  
basetfm$mostra.refinenum <- as.numeric(basetfm$mostra.refine)  
cte <- .5*min(amonio[amonio>0]) 
basetfm$logamonio <- log(basetfm$amonio+cte) 
npozos <- max(basetfm$mostra.refinenum) 
 
#rango  
xrange <- range(basetfm$year)  
yrange <- range(basetfm$logamonio)  
 
# plot  
plot(xrange, yrange, type="n", xlab="Año", 
     ylab="Log Amonio (mg NH4/L)" )  
colors <- rainbow(npozos)  
linetype <- c(1:npozos)  
plotchar <- seq(18,18+npozos,1) 
plot(year, basetfm$logamonio, type="n", xlab="Año", 
     ylab="Log Amonio (mg NH4/L)" ) 
 
# lineas  
for (i in 1:npozos) {  
  pozo <- subset(basetfm, mostra.refinenum==i)  
  lines(pozo$year, pozo$logamonio, type="b", lwd=1.5, 
        lty=linetype[i], col=colors[i], pch=plotchar[i]) } 
 
# title and subtitle  
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title("Niveles de Amonio") 
 
 
#Nitratos 
# factor a numerico  
cte <- .5*min(nitratos[nitratos>0]) 
basetfm$lognitratos <- log(basetfm$nitratos+cte) 
 
#rango  
yrange <- range(basetfm$lognitratos)  
 
# plot  
plot(xrange, yrange, type="n", xlab="Año", 
     ylab="Log Nitratos (mg NHO3/L)" )  
 
# lineas  
for (i in 1:npozos) {  
  pozo <- subset(basetfm, mostra.refinenum==i)  
  lines(pozo$year, pozo$lognitratos, type="b", lwd=1.5, 
        lty=linetype[i], col=colors[i], pch=plotchar[i]) } 
 
# title and subtitle  
title("Niveles de Nitratos") 
 
--------- 
   
#Nitritos 
# factor a numerico  
cte <- .5*min(nitritos[nitritos>0]) 
basetfm$lognitritos <- log(basetfm$nitritos+cte) 
 
#rango  
yrange <- range(basetfm$lognitritos)  
 
# plot  
plot(xrange, yrange, type="n", xlab="Año", 
     ylab="Log Nitritos (mg NO2/L)" )  
 
# lineas  
for (i in 1:npozos) {  
  pozo <- subset(basetfm, mostra.refinenum==i)  
  lines(pozo$year, pozo$lognitritos, type="b", lwd=1.5, 
        lty=linetype[i], col=colors[i], pch=plotchar[i]) } 
 
# title and subtitle  
title("Niveles de Nitritos") 
 
 
#Modelos sin transformacion  
 
basetfm<- read.csv('basetfm_definitiva_oct2015.csv', sep=',') 
attach(basetfm) 
cte <- .5*min(amonio[amonio>0]) 
basetfm$logamonio <- log(basetfm$amonio+cte) 
cte <- .5*min(nitratos[nitratos>0]) 
basetfm$lognitratos <- log(basetfm$nitratos+cte) 
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cte <- .5*min(nitritos[nitritos>0]) 
basetfm$lognitritos <- log(basetfm$nitritos+cte) 
attach(basetfm) 
 
#lm nitratos 
plot(year,nitratos, las=2) 
plot(year,lognitratos, las=2) 
lm.mod1= lm((nitratos)~amonio+nitritos+year+estacion, data=basetfm) 
summary(lm.mod1) 
par(mfrow=c(2,2)) 
plot(lm.mod1) 
lm.mod2= lm((lognitratos)~amonio+nitritos+year+estacion, data=basetfm) 
summary(lm.mod2) 
plot(lm.mod2) 
#amonio y nitritos significativos 
 
#ancova con explicativa significativa y aq como factor 
lm.mod3= lm((lognitratos)~amonio*aq, data=basetfm) 
summary(lm.mod3) 
plot(amonio, lognitratos, xlab = "Amonio", ylab = "LogNitratos", type = "n", main = "Un ANCOVA con el 
acuífero como factor") 
points(amonio, nitratos, cex = 1) 
for (i in 1:11) { 
  # este bucle irá representando las líneas 
  J <- as.numeric(basetfm$aq) == i  # correspondientes a las i=1 a i=11 
  x1 <- basetfm$amonio[J] 
  y1 <- lm.mod3$fitted[J] 
  Ord <- order(x1) 
  lines(x1[Ord], y1[Ord]) 
} 
 
basetfm$f.aq <- as.numeric(basetfm$aq) 
 
 
lm.mod4= lm((lognitratos)~amonio+aq, data=basetfm) 
summary(lm.mod4) 
par(mfrow=c(2,2)) 
plot(lm.mod4) 
 
plot(amonio, lognitratos, xlab = "Amonio", ylab = "LogNitratos", type = "n", main = "Un intercept para cada 
acuífero") 
points(amonio, nitratos, cex = 1) 
for (i in 1:11) { 
  # este bucle irá representando las líneas 
  J <- as.numeric(basetfm$aq) == i  # correspondientes a las i=1 a i=11  
  x1 <- basetfm$amonio[J] 
  y1 <- lm.mod4$fitted[J] 
  Ord <- order(x1) 
  lines(x1[Ord], y1[Ord]) 
} 
 
AIC(lm.mod1, lm.mod2, lm.mod3, lm.mod4) 
 
 
 
#lme 
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#modelo intercept aleatorio 
 
library(nlme) 
library(lattice) 
 
xyplot((lognitratos)~year|mostra.refine,basetfm,type=c("g","p","r")) 
xyplot((logamonio)~year|mostra.refine,basetfm,type=c("g","p","r")) 
xyplot((lognitritos)~year|mostra.refine,basetfm,type=c("g","p","r")) 
 
#modelo intercept aleatorio 
lme.fit1b <- lme(lognitratos ~ amonio+nitritos, random = ~ year | mostra.refine, data = basetfm) 
summary(lme.fit1b) 
random.effects(lme.fit1) 
plot(lme.fit1) 
#vs lm 
lm.fit2 <- lm(lognitratos ~ amonio+nitritos+year+estacion, data = basetfm) 
summary(lm.fit2) 
plot(lm.fit2) 
anova(lme.fit1, lm.fit2) 
#mejor el lme 
 
#constante y pendiente aleatoria 
lme.fit1b <- lme(lognitratos ~ amonio+nitritos, random = ~ year | mostra.refine, data = basetfm) 
summary(lme.fit1b) 
#problemas de convergencia 
 
lme.fit3 <- lme(lognitratos ~ amonio+nitritos+estacion, random = ~ 1 | mostra.refine, data = basetfm) 
summary(lme.fit3) 
anova(lme.fit1, lme.fit3) 
#mejor lme3 
 
lme.fit3b <- lme(lognitratos ~ amonio+nitritos+estacion^2, random = ~ 1 | mostra.refine, data = basetfm) 
summary(lme.fit3b) 
 
 
#mejor lme3 
lme.fit4 <- lme(lognitratos ~ amonio+nitritos+year, random = ~ 1 | mostra.refine, data = basetfm) 
summary(lme.fit4) 
anova(lme.fit3, lme.fit4) 
#se eleva estación, no cambios 
 
lme.fit4b <- lme(lognitratos ~ amonio+nitritos+year^2, random = ~ 1 | mostra.refine, data = basetfm) 
summary(lme.fit4b) 
 
 
plot(ranef(lme.fit3)) 
plot(lme.fit3) 
qqnorm(lme.fit3) 
plot(augPred(lme.fit3,level=0:1,primary=~year)) 
 
#summary(lme.fit5<-lme((lognitratos)~year,basetfm,random=~year|mostra.refine)) 
#problemas de convergencia 
 
#con los datos agrupados 
dades=groupedData((lognitratos)~amonio+year|mostra.refine,basetfm) 
class(dades) 
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#summary(lme.fit6<-lme((lognitratos)~amonio+year,dades,random=pdDiag(~year))) 
#no converge 
summary(lme.fit6<-lme((lognitratos)~year,dades,random=pdDiag(~year))) 
plot(lme.fit6) 
qqnorm(lme.fit6) 
AIC(lme.fit3,lme.fit6) 
 
 
summary(lme.fit7<-lme((lognitratos)~amonio+year,dades,random=~year,weights=varPower())) 
summary(lme.fit7b<-lme((lognitratos)~amonio,dades,random=~year,weights=varPower())) 
summary(lme.fit7c<-lme((lognitratos)~amonio+year,dades,random=~1,weights=varPower())) 
AIC(lme.fit3,lme.fit7, lme.fit7b, lme.fit7c) 
anova(lme.fit7, lme.fit7b) 
anova(lme.fit7, lme.fit7c) 
anova(lme.fit7b, lme.fit7c) 
plot(lme.fit7b) 
qqnorm(lme.fit7b) 
 
summary(lme.fit7d<-lme((lognitratos)~amonio,dades,random=~1,weights=varPower())) 
plot(lme.fit7d) 
qqnorm(lme.fit7d) 
 
anova(lme.fit7b, lme.fit7d) 
 
#summary(lme.fit8<-lme((lognitratos+1)~year,dades,random=~1,weights=varConstPower())) 
#no converge 
 
 
summary(lme.fit9<-gls((lognitratos)~amonio,dades,correlation=corCAR1(form=~year|mostra.refine))) 
 
AIC(lme.fit7b, lme.fit9) 
 
### lme.fit7b mejor ajuste 
 
 
 
#lme exploracion amonio y nitritos 
#amonio 
lme.fit1am <- lme(logamonio ~ nitratos+nitritos+estacion+year, random = ~ 1 | mostra.refine, data = basetfm) 
summary(lme.fit1am) 
 
lme.fit2am <- lme(logamonio ~ +nitritos+estacion+year, random = ~ 1 | mostra.refine, data = basetfm) 
summary(lme.fit2am) 
 
anova(lme.fit1am, lme.fit2am) 
#mejor lme.fit2am 
 
plot(ranef(lme.fit2am)) 
plot(lme.fit2am) 
qqnorm(lme.fit2am) 
 
#nitritos 
lme.fit1ni<- lme(lognitritos ~ nitratos+amonio+estacion+year, random = ~ 1 | mostra.refine, data = basetfm) 
summary(lme.fit1ni) 
 
plot(ranef(lme.fit1ni)) 
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plot(lme.fit1ni) 
qqnorm(lme.fit1ni) 
 
### Transformacion R 
 
 
install.packages("AID") 
library("AID") 
library("car") 
 
powerTransform(nitratos+0.01) 
boxcoxnc(nitratos+0.01) 
basetfm$nitratos.t <- nitratos^0.2691 
attach(basetfm) 
par(mfrow=c(1,2)) 
qqnorm(nitratos, main="Normalidad variable original") 
qqnorm(nitratos.t, main="Normalidad variable transformada") 
qqnorm(lognitratos) 
plot(nitratos, main="Dispersión variable original") 
plot(nitratos.t, main="Dispersión variable transformada") 
 
#ajuste 
summary(lme.fit7bt<-lme(nitratos.t~amonio, dades, random=~year,weights=varPower())) 
AIC(lme.fit7b,lme.fit7bt) 
plot(lme.fit7bt, main='Residuos') 
qqnorm(lme.fit7bt, main='QQplot') 
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Vínculos  
 
Open Refine 
http://openrefine.org/ 
 
Código método Fingerprint    
https://github.com/OpenRefine/OpenRefine/blob/master/main/src/com/google/refine/cluster
ing/binning/FingerprintKeyer.java 
 
Código método Fingerprint  de n-gramas 
https://github.com/OpenRefine/OpenRefine/blob/master/main/src/com/google/refine/cluster
ing/binning/NGramFingerprintKeyer.java 
 
Paquete nlme 
https://cran.r-project.org/web/packages/nlme/nlme.pdf 
 
Paquete AID 
https://cran.r-project.org/web/packages/AID/AID.pdf 
 
Paquete car 
https://cran.r-project.org/web/packages/car/car.pdf 
