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Abstract
In this research, we mainly focus on the problem of estimating the 2D human pose
from a monocular image and reconstructing the 3D human pose based on the 2D
human pose. Here a 3D pose is the locations of the human joints in the 3D space and
a 2D pose is the projection of a 3D pose on an image. Unlike many previous works
that explicitly use hand-crafted physiological models, both our 2D pose estimation
and 3D pose reconstruction approaches implicitly learn the structure of human body
from human pose data.
This 3D pose reconstruction is an ill-posed problem without considering any prior
knowledge. In this research, we propose a new approach, namely Pose Locality Constrained Representation (PLCR), to constrain the search space for the underlying
3D human pose and use it to improve 3D human pose reconstruction. In this approach, an over-complete pose dictionary is constructed by hierarchically clustering
the 3D pose space into many subspaces. Then PLCR utilizes the structure of the
over-complete dictionary to constrain the 3D pose solution to a set of highly-related
subspaces. Finally, PLCR is combined into the matching-pursuit based algorithm for
3D human-pose reconstruction.
The 2D human pose used in 3D pose reconstruction can be manually annotated
or automatically estimated from a single image. In this research, we develop a new
learning-based 2D human pose estimation approach based on a Dual-Source Deep
Convolutional Neural Networks (DS-CNN). The proposed DS-CNN model learns the
appearance of each local body part and the relations between parts simultaneously,
while most of existing approaches consider them as two separate steps. In our exper-

v

iments, the proposed DS-CNN model produces superior or comparable performance
against the state-of-the-art 2D human-pose estimation approaches based on pose priors learned from hand-crafted models or holistic perspectives.
Finally, we use our 2D human pose estimation approach to recognize human attributes by utilizing the strong correspondence between human attributes and human
body parts. Then we probe if and when the CNN can find such correspondence by
itself on human attribute recognition and bird species recognition. We find that
there is direct correlation between the recognition accuracy and the correctness of
the correspondence that the CNN finds.
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Chapter 1
Introduction
Human pose estimation is the process of estimating the 2D/3D configuration of the
underlying kinematic structure of a human body [13, 14]. Different from many traditional motion capture systems that record human poses using markers attached to the
body (Figure 1.1(a)), this research focuses on markerless vision-based approaches that
take monocular cameras as sensor inputs and estimate 2D and 3D poses, as shown
in Figure 1.1(b). Vision-based human pose estimation has been widely studied for
over two decades and it becomes one of the most active research areas in computer
vision due to its abundance of applications. For example, human pose estimation
would benefit high-level understanding of human activity in the context of HumanComputer Interaction (HCI) and video surveillance, since human action is naturally
represented by human poses [15, 16]. Another example is character animation. Commercial marker-based human motion capture technology has now been applied for
computer character animation for a number of years. The 3D trajectories can be
easily estimated from the marker positions via triangulation of the measurements
from multiple cameras [17]. However, the use of markers is obtrusive, expensive,
and restricting. The vision-based human pose estimation approaches aim to reproduce the performance of marker-based approaches and recover human poses directly
from images using conventional cameras, instead of using special equipments such as
markers, apparels, etc.

1

Figure 1.1: Maker-based and markerless approaches. (a) Motion capture systems
that require markers to be attached to the body. (b) Estimate 2D and 3D human
poses from monocular images without using markers.
1.1

Challenges

Despite decades of research, pose estimation continues to be a very challenging problem and the current progress is still far from enough to handle many real-world
applications. Some important open challenges are described as follows.
Variability of human visual appearance in images. We can expect that
there may be huge variations in appearance among different instances of the similar poses, caused by different clothing, lighting conditions, etc. Figure 1.2(a) shows
how appearance varies greatly given similar poses. Actually, appearance variability
is a common problem for object detection and recognition and is not unique for human pose estimation. Therefore, many well-studied techniques can be used to handle
this challenge, such as hand-crafted image features (e.g. HOG) that are insensitive
to lighting changes, color variation, and spatial transforms such as translation and
rotation. However, because most of these techniques search for each local part independently and ignore the relations between parts, they may not be sufficiently
discriminative to identify each local part accurately.
Strong perspectives. Because of the information loss in projecting the 3D pose
to 2D, a strong perspective usually leads to incorrect pose estimation. In order to
address this problem, the training set is required to be sufficiently diverse to cover the
perspectives from all possible view angles and the body models should be expressive

2

Figure 1.2: Various challenges faced by human pose estimation: (a) Variability of human visual appearance in images, (b) strong perspective effects, (c) partial occlusions,
and (d) variability of plausible human poses.
to represent them. It is very difficult to construct such diverse training sets and
expressive body models. Some examples are shown in Figure 1.2(b), where we can
see that the ratio between limb lengths is obviously distorted in the perspective

3

projection.
Partial occlusions. In practice, some body parts may be occluded by other
body parts or objects in the scene. For example, in the first image of Figure 1.2(c),
the left leg of the sportsman is totally occluded by the left arm. It is interesting that
human observers can easily estimate the reasonable locations of occluded human
parts only according to the locations of the observed body parts. One reason is
that human brain estimates poses from a holistic view [18], which inspires holistic
pose reasoning. Another reason is that human brain can leverage vast memories of
plausible configurations of humans [19], which results in the approaches that utilize
large pose libraries. In our 2D human pose estimation approach, we combine these
two methods to learn human poses in a holistic manner from over 20,000 training
images.
Variability of plausible human poses. The human body can perform a broad
diversity of poses. Figure 1.2(d) shows some examples of highly-articulated human
poses. Many previous approaches utilize prior knowledge, such as action priors [20,
21], to reduce the solution space. Especially when only a single class of actions is
considered, action priors can effectively constrain the solutions into a small set of
plausible poses [6]. However, one action may still consist of a variety of human poses
and the action-based categorization may not provide sufficiently specific knowledge for
pose estimation. Therefore, unsupervised clustering approaches become an attractive
alternative, which divide the whole pose space into groups depending on the similarity
between poses. Unlike action-based approaches, these approaches aim to constrain
the solutions to one or a small set of pose groups.
Variability of camera angles. Figure 1.3 shows some example images of a
boxing pose from seven synchronized video cameras. From these examples, we can
see that the body-part appearance varies greatly when the camera view changes.
Multiple camera views may make 3D pose reconstruction well-posed by combining
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Figure 1.3: Example images (from the HumanEva-I database [3]) of boxing from
seven synchronized video cameras (three colored and four grayscale).

Figure 1.4: People with different skeleton sizes and body shapes.
multi-view images or videos [22, 6]. However, in this research, we are interested in a
more challenging problem, i.e. estimating the pose from a single monocular image.
Variability of body structure. The size and shape of human body are not
exactly the same for different people. Figure 1.4 shows several people with substantially different size and shapes. In pose estimation, we need diverse training data and
expressive models to make the algorithm applicable to human bodies with different
sizes and shapes. Some previous pose estimation methods relax their problem by
assuming constant limb lengths or limb-length proportions [23, 12]. In this research,
we utilize the CNN model and locality constraint to handle the variations in body
structure without enforcing any physiological regularity.

5

Figure 1.5: A general framework for describing our and state-of-the-art approaches
of 2D/3D human pose estimation.
1.2

Taxonomy

In this section, we would like to describe our and state-of-the-art approaches using
a general framework that consists of seven main modules: appearance, viewpoint,
explicit physiological model, implicitly-learned model, action/subspace prior, and
2D/3D pose. As illustrated in Figure 1.5, each arrowed line links two modules: the
starting module provides cues to infer the ending module. Our goal is to make all
state-of-the-art approaches fit into this framework. For example, the approaches that
learn a mapping between the body appearance and the body pose can be represented
in this framework by linking the modules ‘appearance’ and ‘implicitly-learned model’
to the module ‘2D pose’ if it is for 2D pose estimation, or by linking the modules
‘appearance’ and ‘implicitly-learned model’ to the module ‘3D pose’ if it is for 3D
pose reconstruction. Similarly, the approaches that explicitly use the physiological
models require the involvement of the module ‘explicit physiological model’. A brief
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Figure 1.6: Examples of image evidences: (a) Graph cut approach for body and hand
segmentation [4]. (b) HOG filters with different resolution and a spatial model [5].
(c) Image regions that cause the maximal activations of DNN features.
introduction to all these modules is provided as follows.
Appearance. Appearance, the starting point for many pose estimation approaches, can be defined as image evidences (or features) related to human body
and its possible poses [14]. Image evidences can be considered at different levels,
from pixel, region to the whole image. Pixel-level evidences may be magnitude and
orientation of the intensity gradient, cluster labels produced by image segmentation,
and so on. Image-level evidences, such as image silhouettes, encode the feature of the
whole image. The pose can be inferred from image-level evidences in a holistic manner. Recently, region-level features receive significant attention, due to their power
in visual recognition. The last decade of progress on various visual recognition tasks
were based considerably on the use of region-level feature descriptors, such as SIFT
[24] and HOG [25]. More recently, both image-level [26] and region-level [27, 28] features learned by deep neural networks (DNNs), specifically deep convolutional neural
networks (CNNs), have shown outstanding power in many computer vision tasks.
CNNs’ large learning capacity and robustness to variations allow for learning powerful object representations without the use of hand-crafted features. In Figure 1.6,
we visualize three different feature descriptors: cluster labels, HOG filters, and DNN
filters.
Human body models. Human body models, which encode the knowledge of
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(a)

(b)

Figure 1.7: Two examples of human pose estimation approaches that use implicitlylearned models. (a) The columns of this matrix correspond to the gait steps (temporal
clusters) while the rows represent the eight camera views (spatial clusters) [6]. (b)
3D walking poses reconstructed from some real test images using a single image for
each reconstruction. This method directly applies nonlinear regression against shape
descriptor vectors extracted automatically from image silhouettes [7].
the human body structure, can be categorized into two types: explicit physiological
models and implicitly-learned models. The explicit physiological models describe
kinematic properties of the body such as limb lengths, angle between limbs explicitly
[14], while the implicitly-learned models learn the prior knowledge of human body
structure from human pose data.
The approaches that utilize implicitly-learned models learn a mapping between
the body appearance and the body pose. Due to the high dimensionality of the
search space, finding such a mapping is a huge challenge for the expressiveness and
generality of the features used to describe the appearance. In order to address this
problem, some approaches are restricted to certain actions (e.g. walking, swimming),
or a reduced set of views (e.g. frontal and lateral views). Rogez et al [6] divides
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Figure 1.8: Examples of explicit physiological models and double-counting problem.
(a) A graphical model for 3D human body representation. Nodes represent limbs and
arrows represent conditional dependencies between limbs [8]. (b) Two tree structures
used to model the spatial constraints for 2D human pose estimation [9]. li represents
a random variable encoding the image position and orientation of the i-th part in the
human body. (c) A loopy non-tree model for 2D human pose estimation. Parts a and
b represent the two arms respectively; parts c and d present two legs respectively. The
root part is the torso. Weak edges in this model may be used to enforce positional
exclusion (i.e. occlusion), symmetry of position, symmetry of appearance, etc [10].
(d) An example of double-counting problem. The pictorial-structure model fails to
resolve the ambiguities between the left and right wrists.
9

the whole search space into 48 clusters by camera views and gait steps, as shown in
Figure 1.7(a). A local 2D model is built for each spatio-temporal cluster, generalizing
well for a particular training viewpoint and state of the considered action. Then
the mapping between the silhouette and the 2D pose is learned using this model.
In another example, instead of explicitly storing and searching for similar training
examples, Agarwal et al [7] uses sparse Bayesian nonlinear regression to distill a large
training database into a compact model without requiring an explicit body model
or prior labeling of body parts in the image. These classic approaches use low-level
features such as image silhouettes, and thus are limited by the quality of background
subtraction pre-processing.
The approaches that explicitly utilize physiological models aim to employ physiological knowledge of human body to effectively prune the search space. In the
following, we will discuss the use of the explicit physiological models in 2D pose
estimation and 3D pose reconstruction respectively.
For 3D human pose reconstruction, the physiological constraints can be effectively
represented by 3D kinematic models. Most of kinematic models describe the human
body as segments that are linked by joints. Each joint contains a number of degrees of
freedom (DOF) according to kinematic properties of the body. Figure 1.8(a) shows
an example of such a kinematic model. Although physiological constraints can be
clearly modeled via kinematic models, explicitly enforcing these constraints is known
to be non-convex and usually leads to difficulty in finding an optimal solution.
For 2D human pose estimation, the 2D projections of 3D poses are usually modeled by part-based human body models such as pictorial-structure models. These
approaches are characterized by finding body parts and then assembling them into a
human body [13]. The body parts are usually described by discriminatively learned
templates, while the assembling process takes into account spatial relations between
body parts. An influential part-based model is the pictorial-structure model (PS)
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[29], which captures the pairwise geometric relations between adjacent parts using a
tree model. Following the PS model, a variety of part-based approaches have been
developed, such as multi-tree model [9] (as shown in Figure 1.8(b)) and loopy models
[10, 30, 31] (as shown in Figure 1.8(c)). A challenge of part-based approaches is that
the appearance of human limbs are not strongly discriminative. As a result, false
positives can be produced due to many limb-like objects. Besides, tree models are
not expressive sufficiently to model the complex relations among body parts. Hence,
tree models often suffer from double-counting problem, i.e., one detected body part
is counted twice for both sides of the human body. An example of double-counting
problem is shown in Figure 1.8(d), where the PS model is not able to resolve the
ambiguities between the left and right wrists.
Viewpoint. Viewpoint estimation is useful to reduce the inherent 2D-to-3D ambiguity. Some works implicitly consider the viewpoint by restricting it in the training
set. As for those works that explicitly consider viewpoints, two main classes of approaches can be identified: discrete classification and continuous viewpoint estimation
[14]. The discrete approaches [32] usually train a set of viewpoint-specific detectors
using viewpoint-annotated multiview data, while the continuous approaches [12] estimate the real-valued viewpoint angles.
Action/subspace prior. Poses from a given action tend to belong to a linear
subspace within the space of physiologically possible poses. Many previous methods
use action or subspace priors to simplify human body models and pose estimation
problem. For example, Yao et al [20] integrates the results of an action recognition
system as a prior distribution for 3D pose estimation. Yu et al [21] uses action
detection on video snippets to derive strong spatiotemporal action priors, which was
combined with part-based 2D pose estimation for 3D pose estimation. Ramakrishna
et al [12] presents an activity-independent method in which the 3D pose is sparsely
represented by a few basis poses, which tend to span a linear subspace.
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2D pose. Estimating 2D human pose is one of the goals in this research. Moreover, it also benefits some other problems, such as 3D human pose reconstruction and
action recognition.
3D pose. 3D human pose reconstruction (estimation) from a monocular image
is the most challenging situation in this research due to projection ambiguities. In
this research, we utilize 2D human pose and subspace priors to estimate 3D pose and
camera viewpoint.

1.3

Proposed Approaches

3D Human Pose Reconstruction
In this research, we are interested in reconstructing the locations of a set of human
joints based on their 2D projections in a single image. We propose a new approach,
namely Pose Locality Constrained Representation (PLCR), to model the 3D human
body and use it to improve 3D human pose reconstruction. Unlike the existing
approaches that use supervised action recognition to provide action priors [21, 20, 33],
our approach hierarchically divides the human pose space into lower-dimensional pose
subspaces and learn a human body model based on the basis poses from all resulting
subspaces. Then our approach uses the learned model and the subspace prior specific
to the given 2D pose to constrain the solution space. Different from previous works
that use basis-based models, our approach also explores the structure among basis
poses to enhance the physiological constraints.
Our PLCR-based approach can be described by Figure 1.9(a). Firstly, the initial viewpoint is estimated based on the given 2D pose. Then, the subspace prior is
determined by the given 2D pose and the initial viewpoint, and the 3D pose is initialized by the learned model, the subspace prior and the initial viewpoint. Finally, 3D
pose and viewpoint parameters are refined iteratively with the initialization. Note

12

Figure 1.9: The diagram of the proposed 3D/2D human pose estimation algorithms.

that neither explicit physiological model or action prior is used in our approach. Instead, we implicitly learn the physiological constraints from human pose data in an
unsupervised manner.

2D Human Pose Estimation
Our proposed 2D pose estimation approach is illustrated in Figure 1.9(b). We can see
that our approach utilize the implicitly-learned model to reason about the 2D pose
only according to the body appearance. This is possible and interesting, considering
the powerful ability of CNNs to represent objects in images. In this research, we aim to
directly learn high-level representations of human poses via a novel dual-source deep
learning architect that considers local appearance and holistic view simultaneously.

Human Attribute Recognition
Recognizing human attributes, such as clothing and hair styles, is very valuable for
many applications, such as visual search and tagging. In this research, we use our 2D
human pose estimation approach to improve human attribute recognition by utilizing
the strong correspondence between human attributes and human body parts. Firstly,
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we locate a human body part in given images. Then, the detected part patches is
used to train and test a CNN to recognize the human attributes associated with the
body part. For example, to recognize hair style, we can use head patches. Finally,
we probe if the CNN can find such spatial correspondence by itself.
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Chapter 2
Background
In this chapter, an overview of relevant knowledge and algorithms used in this research
is presented. In Chapter 5, we propose a Dual-Source Deep Convolutional Neural
Networks (DS-CNN) to estimate human pose from a single image. Recently, Convolutional Neural Networks (CNNs) have shown outstanding performance in many
visual tasks. CNN-powered algorithms are now performing even better than human
vision on some tasks [34]. Therefore, in the first part of this chapter, we would
present some details in the architecture of CNNs. Although this research focuses on
the pose estimation approach without explicitly using physiological model, most of
classic approaches are based on part-based physiological models. Pictorial-structure
models are considered as the de facto standard for 2D human pose estimation and
can be also applied in 3D human pose estimation [35]. Many approaches improve and
refine pictorial-structure model by proposing more discriminative body part detector
or more expressive human body models. Therefore, in this chapter, we give a introduction on the pictorial-structure model. Then, we introduce subspace clustering
based on low-rank representation and sparse coding. In Chapter 4, we use subspace
clustering to construct a hierarchical pose tree for modeling 3D human poses. The
goal of subspace clustering is to group similar poses, even performed by different
subjects, into a same linear subspace and, as a result, the solution space can be constrained into one or a small set of subspaces spanned by a set of basis poses. Finally,
a brief introduction on block-sparsity modeling is presented.
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Figure 2.1: AlexNet architecture consists of five convolutional layers (yellow) followed
by three fully-connected layers (green and red).
2.1

Convolutional Neural Networks

Typical Convolutional Neural Networks (CNNs) consist of a sequence of layers, each
transforming one volume of activations to another through linear as well as non-linear
operators. There are three main distinct types of layers to build CNNs: convolutional
layer, pooling layer, and fully-connected layer. In the following part of this section,
these three types of layers will be introduced respectively.
Figure 2.1 illustrates a diagram of classic CNN architecture – AlexNet [26]. Our
DS-CNN introduced in Chapter 5 is also built based on this architecture. In Figure
2.1, the convolutional layer and the following pooling layer is labeled Ci and the
fully-connected layer are labeled as Fi where i is the index of layer. The size of a
convolutional layer is described as depth@width × height, where depth is the number
of convolutional filters, width and height denote the spatial dimension of resulting
2D feature maps.

Convolutional Layers
The convolutional layers are the key component of a CNN, which differentiates CNNs
from conventional neural networks. Figure 2.2 illustrates how convolution operation
is applied on a small region of the input data to build multiple feature maps. While
Figure 2.2 only shows the first convolutional layer (that is why the input data is
an image), the other convolutional layers works in the same manner. The learnable
parameters of convolutional layers are a set of convolutional filters with size n × n × i,
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Figure 2.2: The diagram of the first convolutional layer in a CNN architecture.
where n denotes the spatial size of a filter (also called as receptive field) and i denotes
the depth, assuming these filters are square in spatial dimension (some works also use
filters in other shapes according to a specific task). For an input image, the depth is
the number of color channels of the given image, e.g. three for a RGB image. For a
set of 2D feature maps produced by a convolutional layer, the depth is the number
of convolutional filters.
During the forward pass, each filter goes through the width and height of the input
data in raster order, producing a 2D feature map. Each pixel in a feature map is the
result of dot product between the filter and a region of the input data. Note that
each filter must extends through the full depth of the input data, therefore the depth
of each filter is set equal to the depth of input data. Suppose a convolutional layer
has j filters, then j feature maps are produced by it. Stacking these j feature maps
together along the depth dimension forms the total output data (feature volume) with
the depth of j. The feature volume will be the input data of the next convolution
layer or fully-connected layer. The spatial dimension of a feature map (k in Figure
2.2) can be computed as
k=

(m − n + 2p)
+ 1,
s
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(2.1)

Figure 2.3: 96 filters (11 × 11 × 3 for each) learned by the first convolutional layer in
AlexNet.
where m is the input data size, p is the amount of zero padding on the border to
handle the alignment problem, and s is the scan stride of the convolutional filter.
One main drawback of conventional neural networks is that they cannot handle
high-dimensional data such as image without any scaling, because, in this case, the
fully-connected layers would have a huge number of learnable weights, which leads
to overfitting. Convolutional layers address this problem by taking advantage of the
spatial relations between small image regions. In a convolutional layer, the whole
input data share a set of 3D filters and the total number of parameters is n × n × j,
which is not related to the image size.
Taking the AlexNet architecture as an example (shown in Figure 2.1), the first
convolutional layer has 96 filters with a size of 11, a stride of 4, no zero-padding and
the image size is 227 × 227. Then the number of parameters is 11 × 11 × 96 = 11, 616,
and the size of the output feature volume is 55 × 55 × 96.
Figure 2.3 visualizes 96 filters learned by the first convolutional layer in AlexNet.
We can see that the different filters have learned to detect edges and patterns at different locations and orientations in the image. This is useful to capture the translationinvariant and rotation-invariant property of images.
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Pooling Layers
In typical CNNs, some convolutional layers may be followed by a pooling layer. The
pooling layer has two main functions. At first, the pooling layer can effectively reduce
the amount of parameters and computations. Although we can increase the stride of
convolution operations to do the same thing, details in feature maps may be lost due to
the lower dimension. The pooling layer applies some down-sampling operation (max
or averaging) to each feature map independently. The intuition behind the pooling
layer is that, because of the high correlation between small regions in an image, we
can say features that are valuable in one region are also likely to be valuable for other
neighboring regions. Thus, it is reasonable to aggregate extracted features at various
locations. Secondly, the pooling layer can also provide translation invariance, i.e. the
same pooled neuron will be activated even when there is a translation in the image.
In AlexNet architecture [26], the pooling layer scans each feature map using a
3 × 3 max filter with a stride of 2. As a result, the feature map is down-sampled by
2, while the depth of the feature volume remains unchanged. Considering the first
convolutional layer of AlexNet produces a feature volume with a size of 55 × 55 × 96,
then the following pooling layer would down-sample it to 27 × 27 × 96. Figure 2.4
illustrates the pooling process performed on a 5 × 5 matrix. As a result, a 2 × 2
pooled matrix is produced.

Fully-connected Layer
Neurons in a fully-connected layer have full connections to all neurons in the previous
layer. The activations of a fully-connected layer can hence be computed using a
matrix multiplication plus a bias offset. In CNNs, fully-connected layers encode the
feature volume produced by convolutional layers to a feature vector, specific to a
learning task. Usually, fully connected layers result in the largest number of the
total parameters in CNNs, which is likely to lead to overfitting. Therefore, some
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Figure 2.4: A max pooling layer scans a 5 × 5 matrix using a 3 × 3 max filter with a
stride of 2.
recent works [36, 37] remove the full connections between the final convolutional
layer and followed fully-connected layer. As a result, the amount of parameter can
be substantially reduced.
In AlexNet architecture shown in Figure 2.1, the final pooling layer produces a
feature volume with a size of 6 × 6 × 256, while the first fully-connected layer has
4, 096 neurons. Thus, there are 37, 748, 736 connections (weights) between these two
layers.

2.2

Pictorial-Structure Model

Originally proposed in [38, 29], the pictorial-structure model represents the human
body as a collection of rigid parts assembled in a deformable configuration. The
likelihood of a position for a body part can be measured by taking into account
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the visual appearance of the part and pair-wise deformable configuration between
parts. The visual appearance of each part is modeled separately. As shown in Figure
2.5(a), in a pictorial-structure model, the deformable configuration of a human body is
represented by spring-like connections between pairs of rigid parts (head, torso, upper
arms, lower arms, upper legs, lower legs), and such spring-like connections allow for
articulation at human joints. Obviously, the pictorial-structure model is very general
and suitable for different visual recognition tasks, such as detecting human faces,
cars. However, human pose estimation is more challenging for the pictorial-structure
model, because unlike relatively stable deformable configuration of human faces and
cars, the articulation of human body is more difficult to capture due to the variability
of plausible human poses.
A pictorial-structure model can be expressed as an undirected graph G = (V, E),
where the vertices V = {v1 , ..., vn } correspond to the n parts and an edge (vi , vj ) ∈ E
indicates the connection between parts vi and vj . Then, an object can be represented
by a configuration L = (l1 , ..., ln ), where li indicates the location of part vi . L can be
simply considered as 2D coordinates in the image. But in more complicated model,
L includes more parameters, such as orientation, scale. To apply a pictorial structure
on an image, an energy function E (L) of the form
E (L) =

n
X

mi (li ) +

X

dij (li , lj )

(2.2)

vi .vj ∈E

i

is minimized over the configuration L and pairs of parts (vi , vj ) for which there is an
edge in E. Given an image, mi (li ) is a function to measure the appearance mismatch
when part vi is located at li in the image. Given a pair of connected parts, dij (li , lj )
indicates a function to measure the deformation cost when part vi is located at li and
part vj is located at lj . From Eq. (2.2), we can see that the appearance of each part
is modeled separately and the deformation cost is not related to the part appearance.
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(a)

(b)

Figure 2.5: Using pictorial structures to locate human body parts. (a) The pictorialstructure model represents the human body as a collection of rigid parts (head, torso,
upper arms, lower arms, upper legs, lower legs) assembled in a deformable configuration (spring-like connections between part pairs). (b) Sample result for detection of
a human body.

Statistical Framework
The posterior distribution can be represented as p (L|I, θ), where, I denotes the given
image, L is a configuration of an object, and θ denotes a set of model parameters.
The posterior distribution measures the probability of an object configuration given
an image and the model parameters. We can express such a distribution as a product
of a likelihood and a prior using Bayes’ rule

p (L|I, θ) ∝ p (I|L, θ) p (L|θ) ,

(2.3)

and then rely on MAP estimation to look for the most probable configurations that
both conform to prior knowledge and can explain the image data well. In Eq. (2.3),
the distribution p (I|L, θ) captures the likelihood of observing an image when the
object configuration is L over model θ, and the distribution p (L|θ) measures the
prior probability of an object configuration over model θ. The prior distribution
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p (L|θ) can be very informative and help to incorporate valuable prior knowledge. For
example, in human pose estimation, we can build the prior distribution according to
the knowledge of human body structure such as spatial relations between body parts,
limb length proportion. In [29], the prior over configurations encodes information
about the relative positions of the parts. For the pictorial-structure model in [29], the
model parameter θ = (u, E, c) consists of appearance parameters u = {u1 , ..., un }, the
set of edges E which indicates the part-wised connections, and connection parameters
c = {cij | (vi , vj ) ∈ E}. Although, in [29], image derivatives is used as visual features
to model part appearance, many other features, such as HoG, Haar, and features
extracted by CNNs can also work well in pictorial structures. In order to make
learning and inference more tractable, each part has independent appearance model
in [29], so the distribution p (I|L, θ) (appearance term) can be expressed by the
product of the likelihoods of individual parts,
p (I|L, θ) = p (I|L, u) ∝

n
Y

p (I|li , ui ) .

i=1

The prior distribution p (L|θ) over object configurations is captured by a treestructured Markov random field with the set of edges E. The prior distribution is
expressed as,
p (L|θ) = p (L|E, c) =

Y

p (li , lj |cij ) .

(vi ,vj )∈E

By restricting the graphs to trees, dynamic programming algorithm can be applied to make the minimization problem polynomial rather than exponential time.
However, this efficiency is achieved at the cost of limited model expressiveness, since
only a subset of all relations between parts are modeled [18]. Many recent works propose enhancement of classic pictorial structures, such as loopy models [39, 10, 30, 31],
which allow to include additional part constraints, but it is still difficult to find effective learning and inference methods.
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Figure 2.6: A set of points in R3 that lie in a union of three subspaces. The target
of subspace clustering is to cluster these points into three groups: two lines and a
plane. This figure is reprinted from http://www.vision.jhu.edu/ssc.htm.
2.3

Subspace Clustering

Subspace clustering plays an important role in many applications such as image representation, image segmentation, and motion clustering. The essential target of subspace clustering is to find a low-dimensional representation of a high-dimensional
data. In Chapter 4, we use subspace clustering to model the human poses and then
convert the ill-posed 3D reconstruction problem into a well-posed one. Conventional
techniques, such as Principal Component Analysis (PCA) assume that the data belong to a single low-dimensional subspace [40]. Such assumption works well for many
kinds of data, such as, the 3D human poses from one action category, the motion
trajectories of one moving object, and the human faces of one subject. As a result,
the collection of these data, e.g. 3D human poses from multiple action categories,
lie in a union of low-dimensional subspaces. Therefore, we need to cluster the data
into multiple subspaces and find the low-dimensional representation of each group of
data. This problem is called subspace clustering. Figure 2.6 shows an example of
subspace clustering.
Formally, let {S1 , ..., Sn } be an arrangement of n linear subspaces of dimensions
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Table 2.1: Existing subspace clustering works and their category.
Category
Iterative approaches
Statistical approaches

Factorization-based approaches
Algebraic approaches
Information-theoretic approaches
Spectral-clustering-based approaches

Typical Work
K-subspaces [42]
Mixtures of Probabilistic PCA
(MPPCA)[43],
Multi-Stage Learning (MSL)[44]
Costeira et al [45], Gear et al [46],
Kanatani et al [47]
Generalized Principal Component
Analysis (GPCA) [48, 49]
Agglomerative Lossy Compression (ALC)
[50]
Sparse Subspace Clustering (SSC)
[41, 51]
Low-Rank Representation (LRR) [11]

{d1 , ..., dn } in RD . Given N data vectors X = {xj }N
j=1 that lie in the union of n linear
subspaces, i.e. xj ∈ ∪ni=1 Si . We represent X as X = [X1 · · · Xn ] Γ, where Xi consists
of the data vectors that belong to Si , Γ ∈ RN ×N is an unknown permutation matrix,
and [X1 · · · Xn ] is the subspace clustering result. Here, the number of subspaces n,
their dimensions di , and the bases for each subspace are also unknowns for subspace
clustering problem.
Existing works on subspace clustering can be divided into several different categories [41]. Table 2.1 lists these categories and corresponding typical works. In this
research, we use spectral-clustering-based algorithm for 3D human pose subspace
clustering. So we will introduce Sparse Subspace Clustering (SSC) and Low-Rank
Representation (LRR) in more detail.

Sparse Subspace Clustering
In this section, we introduce the sparse subspace clustering (SSC) algorithm used for
clustering a collection of 3D human poses in Chapter 4 using sparse representation
techniques.

25

Sparse representation
Sparse coding is a class of unsupervised methods for learning an over-complete dicD
tionary to represent data. Consider a collection of data vectors X = {xj }N
j=1 in R .

X can be represented as the linear combination of the bases in an over-complete
dictionary Y = [y1 , ..., ym ]:
X = YC,

(2.4)

where C = [c1 , ..., cn ] is the coefficient matrix and each cj is the representation of xj .
Learning an over-complete set of bases to represent X is different from conventional
techniques, such as Principal Component Analysis (PCA), which learns a complete
set of bases. The aim of building an over-complete dictionary is to effectively capture
the structures and patterns that inherent in the input data. In Chapter 4, we build
an over-complete dictionary from a large motion capture dataset to exploit the block
structure in 3D human pose space and successfully narrow down the solution space.
There are infinitely many solutions for Eq. (2.4) due to the over-completeness. In
order to restrict the set of solutions, sparsity can be enforced, i.e.,
min k cj k0 s.t. xj = Ycj .

(2.5)

However, it is a NP-hard problem of finding the sparsest representation of the
input data based on Eq. (2.5), since the `0 -norm counts the number of nonzero
elements of the solution [52]. In order to find a non-trivial sparse representation of
xj , the tightest convex relaxation of `0 -norm is minimized in [53], i.e.,
min k cj k1 s.t. xj = Ycj .

(2.6)

`1 -norm optimization has been studied for years and many efficient methods have
been proposed, e.g. linear programming and LASSO.
In sparse representation, the input data vectors X can be used as the overcomplete dictionary. Then Eq. (2.6) can be rewritten as
min k cj k1 s.t. xj = Xcj , cjj = 0,
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Algorithm 2.1 Sparse Subspace Clustering (SSC)
Input: A collection of data vectors X = {x1 , ..., xN } lying in n subspaces
{S1 , ..., Sn }
1 For each data vector xj , solve the following optimization problem:
min k C k1 s.t. X = XC, diag (C) = 0,
where each cj is the sparse representation of xj .
2 Build a weighted graph G = (V, E, W), where V denotes the set of N
nodes in the graph corresponding to N data vectors, E denotes the
connections between nodes, W ∈ RN ×N is a symmetric non-negative
similarity matrix as W = |C| + |C|T [53], representing edge weights.
3 Apply spectral clustering [54] to the similarity graph. More specifically,
build the graph Laplacian matrix L ∈ RN ×N . Use K-means to infer the
segmentation of X from the n eigen vectors of L corresponding to the n
smallest eigen values.
Output: Segmentation of the data: [X1 · · · Xn ]
where X serves as a self-expressive dictionary in which each data vector can be
written as a linear combination of other data vectors. Consider the all data vectors
X = {xj }N
j=1 , the optimization function can be represented as
min k C k1 s.t. X = XC, diag (C) = 0,

(2.7)

where C = [c1 , ..., cN ] ∈ RN ×N .
Sparse Subspace Clustering (SSC)
The complete SSC algorithm is summarized in Algorithm 2.1. This algorithm firstly
finds the sparse representation of the given data vectors, based on which a similarity
graph is then constructed. Finally, the spectral clustering is applied to the similarity
graph to segment the given data vectors into a group of subspaces.
Figure 2.6 shows a collection of data that lie in a union of three subspaces. In
Figure 2.7, the corresponding coefficient matrix and similarity graph built by Algorithm 2.1 are illustrated. We can see that the coefficient matrix has a block-diagonal
structure and the similarity graph has three connected components, which means the
data vectors that belong to one subspace have larger similarity with each other.
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(a)

(b)

Figure 2.7: Matrix of sparse coefficients (a) and similarity graph (b) of
the example data shown in Figure 2.6.
This figure is reprinted from
http://www.vision.jhu.edu/ssc.htm.

Low-Rank-Representation-Based Subspace Clustering

Figure 2.8: Examples of using LRR to remove the corruption in human face images
[11]. Left: The original face images; Middle: The corrected face images; Right: The
estimated error E∗ .
Liu et al [11] proposes low-rank representation (LRR) to segment a set of data
vectors drawn from a union of linear subspaces. LRR is very similar with SSC.
But, different from SSC which computes the sparsest representation of each data
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Algorithm 2.2 Subspace Segmentation by LRR
Input: A collection of data vectors X = {x1 , ..., xN } lying in n subspaces
{S1 , ..., Sn }
1 For each data vector xj , solve the following optimization problem:
min k C k∗ +λ k E k2,1 s.t. X = XC + E,
where each cj is the low-rank representation of xj .
2 Build a weighted graph G = (V, E, W), where V denotes the set of N
nodes in the graph corresponding to N data vectors, E denotes the
connections between nodes, W ∈ RN ×N is a symmetric non-negative
similarity matrix as W = |C| + |C|T [53], representing edge weights.
3 Apply NCut [55] to segment the nodes of the graph into n clusters.
Output: Segmentation of the data: [X1 · · · Xn ]
vector individually, LRR aims to find the lowest-rank representation of data jointly.
Therefore, the optimization function can be rewritten as
min rank(C) s.t. X = XC.

(2.8)

Since the rank-minimization problem is NP-hard, Liu et al [11] uses nuclear norm
k C k∗ =

P

σi (C) to relax the rank of C, where σi (C) is the i-th singular value of

C. Then the resulting optimization problem is
min k C k∗ s.t. X = XC.

(2.9)

If we consider that the data X is corrupted by error E, the optimization function can
be further rewritten as
min k C k∗ +λ k E k2,1 s.t. X = XC + E,
where k E k2,1 =

Pn

j=1

r

Pn

i=1



[E]ij

2

(2.10)

is called the `2,1 -norm in [11]. This problem

can be solved using Augmented Lagrange Multiplier (ALM).
The complete subspace clustering algorithm by LRR is summarized in Algorithm
2.2. Figure 2.8 illustrates some examples of using LRR to correct the corrupted face
images, which shows the main advantage of LRR compared with SSC – the ability of
automatically correcting the corruptions in data.
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2.4

Block-Sparse Modeling

The standard sparse representation of a data vector has only a few nonzero elements,
which can appear anywhere in the representation vector. However, there are some
practical scenarios that involve the sparse representation with nonzero elements appearing in a few blocks (or clusters) [56], which are referred to as block sparsity.
For example, nonzero elements in the sparse representation of a 3D pose may only
correspond to the basis poses that belong to a single subspace of the whole pose space.
To define block sparsity, the sparse representation cj of the data vector xj in Eq.
(2.5) can be viewed as a concatenation of blocks, i.e.
PM −1



cj = c1j , · · · , cdj 1 ; cdj 1 +1 , · · · , cdj 1 +d2 ; · · · ; cj

k=1

dk +1

PM

, · · · , cj

k=1

dk

T

,

where dk denotes the number of entries of the k-th block in the dictionary, and there
are in total M blocks in the dictionary. Then the block-structural dictionary Y can
be represented as


d1

1

Y = y ,··· ,y ;y
 Pr−1

cj [r] = cj

k=1

dk +1

block Y [r] = y

Pr

, · · · , cj

 P
r−1
k=1

d1 +1

dk +1

k=1

,··· ,y

dk

,··· ,y

d1 +d2

;··· ;y

PM −1
k=1

dk +1

,··· ,y

PM

d
k=1 k



.

T

is the coefficient vector corresponds to the r-th

Pr
k=1
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of the dictionary Y.

To enforce block sparsity, Eq. (2.5) can be rewritten as
min

M
X

I (k cj [k] k0 > 0) s.t. xj = Ycj ,

(2.11)

k=1

with the indicator function I (·).
In our 3D human pose reconstruction approach, we construct the block-structural
dictionary by building a pose tree. Then the block sparsity is enforced by explicitly
encouraging pose locality – nonzero coefficients are only assigned to the basis poses
from a small number of blocks (tree nodes) that are close to each other.
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Chapter 3
Literature Review
3.1

3D Human Pose Reconstruction

In this research, we aim to reconstruct the locations of a set of human joints based
on their 2D projections in a single image. Without considering any prior knowledge
on human body, this is obviously an ill-posed problem. Previous works have utilized
low-dimension action priors, explicit physiological regularity, and sparse coding to
regularize the 3D pose reconstruction.
Low-dimensional action priors for pose reconstruction.

Many human

motion analysis systems used low-dimensional action priors to handle their problems
such as human motion optimization [57], human action classification [58], and 3D
human body pose tracking [59]. Recently, action priors were also used to assist 3D
human pose reconstruction. Yao et al [20] used 2D action recognition as a prior for 3D
pose reconstruction, where action specific regression models were trained separately
based on low-level appearance features. More recently, Yu et al [21] used action
detection on video snippets to derive strong spatiotemporal action priors, which was
combined with part-based 2D pose estimation for 3D pose reconstruction. While
providing a prior for estimating the 3D pose, action labels are still not sufficiently
specific since poses from one action class may still show a large diversity.
3D pose reconstruction with physiological regularity. An example of early
works on reconstructing 3D poses using physiological regularity is [23] in which physical and motion constraints were applied to prune a binary interpretation tree that
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records all possible body configurations. Liebowitz and Carlsson [60] assumed known
body segment lengths and reconstructed 3D poses from uncalibrated multiple views
by using articulated structural constraints. Taylor et al [61] recovered the poses from
a single view by assuming known skeletal sizes and resolving the depth ambiguity
manually. In [62], the maximum a posterior 3D trajectory was estimated based on
a 3D kinematic model including joint angle limits, dynamic smoothing, and 3D key
frames. Parameswaran et al [63] assumed known skeletal size and dealt with a perspective uncalibrated camera. Wei and Chai [64] reconstructed 3D human poses using
the bone symmetric constraint from biomechanical data. Valmadre and Lucey [65]
extended Wei and Chai [64]’s work by using a deterministic structure-from-motion
method. As discussed above, due to the large diversity of human poses, it is usually
intractable to find an optimal solution under non-convex physiological constraints
[66].
Sparse representation for 3D pose reconstruction. Recently, Ramakrishna
et al [12] presented an activity-independent pose-reconstruction method in which
the 3D pose is sparsely represented by an overcomplete dictionary learned from a
large motion capture dataset. A projected matching pursuit (PMP) algorithm was
proposed to infer the underlying 3D poses and the camera settings by minimizing
the reprojection error greedily. In this research, we further introduce pose locality
into 3D pose reconstruction – the sparse set of basis poses selected for estimation are
always from a small number of specific subspaces with high similarity.

3.2

2D Human Pose Estimation

The 2D human pose used in 3D poses reconstruction can be manually annotated
or automatically estimated from a single image. In this research, we develop a new
learning-based 2D human pose estimation approach based on deep learning techniques. Most of previous works on 2D pose estimation are based on part-based
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models. However, surprised by the power of deep convolutional neural networks
(CNN), we are interested in utilizing CNN to simultaneously learn part appearance
and relations between parts.
Part-based models for 2D human pose estimation. In the part-based models, human body is represented by a collection of physiologically inspired parts assembled through a deformable configuration. Following the pictorial-structure model
[38, 29], a variety of part-based methods have been developed for human pose estimation [67, 15, 39, 68, 69, 70, 71, 72, 73, 74, 75, 9, 76, 77]. While many early
methods build appearance models for each local part independently, recent works
[70, 78, 74, 72, 76, 77] attempt to design strong body part detectors by capturing
the contextual relations between body parts. Johnson and Everingham [72] partition
the pose space into a set of pose clusters and then apply nonlinear classifiers to learn
pose-specific part appearance. In [74], independent regressors are trained for each
joint and the results from these regressors are combined to estimate the likelihood
of each joint at each pixel of the image. Based on the appearance models built for
each part, these methods usually leverage tree-structured graphical models to further
impose the pairwise geometric constraints between parts [67, 15, 70, 69, 79]. Due to
the limited expressiveness [18], the tree-structured graphical models often suffer from
the limb ambiguity, which affects the accuracy of 2D human pose estimation. There
have been several works that focus on designing richer graphical models to overcome
the limitation of tree-structured graphical models. For example, in [72], mixture
of pictorial structure models are learned to capture the ‘multi-modal’ appearance
of each body part. Yang and Ramanan [79] introduces a flexible mixture-of-parts
model to capture contextual co-occurrence relations between parts. In [67], the hierarchical structure is incorporated to model high-order spatial relation among parts.
Loopy models [39, 10, 30, 31] allow to include additional part constraints, but require
approximate inference.
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Deep convolutional neural network (CNN) in computer vision. As a
popular deep learning approach, CNN [80] attempts to learn multiple levels of representation and abstraction and then uses them to model complex non-linear relations. It has been shown to be a useful tool in many computer vision applications.
For example, it has demonstrated impressive performance for image classification
[81, 82, 83, 26]. More recently, CNN architectures have been successfully applied to
object localization and detection [28, 84, 27]. In [28], a single shared CNN named
‘Overfeat’ is used to simultaneously classify, locate and detect objects from an image
by examining every sliding window. In our approach, we also integrate joint detection
and localization using a single DS-CNN. But our problem is much more challenging
than object detection – we need to find precise locations of a set of joints for 2D
human pose estimation. Girshick et al. [27] apply high-capacity R-CNNs to bottomup object proposals [85] for object localization and segmentation. It achieves 30%
performance improvement on PASCAL VOC 2012 against the state of the art. Zhang
et al. [86] adopt the R-CNN [27] to part localization and verify that the use of object
proposals instead of sliding windows in CNN can help localize smaller parts. Based
on this, R-CNN is shown to be effective for fine-grained category detection. However,
this method does not consider the complex relations between different parts [86] and
is not applicable to 2D human pose estimation.
CNN for 2D human pose estimation. In [18], a cascade of CNN-based joint
regressors are applied to reason about pose in a holistic manner and the developed
method was named ‘DeepPose’. The DeepPose networks take the full image as the
input and output the ultimate human pose without using any explicit graphical model
or part detectors. In [87], Jain et al. introduce a CNN-based architecture and a
learning technique that learns low-level features and a higher-level weak spatial model.
Following [87], Tompson et al. [88] show that the inclusion of a MRF-based graphical
model into the CNN-based part detector can substantially increase the performance
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of 2D human pose estimation. Different from DeepPose and Tompson et al. [88], our
approach takes both the object proposals and the full body as the input for training,
instead of using the sliding-windowed patches, to capture the local body parts with
better semantic meanings in multiple scales.

3.3

Human Attribute Recognition

In this research, we attempt to utilize the correspondence between human attributes
and human body parts to improve human attribute recognition via the CNN model.
Then we study if the CNN can discover such a correspondence by utilizing the visualization of the CNN model.
Attribute recognition. Many works [89, 90, 91, 92, 93, 94, 95, 96, 2, 97] are
interested in using attributes as a middle representation for object recognition tasks.
Attributes have been widely considered as an effective enhancement to low-level representation (visual features) and category-level representation. Object recognition
can start with attribute recognition and then the object is represented by a combination of some attributes associated with the object. Some attributes have strong
correspondence with object parts. For example, hair length corresponds to the head,
style of pants corresponds to the legs. For these attributes, each attribute may correspond to only a small region of the image. Thus subtle details become very important
for recognition. Zhang et al. [2] combine part-based models and CNNs to recognize
human attributes, in which the CNN features of different human parts are concatenated together in a specific order to make features pose-aligned. Kumar et al. [97]
classify facial attributes, such as hair color, nose shape, and eye width, for face recognition. There are also attributes that we do not know which specific object part they
are associated with in advance. Wah et al. [98] propose a fine-grained benchmark
Caltech-UCSD birds dataset (CUB200-2011), which contains 11,788 images of 200
bird species. Each bird species has its unique appearance feature, but which bird
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body part the appearance feature is associated with is not included in the ground
truth of this dataset. So, it is interesting to automatically find the correspondence
between the body part and the bird species label by the learning model.
Knowledge discovery by CNNs. Despite the outstanding performance of
CNNs in a variety of visual tasks, there is rising interest in discovering new knowledge
by analyzing and utilizing the inner workings of the CNN trained on image-level
labels. Escorcia et al. [99] aim to find the relations between a CNN trained for object
recognition and one particular mid-level representation (visual attributes), and then
use this relation to recognize attributes. Deep-Carving proposed in [100] can generate
pseudo-labels for training by exploiting the activations of the feature maps. Simon
et al. [101] utilizes gradient maps with respect to spatial positions to detect parts
and then facilitates fine-grained classification. Recently, there are some successful
attempts in object localization using CNNs trained on the object recognition task
without using annotated bounding boxes [102, 37, 103]. Bazzani et al. [102] analyze
the change in the recognition scores when artificially masking out different regions of
the image. In [103], a global max-pooling layer is introduced and the location of the
object is hypothesized at the position with the maximum activation. Unlike [103],
Zhou et al. [37] use average pooling layers to learn the importance (weight) of each
feature map in the last convolutional layer. The class activation map is constructed
by computing the weighted linear sum of these feature maps, and then the object
bounding boxes is referred.
CNN model visualization. Model visualization effectively helps understand
the inner workings of CNN models. Simonyan et al. [104] visualize and construct
saliency maps of CNN image classification models based on computing the gradient of
the class score with respect to the input image. Zeiler et al. [105] use a multi-layered
Deconvolutional Network to project the feature activations back to the input pixel
space. In [37], average pooling layer is introduced to construct class activation map.

36

Simonyan et al. [104] and Zeiler et al. [105] only consider convolutional layers, while
Zhou et al. [37] modify the network architecture. In this research, we are interested
in visualizing CNN models considering the whole network and keeping the network
architecture intact.
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Chapter 4
Pose Locality Constrained Representation for
3D Human Pose Reconstruction
4.1

Motivation

3D human pose reconstruction is an important problem in computer vision with many
potential applications in motion analysis, video surveillance and human-computer
interaction. In this chapter, we focus on the problem of reconstructing 3D human
poses from the 2D locations of human joints that are annotated in a monocular
image. Without considering any prior knowledge on human body, this is obviously
an ill-posed problem. Previous works have explicitly utilized physiological knowledge
of the human body, such as the body-segment length [60, 12], the joint-angle limits
[62] and the skeletal size [63], to regularize the 3D pose reconstruction. However,
due to the large diversity of human poses, it is usually intractable to find an optimal
solution under non-convex physiological constraints [66].
Recently, many efforts have been made in inferring the semantic concepts of the
pose or action presented in the 2D image and then using these semantic concepts to
help the 3D pose reconstruction. Ramakrishna et al [12] categorize human poses by
the human actions, like walking and jumping, and construct sparse representations
of human poses. Recently, supervised action classification [21, 20, 33] was also introduced to automate the action categorization for 3D pose reconstruction. While
human actions are semantically well defined, one action may still consist of a variety
of human poses and the action-based categorization may not provide sufficiently spe-
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Figure 4.1: An illustration of the proposed method. (a) The standard sparse representation allows the non-zero coefficients to be assigned to blocks (nodes) that are
distant from each other. (b) The proposed PLCR-based algorithm assigns the nonzero coefficients only to a small set of blocks (nodes) that are close to each other.
Basis poses are shown in different-shape elements (e.g., triangles, squares). The selected basis poses for 3D pose reconstruction are linked to the final reconstruction
with arrows.
cific knowledge for 3D pose reconstruction. To address this problem, we propose a
pose locality constrained representation (PLCR) approach for improving the 3D pose
reconstruction. In this approach, we construct a hierarchical pose tree, as shown in
Figure 4.1 to model the human poses by subspace clustering [11], where each tree
node represents a lower-dimensional pose subspace and nodes with a larger depth in
the tree represents more specific pose subspaces. In addition, nodes that are closer to
each other in this tree indicate pose subspaces with higher similarity and/or overlap.
In using PLCR for 3D pose reconstruction, we build a block-structural dictionary
by concatenating the basis poses from all the nodes of the tree and basis poses from
each node constitute a block. With the dictionary, we apply the projected matching
pursuit (PMP) algorithm to estimate the most likely 3D human pose. The proposed
method explicitly encourages pose locality – nonzero coefficients are only assigned
to the basis poses from a small number of blocks (tree nodes) that are close to each
other. A comparison between the proposed PLCR representation and the standard
sparse representation is shown in Figure 4.1, where the standard sparse representation may assign nonzero coefficients to distant blocks. Wang et al [106] have shown
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that locality is more important than sparsity in the image classification. Here, we
show that, this observation also holds true for the ill-posed problem of 3D human
pose reconstruction – the proposed method can achieve better performance than the
state-of-the-art method based on the standard sparse representation and physiological
regularity.
In the following sections, we first give a formal definition of 3D human pose
reconstruction from a 2D projection in Section 4.2. Then, in Section 4.3, we describe
an unsupervised pose subspace clustering method for constructing hierarchical pose
tree. Based on this tree, we detail the idea of the PLCR and the algorithm that use
PLCR for 3D human pose reconstruction in Section 4.4. Finally, we summarize the
entire PLCR-based algorithm for 3D pose reconstruction in Section 4.5.

4.2

Problem Description

A 3D human pose can be represented by a set of human joints J = {ji }Li=1 ∈ R3L×1 ,
where ji denotes the 3D coordinates of joint i and L is the number of human joints.
In this chapter, we are interested in estimating 3D joint locations J from their 2D
projections p ∈ R2L×1 , with unknown camera parameters.
Under the weak perspective camera projection model, the projected 2D coordinates can be represented as

p = (IL ⊗ M) J + 1L×1 ⊗ T

(4.1)

where ⊗ is the Kronecker product, T ∈ R2×1 is the translation vector, and M ∈
R2×3 contains both rotation and scaling parameters. Assuming that the camera
intrinsic parameters are known, the degree of freedom of the camera parameters is 7.
Therefore, in total there are 3L + 7 unknowns while only 2L equations are available.
Obviously, this is an under-determined problem, and we need to apply dimensionality
reduction to make it determined.
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However, due to the large diversity of human poses, a direct application of linear
dimensionality reduction on the entire pose space is difficult and usually results in
large reconstruction errors. This problem can be solved by restricting the pose reconstruction on a more specific pose subspace. To achieve this goal, two problems
need to be addressed: 1) effectively dividing the entire pose space into subspaces, 2)
finding the subspace in which the underlying 3D pose belongs to, based only on its
2D projection. For the first problem, we construct a hierarchical pose tree, where
each node represents a pose subspace and the node with a larger depth in the tree
represents a more specific pose subspace. For the second problem, given a 2D pose
projection we find an anchor node in the tree by minimizing the reprojection error.
In practice, the underlying 3D pose may not exactly belong to the subspace defined
by the anchor node because of the information loss in 2D projection. To address this
issue, we additionally include nodes close to the anchor node in the tree and use all
their basis poses for 3D pose reconstruction.

4.3

Hierarchical Pose Tree

We construct pose subspaces with different levels of specificity by using subspace
clustering. In particular, given a large set of 3D pose training data, we cluster them
into different groups in a hierarchical way, such that each group of pose data represents
a subspace.

Unsupervised Human Pose Subspace Clustering
Considering the code efficiency and availability, in this approach we use the low-rank
representation algorithm [11, 107] for 3D human pose subspace clustering. Other
subspace clustering algorithms, such as the K-subspaces algorithm [108] and the
sparse subspace clustering (SSC) algorithm [41, 109], can also be used here.
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3L×N
Specifically, given a set of 3D human poses J = {Ji }N
, we first coni=1 ∈ R

struct the lowest-rank representation Z ∈ RN ×N for J by minimizing the nuclear
norm. Let the skinny SVD of Z be U ΣV T . We define the affinity matrix W as

[W]ij =

h

Ue Ue T

i 2
ij

,

1

where Ue is formed by U Σ 2 with normalized rows. Each element [W]ij ∈ W measures
the likelihood that two poses Ji and Jj are located in the same subspace. Finally, we
apply the spectral clustering [55] on the affinity matrix W.

Pose Data Normalization
The goal of subspace clustering is to group similar poses, even performed by different
subjects, into a same subspace. However, in practice, we found that the physiological
difference between subjects may dominate the pose clustering, e.g., different poses
from similar-size subjects may be clustered together. To address this problem, we
propose to normalize all the 3D pose data before applying the above subspace clustering. In this approach, we normalize the length of each segment between adjacent
joints in the human skeleton.
A segment that connects two joints ja and jb in the human skeleton can be written
as ja − jb . We then convert it to the spherical coordinates as
ja − jb = (θab , φab , rab ) ,
where, θab is the zenith angle from the z axis, φab is the azimuth angle from the x
axis in the xy plane, and rab is the radius or the length of the segment. Obviously,
rab is a constant for all the poses performed by a same subject, but different for
the poses performed by different subjects. We normalize rab to the average length
of this segment over all the training pose data. For the rigid parts of the human
body, such as clavicles and hips, we also normalize the zenith and azimuth angles to
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Figure 4.2: Sample subspace clustering results (a) without and (b) with the pose
data normalization. With the normalization, the data that describe similar poses
from different subjects are successfully clustered together, e.g., cluster 1 for the pose
of moving right foot ahead and cluster 2 for the pose of moving left foot ahead.
be constants, by averaging over all the training pose data. After normalizing in the
spherical coordinates, we convert the pose data back to the Cartesian coordinates.
In this step, to ensure the segments are connected at the corresponding joints, we
take advantage of the tree structure of the human skeleton – starting from the root
(e.g., human head), normalized segments are assembled layer by layer to determine
the coordinates of each joint. Figure 4.2 shows the sample subspace clusters with
and without the normalization step. We can see that, with the data normalization,
similar poses from different subjects can be clustered together.

Hierarchical Pose Tree
To construct subspaces with various levels of specificity, we recursively perform subspace clustering to construct a hierarchical pose tree – a cluster of pose data may
be further clustered into smaller groups, where each group represents a more specific
pose subspace. In this approach, we use two parameters, the branch factor K and a
subspace complexity k, to control the number of clusters and the height of the resulting pose tree. A branch factor K indicates that each node in the pose tree, except
for the leaves, has K children – each subspace is partitioned into K more specific
subspaces in the recursive clustering. The subspace complexity k can be estimated
using the method proposed in [107] – a subspace will not be further divided if k < K
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Figure 4.3: An example of hierarchical pose structure. 908 dance poses are clustered
to 34 low-dimensional subspaces. The pose clusters of the first three levels (central
part) and all leaf pose clusters (around) are shown. Each pose cluster is visualized
by its mean pose.
and this subspace becomes a leaf node in the pose tree. This way, nodes with a
larger depth in the constructed pose tree represent more specific pose subspaces and
the pose similarity between different subspaces can be measured by the short-path
distance between the corresponding nodes in the pose tree. An example of the hierarchical human pose clustering process is shown in Figure 4.3, where 908 human poses
from the ‘dancing’ action category is recursively clustered into 34 leaf pose clusters.

4.4

Pose Locality for Reconstruction

In this section, we first build a block-structural pose dictionary based on all the
subspaces (nodes) in the constructed pose tree, taking the basis poses at each node
as a block. We then describe a new pose locality constrained representation (PLCR)
for reconstructing the 3D pose.
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Block-Structural Pose Dictionary
As described in Section 4.3, each node in the constructed pose tree represents a pose
subspace, which is described by a cluster of training pose data. At each node i,
we can draw the subset of pose data that belong to the corresponding cluster and
apply PCA to construct Di basis poses, denoted as a block Bi . The pose dictionary
B = {Bi }M
i=1 is constructed by concatenating the basis poses over all the M nodes.
PM

The total number of basis poses in the dictionary is D =

i=1

Di . Thus, the pose

dictionary can also be written as B = {bi }D
i=1 , where each bi denotes one basis pose.
Given a pose dictionary B, each 3D human pose J can be represented by a linear
combination of basis poses in B, i.e.,


J = m + BΩ =
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(4.2)

ωD

where m ∈ R3L×1 is the mean pose calculated over all the pose data and Ω ∈ RD×1
are the coefficients. We also denote E = kΩk0 to be the sparsity of Ω, with which
the number of unknowns in Eq. (4.1) can be reduced to E + 7.
Pose Reconstruction with PLCR
For reconstructing the 3D pose from a 2D projection, we need to select E basis poses
from the dictionary. Previous method [12] uses sparse representation to sequentially
select E basis poses that minimize the reprojection error
R(B, Ω, M, T)

=

p − (IL ⊗ M) m +

M
X

!

Bi Ωi

− 1L×1

⊗ T,

i=1

where the weak-projective camera parameters M and T can be refined iteratively
with an initialization.
However, standard sparse representation does not enforce pose locality – the selected basis poses can be drawn from subspaces (nodes) that are far from each other
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in the pose tree. In this section, our main goal is to ensure that the E selected basis
poses are drawn from a small number of subspaces (nodes) that are close to each
other. To achieve this goal, we calculate the initial reprojection error ri for each
block Bi based on the initial camera parameters, i.e.

ri = R (Bi , Ωi , M, T) ,
where the coefficients Ωi can be calculated by

Ωi = arg min kR (Bi , Ω, M, T) k2 .
Ω

(4.3)

Given the 2D projection p of the pose and initial camera parameters, we define
the anchor node A (p) to be the node in the pose tree that leads to the smallest
reprojection error, by using the basis poses at this node (subspace), i.e.,

A (p) = arg min kri k2 .
i

(4.4)

To make the search process of anchor node more efficient, we use the following
top-down search algorithm.
1. Examine the root of the tree and calculate the reprojection error.
2. Examine all the K child nodes of the root and pick the one with the smallest
reprojection error.
3. For the picked node, we further examine its K children and pick the one with
the smallest reprojection error and repeat this process until we reach a leaf
node.
4. The nodes selected at each iteration constitute a path from the root to a leaf
and each node along this path has an associated reprojection error. We then
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pick the node along this path with the smallest reprojection error as the anchor
node.
Given the information loss in the 2D projection, the anchor node may not provide
a subspace that well describes the underlying 3D pose. We select E basis poses not
only from the subspace described by the anchor node, but also from the nodes nearby.
Specifically, we use the projected matching pursuit (PMP) to select the basis poses
and in each PMP iteration, a new pose basis bj∗ is chosen from B by

j ∗ = arg min (|θj | + λdj ) ,
j

(4.5)

where θj is the angle between (I ⊗ M) bj and the reprojection error r in the current
iteration, λ is the locality weight. The locality adaptor

dj =


d(N (j),A(p))


),

σ
e(

if d (N (j) , A (p)) ≤ dM ,




+∞,

otherwise,

controls the pose locality – only the nodes (subspaces) that are close to the anchor
node in the pose tree are included for basis-pose selection. N (j) denotes the node
(subspace) that bj belongs to, d (N (j) , A (p)) is the distance or the length of the
shortest path between two nodes N (j) and A (p) in the pose tree. dM is a preset threshold and the nodes with a distance to the anchor that is larger than this
threshold will not be included for basis-pose selection. Following [106], σ controls the
weight decay speed for the locality adaptor. Using this technique to select basis poses,
we can iteratively refine the reconstruction of the 3D pose and camera parameters
using the PMP algorithm [12].
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Algorithm 4.1 PLCR-based 3D pose reconstruction
Input: p: 2D projection of a human pose
J : a set of 3D human poses
E: pre-set sparsity
τ : tolerance value for the 2D reprojection error
1 Construct a hierarchical pose tree using method proposed in Sec. 4.3
and build the pose dictionary B.
2 Estimate initial camera parameters hM = M1 , T = T1 i[12].
3 Search for an anchor node A (p) using the method proposed in Sec. 4.4
and initialize S = Ø.
4 FOR l from 1 to E
5
j ∗ = arg min (|θj | + λdj )
j

6
7
8
9
10
11
Output:

4.5

S = S ∪ bj ∗
Update the coefficients Ω and camera parameters hM, Ti according
to the updated S.
Calculate the reprojection error r = R (S, Ω, M, T).
IF k r k2 < τ
BREAK
Calculate the 3D pose J by Eq.(4.2) and return.
3D pose J and camera parameters M and T

Algorithm Summary

The complete PLCR-based algorithm for 3D pose reconstruction is summarized in
Algorithm 4.1. As described above, we first construct a hierarchical pose tree, build
a block-structural pose dictionary and search for an anchor node. We then iteratively
pick the new basis poses that not only reduce the reprojection error, but also satisfy
the pose locality constraint. In each iteration, we re-estimate the camera parameters
based on the updated pose representations. Specifically, we use the PMP algorithm
in [12] for camera parameter estimation. This iterative process is terminated when
the 2D reprojection error is lower than a tolerance value, or a pre-set sparsity E has
been reached. Using this iterative algorithm, a 3D human pose can be reconstructed
using a linear combination of a small number of basis poses.
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Table 4.1: Detailed information on the 29, 336 3D poses that are used for quantitative
performance evaluation.

# of Pose
# of Subjects
4.6

Walking
5752
8

Jumping
5808
3

Running
5352
8

Boxing
8072
3

Climbing
4352
1

Experiments

We use the CMU Motion Capture dataset for quantitative evaluations. This dataset
contains more than three million 3D human poses collected on 144 subjects performing 30 different actions, and it has been widely used for evaluating 3D human pose
reconstruction [12, 65, 64]. We also qualitatively evaluate the proposed method on
real images collected from the Internet. As in previous works [12, 65, 64], we randomly selected a subset of 29, 336 3D human poses from 5 different action categories:
‘walking’, ‘jumping’, ‘running’, ‘boxing’ and ‘climbing’ for quantitative performance
evaluation. Details on the selected data is shown in Table 4.1. We can see that, for
each action category except for ‘climbing’, the collected data are preformed by a number of different subjects. We use the 18-joint pose representation for our experiments
[64].
To study the generalizability of the proposed method, we use the “leave-onesubject-out” strategy for performance evaluation – the test data and the training data
are from different subjects. Furthermore, we exclude the data from the ‘climbing’
action from training and only use them for testing to examine the generalizability
of the proposed 3D pose reconstruction method across different action categories.
As shown in Table 4.1, we in total conducted 23 rounds of experiments. Out of
them, we have 22 rounds of experiments that use the pose data from the first four
categories, excluding the data from ‘climbing’ category. In each of these 22 rounds
of experiments, we leave out pose data from one subject in one action category for
testing, while using the remaining data for training. We then conduct one additional
round of experiment which uses pose data from ‘climbing’ category for testing and
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all the pose data from the other four categories for training.
When using a pose for testing, we first project it (i.e., the 18 joints) into 2D using
a randomly generated camera parameters – both the camera location and orientation
conform to a Gaussian distribution. We then reconstruct the 3D pose from this 2D
projection (assuming camera parameters are unknown) and measure the reconstruction error at each joint as Euclidean distance between the ground-truth location of
this joint and the reconstructed location of this joint. We then take the maximum
reconstruction error over all the 18 joints and normalize it over the distance between
the chest and waist as the (normalized) reconstruction error of this pose. Another
performance metric used in this chapter is the pose reconstruction rate, defined as
the percentage of the tested poses that result in a low (normalized) reconstruction
error, defined by a given threshold, which we use 0.3 for all the experiments.
The parameters that need to be tuned for our algorithms are: the branch factor
K, the sparsity E, and the locality-adaptor related ones (λ, σ and dM ). In our
experiments, we set K = 2, E = 10, σ = 1 and dM = 2. We vary the parameter λ in
the experiment to examine its effect to the performance. The choice of the parameters
E and dM will be further discussed at the end of this section.

Quantitative Results
Table 4.2 shows the reconstruction error (rec_error) and the reconstruction rates
(rec_rate), averaged over all the subjects for each action category, with varying
parameter λ. For comparison, we also report in Table 4.2 the performance of a stateof-the-art algorithm developed by Ramakrishna et al [12] on the same training and
testing data. This comparison method [12] uses standard sparse representation and
physiological regularity for 3D pose reconstruction. Note that, to examine the effectiveness of the proposed pose-locality constraints, we do not include any physiological
regularity in the proposed method. We can see that, the proposed PLCR-based 3D
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Table 4.2: The 3D reconstruction errors and reconstruction rates for different action
categories
Action
Category

Performance
Metrics
rec_error
rec_rate
rec_error
rec_rate
rec_error
rec_rate
rec_error
rec_rate
rec_error
rec_rate

Walking
Running
Jumping
Boxing
Climbing

λ=0
0.360
53.4%
0.417
29.8%
0.343
34.12%
0.579
13.3%
0.560
21.7%

Proposed method
λ = 0.1 λ = 0.2 λ = 0.3
0.300
0.260
0.272
71.2% 73.9% 70.4%
0.390
0.385
0.432
35.1% 38.2% 34.0%
0.322
0.316
0.321
39.5% 41.6% 40.2%
0.530
0.535
0.534
17.0% 16.4%
16.8%
0.528
0.522
0.526
27.9%
27.0% 28.1%

Ramakrishna
et al [12]
0.446
29.6%
0.453
23.0%
0.374
31.6%
0.584
10.7%
0.533
20.1%

Table 4.3: The average 3D reconstruction errors and reconstruction accuracy rates
when different levels of noise are added to the 2D projections.
std
Proposed method
Ramakrishna et al [12]

rec_error
rec_rate
rec_error
rec_rate

0.0
0.414
32.6%
0.466
23.9%

0.1
0.449
28.7%
0.497
20.5%

0.2
0.485
24.4%
0.558
13.8%

0.3
0.561
18.1%
0.634
9.3%

0.4
0.630
13.1%
0.704
4.8%

pose reconstruction method outperforms the Ramakrishna’s algorithm for all the action categories.
The 2D joint locations annotated in monocular images are often noisy. To examine
the performance of 3D pose reconstruction under the 2D annotation noise, we add
Gaussian white noise with different standard deviation std to the projected 2D joint
locations, and then perform the 3D reconstruction, and the average performance
over all the action categories is reported in Table 4.3, where the performance under
std = 0.0 is the one without adding any noise. The values of the std are normalized
by the width of the bounding box around the 2D projected pose. We can see that,
the stronger the added noise, the larger the 3D reconstruction error and the lower
the reconstruction rate. However, with the same level of noise, the proposed method
still outperforms the comparison method.
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Figure 4.4(a) shows the reconstruction error at each of the 18 joints, averaged over
all rounds of experiments and all action categories. We can see that the proposed
method achieves lower reconstruction error at all 18 joints than the Ramakrishna et
al’s algorithm. We can also see that, the reconstruction errors at feet, wrists, and
ankles are larger than those at other joints, because of the larger movements of the
hands and feet. Similar phenomena has been reported in [21].

Qualitative Evaluation
3D pose reconstruction results on four pose samples drawn from CMU Motion Capture dataset are shown in Figure 4.5. For each sample, we show (from left to right) the
ground-truth 3D pose, its 2D projection, the 3D reconstruction using the proposed
method, and the 3D reconstruction using the Ramakrishna’s algorithm [12], respectively. For all these four cases, we can see that the proposed method generates more
accurate and physiologically correct reconstructions, which are particularly clear at
the locations indicated by the thick blue arrows on the results from the Ramakrishna
et al’s algorithm [12].
We also evaluate the proposed method on several images downloaded from the
Internet, by manually annotating the 2D locations of the 18 joints on each image. The
pose reconstruction results are shown in Figure 4.6. The reconstructed 3D human
poses are shown from two different view angles. We can see that, the proposed method
produces reasonable human pose reconstruction results on these real images.

The Selection of Parameters dM and E
The parameter dM defines a range around the anchor node that is allowed to be used
for drawing the basis poses for 3D pose reconstruction. Intuitively, this parameter
should be the distance between the real node (subspace) a pose belongs to and the
anchor node searched by the proposed method. In our case, a pose belongs to one node
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Figure 4.4: (a) Reconstruction errors at each of the 18 joints – a comparison between the proposed method and the Ramakrishna et al’s algorithm. (b) Average
reconstruction errors for four actions by varying the value of E.

53

Figure 4.5: Qualitative comparison between the proposed method and the Ramakrishna et al’s algorithm [12] on the CMU Motion Capture dataset. For each pose, from
left to right are the ground-truth 3D pose, its 2D projection, the 3D reconstruction
using the proposed method, and the 3D reconstruction using the Ramakrishna et al’s
algorithm [12], respectively. Indicated by the blue arrows (on the 3D reconstruction
produced by the Ramakrishna et al’s algorithm) are the locations where the proposed method produces much better 3D reconstruction than the Ramakrishna et al’s
algorithm.

Figure 4.6: 3D pose reconstruction from six images collected from Internet.
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Table 4.4: Distribution of the distance between the anchor node and the true path
in the pose tree.
Node-path distance
% Poses

0
60.3

1
14.0

2
11.8

3
7.8

4
3.4

5
1.0

6
1.2

7
0

Table 4.5: Distribution of the anchor-node depth in the pose tree.
Depth
% Poses

0
4.0

1
12.1

2
21.7

3
12.9

4
19.3

5
19.7

6
7.2

7
3.1

(subspace) at each level of the tree and all these real nodes from all levels constitute
a path from the root to a leaf. We can examine the shortest distance between the
anchor node and this path, called node-path distance, to select an appropriate value
for dM . Table 4.4 shows the distribution of this node-path distance for all the collected
pose data. We can see that most poses (86%) show such a distance to be no more
than 2 (edges). Therefore, in our experiments, we set dM = 2.
The parameter E indicates the sparsity, i.e., the number of basis poses used for 3D
pose reconstruction. Figure 4.4(b) shows the average reconstruction error curves by
varying the value of E, one curve for each action category. We can see that, varying
the value of E from 1 to 19 does not lead to substantial performance difference for
the 3D pose reconstruction. In our experiments, we simply select E = 10.

Distribution of Anchor-Node Depth
The depth of the searched anchor nodes in the pose tree reflects the specificity of the
subspace used for 3D pose reconstruction – the deeper the anchor node, the more
specific the corresponding subspace and the stronger the regularization for the illposed 3D reconstruction. Table 4.5 shows the distribution of anchor-node depth for
all the tested pose data. We can see that for more than 80% of the poses, the searched
anchor nodes have a depth larger than or equal to 2.
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4.7

Conclusion

In this chapter, we presented a new pose locality constrained representation (PLCR)
of 3D human poses and used it to improve the 3D pose reconstruction from a single
2D image. We first used subspace clustering to construct a hierarchical pose tree,
where each node represents a pose subspace and the nodes with larger depth in the
tree represent more specific pose subspaces. To reconstruct a 3D pose, an anchor
node is searched from the pose tree based on the input 2D projection. We then use
the projected matching pursuit algorithm to search for a sparse set of basis poses from
the anchor node (subspace) and its nearby nodes, which enforces the pose locality.
We tested on 29, 336 pose data randomly selected from five action categories of the
CMU Motion Capture dataset and found that the proposed PLCR-based algorithm
outperforms a state-of-the-art algorithm using only sparse representation without
considering pose locality. Reasonable qualitative results were also shown on real
images collected from the Internet.
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Chapter 5
Dual-Source Deep Neural Networks for 2D
Human Pose Estimation
5.1

Motivation

By accurately locating the important body joints from monocular images, 2D human
pose estimation plays an essential role in computer vision. In this research, 2D pose
estimation is also a preprocessing step for 3D pose reconstruction discussed in Chapter
4.
Most of the previous works on 2D human pose estimation are based on the twolayer part-based model [29, 67, 15, 39, 68, 69, 70, 71, 72, 73, 74, 75, 9, 76, 110]. The
first layer focuses on local (body) part appearance and the second layer imposes the
contextual relations between local parts. One popular part-based approach is pictorial
structures [29], which capture the pairwise geometric relations between adjacent parts
using a tree model. However, these pose estimation methods using part-based models
are usually sensitive to noise and the graphical model lacks expressiveness to model
complex human poses [74]. Furthermore, most of these methods search for each local
part independently and the local appearance may not be sufficiently discriminative
for identifying each local part reliably.
Recently, deep neural network architectures, specifically deep convolutional neural
networks (CNNs), have shown outstanding performance in many computer vision
tasks. Due to CNNs’ large learning capacity and robustness to variations, there is a
natural rise in the interest to directly learn high-level representations of human poses
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Figure 5.1: An illustration of the proposed method based on DS-CNN. (a) Input image
and generated image patches. (b) DS-CNN input on an image patch (containing a
local part – ankle). (c) DS-CNN input on full body and holistic view of the local part
in the full body. (d) DS-CNN for learning. (e) DS-CNN output on joint detection.
(f) DS-CNN output on joint localization.
without using hand-crafted low-level features and even graphical models. Toshev
et al. [18] present such a holistic-styled pose estimation method named DeepPose
using DNN-based joint regressors. This method also uses a two-layer architecture:
The first layer resolves ambiguity between body parts (e.g. left and right legs) in
a holistic way and provides an initial pose estimation and the second layer refines
the joint locations in a local neighborhood around the initial estimation. From the
experiments in [18], DeepPose can achieve better performance on two widely used
datasets, FLIC and LSP, than several recently developed human pose estimation
methods. However, DeepPose does not consider local part appearance in initial pose
estimation. As a result, it has difficulty in estimating complex human poses, even
using the CNN architecture.
In this research, we propose a dual-source CNN (DS-CNN) based method for 2D
human pose estimation, as illustrated in Figure 4.1. This proposed method integrates
both the local part appearance in image patches and the holistic view of each local
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part for more accurate human pose estimation. Following the region-CNN (R-CNN)
that was developed for object detection [27], the proposed DS-CNN takes a set of
category-independent object proposals detected from the input image for training.
Compared to the sliding windows or the full image, that are used as the input in
many previous human pose estimation methods, object proposals can capture the
local body parts with better semantic meanings in multiple scales [27, 86]. In our
approach, we extend the original single-source R-CNN to a dual-source model (DSCNN) by including the full body and the holistic view of the local parts as a separate
input, which provides a holistic view for human pose estimation. By taking both
the local part object proposals and the full body as inputs in the training stage, the
proposed DS-CNN performs a unified learning to achieve both joint detection, which
determines whether an object proposal contains a body joint, and joint localization,
which finds the exact location of the joint in the object proposal. In the testing stage,
we use multi-scale sliding windows to provide local part information in order to avoid
the performance degradation resulted by the uneven distribution of object proposals.
Based on the DS-CNN outputs, we combine the joint detection results from all the
sliding windows to construct a heatmap that reflects the joint location likelihood at
each pixel and weightedly average the joint localization results at the high-likelihood
regions of the heatmap to achieve the final estimation of each joint location.
In the experiments, we test the proposed method on two widely used datasets
and compare its performance to several recently reported human pose estimation
methods, including DeepPose. The results show the effectiveness of the proposed
method which combines local appearance and holistic view.

5.2

Problem Description and Notations

In this chapter, we adopt the following notations. A human pose can be represented
by a set of human joints J = {ji }Li=1 ∈ R2L×1 , where ji = (xi , yi )T denotes the 2D
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coordinate of the joint i and L is the number of human joints. In this research, we
are interested in estimating the 2D joint locations J from a single image I. Since
our detection and regression are applied to a set of image patches, in the form of
rectangular bounding boxes, detected in I, it is necessary to convert absolute joint
coordinates in image I to relative joint coordinates in an image patch. Furthermore,
we introduce a normalization to make the locations invariant to size of different
image patches. Specifically, given an image patch p, the location of p is represented
by 4-element vector p = (w (p) , h (p) , c (p))T , where w (p) and h (p) are the width
and height of p, c (p) = (xc (p) , yc (p))T is the center of p. Then the normalized
coordinate of joint ji relative to p can be denoted as
ji (p) = (xi (p) , yi (p))T
=

xi − xc (p) yi − yc (p)
,
w (p)
h (p)

!T

.

(5.1)

Furthermore, the visibility of all the joints in p is denoted as V(p) = {vi (p)}Li=1 ∈
RL×1 , where




1,

|xi (p)| ≤ 0.5 and |yi (p)| ≤ 0.5



0,

otherwise.

vi (p) = 

(5.2)

If vi (p) = 1, it indicates that the joint i is visible in p, i.e., it is located inside
the patch p. On the contrary, if vi (p) = 0, it indicates that the joint i is invisible in
p, i.e., it is located outside of p.

5.3

Model Inputs

As described earlier, to combine the local part appearance and the holistic view of
each part, the proposed DS-CNN takes two inputs for training and testing – image
patches and the full body. To make it clearer, we call the former input the part
patches, denoted as pp , and the latter body patches, denoted as pb . So the dualsource input is pp,b = (pp , pb ). Randomly selected samples for these two kinds of
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Figure 5.2: Extended part and body patches containing (a) right ankle, (b) left ankle,
(c) right wrist, and (d) left wrist from the LSP training dataset. For each local part,
the part patches are shown in the left while the corresponding body patches are shown
in the right.
inputs are shown in Figure 5.2, where for each local part, the part patches are shown
in the left while the corresponding body patches are shown in the right. From these
samples, we can see that it is difficult to distinguish the left and right wrists, or some
wrists and legs, based only on the local appearance in the part patches.
As we will see later, we use object proposals detected from an image for training
and object proposals usually show different sizes and different aspect ratios. CNN
requires the input to be of a fixed dimension. In [27], all the object proposals are
non-uniformly scaled to a fixed-size square and it may need to vary the original aspect
ratios. This may complicate the CNN training by artificially introducing unrealistic
patterns into training samples. In particular, in our model we are only interested in
the body joint that is closest to the center of a part patch (This will be elaborated
in detail later). If the part patch is non-uniformly scaled, the joint of interest may
be different after the change of the aspect ratio. Thus, in our approach we keep
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the aspect ratio of image patches unchanged when unifying its size. Specifically,
we extend the short side of the image patch to include additional rows or columns
to make it a square. This extension is conducted in a way such that the center of
each image patch keeps unchanged. After the extension, we can perform uniform
scaling to make each patch a fixed-size square. This extension may not be preferred
in object detection [27] by including undesired background information. However,
in our problem this extension just includes more context information of the joint of
interest. This will not introduce much negative effect to the part detection. The
only minor effect is the a subtle reduction of the resolution of each patch (after the
uniform scaling).
Part Patches In the training stage, we construct part patches in two steps. 1)
Running an algorithm to construct a set of category-independent object proposals.
Any existing object proposal algorithms can be used here. In our experiments, we
use the algorithm developed in [1]. 2) Select a subset of the constructed proposals
as the part patches. We consider two factors for Step 2). First, we only select
object proposals with a size in certain range as part patches. If the size of an object
proposal is too large, it may cover multiple body parts and its appearance lacks
sufficient resolution (after the above-mentioned uniform scaling) for joint detection
and localization. On the contrary, if the size of an object proposal is too small, its
appearance may not provide sufficient features. To address this issue, we only select
the object proposals pp with an area in a specified range as part patches, i.e.,
µ1 d2 (J) ≤ w (pp ) · h (pp ) ≤ µ2 d2 (J)

(5.3)

where d (J) is the distance between two opposing joints on the human torso [18]. µ1
and µ2 are two coefficients (µ1 <µ2 ) that help define the lower bound and the upper
bound for selecting an object proposal as a part patch.
Second, from the training perspective, we desire all the body joints are covered
by sufficient number of part patches. In the ideal case, we expect the selected part
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Figure 5.3: The average number of part patches that cover each joint in (a) FLIC and
(b) LSP datasets. Three colors indicate the results by selecting different µ2 values of
1.0, 1.5 and 2.0 respectively.
patches cover all the joints in a balanced way – all the joints are covered by similar
number of part patches. We empirically examine this issue and results are shown
in Figure 5.3 – on both FLIC and LSP datasets, this simple part-patch selection
algorithm provides quite balanced coverage to all the joints. In this figure, the x-axis
indicates the label of different joints – only upper-body joints are shown in FLIC
dataset while all 14 body joints are shown in LSP dataset. The y-axis indicates the
average number of part patches that covers the specified joint in each image. Here
we count that a part patch covers a joint if this joint is visible to (i.e., located inside)
this patch and this joint is the closest joint to the center of this patch. At each joint,
we show three part-patch coverage numbers in three different colors. From left to
right, they correspond to three different µ2 values of 1.0, 1.5 and 2.0 respectively. In
this empirically study, we always set µ1 = 0.1.
In the testing stage, part patches are selected from multi-scale sliding windows
(this will be justified in Section 5.7).
Body Patches Similarly, in the training stage we construct body patches by
selecting a subset of object proposals from the same pool of object proposals detected
from the image. The only requirement is that the selected body patch should cover
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Figure 5.4: The structure of DS-CNN.
the whole body or all the joints, i.e.,
L
X

vi (pb ) = L.

(5.4)

i=1

In the testing stage, the body patch can be generated by using a human detector.
For the experiments in our approach, each testing image only contains one person
and we simply take the whole testing image as the body patch.
For DS-CNN, each training sample is made up of a part patch pp , a body patch
pb , and the binary mask that specifies the location of pp in pb , as shown in Figure 5.2,
where both pp and pb are extended and normalized to a fixed-size square image. For
part patch pp , we directly take the RGB values at all the pixels as the first source of
input to DS-CNN. For body patch pb , we take the binary mask as an additional alpha
channel and concatenate the RGB values of pb and the alpha values as the second
source of input to DS-CNN. Given that we extend and normalize all the patches to
a N × N square, the first source of input is of dimension 3N 2 and the second source
of input is of size 4N 2 . In the training stage, based on the constructed part patches
and body patches, we randomly select one from each as a training sample. For both
training and testing, if the selected part patch is not fully contained in the selected
body patch, we crop the part patch by removing the portion located outside the body
patch before constructing the training or testing sample.
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5.4

Multi-Task Learning

We combine two tasks in a single DS-CNN – joint detection, which determines whether
a part patch contains a body joint, and joint localization, which finds the exact
location of the joint in the part patch. Each task is associated with a loss function.
Joint detection For joint detection, we label a patch-pair pp,b to joint i∗ , where




arg

∗

i (pp ) = 

min k ji (pp ) k2

1≤i≤L



0

if

PL

k=1

vk (pp ) > 0
(5.5)

otherwise,

and this is taken as the ground truth for training.
Let the DS-CNN output for joint detection be (`0 (pp,b ) , `1 (pp,b ) ..., `L (pp,b ))T ,
where `0 indicates the likelihood of no body joint visible in pp and `i , i = 1, ..., L
represents the likelihood that joint i is visible in pp and is the closest joint to the
center of pp . We use a softmax classifier where the loss function is
Cd (pp,b ) = −

L
X

1 (i∗ (pp ) = i) log (`i (pp,b )) ,

(5.6)

i=0

where 1 (·) is the indicator function.
Joint localization Joint localization is formulated as a regression problem. In
DS-CNN training, the ground-truth joint location for a patch-pair pp,b is ji∗ (pp ) (pp ) =


T

xi∗ (pp ) (pp ) , yi∗ (pp ) (pp )

, where i∗ (pp ) is defined in Eq. (5.5). Let the DS-CNN

output on joint localization be {zi (pp,b )}Li=1 ∈ R2L×1 , where zi (pp,b ) = (xbi , ybi )T
denotes the predicted location of the i−th joint in pp . We use the mean squared
error as the loss function,

Cr (pp,b ) =





k zi∗ (pp ) (pp,b ) − ji∗ (pp ) (pp ) k2

if i∗ > 0




0

otherwise.

(5.7)

Combining the joint detection and joint localization, the loss function for DS-CNN
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is
C=

X

{λd Cd (pp,b ) + Cr (pp,b )} ,

(5.8)

pp,b

where the summation is over all the training samples (patch pairs) and λd > 0 is a
factor that balances the two loss functions.

5.5

DS-CNN Structure

The structure of the proposed DS-CNN is based on the CNN described in [26], which is
made up of five convolutional layers, three fully-connected layers, and a final 1000-way
softmax, in sequence. The convolutional layers 1, 2 and 5 are followed by max pooling.
In the proposed DS-CNN, we include two separate sequences of convolutional layers.
As shown in Figure 5.4, one sequence of five convolutional layers takes the part-patch
input as defined in Section 5.3 and extracts the features from local appearance. The
other sequence of five convolutional layers takes the body-patch input and extracts the
holistic features of each part. The output from these two sequences of convolutional
layers are then concatenated together, which are then fed to a sequence of three fully
connected layers. We replace the final 1000-way softmax by a (L + 1)-way softmax
and a regressor for joint detection and joint localization, respectively. In DS-CNN,
all the convolutional layers and one from three fully-connected layers are shared by
both the joint detection and the joint localization.
In Figure 5.4, the convolutional layer and the following pooling layer is labeled
Ci and the fully-connected layer are labeled as Fi where i is the index of layer. The
size of a convolutional layer is described as depth@width × height, where depth is the
number of convolutional filters, width and height denote the filter size.

66

5.6

2D Human Pose Estimation

Given a testing image, we construct a set of patch-pairs using multi-scale sliding
windows as discussed in Section 5.3. We then run the trained DS-CNN on each
patch-pair pp,b to obtain both joint detection and localization. In this section, we
propose an algorithm for estimating the final human pose on the testing image by
combining the joint detection and localization results from all the patch pairs.
At first, we construct a heatmap Hi for each joint i – the heatmap is of the
same size as the original image and Hi (x), the heatmap value at a pixel x, reflects
the likelihood that joint i is located at x. Specifically, for each patch-pair pp,b , we
uniformly allocate its joint-detection likelihood to all the pixels in pp , i.e.,

hi (x, pp,b ) =





`i (pp,b ) / (w (pp ) · h (pp )) ,



0

if x ∈ pp and `i (pp,b ) > `j (pp,b ) , ∀j 6= i

otherwise.
(5.9)

We then sum up the allocated joint-detection likelihood over all the patch-pairs in a
testing image as
Hi (x) =

X

hi (x, pp,b ) .

(5.10)

pp,b

Figure 5.4 shows an example of the heatmap for the left wrist. We can see that, by
incorporating the body patches, the constructed heatmap resolves the limb ambiguity.
However, while the heatmap provides a rough estimation of the joint location, it is
insufficient to accurately localize the body joints.
To find the accurate location of a joint, we take the DS-CNN joint-localization
outputs from a selected subset of patch-pairs, where the joint is visible with high
likelihood. We then take the weighted average of these selected outputs as the final
location of the joint. More specifically, we only select patch pairs pp,b that satisfy the
following conditions when finding the location of joint i in the testing image.
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1. The likelihood that no body joint is visible in pp is smaller than the likelihood
that joint i is visible in the part patch, i.e.
`0 (pp,b ) < `i (pp,b ) .

(5.11)

2. The likelihood that joint i is visible in pp should be among the k largest ones over
all L joints. In a special case, if we set k=1, this condition requires `i (pp,b ) >
`j (pp,b ) , ∀j 6= i.
3. The maximum heatmap value (for joint i) in pp is close to the maximum
heatmap value over the body patch (full testing image in our experiments).
Specifically, let
Hip = max Hi (x) ,

(5.12)

Hib = max Hi (x) .

(5.13)

Hip > λh Hib ,

(5.14)

x∈pp

and
x∈pb

We require

where λh is a scaling factor between 0 and 1. In our experiments, we set
λh = 0.9.
Let Pi be the set of the selected patch-pairs that satisfy these three conditions. We
estimate the location of joint i by
P

j0i

=

z0i (pp,b ) `i (pp,b )
,
P
pp,b ∈Pi `i (pp,b )

pp,b ∈Pi

(5.15)

where z0i (pp,b ) is the DS-CNN estimated joint-i location in the coordinates of the
body patch pb . As mentioned earlier, in our experiments, each testing image only
contains one person and we simply take the whole image as the body patch pb , so
z0i (pp,b ) can be derived from the DS-CNN joint localization output zi (pp ) by applying
the inverse transform of Eq. (5.1).
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5.7

Experiments

In this section, we evaluate the proposed method on Leeds Sports Pose (LSP) dataset
[72], the extended LSP dataset [111], and Frames Labeled in Cinema (FLIC) dataset
[76]. LSP and its extension contains 11,000 training and 1,000 testing images of sports
people gathered from Flickr with 14 full body joints annotated. These images are
challenging because of different appearances and strong articulation. The images in
LSP dataset have been scaled so that the most prominent person is about 150 pixels
high. FLIC dataset contains 3,987 training and 1,016 testing images from Hollywood
movies with 9 upper body joints annotated. The images in FLIC dataset contain
people with diverse poses and appearances and are biased towards front-facing poses.
Most LSP images only contain a single person. While each image in FLIC may
contain multiple people, similar to [18], a standard preprocessing of body detection
has been conducted to extract individual persons. As in previous works, we take the
subimages of these detected individual persons as training and testing samples. This
way, the training and testing data only contain a single person and as mentioned
earlier, in the testing stage, we simply take the whole image (for FLIC dataset, this
means a whole subimage for an individual person) as the body patch.
To compare different works, we evaluate the performance of human pose estimation using two popular metrics: Percentage of Corrected Parts (PCP) [112] and
Percentage of Detected Joints (PDJ) [76, 18]. PCP measures the rate of correct limb
detection – a limb is detected if the distances between detected limb joints and true
limb joints are no more than half of the limb length. Since PCP penalizes short limbs,
PDJ is introduced to measure the detection rate of joints, where a joint is considered
to be detected if the distance between detected joint and the true joint is less than
a fraction of the torso diameter d (J) as described in Section 5.3. For PDJ, we can
obtain different detection rate by varying the fraction and generate a PDJ curve in
terms of the normalized distance to true joint [18].
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The parameters that need to be set in the proposed method are
1. Lower bound coefficient µ1 and the upperbound coefficient µ2 in Eq. (5.3).
2. Balance factor λd in the loss function in Eq. (5.8).
3. k and λh that are used for selecting patch-pairs for joint localization in Section
5.6.
In our experiments, we set µ1 = 0.1, µ2 = 1.0, λd = 4, k = 3, and λh = 0.9. Note
that we use two pose candidates for our final human pose estimation. These two
candidates are from the DS-CNN models with N = 227 and 291 respectively.
In our approach, we use the open-source CNN library Caffe [113] for implementing
DS-CNN. We finetune a CNN network pretrained on ImageNet [26] for training the
proposed DS-CNN. Following [27], the learning rate is initialized to a tenth of the
initial ImageNet learning rate and is decreased by a factor of ten after every certain
number of iterations.
In the first experiment, we would compare two different methods according to the
type of part patch.
1. DS-CNN-on-Proposal: This method uses the object proposals produced by [1]
as the part patches.
2. DS-CNN-on-SlidingWindow: This method uses multi-scale sliding windows as
the part patches (with the sizes of (d (J)) and (2d (J)) and stride equal to 4,
where (d (J)) is the torso diameter).
Figure 5.5 shows the PDJ curves of both DS-CNN-on-Proposal and DS-CNN-onSlidingWindow on LSP dataset. It is clear that DS-CNN-on-SlidingWindow performs
better and we will use DS-CNN-on-SlidingWindow to compare with our competitors
in the following experiments. We will analyze why DS-CNN-on-SlidingWindow performs better later.
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Figure 5.5: DS-CNN-on-Proposal VS DS-CNN-on-SlidingWindow: PDJ comparison
on LSP.
Table 5.1: PCP comparison on LSP. * The works use observer-centric joint annotation.

Method
DS-CNN
Wang et al. [15]
Pishchulin et al. [114]
Tompson et al. [88]
DeepPose [18]*
Dantone et al. [74]*
Pishchulin et al. [69]*

Arm
Upper Lower
0.63
0.50
0.43
0.46
0.63
0.56
0.45
0.46

0.32
0.35
0.51
0.38
0.25
0.35

Leg
Upper Lower
0.85
0.82
0.56
0.64
0.70
0.77
0.68
0.64

0.56
0.58
0.61
0.71
0.61
0.58

Torso

Head

Avg.

0.94

0.82

0.74

0.88
0.89
0.90
0.82
0.89

0.79
0.85
0.84
0.79
0.85

0.54
0.58
0.67
0.61
0.60
0.58

The PCP of the proposed method, DeepPose and five other comparison methods
for four limbs (upper/lower arms and upper/lower legs), torso, and head is shown in
Table 5.1. Our method outperforms all the comparison methods including DeepPose
except for ‘lower arm’ and ‘head’.
Figure 5.6 shows the PDJ curves of the proposed method and seven comparison
methods at the elbows and wrists on the FLIC dataset [18, 76, 87, 78, 73, 88, 79]. We
can see that the proposed method outperforms all the comparison methods except
for Tompson et al. Tompson et al’s PDJ performance is higher than the proposed
method, when normalized distance to true joint, or for brevity, normalized distance, is
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Figure 5.6: PDJ comparison on FLIC.

Figure 5.7: PDJ comparison on LSP.
less than a threshold t, but a little lower than the proposed method when normalized
distance is larger than t. As shown in Figure 5.6, the value of t is 0.15 and 0.18 for
elbows and wrists respectively.
As a further note, Tompson et al. [88] combines an MRF-based graphical model
into CNN-based part detection and shows that the inclusion of the graphical model
can substantially improve the PDJ performance. In this chapter, we focus on developing a new CNN-based method to detect local parts without using any high-level
graphical models. We believe the PDJ performance of the proposed method can be
further improved if we combine it to a graphical model as in Tompson et al.
Performance comparison on LSP dataset using PDJ metric is shown in Figure
5.7. Similar to PDJ comparison on FLIC, the PDJ of the proposed method is better
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Table 5.2: (a) Average precision (%) of joint detection on LSP testing datasets when
CNN takes different types of input. (b) Average precision (%) of joint detection on
LSP testing datasets when CNN takes the object proposals produced by [1] as the
part proposals.
(a)
LSP

ankle

knee

hip

wrist

elbow

shoulder

neck

head

mAP

pp
pb
pp,b

35.7
39.7
44.6

25.5
39.6
41.9

27.3
37.5
41.8

20.7
21.3
30.4

17.1
29.3
34.2

35.0
40.7
48.7

47.9
44.4
58.9

70.3
70.4
79.6

31.5
37.9
44.4

(b)
LSP

ankle

knee

hip

wrist

elbow

shoulder

neck

head

mAP

pp,b

52.7

43.5

47.2

32.2

40.3

56.9

69.2

80.8

52.8

than all the comparison methods except for Tompson et al. When compared with
Tompson et al, the proposed method performs better when normalized distance is
large and performs worse when normalized distance is small.
We also conduct an experiment to verify the effectiveness of using dual sources of
inputs: pp and pb . In this experiment, we compute the average precision (AP) of the
joint detection when taking either 1) only part patches pp , 2) only body patches pb ,
or 3) the proposed patch pairs pp,b as the input to CNN. The results are shown in
Table 5.2. On LSP testing datasets, the use of the dual-source patch-pairs achieves
better AP at all joints, and the best mAP, the average AP over all the joints. Note
that the body patch pb in our approach actually includes part patch information, in
the form of a binary mask as discussed in Section 5.3. That’s why the use of only
pb can lead significantly better AP than the use of only pp . However, the binary
mask is usually of very low resolution because we normalize the body patch to a
fixed dimension. As a result, we still need to combine pp and pb and construct a
dual-source CNN for pose estimation.
In order to find out the reason why DS-CNN-on-SlidingWindow performs better than DS-CNN-on-Proposal, we also compute the average precision (AP) of the
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Figure 5.8: An example of the heatmaps for the left ankle produced by (b) DS-CNNon-SlidingWindow and (c) DS-CNN-on-Proposal, (a) is the original image.
joint detection of DS-CNN-on-Proposal.

As shown in Table 5.2(b), the AP re-

sults of DS-CNN-on-Proposal are better at all joints than the results of DS-CNNon-SlidingWindow. Obviously, joint detection is not the burden for DS-CNN-onProposal. We observe that object proposals detected on an image may be unevenly
distributed. As a result, an image region covered by dense low-likelihood object proposals may undesirably show higher values in the resulting heatmap than a region
covered by sparser high-likelihood object proposals, which leads to the performance
degeneration of DS-CNN-on-Proposal. Figure 5.8 shows an example, from which we
can see that DS-CNN-on-SlidingWindow produces an accurate heatmap, while DSCNN-on-Proposal produces a very rough one, which puts too much stress on the
quality of joint regression.
Following [27, 115], we visualize the patterns extracted by DS-CNN. We compute
the activations in each hidden node in layer F7 on a set of patch-pairs and Figure 5.9
shows several patch pairs with the largest activations in the first node of F7 . We can
see that this node fires for two pose patterns – the bent right elbow and the right hip.
For each pattern, the corresponding full-body pose also show high similarity because
of the inclusion of both part and body patches in DS-CNN.
Finally, sample human pose estimation results on FLIC and LSP testing datasets
are shown in Figure 5.10. In general, upper-body poses in FLIC are usually frontfacing, while the full-body pose in LSP contains many complex poses. As a result,
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Figure 5.9: Visualization of the features extracted by layer F7 in DS-CNN.
human pose estimation in LSP is less accurate than that in FLIC. By including
holistic views of part patches, the proposed method can estimate the human pose
even if some joints are occluded, as shown in Figure 5.10.

5.8

Conclusion

In this research, we developed a new human pose estimation method based on a dualsource convolutional neutral network (DS-CNN), which takes two kinds of patches
– part patches and body patches – as inputs to combine both local and contextual
information for more reliable pose estimation. In addition, the output of DS-CNN
is designed for both joint detection and joint localization, which are combined for
estimating the human pose. By testing on the FLIC and LSP datasets, we found
that the proposed method can produce superior performance against several existing
methods. When compared with Tompson et al [88], the proposed method performs
better when normalized distance is large and performs worse when normalized distance is small. The proposed method is implemented using the open-source CNN
library Caffe and therefore has good expandability.
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Figure 5.10: Human pose estimation on sample images from FLIC and LSP testing
datasets.
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Chapter 6
Recognizing Human Attributes and Discovering
Spatial Correspondence using Convolutional
Neural Networks
6.1

Motivation

Convolutional Neural Networks (CNNs) have demonstrated state-of-art performance
in many computer vision tasks. Inspired by the deep learning architecture proposed
by Krizhevsky et al [26], many recent works have shown that CNNs can also work
well in many other challenging visual tasks, such as scene recognition [116], attribute
detection [99], object localization [103], and human pose estimation [18, 88]. In this
work, we first apply our proposed DS-CNN based human pose estimation approach
(described in Chapter 5) to recognize human attributes. Due to the clear correspondence between human attributes and human parts, our approach can effectively pick
the image patches where the attribute is associated with. The experimental results
show that our method outperforms the state of the art due to the accurate human
part localization. Then, we are curious on an interesting question. Can a CNN find
the correspondence by itself? If the answer is positive, we can say that CNNs can
discover new knowledge since CNNs learn the correspondence between abstract concepts (attributes) and spatial regions, which is not included in the ground truth. We
are not the only one who is interested in knowledge discovery using CNNs. Some
recent works aim to discover new knowledge by visualizing CNNs trained on object
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Figure 6.1: Example saliency maps for images from Berkeley Attributes of People
Dataset. The CNN is trained for the attribute ‘has long pants’. These examples show
that the CNN model correctly fires on the lower legs. But can the CNN model fire
on the right location for all attributes?
recognition and showing which regions the CNNs fire on [105, 118, 104, 37, 102]. The
resulting visualization, or saliency maps, can be applied to weakly-supervised object
localization because the CNN tends to fire on the image regions that cover the target
object. However, those works usually ignore the analysis of the correctness of the visualization results. In this work, we utilize the clear correspondence between human
attributes and human parts to show whether the CNNs always fire on the correct
(valuable) image regions even when the test performance is poor.
In object detection and recognition, it is natural for a CNN to fire on the image
regions covering the target object. However, for some other visual tasks, such as bird
species recognition and scene recognition, it is not clear where the CNN should fire
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on. One reasonable assumption is that the CNN would fire on the regions that best
characterize the given image for bird or scene recognition. These most useful regions
can be considered as knowledge discovered by the CNN since such a correspondence
between abstract image-level label and image regions is not included in the ground
truth. In this work, we present the saliency maps of CNN models trained on bird
species recognition and see what kind of knowledge the CNN discovers.
Similar to the methods used in [105, 102], we utilize the occluded image to measure
the impact of image regions and produce saliency maps. But, unlike these works which
observe the changes of classification scores or activations of convolutional layers, our
method computes the distance between the features extracted by the occluded and
unoccluded images and then uses this distance to rank the impact of image regions. A
saliency map is then produced using this technique called spatial impact measurement
(SIM). SIM can be applied to analyze how a CNN makes a decision on a visual task
and discover knowledge which is not included in the ground truth.

6.2

Method

Correspondence between attributes and parts
Intuitively, human attributes have strong correspondence with human body parts.
For example, hair length corresponds to the head, style of pants corresponds to the
legs. In this section, we would utilize such correspondence to improve human attribute
recognition.

Baseline method
The baseline we use is a classic CNN (AlexNet [26]) trained on the full bounding box
of the human body. We train and test our model on the Berkeley Human Attribute
Dataset [119], which consists of 4,013 images for training, and 4,022 images for testing.
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Figure 6.2: Our network is built based on AlexNet. It consists of five convolutional
layers, followed by two fully-connected layers both with 4096 neurons. Following that,
the CNN branches out one logistic regression layer for each attribute.
All the images are collected from PASCAL and H3D datasets. In this dataset, nine
attributes are annotated: ‘is male’, ‘has long hair’, ‘has glasses’, ‘has hat’, ‘has tshirt’, ‘has long sleeves’, ‘has shorts’, ‘has jeans’, and ‘has long pants’. Figure 6.2
shows the architecture of the CNN we use, which consists of five convolutional layers,
followed by two fully-connected layers both with 4096 neurons. Following that, the
CNN branches out one logistic regression layer for each attribute. In Figure 6.2,
the convolutional layer and the following pooling layer is labeled Ci and the fullyconnected layer are labeled as Fi where i is the index of layer. The detailed description
of AlexNet architecture can be found in Section 2.1. The whole CNN is trained jointly
using standard back-propagation [120].
In Table 6.1, we show the performance of our baseline method and compare it
against a state of the art proposed by Zhang et al [2]. We can see that PANDA [2]
outperforms our baseline method on six out of nine attributes and achieves higher
mAP. The better performance is due to the pose-aligned features.
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Table 6.1: Attribute recognition performance (average precision (AP)) on the Berkeley Attribute of People Dataset as compared to PANDA [2].
Attribute
Zhang et al [2]
ALexNet
Attribute
Zhang et al [2]
ALexNet

male
91.7
83.0
long sleeves
86.0
83.3

long hair
82.7
73.3
shorts
79.1
78.1

glasses
70.0
41.1
jeans
81.0
83.1

hat
74.2
75.8
long pants
96.4
96.0

tshirt
49.8
55.2
mAP
79.0
74.3

Utilizing correspondence
There is a strong correspondence between human attributes and human body parts.
If we utilize this correspondence as a prior knowledge, the problem of attribute recognition can become much simpler. In this section, we take the attribute ‘long hair’,
‘glasses’, and ‘hat’ as examples. Given each image from the dataset, we firstly construct a set of category-independent object proposal, {p1 , ..., pn }. Then, using the
human pose estimation approach described in Chapter 5, we compute the heatmaps
Hhead and Hneck for joints head and neck respectively, and add them together to build
a heatmap Hhn for human head, i.e. Hhn = Hhead + Hneck . Finally, we pick the object
proposal that covers head best as follows
i∗ = arg min A (pi ) s.t. Sum(Hhn , pi ) > λSum(Hhn ),
i

where A (pi ) denotes the area of pi , Sum(Hhn , pi ) denotes the sum of Hhn pixels inside
pi , Sum(Hhn ) is the total sum of all pixels in Hhn , and λ is a threshold which is set
to 0.7. Figure 6.3 shows examples of the picked proposals.
Then we use the head proposals cropped from training set to train a CNN to
recognize the attributes ‘long hair’, ‘glasses’, and ‘hat’, and use the ones from testing
set to test the model. Table 6.2 shows the recognition accuracy. As shown in the
table, the performance is improved on all three attributes. Specially, accuracy on
‘glasses’ increases from 41.1 to 75.0, which is better than Zhang et al [2]. From this
experiment, we can conclude:
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Figure 6.3: Using a human pose estimation approach to pick the best object proposal
for head. Here are some examples of the head proposals from training and testing
images of the Berkeley Human Attribute Dataset.
Table 6.2: Attribute recognition performance (average precision (AP)) using head
proposals on the Berkeley Attribute of People Dataset.
Attribute
Head proposals

long hair
79.7

glasses
75.0

hat
85.6

1. The correspondence between human attributes and human body parts exists.
2. This correspondence helps attribute recognition.
3. Our human pose estimation approach [117] locates head accurately.
However, we still have some questions. What is the reason for the improvement on
accuracy? Is it because the head proposals exclude useless content in the images and
increases the likelihood for the CNN to fire on the valuable region? Or head proposals
have higher resolution? More importantly, is the CNN able to find the correspondence
by itself? In order to answer these questions, we measure the impact of an image
region on CNN’s decision making and check the relation between recognition accuracy
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and the regions that the CNN fires on.

Impact computing
Given a CNN model M and a single image I, the feature representation of I generated
by M can be denoted as ΦM (I). In this section, we aim to rank the image regions
of I according to their impacts on ΦM (I). Since our method uses a set of image
patches, in the form of rectangular bounding boxes, we can represent the location of
an image region p as a 4-element vector p = (w (p) , h (p) , c (p))T , where w (p) and
h (p) are the width and height of p, c (p) = (xc (p) , yc (p))T is the center of p. Given
an image region p, we firstly occlude the pixels inside p by replacing the pixel levels
with the mean pixel m learned from the training dataset:




m,

Ip (x, y) = 

if



I (x, y)

x−xc (p)
w(p)

≤ 0.5 and

y−yc (p)
h(p)

≤ 0.5
,

(6.1)

otherwise.

where, Ip indicates the image in which region p is occluded and Ip (x, y) is the pixel
with 2D coordinate (x, y).
Then, we compute Euclidean distance dp between the feature representations of
unoccluded image I and occluded image Ip , i.e.,
dp =k ΦM (I) − ΦM (Ip ) k2 .

(6.2)

We call the distance dp as the image region impact. The computation of dp
is also shown in Figure 6.4. In this work, we use the features output by F8 as the
feature representation ΦM (I). Intuitively, the large distance dp represents that the
image region p has a large impact on CNN’s recognition decision on the image I.
Thus such regions can be considered very discriminative for the visual task that the
CNN is trained on and we call them as signature regions.
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Figure 6.4: Spatial Impact Measurement: the Euclidean distance between the F8
feature representations of unoccluded and occluded images.

Saliency map constructing
We can construct a saliency map SI for image I – the saliency map is of the same size
as the original image I and SI (x, y), the pixel level of a saliency map at a location
(x, y), reflects the impact of the pixel at a location (x, y) in image I . Specifically, for
each image region p, we uniformly allocate its image region impact to all the pixels
in it, i.e.,




dp

if (x, y) ∈ p



0

otherwise.

sI (x, y, p) = 

(6.3)

We then sum up the allocated pixel impacts over all the regions in an image as
SI (x, y) =

X

sI (x, y, p) /

p

X

n(p, x, y),

(6.4)

p

where, n(x, y) indicates if the image region p covers the location (x, y), i.e.

n (x, y, p) =





1

if (x, y) ∈ p




0

otherwise.
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(6.5)

6.3

Experiments

Experiments on Human Attribute Recognition
In this section, we aims to answer the questions in Section 6.2 by constructing saliency
maps on the Berkeley Human Attribute Dataset [119]. This dataset has been introduced in Section 6.2.
Firstly, we train a CNN as described in Section 6.2. Then given an image I, we
compute the impact of a set of single-scale sliding windows with a size of s and a
stride of t. In our experiment, s = r × min (wI , hI ), where wI and hI are the width
and height of image I respectively, r is a ratio which is set to 0.25, t = min(wI , hI )/f ,
where f is a factor which is set to 32 in this experiment. Based on the impacts of
the sliding windows, the saliency maps are constructed using the method described
in Section 6.2.
The recognition accuracy of the three attributes are also shown on the top of each
column in Figure 6.5. From saliency maps produced on all images, we observe that
the CNN correctly fires on human lower legs when it recognizes ‘long pants’, which
means the CNN finds the correspondence between the attribute and the object part.
As a result, the recognition accuracy is very high (AP=96.0). On the other hand, the
CNN fails to fire on human faces on many images when it recognizes ‘glasses’. And the
recognition accuracy is also low (AP=41.1). ‘Hat’ has higher accuracy than ’glasses’
and the CNN correctly fires on human faces. Figure 6.5 shows example saliency maps
on three human attributes, ‘glasses’, ‘hat’, and ‘long pants’.
Based on above analysis, we can answer the questions in Section 6.2 as follows
1. There is a direct relation between recognition accuracy and the image region
that the CNN fires on.
2. The CNN can find the correspondence between attributes and object parts for
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Figure 6.5: Example saliency maps on three human attributes. Each column corresponds to one attribute. The recognition accuracy for each attribute is shown on
the top of each column. These examples clearly show the correlation between the
attribute recognition accuracy and the localization accuracy of corresponding part.
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some attributes.
Note that, although the CNN fires on the wrong regions on attribute ‘glasses’, training
error is very small. We believe that this is caused by over-fitting and we expect the
accuracy can be improved by training the CNN on larger and richer image data.

Experiments on Bird Species Recognition
In this experiment, we study whether the CNNs can find the correspondence between
bird species and bird parts, i.e. the signature part for a specific bird species. This
problem is interesting because, unlike human attributes, there is no clear correspondence if we are not ornithologists. The dataset we use is the fine-grained benchmark
Caltech-UCSD birds dataset (CUB200-2011), which contains 11,788 images of 200
bird species. Following [121], we crop a central square patch and resize it to 256*256.
Firstly, a CNN is trained on this dataset. Then given an image I from CUB2002011 testing set, we compute the impacts of a set of single-scale sliding windows with
a size of 64 and a stride of 8, using the method in Section 6.2. Among all these sliding
windows, we pick the one with the largest region impact as the signature region.
Then another sliding window is picked randomly. To verify signature regions can
really impact CNN’s decision making, we compare the recognition accuracy of the
images when the signature region is occluded (signature-region-occluded image) and
the randomly localized region is occluded (random-region-occluded image). As shown
in Table 6.3, signature-region occlusion leads to about 31% top-1 and top-5 accuracy
drop, while random region occlusion only leads to about 5.5% top-1 accuracy drop
and 4.4% top-5 accuracy drop. Thus, it is verified that signature regions have much
more impact on CNN’s decision making than other regions. Moreover, we can also
1
) of
see that the bird species recognition is very closely related to a small part ( 16

the whole image.
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(a) The signature regions and an original image for images of Least Auklets. The recognition
accuracy (AP) for Least Auklets is 96.7.

(b) The signature regions and an original image for images of Rose Breasted Grosbeaks. The
recognition accuracy (AP) for Least Auklets is 86.7.

Figure 6.6: The bird signature regions.
Table 6.3: Bird species recognition accuracy on the signature-region-occluded images,
the random-region-occluded images, and the original images.

signature-region-occluded images
random-region-occluded images
original images

top-1
26.4
52.0
57.5

top-5
50.4
76.9
81.3

In Figure 6.6, we show the signature regions for two bird species with high recognition accuracy, 96.7 and 86.7 respectively. We can see that these signature regions
contain similar semantic bird part – the heads for Least Auklets and breasts for Rose
Breasted Grosbeaks, respectively. In other words, these regions are roughly part
aligned.
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Figure 6.7: Signature region and saliency map for a Crested Aukle image. (a) The signature region and its location in the original image. (b) The saliency map constructed
with all 64x64 sliding windows.
Figure 6.7(a) illustrates the signature region and its location in a Crested Aukle
image, (b) illustrates the saliency map of this image, which indicates that the CNN
fires on the region that covers the bird body.
Finally, in Figure 6.8, we present some saliency maps and their original images
from some other bird species with high recognition accuracy. We can see that the
CNN fires on the discriminative part of these species.
From all above experimental results, we can conclude that although the CNN is
trained on image-level labels, it can still find the correspondence between bird species
and the bird body parts. If the accuracy is high, we can trust this correspondence
and consider it as knowledge discovered by CNNs.

6.4

Conclusion

In this chapter, we first prove that the correspondence between human attributes
and human body parts is important for attribute recognition. Then we aim to find
whether the CNN can find such a correspondence by itself. Our experiments shows
that the CNN can find it and fires on the valuable image regions when the recognition
accuracy is high. Then, we perform similar experiments on another visual task, bird
species recognition and show the spatial correspondence between bird species and
the bird body parts. Note that this correspondence is not trivial because the prior
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Figure 6.8: Example saliency maps for images of bird species with high recognition
accuracy. (a) Painted Bunting, (b) Gadwall, (c) Green Violetear, (d) Green Jay, (e)
Pied Kingfisher, (f) Horned Lark. Only based on image-level labels, the CNN can
discover the discriminative regions for recognition.
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knowledge is not available in the dataset.
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Chapter 7
Conclusion
In this research, two novel human pose estimation approaches are proposed: a 3D
human pose estimation approach based on pose locality constrained representation
(PLCR) and a 2D human pose estimation approach based on dual-source deep convolutional neural networks (DS-CNN). What the both approaches have in common
is that they do not use any physiological models explicitly. In other words, these two
approaches implicitly learn the relations between body parts from a huge set of pose
data, instead of explicitly enforcing the physiological constraints.
One main contribution of the PLCR-based approach is to utilize the structure
among basis poses. Although the basis poses are commonly used in many 3D reconstruction algorithms, the structure among the basis poses is always ignored. Furthermore, mean skeleton size computed from training set is used to learn the pose
subspaces. By doing this, the pose information can be disentangled from different
skeleton sizes. Then, when testing, locality constraint is supposed to provide the
robustness to skeleton difference. The effectiveness of this data-driven approach is
verified by the ‘leave-one-subject-out’ experiments.
The proposed DS-CNN takes a set of category-independent object proposals detected from the image as the input and then learns the appearance of each local
part by considering their holistic views in the full body. Using DS-CNN, the 2D
pose estimation approach simultaneously considers local appearance and whole-part
relations, while most previous works handle these two in separate steps and use a
graphical model. Besides, DS-CNN bridges global and local information by adding a
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binary mask, which differentiates our work from previous multi-scale methods.
Then the proposed DS-CNN based human pose estimation approach is used to
recognize human attributes and the resulting performance outperforms the state of
the art. In this method, the strong correspondence between human attributes and
human body parts are utilized. Then some experiments are performed to see if the
CNN can find such correspondence by itself. The experimental results show that
there is a direct correlation between the recognition accuracy and the correctness of
the correspondence that the CNN finds.

7.1

Future Work

During the course of this research, two interesting issues have arisen which merit
further consideration in future work.
First, we can build an unified model which can estimate 2D and 3D human pose
simultaneously. We can expect that 2D human pose estimation and 3D human pose
reconstruction would help each other during training this model. For example, estimated 2D pose is supposed to be a 2D projection of a reasonable 3D pose, and at the
same time, 3D pose reconstruction can perform better if more accurate estimated 2D
pose is given. This unified model requires human pose data with both 2D and 3D
annotations. Unfortunately, the currently available dataset is not sufficiently diverse
to avoid overfitting. For example, the HumanEva-I dataset [122] only contains seven
calibrated video sequences performed by four subjects. If given sufficiently diverse
dataset, we can incorporate 3D human pose reconstruction to our DS-CNN model by
simply adding a 3D localization regressor.
Second, in Chapter 6, we find the direct correlation between the recognition accuracy and the correctness of the attribute v.s. object-part correspondence that the
CNN finds. Inspired by this observation, we can conduct further research to guide
the CNN to fire on the correct image region if the recognition accuracy is bad on the
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validation dataset. By doing this, we can expect to improve the performance on some
visual tasks, such as human attribute recognition and fine-grained recognition.
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