We study linear-quadratic adaptive tracking problems for a special class of stochastic systems expressed in the state-space form. This is a longstanding problem in the control of aircraft flying through atmospheric turbulence. Using an ELS-based algorithm and introducing dither in the control law we show that the resulting control achieves optimal cost in the limit, while simultaneously the unknown parameters converge to their true values.
Introduction
There is an enormous literature on stochastic adaptive control starting with the pioneering work of Astrom and Wittenmark on self-tuning regulator [l] . Most of the research in this area, however, concentrated on ARMAX models [2].
Parallel to this was the somewhat unrelated development of the design of adaptive flight control systems, starting with the thesis of Illiff [3] . Most researchers in this area start with the dynamical model of aircraft in flight and, consequently, formulate their problem in the state-space form. Unfortunately, the literature on stochastic adaptive control for systems in state-space form is rather limited. Kumar [4] made a thorough analysis on the problem of controlling an unknown linearGaussian system with quadratic criterion, but he had to restrict himself to the case of complete observation of the system states. We study here the problem of controlling a linear system with incomplete and inaccurate observation of the system states so that a quadratic tracking criterion is minimized in the situation when the matrix multiplying the control term in the state equation is unknown. We do not assume that the observation noise is Gaussian, but do restrict ourselves to the situation with no state noise. This problem arises naturally in controlling the flight of an aircraft in atmospheric turbulence where the objective is to minimize the normal acceleration or gust response in the angle of attack [5] . This is done in order to improve passanger and piilot comfort. It corresponds to our problem when the so-called control derivatives of the aircraft are unknown.
Problem Formulation
Consider the following discrete-time dynamical system
where x k and y k , for fixed k, are !Rn-and %"' -valued state and observation vectors, respectively; ?& is an %?-valued control vector, { W k } is a noise sequence to be specified below, the matrices A and C are known, but the matrix B is unknown. Our objective is to minimize the tracking criterion Direct calculations show (see [8] for details) that
We follow the self-tuning approach which is based on the certainty equivalence principle. In the specific problem considered here, Kalman filter method yields readily a recursive estimator for B
[SI. The estimator also has been proved in [S]
to converge to the true value in the mean-square sense. When we close the control loop the analysis becomes more complicated. Asymptotic optimality of the resulting control law has not been established yet. One difficulty is that the estimator loses the interpretation of being the conditional espectation when the system operates in closed loop. We propose in the next section an ELS-based method to estimate B .
Let U be the class of admissible controls which will be specified below. The point to note at this moment is that, whatever class U we choose for admissible controls, The rest of this section is devoted to determining the optimal control law when B is known. For this, we make the following assumptions: Since ( A , C ) is observable, we must have x = 0, 0 establishing that C is of full row rank.
We are now in a position to propose a recursive algorithm for estimating B. We first propose the following scheme to estimate 8 recursively: 
A@-2) =
Proof We omit the proof. See [9] for details. 0
Consistent Estimator for B
The previous theorem shows that the estimation error of Be depends upon the behavior of P;'. In general, we do not know whether Bk converges to the true B or not. To ensure strong consistency of the estimator of unknown parameters and achieve optimality of the control law at the same time is a very difficult problem. Direct certainty-equivalence based adaptive contol law can not achieve this goal in the linear-quadratic problem [lo] . In stochastic adaptive control literature the idea of diminishing dither to the control law has been introduced for this purpose [ l l ] , [12] which will be used here.
Let { vk} be a sequence of SJZP-valued random vec. tors which is independent of { W k } , with E v k = 0, EVkVi = I and 11 V k 1 1 5 constant a.s. Define
Without loss of generality, we may assume that We propose the following recursive estimator for B: 
Optimal Adaptive Control
Let us now go back to the adaptive control problem posed in section 2. It is clear from (10) that, if { Z k } was completely observed and ( B E } was known, the optimal control would be given by
We use the ELS-based estimator B k for B and define the certainty-equivalence control U ' by
We We can now show (see [9] ) that there exists an t o such that This implies that
By (41) and the boundedness of B k d k it is clear that { X k } is also bounded and so is {U",, so that k I 1 Ui" It2= W).
i = l
This and Theorem 4.1 implies (40).
To prove optimality, notice that
By the boundedness of {U;}, the stability of A and the fact that B -B k --i 0 we find that
This, along with the boundedness of { k k } , implies that { Z k } is also bounded. Therefore, {U;} E U. Combining this with (10) establishes (39). 
Conclusion
We solved a class of stochastic adaptive control problems in the state space form which arise in controlling aircraft flying in gusty conditions. The important, although difficult, extensions which should be further looked into involve the state noise case and/or when the parameters A and C also contain unknown elements. The approach presented in this paper does not directly go over to this most general situation, but may possibly be used there in coimbination with some other techniques.
