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Executive Summary 
 
In order for Singapore Management University to provide essential support to its 
researchers and remain competitive with peer institutions, the Li Ka Shing Library at 
SMU should initiate a distinct research data services function that provides, at minimum, 
identification and dissemination of data resources, instruction in finding and using data, 
and some technical assistance with the use of specialized software.   
 
In anticipation of emerging trends in data management, these base-level data services will 
enable SMU to be positioned for strategic growth—the progress of which is carefully 
aligned with limits to funding, staffing, and other resource allocations—in order to meet 
the inevitable increase in demand from SMU researchers and their funding partners for 
higher-level data management and data curation functions. 
 
Implementation of this strategic growth presents an opportunity for SMU to emerge as a 
national exemplar for data management.  Collaborative efforts with other institutions, 
with established or emerging data management functions, will allow SMU to achieve 
international prominence in the research data community. 
 
These recommendations are informed by a review of the current research landscape at 
SMU, including a preliminary investigation of researcher behavior and unmet needs with 
respect to data acquisition, data creation and long-term data management.  Techniques 
are suggested for further investigation and assessment of data use by SMU researchers.  
 
To provide a broader context, the diverse activities that comprise research data services 
are described in a five-tier continuum.  A brief overview of national data initiatives in 
Australia, the UK, Canada, and the US is also presented.  For further clarification and 
comparison, this report also considers existing research data services at select peer 
institutions.  
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Purpose of this report 
 
This report is the culmination of a one-semester (spring 2010) sabbatical during which, 
by arrangement with the director of the Li Ka Shing Library, I spent two months at SMU 
to undertake the initial steps required for eventual instatement of research data services at 
SMU—if it were determined that such services were needed.  These steps include 
examining current practices at SMU in the collection and dissemination of research data; 
benchmarking these practices against activities at peer institutions; and conducting a 
preliminary assessment of research data needs among SMU scholars.   
 
Based on the findings from these inquiries, this report suggests some immediate measures 
for the University to initiate in order to remain competitive in providing research support 
to SMU scholars. This report also delineates some possibilities for strategic positioning 
and future growth of the Li Ka Shing Library in support of the research mission and 
vision of SMU.   
 
Because the nascent field of research data services continues to evolve and change, this 
report also makes extensive reference to national and institutional studies, policies, and 
practices; and highlights some recent research in researcher behavior and data 
management practices.   
 
Finally, suggestions are offered for additional investigations and assessment at SMU; and 
some possibilities are raised for collaborative projects with other institutions. 
Background:  research data services defined 
 
While the term “research data” is often construed as only numeric data sets, it can also 
comprise survey data, collections of images, analyses of texts, and more.  In a recent 
report, the Canadian Association of Research Libraries offered this definition:  
 
Research data are defined here as the factual records (e.g. microarray, numerical 
and textual records, images and sounds, etc.) used as primary sources for research, 
and that are commonly accepted in the research community as necessary to 
validate research findings. (CARL Data Management Sub-Committee, 2009, p. 4) 
 
As an emerging—and still evolving—field within academia, there is no single definition 
for research data services, which can encompass any number of activities.  Some of these 
may seem to arise naturally from traditional library services, while others reach beyond 
the purview of traditional librarianship.  For ease of discussion, it may be useful to think 
of research data services as a tiered continuum of services and functions. 
 
At the most fundamental level (Tier 1), data services emerge as part of the basic functions 
of an academic reference librarian.  This includes identifying existing data resources in 
support of researchers’ needs, and being able to learn enough about the contents of these 
resources, at least at the descriptive level, to recommend their use in response to 
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researchers’ requests for information.  At this level, data services functions may be so 
conjoined with traditional reference activities as to not even carry the distinction of a 
separate service. 
 
Tier 2 data services are associated with a defined “data” function, and begin to reflect a 
higher degree of expertise.  At this level, a data librarian will exhibit a sufficient degree 
of competence to offer instruction and training in finding and using data, and will have a 
deeper understanding of the role of data in the research cycle, in conjunction with or 
separate from other scholarly resources.  This understanding will also be reflected by 
marketing data resources to targeted user groups. 
 
Advancing beyond “pointing and explaining,” librarians who offer Tier 3 data services 
maintain a level of knowledge and awareness sufficient to confidently recommend for 
acquisition the specialized data sets needed to support fields of research, inquiry and 
teaching at the institution.  Additionally, participation in the acquisitions process may 
include offering appropriate subject descriptors or other metadata needed for creating 
catalog records for data sets, either within the general library catalog or in a specialized 
database of data sets.  At this level, data professionals may extend their reach beyond the 
library in order to facilitate cooperative efforts with, for example, academic departments 
who may be acquiring and providing access to discipline-specific data sets or specialized 
statistical software. 
 
At Tier 4, users may encounter the consultative services needed to make effective use of 
data sets.  These services include assistance with data clean-up or data normalization (in 
preparation for use with statistical software); interpretation of output from statistical 
manipulation of data; and help with creation of surveys, spreadsheets, databases or other 
instruments for collection, storage and manipulation of data sets. 
 
Curatorial functions define Tier 5 services.  At this level, data professionals may develop 
and disseminate guidelines for data management, either to assist individual researchers 
who need to organize large amounts of acquired or created data; or to enable consistent 
institution-wide or discipline-specific data management policies for researchers; or to 
address researchers’ compliance with requirements from grant funders or publishers that 
data be made available for replication or other verification purposes; or to promote short- 
or long-term storage of newly created research data—including reformatting and other 
preventative measures against obsolescence—to support the discovery, access and re-use 
of such data by other researchers.  The results of this data curation function may be 
manifested by creation of an institution-specific repository of research data, or by 
participation in a shared repository that reflects cooperative efforts among multiple 
institutions or within a discipline-specific data archive. 
 
Naturally, the demarcation of activities and functions among these tiers can easily 
become blurred, and the range of depth of data services that are available at a particular 
institution will need to fit the skill sets of the staff that perform these services.  Because 
the specialized skills, knowledge, and training needed to perform Tier 4 and Tier 5 
services can be extensive, it is often true that these services are offered separately from 
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Tier 1 through 3 services—and often by professionals who have educational backgrounds 
or relevant experience in fields other than librarianship.   
 
Although the above discussion is focused on data services as a function of librarianship, 
at many academic institutions it is not uncommon to find that these functions, especially 
at the higher tiers, also have become established in areas outside the library.  For 
example, an information technology department may provide assistance with the use of 
statistical software such as SPSS, MATLAB, or Stata—a service that can evolve 
naturally from the acquisition and installation of such software.  At other institutions, 
data services may emerge within academic departments that support heavy users of 
research data.  For example, a department of economics, political science, or sociology 
may acquire and maintain a significant storehouse of demographic and other social 
science data in support of the ongoing work of researchers.  Or, a school of business may 
hire a staff member dedicated to assisting researchers with extraction and manipulation of 
financial data from high-end subscription-based providers such as Thomson Reuters 
Datastream or Wharton Research Data Services (WRDS).   
 
It is also not uncommon to find data services offered alongside services related to 
geographic information systems (GIS), either in the library or in the geography 
department or related area of academic specialization.  Many of the skills needed to 
acquire GIS-related data and maintain specialized GIS software are similar to the skills 
needed for acquisition and maintenance of other types of data, and use of other 
specialized data-related software. 
 
In the life sciences and physical sciences, where new data are being created at a 
staggering pace, the need for data management solutions is great.  Since SMU’s focus is 
on management and related social science disciplines—and not on sciences, technology, 
and engineering—some of the burning issues surrounding “big data” may seem to be 
beyond the scope of this current analysis.  However, as disciplinary distinctions become 
blurred (consider, for example, the research in science and technology emerging from 
SMU’s School of Information Systems), it becomes critical to maintain awareness of 
these issues.  Not only might SMU’s own research focus become increasingly technical, 
but if the University were to become involved in collaborative data management efforts 
arising from national initiatives in Singapore, or with institutions where science and 
technology is more prominent, then these efforts would need to accommodate the 
demands of science data management. 
 
The following section describes some examples of national-level policies, oversight, and 
support for data management.  Also, in order to illustrate the full range of activities and 
functions that comprise research data services, a small sample of institutional initiatives 
is described—with a particular focus on the role of academic libraries. 
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National data initiatives / data services at peer institutions 
Data services in the UK 
Among the prominent stakeholders in data management in the UK is the Digital Curation 
Center (DCC) (http://www.dcc.ac.uk/), which describes itself as the UK’s leading center 
of expertise in digital data curation.  Among the information that it monitors and 
disseminates is an overview of the policies from grant funders in the UK related to data 
curation requirements (http://www.dcc.ac.uk/resources/policy-and-legal/overview-
funders-data-policies).  The DCC was formed from a recommendation of the Joint 
Information Systems Committee (JISC) (http://www.jisc.ac.uk/aboutus.aspx), which 
oversees broader UK initiatives in digital technologies.  JISC is the funder or co-funder 
of several UK national centers, including the UK Data Archive (http://www.data-
archive.ac.uk/), the Economic and Social Data Service (http://www.esds.ac.uk/), and 
EDINA, the Edinburgh University Data Library (http://edina.ac.uk/).   
 
Other initiatives include a JISC-funded research report, “Dealing with Data” (Lyon, 
2007), an exploration of “roles, rights, responsibilities and relationships of institutions, 
data centres and other key stakeholders who work with data” (p. 5) that has emerged as 
an often-cited, foundational study, whose 35 recommendations have been the source for 
additional projects and initiatives.  Similarly, the Research Information Network (RIN) is 
a coalition of UK higher education and research councils and national libraries, whose 
aim is to “enhance and broaden understanding of how researchers in the UK create and 
use information resources and services of all kinds” (http://www.rin.ac.uk/about/who-we-
are).  Among its many publications related to data management, RIN’s publication on 
data stewardship, with it 40 guiding principles, has emerged as another seminal document 
(Research Information Network, 2008). 
 
In their article “Libraries and the Converging Worlds of Open Data”, MacDonald and 
Martinez Uribe (2008) offer a concise overview of the role that most of these and other 
governmental organizations, national archives and data centers, and inter-university 
consortia take on within the highly evolved data network in the UK.  Work has been 
exemplary in advancing data management initiatives in support of open access to 
research data.  However, despite the strong infrastructure for data management in the UK, 
MacDonald and Martinez Uribe still perceive an insufficient awareness among 
researchers and other stakeholders of the need to manage data in all phases of the 
research lifecycle.  They present a widely disparate continuum of practices in data 
curation and data sharing, as evidenced by this startling description of typical data 
management practices among researchers:  
 
At the foot of the Data Sharing Continuum is the current typical scenario whereby 
many researchers are producing different types of data in a multitude of formats 
as part of their research.  These are stored on CD-ROMs, flash drives, or on their 
personal computers with no information about how the data were captured or 
what they might represent.  These data are not being curated; consequently they 
are at risk of being lost. (p. 40) 
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Variations of this description appear consistently in articles and reports that make the 
case for stronger initiatives against data mismanagement and data loss.  Citing the 
outcomes from reports and surveys that have resulted from meetings and discussions 
among high-level consortia and partnerships, MacDonald and Martinez Uribe note a 
common suggestion that institutions in higher education “need to take some 
responsibility with regard to implementing effective data management systems” (p. 37), 
and that “data curation is one role that libraries could take up in order to engage with e-
research activities” (p. 39). 
Data services in Australia 
In Australia, the government-funded Australian National Data Service (ANDS) is 
working to support the cooperative efforts of researchers and institutions in establishing 
the Australian Research Data Commons (http://ands.org.au/).  In describing these efforts, 
Margaret Henty notes the “challenge of data” as a component of the scholarly 
communications cycle, with more journal publishers requiring that data on which articles 
are based be made available along with the article, and funders of research becoming 
more interested in seeing researchers provide access to “all the outputs of research,” not 
just the published articles (Henty, Dreaming of Data: The Library's Role in Supporting E-
Research and Data Management, 2008, p. 4).  Henty then discusses the challenge for 
libraries that arises from meeting the challenge of research data: 
 
Libraries have a long history of preserving knowledge in various forms…There is 
one major difference though in becoming engaged with eResearch support and 
data stewardship. Libraries have most often functioned as places where objects 
are stored, once they have been created by someone else…Libraries are already 
used to offering services based on the objects which they acquire and organize.  
Many have become actively engaged in publishing and teaching as well as in 
storage and access.  Libraries now need to define their role in providing 
eResearch support…It will require the use of innovative tools, additional skills, 
changed organizational structures, a different set of partners and engagement in 
new collaborations. (Henty, Dreaming of Data: The Library's Role in Supporting 
E-Research and Data Management, 2008, p. 4) 
 
Henty also cites the results of an earlier investigation, in which researchers at three 
Australian universities were surveyed about their behavior concerning research data.  The 
results were enlightening: among almost 900 researchers who responded to the survey, 
82% admitted to having no formal research data management plan.  In a follow-up 
question that asked about training, half of the respondents said that they would like 
training on how to develop a data management plan; one third indicated interest in 
developing a “data exit plan” (in anticipation of leaving their institution or retiring); and 
one quarter asked for help with “data rescue” for materials that existed in older storage 
media (2008, p. 6).  
 
In response to these concerns from researchers, and in apparent recognition of the new 
role for libraries identified by Henty, new ANDS-supported initiatives are underway at 
academic libraries in Australia.  For example, in her conference presentation “Future-
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proofing: the academic library’s role in e-research support”, Thomas describes several 
components of the Building eResearch Support Capabilities and Capacity project that 
was developed by the Division of Technology, Information and Learning Support (TILS, 
which includes the library and information technology, among other services) at 
Queensland University of Technology (QUT)  (Thomas, 2010).  One outcome of the 
project specific to data management is the creation of Guidelines for the Management of 
Research Data at QUT), for researchers and support staff “to benefit from the availability 
of guidelines for good data management practice and planning” (p. 304).  
Complementing these guidelines is a data management checklist, and a data management 
policy is about to be released as well.  As Thomas indicates, “with the creation of the 
Guidelines, checklist, and policy, a supportive environment in which QUT researchers 
can develop effective data management habits has been fostered” (p. 305).   
 
Additional components of QUT’s Building eResearch Support Capabilities and Capacity 
project include training TILS staff and QUT researchers to build effective e-research 
support services (one training program is “Managing your Research Data”), and creating 
the TILS Research Support website 
(http://www.tils.qut.edu.au/initiatives/researchsupport/).  Longer term outcomes include 
adding metadata about QUT datasets to the ANDS-sponsored shared data catalog, 
growing a research data management support team within the QUT library and IT 
departments, and enhancing the institutional repository at QUT to incorporate datasets 
(Thomas, 2010, pp. 305-307). 
 
In a very similar model, Monash University has compiled a comprehensive set of 
guidelines for managing research data (http://www.researchdata.monash.edu/).  Although 
this exists separately from the library, the pointer from this site to services and tools 
includes contact information for librarians who have developed the skills needed to help 
researchers with their data management strategies.  One very interesting aspect of the 
data management pages at Monash is this forward-looking explanation as to why the 
University is devoting its resources to these strategies: 
 
At the design phase of a research project, researchers should undertake a process 
of decision-making and documentation of key research data management 
activities… While this is not yet common practice in Australia, it is likely in the 
near future that the Australian Research Council and the National Health and 
Medical Research Council will require greater evidence of data management 
planning. 
 
The Australian Code for Responsible Conduct of Research (2007) requires 
aspects of data management such as ownership, ethics, and retention and disposal 
to be well-documented by researchers… Other requirements—for example, 
secure storage and backup of digital data—are not currently well-documented and 
this can cause problems as personnel, technologies and research processes change 
over time. (http://www.researchdata.monash.edu/guidelines/planning.html)  
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It is also interesting to note that another feature of the comprehensive data management 
plan for researchers at Monash is the ability to deposit data sets into the University’s 
institutional repository, ARROW.  The benefits to researchers of sharing data through 
repositories and archives are presented in detail. 
(http://www.researchdata.monash.edu/guidelines/deposit.html). 
 
At Australian National University, Henty describes how new scholars are being guided 
toward good data management practices through the addition of a module to the library’s 
Graduate Information Literacy Program, “How to Write a Data Management Plan.”  [The 
Australian Partnership for Sustainable Repositories (APSR) offers an open access version 
of the data management plan manual (http://www.apsr.edu.au/index.html).]  Henty notes 
that this training has been well received among graduate students, whose comments 
sometimes reveal an admission that this module addresses a problem they didn’t even 
know they had (Henty, 2008, p. 8).  
Data services in Canada 
In Canada, a recent report by the Canadian Association of Research Libraries raises 
concerns that are similar to those identified in the UK and Australia—and offers similar 
conclusions (CARL Data Management Sub-Committee, 2009).  Citing an earlier analysis 
of gaps in data stewardship, the Sub-Committee’s report highlights findings such as 
“policies addressing the preservation of data are lacking”, “only a few active data 
repositories in Canada allow researchers to deposit their data” and “the vast majority of 
research data still resides on researchers’ hard drives.”  Moreover, “there are few data 
scientists or information professionals with knowledge of data cataloguing, metadata 
standards and processes, preservation management and assessment of the value of data to 
support researchers” (p. 11). 
 
Under the subheading What can be done on campus? the report concludes with a concise 
set of guidelines for multiple stakeholders.  For researchers, these include “develop data 
management plans before the beginning of a research project” and “make use of the data 
professionals on campus to assist in collecting and managing research data.”  Among the 
guidelines for administrators are “support the implementation of data repositories at the 
institution” and “provide support for researchers by hiring qualified data scientists or 
librarians.”  For research libraries, the complete guidelines are as follows: 
 
Develop and manage data repositories at the institution. 
Support training for librarians in the area of data stewardship. 
Provide support for researchers by hiring qualified data librarians and make these 
professionals available to the research community. 
Provide education for researchers about data management practices. (CARL Data 
Management Sub-Committee, 2009, p. 15) 
 
National-level initiatives in the more complex areas of data management and preservation 
have been slower to emerge and gain footing in Canada than in the UK or Australia.  As 
noted in the CARL Data Management Sub-Committee report, recommendations from a 
2005 report on access to research data in Canada, prepared by representatives from 
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stakeholder organizations who were assembled as the National Consultation on Access to 
Scientific Research Data (NCASRD), have yet to be acted on (2009, p. 7).  However, 
work at the institutional level in providing fundamental data services to researchers has 
been exemplary, especially in academic libraries. 
 
For example, the University of Toronto’s Data Library Service offers access to data 
resources, and considerable assistance with understanding how to make good use of these 
resources (http://www.chass.utoronto.ca/datalib/).  The prodigious collection of 
“commonly asked questions” (71 at last count) reflects the wide range of help available 
from this area of the library.  It is noteworthy, however, that this help does not extend to 
data analysis; for this function, users are directed to a fee-based Statistical Consulting 
Service located in the University’s Statistics department 
(http://www.utstat.toronto.edu/pagecontent/index.php?pageid=155). 
 
The Electronic Data Service (http://www.lib.uwaterloo.ca/uweds/uweds.html) of the 
University of Waterloo Library offers access to a large collection of data resources, as 
well as assistance with the manipulation of data and use of statistical packages.  Data 
Services at the University of British Columbia Library, and Data and GIS Services at the 
Library of the University of Saskatchewan both offer similar access to data resources 
(http://data.library.ubc.ca/, http://library.usask.ca/murray/data-and-gis/index.php).  
Data services in the US 
Although the US government has an extensive role in the collection and distribution of 
data, and its agencies have a longstanding reputation as early adopters of advanced 
internet technologies to support data dissemination, the US has not yet established a 
unified and well-funded national-level infrastructure to support initiatives for long-term 
data management in all phases of the research lifecycle.  However, a disparate collection 
of national agencies has begun to recognize the challenges of the data deluge, and nascent 
policies and guidelines for data curation have begun to emerge.   
 
Most significant among these is the very recent (May 2010) announcement from the 
National Science Foundation (NSF) that, in order to address the need to make data from 
publicly funded research freely available, all funding proposals to the NSF must, as of 
fall 2010, include a data management plan (National Science Foundation, 2010).  
Through its Sustainable Digital Data Preservation and Access Network (DataNet) project, 
the NSF has also been supporting partners in the creation of exemplars in national and 
global initiatives in data curation.  To date, the most prominent DataNet award is a $20 
million grant to the Johns Hopkins University Libraries for their Data Conservancy 
project.  Through this project, investigators at Hopkins will work with key stakeholders at 
other universities to “develop a framework to more fully understand data practices 
currently in use and arrive at a model for curation that allows ease of access both within 
and across disciplines” (Johns Hopkins University, 2009).  
 
In 2008, the National Research Council, one of the four national academies that serve in 
an advisory capacity to the US government, established the Board on Research Data and 
Information (BRDI) (http://sites.nationalacademies.org/pga/brdi/index.htm).  As noted in 
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its mission statement, the primary task of the BRDI is to address “emerging issues in the 
management, policy, and use of research data and information at the national and 
international levels.”  Reflecting its international scope, the BRDI serves as the US 
representative for the international interdisciplinary Committee on Data for Science and 
Technology (CODATA) (http://www.codata.org/).  To date, no initiatives have emerged 
from the BRDI that have had a strong impact on data management practices, but the 
Board is likely to gain more prominence as disparate data projects continue to converge.  
 
Thus far, the US focus on data management at the federal level (including the initiatives 
described above) seems to be heavily skewed towards science and technology; but the 
tenets for these disciplines are largely relevant to social sciences as well, and with 
increasing levels of interdisciplinarity in research, the distinctions among discipline-
specific data management guidelines are likely to become blurred. 
 
While multi-institutional initiatives such as the Data Conservancy project may eventually 
create broad momentum for new paths in data curation among US universities, it is useful 
to explore the range of data services that are currently in place.  A number of US 
universities have an established data services function within their libraries.  However, as 
noted in the introduction to this report, data services can emerge from a variety of other 
areas as well.  Like data services in Canadian academic libraries, the depth and breadth of 
services in US academic libraries varies considerably among institutions.  The small 
sample of these services presented below highlights some of the similarities and 
differences.  In order to maintain a focus on services that are most relevant to SMU and 
aligned with the scope of this report, the sample is primarily comprised of data service 
centers in academic libraries, with additional mention, when applicable, of research data 
services offered within the business schools or other departments at these institutions.  
 
The Electronic Data Center (EDC) at the Emory University Libraries 
(http://edc.library.emory.edu/) helps users locate and access numeric and geospatial data 
sets; assists with preparing those data sets for analysis; provides instruction on finding 
and using datasets; and offers dedicated workstations with statistical and mapping 
software.  The EDC does not help users with statistical analysis, or offer advice on 
research methodologies.  However, the EDC does point to online resources that offer help 
with using statistical software.  In addition to the data services offered from the library, 
the Goizueta School of Business has its own Office of Research Computing, 
(http://www.bus.emory.edu/research_computing/research_computing.html), whose 
director and four staff members offer support to faculty and their research assistants in 
data gathering and processing.  Resources and services include statistical software, 
financial and other business related data sets, data preparation and storage, and statistical 
analysis. 
 
At Duke University, the library’s data center is specifically named “Data and GIS 
Services” (http://library.duke.edu/data/), and the functions offered are very similar to 
those described by Emory’s EDC.  The Technical Support Center (IT services) at Duke’s 
Fuqua School of Business (http://it.fuqua.duke.edu/support/support_staff.html#resear) 
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also offers research computing support, which includes statistical programming and data 
management.  
 
A similar division of data duties can be found at two “Big Ten” universities in the 
Midwest.  At Michigan State University, the Library Data Services area offers access to 
data resources (http://www2.lib.msu.edu/about/data/index.jsp), with a clearly defined 
service plan that addresses the limits of data services within the library (data analysis is 
not available).  However, from Library Data Services, there are pointers to other data 
resources on campus, including the Center for Statistical Training and Consulting 
(http://www.cstat.msu.edu/), which offers workshops, one-on-one consulting, and even 
fee-based data analysis help for non-University clients.  At the University of Illinois, 
there is a similar breakdown of services: the Library’s Numeric and Spatial Data Services 
area (http://www.library.illinois.edu/datagis/) helps with identification of, and access to, 
appropriate data resources.  But this site points to the Applied Technologies for Learning 
in the Arts & Sciences (ATLAS) division of Statistical/GIS Support for consulting 
services (http://www.atlas.illinois.edu/services/stats/consulting/), which are fee-based for 
consultations beyond for the first four hours. 
 
In contrast to the models described above, the Social Science Data Archive at UCLA is 
not part of the library (http://dataarchives.ss.ucla.edu/).  Its mission statement describes a 
range of support throughout the research cycle that is one of the most comprehensive to 
be found at any US university, and is worthy of examination in its entirety: 
 
The mission of the Social Science Data Archive has been and continues to be to 
provide a foundation for social science research with faculty support throughout 
an entire research project involving original data collection or the reuse of 
publicly available studies.  Data Archive staff and researchers work as partners 
throughout all stages of the research process, beginning when a hypothesis or area 
of study is being developed, during grant and funding activities, while data 
collection and/or analysis is ongoing, and finally in long term preservation of 
research results. Our role is to provide a collaborative environment where the 
focus is on understanding the nature and scope of research being conducted and 
management of research output throughout the entire life cycle of the project. 
 
Instructional support, especially support that links research with instruction is also 
a mainstay of operations.  The Data Archive is one of the key support components 
in those disciplines that provide instruction in research methods, survey design 
and methods, statistics, and data analysis. Throughout the UCLA campus, data 
provided by the Archive is used by faculty in courses to transmit pedagogy, 
illustrate theory and develop understanding of social, political, demographic, 
economic, geographic and historical trends and issues.  
 
Another exemplar for comprehensive university-wide data services is Cornell University, 
(https://confluence.cornell.edu/display/datasupp/Home), where a reference librarian has 
amassed into one online location a guide to data services available at disparate campus 
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units.  Services range from high-performance computing to metadata creation and data 
analysis. 
 
One final noteworthy example of comprehensive data services is the collaborative 
Harvard-MIT Data Center (http://hmdc.harvard.edu/), which is a separate entity that 
covers services from finding data to archiving data to support with statistics.  For 
identifying data resources, the HMDC points to Harvard Library’s Numeric Data 
Services collection and to the MIT Library’s Social Science Data Services.  
 
It is important to note that while the above examples reflect a rich assortment of data 
services, there are still many US institutions that do not yet have formal data management 
functions.  However, if requirements for researchers with respect to data management 
continue to become more stringent, with more mandates for data management policies 
similar to those recently announced by the NSF, then it is reasonable to assume that 
colleges and universities will have to respond with direct efforts at institutional support 
for data management and related data services.  
Singapore and Hong Kong 
Obviously, the countries and institutions examined above do not comprise a 
comprehensive scan of worldwide data services and practices.  For purposes of this 
report, it is important to point out that there are not yet any national data initiatives in 
Singapore, and the type of research data services described above have not yet been 
established at the country’s other major research universities, National University of 
Singapore and Nanyang Technological University.  This is also true for nearby Hong 
Kong; however, based on my site visits and discussions with key personnel at some Hong 
Kong universities (described below), it is evident that they have been carefully observing 
national data directives in Australia and the UK, as well as the resultant development of 
institution-level initiatives.  As one administrator of a major Hong Kong university 
library indicated to me, it is no longer a question of if data services will emerge at his 
library, but merely when this would happen; he was quite confident that within two years 
they would be in full effect at his library. 
Researcher behavior and data needs at SMU 
Information gathering 
With significant assistance from the staff at SMU’s Li Ka Shing Library, I endeavored to 
discover how SMU researchers are creating, acquiring, using, and storing data.  This was 
accomplished largely through in-person interviews with SMU faculty members.  A total 
of 34 faculty interviews were conducted, which represents about 12 percent of the current 
SMU faculty.  Half of the interviews were with faculty from the Lee Kong Chian School 
of Business (LKCSB); the remaining interviews were with faculty from the School of 
Social Sciences (SOSS), School of Information Systems (SIS), and the School of 
Economics (SOE).  Included among the faculty members interviewed were the LKCSB 
Associate Dean of Faculty and Research, and the academic directors for SMU’s Institute 
of Service Excellence (ISES) and Centre for Marketing Excellence.   
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To supplement these faculty interviews, I also spoke with the managing director of ISES, 
the Senior Manager of the LKCSB Faculty and Research unit, and the Director of 
Research Centres Management.  Additionally, I spoke with staff members from the office 
of Integrated Information Technology Services (IITS; formerly the CAC: Center for 
Academic Computing).  Finally, I gathered significant information from the Li Ka Shing 
Library’s research librarians, Assistant Director for the Institutional Repository, and other 
professional library staff. 
 
To some information about data use among SMU postgraduates, I solicited—via email to 
all doctoral candidates and students in masters by research programs—responses to a 
brief online survey.  The response rate was quite high (56 completed surveys).  I was also 
able to arrange in-person interviews with three postgraduate students. 
 
For some perspective from beyond SMU, I spoke with attendees at meetings of the 
Singapore Library Association, and arranged site visits and interviews with key personnel 
from the libraries at Hong Kong University of Science and Technology (HKUST) and 
Hong Kong University (HKU).  I also gathered information from fellow attendees at the 
Hong Kong Library Association’s 2010 academic librarians’ conference, which took 
place in March 2010 at the Hong Kong Polytechnic University.  Additionally, I received 
moderate responses from a brief online survey distributed to relevant regional email lists, 
including those for the Pacific Rim Digital Library Alliance (PRDLA); the Asia-Pacific 
Business School Librarians' Group (APBSLG); and the Council of Australian University 
Librarians (CAUL).  Finally, I presented some preliminary observations from my 
engagement at SMU in order to solicit suggestions from attendees at the annual 
conference of the International Association for Social Science Information Service and 
Technology (IASSIST) (http://www.iassistdata.org/), which took place in June 2010 at 
Cornell University in Ithaca, New York (http://ciser.cornell.edu/IASSIST/). 
Findings: data acquisition 
While there is no distinctly identified data services function at SMU, it is certainly true 
that some Tier 1 and Tier 2 data services are already being offered through the Li Ka 
Shing Library, and because of the specific background and expertise of some the research 
librarians, certain elements of Tier 3 services are also available to researchers.  
Specifically, the Library identifies and acquires free and fee-based data sets that support 
researchers at SMU and, on occasion, works with offices and departments outside the 
Library to identify new data resources and coordinate shared funding agreements across 
departments to facilitate purchases.  A recent example of this is the Library’s oversight of 
the acquisition of the BoardEx database, which is funded by five units across campus. 
 
It is also true that many faculty researchers—and even some postgraduate students—are 
acquiring data sets on their own, without assistance or intervention from the library.  This 
includes finding freely available data sets on the Web; contacting professional colleagues, 
government agencies, or other compilers of data to negotiate free or fee-based access to 
proprietary data sets; or paying commercial vendors for individual subscriptions to data.  
In instances where payment is involved, funds come from the SMU Office of Research or 
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departmental research funds, or from outside funders of research grants.  If the cost is not 
prohibitive, data may be purchased with researchers’ personal funds. 
 
In instances where the data sought is very specific to an individual research project, it 
makes sense that the library would not become involved in the acquisition of such data, 
as the data would not be perceived to have widespread use.  However, it was troubling to 
hear from some researchers that they would never think of the library as a resource for 
acquiring data.  Because data acquisition frequently occurs as an individual transaction 
between the researcher and the data provider, there is a risk that inefficiencies may arise: 
without central oversight (from the Library, the Office of Research, or some other 
department), duplicative purchases may occur across disciplines or schools; or 
opportunities for cost-efficient multiple-user purchases may be overlooked. 
 
Many researchers also indicated that they create their own data as an integral part of their 
research process.  In these instances, funding or other forms of support may be needed to 
facilitate data collection through observation, computation, or experimentation; for 
expensive data-gathering instruments or high-powered processing equipment; or for data 
modeling, survey design and dissemination, and online data collection. 
Findings: data manipulation and analysis 
Once data has been acquired (or created) by researchers at SMU, they use their own 
resources for Tier 4-type data services: data clean-up and normalization; input into 
statistics packages or other data analysis tools; and interpretation, analysis, manipulation, 
and reanalysis of the outputs from these tools.  Many of the faculty members I spoke with 
indicated that they rely heavily on their research assistants (RAs) to help with the labor-
intensive aspects of these tasks, and they believe that this serves as a useful experience 
for graduate students—particularly those who intend to become researchers themselves.  
While there was a general sense that RA assistance was a plentiful and very much 
appreciated resource at SMU, several faculty members also indicated that their RAs were 
not sufficiently prepared to handle complex data manipulation, and that they (the faculty 
members) had to devote considerable time to training their RAs—who would then 
eventually move on, necessitating new training for new RAs.   
 
Faculty members who had come to SMU from institutions where a high level of 
permanent institutional support for data manipulation and analysis was available to 
faculty (such as, for example, the Office of Research Computing at Emory University’s 
Goizueta School of Business, or Michigan State University’s Center for Statistical 
Training and Consulting, both cited above) admitted that they were surprised or 
disappointed to discover that the same level of support was not available to them at SMU.  
Shifting these tasks onto the researchers (or their RAs) was perceived as an inefficient 
use of researchers’ time and resources.  Nonetheless, many faculty members indicated 
that they took on these tasks themselves, and expressed a strong wish for a centralized 
service unit at SMU that could relieve them of this burden. 
 
My conversations with faculty members took place shortly after some of the services 
offered by the former CAC—specifically one-on-one assistance with survey design and 
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use of data modeling and statistical software, including help with inputs and outputs—
had been diminished as a result of the consolidation of IT services under IITS.  Some 
faculty members who had made significant use of these services were aware of these 
changes and did not hesitate to note that this would add a significant burden to their 
research process.  Other former users of these services only became aware of these 
changes when the issue arose during our conversation, and they expressed not only 
surprise upon receiving this information, but a similar level of concern and regret that 
these services were no longer available.  In other instances, faculty members stated that 
they never knew that such services had existed, but had they been aware of these services 
they certainly would have made use of them.   
Findings: data storage and data sharing 
The majority of the faculty with whom I spoke had not given much thought to Tier 5-
level data management issues such as long term data storage; discoverability of data sets 
for possible sharing and reuse; and reformatting and other data curation functions to 
ensure future access to data.  For those who supported these Tier 5-type data services, 
they were not averse to the idea of having the library serve as the logical place to site data 
management and data storage functions, although several indicated that these services 
could also logically emerge as IITS functions or department-specific activities, perhaps 
with oversight from the Office of Research. 
 
When our conversations turned to matters of data management (often at my prompting, 
with questions such as “If another scholar in your discipline were interested in using the 
data that you created five years ago, and you were willing to share this data, could you 
find the data and pass it along in a usable format?”), researchers usually described a 
scenario similar to that cited above by MacDonald and Martinez Uribe, with data existing 
in a multitude of formats in disparate locations, with little information available about 
how the data were captured or what they might represent.  The ensuing discussions raised 
several issues that are relevant to this analysis—and revealed many divergent opinions 
about establishing data management and curation services at SMU.   
 
Many of the faculty members whom I spoke with agreed that data management 
assistance, throughout all steps in the research cycle, would be a useful service for the 
University to make available.  Some expressed a personal interest in getting help with 
data management, while others indicated that they could handle this function on their 
own, but could perceive the benefit to others. 
 
Faculty members were less unanimous in embracing the concept of a data curation 
function.  Some expressed wholehearted enthusiasm for all facets of this service, and 
supported immediate implementation.  Others, however, did not perceive an unmet need 
that would be addressed through data curation.  Many others noted that while it made 
sense, in theory, to have a mechanism in place for data storage, this would have no 
personal benefit to them.  And most faculty members were quick to raise the many 
concerns that would arise if their data were to be stored in an open-access data repository.  
These include questions of privacy associated with data related to human subjects 
research and other sensitive areas of inquiry; rights issues surrounding reuse of licensed 
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or other proprietary data; the need for control over access to data by other scholars; and 
whether the original data creator should have authority over how the data might be reused 
by others. 
 
While many researchers agreed that they might want to have ongoing access to their 
previously created data for their own reuse—or might need a viable data storage plan in 
order to comply with publishers’ requirements for possible access to data for 
replication—they nonetheless stated that their data was applicable only to their specific 
research project, and would not be of interest to other scholars in their discipline.  
Moreover, many indicated that there was no culture of data sharing within their 
disciplines, and that it would be rare, if not unthinkable, to envision a scenario under 
which one scholar’s research would be based on data generated or created by another 
scholar.  While it was made quite clear to me that data hoarding was the cultural norm in 
many disciplines, and there was little indication that new norms were about to emerge, a 
few faculty members asserted that even though most scholars in their discipline were not 
accustomed to sharing data, they (the SMU faculty) supported the movement toward 
open access, and were willing to participate in any initiative that sought to reverse a 
culture of data hoarding and other nonsharing behavior.   
 
Other faculty members raised a more practical justification for their unwillingness to 
share research data: as emerging scholars, they need to generate as much of their own 
scholarly output as possible, and until they become established scholars in their field, 
they cannot afford to let anyone else benefit from the results of their labors.  Moreover, 
many faculty members stated that if sharing of data and other research related 
information were to occur, it would arise through scholar-to-scholar communication, 
most likely resulting in an agreement to engage in collaborative research efforts, and not 
from one researcher having free and open access to the underlying data from another 
scholar’s work. 
 
It is possible that emerging scholars are (or will be) thinking more deliberately about 
long-term data storage and use.  Among the postgraduate students who completed a 
survey about data creation and data use and storage, 75 percent of them indicated that 
they had created their own data; and nearly 80 percent indicated that the data that they 
had created or acquired for their research at SMU would be a viable reusable resource—
either for their own further research, or for research by other scholars within their 
discipline. 
 
Note that there is a significant body of literature concerning open access to scholarly 
data, much of which focuses on sharing behavior among scholars, including examinations 
of discipline-specific differences in willingness to share.  See, for example, “Assessing 
the Future of Landscape of Scholarly Communication: An Exploration of Faculty Values 
and Needs in Seven Disciplines” (Harley, Acord, Earl-Novell, Lawrence, & King, 2010); 
“The Publication of Research Data: Researcher Attitudes and Behavior” (Griffiths, 
2009); “Data Withholding and the Next Generation of Scientists: Results of a National 
Survey” (Vogeli, et al., 2006); and “Empty Archives” (Nelson, 2009). 
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Perceptions of consolidated data services 
Obviously, the multiple tiers of data services described above represent distinct and 
separable functions, and the support for, or resistance to, each of these functions was 
quite varied.  Such divergence of opinions can be exemplified by one faculty researcher I 
spoke with who was accustomed to seeking out and gathering her own data, but was 
nonetheless eager to have more lower-tier services available.  She was sure that an 
experienced data acquisitions professional could help her negotiate for access to 
proprietary data, or even help her identify, for example, a specific person within a 
governmental agency who could help her gain access to existing (but not publicly 
available) data sets.  However, this same researcher said that she would not look to the 
library (or any other campus unit) for help with data clean-up or other normalization 
needed for statistical analysis; she had her RAs do this work, and felt that this was an 
important part of RA training.  This also allowed her to maintain close control over 
manipulation of her data.  Echoing the opinion of many other SMU researchers, she also 
noted that it was difficult to imagine how this level of data service could be provided at a 
central university location, by data professionals who do not necessarily possess 
discipline-specific experience. 
 
Another faculty member who shared this concern about centralized consultative data 
services nonetheless fully embraced the concept of having SMU offer data services and 
data curation initiatives at all levels.  He would be very glad to see SMU provide help 
with finding data, not only for his scholarly research but also data that could be useful for 
teaching.  He was so passionate about the role of data in teaching and learning that he 
made the collection and analysis of original survey data a fundamental component of his 
undergraduate research methods classes.  He suggested that even at this level, a data 
storage function at SMU would allow future years’ classes to review and benefit from the 
data-collection efforts of their predecessors.  Moreover, he was aware of the emerging 
pressure from publishers in his field of social science to deposit research-related data 
along with their resultant articles, and he was eager to see SMU establish a mechanism 
for doing this.   
 
When discussing higher-level data management and curation functions, many researchers 
were very resistant to the notion of depositing data into an institutional repository (or any 
other resource for open access).  However, they often agreed that providing a discovery 
layer (metadata or other descriptive information about their data) could be a very useful 
mechanism for advancing scholarly communication without compromising their need for 
maintaining data privacy or control over data access.  What I also heard very clearly is 
that any attempt to make data deposit within an institutional repository a mandatory 
exercise would be met with strong resistance, even if the published research connected 
with this data were required to be deposited.  As noted above, such a mandate would 
present many conflicts for those who need to maintain close oversight of their data.  Just 
as some faculty members perceive deposit of research papers into SMU’s institutional 
repository to be an unnecessary step in their research process (what matters to them is the 
appearance of their work in a peer-reviewed journal, not the storage of another copy of 
this work in an IR), they also fail to see the benefit of storing their research data in an 
institutional repository. 
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Several faculty members also pointed out that SMU’s fledgling status rendered irrelevant 
some of the comparisons with other long-established peers.  This is certainly true insofar 
as there may be more tenure-seeking scholars (and fewer established eminences) among 
the faculty, and therefore more who need, for now, to be data hoarders rather than data 
sharers.  SMU’s relative youth was also presented as the context within which to justify a 
lack of established data services functions; as scholars and administrators continue to 
figure out how best to function at SMU, there is more flexibility in the absence of any 
centralized data services.   
Recommendations 
Immediate action 
It is essential for SMU to establish a data services function as soon as possible.  Based on 
the above examination of researcher behavior at SMU, especially the identification of 
specific unmet needs, it seems that SMU is disadvantaged by a lack of elemental data 
services functions.  Following the model established at comparable research institutions, 
it also seems logical to place these services within the Li Ka Shing Library. At minimum, 
this should address Tier 1- and Tier 2-level services: finding and acquiring data resources 
for the Library’s collection, and recommending specific resources in response to 
researcher inquiries.  These activities should be supplemented with instruction on the use 
of data resources, which includes creating awareness and understanding of the role of 
data as an input and output of the research cycle. 
 
Ideally, Tier 3-level services will emerge seamlessly from, and simultaneously with, 
these foundational-level functions, so that data services within the Library will also 
include a meaningful integration of data resources within the library online catalog and 
other finding aids; a careful process of collection development and management of data 
resources; and collaborative efforts with academic departments and other relevant units, 
such as IITS or the Office of Research, to enable efficient campus-wide purchases of data 
resources, along with the specialized software and hardware needed to use these 
resources most effectively. 
Long­term goals  
While lower-level services are being implemented quickly, this should be done with a 
keen focus on the eventual augmentation of these services with the consultative functions 
that comprise Tier 4 data services.  It is essential that SMU establish consultative data 
functions; researchers have clearly stated a need for these services, and as more of them 
become aware of the diminishment of consultative assistance that had been available 
from the former CAC, this need should be expected to grow.  However, until the lower-
level data services are in place at the Library, it will not be evident whether it would be 
most efficient to offer consultative services within the Library or elsewhere, especially 
since the required skill level for Tier 4 services may not be present in the library 
personnel who are tasked to take on the lower-tier services.   
 
Research data services at SMU 
 
 
Page 21 of 30 
Clearly, many of these consultative functions are already taking place at SMU, but it was 
evident from conversations with faculty that they are not consistently available to all 
researchers who might need them.  For example, some faculty members may be able to 
perform their own data normalization in preparation for statistical manipulation—or have 
RAs who can competently assist with this—while others are not comfortable taking on 
this task without assistance.  Other researchers may need assistance making full use of 
statistical software.  Currently, this assistance may be available from a faculty colleague, 
or from an IITS staff member who may have the appropriate expertise, as well as time 
and willingness to offer an in-depth consultation, but it is just as likely that such 
assistance will not be available when needed.   
 
Some of the skills required for implementing data management functions are a natural 
supplement to the skills needed for lower-tier data services, while other Tier 5 curatorial 
functions require a different skill set—and probably more human capital and other 
resources.  Because there are currently only very limited unmet needs at SMU for these 
types of services, they do not require immediate implementation.  However, as noted 
above, some SMU researchers have already indicated that they would be eager to have 
assistance with data management.  The data literature offers a compelling description of 
the data deluge as a major component of modern research, and the advantage for 
advanced momentum lies with those institutions that have mechanisms in place for 
handling this deluge.  Moreover, it is evident that data storage and data curation 
requirements from publishers and grant funders will continue to become more prevalent, 
so it is inevitable that these services will, eventually, need to be in place for SMU 
researchers.   
 
SMU is well positioned to become a leader in this realm, whereas the followers who 
come along too late could realize diminished status and face a difficult scramble to regain 
a competitive advantage.  Therefore, as lower-tier services are being established in the 
near term, this should be done with a focus on how they can stand as a foundation for the 
eventual implementation of higher-tier services.  Rather than wait and react to a crisis, 
SMU could have in place a solution to a problem that is not yet fully formed.  By doing 
this, the University will maintain its reputation as a pioneer—and as it is implementing 
this solution, it will enjoy the benefits derived from taking risks, learning lessons, and 
striving for continuous improvement.   
Implementation 
Short­term implementation  
As noted above, the Library is already performing many Tier 1- and Tier 2-level data 
functions, but these emerge not as the result of deliberately planned actions, but on an ad 
hoc basis within the course of providing standard reference and acquisition services.  In 
order to generate awareness among users of existing data services, increase the demand 
for these services, and establish the needed groundwork for the implementation of higher-
level data services, it is important to offer a clearly defined data services function, into 
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which these existing data services can be folded, and from which additional data 
functions can emerge.   
 
Ideally, this would be accomplished by adding one new data specialist immediately (with 
an understanding that, in the long term, increased demand for these services may 
necessitate additional staff).  To enable this new data specialist to function effectively, 
there should also be a designated data services center within the Library (or a clearly 
defined section of a shared space), with a service point and dedicated workstations 
running specialized data-related software.  Referring again to some of the examples cited 
above, the result would be not unlike the Electronic Data Center at the Emory University 
Libraries (http://edc.library.emory.edu/), or the Data Services function at Michigan State 
University (http://www.lib.msu.edu/about/data/index.jsp). 
 
It may be possible to implement a data services function without adding new staff.  At 
minimum, the Library could formalize already-existing data services by partially 
reconfiguring one or more research librarian’s job duties to specifically include data 
services, and creating a Web presence that highlights these services.  [For an interesting 
case study in how a data services function was established at a small US university, 
without adding new professional staff but resulting in a complete new set of services 
within the library, see “Faculty-Library Collaboration in Dataset and Statistics 
Management” (Duke, Vogel, & Wilson, 2007).] 
 
However, this would be a less effective strategy that would achieve only limited results, 
as existing Library staff are already fully engaged and possibly overextended.  Under 
these circumstances, there would be very little likelihood that higher-level consultative 
and data management functions would emerge from the establishment of these 
foundational level services. 
Long­term planning 
As noted above, consultative functions, including data analysis and statistical consulting, 
may emerge organically from lower-tier library data services—if the persons providing 
these foundational services also have the appropriate experience and skills to handle these 
functions.  If not, it could make sense to site consultative services within the Office of 
Research, or to reestablish this function within IITS.  Even if these consultative functions 
become established in IITS or another unit outside of the library, it is still critical to have 
the library provide a discovery layer for these functions.  Once again, the data services 
function at Michigan State University libraries offers a clear example of how to 
accomplish this: data services that are not available from the library are clearly 
delineated, and accompanied by a list of other campus units that provide these services 
(http://www.lib.msu.edu/about/data/analyzedata.jsp).  This not only strengthens the 
library’s role as a comprehensive source of information related to data services, but it 
also creates more awareness of the data services that the library does offer. 
 
While optimum implementation plans for Tier 4 consultative functions remain uncertain, 
some Tier 5 data management functions can easily, and quickly, emerge after lower-level 
services are established within the Library.  Specifically, in response to researchers’ 
Research data services at SMU 
 
 
Page 23 of 30 
requests for help managing their data, it would be reasonable to expect that the person 
providing lower-level data services in the Library could also develop a set of data 
management guidelines and policies for SMU researchers.  These would be similar to the 
guidelines created for researchers at QUT or at UCLA’s Social Science Data Archive 
(http://www.tils.qut.edu.au/initiatives/researchsupport/datamanage/planning.jsp, 
http://dataarchives.ss.ucla.edu/Preservation/preservation.index.htm).  In fact, either of 
these sets of guidelines could serve as models from which SMU-specific data 
management guidelines could be derived. 
 
While the initial creation and posting of data management guidelines would represent a 
substantial but one-time commitment of a data professional’s skills and labor, offering 
ongoing individual assistance to researchers for implementation of, and adherence to, 
these guidelines involves a more sustained and labor-intensive service-level agreement.  
As with consultative data services, it could be more logical to source this function within 
the Office of Research or IITS or, ideally, have them reflect a collaborative effort among 
these units.  In whatever manner these functions become established, it is still critical to 
have the library serve as place for discovery of these functions, just as is recommended 
for consultative services. 
 
Individual data storage plans may be implemented successfully as a result of adherence to 
a well designed data management plan.  However, an institution-wide Tier 5 data 
curation initiative can only emerge from an institution-wide plan for long-term data 
stewardship.  Following the model of other peer institutions that use their institutional 
repository (IR) for data curation, it would be logical for SMU to also configure its IR to 
accommodate a system of data ingest, maintenance, preservation, discovery and retrieval.  
As is true at many other institutions, SMU has successfully established its IR within the 
Library (Martin & Pagell, 2008), so an IR-based data curation function should also be a 
Library initiative.   
 
An example of this is the institutional repository at HKUST, which has been taking in 
scholarly publications of HKUST researchers since 2003, and was recently configured to 
accept data sets as well.  Gabrielle Wong’s in-depth description of this process (2009) 
could serve as a remarkably useful model if the administrators for SMU’s repository 
intended to attempt a similar undertaking.  Of particular relevance for SMU is that 
Wong’s case study offers a framework for establishing policies to address the issues that 
researchers raise that cause them to be hesitant about using data repositories.  These 
include policies for establishing ownership of data; protection of datasets from 
unauthorized modification or destruction; procedures for handling multiple versions of 
data and related research output; and specification of policies for restricted use of, or 
restricted access to, datasets in the repository (pp. 13-14).  
 
Full implementation of multiple tiers of data services could span several years.  The 
result would be a seamless connection among lower-tier data services available within the 
SMU Library, with pointers to a library-based data repository, and other higher-level data 
services that may be offered by other campus units.  The comprehensive data services 
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function at Monash University offers a good example of this interconnected set of data 
services (http://www.researchdata.monash.edu/guidelines/deposit.html). 
Considerations for successful implementation 
As noted in the discussion above on faculty perceptions of consolidated data services, 
there is likely to be significant resistance to establishing data deposit in an IR as a 
mandatory function.  In fact, one faculty member that I spoke with noted that this would 
only worsen the perception among some of his colleagues that populating the IR with all 
available outcomes of their research is a considerable annoyance.  He warned that we 
“wouldn’t want the institutional repository to become the chaser-upper of unfinished 
research projects”.  He offered a very sound suggestion for gradual implementation, best 
achieved by piloting such an initiative with a core group of data creators favorably 
disposed to storing their data within an institutional repository.  By developing “data 
curation champions” to lead other researchers by their example, SMU could anticipate 
greater success in demonstrating that a data curation initiative would be helpful to 
researchers. 
 
Another potential pilot group could be PhD students and students pursuing a Masters by 
research.  As noted above, emerging researchers seem more inclined to accept a culture 
of data sharing, so it may be advantageous to experiment with dataset deposit into SMU’s 
IR by establishing this as a complement to the deposit of dissertations and theses (with an 
opt-out available on an exception basis). 
 
Within the context of generating a stronger push to have SMU researchers adopt a data 
curation plan, it may also be logical to offer the SMU institutional repository as just one 
among many viable options for data deposit, thereby conceding that there may be 
discipline-specific practices and preferences that would result in having some researchers 
turn to other sources for data curation.  Again, the data curation function at Monash 
University stands as a good example for providing access to multiple options for long-
term data storage (http://www.researchdata.monash.edu.au/guidelines/deposit.html).   
 
Finally, in response to the above-cited observation by many researchers that SMU is less 
well-established than other universities, and therefore not an appropriate place to attempt 
to implement data services, it may be useful to point out that SMU, in its newness, is not 
bound to tradition or habit or inflexible processes, and is therefore in the enviable 
position of being sufficiently agile to initiate innovative modes of research support that 
other institutions may be struggling to establish. 
Awareness: marketing and outreach 
As noted above, Margaret Henty’s study of graduate students’ evaluations of a short 
course on “How to Write a Data Management Plan” points up an observation that these 
students had found solutions to a problem they didn’t know they had (2008, p. 8).  This 
sentiment should serve as an important insight for SMU or any other institution 
contemplating implementation of data services: awareness of the need for data services 
may not yet be pervasive, but it is reasonable to assume that when this awareness is 
established, the demand for action to address the problem could be swift and 
overwhelming.  A forward-thinking institution such as SMU will be poised to meet this 
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demand by already having a structure and a plan in place, so that it will be ready to 
respond when the need is identified.   
 
By offering foundational- and mid-level data services within the Li Ka Shing Library or 
other campus units, SMU would not only be meeting an existing demand, but would also 
be generating new demand by marketing such services to create consistent and ongoing 
awareness of these services among SMU researchers.  The presence of base-level 
research data services tends to increase demand for such services, and also promotes 
greater awareness of, compliance with, and demand for higher-level data management 
and long-term data storage functions. 
 
During my conversations with SMU researchers, it was evident that only a small minority 
had given much consideration to data services.  In fact, it was often true that our 
conversations began by having me explain what I was referring to when I asked them to 
discuss data needs and data services with me.  [This is not borne of ignorance; there are 
many ways to interpret the phrase “research data” or “data services,” and the confusion 
was further compounded by my connection to the Library, where the generic term 
“database” is used to refer to fee-based subscriptions to online collections of articles or 
other research materials.]  Once I succeeded in making my meaning clear, it was often 
true that researchers did not think of some of these functions as centralized institutional 
services; or if they did, they would not have thought of the library as the place to source 
these services. 
 
In every phase of data services implementation, it is important to be mindful of this 
unfamiliarity and potential for confusion.  Even a task as seemingly straightforward as 
describing data services on a library Web page becomes complicated if the majority of 
library users will be uncertain how research data is different from research databases.   
 
Other potential pitfalls may arise.  For example, out of necessity and convenience, it may 
make sense to establish the physical data services function within an area of the Li Ka 
Shing Library designated for graduate student work.  As a result, graduate students may 
quickly embrace data services, but it would require thoughtful outreach and marketing to 
make it clear that such services are also in place for faculty and undergraduates. 
 
It is also noteworthy that IITS includes among its stated services providing access to data 
modeling, mathematical, and statistical software; helping with the acquisition of datasets 
not available from the SMU Library; and offering researchers a common workspace to 
consolidate data and other information.  The establishment of data services within the 
Library should not be construed as an attempt to usurp these functions from IITS, or 
dilute their impact and effectiveness, but rather to strengthen the existing infrastructure 
for necessary collaboration among IITS, the Library, and possibly other units such as the 
Office of Research. 
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Finding and maintaining suitable knowledge, skills and abilities 
 
Since there are only limited formal education programs in place for data librarianship or 
data curation, it is likely that someone hired for these positions could have gained 
relevant knowledge, experience or training through a variety of nontraditional paths to 
library employment.  This makes it difficult to delineate a specific skill set needed for 
success in these areas, but also makes it possible to give serious consideration to persons 
with limited experience but great professional promise from a number of fields.  Hiring 
such a person would allow the Li Ka Shing Library to maintain its forward-looking 
approach to hiring flexible, multiple-skilled employees who can easily to adapt to 
changes and innovations in the workplace.  Many of the skills required for success and 
growth in this type of position can be gained through on-the-job experience, augmented, 
perhaps, by the careful study of seminal works that describe roles and skills for effective 
data librarianship.  Among these works are “Skilling Up to Do Data” (Pryor & Donnelly, 
2009); “Dealing with Data” (Lyon, 2007); the National Science Board’s “Long-lived 
Data Collections” (2005); “Cyberinfrastructure, Data, and Libraries” (Gold, 2007); and 
“Stewardship of Digital Research Data” (Research Information Network, 2008).   
 
Additionally, there are institution-level case studies, such as Gabridge’s “The Last Mile: 
Liaison Roles in Curating Science and Engineering Research Data” (2009), Walters’ 
“Data Curation Program Development” (2009), and, as cited above, Wong’s “Exploring 
Research Data Hosting at the HKUST Institutional Repository” (2009). These can be 
essential tools in learning how to instate data services—and in knowing what missteps to 
avoid. 
 
There are also ample opportunities for continuing education in this field, such as the 
Digital Curation Centre’s (UK) 3-day “Digital Curation 101” or other DCC training: 
http://www.dcc.ac.uk/training/digital-curation-101; or via formal coursework such as that 
offered through the data curation concentration at the University of Illinois Graduate 
School of Library and Information Science: 
http://www.lis.illinois.edu/academics/programs/ms/datacuration 
  
Learning opportunities that address specific aspects of data curation also continue to 
emerge from organizations within the field.  For example, the US National Information 
Standards Organization (NISO), the organization dedicated to developing standards 
within the information industry, recently advertised an online Webinar entitled “Show 
Me the Data: Managing Data Sets for Scholarly Content”, which addresses strategies for 
linking scholarly publications with their underlying data sets 
(http://www.niso.org/news/events/2010/datasets/). 
 
A very active community of data professionals, mostly in the social sciences, can be 
found in the International Association for Social Science Information Service and 
Technology (IASSIST) (http://www.iassistdata.org/).  IASSIST’s publications, annual 
conference, blog, and active discussion list serve as an essential tool for networking, 
information sharing, and monitoring trends and initiatives within the data community. 
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Collaborative planning 
 
Although Singapore does not yet have governmental support of research data initiatives 
(as does the UK and Australia), it is reasonable to assume that such support may be 
forthcoming within a few years.  In anticipation of this government-level support, SMU 
could position itself to be Singapore’s leading research university to participate in this 
initiative, by having already begun to lay the foundation for offering meaningful 
institution-level research data services.   
 
In order to do this successfully—and to capitalize on efforts that have already been 
undertaken elsewhere—it may be feasible for SMU to consider collaborating with a 
university that is currently working to establish institution-level data services under the 
auspices of a solidly supported national initiative.  For example, Swinburne University of 
Technology has received grant funding from the Australia National Data Service to meet 
governmental standards for institutional data stewardship, and is currently moving 
forward to enact a series of significant new initiatives in order to reach the level of 
institutional standards for data creation and curation offered by other research universities 
in Australia.  If SMU were to collaborate with Swinburne in establishing this growth in 
data services, then both institutions could benefit from their shared work on this 
collaborative effort. 
 
Or, SMU may want to identify a single data service that is already in place at another 
institution, and work closely with professionals at that institution to emulate the results 
that they have achieved, without having to recreate the preparatory efforts or experience 
the consequences of missteps and false starts.  For example, as noted above, HKUST has 
already set up a mechanism for data ingest into their institutional repository.  SMU could 
take advantage of the learning that has already taken place at HKUST, and in return offer 
its expertise to HKUST in marketing data curation services, or possibly creating a shared 
discovery layer for data sets across multiple institutions (which is where much of the 
value of institutional repositories really lies), but with appropriate institution-level 
restrictions to full data sets. 
Additional inquiry and ongoing assessment 
 
As noted above, my discussions with approximately 12 percent of the current SMU 
faculty, along with other stakeholders such as administrators of research institutes and 
postgraduate students, were useful for gaining a preliminary understanding of some 
current needs and practices among SMU researchers.  However, it is important to note 
that these interviews were open-ended conversations that did not adhere to a specific 
structure, and were not recorded, transcribed or coded.  The faculty members whom I 
spoke with represent a “sample of convenience” (those who responded favorably to an 
initial email request to discuss research data needs, or more frequently, faculty who were 
referred to me by others with whom I spoke).  For these reasons, I cannot claim to have a 
statistically significant random sample of interviewees, or subject the results of my 
interviews to the rigors of statistical analyses.  It would therefore be incautious of me to 
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maintain that the opinions that I gathered adequately represent the opinions of the entire 
faculty.   
 
Nevertheless, what I did gain is considerable insight into the research practices, data 
needs, and opinions about sharing and reuse of data among these individual researchers 
and, more generally, within the disciplines that they represent.  These insights affirmed 
that there is considerable divergence among researchers at SMU with respect to data 
creation, data acquisition, long-term storage of data, willingness to share data with other 
scholars, and, notwithstanding a willingness or unwillingness to share, the availability 
and suitability of data for sharing and reuse. 
 
Therefore, if SMU were to move forward with the multiple data services initiatives 
recommended in this report, it would be essential to undertake a more comprehensive and 
carefully planned program of ongoing assessment of researcher needs and behaviors.  
While specific assessment tools are beyond the scope of this report, one possible useful 
starting point would be create an SMU-specific survey adapted from the survey used by 
the Australian Partnership for Sustainable Repositories to assess data management 
practices among researchers at several Australian research universities (Henty, Weaver, 
Bradbury, & Porter, 2008, pp. 43-45).   
 
Ideally, this would be just one instrument in an ongoing series of surveys and other 
assessments, with the goal of ensuring that researchers’ needs continue to be met as new 
services are established and implemented—even as both the services and the researchers’ 
needs continue to evolve. 
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