Analytical single-well models have been particularly useful in forecasting production rates and estimated ultimate recovery (EUR) for the massive number of wells in unconventional reservoirs. In this work, a physics-based decline-curve model accounting for linear flow and material balance in horizontal multistage-hydraulically-fractured wells is introduced. The main characteristics of pressure diffusion in the porous media and the fact that the reservoir is a limited resource are embedded in the functional form, such that there is a transition from transient to boundary-dominated flow and the EUR is always finite. Analogously to the frequently used Arps (1945) hyperbolic model, the new model has only three parameters, where two of them define the decline profile and the third one is a multiplier.
Introduction
The so-called "shale revolution" has brought a surge in oil and natural-gas production, especially in North America. At the same time, forecasting rates and estimating reserves in the emerging shale plays have proved increasingly difficult. It is widely accepted that moreaccurate methods of reserves estimation are necessary to increase awareness during financial forecasts, asset evaluation, and corporate decision making. However, the industry still relies on the empirical methods of reserves estimation developed in the middle of the preceding century. These methods lack the proper validation needed to provide a high confidence in their outcomes . Therefore, there is a need for further development of "reliable technologies" that can provide consistent, repeatable, and reasonably certain results. Among other things, "reliable technologies" should reflect the dramatic increase of openly available production data and should be dependent on the application of the scientific method, which includes improving the understanding of the underlying physics and incorporating it in the models Lee 2010, 2016) .
There is a variety of applicable methods for reserves estimation: volumetric and material-balance calculations, decline-curve analysis, analogs, history-matching analytical and/or numerical models, and regional, corporate, or other type curves.
In unconventional reservoirs, decline-curve analysis is probably the most-used method . The basic assumption of this approach is that the future rates can be inferred by the extrapolation of the trend in the past production history. As reported by Arps (1945) , this practice had been conducted since the beginning of the preceding century. Arps (1945) postulated a differential equation for the rate decline with time, from which the exponential, harmonic, and hyperbolic models were derived. Even though his work was primarily empirical, other works have shown that these functional forms can be related to fluid flow under specific circumstances. Fetkovich (1980) observed that the exponential decline is equivalent to radial-boundary-dominated flow of a single-phase slightly compressible fluid with constant well bottomhole pressure. Camacho-Velázquez (1987) and Camacho-Velázquez and Raghavan (1989) showed that the Arps (1945) exponential and hyperbolic models can be considered as a valid approximation for boundary-dominated flow in a solution-gas-drive reservoir. However, in unconventional reservoirs, the onset of boundary-dominated flow happens much later in time and can be pinpointed only with huge error margins. As a consequence, the Arps decline exponent (b) is often identified as greater than unity, violating the assumptions imposed by Arps (1945) . A suggested remedy from Robertson (1988) is often applied, and other techniques, such as the transient hyperbolic model of Fulford and Blasingame (2013) , can also resolve the contradiction; however, they result in an increase in the number of parameters to be identified (or assumed a priori).
Acknowledging some of the drawbacks of the Arps (1945) model family, numerous other empirical models have been used in the decline-curve analysis of unconventional reservoirs. Duong (2011) proposed a model to capture the extended transient flow commonly observed in these formations. His model can have an initial increase in the production rates, which can last up to 1 month, justified by fracture reactivation. Duong (2011) defines the production behavior of most unconventional reservoirs as "fracture-dominated flow." The often-recognizable one-half slope on log-log plots is often attributed to the drainage of the matrix compartment into the fracture network, as explained by Bello and Wattenbarger (2008) . The Duong (2011) model originally has three parameters, but one of his interesting suggestions is that there is a correlation between two of the parameters in a given resource play. Similarly, Valkó (2009) proposed the stretched exponential model, which also is empirical and has three parameters, one of which is suspected to have a characteristic value in a given geological setting. One important aspect of these and other recently suggested empirical models is that they are more tolerant to a large variety of commonly occurring trends in actual data and result in finite estimate of "contacted hydrocarbons," the very property the Arps decline with b > 1 is lacking.
When fitting decline models to production data, it is important to have a reduced number of parameters that can be identified from the data. This is one of the reasons that three-parameter models [the Arps (1945) hyperbolic, the Duong (2011) model, stretched exponential] have been commonly applied in the industry. If the number of parameters increases in an attempt to better describe the nuances in the production response caused by a more-complex porous-media-flow phenomena, the data become sparse for history matching and the parameters' uncertainty increases. This is known as "the curse of dimensionality" (Burnham and Anderson 2002) and can be more critical if monthly production is used instead of daily rates.
To be more reliable, models for shale need to incorporate basic physical concepts, such as fluid flow and fracture configuration . Therefore, it is important to acknowledge the dual-porosity nature of these systems, where the matrix is represented by a primary porosity with significant contribution to the total pore volume (PV) but very-reduced flow capacity, and the fracture is represented by a secondary porosity with great flow capacity in a reduced volume. In the oil industry, Warren and Root (1963) were the first to present a mathematical formulation of dual-porosity systems for naturally fractured reservoirs.
Mathematically, the solutions for production rates of dual-porosity systems typically are more complicated because of the requirement of inversion from the Laplace space, which can be computationally expensive-for example, the solutions for different geometries of shale-gas reservoirs with multistage-hydraulic-fractured horizontal wells (Bello and Wattenbarger 2008; Bello 2009 ). Shahamat et al. (2015) provides an alternative procedure that does not require inversion from the Laplace space and is valid for transient and boundary-dominated flow in linear liquid and gas reservoirs. They coupled the concepts of material balance, distance of investigation, and boundary-dominated flow, and then discretized this in time assuming a succession of pseudosteady states and updating the size of the investigated reservoir in the analytical equations. The drawback from their approach is that the equations are not in a closed form, and for this reason iterations or smaller timesteps are required. Ogunyomi et al. (2016) derived simple material-balance equations for a double-porosity system from the integration of the diffusivity equation with defined boundary conditions. They suggest a time-domain approximation to this problem by assuming constant pressure at the fracture/matrix interface, and their solution is expressed in terms of the complementary error function. However, their model becomes impractical if monthly reported production is used, because the transition from fracture to matrix transient most likely cannot be identified.
Fuentes-Cruz and Valkó (2015) formulate the dual-porosity problem allowing variable matrix-block size as an increasing function of the distance from the fracture plane, which is a more-reliable representation of the consequences of the stimulation treatment. Their model also presents a one-half slope for the linear transient flow observed in unconventional wells. However, they also were able to quantify the effect on well performance as a result of the distribution of matrix block sizes and matrix/fracture-permeability contrast. Their solution was also in the Laplace space. For a more-detailed physical description of fluid flow in naturally and hydraulically fractured reservoirs, the reader is also referred to Kuchuk et al. (2016) and Zhao et al. (2013) .
According to Lee and Sidle (2010) , the application of analytical and numerical models to unconventional reservoirs can be challenging because of scarce measurements of reservoir properties; reduced understanding of the physical principles controlling gas flow in the tight formations; and the history matching can be time-consuming when applied to a large number of wells. However, a significant improvement can be achieved if no reservoir properties are required a priori, and instead a reduced number of parameters are inferred from the production history; if the identified parameters are implemented in a function with embedded physics; and if the history matching is computationally fast. The model and automated framework presented here represent an effort in this direction.
Uncertainty analysis plays a major role when using reduced-physics models to make production forecasts and economic appraisal (Weijermars et al. 2017) . When investing in a field-development plan, it is essential to be aware of the risks taken and determine a probable range of reserves volumes. For this reason, uncertainty-quantification algorithms have been widely applied to decline-curve analysis (Cronquist 1991; Chang and Lin 1999; Cheng et al. 2008; Gong et al. 2014; Fulford et al. 2016; Yu et al. 2016 ). Purvis and Kuzma (2016) provides an overview of methods commonly used. However, the pure application of such algorithms still can result in biased estimates and frequently in overconfidence. Therefore, probabilistic calibration becomes a requirement in the pursuit of a "reliable technology."
When analyzing publicly available data for a large number of wells, it is noticeable that many production histories present discontinuities in the decline behavior caused by unreported reasons. However, those wells should not be simply excluded from the data set because it is also necessary to compute their contribution to the total reserves, even if this results in higher uncertainty. So, it is essential to preprocess the data before obtaining history-matched and probabilistic models. The problem is that data analysis and outlier classification can be quite subjective and tedious when performed for hundreds to thousands of wells. Therefore, it is necessary to have an automatic and consistent way of treating the data, and it must be dependent on clear reasoning. For this reason, heuristic rules are implemented in our approach as a way to treat data points that poorly represent the full productive capacity of the well and capture the last trend in the production history.
In this context, Chaudhary and Lee (2016) proposed the use of the local outlier-factor method for rate and pressure data, which classifies outliers using the distances of the k nearest neighbors in a time series. Castineira et al. (2014) applied quantile regression to generate probabilistic models as an alternative method that is less sensitive to outliers. The method proposed here assigns a weight to each data point. These weights are incorporated in the history matching and the Bayesian approach (for uncertainty quantification). They control the effect of each data point in the forecasts. An automatic procedure dependent on heuristic rules defines the value of these weights. There are some degrees of freedom in these heuristic rules that allow us to probabilistically calibrate the full data set.
The objective of this work is to provide a more-robust framework for automated decline-curve analysis for large portfolios in unconventional reservoirs by proposing a new three-parameter physics-based model and a data-treatment algorithm dependent on heuristic rules, and adapting such rules to a Bayesian approach with probabilistic calibration. At this moment, some years of production history from unconventional reservoirs are available, so 992 gas wells from the Barnett Shale are taken as a case study. This allows one to look back and compare the predictability of empirical and physics-based models, as well as to evaluate the performance of this automated framework.
Physics: Jacobi h Function No. 2 as a Decline-Curve Model Model Derivation. The model proposed here is obtained by coupling the material-balance equation with the pressure solution for the homogeneous linear 1D reservoir depicted in Fig. 1 . The governing equations and boundary and initial conditions are similar to those presented in Ogunyomi et al. (2016) , but the model is simplified by assuming an infinitely conductive fracture.
For a reservoir under primary production, the material-balance equation for the drainage volume of each well can be written as where p is the average reservoir pressure, q is the production rate, V p is the drainage PV, and c t is the total compressibility of the system. The definition of average reservoir pressure is modified to
where 0 x i L instead of x i ¼ 0. The reason for this modification is that it allows the model to have an initial delay and buildup in the production response, which is often observed in field data because of several physical or operational reasons, as will be further discussed. This is an empirical aspect introduced to the previous model of Wattenbarger et al. (1998) , and thus it is emphasized that x i does not have an explicit physical meaning. The derivation of the solution for the pressure distribution in the matrix domain over time, p(x, t), is presented in Appendix A. Substituting Eq. A-30 into Eq. 2 and solving the integral yields the following expression:
The drainage PV is defined as
and the diffusivity constant as
Applying Eqs. 3, 4, and 5 in Eq. 1, the following expression is obtained after the proper algebraic manipulation:
which corresponds to the second Jacobi h function (h 2 ),
where q Ã i is the virtual initial rate,
v is a geometric factor accounting for the initial delay and buildup in the production rate,
and g is the reciprocal characteristic time, 
Horizontal well
Fracture face v is named a geometric factor because it is expressed only in terms of variables with dimension of length (x i and L). However, for the same reasons previously stated for x i , an explicit physical interpretation is not attributed to v, but there are a variety of factors that cause v=0, which will be further discussed. As exemplified previously, the Jacobi h functions are intrinsically related to the analytical solution of certain partial-differential equations. For this reason, these functions also have been applied in other fields of science and engineering, such as heat transfer (Chouikha 2005) , cosmology (D'Ambroise 2010), and quantum field theory (Tyurin 2002) . The main concern in applying Eq. 7 in the decline-curve analysis of large data sets is the fact that it is an infinite summation, but there are computational routines available that are capable of computing it in a time-effective manner (Wolfram Research 1988; Igor 2007; Johansson et al. 2013) .
The h 2 model has been derived for liquid rates. Even though a strict physical derivation might be unfeasible for the gas case, this model has also been validated with field data in gas wells (discussed in the later section Case Study: 992 Barnett Shale Gas Wells). Moreover, Al-Hussainy et al. (1966) proved that the solutions to the diffusivity equation for gas and liquid have a similar format when using pseudopressure function in the gas case, assuming /lðpÞc t ðpÞ k is constant. On the other hand, the material-balance equation is intrinsically related to the definition of isothermal compressibility, which is expressed in terms of average reservoir pressure instead of a pseudopressure function. Furthermore, it is necessary to assume that V p c t is constant, as well as to compute average reservoir pressure from the pseudopressure solution. Therefore, it seems to be impossible to pursue such derivation without making several hard assumptions. On the other hand, it is also important to emphasize that the behavior of the h 2 ð0; e Àgt Þ model proposed by Wattenbarger et al. (1998) has been observed in a number of gas wells. In addition, the empirical models [the Arps (1945) hyperbolic, stretched exponential, and Duong (2011) model] are usually applied in the industry without distinction whether the fluid is oil or gas.
Subcases and Extensions of the h 2 Model. Wattenbarger et al. (1998) . If v ¼ 0, the solution presented in Eq. 7 is equivalent to the one introduced by Wattenbarger et al. (1998) for tight reservoirs, and derived in Carslaw and Jaeger (1959) for linear heat-conduction problems. It has only two parameters, is valid for transient and boundary-dominated flow, and presents a continuous decline. Easley (2012) proposed an approximation function to h 2 ð0; e Àgt Þ that does not require evaluation of the infinite summation term. Double-Porosity Model (Ogunyomi et al. 2016) . Ogunyomi et al. (2016) proposed a rate/time relationship by coupling material balance and the analytical solution for pressure (Eq. A-30) in a double-porosity system. Their model is a time-domain approximation of the Laplace space solution proposed by Bello (2009) . It assumes a constant pressure at the fracture face because of the high contrast in the permeability at the fracture/matrix interface, which causes pressure to reach a quick equilibrium with p wf in the fracture compartment. Using this assumption and the material-balance equations presented by Ogunyomi et al. (2016) , the double-porosity model can be recast in terms of h 2 functions as
where the subscripts m and f refer to the matrix and fracture compartments, respectively. Fig. 2 shows the double-porosity h 2 approximation. Note that this model has four parameters, which can be a problem when dealing with sparse data, such as the monthly reported production rates. If the fracture-boundary effect happens before the end of the first month of production, the parameters related to the fracture-control volume (i.e., q Ã i;f and g f ) will be overfitting the production history and not improving the predictions. In this case, the model requires production-rate measurements at a higher frequency. For typical values of these parameters in unconventional reservoirs, it is expected that the transition from fracture to matrix transient flow to happen in the order of minutes, whereas monthly reported production information are the data analyzed in this work. Therefore, the assumption of infinitely conductive fracture is plausible here.
Comparison With the Arps (1945) Decline Model. The Arps (1945) decline-curve family has been widely applied in the industry to estimate reserves. This practice also has been extended to unconventional reservoirs (Gong et al. 2014) , where the hyperbolic model is the most suitable to capture the production decline during the transient state:
where q 
Fig . 3 shows the sensitivity of the production-decline profile in a log-log plot when varying the Arps parameters b and D i . In Fig. 3a , notice that as b increases, the slope varies significantly less comparing early and late time. In Fig. 3b , the different values of D i present only a slight difference in the early time, whereas in the late time the profile is similar (parallel straight lines), and then varying q Ã i is equivalent to varying D i in this case. Fig. 4 presents a sensitivity to the parameters g and v in the h 2 model. The production profiles must be compared with the ones in Fig. 3 . Note that the h 2 model captures the one-half slope of the transient-flow regime and presents a transition to the boundary-dominated flow, achieving the exponential decline. In Fig. 4a , varying the reciprocal characteristic time (g) is equivalent to shifting the production profile horizontally, whereas varying q The parameter v allows the model to have an initial delay and buildup in the production rates. This feature is also present in the Duong (2011) and the stretched exponential (Valkó 2009; Valkó and Lee 2010) models. In general, v can be interpreted as a deviation from the assumptions of the Wattenbarger et al. (1998) model. Such a deviation can be related to the reservoir physics or field operations. An example of a physical reason is that as the reservoir starts to be depleted, pore pressure declines and the effective stress (r es ) increases. If r es exceeds the strength of the shale, the fractures are reactivated, propagating and causing the initial buildup in the production rates (Duong 2011) . Another plausible physical reason is that a variable skin factor caused by cleanup of drilling fluids and unloading gas condensate while starting production can create this initial increase (Larsen and Kviljo 1990; Clarkson et al. 2013; Hashmi et al. 2014) . Operational factors can also contribute to an increasing q(t) in the production history, such as long shut-in time during part of the sampling period, oil-price fluctuations, restimulation, and gas/condensate-unloading operations. Therefore, the v parameter improves the model's flexibility, which is a desirable feature when dealing with a more-complex production history.
As proved by Lee and Sidle (2010) , the Arps (1945) curves family has the problem that the EUR is infinity when b ! 1 and no economical or time constraints are imposed; i.e., lim t!1 ð t 0 qðtÞdt ¼ 1, which is physically impossible. In such cases, the Arps (1945) hyperbolic model should not be applied for long-term forecast because the observed data only exhibits transient flow or other nuances of the production mechanism, and the model does not present a transition to boundary-dominated flow embedded in its functional form.
In contrast, Appendix B presents a general proof that the h 2 model has a finite EUR and a simple equation for the special case of v ¼ 0. 
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History Matching. The best-fit model is obtained by solving a least-squares problem with the objective function
where q pred and q obs 2 < NtÂ1 are vectors of the production rates predicted by the model and observed in the production history, respectively; C e 2 < NtÂNt is the covariance matrix of the measurement and modeling errors, which is discussed in more detail in the section Heuristics: Treating the Bad Data; and N t is the number of timesteps. Because q(t) can have different orders of magnitude in the same production history, logqðtÞ is considered in the objective function. Table 1 presents the box constraints for the h 2 and Arps (1945) hyperbolic models, where the "practical" constraints were the ones applied to the case study in the section Case Study: 992 Barnett Shale Gas Wells. In the h 2 model, even with these box constraints, occasionally a negative q(t) is computed, and adding the following linear constraint is a simple way to solve this problem (g is in 1/months):
Fig . 5a shows this constraint in the v vs. g solution space, where the dots represent the best-fit h 2 models for the 992 Barnett gas wells (in the section Case Study: 992 Barnett Shale Gas Wells). Fig. 5b confirms a fair correlation between q Ã i and q max , which allows to define the box constraints in terms of q Ã i =q max (Table 1) .
Statistics: Uncertainty Analysis
When analyzing production data to forecast reserves, it is preferable to proceed with a probabilistic rather than deterministic approach so that risk awareness is improved before decisions are taken. The Bayes' theorem has been widely used for uncertainty assessment and data integration in reservoir-engineering problems (Oliver et al. 2008; Gong et al. 2014) . It reconciles the following elements: expert's judgment, embedded in the prior distribution, P pr ðc j Þ, and the value of data acquired and model proposed, embedded in the likelihood function, P l ðq obs jc j Þ. Thus, the Bayes' theorem provides the posterior distribution of the parameters:
where c j is a vector with candidate values for each parameter of the decline model; e.g., Fig. 6 illustrates the application of Bayes' theorem in the estimation of the parameters of the h 2 model (3D space) for Well 8 (Fig. 7) . The color bar indicates the normalized values of the probability-distribution functions (PDFs), with the hot colors being the most-likely region for the h 2 parameters. Note how the posterior is generated from the interplay between the prior distribution and the likelihood function.
Analyzing Eq. 15, even when the prior and likelihood functions are expressed in a closed form, the integral in the denominator might be very difficult or impossible to solve. For this reason, sampling algorithms are frequently incorporated in a Bayesian framework, such that a large-enough sample that resembles the posterior distribution is generated without solving the integral. From the percentiles of this sample, it is possible to obtain the P10, P50, and P90 of a certain property. The sampling method used in this work is the Markov chain Monte Carlo (MCMC) with the Metropolis algorithm. The algorithm is briefly explained here, and for more theoretical details the reader is referred to Gong et al. (2014) and Oliver et al. (2008) . Compared with Gong et al. (2014) , the only modifications made were to incorporate C e and the linear constraint (Eq. 14) in their framework. For the likelihood function, it is assumed that the error between the proposed model and production history [i.e., ðlogq obs À logq prop Þ] follows a normal distribution with zero mean; that is, Nð0; r bf Þ. This results in
where r bf is the standard deviation (SD) of the residual for the best-fit model and is given by and where r prop is the SD of the residual for the proposed model, defined as
and e is the inherent error of the production data, which is introduced to avoid extremely small acceptance ratios (a) and consequently unrealistically low uncertainties. As successfully experienced by Gong et al. (2014) , e ¼ 0:001 is the value used here. Then, a Markov chain is built. A model (c j;prop ) is proposed from a proposal distribution. It has a probability of being accepted (i.e., being aggregated to the chain) and (1-a) of being rejected, in which case the previous model (c j;s21 ) is repeated in the chain. The acceptance ratio (a) is computed by comparing the posterior probabilities of c j;prop and c j;s21 .
Considering Eqs. 16, 17, and 18, as well as proposal distributions that are independent truncated normal distributions for each parameter with bounds defined in Table 1 , the acceptance ratio is obtained from
where t represents each of the decline-curve parameters; t up and t low are the upper and lower bounds (Table 1) for each parameter, respectively; r t is the SD for each parameter, which is estimated from the best-fit solutions for the full data set; and U() is the cumulative distribution function of the standard normal, N(0, 1 
Heuristics: Treating the Bad Data
Data processing for the application of decline-curve analysis can be a tedious and subjective task, especially when dealing with large data sets. Production data from unconventional wells can present several discontinuities, which can be caused by physical processes, operations, or other nonstochastic factors. For example, increasing drawdown, unloading condensate or refracturing operations will cause production to suddenly increase, and shutting in a well for a half-month for pipeline maintenance results in a lower monthly production. This section introduces an automatic and consistent way of dealing with erratic production histories and calibrating uncertainty of the forecasts. For this purpose, heuristic rules are defined to assign a weight, w i , to each data point in a production history, q(t i ). These weights are then incorporated in the covariance matrix of the measurement and modeling error, C e , in the history matching (Eq. 13) and uncertainty analysis (Eqs. 17 and 18). The basic idea is that the value of the weight w i is a measure of the importance and confidence on q(t i ) for the forecast period. Each of the heuristic rules are presented here and are explained in the sequence in which they are implemented.
1. Start setting the vector of weights with unit elements:
2. Flow rates less than a threshold value, q lim , are assigned zero weight; i.e., if q(t i ) q lim , w i ¼ 0. This is necessary to eliminate unrealistically low flow rates that do not correspond to the actual reservoir potential and deviate the models toward lower production rates. Now, w initial is a vector of zeros and ones. 3. Decline-curve analysis is mostly concerned with propagating the last state of production; i.e., higher weights must be assigned as time increases. Therefore, the weights can be redefined as an increasing function of w initial and t i :
In this paper, f w ðw i ; t i Þ is a linear function, so Eq. 21 can be written as
4. It is common to have data points that when compared with the general production trend are significantly deviated downward, but are still higher than q lim , as shown in Fig. 7 . Therefore, it is important to reduce the contribution of these data points to the forecast; i.e., reduce w i . For this reason, a straight line (unconstrained exponential model) is fit to the logarithmic production history, logq obs , yielding
This line is shifted downward by introducing the multiplier m l :
where 0 m l 1. This is the red dashed line shown in Fig. 7 
The denominator is defined as ½logq obs ðt i Þ 2 as a way to normalize the errors, thus dealing with relative errors in the history matching and uncertainty analysis. For numerical stability, if q obs ðt i Þ q lim , it is redefined as q obs (t i ) ¼ q lim , and note w i ¼ 0 in this case.
Tuning the Heuristics. Even though the reasoning of heuristic rules has been previously explained and exemplified, it is necessary to have a consistent procedure to define its parameters (a w , b w , m l , and b). Here, the criterion established is that such parameters must be defined in a way that calibrates the uncertainty of the forecasts. Also, it is desirable that these parameters keep the uncertainty calibrated as more production history is obtained and new forecasts are made.
For this purpose, the concept of hindcasts is used, where each production history is split in two periods: the first period is used for model fitting and the second period is the blind data that are compared with the forecast projected from the model generated with the first period data. As done by Gong et al. (2014) , the total production during the second period (PDTSP, or Q 2nd ) is considered as a metric for the calibration. Then, for the full data set (992 Barnett gas wells), the frequency that the observed PDTSP is higher than the ones for a predefined percentile model (e.g., P50 is the 50th percentile) is computed, which is here denoted as xðQ 2nd;obs > Q 2nd;percentile Þ and is the real percentile. The models are probabilistically calibrated if xðQ 2nd;obs > Q 2nd;percentile Þ match the predefined percentiles. Therefore, by comparing the forecasts and actual production history in a large data set, it is possible to check if the projected percentiles (e.g., the P10, P50, and P90 models) correspond to the distribution of the actual data set.
Considering the P10, P50, and P90 models, this can be framed as an optimization problem with the objective function depending on the heuristic parameters (a w , b w , m l , and b): 
where t h represents total time used in the first period, and in the case study in the section Case Study: 992 Barnett Shale Gas Wells, it takes the values 6, 12, 18, 24, 30, and 36 months. The following constraints were applied:
and b w ¼ 0 was defined to reduce the number of parameters in the problem. For comparison, Fig. 8 shows the need for probabilistic calibration in the base case, where the heuristic rules are not applied (a w ¼ 0, b w ¼ 1, m l ¼ 1, and b ¼ 1). Fig. 9 shows the probabilistically calibrated case with the adjusted heuristic parameters, which is further discussed in the following section.
Case Study: 992 Barnett Shale Gas Wells For this case study, the gas-production history of 992 wells from the Barnett Shale was analyzed using the new methodology and model. Fig. 10 shows the number and percentage of wells of each fluid type. Even though there are 66 oil wells in this data set, in this text, the whole data set is referred as gas wells for the sake of simplicity and because only the gas-production history is being analyzed.
A full comparison with the results obtained with the Arps (1945) hyperbolic model is also included. The data are publicly available because the producers are obligated by law to report production on a monthly basis, and were accessed in the DrillingInfo (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) (2015) (2016) (2017) database. The Barnett Shale was chosen because it was the first unconventional play to be massively drilled and start to produce in commercial scale. Therefore, the Barnett Shale is the most abundant unconventional play in terms of longer production histories, which makes it the best candidate for the validation of the objectives of this study. An overview from the early to recent developments and operations in the Barnett Shale can be found in Parshall (2008) and Browning et al. (2013) . To evaluate the performance of the proposed framework to horizontal multistage hydraulically fractured wells, only the ones that started to produce in 2010 or after were included in the data set. Also, only the wells that had at least 40 months of production higher than q lim ¼ 100 Mcf=month were taken into account.
The results presented in this section are for the probabilistically calibrated models with the heuristic parameters in Table 2 . As shown in Fig. 9 , these parameters provide a significantly better uncertainty estimation than in the base case (Fig. 8) . The highest mismatches in the percentile distribution are for the P50 models from 6 to 18 months. Also, note that the best-fit models are significantly higher than the 50% frequency, which means that in the beginning they tend to provide a more-pessimistic forecast. However, as more data are acquired, these history-matched models tend to the 50% frequency.
The computational code was implemented in Mathematica (Wolfram Research 2015) . For the h 2 model, the prior distribution for each parameter is obtained from the PDF that best fits the histogram of the history-matched solutions for the 992 wells among 27 candidate PDFs. The result is shown in Fig. 11 ; the prior PDF varies smoothly within its domain. The same procedure was initially attempted for the Arps (1945) hyperbolic model, but the parameters b and D i have a significantly higher frequency at a narrow range (Fig. 12) , [1.8, 2] and [0.1, 0.12], respectively. Therefore, using a smooth prior was problematic for calibrating the uncertainty, and instead the prior is defined as the sum of two PDFs, where one of them is a uniform distribution for the narrow range. The combination that best fits the histogram was chosen, as shown in Fig. 12 . Fig. 13 compares the average PDTSP for all wells for the production history and best fit, and the P10, P50, and P90 models. As expected, PDTSP decreases as time increases because of the second period being shortened and the natural decline of production rates. The P50 models are very close to the production history. As in Fig. 9 , this plot also confirms that the best-fit solutions provide pessimistic estimates initially but gradually approach the production history, being much closer after 2 years of production. In addition, the bestfit solutions from the Arps (1945) model are generally closer to the production history than the ones from the h 2 model. This is because the reduced flexibility of the Arps (1945) hyperbolic model causes b and D i to fall in a narrow range (Fig. 12) for unconventional reservoirs, which is identified with less data on the price of generating similar forecasts for most of the wells. On the other hand, the moreflexible h 2 usually will require a longer production history, but captures more features in the data, making a better distinction between wells when forecasting. Fig. 13 -Average production during the second period (PDTSP) for probabilistic and best-fit models compared with the production data for hindcasts.
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The normalized P90-P10 range is taken as a measure of the uncertainty and is shown in Fig. 14 for the calibrated and uncalibrated models. The uncalibrated h 2 model predicts a higher uncertainty than the calibrated case. In contrast, the uncalibrated Arps (1945) hyperbolic is overconfident. In fact, both uncalibrated models show an increasing uncertainty with time, which is inconsistent, because the new data acquired should be adding value to the identification of the representative parameters. Therefore, the calibrated h 2 model is the most consistent in the sense that it recognizes the large uncertainty in the beginning of production because of the lack of data; uncertainty smoothly decreases and becomes lower than that of the calibrated Arps (1945) hyperbolic model when at least 18 months of production data are available. These results show the need for tuning the heuristic rules and validating the uncertainty quantification in the data set, as well as the benefit of using a physics-based model.
Because the objective of decline models is to estimate reserves by extrapolating the current production history, it is essential to compare the responses generated from different models. Fig. 15 contrasts the probabilistic and best-fit responses of the Arps (1945) hyperbolic and h 2 models for the EUR considering a time horizon of 40 years (EUR40), where the cumulative production from the history was summed with the model prediction for the remaining time to complete 40 years. It is clear that the EUR estimates from the Arps (1945) hyperbolic model were optimistic, whereas the h 2 model is more conservative. In fact, comparing the lines from two different models, the closest ones are h 2 -P10 and Arps-P90, which indicates the enormous discrepancy in the values generated by these models. Reserves estimation can greatly affect the economic feasibility of a project; being too optimistic can challenge the implementation and operations during the field development because of lack of budget, and in the worst-case scenario can cause bankruptcy of companies. Lee and Sidle (2010) has proved that when b ! 1, the Arps (1945) hyperbolic predicts infinite EUR (no time or rate constraint considered). Therefore, the optimistic results of the Arps (1945) hyperbolic model in Fig. 15 were expected. At this point, it is important to compare these also with the Duong (2011) and stretched exponential (Valkó 2009 ) models, which also only have three parameters. This comparison is presented in Fig. 16 . The Duong (2011) model is the most optimistic because it is designed to capture the transient flow in unconventional reservoirs, but it does not have a feature indicating a transition from transient to boundary-dominated flow. For this reason, its EUR40 estimates are fairly close to those from the Arps (1945) hyperbolic model in most wells. However, there are wells with extremely high and unrealistic EUR40 estimates from the Duong (2011) model, and these are wells that presented a persistently increasing or steady production history. Even though this model allows the fitting of an initial buildup in the production history, it is not Fig. 14-The probabilistic calibration is necessary for reliable uncertainty assessment. Uncertainty reduces as more data are acquired for calibrated models. capable of predicting a decline if it is not present in the data, which causes an infinite EUR estimation. Even for these anomalous production histories, an engineering solution must be achieved, so the h 2 provides more-reasonable results. The stretched exponential decline model of Valkó (2009) agrees with the h 2 model for wells with lower EUR40, but it is more optimistic in some wells, forecasting a plateau or very-slow decline for production rates. Therefore, the h 2 model is the most-conservative estimate, which is not because of an empirical function, but a physical phenomenon: that the reservoir is a limited resource and eventually boundary-dominated flow will start. Fig. 17 shows a comparison between the forecast and production history when using 2 years of data in the first period. The wells are the same ones shown in Fig. 7 ; they were purposely chosen because of their erratic production history, and therefore they can provide a good understanding of how the methodology works under such circumstances. As expected, the uncertainty tends to be higher in the presence of erratic data; e.g., the production during the first period in Wells 1, 2, 5, 7, and 9. In contrast, if a clear trend is shown in the first period, the predicted uncertainty will be lower in the second; e.g., Wells 3, 4, 6, and 8. In some cases, the production history will deviate significantly from the trend in the first period and neither the best-fit nor the probabilistic model are capable of providing an approximate response (e.g. Well 9); in other cases, the history-matched model provides a bad forecast, but the probabilistic models are predictable (e.g., Wells 2 and 5). As more data are acquired, the quality of the predictions improves (Fig. 7) , and the uncertainty decreases if a trend is kept (Fig. 14) . Therefore, using a probabilistic approach provides robustness to reserves estimation because the best-fit model by itself will many times not be predictable. Fig. 18 depicts the ability of the model to fit and predict the transient-and boundary-dominated-flow states (e.g., Wells 8, 10, 11, 12, and 13). In addition, it shows the importance of adding the parameter v to the model because the production delay and initial buildup can happen in some wells (e.g., Wells 14, 15, 16, and 17 ).
An analysis of the v parameter separately for each fluid type (Fig. 19 ) reveals additional causes for deviation of the behavior predicted by the analytical solution of Wattenbarger et al. (1998) , where the h 2 model proposed in this work is advantageous. As shown in Fig. 19 , as liquid content increases, it is observed that the central tendency (e.g., mean, median) of v increases, as well as its uncertainty. Even though the sample sizes for the categories of oil wells (i.e., volatile oil, indeterminate, and black oil) are not statistically significant to draw conclusions, this trend is also observed there and should be further investigated in future works. Wells with higher liquid content are more prone to the occurrence of liquid loading. In addition, other phase-behavior aspects become important. For example, in black-oil wells, the initial gas/liquid-producing ratio is expected to be very low. As the reservoir is depleted and pressure falls to less than the bubblepoint, gas will come out of the solution in the reservoir. If a gas cone is established, gas will be more mobile than oil. As a result, an initial increase in gas rates is observed. At some point, the total producing gas/liquid ratio stabilizes, and the gas rates will start to decrease with similar characteristics to the total system.
Discussion
Because a large data set is being analyzed and the h 2 model is an infinite summation, computational time could be a concern. However, fast algorithms for the computation of the Jacobi h functions have been implemented in a number of high-level programming languages (Wolfram Research 1988; Igor 2007; Johansson et al. 2013) , and Mathematica was the one used in this work. As shown in Table 3 , 992 wells can be successfully history matched in 109.3 seconds using an average desktop computer with eight cores computing in parallel. The most time-consuming step in one analysis is to generate the Markov chains. One full analysis with six hindcasts usually takes less than 2 hours. The probabilistic calibration is the most time-consuming procedure, because several analyses (usually 10-40) need to be run to tune the heuristic parameters, which can take a few days. However, supercomputers are an alternative to speed up this process, and the values of the parameters obtained here might be a helpful initial guess.
The proposed h 2 model has the advantage that it is a physics-based model. However, there is one empirical assumption, which is the modified definition of the average pressure (Eq. 2). As it was proved, discussed, and exemplified, the transient-and boundary-dominated-flow states are embedded in this functional form (Fig. 4) , which also always provides a finite EUR (Appendix B). These features distinguish it from the previous empirical models. It is also important to mention that it is possible to include an additional linear constraint between q Ã i and g from Eq. B-3 if there is a maximum plausible EUR established. The framework developed here for automatic decline-curve analysis aims to reduce the number of preprocessing steps. Wells are not rejected a priori dependent on discontinuities or other features of the production history, as in Gong et al. (2014) and Fulford et al. (2016) . Instead, first, the algorithm is performed for the selected database and generates probabilistic forecasts for all the wells. Then, the engineer judges which wells presented satisfactory results and which ones require further investigation, saving significant time in the analysis.
For example, the probabilistic calibration implies that for 10% of the wells, the observed production during the second period will be higher than the P10 estimate, and for the other 10% of the wells, it will be lower than the P90 estimates. Therefore, it is expected to observe situations like in Well 9 (Fig. 17) , where the P90-P10 range completely missed the production history in the second period. There are many possibilities for post-treatment in such wells that are not in the scope of this paper and are case dependent, such as manually defining a time window, acquiring bottomhole pressure or tubing head pressure data for superposition calculation, and defining a more-suitable model using reservoir characteristics and available data.
To improve the robustness of the automatic decline-curve analysis, it is necessary to implement functional forms that reduce the subjectivity involved in tasks such as selecting time windows for history matching or classifying outliers. The fact that the proposed model is capable of presenting an increasing rate in the beginning of production reduced the need for selection of a time window in several wells. In addition, the heuristic rules tend to be more important for those wells that would have been initially excluded from the data set in the previous approaches.
In general, it is not recommended to use the h 2 model to estimate properties such as fracture half-length, matrix permeability, or initial reservoir pressure. Instead, the model is applied solely for production forecast and to compute EUR. The reason is that the parameters are a number of lumped physical quantities (fluid, rock, and completion properties).
In this case study, information from any of these properties is not available. It is possible to formulate an inverse problem to compute some of these physical quantities if more-detailed information is available, especially if v % 0 and boundary-dominated flow has been observed. However, a large uncertainty is still expected because of the lumped parameters. Another possibility in the case of a more-comprehensive data set is to incorporate the information of the parameters and their uncertainty in the prior distribution of each well. Conclusions 1. The h 2 model accounts for the transition from transient to boundary-dominated flow, allows an initial delay and buildup in the production rates, and has a finite EUR. 2. If at least 18 months of production history are available, the h 2 model has a lower uncertainty than the Arps (1945) Fig. 17-Prediction from history-matched and probabilistic h 2 models considering the first 24 months of production and comparing prediction with the actual production history.
4. The heuristic rules implemented improve the predictability of the models and allow probabilistic calibration. 5. The Bayesian approach with the tuned heuristic rules can effectively estimate uncertainty in reserves, which allows assessment of risk during the decision-making process. 
Then, the coefficients c n can be determined as the Fourier sine series of the initial condition. The following equations result from the orthogonality of the sines: To prove that there is a finite EUR for any value of v, it is necessary to take into account that 0 v p 2 and the cosine term in Eq. 6 is bounded:
À1 cos½vð1 þ 2nÞ 1:
ðB-4Þ
As one can realize, for any value of n, the maximum for this cosine term is obtained when v ¼ 0. In addition, the production rates must be positive:
ðB-5Þ
As a result of Eqs. B-4 and B-5, when comparing models with the same vales of q Ã i and g, the following applies: 0 qðv; tÞ qð0; tÞ; ðB-6Þ which leads to EURðv; tÞ EURð0; tÞ: ðB-7Þ
Because EUR(0, t) is finite, EUR(v, t) is finite also. This result can be confirmed in Fig. 4b and is intuitive from the modified definition of the average pressure (Eq. 2).
Rafael Wanderley de Holanda is a PhD degree candidate and research assistant in the Harold Vance Department of Petroleum Engineering at Texas A&M University. His research interests include reservoir dynamics and control, physics-based decline-curve analysis, capacitance/resistance models, uncertainty quantification, and reservoir-production optimization. Holando holds a master's degree in petroleum engineering from Texas A&M University and a bachelor's degree in chemical engineering from Universidade Federal de Pernambuco, Brazil.
Eduardo Gildin is an associate professor in the Harold Vance Department of Petroleum Engineering at Texas A&M University. He is the holder of the Ted H. Smith '75 and Max R. Vordenbaum '73 DVG Developmental Professorship and the Foundation CMG Research Chair in Robust Reduced Complexity Modeling in Reservoir Engineering. Gildin's research interests include the mathematics of reservoir simulation, numerical methods for control and model reduction of large-scale systems, finite-element modeling, numerical analysis, and optimization with an emphasis on petroleum-engineering problems. He holds a PhD degree in aerospace engineering from the University of Texas at Austin and master's in mechanical and mechatronics engineering from Universidade de Sã o Paulo (USP), Brazil, and bachelor's degree in mechanical engineering from Faculdade de Engenharia Industrial (FEI), Brazil.
Peter P. Valkó is professor and holder of the R. L. Whiting Chair in the Department of Petroleum Engineering at Texas A&M University. Before joining Texas A&M University in 1993, he was a researcher at the Mining University, Leoben, worked for MOL (Hungarian Oil Company), and was a faculty member at Eö tvö s Lorand University, Budapest. Valkó 's research interests include design and evaluation of hydraulic-fracturing treatments, performance of stimulated wells, and numerical methods for Laplace inversion. A native Hungarian, he holds bachelor's and master's equivalent degrees from Hungary, and a PhD equivalent degree from the Institute of Catalysis, Novosibirsk, Russia.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
