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Abstract
This dissertation focuses on a fundamental but under-researched problem:
how does one divide a piece of territory into smaller pieces in an efficient way?
In particular, we are interested in map segmentation problem of partitioning a
geographic region into smaller subregions for allocating resources or distributing
a workload among multiple agents. This work would result in useful solutions
for a variety of fundamental problems, ranging from congressional districting,
facility location, and supply chain management to air traffic control and vehicle
routing. In a typical map segmentation problem, we are given a geographic
region R, a probability density function defined on R (representing, say popula-
tion density, distribution of a natural resource, or locations of clients) and a set
of points in R (representing, say service facilities or vehicle depots). We seek a
partition of R that is a collection of disjoint sub-regions {R1, ..., Rn} such that⋃
iRi = R, that optimizes some objective function while satisfying a shape con-
dition. As examples of shape conditions, we may require that all sub-regions be
compact, convex, star convex, simply connected (not having holes), connected,
or merely measurable.
Such problems are difficult because the search space is infinite-dimensional
(since we are designing boundaries between sub-regions) and because the shape
conditions are generally difficult to enforce using standard optimization meth-
ods. There are also many interesting variants and extensions to this problem. It
is often the case that the optimal partition for a problem changes over time as
new information about the region is collected. In that case, we have an online
problem and we must re-draw the sub-region boundaries as time progresses. In
addition, we often prefer to construct these sub-regions in a decentralized fash-
ion: that is, the sub-region assigned to agent i should be computable using only
local information to agent i (such as nearby neighbors or information about its
surroundings), and the optimal boundary between two sub-regions should be
computable using only knowledge available to those two agents.
This dissertation is an attempt to design geometric algorithms aiming to
solve the above mentioned problems keeping in view the various design con-
straints. We describe the drawbacks of the current approach to solving map
segmentation problems, its ineffectiveness to impose geometric shape conditions
and its limited utility in solving the online version of the problem. Using an
intrinsically interdisciplinary approach, combining elements from variational cal-
culus, computational geometry, geometric probability theory, and vector space
optimization, we present an approach where we formulate the problems geomet-
rically and then use a fast geometric algorithm to solve them. We demonstrate
our success by solving problems having a particular choice of objective function
and enforcing certain shape conditions. In fact, it turns out that such methods
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actually give useful insights and algorithms into classical location problems such
as the continuous k-medians problem, where the aim is to find optimal locations
for facilities. We use a map segmentation technique to present a constant factor
approximation algorithm to solve the continuous k-medians problem in a convex
polygon. We conclude this thesis by describing how we intend to build on this
success and develop algorithms to solve larger classes of these problems.
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Chapter 1
Introduction
1.1 The Map Segmentation Problem
Dividing a territory into smaller sub-regions is a problem encountered in sev-
eral domains such as vehicle routing, facility location, congressional districting,
air traffic control, supply chain management, surveillance, reconnaissance. In-
deed, as exemplified in [32], effective division of geographic territory has been a
fundamental problem facing society since the times of antiquity:
“Homer, in describing the Phaiakian settlement in Scheria, speaks
of a circuit wall for the city.... Implicit in the foundation of new
colonies was the notion of equality among the members, exemplified
in the division of their prime resource, the land. To achieve this,
accurate measurement and equitable division were from the outset
essential, even when gods or privileged men were to be honored with
larger or better assignments.”
The goal of this dissertation is to develop tractable methods for partitioning
a geographic region into smaller sub-regions to optimally distribute resources or
balance workloads among multiple agents. We refer to this problem as a Map
Segmentation problem. In a typical map segmentation problem, inputs consist
of a geographic region R together with some additional problem parameters Ω,
such as obstacles, fixed points (representing, for example, vehicle depots), or a
probability density function (representing, for example, distribution of demand
over the region); see Figure 1.1. We seek a partition of R, that is, a collection
1
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of disjoint sub-regions R1, ..., Rn such that
⋃
iRi = R, that optimizes a cho-
sen objective function. It is natural to impose additional shape constraints on
the sub-regions requiring them to be, for instance, compact, convex, star con-
vex, simply connected (not having holes), or merely connected. Some typical
optimization objectives include:
 minimizing the workload of a fleet of vehicles assigned to these sub-regions,
 balancing the consumption of a resource,
 using a partition to determine the optimal locations of supply depots, or
 maximizing the surveillance coverage of all regions.
(a) Input: Region R, density function
f(·) and locations p1, ..., pn
(b) Output: Sub-regions R1, ..., Rn
Figure 1.1: Map segmentation problem
Formally, we can write up a map segmentation problem as follows:
minimize
R1,R2...Rn
G (R1, ..., Rn|Ω) s.t.
Ri ∩Rj = ∅ ∀i 6= j⋃
i
Ri = R
Ri obeys a shape condition ∀i
(1.1)
In principle, solving a map segmentation problem is a colossal task, since it
involves designing boundaries between sub-regions which means solving for an
infinite number of unknown variables. Further complications arise when we are
forced to reconcile the allocation objectives with geometric shape constraints on
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the sub-regions. Solving such problems requires one to combine tools from a
variety of disciplines, such as mathematical optimization, computational geom-
etry, geometric probability theory, and geospatial analysis. We will now look at
some application of map segmentation problem.
1.1.1 Applications
Voronoi Diagrams
A canonical example of map segmentation is the Voronoi diagram, which is the
solution to Dewdney and Vranch’s so-called “post office problem” [48], along
with several other map segmentation problems [13]. The input region is parti-
tioned into smaller sub-regions based on proximity to a set of “landmark” points,
as shown in Figure 1.2a. Simply put, given a geographic region R containing
a set of landmark (or generator) points {p1, . . . , pn} the Voronoi cell associated
with pi, denoted Vi, is defined as the set of points x ∈ R where ‖x−pi‖ ≤ ‖x−pj‖
for all indices j:
Vi = {x ∈ R : ‖x− pi‖ ≤ ‖x− pj‖ ∀j} ,
where ‖ · ‖ most commonly denotes the Euclidean norm. All of the Voronoi
regions can be shown to be convex polygons (some of them may be infinite)
containing their generator point. Voronoi partitions have tremendous applica-
tions in almost every field one can imagine. The survey paper [13] and the book
[96] are excellent sources for a comprehensive list of its variations, properties
and their applications.
Voronoi partitions have been generalized in a number of ways (see [13, 96]).
One such variation is by re-defining the way we compute distance between points.
If one assigns a weight vector w = {w1, . . . , wn} associated with the landmark
points, we can define the distance between a landmark point and point in re-
gion to be a weighted combination of Euclidean distance and the corresponding
weight. If the distance function is the Euclidean distance to the point minus its
additive weight, the resulting diagrams are called additively-weighted Voronoi
diagram, in which we define Voronoi cells as
Vi = {x ∈ R : ‖x− pi‖ − wi ≤ ‖x− pj‖ − wj ∀j} .
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(a) Simple Voronoi di-
agram
(b) Additive Voronoi
diagram
(c) Multiplicative
Voronoi diagram
Figure 1.2: Weighted Voronoi diagrams in the unit square.
Alternatively, if the distance function is defined as a product of Euclidean dis-
tance to the point and the weight, then the resulting partition is called the
multiplicatively-weighted Voronoi diagram, in which the Voronoi cells are de-
fined as:
Vi =
{
x ∈ R : ‖x− pi‖
wi
≤ ‖x− pj‖
wj
∀j
}
.
Both these variations are shown in Figure 1.2. Observe that in both of these
generalizations, the size of cell Vi increases as wi increases. It is also not hard to
show that the boundaries between adjacent Voronoi cells Vi and Vj are hyper-
bolic arcs in the additive model and circular arcs in the multiplicative model.
Also, it is easy to see that both additive and multiplicative Voronoi diagram
reduce to a simple Voronoi diagram if all of the weights are equal. We will later
see in Chapter 2 that these partitions enjoy various other useful properties in
variational segmentation problems.
Fair Division of Resources
A closely related problem to the map segmentation problem is the fair division
problem. Here the objective is to distribute a set of goods or resource among n
players (or agents) in a “fair” manner. There can be two classes of fair division
problems according to the kind of objects to be divided: indivisible (discrete)
and divisible (continuous) goods. There may be more than one notion of what
is fair or not. Each agent is assumed to have his or her own utility density
function ui(·) defined on the resource. The goal is usually to divide the resource
into n pieces in such a way that each agent i receives his or her “favorite” piece
i.e. the piece that maximizes his or her utility. Various versions of this problem
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Figure 1.3: Input and output to a red-blue partitioning problem.
exist in multiple applications, such as facility location [7, 17], robotics [99, 100],
cake cutting [16], fair division of land[33, 67], air traffic control [18] and vehicle
routing [42, 102]. More details on the wide range of practical applications can
be found in the survey paper [35].
Red-Blue Partitioning
Another example of a map segmentation problem is a red-blue partition. In such
a problem, we are given a set P1 of ng red points and a set P2 of nh blue points
in the plane, and we seek a partition of the plane into n convex pieces such that
each piece contains g red points and h blue points, as shown in Figure 1.3. The
papers [25, 71, 110] all prove that such a partition exists when the points are
in general position and give fast algorithms (or constructive proofs) for finding
one. In the framework of map segmentation, R = R2, Ω = P1 ∪ P2, “regular”
means convex, and the objective function depends on the number of red and
blue points in each piece:
G (R1, ..., Rn|Ω) := maxi {|card(P1 ∩Ri)− g|+ |card(P2 ∩Ri)− h|}
where card(S) denotes the cardinality of set S. It is easy to see thatG (R1, ..., Rn|Ω) =
0 if and only if each piece Ri contains g red points and h blue points. Red-blue
partitioning problems have been extensively studied in the last decade and sev-
eral non-convex variants have also been considered [19, 21, 27].
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Military Relevance
With drastic increase in drones and under water autonomous vehicles, the op-
timal allocation of autonomous vehicles in a geographic area is becoming in-
creasingly important for military and surveillance operations. Partitioning a
geographic area, being a key step in such operations, will underlie the design
of control policies for routing unmanned vehicles. In such applications, we may
have an online problem instance: that is, the relevant problem parameters (such
as a probability density describing likely threats or obstacles in the region) may
change over time as new information is collected. This might require us to com-
pute optimal sub-regions as a function of time. An additional difficulty arises
from the design constraint that requires sub-regions to be constructed in a de-
centralized fashion, meaning that the boundaries between sub-regions must be
computed using information purely “local” to an agent, such as its nearby neigh-
bors and information about immediate surroundings. The problem of equitable
distribution of workload among a fleet of unmanned or manned vehicles in a mil-
itary setting is a classic example of online and decentralized map segmentation
application since the operating environment is dynamic and the vehicles have
a limited radius of communication. According to the Office of Naval Research
(ONR) Fact Sheet on optimization-based UAV Planning:
“The technology being developed by ONR is aimed at creating
optimization-based tools for optimally allocating and deploying UAVs
... These decision aids will account for the timing of the selec-
tion, allocation, and operation decisions by considering multi-stage
mathematical-optimization models.”
Indeed, designing online and decentralized optimization algorithms to de-
ploy fleets of unmanned vehicles was recently identified as a “Basic Research
Challenge” by the ONR [91].
1.1.2 Solving Map Segmentation Problems
Over the years, there have been numerous attempts at solving various versions of
map segmentation problems. We roughly categorize these works in three types
of methods listed below.
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(a) Input (b) Output
Figure 1.4: Solving map segmentation problem by pixelating the input region.
Integer Programming
The traditional way to solve this problem has been to break the region into small
discrete “pixels” and assign binary variables to each pixel. This essentially al-
lows us to reduce the infinite variable set to a finite set of variables, leading to a
large combinatorial integer program. This method has been used generously by
the operations research community [65, 76, 84, 123, 60, 124], although such an
approach suffers from three drawbacks. First, solving integer programs by itself
is very inefficient. Large values of n lead to large-scale combinatorial programs
which are often computationally intractable. Second, it may be difficult, if not
impossible, to impose important geometric shape conditions within a combina-
torial framework. Third, integer programs cannot generally be solved efficiently
in an online fashion, rendering this approach largely useless in solving the online
version of the problem.
Recursive Subdivision
The next most popular approach is to divide the input region R recursively.
That is, we decompose R into smaller regions, which themselves are further
decomposed, and so on and so forth until we reach the required number of
sub-regions, as shown in Figure 1.5. Such a method is used extensively in
computational geometry for building advanced data structures like Binary Space
Partition tree, in which an n dimensional space is recursively subdivided into
convex sets by hyperplanes. Other data structures like the Kd-tree, Quadtree,
and Octree are also build by similar recursive subdivision techniques. These
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Figure 1.5: A recursive subdivision of a rectangle into n = 8 sub-regions; we
first divide the rectangle into two pieces, which are themselves subdivided into
two more, and so forth.
have immense applications in computer graphics, n-dimensional range searching,
CAD design, and robotics. Recursive subdivision techniques have also been
used in solving operations search problems. The papers [7, 3] uses recursive
techniques to divide a convex region into n equal area convex pieces to balance
the load among multiple facilities or vehicles. The papers [41, 42] also use similar
techniques to solve other operation research problems.
Low Dimensional Parameterization
Another approach to solving map segmentation problems is by restricting to
partitions that can be described using small number of parameters. An example
of a such a partition is the power diagram [12] (also known as Laguerre Voronoi
diagram [68]), which is a generalization of Voronoi diagrams. Each generator
point pi in a power diagram is associated with some weight wi which determines
the cell of pi. It has the property that larger values of wi cause sub-region
Ri to expand while preserving convexity of all the sub-regions. The paper[12]
provides efficient algorithms to compute power diagrams. Power diagrams are
popular in computational geometry. For example, the power diagram can be
used to efficiently compute the volume of a union of spheres [14], to build data
structures for testing whether a point belongs to a union of disks [68] and to
develop algorithms for finding the closest two balls in a set of balls [61]. It also
has been used extensively in robotics community. The authors in [99, 100] give
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(a) Input: Region R and density func-
tion f(·)
(b) Output: Optimal locations
p1, ..., pn
Figure 1.6: Facility location problem
algorithms for breaking a convex region into sub-regions so as to balance the
workload of collection of robots, subject to shape constraint that the sub-regions
have to be convex. They prove that an optimal solution to their problem is a
power diagram and reduced to the problem to finding just the weights of the
power diagram.
1.2 Facility Location
In the map segmentation problem we assume that the location of the set of
agents or facilities are fixed. In this sense, these problems can be thought
of as the second phase of a location-allocation model in which we first find
locations of agents and then segment the map to allocate resources among them.
Alternatively, we could also think of map segmentation problem to be the first
phase an allocation-location algorithm. One could first design partitions or
service districts for facilities and then place facilities within these districts in
a desirable way. Even though this seems counter-intuitive, there are several
applications where this is useful. A popular method that uses such an approach
is the Lloyd algorithm [80, 122] to compute a centroidal Voronoi tessellation.
In this dissertation, we will use a map segmentation technique to help solve a
facility location problem, known as the continuous k-medians problem.
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(a) Input (b) Output
Figure 1.7: The discrete 2-median problem
1.2.1 The k-Medians Problem
Given a set of two dimensional demand points, X = {x1, ..., xn}, the objective
of the k-medians problem is to chose k landmark points (or facilities) among
these n points so as to minimize the average distance between a point in X and
its nearest landmark point (see Figure 1.7). The objective function assumes
there are no fixed and backbone network costs, but just the transportation
costs between facilities and demand points. A natural variation to this problem
is the case where the demand points form are a continuum. In such a case, the
demand points are assumed to be uniformly distributed in a region R (instead
of being a finite set of points P ). The objective now is to distribute k points
within R, so as to minimize the average distance mini‖x− pi‖ between a point
x in R and its nearest facility pi:
minimize
p1,p2...pk
¨
R
mini‖x− pi‖dA s.t.
pi ∈ R ∀i
We call this problem the continuous k-medians problem or the continuous Fermat-
Weber problem (see Figure 1.8). Although the discrete version of this problem is
extremely well studied, the continuous version has received very little attention
by researchers. The authors in [43] use a recursive map segmentation technique
to give an approximation algorithm for this problem when the input region is
a convex polygon. They provide a lower bound to the problem and prove that
their algorithm is a 2.73 constant factor approximation algorithm. In this thesis,
we will develop a new lower bound to the continuous k-medians problem and
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(a) Input (b) Output
Figure 1.8: The continuous 2-median problem
also improve their analysis to reduce the approximation factor from 2.73 to 2.03.
We also provide a heuristic method based on the Lloyd algorithm to solve the
k-medians problems when the input region is non-convex.
1.3 Overview and List of Publications
The work in this thesis attempts to solve various versions of the map segmenta-
tion problem and the continuous k-medians problem for convex and non-convex
input regions. Aspects of the dissertation has already been published or submit-
ted for review. Organization of the dissertation along with the list of publications
is summarized below:
Chapter 2: In this chapter, we consider the problem of fair division of
geographic resources among multiple agents. We assume that each agent has an
utility function associated with him or her. Our objective is to divide the input
region into sub-regions so as to “balance” the overall utilities on the regions.
We present two formulations of this problem and develop a method to solve for
the optimal solutions efficiently.
 J.G.Carlsson, R.Devulapalli. “Dividing a territory among several facili-
ties”, INFORMS Journal on Computing, August 2012.
 J.G.Carlsson, Erik Carlsson, R.Devulapalli. “Shadow prices in territory
division”, Under review, Networks and Spatial Economics.
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Chapter 3 In this chapter, we will show how to incorporate certain geometric
shape constraints using the formulation described in Chapter 2. We also con-
sider a dynamic version of the map segmentation problem in which the density
function describing the distribution of resource varies over time. We derive a
set of partial differential equations that describe the evolution of the optimal
sub-regions over time.
Chapter 4: This chapter deals with the map segmentation problem when the
input region is not simply connected. We consider the problem of minimizing
the total workload of service vehicles, like drones, servicing over a geographic
territory. We assume that the territory is a connected polygonal region, i.e. a
simply connected polygon containing a set of simply connected obstacles. We
give a fast algorithm, based on an infinite-dimensional optimization formulation,
that divides the territory into compact, connected sub-regions, each of which
contains a vehicle depot, such that all regions have equal area.
 J.G.Carlsson, Erik Carlsson, R.Devulapalli. “Balancing Workload for Au-
tonomous Vehicles over a Geographic Territory. Accepted in June 2013
to appear in the proceedings of IEEE/RSJ International Conference on
Intelligent Robots and Systems, November 2013.
Chapter 5: This chapter deals with a few non-geographic application of par-
titioning algorithms. We look at the use of a partitioning algorithm to compute
a market-clearing price vector in an aggregate demand system or a variation of
the classical Fisher exchange market. We also look at use of weighted Voronoi
diagram as a tool for data visualization.
 R.Devulapalli, M.Quist, J.G.Carlsson. “Spatial partitioning algorithms for
data visualization”, Accepted in October 2013 to appear in the proceedings
of Visualization and Data Analysis, February 2014.
 J.G.Carlsson, Erik Carlsson, R.Devulapalli. “Computing a market-clearing
price vector in an address model of differentiated demand. Working paper.
Chapter 6: This chapter looks at use of map segmentation techniques to
solve facility location problems. Specifically, we look at partitioning techniques
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to develop approximation algorithms to solve the continuous k-medians problem
in a convex and non-convex region.
 R.Devulapalli, J.G.Carlsson. “The continuous k-medians problem in a
convex polygon. Under review, Operations Research Letters.
Chapter 2
Map Segmentation for Fair
Division of Resources
2.1 Introduction
Segmenting a map to efficiently divide resources among a collection of service
vehicles, facilities, or agents is a common objective in many disciplines. In prac-
tice, it is often desirable to find a balanced assignment so as to divide resources
in an equitable fashion. Such assignment policies are commonly encountered
in robotics [72, 101], queueing theory [15, 66, 74], vehicle routing [42, 64, 102],
and facility location [7, 17, 23, 49], among others. One can formulate the map
segmentation problem for fair division of resources among n agents as follows.
Suppose that R is a geographic region in the plane which we are to partition
among n agents, that is, we are to select n sub-regions R1, . . . , Rn of R such
that Ri ∩ Rj = ∅ for all pairs and
⋃
iRi = R. We will assume that R is a con-
nected, polygonal region with non-empty interior. Letting ui(·) denote a “utility
density” function associated with agent i, we can represent the overall utility of
agent i as the integral
˜
Ri
ui(x) dA, where Ri denotes the sub-region assigned
to agent i. In order to generalize this model further, let us also assume that f(·)
is a given probability density function (representing population or distribution
of a natural resource, for example) on R, so that the overall utility of agent i is
the integral
˜
Ri
f(x)ui(x) dA. This problem has been previously considered in
many different domains for various particular forms of f(·) and ui(·) which we
will discuss shortly.
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The key issue in the preceding problem is how to construct the sub-regions in
a balanced, or equitable, fashion. One way to partition the region is to maximize
the overall utilities of the agents while imposing constraints on the amounts of
f(·) that are contained in them. That is, our problem can be written as
maximize
R1,...,Rn
n∑
i=1
¨
Ri
f(x)ui(x) dA s.t. (2.1)
¨
Ri
f(x) dA = qi ∀i
Ri ∩Rj = ∅ ∀i 6= j⋃
i
Ri = R
where the qi are given constants. A second way to partition the region in a
balanced way is to maximize the minimum utility of all of the sub-regions:
maximize
R1,...,Rn
min
i
{¨
Ri
f(x)ui(x) dA
}
s.t. (2.2)
Ri ∩Rj = ∅ ∀i 6= j⋃
i
Ri = R .
In this chapter we show that the boundaries between the optimal sub-regions
to problem (2.1) are curves of the form
x : ui(x)− uj(x) = constant
and that the boundaries between the optimal sub-regions to problem (2.2) are
curves of the form
x :
ui(x)
uj(x)
= constant
provided that either ui(x) > 0 for all i and x or ui(x) < 0 for all i and x
(except for possibly a set of measure zero). Although this turns out to be a
simple and immediate consequence of complementary slackness in vector space
optimization, it allows us to obtain very concise, constructive proofs to well-
known existing results in equitable partitioning. Moreover, our proof technique
reduces both balanced partitioning problems to n-dimensional convex optimiza-
tion problems, which allows us to actually solve both problems efficiently in
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practice by computing a set of shadow prices associated with the agents. In
Section 2.4, we give fast algorithms for solving (2.1) and (2.2) by showing how
to compute a subgradient vector for either problem, which enables us to use (for
example) a cutting plane method to find the optimal partition.
2.1.1 Related Work
Problems (2.1) and (2.2) have already been studied for specific forms of the
functions ui(·). The case of problem (2.1) where ui(x) = −‖x− pi‖2 for fixed
points pi ∈ R was first analyzed in [11] and later in [99, 100]; the former gives
a fast algorithm for optimal partitioning for the case where f(·) is an atomic
distribution and the latter gives a control scheme that converges to an optimal
partition for smooth f(·). The case of (2.1) where ui(x) = −‖x− pi‖ and
f(·) is a uniform distribution was analyzed in [7] (whose analysis also extends
cleanly to general distributions f(·)) who also give an approximation algorithm
for simultaneously locating the points pi and designing partitions.
2.2 Applications
Before discussing the solution method for problems (2.1) and (2.2), we first give
several geographic applications thereof.
Facility Districting In the paper [7], the authors considered the problem of
dividing a territory among a collection of facilities {p1, . . . , pn} so as to balance
the workloads of those facilities, where the workload of a facility covering region
Ri is modeled as ¨
Ri
f(x)‖x− pi‖ dA .
The simple intuition is that the cost of pi providing service to a point x is simply
proportional to the distance between x and pi. Thus here, we can consider either
problem (2.1) or (2.2) with ui(x) = −‖x − pi‖. Other variations are possible
when we model the cost of service between a demand point x and a facility i is
of the form c (x, pi) = αi ‖x− pi‖k (that is, ui(x) = −‖x − pi‖k). We can also
extend this to consider the case where each agent i has a collection of facilities
{pi1, . . . , pini} (representing multiple branches of a store, for example), which
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gives ui(x) = −minj∈{1,...,ni} ‖x− pij‖.
Power Diagrams A power diagram of a set of points {p1, . . . , pn} ⊂ Rd is a
generalization of the well-known Voronoi diagram in which additive weights wi
are associated with each of the points. Specifically, an arbitrary point x ∈ Rd is
said to belong to the power cell Ci of the point pi if
‖x− pi‖2 − wi ≤ ‖x− pj‖2 − wj
for all indices j ∈ {1, . . . , n}. It turns out that the cells Ci in any power
diagram are always convex. Power diagrams are widely applied in such diverse
domains as robotics [99, 100, 103], air traffic control [57], and sensor placement
[62]. The paper [11] proves that the optimal solution to problem (2.1) is always
a power diagram whenever ui(x) = −‖x− pi‖2, i.e. when our objective is
to minimize the sum of the mass moments of the sub-regions. An immediate
corollary (which was independently re-derived in [99, 100]) is that, given any set
of points {p1, . . . , pn} in a region R, a probability density f(·) defined on R, and
any positive vector (q1, . . . , qn) whose entries sum to 1, there always exists a set
of weights whose resulting power diagram satisfies
˜
Ci
f(x) dA = qi for each i.
Fair Division In a fair division problem we are concerned with dividing the
region R “fairly” [34]. One interpretation of fairness is precisely the formulation
(2.2) with f(x) = 1 everywhere and generic functions ui(·). It turns out (as
we will show momentarily) that the optimal solution to (2.2) has equal values
of
˜
Ri
f(x)ui(x) dA (i.e.
˜
Ri
ui(x) dA in our case) for all i; thus, each agent’s
utility is equal at optimality.
Maximizing Influence The gravity hypothesis [111] is a well-known geo-
graphic theory that states that the “interaction” between two points x and
y generally decays at a rate proportional to the inverse square of the distance
between them, i.e. 1/‖x − y‖2. Here “interaction” might be measured by eco-
nomic activity [22], migration [79], or transport [109], for example. It follows
that if pi is the “capital” of region Ri then the total “influence” (economic,
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political, or cultural) that pi exercises over Ri can be approximated as
¨
Ri
f(x)
‖x− pi‖2
dA
where f(·) represents a population density, so that ui(x) = 1/‖x − pi‖2. Since
the integral blows up near the points pi it is natural to truncate ui(x) in a small
-neighborhood of pi. A natural application of problems (2.1) and (2.2) arises in
the division of territory among a collection of “capital cities” {p1, . . . , pn} so as
to maximize the influence that the cities exercise over their respective domains
Ri while respecting overall constraints on the populations of these domains. The
related geographic potential model [112] postulates that the interaction between
two points decays at a rate directly proportional to the inverse of the distance
between them, which gives ui(x) = 1/‖x− pi‖.
Hospital Districting It has been observed among geographers that, in rural
regions, the frequency of a person’s visits to a hospital decays exponentially in
their distance to the hospital [69, 114]. Thus, if a hospital located at a point
pi provides service to a region Ri, the long-term workload that the hospital
experiences can roughly be approximated by
¨
Ri
f(x) exp(−‖x− pi‖) dA
where f(·) represents a population density. Since the goal of districting among
hospitals is generally to ensure equity among the service regions, it is therefore
natural to consider problem (2.2) with ui(x) = exp(−‖x− pi‖). Exponential
distance decay also occurs in measuring ecological similarity between areas [90,
105]; in this case, problem (2.2) determines a partition of R into various sub-
regions whose overall similarity with test sites pi is maximized.
Districts for Vehicle Routing In a vehicle districting problem our objective
is to design a collection of sub-regions that minimize the workloads of a fleet of
vehicles that provide service to a region [64]. Suppose that, on each day, a set
of N demand points {X1, . . . , XN} is sampled from a probability distribution
f˜(·) defined on a service region R, and each demand point must be serviced
by a vehicle (each of which is originally located at a depot pi ∈ R). The
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workload of a vehicle assigned to cover region Ri is simply the length of a
travelling salesman tour of all of the sampled points in Ri plus the depot point
pi, TSP(pi ∪ {Xj} ∩ Ri). As shown in [40], it turns out that with probability
one we have
TSP(pi ∪ {Xj} ∩Ri)→ β
¨
Ri
√
f˜c(x) dA+ o(
√
N)
as N →∞, where f˜c(·) denotes the absolutely continuous part of f˜(·). In order
to balance the workloads of the vehicles, we should then solve an instance of (2.1)
where f(·) =
√
f˜c(x) (normalized so that f(·) integrates to 1) and qi = 1/n, so
that all vehicles have the same asymptotic workload. As a utility function it is
natural to use ui(x) = −‖x− pi‖ or ui(x) = −‖x− pi‖2 so that our sub-regions
are as “compact” as possible. We will see that in fact the optimal sub-regions
will always be connected when such functions are chosen.
Police Dragnet Design It has been hypothesized [38, 97] that a logarithmic
relationship exists between the distance from a criminal’s home base to a po-
tential target location and the likelihood that the offender chooses to offend in
that location, i.e. that
Pr(criminal strikes at x|home base at y) = max{a− b log ‖x− y‖, 0}
with a, b ≥ 0. It follows that if a crime has occurred at a point pi then the
probability that the criminal’s home base is located in region Ri is proportional
to ¨
Ri
f(x) max{a− b log ‖x− pi‖, 0} dA
where f(x) represents a population density. Thus, given a collection of recent
crime locations {p1, . . . , pn}, one can thus consider the problem of designing
police “search regions” to maximize the likelihood of catching the criminals by
formulating problem (2.1) with ui(x) = max{a − b log ‖x − pi‖, 0}. Here we
might set qi = 1/n in the constraint
˜
Ri
f(x) dA = qi for all i, representing a
restriction that each district have an equal population (and thus roughly equal
“workloads” for the police investigators).
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2.3 Computing Optimal Sub-Regions
In this section we show that the optimal sub-regions for problems (2.1) and (2.2)
can be described easily in terms of complementary slackness. For ease of intu-
ition, we give proof sketches based on discretizing the problem; the same result
can be derived rigorously using infinite-dimensional vector space optimization
theory, specifically Theorem 1 of [83], and we do so in Appendix A.
2.3.1 Sub-Regions for the Max-Sum Problem
In this section we consider the structure of problem (2.1). We provide a proof
sketch that characterizes the optimal solutions and refer the reader to Section
A.1 of the Appendix for a rigorous proof:
Theorem 2.3.1. The boundaries between any optimal sub-regions R∗i and R
∗
j
to problem (2.1) are of the form
∂(R∗i ) ∩ ∂(R∗j ) ⊆
{
x ∈ R : ui(x)− uj(x) = λ∗i − λ∗j
}
where λ∗i and λ
∗
j are the optimal solutions to the dual problem
minimize
λ
¨
R
f(x) max
i
{ui(x)− λi} dA s.t.
qTλ = 0 .
Moreover, if x and i are a point and an index such that ui(x)− λ∗i > uj(x)− λ∗j
for all j 6= i, then x ∈ R∗i . Thus, the optimal partition {R∗1, . . . , R∗n} can be
recovered from the optimal dual variables λ∗1, . . . , λ
∗
n.
Proof sketch. We begin by formulating problem (2.1) as an infinite-dimensional
integer program. Setting Ii(x) to be a {0, 1}-valued function indicating whether
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point x is assigned to agent i, we obtain the equivalent formulation
maximize
I1(·),...,In(·)
n∑
i=1
¨
R
f(x)ui(x)Ii(x) dA s.t. (2.3)
¨
R
f(x)Ii(x) dA = qi ∀i
n∑
i=1
Ii(x) = 1 ∀x
Ii(x) ∈ {0, 1} ∀i, x .
The linear programming relaxation of (2.3) is given by
maximize
I1(·),...,In(·)
n∑
i=1
¨
R
f(x)ui(x)Ii(x) dA s.t. (2.4)
¨
R
f(x)Ii(x) dA = qi ∀i
n∑
i=1
Ii(x) = 1 ∀x
Ii(x) ≥ 0 ∀i, x .
We can discretize the above problem into N grid cells j of area , where fj
denotes the average value of f(x) on j, uij denotes the average value of ui(x)
on j, and zij denotes the fraction of cell j assigned to agent i, to obtain the
approximate formulation
maximize
Z
n∑
i=1
N∑
j=1
fjuijzij s.t. (2.5)
N∑
j=1
fjzij = qi ∀i
n∑
i=1
zij = 1 ∀j
zij ≥ 0 ∀i, j .
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The dual problem to (2.5), which has variables λ ∈ Rn and ς ∈ RN , is
minimize
λ,ς
n∑
i=1
qiλi +
N∑
j=1
ςj s.t.
fiλi + ςj ≥ fjuij ∀i, j .
Introducing new variables σj := ςj/(fj), we can rewrite the above as
minimize
λ,σ
n∑
i=1
qiλi +
N∑
j=1
fjσj s.t.
σj ≥ uij − λi ∀i, j
which is a discretization of the problem
minimize
λ,σ(·)
n∑
i=1
qiλi +
¨
R
f(x)σ(x) dA s.t. (2.6)
σ(x) ≥ ui(x)− λi ∀i, x
which is equivalent to the unconstrained problem
minimize
λ
n∑
i=1
qiλi +
¨
R
f(x) max
i
{ui(x)− λi} dA .
Finally, we note that the above problem is invariant under scalar addition to λ
because we have assumed that
∑n
i=1 qi =
˜
R
f(x) dA = 1 and thus we obtain
the convex, n-dimensional dual problem
minimize
λ
¨
R
f(x) max
i
{ui(x)− λi} dA s.t. (2.7)
qTλ = 0 .
It remains to show that the optimal partition {R∗1, . . . , R∗n} for the original
problem (2.1) can be recovered from problem (2.7). Let {I∗1 (·), . . . , I∗n(·)} denote
the optimal solution to the LP relaxation (2.4) and consider any point x ∈ R and
the optimal solution λ∗ to (2.7). Suppose i¯ is the index such that ui(x)− λ∗i is
maximal (assuming such an index is unique). From the complementary slackness
conditions of problem (2.6), it must be the case that I∗i (x) = 0 for all indices i
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other than i¯, and consequently that I ∗¯i (x) = 1. This completes the proof.
Remark 2.3.2. The dual variables λi have a natural interpretation as shadow
prices associated with the agents; specifically, suppose that a client at point x
must pay a fee of −(ui(x)− λi) for selecting agent i. Obviously, each client will
choose the agent for which his or her fee is minimized. Thus, the dual problem
asks us to choose rates λi that maximize the overall revenue that the agents
receive from the clients, subject to a cap on the total rate at which they are
allowed to charge them.
2.3.2 Sub-Regions for the Max-Min Problem
In this section we consider the structure of problem (2.2). Again, we provide
a proof sketch here and refer the reader to Section A.2 of the Appendix for a
rigorous proof:
Theorem 2.3.3. Provided that either ui(x) > 0 for all i and x or ui(x) < 0 for
all i and x (except for possibly a set of measure zero), the boundaries between
any optimal sub-regions R∗i and R
∗
j to problem (2.2) are of the form
∂(R∗i ) ∩ ∂(R∗j ) ⊆
{
x ∈ R : ui(x)
uj(x)
=
λ∗j
λ∗i
}
where λ∗i and λ
∗
j are the optimal solutions to the dual problem
minimize
λ
¨
R
f(x) max
i
{λiui(x)} dA s.t.
n∑
i=1
λi = 1
λi ≥ 0 ∀i .
Moreover, if x and i are a point and an index such that λ∗iui(x) > λ
∗
juj(x) for all
j 6= i, then x ∈ R∗i . Thus, the optimal partition {R∗1, . . . , R∗n} can be recovered
from the optimal dual variables λ∗1, . . . , λ
∗
n, and at optimality, it turns out that
all sub-regions have the exact same utility
˜
R∗i
f(x)ui(x) dA.
Proof sketch. We can similarly formulate problem (2.2) as an infinite-dimensional
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integer program given by
maximize
t,I1(·),...,In(·)
t s.t. (2.8)
t ≤
¨
R
f(x)ui(x)Ii(x) dA ∀i
n∑
i=1
Ii(x) = 1 ∀x
Ii(x) ∈ {0, 1} ∀i, x .
The discretization of the linear programming relaxation of (2.8) is given by
maximize
t,Z
t s.t. (2.9)
t ≤
N∑
j=1
fjuijzij ∀i
n∑
i=1
zij = 1 ∀j
zij ≥ 0 ∀i, j .
The dual problem to (2.9), which has variables µ ∈ Rn and ς ∈ RN , is
minimize
µ,ς
N∑
j=1
ςj s.t.
fjuijµi + ςj ≥ 0 ∀i, j
−
n∑
i=1
µi = 1
µi ≤ 0 ∀i, j .
Introducing new variables λi := −µi and σj := ςj/(fj), we can rewrite the
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above as
minimize
λ,σ
N∑
j=1
fjσj s.t.
σj ≥ uijλi ∀i, j
n∑
i=1
λi = 1
λi ≥ 0 ∀i, j
which is a discretization of the problem
minimize
λ,σ(·)
¨
R
f(x)σ(x) dA s.t.
σ(x) ≥ λiui(x) ∀i, x
n∑
i=1
λi = 1
λi ≥ 0 ∀i
which is equivalent to the convex problem
minimize
λ
¨
R
f(x) max
i
{λiui(x)} dA s.t. (2.10)
n∑
i=1
λi = 1
λi ≥ 0 ∀i .
As before, let {I∗1 (·), . . . , I∗n(·)} denote the optimal solution to the LP relaxation
of (2.8) and consider any point x ∈ R and the optimal solution λ∗ to (2.10).
Again, if the index i¯ that maximizes λiui(x) is unique, it must be the case that
I ∗¯i (x) = 1 and I
∗
i (x) = 0 for all other i. In addition, by our initial assumption
that ui(x) > 0 for all i and x or ui(x) < 0 for all i and x (except for possibly a
set of measure zero), it is not hard to show (by a simple perturbation argument)
that we must have λ∗i > 0 for all i. Complementary slackness then tells us that
t∗ =
˜
R
f(x)ui(x)I
∗
i (x) dA for all i at optimality, i.e. the sub-regions all have
the exact same utility.
Remark 2.3.4. The dual variables λi again have a natural interpretation as
shadow prices associated with the agents; specifically, suppose that a client
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at point x must pay a fee of −λiui(x) for selecting agent i. Obviously, each
client will choose the agent for which his or her fee is minimized. Again, the
dual problem asks us to choose rates λi that maximize the overall revenue that
the agents receive from the clients, subject to a cap on the total rate at which
they are allowed to charge them.
2.4 Sub-Gradients
In this section we show that problems (2.1) and (2.2) can be solved efficiently
using convex optimization. Specifically, we show that subgradients [29] to the
dual problems (2.7) and (2.10) are cheap to compute, and therefore the optimal
partition can be computed quickly using, for example, an analytic center cutting
plane method [28].
2.4.1 Computing Subgradients for Max-Sum Problem
It is straightforward to verify that the vector g ∈ Rn, defined by setting
gi := −
¨
Ri
f(x) dA ,
is a subgradient for the objective function
h(λ) :=
¨
R
f(x) max
i
{ui(x)− λi} dA
for the dual problem (2.7). To see this, consider two vectors λ and λ
′
and the
corresponding partitions {R1, . . . , Rn} and {R′1, . . . , R′n}. We want to show that
h(λ
′
) ≥ h(λ) + gT (λ′ − λ), i.e. that
¨
R
f(x) max
i
{
ui(x)− λ′i
}
dA ≥
¨
R
f(x) max
i
{ui(x)− λi} dA+ gT (λ′ − λ)
or equivalently that
¨
R
f(x) max
i
{
ui(x)− λ′i
}
dA ≥
n∑
i=1
¨
Ri
f(x)(ui(x)− λi) dA+ gi(λ′i − λi) .
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Consider the right-hand side of the above; for each i, we have
¨
Ri
f(x)(ui(x)− λi) dA + gi(λ′i − λi)
=
¨
Ri
f(x)(ui(x)− λi) dA− (λ′i − λi)
¨
Ri
f(x) dA
=
¨
Ri
f(x)(ui(x)− λ′i) dA
and therefore we have
h(λ
′
) =
¨
R
f(x) max
i
{
ui(x)− λ′i
}
dA ≥
n∑
i=1
¨
Ri
f(x)(ui(x)− λ′i) dA︸ ︷︷ ︸
(∗)
= h(λ) + gT (λ
′ − λ)
as desired, where (∗) follows from the fact that, by construction, the sub-regions
of the partition {R′1, . . . , R′n} are defined by taking the maximal value of ui(x)−
λ
′
i and are therefore maximal over all partitions. This completes the proof.
2.4.2 Computing Subgradients for Max-Min Problem
It is straightforward to verify that the vector g ∈ Rn, defined by setting
gi :=
¨
Ri
f(x)ui(x) dA ,
is a subgradient for the objective function
h(λ) :=
¨
R
f(x) max
i
{λiui(x)} dA
for the dual problem (2.10). To see this, consider two vectors λ and λ
′
and the
corresponding induced partitions {R1, . . . , Rn} and {R′1, . . . , R′n}. We want to
show that h(λ
′
) ≥ h(λ) + gT (λ′ − λ), i.e. that
¨
R
f(x) max
i
{λ′iui(x)} dA ≥
¨
R
f(x) max
i
{λiui(x)} dA+ gT (λ′ − λ)
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or equivalently that
¨
R
f(x) max
i
{λ′iui(x)} dA ≥
n∑
i=1
¨
Ri
λif(x)ui(x) dA+ gi(λ
′
i − λi) .
Consider the right-hand side of the above; for each i, we have
¨
Ri
λif(x)ui(x) dA + gi(λ
′
i − λi)
=
¨
Ri
λif(x)ui(x) dA+ (λ
′
i − λi)
¨
Ri
f(x)ui(x) dA
=
¨
Ri
λ
′
if(x)ui(x) dA
and therefore we have
h(λ
′
) =
¨
R
f(x) max
i
{λ′iui(x)} dA ≥
n∑
i=1
¨
Ri
λ
′
if(x)ui(x) dA︸ ︷︷ ︸
(∗)
= h(λ) + gT (λ
′ − λ)
as desired, where (∗) follows from the fact that, by construction, the sub-regions
of the partition {R′1, . . . , R′n} are defined by taking the maximal value of λiui(x)
and are therefore maximal over all partitions. This completes the proof.
2.5 Algorithms
For the sake of completeness, we give formal descriptions of two algorithms,
MaxSumPartition and MaxMinPartition, that solve problems (2.1) and (2.2), in
Algorithms 2.5.1 and 2.5.2.
Remark 2.5.1. We would like to point out two advantages that Algorithms 2.5.1
and 2.5.2 possess over existing methods. First, we compute λ∗ by solving a
convex optimization problem for which subgradients are cheap to compute.
Therefore, these approaches inherit better theoretical convergence properties
than, say, the scheme of [99, 100], which uses a gradient descent method for
the case where ui(x) = −‖x− pi‖2 and whose associated objective function (i.e.
the equivalent of h(λ)) is not convex (although the scheme proposed therein is
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Input: A connected, polygonal region R with non-empty interior, a probability
density function f(·) defined on R, a collection of n utility density functions
ui(·), a vector q ∈ Rn+ such that
∑
i qi = 1, and a threshold .
Output: A partition of R into n regions R1, . . . , Rn that solves problem (2.1) within
tolerance .
Note: this is simply a standard analytic center cutting plane method applied to problem
(2.7).
Define the initial polyhedron by Λ =
{
λ ∈ Rn : qTλ = 0 and ‖λ‖∞ ≤M
}
for a
threshold M ;
/* See Lemma A.1.1 of the Appendix to see how to construct a suitable
M. */
while vol(Λ) >  do
Let λ0 be the analytic center of Λ;
for i ∈ {1, . . . , n} do
Let Ri denote the sub-region in R for which ui(x)− λ0i is strictly maximal;
end
Allocate the remaining mass of R (i.e. that which has not been assigned to a
subset Ri, if any) lexicographically;
/* This lexicographic allocation will not generally be feasible for
the original partitioning problem. */
for i ∈ {1, . . . , n} do
Set gi := −
˜
Ri
f(x) dA;
end
Set Λ := Λ ∩ {λ : gTλ ≥ gTλ0};
end
Let λ0 be the analytic center of Λ;
for i ∈ {1, . . . , n} do
Let Ri denote the sub-region in R for which ui(x)− λ0i is strictly maximal;
end
Allocate the remaining mass of R (i.e. that which has not been assigned to a subset
Ri, if any) as described in Section B.1 of the Appendix;
return {R1, . . . , Rn};
Algorithm 2.5.1: Algorithm MaxSumPartition partitions a given region
into sub-regions with pre-specified masses while maximizing the overall
utility of n agents.
Chapter 2: Map Segmentation for Fair Division of Resources 30
Input: A connected, polygonal region R with non-empty interior, a probability
density function f(·) defined on R, a collection of n utility density functions
ui(·), and a threshold .
Output: A partition of R into n regions R1, . . . , Rn that solves problem (2.2) within
tolerance .
Note: this is simply a standard analytic center cutting plane method applied to problem
(2.10).
Define the initial polyhedron by Λ = {λ ∈ Rn : ∑i λi = 1 and λ ≥ 0};
while vol(Λ) >  do
Let λ0 be the analytic center of Λ;
for i ∈ {1, . . . , n} do
Let Ri denote the sub-region in R for which λ
0
iui(x) is strictly maximal;
end
Allocate the remaining mass of R (i.e. that which has not been assigned to a
subset Ri, if any) lexicographically;
for i ∈ {1, . . . , n} do
Set gi :=
˜
Ri
f(x)ui(x) dA;
end
Set Λ := Λ ∩ {λ : gTλ ≥ gTλ0};
end
Let λ0 be the analytic center of Λ;
for i ∈ {1, . . . , n} do
Let Ri denote the sub-region in R for which λ
0
iui(x) is strictly maximal;
end
Allocate the remaining mass of R (i.e. that which has not been assigned to a subset
Ri, if any) as described in Section B.2 of the Appendix;
return {R1, . . . , Rn};
Algorithm 2.5.2: Algorithm MaxMinPartition partitions a given region
into sub-regions while maximizing the minimum utility of n agents.
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proven to be globally convergent). Secondly, the scheme of [99, 100] requires an
explicit expression for the boundary components of the power cells Ri (which
are line segments), while ours merely requires that we be able to integrate over
the Ri, say using Monte Carlo or quasi-Monte Carlo approximation. This is not
an issue when R ⊂ R2 (since explicitly representing the boundary components
– curves or line segments – is not difficult), but when R ⊂ Rd for high d, these
boundary components may be difficult to enumerate. Monte Carlo and quasi-
Monte Carlo integration methods, on the other hand, do not suffer from this
“curse of dimensionality” because they involve merely sampling a large collec-
tion of points in R and estimating integrals by working with those points that lie
in each region Ri; the convergence rate of the integral is inversely proportional
to the square root of the number of samples
√
N . Of course, such methods bring
with them their own drawbacks, as described in Section 9.9.6 of [107]:
Such a convergence rate does not depend on the dimension n of
the integration domain, and this is a most relevant feature of the
Monte Carlo method. However, it is worth noting that the con-
vergence rate is independent of the regularity of f ; thus, unlike in-
terpolatory quadratures, Monte Carlo methods do not yield more
accurate results when dealing with smooth integrands.
[The convergence rate of 1/
√
N ] is extremely weak and in prac-
tice one does often obtain poorly accurate results. A more efficient
implementation of Monte Carlo methods is based on composite ap-
proach or semi-analytical methods; an example of these techniques is
provided in [88], where a composite Monte Carlo method is employed
for the computation of integrals over hypercubes in Rn.
Given a sample x ∈ R, we can easily determine the region Ri containing x by
merely checking which index i maximizes either ui(x)−λi or λiui(x) (depending
on what problem we are solving). Of course, we will eventually desire some kind
of expression for the boundary components of the optimal regions R∗1, · · · , R∗n,
be it implicit or explicit.
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Figure 2.1: The partition shown above has a disconnected sub-region.
2.6 Applications Revisited
Here we discuss the implications of Theorems 2.3.1 and 2.3.3 on the applications
listed in Section 2.2.
Facility Districting The formulation (2.2) deals with the problem of de-
signing service districts while minimizing the maximum workload of a facility.
Boundaries of the optimal partitions are given by levels sets of:
‖x− pi‖
‖x− pj‖ .
From the theorem of Apollonius [93], these are just a collection of circular arcs
(Apollonian circles), which in turn means that the optimal partition is a multi-
plicatively weighted Voronoi diagram.
Remark 2.6.1. One drawback to our formulation is that we have not imposed
connectivity between regions; indeed, an optimal multiplicatively weighted Voronoi
diagram need not be connected, as shown in Figure 2.1. We will address this in
Chapter 3, where we give two heuristic methods to impose connectivity among
sub-regions.
Remark 2.6.2. Note that, the theorm of Apollonius (that the points x for which
λ∗i ‖x − pi‖ = λ∗j‖x − pj‖ are circular arcs) applies only to the Euclidean norm
‖ · ‖2. Some Apollonian curves for other p-norms are shown in Figure 2.2.
One other way of balancing workload among facilities is by minimizing the
aggregate workload over all facilities with an equal area constraint. This is same
as problem (2.1) when ui(x) = −‖x − pi‖. Here, the optimal boundaries are
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(a) p = 1 (b) p = 2 (c) p = 3
(d) p = 10 (e) p =∞
Figure 2.2: Apollonian curves for various p-norms.
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level sets of
‖x− pi‖ − ‖x− pj‖ ,
which are hyperbolic arcs. The optimal partition is an additively weighted
Voronoi diagram and it turns out that the sub-regions are star-convex ; that
is, if point x is assigned to facility pi, then so is every point x
′ on the segment
connecting x and pi. This is true for the same reason that an optimal (bipartite)
Euclidean matching has no crossing edges.
Remark 2.6.3. It is not hard to see that the primal problem (2.1) when ui(x) =
−‖x − pi‖, is a special “mixed” case of the Monge-Kantorovich transportation
problem [121]: our objective is to “transport” the continuously distributed de-
mand to the finite collection of facilities, while obeying capacity constraints and
minimizing the aggregate transportation cost.
Power Diagrams By applying Theorem 2.3.1 to the case where ui(x) =
−‖x− pi‖2 for points pi ∈ R, we find concise proofs of Theorems 1 and 3 and
Corollary 1 from [11] (and equivalently Theorem 4.1 from [99] and Theorem 3.1
from [100]), all of which say (in one form or another) that the boundaries be-
tween optimal sub-regions to problem (2.1) are a power diagram, and therefore
for any set of points {p1, . . . , pn} ⊂ R and any constraint vector q with qi ≥ 0
for all i and
∑
i qi = 1, there exists a power diagram based at the points pi such
that
˜
Ci
f(x) dA = qi for each cell Ci. As Algorithm 2.5.1 shows, it is simple to
compute the optimal weight vector λ∗ via the formulation (2.7), which improves
over the control policy proposed in [99, 100] (which also provably converges to
λ∗) as mentioned in Remark 2.5.1. Note that, at optimality, it may be the case
that pi /∈ R∗i (since the cells in a power diagram are not guaranteed to contain
their associated point).
An additional observation is that the boundaries between optimal sub-regions
to problem (2.2) are level sets of the function ‖x− pi‖2 / ‖x− pj‖2 which are
always arcs of a circle (specifically, an “Apollonian circle” [94]), as shown in
Figure 2.3.
Fair Division Consider the fair division problem (2.2) where each utility func-
tion ui(x) is a bivariate normal distribution with mean µi and covariance matrix
Σi. Taking logarithms, it is easy to see that the boundaries between optimal
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Figure 2.3: Apollonian circles: the level sets of the function
‖x− pi‖2 / ‖x− pj‖2.
sub-regions are level sets of the function
(x− µi)TΣ−1i (x− µi)− (x− µj)TΣ−1j (x− µj) , (2.11)
which are conic sections, as shown in Figure 2.4. It is worth mentioning that
the sub-regions may not be connected.
Maximizing Influence Theorem 2.3.1 tells us that when ui(x) = 1/‖x−pi‖2,
the boundaries between optimal sub-regions to problem (2.1) are quartic curves
that are level sets of the function
1
‖x− pi‖2 −
1
‖x− pj‖2 .
We are not aware of any name given to such curves, although they can easily be
parameterized by expressing them in bipolar coordinate form and then applying
a Euclidean transformation [81]. Such curves are shown in Figure 2.5. When
we consider problem (2.2), it is easy to see that the boundaries between optimal
sub-regions are Apollonian circles again.
Hospital Districting When we consider problem (2.2) with ui(x) = exp(−‖x− pi‖),
it is easy to see that the boundaries between optimal sub-regions are simply hy-
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(a) (b)
(c)
Figure 2.4: In (2.4a) and (2.4b) we have two normal distributions and in (2.4c)
we show the level sets of the function (2.11); the light gray curves are the level
sets of the normal distributions.
Figure 2.5: Level sets of the function 1/‖x− pi‖2 − 1/‖x− pj‖2.
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(a) (b)
Figure 2.6: In (2.6a) we show the level sets of the function ‖x− pi‖1−‖x− pj‖1
and in (2.6b) we show an optimal solution to (2.1) on the unit square where
f(·) is the uniform distribution, qi = 1/n for all n, and ui(x) = −‖x−pi‖1. The
problem of recovering an optimal partition given the dual variables λ∗i is not
entirely trivial because the boundary components may not be one-dimensional
(i.e. the shaded regions in (2.6a)), although a partition satisfying the necessary
properties can indeed be recovered as explained in Section B.1 of the online
supplement.
perbolas, that is, the level sets of
‖x− pi‖ − ‖x− pj‖ .
Districts for Vehicle Routing As we have seen in the preceding examples,
in the vehicle districting problem as formulated previously, we are guaranteed
to have either hyperbolic arcs (when ui(x) = −‖x− pi‖) or straight lines (when
ui(x) = −‖x−pi‖2) as boundary components, and in either case the optimal sub-
regions are guaranteed to be at least connected (if not convex). If we insist that
our boundary components be line segments (for the appearance of simplicity,
for example) but we also want pi ∈ R∗i for all i (which does not necessarily
hold for a power diagram), another possibility is to use ui(x) = −‖x − pi‖1 or
ui(x) = −‖x − pi‖∞; the resulting boundary components are shown in Figure
2.6.
Police Dragnet Design When ui(x) = max{a− b log ‖x− pi‖, 0}, it is easy
to verify that the boundaries between optimal sub-regions to problem (2.1) are
Apollonian circles, by the same arguments put forth earlier in this section.
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2.7 Computational Complexity
Up to this point we have described how to solve the dual problems (2.7) and
(2.10) efficiently by constructing subgradient vectors. However, we have not
yet discussed the added computational complexity incurred by evaluating these
integrals numerically. To this end, we find the following result (originally given
in Section 7.4 of [70], but re-stated using the language of Section 9.9 of [107])
useful:
Theorem 2.7.1. Let Ω ⊂ R2 be a domain of integration equipped with a trian-
gulation Th consisting of NT triangles, where h is the maximum edge length in
Th. There exists a positive constant K1, independent of h, such that the error
E induced using either the composite midpoint formula
¨
Ω
f(x) dA ≈
∑
T∈Th
Area(T )f(centroid(T ))
or the composite trapezoidal formula
¨
Ω
f(x) dA ≈ 1
3
∑
T∈Th
Area(T )
3∑
j=1
f(vertexj(T ))
is bounded by
|E| ≤ K1h2 Area(Ω)M2 ,
where M2 is the maximum value of the modules of the second derivatives of the
integrand f(·).
It follows that, if our desired error in integration is  in our problem, then the
maximum length of any edge in the triangulation must be at most 1/2(Area(R)M2K1)
−1/2
(since we often have curved arcs separating the Ri, an exact triangulation
is impossible, but the added computational complexity therein is beyond the
scope of this work). If we break R into NT triangles, the maximum edge
length will generally be O(√Area(R)/NT ) and we therefore need to break R
into O(Area(R)2M2/) triangles. Thus, the complexity of evaluating the sub-
gradient vectors in Section 2.4 is quadratic in Area(R), linear in the maximum
modules of the second derivatives of f(·), and inversely proportional to the de-
sired precision .
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Figure 2.7: The average number of cutting plane method iterations for various
utility functions.
2.8 Computational Experiments
In what follows we solve various instances of (2.1) and (2.2) when R is either
the unit square or a geographic map, and f(·) is either the uniform distribution
or a population density. We provide the results of two numerical simulations: in
the first simulation, R is the unit square and f(·) is the uniform distribution; in
the second, R is a map of Ramsey County, Minnesota, and f(·) is a population
density. For all problems we use qi = 1/n for all i; the agents’ locations are
randomly chosen. Figure 2.7 shows the number of cutting plane iterations (av-
eraged over 5 random samples) required for n = 6 through n = 50 for the unit
square. Figures 2.8 and 2.10 show the convergence of our algorithm for n = 6
in the unit square and n = 7 in Ramsey County from both a primal and dual
perspective. Figures 2.9 and 2.11 show the various optimal partitions that are
computed by our algorithm. For all simulations we used a tolerance threshold
of 1%.
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(a) Objective function - unit square (b) Normalized areas of the partitions - unit
square
Figure 2.8: Convergence of the analytic center cutting plane algorithm for the
unit square.
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(a) Power Diagram (b) Facility districting
(c) Influence regions (d) Hospital districting
(e) Police dragnet design
Figure 2.9: Partitioning the unit square into equal area sub-regions for various
utility functions.
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(a) Objective function (b) Normalized area of the partitions -
Ramsey county
Figure 2.10: Performance of the analytic center cutting plane algorithm for
Ramsey county.
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(a) Power Diagram (b) Influence regions
(c) Hospital districting (d) Police dragnet design
(e) Facility districting
Figure 2.11: Partitioning Ramsey County for various utility functions.
Chapter 3
Enforcing Shape Properties and
Dynamic Partitioning
3.1 Enforcing Shape Properties
The map segmentation algorithms 2.5.1 and 2.5.2 described in Chapter 2 do not
always ensure that the sub-regions will be connected. We also have not put a
bound on the maximum distance from a facility to a point assigned to it. In
practice these are both clearly desirable properties and we show that they can
be enforced using penalty functions or additional constraints.
3.1.1 Enforcing Connectivity
We have seen previously that the optimal partition to an instance of (2.1) or
(2.2) may not be connected. In practice, connectivity is clearly a desirable
property; for example, by state constitution, statute, or guideline, 23 US states
have passed rulings that their congressional districts must be contiguous [78].
Having observed that the optimal solution to problem (2.1) is always connected
when ui(x) = −‖x − pi‖, one way to enforce connectivity of sub-regions is to
augment problems (2.1) or (2.2) with a penalty term −‖x − pi‖, giving the
44
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modified problems
maximize
R1,...,Rn
(1− µ)
n∑
i=1
¨
Ri
f(x)ui(x) dA − µ
n∑
i=1
¨
Ri
f(x)‖x− pi‖ dA s.t.
¨
Ri
f(x) dA = qi ∀i (3.1)
Ri ∩Rj = ∅ ∀i 6= j⋃
i
Ri = R
and
maximize
R1,...,Rn
(1− µ) min
i
{¨
Ri
f(x)ui(x) dA
}
− µ
n∑
i=1
¨
Ri
f(x)‖x− pi‖ dA s.t.
Ri ∩Rj = ∅ ∀i 6= j (3.2)⋃
i
Ri = R .
It is obvious that problem (3.1) is itself merely an instance of (2.1) (with a
modified utility function) and thus its boundary components may be solved
using duality as before. It is not hard to show that the dual to problem (3.2) is
minimize
λ
¨
R
f(x) max
i
{λiui(x)− µ‖x− pi‖} dA s.t.∑
i
λi = 1− µ
λi ≥ 0 ∀i
and consequently the optimal boundaries to (3.2) must satisfy
λiui(x)− µ‖x− pi‖ = λjuj(x)− µ‖x− pj‖ .
Figure 3.1 shows the effect of this penalty term on an instance of (3.2) where
we use the gravity model utility functions given by ui(x) = 1/‖x− pi‖2.
3.1.2 Diameter Constraint
We may also impose a constraint on the maximum distance r between a point
x and its assigned facility. We use the problem (2.2) with ui(x) = −‖x− pi‖ for
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(a) µ = 0 (b) µ = 0.167 (c) µ = 0.333 (d) µ = 0.5
(e) µ = 0.67 (f) µ = 0.83 (g) µ = 1 (h) µ∗ = 0.3863
Figure 3.1: The optimal partitions to problem (3.2) with varying µ, where f(x)
is the uniform distribution and we use the gravity model utility functions given
by ui(x) = 1/‖x − pi‖2 (it turns out that we can parameterize the boundary
curves efficiently by using a transformation to bipolar two-center coordinates).
Disconnected regions are indicated by shading. Figure (3.1h) shows the partition
induced when µ = µ∗ = 0.3863 is the “threshold” value (which we found using
the method of bisection) for which the partition is connected.
(a) µ = 0 (b) µ = 1 (c) µ = 0.42
Figure 3.2: Load-balancing partitions with ui(x) = log ‖x− pi‖ by adding a
penalty term of −‖x − pi‖. When µ = 0 we have a multiplicative Voronoi
diagram with disconnected Apollonian circles as boundary, when µ = 1 we have
an additive Voronoi diagram with connected hyperbolic arcs. (For µ = 0.42 we
have connected Cartesian ovals).
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Figure 3.3: At left, a load-balancing partition without a distance constraint;
the shaded region is disconnected. We can force our regions to be connected by
imposing the distance constraint as shown at right.
demonstrating this. The integer program in this case is
minimize
I1(·),...,In(·),t
t s.t. (3.3)
t ≥
¨
C
Ii (x) ‖x− pi‖ dA ∀i
Ii (x) = 0 ∀i : ‖x− pi‖ > r
n∑
i=1
Ii (x) = 1 ∀x ∈ C
Ii (x) ∈ {0, 1} ∀i, x .
The dual of the linear relaxation is
maximize
λ,σ(·)
¨
C
σ (x) dA s.t. (3.4)
σ (x) ≤ λi ‖x− pi‖ dA ∀x ∈ C, ∀i : ‖x− pi‖ ≤ r
n∑
i=1
λi ≤ 1
λi ≥ 0 ∀i .
The optimal sub-region boundaries are a collection of circular arcs that come
either from Apollonian circles or from the distance constraint. An example
of such a partition is shown in Figure 3.3. When we impose an equal-area
constraint, the optimal boundaries are either Cartesian ovals or the circles that
arise from the distance constraint, as shown in Figure 3.4.
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Figure 3.4: At left, an equal-area partition without a distance constraint; the
shaded region is disconnected. Again we force our regions to be connected by
imposing the distance constraint as shown at right.
3.2 Dynamic Partitioning
Notional conventions We adopt the standard notation of vector calculus; in
particular, we let ∂(·) denote the boundary operator and we let ∇· denote the
divergence operator. We use a double integral
˜
R
f(x) dA to denote integration
over a planar region.
In this section we consider the problem of partitioning a region optimally when
the density f(x) varies over time. For ease of exposition we shall focus on the
case where R is a planar region, although the analysis herein extends naturally
to higher dimensions. We consider the case where f(x; t) is a probability density
on R ∈ R2 that evolves according to a vector field ~V (x, t) : R × R → R2 that
maps a given point x ∈ R at a specified time t to a vector (v1(x, t), v2(x, t)); the
physical interpretation of this system, naturally, is that an infinitesimal amount
of mass located at point x moves in the direction (v1(x, t), v2(x, t)) at time t
at a speed of ‖(v1(x, t), v2(x, t))‖. Such a model of transport is canonical in a
variety of contexts, including population migration [118], meteorology [63], and
oceanography [89]. In such a setting, the density f(x; t) is known to obey the
advection equation
∂f(x; t)
∂t
+∇ · (f(x; t)~V (x, t)) = 0 (3.5)
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where ∇· is the divergence operator, defined as
∇ ·
(
h1(x1, x2; t)
h2(x1, x2; t)
)
:=
∂h1(x1, x2; t)
∂x1
+
∂h2(x1, x2; t)
∂x2
.
In this section we will show how equation (3.5) allows us to define the changes in
the optimal Lagrange multiplier vector λ∗ over time, and thereby the optimal
partition R∗1(t), . . . , R
∗
n(t) (since λ
∗ uniquely defines the optimal sub-regions
R∗i ). Let λ
∗(t) denote the optimal Lagrange multiplier vector at time t and let
Ri(λ
∗(t)) denote the ith sub-region constructed according to Theorem 2.3.1 (it
is of course true that Ri(λ
∗(t)) = R∗i (t), but for notational purposes we prefer
to emphasize the dependence of R∗i (t) on λ
∗(t)). Using the result of Section
2.4.1, we can easily see that the optimality conditions of problem (2.7) simply
require that
Fi(λ; t) = qi (3.6)
for all i ∈ {1, . . . , n} and all t, where we have defined (for ease of notation)
Fi(λ; t) :=
¨
Ri(λ)
f(x; t) dA .
Since
∑
i qi =
˜
R
f(x; t) = 1 for all t, we find that one of these constraints
is redundant and therefore it will suffice to require that (3.6) holds for i ∈
{1, . . . , n − 1} and all t; we also commensurately assign λn = −(q1λ1 + · · · +
qn−1λn−1)/qn, to comply with the dual constraint that qTλ = 0. We shall
now use (3.6) to define the partial derivatives ∂λ∗i /∂t. We first introduce two
well-known lemmas:
Lemma 3.2.1. Let Rτ be a family of compact regions in the plane defined by
Rτ := {x ∈ R2 : h(x) ≤ τ}
where h(x) : R2 → R is a smooth function. Suppose f(x) is a density on R2 and
define
m(τ) :=
¨
Rτ
f(x) dA
for all τ . Then
dm
dτ
=
ˆ
∂Rτ
f(x)
‖∇h‖ ds ,
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where ds denotes a line integral over the boundary of Rτ , ∂Rτ .
Proof. This is a special case of the coarea formula [75].
Lemma 3.2.2. (Divergence theorem [2]) Let R be a compact planar region with
a smooth boundary. If ~W (x) is a smooth vector field defined on R, then
¨
R
∇ · ~W dA =
ˆ
∂R
~w · ~n ds ,
where ~n denotes the outward-facing unit normal vector pointing out of R.
Note that Lemma 3.2.1 gives us a clean expression for the partial derivatives
∂Fi/∂λj:
∂Fi
∂λj
=

0 if ∂Ri ∩ ∂Rj = ∅∑
j′ :∂Ri∩∂Rj′ 6=∅
´
∂Ri∩∂Rj′
f(x;t)
‖∇ui(x)−∇uj′ (x)‖
ds if i = j
− ´
∂Ri∩∂Rj
f(x;t)
‖∇ui(x)−∇uj(x)‖ ds otherwise
where we have suppressed the dependency of the Ri’s on λ purely for notational
compactness. Similarly, combining equation (3.5) with Lemma 3.2.2 gives us a
clean expression for the partial derivatives ∂Fi/∂t:
∂Fi
∂t
=
∂
∂t
¨
Ri(λ)
f(x; t) dA
=
¨
Ri(λ)
∂
∂t
f(x; t) dA
= −
¨
Ri(λ)
∇ · (f(x; t)~V (x, t)) dA
= −
ˆ
∂Ri(λ)
(f(x; t)~V (x, t)) · ~n ds .
We thus have in hand expressions for ∂Fi/∂λj and ∂Fi/∂t. The following result
allows us to describe the optimal dual variables λ∗ in terms of t:
Theorem 3.2.3. (Special case of the implicit function theorem [2]) Consider
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the system of n− 1 equations in n variables
F1(λ1, . . . , λn−1; t)− q1 = 0
...
Fn−1(λ1, . . . , λn−1; t)− qn−1 = 0
and a point (λ0, t0) that satisfies the system. Suppose that each of the functions
Fi has continuous first partial derivatives with respect to each of the variables λi
and t near (λ0, t0). Finally, suppose that
det
[
∂Fi
∂λj
]∣∣∣∣
(λ0,t0)
6= 0 , (3.7)
where [∂Fi/∂λj] denotes the Jacobian matrix of functions F1, . . . , Fn−1 with re-
spect to λ1, . . . , λn−1. Then there exist functions φ1(t), . . . , φn−1(t) such that
φi(t0) = λi
for i ∈ {1, . . . , n− 1} and such that the equations
F1(φ1(t), . . . , φn−1(t); t)− q1 = 0
...
Fn−1(φ1(t), . . . , φn−1(t); t)− qn−1 = 0
hold for all t sufficiently near t0. Moreover,
∂φj
∂t
= −
det
[
∂Fi
∂λ1···∂t···∂λn−1
]
det
[
∂Fi
∂λj
] ,
where the numerator denotes the matrix obtained by replacing the jth column of
[∂Fi/∂λj] with the vector of partial derivatives ∂Fi/∂t.
Corollary 3.2.1. If λ∗(t0) is an optimal solution to problem (2.7) at time t0, and
if f(x; t) evolves according to equation (3.5), then the optimal dual variables
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λ∗(t) satisfy the differential equation
∂λ∗i
∂t
∣∣∣∣
t=t0
= −
det
[
∂Fi
∂λ1···∂t···∂λn−1
]
det
[
∂Fi
∂λj
]
∣∣∣∣∣∣
t=t0
. (3.8)
Remark 3.2.4. We can further elaborate on a sufficient condition for (3.7) to
hold. Let J = [Jij] := [∂Fi/∂λj] denote the Jacobian matrix of partial deriva-
tives with respect to λ1 through λn−1 as before and note that Jij = 0 if regions
i and j do not share a boundary. Construct a graph G with n− 1 nodes, where
notes i and j share an edge if regions i and j share a boundary (G may not be
connected since region n does not have a corresponding node). Assume without
loss of generality that J is decomposed into a block-diagonal form wherein each
block Bk consists of the connected components of G. Further note that, by con-
struction, J is diagonally dominant. If Jij < 0 for all neighboring regions i and j
(which always holds in all of our examples if f(x) > 0, for instance), then in each
block, there exists at least one row (namely, any row i such that regions i and
n share a boundary) at which this diagonal dominance is strict. Each block Bk
is therefore irreducibly diagonally dominant and thus nonsingular [120], which
guarantees nonsingularity of J.
3.2.1 Computational Experiments
In this section, we consider a problem in which the density f(·) varies over time
as in equation (3.5). We let R be the unit square and we let f(x; t = 0) be a
normal distribution with mean (0.5, 0.5) and variance 0.3 with zero covariance.
We let ui(x) := −‖x− pi‖ where the points pi are regularly spaced in R.
As a vector field ~V (x; t) we use v1(x1, x2, t) := − sin(x′1) cos(x′2) + 0.1 and
v2(x1, x2, t) := cos(x
′
1) sin(x
′
2), where x
′
1 and x
′
2 are obtained by applying an
affine map to x1 and x2 (we use such a map so as to have a vector field that is
not aligned with the coordinate axes), and we also apply a dampening filter to
force ‖~V (x, t)‖ to be small when x is near the boundary of R (this allows us to
sidestep the issue of mass entering or exiting R). The field is shown in Figure
3.5. Note that we have chosen to keep ~V constant over time in order to make
the flow of f(x; t) more recognizable.
In order to simulate the advection over time we use the Clawpack simulator
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Figure 3.5: The vector field ~V (x1, x2; t).
[77] for the period t ∈ [0, 10], with 200 × 200 grid cells, using a timestep of
∆t = 0.01. For each of the 1000 advection iterations we compute the optimal
dual variables λ∗i (t) and the optimal partitions, which are shown in Figure 3.6.
We also compute approximately optimal dual variables λ†i (t) using Corollary
3.2.1 as follows: for t ∈ {0, 1, . . . , 9}, we let λ†i (t) = λ∗i (t), and for non-integer t,
we let λ†i (t) be the value of λ
∗
i (t) as prescribed by equation (3.8). Thus, λ
†
i (t)
is a piecewise linear function that “resets” itself whenever t is an integer. For
purposes of comparison we also let λ‡i (t) be a step function that “resets” itself
whenever t is an integer, that is, λ‡i (t) := λ
∗
i (btc). In summary, λ†i (t) is a first-
order approximation of λ∗i (t) and λ
‡
i (t) is a zeroth-order approximation. Figure
3.7a shows the trajectories of these two approximations against the true optimal
trajectories λ∗i (t). Figure 3.7b shows the resulting values of Fi(λ; t) under these
two approximations; note that the regions defined by λ†i (t) are, not surprisingly,
consistently more balanced than those of the step approximation λ‡i (t).
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(a) t = 0 (b) t = 2 (c) t = 4
(d) t = 6 (e) t = 8 (f) t = 10
Figure 3.6: Advection over the unit square for t ∈ [0, 10] and the optimal
partitions R∗1(t), R
∗
2(t), R
∗
3(t), R
∗
4(t).
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Figure 3.7: The optimal dual variables λ∗i (t) and their approximations λ
†
i (t) and
λ‡i (t), and the resulting masses of the induced partitions.
Chapter 4
Dividing a Territory with
Obstacles
4.1 Introduction
In Chapters 2 and 3, we developed a technique to solve the map segmentation
problem while restricting ourselves to simply connected regions or simple poly-
gons. In practical applications such as in military and robotics, the input region
is often not only non-convex but has “holes” (or obstacles) in them. For example,
drones service a geographic region which may contain mountains or buildings
which pose as obstacles for them. Allocating workload for a fleet of drones will
hence involve partitioning a region which is no more simply connected. There
exists little literature which attempt to partition such a region with holes. This
problem is critical to solve specially with the tremendous increase in usage of
drones, thanks to the FAA Modernization and Reform Act of 2012 [92].
In this chapter, we consider the problem of dividing a given geographic ter-
ritory among a set of vehicles in such a way as to minimize the total workload
imposed on them while simultaneously ensuring that all vehicles service the same
amount of territory. More precisely, we are given a planar region R and a set of
n fixed landmark points (“vehicle depots”) P = {p1, . . . , pn}, and our objective
is to design sub-regions {R1, . . . , Rn} of equal area that minimize the workloads
of the vehicles pi in providing service to their respective sub-regions Ri. The set
{R1, . . . , Rn} should obviously be a partition of R, that is, we should require
that
⋃
iRi = R and that the interiors do not overlap, int(Ri) ∩ int(Rj) = ∅ for
56
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Figure 4.1: Inputs (4.1a) and outputs (4.1b) to our partitioning problem; we are
given a region R containing m = 4 obstacles and n = 5 points pi, and we design
n = 5 sub-regions of equal area corresponding to the vehicles that minimize the
workloads as defined in (4.1).
all distinct pairs i, j. Since, the input region R over which the drones travel need
not always be a convex region; we will consider a more general case in which the
region R contains a collection of impenetrable obstacles, such as tall buildings or
mountains. To incorporate a realistic ground environment, we consider R to be
represented by a simple polygon that contains a set of obstacles {O1, . . . , Om}
(also simple polygons) as shown in Figure 4.1a.
To model the workload of vehicle i in providing service to region Ri, we
find it useful to introduce what we call the Fermat-Weber function FW(Ri, pi),
defined as
FW(Ri, pi) :=
¨
Ri
d(x, pi) dx (4.1)
where d(·, ·) is the length of the shortest path between a pair of points when
obstacles are taken into account. A vehicle i travels a distance of d(x, pi) to
service a point x. In practice, drones have less fuel holding capacity or short lived
batteries and hence they are often required to return to their depots periodically
for re-fueling or updating information. The function FW(Ri, pi) thus defines the
workload of the ith vehicle and it is simply proportional to the average distance
between pi and a point uniformly randomly sampled in its service region Ri.
It is obvious that, by seeking to minimize the total vehicle workloads, our
partition will be compact, in the sense that a vehicle should not be assigned to
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service points that are far away from it. In fact, the partitions that we produce
turn out to be connected, so that all districts are contiguous; see Figure 4.1.
In addition, we may require that these service sub-regions be computable in a
decentralized fashion [91]: that is, the sub-region assigned to vehicle i should be
computable using only “local” information to vehicle i (such as nearby neighbors
or information about its surroundings), and the optimal boundary between two
sub-regions should be computable using only knowledge available to those two
vehicles.
4.1.1 Contribution
Designing boundaries between sub-regions is an infinite dimensional problem
and is usually extremely complicated. The traditional way to solve it is to
break the region into small discrete “pixels” and assign binary variables to each
pixel. This essentially becomes a large combinatorial problem which is com-
putationally intractable for large problem instances. In this chapter, we show
how we transform our partitioning problem into a simple n-dimensional convex
optimization problem that determines the optimal partition boundaries using a
sequence of cutting planes. Our algorithm can be readily applied to any planar
connected region that admits a representation via poly-lines. Our algorithm also
has the advantage of decentralization, where each vehicle depot can compute its
sub-region by obeying a simple control law and communicating with its nearby
neighboring depot points. A side consequence of our analysis is a collection
of simple and immediate proofs of established results in equitable partitioning
[7, 10, 101] and an affirmative answer to a question posed in the concluding
remarks of [6, 7].
As will be explained, our result generalizes to the cases where unequal areas
are desired (say we require instead that Area(Ri) = qi for some input vector q)
and where we have a probability density function f(·) defined on R and we place
conditions on the masses of the regions,
˜
Ri
f(x) dx, rather than the areas.
The algorithm of this work presents two clear advantages over the previous
methods: first, it is easy to show that when the input region R contains obstacles
(and is thus no longer simply connected), an equitable relatively convex partition
of the type just described may not exist (see Figure 1 of [20]). Second, the
algorithms of [41, 42] and [39] do not force regions to be compact : it is possible for
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the output regions to be extremely long and skinny, which is clearly undesirable
from a practical standpoint (see Figure 10 of [41] and Figure 14 of [39]).
Here we tackle these two problems in the following way: first, as we will
show, our algorithm produces sub-regions {R1, . . . , Rn} that are relatively star-
convex to R: for any point x in sub-region Ri, the shortest path in R from x
to pi is itself contained in Ri (see Figure 4.1b). This is a weaker condition than
relative convexity but still offers considerable practical utility; for example, it
automatically produces connected sub-regions. Second, we are able to explicitly
enforce our sub-regions to be compact; in fact, one interpretation of our problem
is that we are trying to find the partition that is as compact as possible; we will
make this explicit in Section 4.2. The algorithm in this work is also novel in
that the work in [41, 42] and [39] generally uses well-established principles of
discrete geometry such as ham sandwich cuts and binary and ternary space
partitions, whereas here we use techniques from vector space optimization and
linear programming complementarity.
4.1.2 Related Work
A well-studied related problem in operations research is the Fermat-Weber prob-
lem, in which our objective is to place a facility p (or collection of facilities) in
C so as to minimize the average distance between points in C and p. Discrete
and continuous versions of this problem are discussed at length in [50], and [56]
gives the first polynomial-time algorithm for various versions of the 1-norm prob-
lem. The authors also prove that the 1-norm problem with multiple facilities is
NP-hard for large n.
Two other variations commonly encountered in continuous facility placement
are the n-center problem [115], in which the objective is to cover C with n
identical circles with the smallest possible radius, and the minimum equitable
radius problem [116], in which the objective is to place n facilities whose Voronoi
cells have equal area while minimizing the maximum distance from a point to its
assigned facility. In most continuous facility placement problems, the partition
of C is given by the Voronoi diagram of the facilities [95]. Thus, one other
contribution of our work is to show that not-insignificant savings can be made
when the partition is also an optimization variable, and in fact that it can be
optimized for a given set of facilities in a tractable way.
Chapter 4: Dividing a Territory with Obstacles 60
Considerably less work is published on the problem of partitioning C opti-
mally when the depot points are fixed and almost all of those consider the inpur
region to convex or simple connected. One notion of “partitioning” discussed
in [24] is to allow facilities to have variable “coverage radii” ri, where the cost
φ (ri) is a monotonically increasing function; the problem is to find the optimal
number, location, and coverage radii of a collection of facilities. The authors
in [41, 42] give a fast algorithm that takes as input a convex polygon C and a
point set P = {p1, . . . , pn} and divides C into n sub-regions {C1, . . . , Cn} such
that each Ci is convex, each Ci contains a point, and all sub-regions have equal
area. In [39] they extend this algorithm to the case where the input region is
a simply connected polygon S (i.e. a connected polygon and devoid of any ob-
stacles) and we have an arbitrary probability density f(·) defined on S. Rather
than producing equal-area sub-regions {S1, . . . , Sn}, our objective is to find a
partition such that
˜
Si
f(x) dA is equal for all sub-regions ([41] is thus a special
case of this problem in which f(·) is a uniform distribution). Since it is not
always possible to divide S into convex pieces in this case, our algorithm di-
vides S into sub-regions that are relatively convex to S: for any two points x, y
contained in a sub-region Si, the shortest path in S from x to y (which may not
be a straight line segment) is itself contained in Si (see Figures 2, 3, and 12 of
[39] for examples). This is clearly a natural generalization of convexity, because
when S happens to be convex, the shortest path from x to y in S is indeed a
straight line segment, and therefore all sub-regions Si will be convex.
In addition to the work mentioned, the general problem of equitably parti-
tioning a region has been studied from many perspectives. They are of particular
interest to the robotics community. For example, the paper [101] considers the
problem of dividing a convex region into convex equal-area sub-regions using
power diagrams. The authors give a decentralized control policy that prov-
ably converges to the desired partition. More recently, [53] considers a hybrid
problem in which the objective is to simultaneously place the facilities P and de-
sign coverage regions associated with the facilities using only asynchronous (and
possibly noisy) pairwise communication between facilities. The authors give an
algorithm that provably converges to a centroidal Voronoi partition, that is, a
Voronoi diagram {V1, . . . , Vn} such that pi is the center of mass of each sub-
region Vi. Other papers making use of power diagrams as a partitioning policy
include [85] and [104].
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Closely related papers [6, 7] considers the problem of partitioning a con-
vex region C so as to minimize the aggregate workload over all facilities while
imposing an equal-area constraint. The authors describe a constant-factor ap-
proximation algorithm for dividing C into equal-area convex pieces to maximize
the minimum “fatness” of any piece. This in turn gives an approximation al-
gorithm for the problem of minimizing the aggregate workload over all facilities
when facility placement is variable, as well as the sub-region boundaries. The
authors also give a constant-factor approximation algorithm for solving the con-
vex case of precisely the problem that we address here, which will be introduced
in the following section. The paper [10] considers the problem of dividing a con-
vex region into convex sub-regions according using power diagrams, a natural
extension of Voronoi diagrams. The authors develop a rich and elegant theory
relating such partitions to the infinite-dimensional least-squares problem, which
we will touch on in Remark 4.3.4 of this chapter.
Notational Conventions and Technical Assumptions
Our notational conventions in this chapter will be as follows: in addition to the
Fermat-Weber function FW(·, ·) and the distance function we have introduced,
we also remark that, when we refer to the input region R, we implicitly take
the obstacles into account (so that R = S \ ⋃iOi for some simply connected
polygon S). We will assume throughout this chapter that Area(R) = 1.
4.2 Problem Formulation
We begin by formally stating our optimization problem for designing the service
districts Ri. Suppose that Area(R) = 1 and that the cost of service between
a demand point x and depot i is simply d(x, pi), where the points pi are fixed
and given as inputs. If demand is uniformly distributed over R, the average
workload on vehicle at depot i, when assigned to provide service to region Ri,is
precisely
FW(Ri, pi) =
¨
Ri
d(x, pi) dx
as stated previously. It is obvious that the total workload on all vehicles is
minimized when each point x is merely assigned to its nearest depot, i.e. when
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{R1, . . . , Rn} is a Voronoi partition of P in R. In order to balance the workloads
of the vehicles, we will impose the constraint that Area(Ri) = Area(R)/n = 1/n
for each i. We can thus write our optimization problem as
minimize
R1,...,Rn
n∑
i=1
FW(Ri, pi) s.t. (4.2)
Area(Ri) = 1/n
n⋃
i=1
Ri = R .
It is easy to see that the objective function of (4.2) forces regions to be
compact because it minimizes the average distance between demand points and
their assigned vehicle depots. It is also worth mentioning that (4.2) is a special
case of the famous Monge-Kantorovich transportation problem [121] in the plane
in which one Radon measure is the uniform distribution and the other is atomic:
our objective is to “transport” the continuously distributed demand to the finite
collection of facilities, while obeying capacity constraints and minimizing the
aggregate transportation cost.
4.3 Optimal Partitioning
For ease of exposition, we find it helpful to give an outline of this section:
 We first show how to formulate our problem (4.2) as an infinite-dimensional
optimization problem (4.3), which we then relax to an infinite-dimensional
linear program (4.4).
 We next take the dual (in the sense of linear programming) of problem
(4.4), and show that this dual (4.7) can be expressed in terms of n Lagrange
multipliers (Theorem 4.3.1).
 Finally we show that the optimal solution to problem (4.4) can be re-
covered via the optimal solution to (4.7) (Theorem 4.3.2), and that this
optimal solution to (4.4) is also a solution to problem (4.3) and therefore
to our original problem (4.2) (Theorem 4.3.3).
It is clear that we can re-write our initial formulation (4.2) as an infinite-
dimensional optimization problem by introducing indicator function variables
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I1 (·) , . . . , In (·) defined on R in the following fashion:
minimize
I1(·),...,In(·)
¨
R
n∑
i=1
d(x, pi)Ii (x) dx s.t. (4.3)
¨
R
Ii (x) dx = 1/n ∀i
n∑
i=1
Ii (x) = 1 ∀x ∈ R
Ii (x) ∈ {0, 1} ∀i, x .
Thus, Ri consists of precisely those points x for which Ii(x) = 1. The above
problem is, of course, an infinite-dimensional integer program which we expect
to be difficult to solve. We can relax the integrality constraint that Ii(x) ∈ {0, 1}
to obtain a related infinite-dimensional linear program:
minimize
I1(·),...,In(·)
¨
R
n∑
i=1
d(x, pi)Ii (x) dx s.t. (4.4)
¨
R
Ii (x) dx = 1/n ∀i
n∑
i=1
Ii (x) = 1 ∀x ∈ R
Ii (x) ≥ 0 ∀i, x .
We can discretize the above problem into N grid cells j of area  = 1/N , where
dij denotes the distance between pi and the center of cell j and zij denotes the
fraction of cell j assigned to pi, to obtain the approximate formulation
minimize
Z=[zij ]
n∑
i=1
N∑
j=1
dijzij s.t. (4.5)
N∑
j=1
zij = 1/n ∀i
n∑
i=1
zij = 1 ∀j
zij ≥ 0 ∀i, j .
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It is a standard exercise in linear programming to verify that the dual problem
to (4.5), which has Lagrange multipliers λ ∈ Rn and σ ∈ RN , is
maximize
λ,σ
1
n
n∑
i=1
λi +
N∑
j=1
σj s.t.
λi + σj ≤ dij ∀i, j .
which is a discretization of the problem
maximize
λ,σ(·)
1
n
n∑
i=1
λi +
¨
R
σ(x) dx s.t. (4.6)
σ(x) ≤ d(x, pi)− λi ∀i, x
which is itself equivalent to the unconstrained problem
maximize
λ
1
n
n∑
i=1
λi +
¨
R
min
i
{d(x, pi)− λi} dx .
Finally, we note that the above problem is translation-invariant in λ because we
have assumed that Area(R) = 1 and thus we obtain the convex, n-dimensional
dual problem
maximize
λ
¨
R
min
i
{d(x, pi)− λi} dx s.t. (4.7)
n∑
i=1
λi = 0
so that we can state our first result:
Theorem 4.3.1. The dual problem of the infinite-dimensional linear program
(4.4) is the finite-dimensional convex problem (4.7).
Proof. There is nothing more to do here, except to provide some justification
for the discretization that we introduced to obtain (4.5) from (4.4). This can be
made entirely rigorous using established principles of vector space optimization
[82]. This can be easily shown to be a special case of Theorem 2.3.1, which is
then proved in Section A.1.
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We will next show that the optimal solution to (4.4), I∗1 (·), . . . , I∗n(·), can be
recovered from the optimal solution to (4.7), λ∗: consider any point x ∈ R and
the optimal solution λ∗ to (4.7). Suppose i¯ is the index such that d(x, pi)− λ∗i
is minimal (assuming such an index is unique). From basic linear programming
theory, we know that the complementary slackness conditions of problem (4.6)
stipulate that I∗i (x) = 0 for all indices i other than i¯, and consequently that
I ∗¯i (x) = 1. From this we have proven our second result:
Theorem 4.3.2. The optimal solution I∗1 (·), . . . , I∗n(·) to the infinite-dimensional
linear program (4.4) must satisfy
I∗i (x) =
0 if d(x, pi)− λ∗i > d(x, pj)− λ∗j for some j1 if d(x, pi)− λ∗i < d(x, pj)− λ∗j for all j 6= i
where λ∗ is the optimal solution to (4.7). If neither of the two cases above
holds at a point x, then if I∗i (x) > 0 at a point x, it must be the case that
d(x, pi) − λ∗i ≤ d(x, pj) − λ∗j for all j, i.e. the index i is among the minimal
indices. In other words, the optimal solution to 4.3 is an additively weighted
Voronoi diagram.
Note that Theorem 4.3.2 tells us that the optimal solution to the linear re-
laxation (4.4) has the useful property that I∗i (x) ∈ {0, 1}, except possibly for
those points x such that d(x, pi) − λ∗i = d(x, pj) − λ∗j for two indices i, j. We
will next show that there actually exists an optimal solution I∗1 (·), . . . , I∗n(·) to
the linear relaxation (4.4) in which I∗i (x) ∈ {0, 1} for all x ∈ R. This must,
therefore, also be a solution to the problem (4.3) and therefore to our original
partitioning problem (4.2).
Theorem 4.3.3. There exists an optimal solution I∗1 (·), . . . , I∗n(·) to the infinite-
dimensional linear program (4.4) such that I∗i (x) ∈ {0, 1} for all x ∈ R, which
is therefore also an optimal solution to (4.3). Thus, the optimal solution to
problem (4.2) is an additively weighted Voronoi partition of R with respect to P .
Proof. Given the optimal Lagrange muliplier vector λ∗ from (4.7), we define the
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“strict dominance regions” R+i ⊆ R∗i as
R+i =
{
x ∈ R : d(x, pi)− λ∗i < d(x, pj)− λ∗j for all j 6= i
}
.
It is easy to see by construction that each R+i is relatively star-convex to R: if
x ∈ R+i , the shortest path (or paths) in R from x to pi is contained in R+i . From
basic Euclidean geometry it is also clear that the boundary between two strict
dominance regions R+i and R
+
j consists of a collection of hyperbolic arcs, since a
hyperbola is the locus of points where the absolute value of the difference of the
distances to two foci is constant (if we measure point-to-point distances using the
`1 or `∞ norms, while still taking obstacles into account, the boundary between
two strict dominance regions consists instead of a collection of line segments).
Given λ∗, we can construct these arcs for all R+i efficiently using the continuous
Dijkstra paradigm [87]. The question remains of how to allocate the remaining
area of R that does not lie in a strict dominance region (see Figure 4.2).
It is not hard to show that each such region is polygonal (as opposed to be-
ing bounded by hyperbolic arcs), and indeed, determining a proper assignment
is a fairly straightforward procedure. Since each such “ambiguous dominance
region” is potentially associated with more than one point pi, we associate with
each such region R−k (not indexing by i because these regions are not yet as-
sociated with individual facilities) an index set Ik ⊆ {1, . . . , n}. By construc-
tion, each R−k must have a reflex vertex rk, that is, a point in R
−
k such that
d(x, pi) = d(x, rk) + d(rk, pi) for all x ∈ R−k and i ∈ Ik; an example of this is the
point marked v in Figure 4.2. Consider the functions I∗i (·) (which we have not
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p2
p1 v
Figure 4.2: As λ1 and λ2 vary, the induced sub-regions change as indicated
above. The points x in the shaded region do not have a unique minimal index
imin because λ1 − λ2 = d(v, p1) − d(v, p2). The point v is therefore the reflex
vertex associated with the shaded region.
yet defined on R−k ) for i ∈ Ik. The total cost due to R−k is
¨
R−k
∑
i∈Ik
d(x, pi)I
∗
i (x) dx
=
¨
R−k
∑
i∈Ik
(d(x, rk) + d(rk, pi))I
∗
i (x) dx
=
¨
R−k
d(x, rk)
(∑
i∈Ik
I∗i (x)
)
︸ ︷︷ ︸
=1
dx+
¨
R−k
∑
i∈Ik
d(rk, pi)I
∗
i (x) dx
=
¨
R−k
d(x, rk) dx︸ ︷︷ ︸
constant
+
∑
i∈Ik
d(rk, pi)
¨
R−k
I∗i (x) dx
which we observe only depends on
˜
R−k
∑
i∈Ik I
∗
i (x) dx, that is, the areas of re-
gion R−k assigned to the facilities i ∈ Ik, as opposed to the particular assignment
patterns I∗i (x). Thus, in order to assign these amounts to the facilities, we can
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simply construct a matrix A such that
aik =
1 if i ∈ Ik0 otherwise
and then consider the problem of constructing a matrix Z that gives the areas
assigned to each facility from each R−k , i.e. satisfying the constraints∑
i
aikzik =
¨
R−k
dx ∀k (4.8)
∑
k
aikzik = ci −
¨
R+i
dx ∀i
zik ≥ 0 ∀i, k .
It follows from the argument above that the total cost due to these allocations
is then
∑
i,k bikzik, where B is a matrix such that bik = d(rk, pi). In fact, it is not
hard to show that all feasible solutions to (4.8) have the same objective value∑
i,k bikzik: this is precisely because, for any ambiguous dominance region R
−
k ,
we must have d(rk, pi)− d(rk, pj) = λi − λj for all i, j ∈ Ik. Thus, the columns
of B are simply the vector λ∗, translated by a scalar, and with all indices j /∈ Ik
set to 0:
B =
 |λ∗I1
|
+ β1, · · · ,
|
λ∗Ik
|
+ βk, · · · ,
|
λ∗IK
|
+ βK

where K is the number of ambiguous dominance regions. After finding a feasible
(and therefore optimal) set of allocations Z∗, we merely have to find a way to
assign the areas z∗ik so that the final regions R
∗
i are relatively star-convex. This
is trivial as shown in Figure 4.3.
Some further commentary is in order at this time:
Remark 4.3.4. The special case of Theorem 4.3.3 where d(x, y) = ||x − y||2
(i.e. where R is convex and without obstacles) was already proven in [6, 7]
(whose analysis extends to our case with obstacles without incident), and the
special case where d(x, y) = ||x − y||22 was proven in [10]. However, our proof
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(a) (b)
(c) (d)
Figure 4.3: Given an ambiguous dominance region R−k (4.3a) and a set of al-
locations Z∗, it is straightforward to divide R−k into pieces that are relatively
star-convex by constructing a shortest-path tree (4.3a and 4.3b) and then as-
signing regions based on (for example) a depth-first search of the tree (4.3c and
4.3d).
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(a) (b)
Figure 4.4: Equitable partitioning under the `1 norm (4.4a) versus the `2 norm
(4.4b).
of Theorem 4.3.3 is novel in two ways: first, it generalizes these prior results by
establishing that both are simple and immediate consequences of duality the-
ory in linear programming (since our proofs carry forward for any cost function
d(x, pi)). Second, as we will demonstrate in the following section, Theorem 4.3.3
is actually constructive because one can find the optimal Lagrange multipliers
λ∗ (and thereby the optimal solution to our original partitioning problem (4.2))
efficiently, for any cost function d(x, pi).
Remark 4.3.5. If we desire regions with line segments as boundaries instead
of hyperbolas (perhaps for computational efficiency), we can measure point-
to-point distances using the `1 or `∞ norms (while still taking obstacles into
account). Figure 4.4 shows the difference between partitions induced by using
such a distance metric.
Remark 4.3.6. It is straightforward to verify that the optimal solution to problem
(4.2) is still an additively weighted Voronoi diagram when we require that all
sub-regions have the same mass of some probability density f(·) (instead of equal
areas). Note also that we have not made explicit use of the requirement that all
sub-regions have equal area (or mass); indeed Theorem 4.3.3 remains true for
any arbitrary set of assignments of areas or masses to the sub-regions (provided,
of course, that the desired areas or masses sum to Area(R)).
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4.4 Super-Gradients for Solving the Dual Prob-
lem
In the previous section, we showed that our partitioning problem can be reduced
to the n-dimensional convex optimization problem (4.7). In this section, we
describe how to solve problem (4.7) efficiently. Our key tool in doing so is to
show how to quickly construct a supergradient vector [30] of (4.7), defined as
follows:
Definition 4.4.1. A supergradient of a function h(λ) is a vector g such that
h(λ
′
) ≤ h(λ) + gT (λ′ − λ) for all λ′ .
This is useful for us because we can then solve (4.7) efficiently using a stan-
dard analytic center cutting plane method (ACCPM) to determine λ∗ within
arbitrary precision [31]. For the moment, for a given weight vector λ, we let
Ri(λ) denote the additively weighted Voronoi cell corresponding to point pi.
Theorem 4.4.2. The vector g defined by
gi := Area(Ri(λ))
is a supergradient for the concave function
h(λ) =
¨
R
min
i
{d(x, pi)− λi} dx .
Proof. Consider two vectors λ and λ
′
and the corresponding additively weighted
Voronoi partitions {R1, . . . , Rn} and {R′1, . . . , R′n} (we omit the dependence of
the partitions on λ for brevity). We want to show that h(λ
′
) ≤ h(λ)+gT (λ′−λ),
i.e. that
¨
R
min
i
{d(x, pi)− λ′i} dx ≤
¨
R
min
i
{d(x, pi)− λi} dx− gT (λ′ − λ)
or equivalently that
n∑
i=1
¨
R
′
i
d(x, pi)− λ′i dx ≤
n∑
i=1
¨
Ri
d(x, pi)− λi dx− gi(λ′i − λi) .
Chapter 4: Dividing a Territory with Obstacles 72
Consider the right-hand side of the above; for each i, we have
¨
Ri
d(x, pi)− λi dx− gi(λ′i − λi)
=
¨
Ri
d(x, pi)− λi dx− (λ′i − λi)
¨
Ri
dx
=
¨
Ri
d(x, pi)− λ′i dx
and therefore we have
n∑
i=1
¨
Ri
d(x, pi)− λ′i dx ≥
n∑
i=1
¨
R
′
i
d(x, pi)− λ′i dx
since by construction, the sub-regions of the partition {R′1, . . . , R′n} are defined
by looking at the minimal value of d(x, pi)− λ′i and are therefore minimal over
all partitions. This completes the proof.
We thus have in hand a fast method for computing supergradients for prob-
lem (4.7). We can therefore solve this problem quickly using an analytic-center
cutting plane method (ACCPM), as given in Algorithm 4.4.1. The basic idea
of this algorithm is to identify a polyhedron that is guaranteed to contain the
optimal mulitplier λ∗ and to subsequently reduce the size of this polyhedron
at each iteration of the algorithm. The supergradient given by Theorem 4.4.2
provides a cutting plane which helps reduce the size of the polyhedron at every
iteration step.
Remark 4.4.3. It is mentioned in the concluding remarks of [6, 7] that, for the
special case where R is a convex polygon,
“[I]t would be interesting to devise heuristics to approximate the
additive-weighted Voronoi diagram that induces an optimal subdi-
vision.”
Algorithm 4.4.1 thus gives an affirmative answer to precisely this question as
well as giving a general solution for non-convex regions.
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Input: A polygonal region R with area 1 containing a collection of obstacles
O1, . . . , Om, a collection of points P = {p1, . . . , pn} ⊂ R, and a
threshold .
Output: A partition of R into n compact relatively star-convex regions
R1, . . . , Rn, such that pi ∈ Ri and |Area(Ri)− | ∈ O() for all i.
Note: this is simply a standard analytic center cutting plane method applied to
problem (4.7).
Define the initial polyhedron by
Λ =
{
λ ∈ Rn : 1Tλ = 0 and |λi − λj | ≤ d(pi, pj)
}
;
while vol(Λ) >  do
Let λ0 be the analytic center of Λ;
Construct the strict dominance regions R+i with multiplier vector λ
0 ;
Allocate the remaining area in ambiguous dominance regions
lexicographically; that is, assign region R−k to the facility i with minimal
index i ∈ Ik;
/* This lexicographic allocation will not generally be
feasible for the original partitioning problem. */
for i ∈ {1, . . . , n} do
Set gi := Area(Ri);
end
Set Λ := Λ ∩ {λ : gTλ ≥ gTλ0};
end
Let λ0 be the analytic center of Λ;
Construct the strict dominance regions R+i with multiplier vector λ
0 ;
Allocate the remaining area in ambiguous dominance regions so that
Area(Ri) = 1/n for all i;
return {R1, . . . , Rn};
Algorithm 4.4.1: Algorithm ObstaclePartition(R,O, P ) partitions a re-
gion with obstacles into compact relatively star-convex sub-regions.
4.5 Computational Complexity
Since Algorithm 4.4.1 is simply an analytic center cutting plane method (whose
complexity is well-understood [59]) for solving the convex problem (4.7), it
will suffice to discuss the computational complexity of each iteration. For any
given vector λ, we can construct the corresponding strict and ambiguous domi-
nance regions (i.e. the weighted Voronoi diagram) using the continuous Dijkstra
paradigm in O(N5/3) steps, where N is the total number of vertices of R and the
obstacles [87]. When f(·) is the uniform distribution on R, we can also compute
the areas of these cells in O(N5/3) steps and therefore each iteration requires
only O(N5/3) computations. When f(·) is non-uniform, the computational com-
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plexity depends on the chosen numerical integration scheme. To describe this
we use the following result (originally given in Section 7.4 of [70], but re-stated
using the language of Section 9.9 of [107]):
Theorem 4.5.1. Let Ω ⊂ R2 be a domain of integration equipped with a trian-
gulation Th consisting of NT triangles, where h is the maximum edge length in
Th. There exists a positive constant K1, independent of h, such that the error
E induced using either the composite midpoint formula
¨
Ω
f(x) dA ≈
∑
T∈Th
Area(T )f(centroid(T ))
or the composite trapezoidal formula
¨
Ω
f(x) dA ≈ 1
3
∑
T∈Th
Area(T )
3∑
j=1
f(vertexj(T ))
is bounded by
|E| ≤ K1h2 Area(Ω)M2 ,
where M2 is the maximum value of the modules of the second derivatives of the
integrand f(·).
It follows that, if our desired error in integration is  in our problem, then
the maximum length of any edge in the triangulation must be at most
1/2(Area(R)M2K1)
−1/2
(since we have hyperbolic arcs separating the Ri, an exact triangulation is im-
possible, but the added computational complexity therein is beyond the scope
of this work). If we break R into NT triangles, the maximum edge length
will generally be O(√Area(R)/NT ) and we therefore need to break R into
O(Area(R)2M2/) triangles. Thus, the added complexity of non-uniform f(·) is
quadratic in Area(R), linear in the maximum modules of the second derivatives
of f(·), and inversely proportional to the desired precision . Each iteration of
Algorithm 4.4.1 therefore requires O(N5/3 + Area(R)2M2/) total steps.
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4.6 Computational Results
In this section, we present the results of numerical simulation based on a practi-
cal military application. We consider a military conflict zone which is located in
a hilly region. Unmanned aerial vehicles (UAV’s) are used for aerial surveillance
to monitor activities in such regions. A fixed number of UAV’s are available for
this purpose. Our task is to strategically divide the area into sub-regions such
that the total work load for all the UAV’s is minimized, i.e. such that all regions
have equal area, as in the second example of Section 4.2. Typical low-cost UAV’s
used by the military for aerial surveillance have a service ceiling, or maximum
usable altitude, of 5000 meters. As a sample dataset we use the troubled re-
gion of Jammu & Kashmir close to the India-Pakistan border in the Himalayan
mountains, whose high altitude peaks pose an obstruction for the UAV’s. Using
a contour map of the Drass Sector obtained from Google Maps, we set all re-
gions with an altitude exceeding 5000m as “obstacles” for the UAV’s and built
polygonal approximations for them. We choose six UAV launch sites randomly
in the basin of the region since one generally prefers a flat terrain to launch such
vehicles. The setup to this simulation is shown in Figure 4.5a. In Figure 4.5b,
we show the equal-area partitions as computed by Algorithm 4.4.1. Figure 4.6
shows performance of the ACCPM method used in the algorithm which con-
verges in 64 iteration steps. The figure in the left shows the normalized areas
of the regions that are produced in the various iterations of our algorithm and
the figure in the right shows the primal and dual objective function values.
(a) Input to our simulation. The black
shaded areas correspond to obstacles, i.e.
those regions with an altitude exceeding
5000m
(b) Output of our simulation
Figure 4.5: Optimal partition of Drass-sector
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Figure 4.6: Performance of ACCPM in Algorithm 4.4.1for the Drass map.
The second example involves designing districts for Code Blue emergency
telephones within a university campus. Code Blue emergency telephones are
located throughout many university campuses for safety enhancement. In our
simulation, we assume that the phones are located in fixed positions, as ob-
tained from a map of the St. Paul campus of the University of Minnesota; the
input is shown in Figure 4.7. We consider the buildings in the area as impene-
trable obstacles. Assuming that the demand for these phones arises uniformly
throughout the campus, our aim is therefore to divide the map into compact
sub-regions so that each sub-region contains a phone and all sub-regions have
equal area. The performance of the cutting plane method is illustrated in Figure
4.8.
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(a) Input to our simulation. (b) Output of our simulation
Figure 4.7: Optimal partition of St. Paul campus of University of Minnesota
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Figure 4.8: Performance of ACCPM in Algorithm 4.4.1for the St. Paul map.
Chapter 5
Non-Geographic Applications of
Map Segmentation Problems
5.1 Economic Application
Our analysis of the max-sum (2.1) and the max-min (2.2) problems in Chapter
2 can actually be applied to non-geographic contexts. In this section, we apply
Theorems 2.3.1 and 2.3.3 to look at the interaction between an aggregate demand
system and an address model, which are commonly encountered in discrete choice
theory in economics. Section 5.1.1 combines the results of Chapter 2 with the
theory developed in [4] to show how to efficiently compute a market-clearing
price vector in a variety of demand models for a differentiated product. Section
5.1.2 describes a variant on the classical Fisher exchange market [58] in which
consumers are distributed according to a continuum.
Notational convention We use a double integral
˜
R
f(x) dA to denote in-
tegration over a planar region whereas we use a triple integral
˝
R
f(x) dV to
denote integration over a domain of arbitrary dimension.
5.1.1 Computing a Market-Clearing Price Vector in an
Aggregate Demand System
Let p = (p1, . . . , pn) denote the prices of n variants of a differentiated product.
An aggregate demand system (ADS) D : Rn+ → Rn+ is a vector-valued function
D(p) such that Di(p) represents the total demand for variant i from a given
78
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population of consumers when the variants are priced according to p. The paper
[4] considers ADSs D(·) satisfying four conditions:
(A1) D(·) obeys the gross substitutes property :
∂Di
∂pj
> 0 ∀i 6= j .
(A2) D(·) is invariant under scalar addition:
D(p + c) = D(p) ∀c ∈ R+ .
(A3) Aggregate demand for the product is constant:
n∑
i=1
Di(p) = 1 ∀p ∈ Rn+ .
(A4) A technical constraint on the partial derivatives of D(·):
ϕ(p1 − pn, . . . , pn−1 − pn) := ∂
n−1Di
∂p1 · · · [∂pi] · · · ∂pn > 0
where the right hand side is the (n− 1)-th partial derivative of Di(·) with
respect to all prices except for pi.
As explained in that paper, conditions (A1)-(A4) are satisfied under many
standard discrete choice models, such as the logit, probit, linear probability, and
CES models. One can also relax condition (A3) by regarding the fraction of
demand attributed to each of the n variants rather than the true aggregate
demand.
An alternative model to the ADS is the address model, defined as follows:
(B1) Each of the n product variants is represented as a point xi in a “charac-
teristics space” Rm.
(B2) There is a continuum of consumers distributed in Rm according to a con-
tinuous and strictly positive density function f(x), with
˚
Rm
f(x) dV = 1 ,
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where “dV ” denotes a volume differential in Rm.
(B3) Each consumer purchases one unit of the variant that offers the greatest
utility. The utility of a consumer located at x, purchasing variant i, is
ui(x) = αi − ‖x− xi‖2 − pi
where αi is a perceived “quality index” of variant i and pi is the price of
variant i as in the ADS.
Under the address model, we then see that the total demand for variant i,
written D˜i(p), is
D˜i(p) =
˚
Ri
f(x) dV , (5.1)
where Ri is the “market space” for variant i, i.e. the region for which variant i
offers the greatest utility:
Ri =
{
x ∈ Rm : αi − ‖x− xi‖2 − pi ≥ αj − ‖x− xj‖2 − pj ∀j 6= i
}
.
Note that for any price vector p, the partition R1, . . . , Rn is simply a power
diagram as described in Section 2.2. We will assume without loss of generality
that αi = 0 for all i.
The major insight of [4] is that there exists an equivalence between the ADS
and address models of demand:
Theorem 5.1.1 (ADS-address equivalency). Given any ADS D(·) satisfying
conditions (A1)-(A4), there exists a density function f(·) and a placement of
points {x1, . . . xn} ⊂ Rm (where it turns out that m = n− 1) such that D˜(p) =
D(p) for all p ∈ Rn+, with D˜(·) as defined in (5.1).
It is also worth noting that the equivalence established above is constructive;
the authors give a closed-form expression for the placement of points xi and the
consumer density function f(·) in terms of D(·). We can apply our Theorem
2.3.1 to the above result to show that, given an ADS D(·) and a vector d ∈ Rn+
such that
∑
i di = 1, we can easily find a market-clearing price vector, that is,
a vector p∗ such that Di(p∗) = di for all i. Conceptually, we construct the
placement of points {x1, · · · , xn} and the consumer density function f(·) as in
the above theorem, then solve an instance of problem (2.1) in which we set
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R = Rm, qi = di, and ui(x) = −‖x− xi‖2. We find that the optimal solution λ∗
to the dual problem (2.7) is precisely the desired price vector p∗.
What is more striking, however, is that we can in fact solve problem (2.1)
without taking any integrals whatsoever! Recall from Section 2.4.1 that the key
to solving (2.1) is that we can easily construct a subgradient vector g by defining
gi := −
˚
Ri
f(x) dV .
However, by construction, we know that
˝
Ri
f(x) dV = D˜i(p) = Di(p), and
thus the vector −D(p) is itself a subgradient vector for the dual problem (2.7).
To conclude this section, Algorithm 5.1.1 describes formally how to find p∗ given
the ADS D(·).
Input: An ADS D(·) that satisfies (A1)-(A4), a vector d ∈ Rn+ such that
∑
i di = 1,
and a threshold .
Output: A market-clearing price vector, i.e. a vector p∗ ∈ Rn+ such that
‖D(p∗)− d‖ ∈ O().
Define the initial polyhedron by P = {p ∈ Rn : dTp = 0 and ‖p‖∞ ≤M for a
threshold M ;
/* See Lemma A.1.1 of the Appendix to see how to construct a suitable
M. */
while vol(P) >  do
Let p0 be the analytic center of P;
Set g := −D(p0);
Set P := P ∩ {p : gTp ≥ gTp0};
end
Let p0 be the analytic center of P;
Set p := p0 −mini{p0i } (we do this so as to ensure that p ∈ Rn+);
return p;
Algorithm 5.1.1: Algorithm MarketClearingADS finds a market-clearing
price vector in an ADS.
5.1.2 Relating Max-Sum and Max-Min Problems
Using Theorems 2.3.1 and 2.3.3, we can show that the optimal solutions to
problems (2.1) and (2.2) are related in a particular fashion:
Claim 5.1.2. Let R∗1, . . . , R
∗
n be an optimal solution to problem (2.2) with
generic utility functions u¯i(x) and define q
∗
i :=
˜
R∗i
f(x) dA for all i. Then
R∗1, . . . , R
∗
n is also an optimal solution to problem (2.1) with the same density
f(·) and utility functions ui(x) = log u¯i(x) with qi = q∗i .
Chapter 5: Non-Geographic Applications of Map Segmentation Problems 82
Proof. This is immediate; R∗1, . . . , R
∗
n satisfies the KKT conditions for problem
(2.1), as follows from our proofs of Theorems 2.3.1 and 2.3.3.
This result seems to be relevant in general problems of fair allocation of
divisible goods [34], although we are not aware of its existence elsewhere in
the literature. One particular application arises when we consider a continuous
version of the classical Fisher exchange market, as discussed below.
Fisher’s Exchange Market
Fisher’s exchange market [58] is a special case of the general Arrow-Debreu prob-
lem [9] in which an economy consists of producers and consumers. A collection
of N consumers have money to buy goods and maximize their (linear) utility
functions; a collection of n producers sell their goods for money. We assume
that each producer produces one unique good, so that the unit prices for the
goods are denoted by a vector p ∈ Rn+. Without loss of generality we assume
that each producer has exactly one unit of his or her unique good to sell, which
can be divided among the consumers. Associated with each consumer is a utility
vector ui ∈ Rn+, a budget bi, and a decision vector xi ∈ Rn+. Each agent chooses
a bundle of goods by solving the simple linear program
maximize
xi
uTi xi s.t. (5.2)
pTxi ≤ bi
xi ≥ 0 .
The objective of a market organizer is to determine a price vector p∗ such that
the market clears, i.e. that when each consumer selects his or her optimal
decision vector x∗i , we have
N∑
i=1
x∗i = e
where e ∈ Rn is a vector whose entries are all 1’s. A classical result of Eisenberg
and Gale [54] explains how to construct p∗:
Theorem 5.1.3. The optimal Lagrange multiplier for the equality constraints
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in the following optimization problem is a market-clearing price vector:
maximize
x1,...,xN
N∑
i=1
bi log(u
T
i xi) s.t. (5.3)
N∑
i=1
xi = e
xi ≥ 0 ∀i .
We will use a mild variant of Fisher’s model in which agents are distributed
according to a continuum f(x) defined on a domain R ∈ Rm, rather than by
the index set {1, . . . , N} (here Rm would be a “characteristics space” in the
language of Section 5.1.1). In this setting, an agent located at point x ∈ R has
a utility vector u(x) = (u1(x), . . . , un(x)), a given budget b(x), and a decision
vector J(x) = (J1(x), . . . , Jn(x)). The relevant equivalents of (5.2) and (5.3) are
then
maximize
J1(x),...,Jn(x)
n∑
i=1
ui(x)Ji(x) s.t. (5.4)
n∑
i=1
piJi(x) ≤ b(x)
Ji(x) ≥ 0 ∀i
and
maximize
J1(·),...,Jn(·)
˚
R
f(x)b(x) log
(
n∑
i=1
ui(x)Ji(x)
)
dV s.t. (5.5)
˚
R
f(x)Ji(x) dV = 1 ∀i
Ji(x) ≥ 0 ∀i, x
respectively.
Rather than clearing the market by selling fixed quantities of goods (which
we would accomplish by solving (5.5)), we will show how to solve a related
problem apropos of that encountered in Section 5.1.1: suppose that a market
organizer wants to select a price vector p with the intention of setting, for each
good i, the fraction of customers that prefer good i to all other goods. The
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budgets of the agents, b(x), and the amounts available of each good (which we
assumed to be 1), are now disregarded. This is a useful model when the market
consists of competing variants of products whose aggregate demand is inelastic
(as opposed to the traditional Fisher market which is perfectly elastic), such as
sanitation services or health insurance. For lack of a better phrase, we will call
such a price vector an “allocation-clearing price vector”.
Theorem 5.1.4. Let q ∈ Rn+ be a vector such that
∑
i qi = 1 representing desired
consumer allocations and suppose that f(x) is a probability density function such
that
˝
R
f(x) dV = 1 on a domain R ⊂ Rm. Then the vector p defined by setting
pi = e
λ∗i for all i, where λ∗ is the optimal Lagrange multiplier for the top equality
constraints in the following optimization problem, is an “allocation-clearing price
vector”:
maximize
I1(·),...,In(·)
˚
R
f(x)
n∑
i=1
(log ui(x))Ii(x) dV s.t. (5.6)
˚
R
f(x)Ii(x) dV = qi ∀i
n∑
i=1
Ii(x) = 1 ∀x
Ii(x) ≥ 0 ∀i, x .
Proof. Since (5.6) is an instance of (2.1), Theorem 2.3.1 says that at optimality,
the region R∗i (i.e. the region where I
∗
i (x) = 1) consists of those points x where
log ui(x) − λ∗i > log uj(x) − λ∗j for all j 6= i, or equivalently, where ui(x)/eλ∗i =
ui(x)/pi > uj(x)/pj. Conversely, in order to maximize (5.4), a consumer located
at point x will allocate its entire budget to precisely that same index i that
maximizes ui(x)/pi.
For the sake of completeness, problem (5.7) below is simply the discrete
analogue of problem (5.6), where we assume that q ∈ Rn+ satisfies
∑
i qi = N .
We believe this to be of independent interest because Theorem 5.1.4 still holds,
provided we allow consumers to be fractionally allocated to two or more goods
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if they are indifferent:
maximize
x1,...,xN
N∑
i=1
log(ui)
Txi s.t. (5.7)
N∑
i=1
xi = q
eTxi = 1 ∀i
xi ≥ 0 ∀i .
5.2 Data Visualization
Spatial partitions of an abstract information space are frequently used to vi-
sualize data. Weighted Voronoi diagrams are among the most popular ways of
partitioning a space. In this section, we will show the use of weighted Voronoi
diagrams to represent and visualize data. Specifically, our objective is to find an
effective representation of an information space, such as a set of documents, as
a planar diagram that conveys relevant information. Similar attempts to ours
include [5, 37, 26, 47, 73, 113, 119]. In this setting, each document is represented
as a region in the plane, in the same way as is shown in Figure 5.1. There are
two major objectives that should be considered in designing such a diagram
effectively: first, documents containing similar content should be placed in close
geographic proximity to one another. Second, documents with larger signifi-
cance or relevance should be represented by regions that are larger than those
corresponding to documents with less significance.
Being based on the landmark points {p1, . . . , pn}, the Voronoi framework
lends itself well to the first objective described; that is, given a set of n docu-
ments and additional information regarding their relationships to one another,
one can place the landmark points in a way that is commensurate with the
relationships between the documents using graph visualization software such
as GraphViz or Gephi. A less-studied problem is how to leverage the Voronoi
framework in service of the second objective. To this end, a problem elegantly
posed by Reitsma et al. [108] is as follows: suppose that the landmark points
{p1, . . . , pn} are given in a region with area 1, together with a set of desired
areas {A1, . . . , An} that also sum to 1 (and which implicitly are related to the
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Figure 5.1: A planar map of an information space consisting of a set of docu-
ments, as constructed in [46].
significance or relevance of the n documents); can one find a weight vector w∗ in
the additive or multiplicative model such that Area(Vi) = Ai for all i? The au-
thors give an affirmative answer and describe an iterative, raster-based scheme
for determining such a weight vector under the multiplicative model. The main
drawbacks to this scheme relate to algorithmic efficiency, both in a practical
and theoretical sense: as the algorithm is based on a form of fixed-point itera-
tion, there is little in the way of performance guarantees, and consequently, the
proposed methodology does not scale well as the problem size becomes large.
The techniques described in 2 give a fast algorithm for finding the desired
weight vector w∗ in either the additive or multiplicative model. In essence, we
proved the following two results:
Theorem 5.2.1. Given a planar region R and n fixed landmark points {p1, ..., pn},
one can compute the weights {w1, . . . , wn}, which results in an additive Voronoi
partition with sub-regions {V1, . . . , Vn} that have areas {A1, . . . , An}, by solving
the following convex optimization problem:
maximizew
¨
R
min{‖x− pi‖ − wi} dx s.t. (5.8)
n∑
i=1
Aiwi = 0 .
Specifically, if w∗ denotes the optimal solution to problem (5.8), then the
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additive Voronoi sub-region Vi has an area Ai and consists of those points x ∈ R
for which ‖x− pi‖ − w∗i is minimal:
Vi =
{
x ∈ R : ‖x− pi‖ − w∗i ≤ ‖x− pj‖ − w∗j ∀j
}
.
Theorem 5.2.2. Given a planar region R and n fixed landmark points {p1, ..., pn},
one can compute the weights {w1, . . . , wn}, which results in a multiplicative
Voronoi partition with sub-regions {V1, . . . , Vn} that have areas {A1, . . . , An},
by solving the following convex optimization problem:
maximizew
¨
R
min{log ‖x− pi‖ − wi} dx s.t. (5.9)
n∑
i=1
Aiwi = 0 .
Specifically, if w∗ denotes the optimal solution to problem (5.9), then the
multiplicative Voronoi sub-region Vi has an area Ai and consists of those points
x ∈ R for which log ‖x− pi‖ − w∗i is minimal:
Vi =
{
x ∈ R : log ‖x− pi‖ − w∗i ≤ log ‖x− pj‖ − w∗j ∀j
}
.
Rather than using fixed-point iteration, our approach is based on principles
from variational calculus, specifically duality theory in linear programming over
infinite-dimensional vector spaces, and thus inherits excellent theoretical and
practical performance guarantees. Further advantages to this method is that,
we can show how to apply a “homotopy method” to enable better control over
Voronoi regions Vi (this technique was discussed in Section 3.1.1). We now
demonstrate the effectiveness of our algorithm in computational experiments
applied to a list of major internet sites.
5.2.1 Internet Traffic Visualization
In this section, we show the use of Voronoi space partitions to visualize real data.
One of the most popular choices for information visualization is the amount of
traffic on various internet websites. The information space is represented by a
planar rectangle and the landmark points within this rectangle represent the
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locations of internet websites. Once we partition this space, the size of a sub-
region is proportional to the total number of page views on the corresponding
website. Using Alexa Internet, Inc. (accessed June 7th 2013), we obtained the
amount of website traffic for the top 101 websites between the period September
2007 - June 2013. We first chose a subset of this data consisting of 13 popular
websites (mainly social media, search engines and e-commerce) and we embed
them on a 2-dimensional planar rectangle. A collection of such “maps” that
display the relative “sizes” of these 13 major websites, taken between 2007
and 2013 are shown in Figures 5.2c to 5.2e. In these figures, websites with
similar content are represented as regions that are in close proximity with one
another, such as Facebook and Myspace. The location of the websites are held
constants throughout the time period. The partitions are purely additively
weighted Voronoi diagrams which produces hyperbolic boundaries. As we can
see from the figures, Yahoo! and Myspace were dominant websites in September
2007, but as time progresses we can clearly visualize the decline of Yahoo! and
Myspace which are engulfed by Google and Facebook respectively. As of June
2013, Google, Facebook and Youtube together account for more than 85% of
the website traffic, relative to these 13 popular websites.
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(a) (b)
(c) (d)
(e) (f)
Figure 5.2: A collection of “maps” that display the relative “sizes” of 13 major
websites, taken between 2007 and 2013. One can clearly visualize the dominance
of Facebook and Google over MySpace and Yahoo! respectively.
We now represent the complete data set of 101 websites obtained from Alexa.
Based on their genre, these websites were placed close to each other and their
locations were obtained by using an open source tool, Graphviz (Graph Visual-
ization Software). This is shown in Figure 5.3a. Based on the traffic information
for these websites for June 2013, the map was partitioned using an additively
weighted Voronoi diagram. These have a nice property that every landmark
point is always guaranteed to be within its assigned sub-region and that all
sub-regions are connected, but as we can see from Figure 5.3b, the sub-regions
can become long and skinny. For regions with a very small fraction of the total
area, this becomes even worse. This is clearly undesirable when visualizing data
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using partitions. One way to getting rid of this problem is by using multiplica-
tive Voronoi diagrams. These have circular boundaries and inherently produce
fat circular regions. A comparison between additive and multiplicative Voronoi
diagram is shown in Figure 5.4.
(a) Locations (b) A partitioned map of top 101 websites
using additive Voronoi diagrams
Figure 5.3: Locations and partitions of top 101 websites clustered based on their
genre (obtained using Graphviz ). Multiple black dots in the same colored region
indicates that websites have zero areas in the partition.
(a) A partitioned map of top 101 websites
using additive Voronoi diagrams
(b) A partitioned map of top 101 websites
using multiplicative Voronoi diagrams
Figure 5.4: Use of additive Voronoi diagram versus multiplicative Voronoi dia-
gram.
The drawback with using a multiplicative Voronoi partition is that it may
happen that some of the sub-regions are disconnected (see Remark 2.6.1). To
deal with this problem, we propose a “homotopy approach” to inherit both prop-
erties of additive and multiplicative Voronoi diagrams. This has been discussed
exclusively in Section 3.1. We formulate a new optimization problem (5.10) that
uses an objective function which is a weighted average of optimization problems
presented in (5.8) and (5.9).
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maximizew
¨
R
min{µ log ‖x− pi‖+ (1− µ)‖x− pi‖ − wi} dx s.t. (5.10)
n∑
i=1
Aiwi = 0 .
Figure 5.5 shows the effect of this modified objective function. For µ = 1 the
partitions correspond to a multiplicative Voronoi diagram, in which sub-regions
need not always be connected. But since, for µ = 0 the regions are always
connected (because they correspond to an additive Voronoi diagram), it is not
hard to show that we can find a “threshold” µ ∈ [0, 1] for which the sub-regions
are always connected.
We hence, create partitions based on a combination of additive and mul-
tiplicative Voronoi diagram using the homotopy method presented above. A
collection of such maps between the time period September 2007 and June 2013
are shown in Figure 5.6 (multiple black dots in the same colored region indicates
that websites have zero areas in the partition).
(a) µ = 0 (b) µ = 0.6
(c) µ = 0.8 (d) µ = 1
Figure 5.5: Homotopy method to control the fatness of sub-regions while main-
taining the areas of sub-regions. By increasing the penalty term, we can increase
the “fatness” the skinny regions.
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(a) (b)
(c) (d)
Figure 5.6: A collection of “maps” that display the relative “sizes” of the top
101 major websites, taken between 2007 and 2013.
Chapter 6
The k-Medians Problem
6.1 Introduction
A closely related and well studied class of problems is the facility location prob-
lem. The optimization variable here is the location of facilities themselves while
trying to minimize the operational costs. Based on how one models the oper-
ational costs, several variants of this problem can be formulated. A frequently
occurring and well studied problem is the k-medians problem, also called the
multi-source Weber problem [36]. Here, the objective is to select a set of k “land-
mark” points so as to minimize the total distance between the landmark points
and some other set of “client” or demand points. The most natural setting for
this problem is to let the clients be a discrete set of points in the plane, which
was proved to be NP-hard in [98]. The papers [8] and [86] both describe PTASes
for this case. In a general metric space, [45] describes a factor 62
3
approximation
algorithm.
Another setting is the case where client points form a continuum. This is
a natural problem one encounters in facility location where the number of cus-
tomers is usually large (say over 100, 000), thereby rendering the corresponding
discrete k-medians problem intractable. The objective function in a continuum
demand case is popularly known as the Fermat-Weber value of the input region.
Given a planar region C and a point p, we denote the integral of distances of all
points in C relative to p with FW(C, p). Let p∗ be the point for which this quan-
tity, FW(C, p), is minimized. We call FW(C, p∗) as the Fermat-Weber of region
C and denote it with FW(C). The point p∗ is known as the Fermat-Weber
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center or 1-median of C.
FW(C, p) =
¨
C
||x− p|| dx
FW (C) = min
p
¨
C
‖x− p‖ dx
Here, ‖·‖ denotes the Euclidean norm. For simple convex objects like, disk and
rectangle, the Fermat-Weber center is the geometric centroid of the object itself.
The Lemma′ below lists Fermat-Weber values of some simple convex regions.
Lemma 6.1.1. For a disk D with radius r,
FW (D) =
2pir3
3
.
Also, for an angle θ ∈ [0, 2pi], if S denotes the circular sector of D subtended by
θ, then
FW (S, c) =
θ
3
r3 =
2 · Area (S)
3
r
where c denotes the center of the disk of which S is a sector.
Proof. Trivial.
Remark 6.1.2. It is well-known that, for a fixed area, the disk is the region with
minimal Fermat-Weber value FW (C). Using 6.1.1, this gives us an easy lower
bound:
FW (C) ≥ 2
3
√
pi
A3/2
where A is the area of C.
Lemma 6.1.3. For a rectangle R of height h and width w,
FW(R) =
1
6
hw
√
h2 + w2+
1
12
w3 log
(√
h2 + w2 + h
w
)
+
1
12
h3 log
(√
h2 + w2 + w
h
)
(6.1)
Proof. The above result can be obtained by evaluating the following integral
analytically:
FW(R) =
ˆ h
2
−h
2
ˆ w
2
−w
2
√
x21 + x
2
2 dx1 dx2
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Lemma 6.1.4. For a right triangle T = 4ABC whose right angle is located at
the point C, with sides AB = c, BC = a and CA = b, the Fermat Weber value
of the triangle relative to point B is given by
FW(ABC) =
1
6
abc+
1
6
a3 log
(
c+ b
a
)
(6.2)
Proof. This is again merely analytic integration.
It turns out that finding the 1-median of a general convex region is not
trivial at all. A recent survey of the existing literature reveals that there is
limited work considering the k-medians problem in a continuous demand setting.
And even fewer of those consider the problem in an Euclidean norm. The first
exact algorithmic study this problem was performed in [55], which describes
algorithms for finding optimal solution for 1-median problem for simple polygon
or a polygon with holes, under the L1 norm. Carmi et al. [44] provide a linear-
time approximation scheme for finding an approximate L2 norm Fermat-Weber
center of a convex polygon by establishing a lower bound on the average distance
of a convex object in terms of its diameter. Authors in [1] improve on these
bounds and as a corollary, they give a very simple linear time 2.41-constant
factor scheme to compute Fermat-Weber center of a convex polygon.
In this work, we are interested in the multiple-center version of the Fermat-
Weber problem. We seek to find k points, P = {p1, ..., pk}, that minimizes the
integral of distances of all points in C relative to these k points (demand point
is assigned to its nearest landmark point). We denote this objective function
using FW (C, k) which is given by the following integral.
FW (C, k) = min
P :|P |=k
¨
C
min
i
‖x− pi‖ dx
Authors in [55] proved the L1 norm version of the continuous k-median problem
to be NP-hard for large k. The paper [43] is the only work that currently
exists that attempts to solve the k-medians problem in a convex polygon. They
provide a recursive sub-division technique which they prove is a 2.73 constant
factor approximation algorithm for the same problem.
In this chapter, we first consider the algorithm that was presented in [43] for
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convex polygons. We develop new upper and lower bounds to the k-medians
problem and improve the approximation ratio of their algorithm. When the
input is non-convex (including regions with holes), we propose a local optimal
solution wherein we use the partitioning algorithm described in Chapter 4 as a
sub-routine in Lloyd′s algorithm. This variation of Lloyd′ algorithm appears to
perform well in practice, but finding bounds on its performance is non-trivial
and still remains an open problem.
6.2 The k-Medians Problem in a Convex Poly-
gon
We first look at solving the k-medians problem when the input region is a convex
polygon. We begin by establishing lower and upper bounds of Fermat-Weber
of a convex region C, FW(C), in terms of its area and a bounding box that
is known to contain C. In Section 6.2.2, we briefly describe the approximation
algorithm that was presented in [43]. We then use the bounds on FW(C) to
improve the factor of approximation from 2.73 to 2.03.
6.2.1 Bounds on Fermat-Weber of a Convex Polygon
Given a convex polygon C of area A, we want to find upper and lower bounds on
FW(C). The main motivation to find these bounds is that, we want to use them
in finding upper and lower bounds for the k-medians problem (FW(C, k)). Note
that the papers [44], [1] and [52] almost entirely deal with finding upper and
lower bounds on FW(C) in terms of A and d, the diameter of C. Summarized
in one line, they prove the following bounds: 0.16dA ≤ FW(C) ≤ 0.3490dA.
Unfortunately, these bounds are not useful in our work for two reasons. First,
a lower bound in terms of diameter of C does not help us achieve a lower bound
on FW(C, k). And secondly, the upper bound can be significantly improved
when the convex region is “skinny” (it is easy to show that the Fermat-Weber
of a very long skinny rectangle is approximately 0.25dA). The authors in [1]
arrive at their upper bound by making using of the fact that a convex object
of diameter d can always be contained in a circle of radius d/
√
3. Rather than
using a bounding circle, we find it more useful to derive bounds in terms of a
bounding box that contains C. This is because for a long and skinny region,
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the area of the minimum bounding circle can be infinitely larger than the area
of the convex region itself. But if one considers the minimum bounding box of
C, we can prove that the ratio of its area to that of the convex polygon is at
most 2 for any convex region (see equation (6.6)).
In the following sections, we will derive lower and upper bounds for a convex
polygon C of area A that is contained within a rectangle of dimensions w × h,
where A ∈ [0, wh] (this rectangle need not necessarily be the minimum bounding
box of C). The Fermat-Weber value of the rectangle itself is denoted using
FW (w, h). Lemma 6.1.3 provides a closed form expression for FW (w, h).
Lower Bounding FW(C)
Here, we derive a simple lower bound that we will use to place an overall lower
bound on FW(C, k). For a given area A, it is a well known fact that disk is the
shape that minimizes its Fermat-Weber value. Hence, using the Fermat-Weber
of a disk, we can arrive at an easy lower bound on FW(C): φLB1 =
2
3
√
pi
A3/2 (see
Remark 6.1.2). Combining this with the fact that region is contained within a
box of dimensions w × h, we can improve this lower bound.
Lemma 6.2.1. Let C be a convex region with area A, contained in a box B
of dimensions w × h, with w ≥ h. If B′ is a horizontal slab of height h that
contains B and D is a disk of radius r centered at the centroid of the box such
that Area (D ∩B′) = A, then:
FW (C) ≥

2
3
pir3 if r < h
2
4r3
3
sin−1
(
h
2r
)
+ 1
3
rh
√
r2 − h2
4
+ 1
12
h3 log
(
2r+
√
4r2−h2
h
)
if r ≥ h
2
(6.3)
Proof. Refer to Figure 6.1 for this proof. The shape C∗ that minimizes FW (C)
in B′ is the intersection of a disk of radius r with a slab of height h, and its
Fermat-Weber value varies according to r and h.
Case 1: If r < h/2, then C∗ is a disk and hence we have FW (C∗) = 2
3
pir3
(from Lemma 6.1.1).
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hC
*
(a) Region C∗ of minimal
Fermat-Weber.
h
(b) Breaking C∗ into trian-
gles and sectors.
Figure 6.1: Lower bound for a convex region of area A within a rectangle of
height h
Case 2: If r ≥ h/2, then C∗ is the intersection of a disk and a slab of height
h, and the Fermat-Weber of such a region can be found out by evaluating the
integral
˜
C∗
√
x21 + x
2
2 dx1 dx2 . An easy way to do this is to break C
∗ into
regions consisting of right-angled triangles and circular sectors (Figure 6.1b)
and then use Lemmas 6.1.1 and 6.1.4 to arrive at the lower bound.
We will denote this lower bound using ΦLB2 (A, h) = FW (C
∗). Note that
ΦLB2 is independent of the width of the rectangle (since we have assumed that
w ≥ h).
Upper Bounding FW (C)
To find an upper bound on FW(C), we will answer the following question: What
is the shape of the convex region of a given area A, that is contained within a
box w × h and has the maximum Fermat-Weber quantity? Intuitively skinnier
regions have larger Fermat-Weber values. But to find the exact shape of such a
region is not easy. Interestingly, this becomes tractable if A = wh/2. In Lemma
6.2.2 we will provide an upper bound for the case A = wh/2. And in Lemma
6.2.5, we will extend this result to find an upper bound for all A ∈ [0, wh].
Here on, we will use FW1/2(w, h) to denote 0.5 FW (w, h) which is half the
Fermat-Weber value of the rectangle.
Lemma 6.2.2. Let C be a convex region of area A that is contained within a
box B of dimensions w × h. If A = wh
2
, then we have:
FW(C) ≤ FW1/2(w, h)
Proof. Let x0 denote the center of B. By definition of Fermat-Weber, for any
convex region C we have: FW(C) ≤ FW(C, x0). Consider the family C con-
sisting of all convex regions C in B which merely consist of the area lying to
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C
x0
(a)
C
x0
(b)
C x0
(c)
Figure 6.2: It is obvious that all regions C above have the same Fermat-Weber
value relative to x0, namely FW1/2(w, h).
one side of a line through x0, as shown in Figure 6.2. It is obvious that, for
any region C
′ ∈ C, we have FW(C ′ , x0) = FW1/2(w, h) by a trivial symme-
try argument. Therefore, it will suffice to show that we can take any convex
region C in B with area wh/2 and transform it into a region C
′ ∈ C in a
manner that does not decrease FW(C, x0) . This will basically prove our re-
sult: FW(C) ≤ FW(C, x0) ≤ FW(C, x0) = FW1/2(w, h). We will show how to
execute this transformation after making two straightforward observations:
Lemma 6.2.3. Let s denote a line segment in the plane and let ~v be a vector in
the plane, so that s+ t~v is a translation operator on s in the direction ~v. Then
the function f(t) =
´
s+t~v
||x|| dx is convex in t.
Proof. The function f(t) is simply the Fermat-Weber value of the line segment
s + t~v relative to the origin; it is an infinite sum of convex functions and is
therefore itself convex.
Lemma 6.2.4. For any triangle T with vertices {x1, x2, x3}, let T (t) denote the
sheared triangle {x1, x2, x3 + t(x2−x1)}. Then the function g(t) = FW(T (t), x0)
is convex in t for any fixed x0.
Proof. This is a corollary of Lemma 6.2.3 because g(t) is an infinite sum of
convex functions f(t).
We can now proceed to prove Lemma 6.2.2. Consider any convex region C
with area wh/2, contained inside a box B with dimensions w × h, as in the
statement of Lemma 6.2.2.
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C
(a)
C
(b)
C
(c)
C
(d)
Figure 6.3: Two applications of Lemma 6.2.3 permit us to assume that C takes
the shape shown in Figure 6.3d.
By visualizing C as a union of vertical line segments (Figure 6.3a),we can
apply Lemma 6.2.3 to assume without loss of generality that C takes the shape
shown in Figure 6.3b, i.e. that C is the area lying below some concave function
(this is because the function defined in Lemma 6.2.3 is convex and therefore is
maximized when each line segment is as far from the origin, x0, as possible).
By visualizing C as a union of horizontal line segments (Figure 6.3c) we can
subsequently assume without loss of generality that C takes the shape shown
in Figure 6.3d, i.e. that C is the area lying below some concave and increasing
function. By using a series of shear transformations and iteratively applying
Lemma 6.2.4, we can show that the region C takes the form shown in Figure
6.2 and in doing so, we would have only increased the Fermat-Weber value of C
relative to x0, the center of B.
We begin with Figure 6.3d and let B
′
denote the minimum bounding box of
C. We iteratively apply Lemma 6.2.4 to shear the triangular components of C
(all the while increasing the Fermat-Weber value of C relative to x0, the center
of B) until it takes the form shown in Figure 6.4a, to the point where it remains
merely to shear the two remaining triangular components of C appropriately.
We select one such triangular component arbitrarily and shear it in a direction
that increases the Fermat-Weber value of C relative to the center x0 of B (say,
the point marked x in Figure 6.4b), until x either touches the bottom edge of
B or the leftmost edge of B. Suppose that x touches the leftmost edge of B
as shown in Figure 6.4c (the case where x touches the bottom edge of B can
be addressed in a similar fashion and we omit it for brevity). It is clear that
we can then shear x downward until it touches the corner of B as shown in
Figure 6.4d. This downward shearing introduces a new vertex, which we call
x
′
(also shown in Figure 6.4d), which we can shear in a direction that increases
the Fermat-Weber value, until it either touches the top edge of B
′
or the left
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edge of B. Suppose that x
′
touches the left edge of B (the case where x
′
touches
the top edge of B
′
is similar and we omit it for brevity), shown in Figure 6.4e.
This leaves us with one final vertex, x
′′
, which we can shear in a direction that
increases the Fermat-Weber value of C relative to x0; note that we are free to
shear x
′′
until it touches the boundary of B, at which point our shape C now
has precisely the shape desired as in Lemma 6.2.2, as shown in Figure 6.4f. This
completes the proof.
C
(a)
x C
(b)
x
C
(c)
x
x C
(d)
x
x
C
(e)
C
(f)
Figure 6.4: Final adjustments to C.
Lemma 6.2.5. Let C be a convex region contained in a box B of dimensions
w × h with w ≥ h such that C contains a horizontal line segment whose length
is equal to that of width(C). If A = Area(C), then we have:
FW(C) ≤ FW1/2
(
w,
2A
w
)
(6.4)
Proof. We break up the proof into two separate cases:
Case 1: A < wh/2 . Since A < wh
2
and since C contains a line segment whose
length is width(C), we can always construct a smaller box B′ with dimensions
w′× h′ containing the region C, such that A = w′h′
2
(see Figure 6.5a). Applying
Lemma 6.2.2 for B′, we find that FW (C) ≤ FW1/2 (w′, h′). By performing some
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basic algebra, it is not hard to show that, among all values of w′ and h′ such
that w′ ≤ w, h′ ≤ h and w′h′ = 2A, the value FW1/2 (w′, h′) is maximized when
w′ = w and h = 2A/w (Fermat-Weber value of a rectangle increases with aspect
ratio). Thus, we find that:
FW(C) ≤ FW1/2
(
w,
2A
w
)
h'
w'
C
B
B'
(a) A < wh/2
h'
w
C
B
B'
(b) A ≥ wh/2
Figure 6.5: We can find a box B′ that encloses region C such that w′h′ = 2A,
∀A ∈ [0, wh]
Case 2: A ≥ wh/2 . Since A ≥ wh/2, we can obviously find a larger rectangle
B′, which contains the region C such that A = w
′h′
2
. One easy way to do that
is to increase the height of B to h′ such that A = wh
′
2
(see Figure 6.5b), which
leads to h′ = 2A
w
≥ h. Using Lemma 6.2.2 for B′, we arrive at the upper bound
which completes the proof.
It is easy to verify that the upper bound of Lemma 6.2.5 is convex and
monotonically increasing in A (see Figure 6.6a). It also has an undesirable prop-
erty that, for some interval: A ∈ (Ac, hw], we actually have FW1/2
(
w, 2A
w
)
>
FW (w, h), which is the Fermat-Weber value of the rectangle itself. Therefore,
Φ2UB(A,w, h) = min
{
FW1/2
(
w, 2A
w
)
,FW (w, h)
}
will be a more meaningful up-
per bound . But this function, Φ2UB, (Figure 6.6b) is neither convex or concave
in the desired region of interest. To help simplify the analysis in the later sec-
tion, we choose the simplest concave envelope of the above function as our final
upper bound, ΦUB :
ΦUB (A,w, h) = min
{
A
Ac
FW (w, h),FW (w, h)
}
(6.5)
where Ac is the solution of the equation: FW1/2
(
w, 2Ac
w
)
= FW (w, h). Note
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Figure 6.6: Upper bound for a convex region of area A within a unit square
that the ratio Ac
hw
depends only on the aspect ratio of the rectangle. And by
construction, for a given w and h, ΦUB is a piecewise linear concave function.
Remark 6.2.6. Few interesting observations on the Fermat-Weber center can be
made at this point. Using Lemma 3.1 of [7] and the lower bound on FW(C) ≥
0.16dA, it can be shown that choosing any point within a convex region is a
constant factor-4.17 approximation for the 1-median problem. The center of
the smallest enclosing circle of C is a factor 2.41 approximation of Fermat-
Weber center, which was proved in [1]. Whereas, using bounds ΦUB and ΦLB2
we can show that the center of the minimum bounding box of a convex region
is factor-2 approximation algorithm for the 1-median problem.
6.2.2 The Approximation Algorithm
We now describe the algorithm provided by authors in [43] for the continuous
k-medians problem in a convex polygon. Let AR (C) denote the aspect ratio of
C, AR (C) = max {w/h, h/w} and let diam (C) denote the diameter of C. Our
algorithm can be summarized in a single paragraph: the input to our algorithm
is a convex polygon C with n vertices and an integer k. We assume without loss
of generality that C is aligned so that its diameter coincides with the coordinate
x-axis. We then enclose C in an axis-aligned minimum bounding box C of
dimensions w × h, where w = diam (C). By aligning the diameter with the
x-axis, we must have:
wh
2
≤ Area (C) ≤ wh (6.6)
Note that (6.6) holds for a general minimum bounding box of a convex region
too (it is tight when C is a triangle). We now let k1 = bk/2c and k2 = dk/2e and
divide C into two pieces of areas k1
k
·Area (C) = k1
k
·wh and k2
k
·Area (C) =
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k2
k
· wh respectively, using a vertical line. This is performed recursively (with
the option to split using a horizontal line, if the height of an intermediate sub-
region exceeds its width) until all rectangular regions have area Area (C) /k.
The center of each sub-rectangle is chosen as our landmark points. It may
happen that some of these points may lie outside the convex polygon (Figure
6.7c). Such points are simply relocated back into the polygon (Figure 6.7d). The
way we to do this operation turns out to be inconsequential in the performance
of the algorithm. The entire algorithm is explained in detail in Algorithms 6.2.1
and 6.2.2 and also in Figure 6.7.
Running time This algorithm can be performed with running time O(n +
k + klogn). This is because Algorithm 6.2.1 takes O(k) operations to partition
the rectangle and Algorithm 6.2.2 requires O(n) operations to find a minimum
bounding box of C. The last step of Algorithm 6.2.2 consists of moving the
center points to C when necessary, which takes O(k log n) operations using a
point-in-polygon algorithm [106].
Input: An axis-aligned rectangle R and an integer k.
Output: A partition of R into k rectangles, each having area Area (R) /k.
if k = 1 then
return R;
else
Set k1 = bk/2c and k2 = dk/2e;
Let w denote the width of R and h the height; if w ≥ h then
With a vertical line, divide R into two pieces R1 and R2 with area
k1
k ·Area (R) on the right and k2k ·Area (R) on the left;
else
With a horizontal line, divide R into two pieces R1 and R2 with area
k1
k ·Area (R) on the top and k2k ·Area (R) on the bottom;
end
return RectanglePartition (R1, k1) ∪ RectanglePartition (R2, k2);
end
Algorithm 6.2.1: Algorithm RectanglePartition (R, k) takes as input an
axis-aligned rectangle R and a positive integer k.
The following Lemma is a simplified restatement of a result from [7] which
we will make use of in proving the approximation ratio. This has already been
proved in [43].
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Input: A convex polygon C and an integer k.
Output: The locations of k points pi in C that approximately minimize
FW (C, k) within a factor of 2.03.
Let C denote a minimal axis aligned bounding box of C. Rotate C so that
C is aligned with the coordinate axes;
Let R1, . . . , Rk = RectanglePartition (C, k);
for i ∈ {1, . . . , k} do
Let ci denote the center of Ri;
if ci ∈ C then
Set pi = ci;
else
if Ri ∩ C is nonempty then
Let R
′
i be the minimum axis-aligned bounding box of Ri ∩ C and
let c
′
i denote its center;
Set pi = c
′
i;
else
Place pi anywhere in C;
end
end
end
return p1, . . . , pk;
Algorithm 6.2.2: Algorithm ApproxFW (R, k) takes as input a convex
polygon C and an integer k.
(a) (b) (c)
(d) (e)
Figure 6.7: The input and output of Algorithm 6.2.2. We begin in (6.7a) with a
convex polygon C, whose axis-aligned bounding box C is computed in (6.7b).
The bounding box is then partitioned into equal-area pieces in (6.7c) using
Algorithm 6.2.1. Some of the centers of these pieces are then relocated in (6.7d),
and (6.7e) shows the output and Voronoi partition. It turns out that the way
we relocate points in (6.7d) does not affect the analysis of the algorithm.
Chapter 6: The k-Medians Problem 106
Lemma 6.2.7. Suppose that R˜ ⊆ C is an intermediate rectangle obtained
throughout Algorithm 6.2.1, which is further subdivided into R˜
′
and R˜
′′
. Then:
1. If AR
(
R˜
)
> 3, then
AR
(
R˜
′
)
,AR
(
R˜
′′
)
≤ AR
(
R˜
)
.
2. If AR
(
R˜
)
≤ 3, then
AR
(
R˜
′
)
,AR
(
R˜
′′
)
≤ 3 .
Proof. See [43].
6.2.3 Proof of Constant Factor Approximation
We first establish a lower bound to the continuous k-medians problem in section
6.2.3. To prove that the algorithm is a constant factor approximation, we would
need to find the worst case performance of the algorithm. We know that the
algorithm breaks the bounding box of C into equal area rectangles of dimensions
wi×hi, each of which contains a fraction of the area, say Ai, of the convex poly-
gon C. By using the upper bound on FW(C) we established in section 6.2.1,
we can arrive at the worst-case performance of the algorithm by computing the
worst value of
∑
i φUB (Ai, wi, hi) (summed over all the k rectangles). By divid-
ing this quantity by the lower bound on FW(C), we obtain an approximation
ratio, which we prove is bounded above by 2.03. Lets denote the approximation
ratio with AR.
Let C be the given convex polygon with area A, for which B is a bounding
box. Without loss of generality, consider B to be of dimensions w × 1, where
w = diam(C) ≥ 1 as we have assumed throughout. It follows that w
2
≤ A ≤ w.
The algorithm breaks the bounding box into k sub-rectangles of equal area w
k
.
A Simple Lower Bound for FW(C, k)
Let set of points {p∗1, ..., p∗k} be optimum solution for polygon C, which is itself
embedded in a box of dimensions w × 1. If each of k points is assigned area A∗i
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(a) (b) (c) (d)
Figure 6.8: Lower bounding FW(C, k): Fermat-Weber of each Voronoi cell can
be lower bounded by a disk. The sum of Fermat-Weber of disks is least when
the areas of all disks are equal, which follows from convexity of ΦLB1 . The same
argument holds if we were to replace the disks by slabs (ΦLB2) shown in Figure
6.1a.
(i.e. if the area of the Voronoi cell associated with the ith point is A∗i ), then the
Fermat-Weber value of C must satisfy (refer to Figure 6.8):
FW (C, k) = FW (A∗i , p
∗
i ) ≥
k∑
i=1
ΦLB1 (A
∗
i , 1)
Since each of the summands is convex as a function of A∗i , the right-hand side is
minimized when each of the points is assigned an equal area A∗i = A/k (Figure
6.8d). We therefore have: FW (C, k) ≥ k · ΦLB1 (A/k, 1). Replacing ΦLB1 with
ΦLB2 gives us a better lower bound and because ΦLB2 is also convex in A, all
the arguments still hold.
FW (C, k) ≥ k · ΦLB2 (A/k, 1) . (6.7)
Simple Upper Bounds for FW(C, k) under Algorithm 6.2.2
In order to derive an upper bound for FW(C, k) under Algorithm 6.2.2 we
first make a straightforward observation that validates our use of the upper
bounding function ΦUB from equation 6.5. Recall that Algorithm 6.2.2 divides
the bounding box of C, 2C, into k rectangles of equal area, and that C is
initially oriented so that its diameter is aligned with the coordinate x-axis. It
is easy to see, then, that for any rectangle Ri produced by Algorithm 6.2.1,
it must be the case that the region Ri ∩ C contains a horizontal line segment
whose length is equal to width(Ri∩C) (this fact was previously proven in Claim
4.1 of [7]). Thus, we can safely conclude that, if Algorithm 6.2.2 produces k
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rectangles with dimensions wi× hi, a valid upper bound for FW(C, k) is indeed∑
i ΦUB(Ai, wi, hi), where Ai = Area(Ri ∩ C). We can derive a more explicit
upper bound for FW(C, k) by considering the relationship between k and w, as
described below.
Case 1: k < w/3 . Since k < w
3
, our algorithm divides the bounding box into
k rectangles each with area w
k
and dimensions w
k
× 1. If Ai is the area of C
contained within sub-rectangle Ri, then we must have
FW(C, k) ≤
k∑
i=1
ΦUB (Ai, w/k, 1) .
Since each of the summands is concave as a function of Ai, we see that the
right-hand side is maximized when each of the rectangles is assigned an equal
area Ai = A/k of C. We therefore have an overall upper bound given by
FW (C, k) ≤ k · ΦUB (A/k,w/k, 1) . (6.8)
Using equations (6.7) and (6.8), the worst-case ratio is given by
AR =
kΦUB
(
A
k
, w
k
, 1
)
kΦLB2
(
A
k
, 1
) . (6.9)
w
1
(a) k < w/3
w
1
(b) k ≥ w/3
Figure 6.9: Skinny and fat cases
Case 2: k ≥ w/3 . Since k ≥ w/3, using Lemma 6.2.7, we know that Algo-
rithm 6.2.2 divides the bounding box of C into k rectangles each with area w
k
and aspect ratio, max{wi
hi
, hi
wi
} ≤ 3. Thus, by our earlier claim, a valid upper
bound is
FW (C) ≤
k∑
i=1
ΦUB (Ai, wi, hi)
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It is not hard to verify algebraically that, for any fixedAi, the function ΦUB (Ai, wi, hi)
is maximized when the aspect ratio is as large as possible. Thus, for an upper
bound, we can replace wi with
√
3w
k
and hi with
√
w
3k
. By observing that ΦUB
is concave in Ai, we ultimately conclude that:
FW (C) ≤ kΦUB
(
A
k
,
√
3w
k
,
√
w
3k
)
(6.10)
Using equations (6.7) and (6.10), the worst case ratio is given by:
AR =
kΦUB
(
A
k
,
√
3w
k
,
√
w
3k
)
kΦLB2
(
A
k
, 1
) (6.11)
Combining (6.9) and (6.11) and changing variables: α = A/k and z = w/k, we
have the following closed-form expression for our approximation ratio AR:
AR =

ΦUB(α,
√
3z,
√
z
3)
ΦLB2 (α,1)
if z ∈ (0, 3)
ΦUB(α,z,1)
ΦLB2 (α,1)
if z ≥ 3
(6.12)
Theorem 6.2.8. The approximation ratio, AR (α, z), is bounded above by 2.03
for all values of z > 0 and α ∈ [ z
2
, z
]
.
Proof. This is straightforward to verify computationally since we have closed-
form expressions for the approximation ratio. We break up the proof into 3
cases to prove that AR is bounded.
Case 1: z ∈ (0, pi
4
]
In this case, we will exclusively use the lower bound:
ΦLB (α, 1) =
2
3
√
pi
α3/2
from Lemma 6.1.1 It is easy to show that for all rectangles of area z, and aspect
ratio 3, αc = 0.8844z, where αc is defined in the same way as Ac. Hence, we
have:
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ΦUB
(
α,
√
3z,
√
z
3
)
= min
{
α
0.8844z
FW
(√
3z,
√
z
3
)
, FW
(√
3z,
√
z
3
)}
= min
{
αz1/2
0.8844
FW
(√
3,
√
1
3
)
, z3/2FW
(√
3,
√
1
3
)}
= min
{
0.5374αz1/2, 0.4752z3/2
}
Therefore, the approximation ratio is given by:
AR =
min
{
0.5374αz1/2, 0.4752z3/2
}
2
3
√
pi
α3/2
=
min
{
1.4286αz1/2, 1.2635z3/2
}
α3/2
Clearly, AR is highest when α = z2 and hence,
AR ≤
1.4286 z
3/2
2(
z
2
)3/2 = 2.02063
as desired.
Case 2: z ∈ (pi
4
, 500
]
The domain z ∈ [pi
4
, 500], and z
2
≤ α ≤ z is compact, and
we can verify AR ≤ 2.03 computationally using MATLAB, for example ( more
formally, rather than simply look at a surface plot, we can apply a global branch-
and-bound algorithm to maximize AR along the domain in question, although
we omit this discussion for brevity). Figure 6.10 shows a plot of AR as z and α
vary, and we can readily observe that AR ≤ 2.03 everywhere throughout.
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z
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Figure 6.10: The approximation ratio AR for a compact region z ∈ [pi4 , 500]
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Case 3: z > 500 Here, we will use the concave envelope of FW1/2
(
w, 2A
w
)
as
our upper bound. That is:
ΦUB =
A
wh
FW1/2 (w, 2h)
Since z > 500, the rectangle in question is long and skinny; we can then approx-
imate ΦUB using the L1 norm and ΦLB using the L∞ norm. Under an L1 norm,
FW (h,w) = 0.25(h2w + w2h). Therefore:
ΦUB = 0.5
α
z
FW (z, 2) = 0.25α(z + 2)
For the lower bound, it is easy to see that instead of the slab-type shape shown
in (Figure 6.1), when we use the L∞ norm, the shape within our slab of height 1
with minimal Fermat-Weber value is simply a rectangle with dimensions α× 1,
whose Fermat-Weber value is at least
ΦLB ≥ 0.25α2 (6.13)
The approximation ratio is therefore:
AR = ΦUB
ΦLB
≤ 0.25α(z + 2)
0.25α2
=
z + 2
α
< 2.01 (6.14)
since z > 500, which completes the proof.
6.3 Finding k-Medians in Non-Convex Regions
Finding an algorithm for the k-medians problem in a non-convex region is a re-
ally hard problem. The algorithm described above does not extend to a general
non convex region either. We present an approach to this problem which uses
a natural variation of the well-known Lloyd algorithm for computing centroidal
Voronoi partitions [80, 122]. The variation is straightforward: for a given initial
set of depots P (Figure 4.5a), we compute the optimal partitions using Algo-
rithm 4.4.1 as before. Then, we relocate each depot pi to the geometric median
(the Fermat-Weber center) of its associated region Ri. The new optimal parti-
tions are then re-computed, and so on and so forth. Figure 6.11 provides the first
4 iterations of this algorithm when we use the example of Drass map presented
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in Section 4.6. Although this algorithm seems to do well in practice, we are
currently unable to provide any kind of performance bound on this algorithm
and it remains an unsolved problem.
This algorithm is guaranteed to converge to a solution because the objective
function value (the total weighted distance between depots and their assigned
sub-regions) decreases at each of the two steps. A detailed proof of convergence
can be found in [51]. The problem of relocating each depot pi to the geometric
median of its associated region Ri is called the continuous Fermat-Weber prob-
lem and was studied in [55]. For our purposes, we merely estimated the geomet-
ric median by discretizing Ri and selecting the best point in the discretization.
The locally optimal depot locations and their corresponding partitions for the
Drass map is shown in Figure 6.12. The algorithm takes about 18 iterations to
converge to the locally optimum. This was also applied to the St. Paul campus
map and the result of the algorithm is shown in Figure 6.13.
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(a) Initial input of points (b) Iteration 1
(c) Iteration 2 (d) Iteration 2
(e) Iteration 3 (f) Iteration 4
(g) Iteration 4 (h) Iteration 4
Figure 6.11: First 4 iterations of modified Lloyd algorithm implemented on
Drass map.
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(a) Input (b) Output: Centroidal tesselation
Figure 6.12: Input and output of our simulation when Algorithm 4.4.1 is used
as a sub-routine in a Lloyd algorithm.
(a) Input (b) Output: Centroidal tessela-
tion
Figure 6.13: Input and output of our simulation when Algorithm 4.4.1 is used
as a sub-routine in a Lloyd algorithm.
(a) Drass map. (b) St. Paul campus map.
Figure 6.14: Fermat-Weber value plotted as a function of iterations in Lloyd
algorithm.
Chapter 7
Conclusion and Future Work
We have developed a technique based on infinite dimensional optimization frame-
work which allows to us to solve several instances of map segmentation prob-
lem. Using an intrinsically interdisciplinary approach, combining elements from
variational calculus, computational geometry, geometric probability theory, and
vector space optimization, we present an approach where we formulate the prob-
lems geometrically and then use a fast geometric algorithm to solve them. Our
technique allows us to reduce a class of infinite dimensional optimization prob-
lem to a finite dimensional convex problem. We have shown that the boundaries
between optimal sub-regions of such problems can be explicitly constructed us-
ing complementary slackness; by leveraging this property we are able to solve
those map segmentation problems efficiently. This technique has the advantage
that we are able to enforce connectivity and impose diameter constraints on
the sub-regions. In addition, we also show how to solve such problems dynam-
ically when the underlying demand density varies over time; this might model
migration, advection, or addition of new information into an existing model.
We demonstrated the efficiency of our algorithms by performing computational
experiments for both static and dynamic map segmentation problem.
7.1 Future Work
An exhaustive list of the possible extensions to this work is hard to enlist.
However, we present two open problems which we attempted to work towards
and were unable to accomplish.
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7.1.1 Imposing Convexity
The optimal sub-regions to problems (2.1) and (2.2) under various utility func-
tions are shown in Figure 2.9. As we can see, except when ui(x) = −‖x− pi‖2
(power diagram), the optimal sub-regions are non-convex. In practice, convexity
of sub-regions is a useful property to have (straight line boundaries are simply
easier to deal with). Authors in [7] consider problem (2.1) for ui(x) = −‖x−pi‖
with the added convexity constraint and provide (8+
√
2pi) constant factor ap-
proximation algorithm that recursively divided the convex region into equal area
convex regions. However, it is not trivial how one would impose a convexity con-
straint for a general framework of map segmentation problem. Providing either
exact or approximate solutions for such problems with convexity constraint still
remains unclear.
7.1.2 Fermat-Weber Conjecture
The authors in [44] conjecture that the average distance (denoted µ) of points in
a convex region from its Fermat-Weber center cannot be greater than one third
of its diameter d. This has been followed by a series of papers which attempt
to solve this conjecture. Abu-Affash and M.Katz in [1] prove that µ ≤ 0.3849d.
Their method involves transforming a convex region into circular sectors without
decreasing the distance of any point to the center of a bounding circle. Their
analysis was first improved to µ ≤ 0.3489d by Dumitrescu et al. in [52] and
then to µ ≤ 0.3444 in the recent paper [117].
The upper bound on Fermat-Weber of a convex polygon that we developed
in Section 6.2.1 is also an attempt towards proving this conjecture. Rather than
using a bounding circle of a convex region, our approach was to use its minimum
bounding box. The reasoning behind this is that, when the convex region is long
and skinny, the area of the minimum bounding circle can be infinitely larger than
the area of the convex region itself. But if one considers the minimum bounding
box, the ratio of its area to that of the convex polygon is at most 2 for any
convex region. Indeed, the upper bound derived in Section 6.2.1 works well
for “skinny” convex regions but fails to do so when the convex region is “fat”.
Improving this bound for fat regions and proving the conjecture still remains an
open problem.
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Appendix A
Proofs of Theorem 2.3.1 and
2.3.3
In order to prove Theorems 2.3.1 and 2.3.3, we find it helpful to first state an
important result from Section 8.6 of [83]:
Theorem A.0.1. (Lagrange Duality) Let f be a real-valued convex functional
defined on a convex subset Ω of a vector space X, and let G be a convex mapping
of X into a normed space Z. Suppose there exists x1 ∈ X such that G (x1) < θ,
where θ denotes the zero element, and that µ0 := inf {f (x) : G (x) ≤ θ, x ∈ Ω} is
finite. Then
inf
x∈Ω,G(x)≤θ
f (x) = max
z∗≥θ
ϕ (z?)
where
ϕ (z?) = inf
x∈Ω
f (x) + 〈G (x) , z?〉 ,
and the maximum on the right is achieved by some z?0 ≥ θ.
We will assume in this section, without loss of generality, that ui(x) > 0 for
all i and all x ∈ R.
A.1 Proof of Theorem 2.3.1
We find it helpful to begin our proof by first considering the dual problem (2.7),
which we will prove is equivalent to the original problem (2.1). The reason that
we prefer to do things in this order is because it is easier to verify that a bounded
optimal solution to (2.7) actually exists, as demonstrated by the following:
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Lemma A.1.1. A bounded optimal solution λ∗ to problem (2.7) exists.
Proof. Let S =
˜
R
f(x) maxi ui(x) dA denote the objective function value of
(2.7) at λ = 0 and let Q = −2 maxi
˜
R
f(x)|ui(x)| dA, which implies that Q ≤
S. Note that for any indices j and k there exists a finite threshold mjk such that,
if λj −λk ≥ mjk, then
˜
Rj
f(x) dA ≤ , where  = 1
2n
. Let M
′
be the maximum
of all such thresholds mjk, let M
′′
= 4(S −Q), and let M = max{M ′ ,M ′′}.
Suppose that λ satisfies qTλ = 0 and ‖λ‖∞ > (n−1)M . Let λj = maxi λi >
0 and λk = mini λi < 0; by definition, we must have λj ≤ (n − 1)|λk| and
|λk| > M . Let Rj := {x ∈ R : uj(x) − λj ≥ uk(x) − λk} and let Rk = R \ Rj.
(Note that this is different from our usual definition of the regions Ri because
we are disregarding all indices other than j and k.) The objective function value
of (2.7) is then
¨
R
f(x) max
i
{ui(x)− λi} dA
≥
¨
R
f(x) max{uj(x)− λj, uk(x)− λk} dA
=
¨
Rj
f(x)(uj(x)− λj) dA+
¨
Rk
f(x)(uk(x)− λk) dA
=
¨
Rj
f(x)uj(x) dA− λj
¨
Rj
f(x) dA︸ ︷︷ ︸
≤ 1
2n
+
¨
Rk
f(x)uk(x) dA− λk
¨
Rk
f(x) dA︸ ︷︷ ︸
≥1− 1
2n
≥
¨
Rj
f(x)uj(x) dA︸ ︷︷ ︸
≥−˜R f(x)|uj(x)| dA
+
¨
Rk
f(x)uk(x) dA︸ ︷︷ ︸
≥−˜R f(x)|uk(x)| dA
−λj
2n
+ |λk|
(
1− 1
2n
)
≥ Q− λj
2n
+ |λk|
(
1− 1
2n
)
≥ Q− n− 1
2n
|λk|+ |λk|
(
1− 1
2n
)
= Q+ |λk|/2 ≥ S
and therefore λ has an objective value no better than that induced by the
zero vector. Thus, we can assume without loss of generality that problem (2.7) is
restricted to the compact set ‖λ‖∞ ≤ (n−1)M , which completes the proof.
To prove Theorem 2.3.1, we find it helpful to use the alternate formulation
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(2.6) of (2.7), reproduced below:
minimize
λ,σ(·)
n∑
i=1
qiλi +
¨
R
f(x)σ(x) dA s.t. (A.1)
σ(x) ≥ ui(x)− λi ∀i, x .
We now apply Theorem A.0.1: in problem (A.1), the optimization variables
are λ and σ(·), so we let X = Ω = Rn ⊕ L1, where L1 represents all functions
h (·) defined on R such that |h (x)| is Lebesgue integrable on R. We let f (x) be
defined by
f :
(
λ
σ (·)
)
7→ qTλ+
¨
R
f(x)σ(x) dA
and we let G : X→ Z be defined by
G :
(
λ
σ (·)
)
7→

ξ1 (·)− λ1
...
ξn (·)− λn

where ξi (x) := ui(x) − σ (x), so that Z = L1 ⊕ · · · ⊕ L1︸ ︷︷ ︸
n
. By the preceding
existence argument for λ∗, we can replace the infimum operator of Theorem
A.0.1 with the minimum operator. From basic functional analysis, we have
Z? = L∞ ⊕ · · · ⊕ L∞︸ ︷︷ ︸
n
, where L∞ denotes all bounded functions on R. Let
(J1 (·) , . . . , Jn (·)) denote an element of Z?. Theorem A.0.1 says that
min
x∈Ω,G(x)≤θ
f (x)
= max
z∗≥θ
{
inf
x∈Ω
f (x) + 〈G (x) , z?〉
}
= max
Ji(·)≥0
{
inf
λ,σ(·)
qTλ+
¨
R
f(x)σ (x) dA+
¨
R
n∑
i=1
Ji (x) (ξi (x)− λi) dA
}
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= max
Ji(·)≥0
{
inf
λ,σ(·)
[
n∑
i=1
(
qi −
¨
R
Ji (x) dA
)
λi
]
...
+
¨
R
(
n∑
i=1
Ji (x)ui(x)− Ji (x)σ(x)
)
+ f(x)σ (x) dA
}
= max
Ji(·)≥0
{
inf
λ,σ(·)
[
n∑
i=1
(
qi −
¨
R
Ji (x) dA
)
λi
]
...
+
¨
R
σ (x)
(
f(x)−
n∑
i=1
Ji (x)
)
dA+
¨
R
n∑
i=1
Ji (x)ui(x) dA
}
Clearly we need
˜
R
Ji (x) dA = qi for all i and
∑
i Ji (x) = f (x) for all
x ∈ R (the infimum term over all λ and σ(·) is unbounded below otherwise).
Introducing new functions Ii (x) := Ji (x) /f (x), the above is equivalent to
max
Ii(·)≥0
{
inf
λ,σ(·)
[
n∑
i=1
(
qi −
¨
R
f(x)Ii (x) dA
)
λi
]
...
+
¨
R
f(x)σ (x)
(
1−
n∑
i=1
Ii (x)
)
dA+
¨
R
n∑
i=1
f(x)ui(x)Ii (x) dA
}
so that
˜
R
f(x)Ii (x) dA = qi for all i and
∑
i Ii (x) = 1 for all x ∈ R. Thus,
the problem (2.7) and the problem
maximize
I1(·),...,In(·)
¨
R
n∑
i=1
f(x)ui(x)Ii (x) dA s.t.
¨
R
f(x)Ii (x) dA = qi ∀i
n∑
i=1
Ii (x) = 1 ∀x
Ii (x) ≥ 0 ∀i, x .
are primal-dual pairs as desired, and by Theorem A.0.1 we know that an optimal
solution I∗1 (·) , . . . , I∗n(·) to problem (2.1) exists. This completes the proof.
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A.2 Proof of Theorem 2.3.3
To prove Theorem 2.3.3, we will again consider the dual problem (2.10) first and
show that this is equivalent to problem (2.2). Using a very similar argument to
that of Lemma A.1.1, which we omit for brevity, it is not hard to verify that
there must exist an optimal solution λ∗ to problem (2.10). In order to apply
Theorem A.0.1 directly, we will alter problem (2.10) without loss of generality
by substituting an inequality in the linear constraint on λ and by writing the
problem as a linear program:
minimize
λ,σ(·)
¨
R
f(x)σ(x) dA s.t. (A.2)
σ(x) ≥ λiui(x) ∀i, x
n∑
i=1
λi ≥ 1
λi ≥ 0 ∀i
In problem (A.2), the optimization variables are λ and σ(·), so we let X =
Rn ⊕ L1, where L1 represents all functions h (·) defined on R such that |h (x)|
is Lebesgue integrable on R. Let Ω denote the positive orthant, i.e. λi ≥ 0 and
σ (x) ≥ 0 for all x ∈ R. We let f (x) be defined by
f :
(
λ
σ (·)
)
7→
¨
R
f(x)σ(x) dA
and we let G : X→ Z be defined by
G :
(
λ
σ (·)
)
7→

ξ1 (·)
...
ξn (·)
1−∑i λi

where ξi (x) := λiui(x) − σ (x), so that Z = L1 ⊕ · · · ⊕ L1︸ ︷︷ ︸
n
⊕R. We can again
replace the infimum operator in Theorem A.0.1 with the minimum operator.
Let (J1, . . . , Jn, t) ∈ L∞ ⊕ · · · ⊕ L∞︸ ︷︷ ︸
n
⊕R denote an element of the dual space Z?,
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and as before define Ii(x) := Ji(x)/f(x). We then find that
min
x∈Ω,G(x)≤θ
f (x) = max
z∗≥θ
{
inf
x∈Ω
f (x) + 〈G (x) , z?〉
}
= max
Ji(·),t≥0
{
inf
λ≥0,σ(·)≥0
¨
R
f(x)σ (x) dA+
¨
R
n∑
i=1
Ji (x) ξi (x) dA ...
+ t
(
1−
n∑
i=1
λi
)}
= max
Ji(·),t≥0
{
inf
λ≥0,σ(·)≥0
¨
R
f(x)σ (x) +
n∑
i=1
Ji (x) ξi (x) dA ...
+
¨
R
f(x)t
(
1−
n∑
i=1
λi
)
dA
}
= max
Ji(·),t≥0
{
inf
λ≥0,σ(·)≥0
¨
R
(
n∑
i=1
Ji (x) ξi (x)− f(x)tλi
)
dA ...
+ f(x)σ (x) + f(x)t dA
}
= max
Ji(·),t≥0
{
inf
λ≥0,σ(·)≥0
¨
R
σ (x)
(
f(x)−
n∑
i=1
Ji (x)
)
dA ...
+
[
n∑
i=1
λi (Ji (x)ui(x)− f(x)t)
]
+ f(x)t dA
}
= max
Ii(·),t≥0
{
inf
λ≥0,σ(·)≥0
¨
R
σ (x) f(x)
(
1−
n∑
i=1
Ii (x)
)
dA ...
+
[
n∑
i=1
λi
(¨
R
f(x)ui(x)Ii (x) dA− t
)]
+ t
}
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which implies that
∑
i Ii(x) ≤ 1 for all x ∈ R and
˜
R
f(x)Ii (x)ui(x) dA ≥ t
for all i. Thus, problem (A.2) and the problem
maximize
t,I1(·),...,In(·)
t s.t. (A.3)
t ≤
¨
R
f(x)ui(x)Ii(x) dA ∀i
n∑
i=1
Ii(x) ≤ 1 ∀x
Ii(x) ≥ 0 ∀i, x
are primal-dual pairs. We see that problem (A.3) differs from the linear relax-
ation of problem (2.8) only by the inequality
∑n
i=1 Ii(x) ≤ 1 for all x; it is of
course trivial to see that equality must hold at optimality for problem (A.3)
which confirms that the two problems are equivalent. This completes the proof.
Appendix B
Ambiguities Arising Due to
Duality
Section 2.4, and Algorithms 2.5.1 and 2.5.2, show how to solve problems (2.1)
and (2.2) by way of complementary slackness: given the optimal Lagrange mul-
tiplier λ∗ to either problem, we define each optimal region R∗i to be those points
x ∈ R such that either ui(x) − λ∗i or λ∗iui(x) is maximal over all i (depending
on what problem we want to solve). For most of the examples used in this
thesis, this characterization is sufficient, because the set of “ambiguous points”
x where this maximal index is not unique has measure zero. In this section, we
show how to define the optimal partition when there exists a set with positive
measure on which the maximal index i is not unique. As we noted in Section
4.3, one case where this arises is when R contains a set of obstacles and we set
ui(x) = −d(x, pi), where d(x, pi) is the length of the shortest path between x
and pi.
B.1 Ambiguities in (2.1)
Let λ∗ denote an optimal Lagrange multiplier for problem (2.7), the dual of
(2.4). Let R+1 , . . . , R
+
n denote the strict dominance regions where ui(x) − λ∗i is
strictly maximal for some i, and letR−1 , . . . , R
−
k denote the ambiguous dominance
regions where strict optimality does not hold. Associated with each ambiguous
dominance region R−j is an index set Ij ⊆ {1, . . . , n} that indicates the set of
indices i for which ui(x)− λ∗i is maximal.
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Recall that Theorem A.0.1 guarantees that an optimal solution to the linear
relaxation of (2.1), i.e. (2.4), must exist. Let I∗1 (·), . . . , I∗n(·) denote this optimal
solution, which would of course be unknown to us. By Theorem A.0.1, we are
guaranteed that strong duality holds, i.e. that
OPT : =
¨
R
f(x) max
i
{ui(x)− λ∗i } dA =
n∑
i=1
¨
R
f(x)ui(x)I
∗
i (x) dA
=
(
n∑
i=1
¨
R+i
f(x)ui(x) dA
)
+
 k∑
j=1
¨
R−j
f(x)
∑
i∈Ij
ui(x)I
∗
i (x) dA
 .
Consider a particular ambiguous dominance region R−j ; by construction, we are
guaranteed that ui(x) − λ∗i = ui′ (x) − λ∗i′ for all i, i
′ ∈ Ij and all x ∈ R−j . Let
u¯(x) = ui(x)− λ∗i for any (equivalently, all) i ∈ Ij, so that
¨
R−j
f(x)
∑
i∈Ij
ui(x)I
∗
i (x) dA =
¨
R−j
f(x)
∑
i∈Ij
(u¯(x) + λ∗i )I
∗
i (x) dA
=
¨
R−j
f(x)u¯(x)
∑
i∈Ij
I∗i (x)︸ ︷︷ ︸
=1
dA+
¨
R−j
f(x)
∑
i∈Ij
λ∗i I
∗
i (x) dA
=
¨
R−j
f(x)u¯(x) dA︸ ︷︷ ︸
=:aj (known)
+
∑
i∈Ij
λ∗i
¨
R−j
f(x)I∗i (x) dA .
Observe that the second term in the above,
∑
i λ
∗
i
˜
R−j
f(x)I∗i (x) dA, does not
actually depend on the functions I∗i (·), but merely the amount of the mass in
R−j that is allocated to i. In other words, setting bj =
˜
R−j
f(x) dA, we see that
∑
i∈Ij
λ∗i
¨
R−j
f(x)I∗i (x) dA =
∑
i∈Ij
λ∗iαijbj
for some coefficients αij ≥ 0 such that
∑
i∈Ij αij = 1 for all j. Given an optimal
Lagrange multiplier λ∗, and the dual optimal objective value OPT, it is therefore
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easy to find the optimal coefficients αij because we can write
OPT =
¨
R
f(x) max
i
{ui(x)− λ∗i } dA =
n∑
i=1
¨
R
f(x)ui(x)I
∗
i (x) dA
=
(
n∑
i=1
¨
R+i
f(x)ui(x) dA
)
︸ ︷︷ ︸
=:c (known)
+
 k∑
j=1
¨
R−j
f(x)
∑
i∈Ij
ui(x)I
∗
i (x) dA

= c+
k∑
j=1
aj +∑
i∈Ij
λ∗iαijbj

and solve for the terms αij using linear programming. It is then a trivial mat-
ter to divide each ambiguous region R−j into components with mass αijbj in
whatever manner we like.
B.2 Ambiguities in (2.2)
Let λ∗ denote an optimal Lagrange multiplier for problem (2.10), the dual of the
linear relaxation of (2.8). Define regions R+1 , . . . , R
+
n , R
−
1 , . . . , R
−
k , and I1, . . . , Ik
analogously as in Section B.1. Theorem A.0.1 again guarantees that an optimal
solution to the linear relaxation of (2.8) must exist, so that
OPT : =
¨
R
f(x) max
i
{λ∗iui(x)} dA = t∗ =
¨
R
f(x)ui(x)I
∗
i (x) dA ∀i
=
¨
R+i
f(x)ui(x) dA+
∑
j:i∈Ij
¨
R−j
f(x)ui(x)I
∗
i (x) dA ∀i
where we have used the fact that, at optimality, it must be true that t∗ =˜
R
f(x)ui(x)I
∗
i (x) dA for all i (this occurs because we have assumed that f(x) >
0 and ui(x) > 0 for all i and x ∈ R, and thus λ∗i > 0 for all i as well). Consider a
particular ambiguous dominance region R−j ; by construction, we are guaranteed
that λ∗iui(x) = λ
∗
i′ui′ (x) for all i, i
′ ∈ Ij and all x ∈ R−j . Let u¯(x) = λ∗iui(x) for
any (equivalently, all) i ∈ Ij, so that
¨
R−j
f(x)ui(x)I
∗
i (x) dA =
1
λ∗i
¨
R−j
f(x)u¯(x)I∗i (x) dA .
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We again observe that the term
˜
R−j
f(x)u¯(x)I∗i (x) dA does not actually depend
on the function I∗i (·) but merely the amount of the mass in R−j that is allocated
to i. In other words, setting bj =
˜
R−j
f(x)u¯(x) dA, we see that
1
λ∗i
¨
R−j
f(x)u¯(x)I∗i (x) dA =
αijbj
λ∗i
for some coefficients αij ≥ 0 such that
∑
i∈Ij αij = 1 for all j. Thus, given an
optimal Lagrange multiplier λ∗, and the dual optimal objective value OPT, it is
therefore easy to find the optimal coefficients αij because we can write
OPT =
¨
R+i
f(x)ui(x) dA︸ ︷︷ ︸
ci (known)
+
∑
j:i∈Ij
¨
R−j
f(x)ui(x)I
∗
i (x) dA ∀i
= ci +
1
λ∗i
∑
j:i∈Ij
αijbj ∀i
and solve for the terms αij using linear programming. It is then a trivial mat-
ter to divide each ambiguous region R−j into components with mass αijbj in
whatever manner we like.
