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L’histoire de la navigation par satellites a commencé dans les années 70 avec le déve-
loppement du système américain GPS (Global Positioning System) et a considérablement
évolué jusqu’à nos jours avec l’apparition et le développement d’autres systèmes de posi-
tionnement, comme par exemple le système russe GLONASS (GLObal NAvigation Satellite
System) ou le futur système européen Galileo. L’ensemble de ces systèmes de navigation
permet à un utilisateur muni d’un récepteur de calculer sa position à tout endroit de la
Terre. En effet, si ce dernier est capable d’estimer la distance qui le sépare d’un nombre
minimum de satellites, il lui est alors possible de déterminer sa position. Ce mode de posi-
tionnement repose sur le principe de trilatération et l’utilisation de signaux datés émis par
les multiples satellites de navigation.
La distance entre un satellite et l’utilisateur est mesurée grâce au temps de propagation
nécessaire pour que le signal émis par le satellite soit reçu au niveau du récepteur. Pour
déterminer ce temps de propagation, le récepteur compare le signal reçu avec une réplique
locale qu’il va lui-même créer. Au cours du temps, l’estimation du délai de propagation va
être réalisée par des algorithmes de poursuite afin de suivre l’évolution de ce dernier liée
aux mouvements relatifs entre l’utilisateur et le satellite.
Actuellement, la technique la plus couramment utilisée pour estimer ce temps de pro-
pagation consiste à mesurer le décalage temporel au niveau d’un code binaire contenu dans
le signal de navigation. Cette technique d’estimation de distance offre à l’utilisateur une
précision de positionnement de l’ordre d’une dizaine de mètres ainsi qu’une bonne robus-
tesse du service en environnement dégradé. Les estimations fournies par ce procédé sont
par la suite utilisées par des algorithmes de positionnement dits "standards" implémentés
dans la plupart des récepteurs grand public. Il est également possible d’estimer le temps
de propagation par l’estimation des rotations de phase sur les porteuses des signaux de
navigation. Théoriquement, l’estimation de la phase porteuse permet d’avoir une précision
d’estimation de la distance satellite/utilisateur de l’ordre de la longueur d’onde, soit une
précision décimétrique. On comprend alors pourquoi les algorithmes de positionnement dits
"précis" utilisent des informations de phase en sus des informations de retard sur le code
pour calculer la position de l’utilisateur.
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PROBLEMATIQUE ET OBJECTIF
L’implémentation d’algorithmes de positionnement précis au sein de récepteurs grand
public est actuellement un des principaux défis de la navigation par satellites. En effet,
les applications GNSS ont des demandes de plus en plus fortes en termes de précision du
positionnement de l’utilisateur, et ce quel que soit l’environnement dans lequel il évolue.
Les récepteurs grand public étant majoritairement utilisés en canyons urbains, ces exigences
commerciales ne peuvent pas être satisfaites du fait d’un manque de robustesse des tech-
niques d’estimation de phase en environnement dégradé.
Les travaux de la thèse se sont ainsi focalisés sur l’amélioration de la robustesse de la
poursuite de phase en environnement dégradé notamment grâce à la possibilité d’utiliser
les futurs signaux civils multifréquence Galileo et GPS. Les problèmes de robustesse des
algorithmes de poursuite de phase sont en grande partie liés au phénomène de sauts de
cycle résultant de la nature périodique et donc ambigüe des estimateurs de phase. Lors de la
poursuite, ce phénomène peut entraîner des biais dans l’estimation de phase ou bien même
le décrochage de la poursuite. L’amélioration de la robustesse des algorithmes de poursuite
passe donc par l’étude du phénomène de saut de cycle et la prise en compte de ce dernier
lors de la poursuite via des approches de développement de phase.
L’objectif de la thèse est donc le développement de nouvelles méthodes d’estimation et
de développement de phase multifréquence pouvant opérer à des niveaux de rapport signal
à bruit inférieurs aux limites actuelles.
ORGANISATION DU MANUSCRIT
La thèse est organisée en cinq chapitres qui sont décrits ci-après.
Etat de l’art
Le premier chapitre est un chapitre bibliographique qui a pour but de présenter l’histo-
rique et le fonctionnement général des systèmes de navigation par satellites. On y détaille
globalement les structures des signaux de navigation, les perturbations qu’ils subissent du-
rant leur propagation ainsi que les diverses opérations réalisées par le récepteur.
Le deuxième chapitre, également bibliographique, se focalise sur l’étape de poursuite de
phase. Après avoir détaillé succinctement les diverses méthodes de poursuite de phase exis-
tantes, les travaux d’état de l’art se focalisent essentiellement sur les techniques de poursuite
réalisées par des boucles à verrouillage. On s’intéresse également aux origines du phénomène
de sauts de cycle et aux techniques existantes visant à corriger ce phénomène. Pour finir,
on aborde l’aspect multifréquentiel des poursuites de phase des signaux de navigation en
décrivant comment il est possible d’exploiter la diversité en fréquence des signaux GNSS et
quelles sont les difficultés rencontrées lors de la poursuite de tels signaux.
Contributions
Dans le troisième chapitre, nous allons tenter de réduire le phénomène de sauts de cycle
afin de rendre les poursuites de phase plus robustes. Pour ce faire, nous allons opter pour une
approche déterministe de correction du phénomène et développer deux nouvelles structures
de DPLL (Digital Phase Locked Loop) mono-fréquence basées sur un algorithme de déve-
loppement de phase par prédiction et pré-compensation [1]. Plus précisément, ces nouvelles
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architectures se basent sur une structure conventionnelle de DPLL à laquelle est rajouté un
bloc externe qui vise à prédire et pré-compenser la sortie du discriminateur de phase. Selon
l’architecture considérée, l’étape de prédiction peut être réalisée grâce à une analyse poly-
nomiale des sorties du discriminateur ou grâce à l’analyse polynomiale des sorties du filtre
de boucle. En réduisant la dynamique de phase estimée, les sauts de cycle se produisant
au niveau du discriminateur sont réduits et la boucle devient plus robuste aux dynamiques
bruitées.
Dans le quatrième chapitre, le système de développement de phase analysant les sorties
de filtre est adapté à la poursuite de signaux multifréquence et conduit à deux nouvelles
structures de poursuite [2]. Plus précisément, les nouvelles structures développées utilisent
la relation de proportionnalité existant entre les différentes fréquences Doppler d’un signal
multifréquence émis par un même satellite. Grâce à cette propriété, le bloc de développe-
ment de phase est modifié afin d’utiliser l’information commune contenue dans les diverses
phases d’un signal multifréquence. En utilisant cette redondance d’information, l’erreur de
prédiction liée au bruit du système de développement de phase est réduite, améliorant ainsi
la robustesse des structures de poursuite aux dynamiques bruitées.
Dans le dernier chapitre, une nouvelle méthode de poursuite de phase multifréquence est
développée. Contrairement aux troisième et quatrième chapitres, nous allons opter pour une
approche de poursuite et de développement de phase non-déterministe. Nous allons alors
développer une toute nouvelle structure de poursuite basée sur une approche Bayésienne
variationnelle. Tout comme les méthodes données au chapitre précédent, on exploite, après
avoir supposé en première approximation que les effets ionosphériques sont parfaitement cor-
rigés, la diversité fréquentielle d’un signal multifréquence émis par un satellite de navigation.
La méthode suppose également une dynamique de phase de type Markovien permettant le
développement de la phase et l’amélioration de la robustesse de la poursuite.
Enfin une conclusion générale vient dresser le bilan des travaux réalisés dans ce mémoire,




Introduction à la navigation par satellites
Depuis le développement du premier système de positionnement TRANSIT dans les
années 1960 par l’US Navy, le secteur du positionnement par satellites a connu une évolu-
tion constante jusqu’à nos jours. Actuellement, la navigation par satellites est devenue un
outil essentiel utilisé quotidiennement dans de nombreux secteurs comme le transport, la
navigation aérienne et maritime, l’agriculture, la défense, l’ingénierie et les loisirs.
Ce chapitre donne une description globale des systèmes de positionnement et du fonc-
tionnement de la navigation par satellites. Dans un premier temps, après avoir décrit les
systèmes de positionnement américain et européen, une attention particulière est donnée à
la structure des signaux de navigation. Une brève introduction au principe de localisation
par satellites est également donnée. Puis, l’ensemble des phénomènes physiques intervenant
lors de la propagation du signal de navigation sont décrits, de même que l’opération de
corrélation effectuée par le récepteur à la réception du signal. Pour finir, les étapes d’ac-
quisition, de poursuite et de calcul du point réalisées au sein du récepteur sont abordées et
décrites succinctement.
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CHAPITRE 1. INTRODUCTION À LA NAVIGATION PAR SATELLITES
1.1 Présentation des systèmes GNSS
On définit par "GNSS" (Global Navigation Satellite System) l’ensemble des systèmes de
positionnement par satellites offrant la possibilité à un récepteur de déterminer à n’importe
quel moment sa position en trois dimensions sur l’ensemble de la Terre. Le système le plus
connu est le système américain GPS (Global Positioning System) qui est actuellement le
système le plus utilisé. Depuis les années 2000, l’ESA (European Space Agency) développe
son propre système de positionnement, appelé Galileo, dont la mise en service est prévue
pour 2015. Ces deux systèmes, qui à l’avenir représenteront pour l’Europe l’essentiel du
GNSS, sont décrits dans cette section.
1.1.1 Le système GPS
Le système NAVSTAR (NAVigation System by Timing And Ranging), plus couramment
appelé GPS, est le plus connu des systèmes de localisation par satellites. Développé à partir
des années 70 et déclaré opérationnel en 1995 par l’US DoD (Department Of Defense), ce
système de navigation permet à son utilisateur de connaître ses coordonnées et sa vitesse
où qu’il soit sur la Terre ou dans ses environs.
Traditionnellement, le système GPS est défini par trois segments illustrés à la figure 1.1 :
le segment utilisateur, le segment sol et le segment spatial [4]. Ce dernier se compose d’une
constellation de satellites répartis sur 6 plans orbitaux inclinés de 55˚par rapport l’équa-
teur. Les satellites suivent une orbite quasi circulaire d’environ 20200km qu’ils parcourent
en 11h58m02s (soit un demi-jour sidéral) [5]. Initialement constituée de 24 satellites, la
constellation est répartie de telle manière que tout utilisateur peut recevoir au minimum
4 signaux exploitables à tout instant. Grâce au renouvellement de la constellation ainsi
qu’au lancement de nouvelles générations de satellites, la constellation GPS est actuelle-
ment constituée de 27 satellites qui ont pour fonction d’émettre de manière continue un
message de navigation contenant la position du satellite émetteur, l’heure exacte d’émission
ainsi qu’un almanach contenant la position de tous les autres satellites de la constellation [6].
Figure 1.1 – Principe de fonctionnement du GPS
Le segment sol, ou segment de contrôle, est constitué de 5 stations sol (situées à Colo-
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rado Springs, Hawaï, Ascencion, Diego Garcia et Kwajalein) permettant la surveillance et
la mise à jour quotidienne de la constellation. Une station maître (Master Control Station),
située à Colorado Springs, gère l’ensemble du segment sol en envoyant aux quatre autres
stations les diverses corrections d’horloge et d’éphémérides à transmettre aux satellites de
la constellation. La répartition des stations sol à travers le monde est donnée à la figure 1.2.
Figure 1.2 – Répartition des stations sol GPS
Le segment utilisateur est composé de tout utilisateur muni d’un récepteur GPS. Deux
services distincts de positionnement sont fournis aux utilisateurs :
– Le SPS (Standard Positioning Service) est le service de positionnement standard ac-
cessible aux utilisateurs civils.
– Le PPS (Precise Positioning Service) est un service de positionnement prècis unique-
ment accessible au personnel militaire américain.
Afin d’élargir l’éventail de ses services et de concurrencer le futur système européen
Galileo, le système GPS disposera des 3 nouveaux signaux à usage civil suivants : le signal
L2C, le signal L1C et le signal L5 (les noms de ces signaux font référence aux bandes
d’émission GPS détaillées dans la section 1.1.3) [7, 8].
1.1.2 Le système Galileo
Étudié depuis 1990 et en test depuis 2011 avec le lancement des quatre premiers satel-
lites, Galileo est le projet européen de système de positionnement par satellites. Développé
conjointement par l’agence spatiale européenne et la Communauté Européenne (CE), Gali-
leo à pour but de répondre à plusieurs enjeux stratégiques, scientifiques, commerciaux et de
donner à l’Europe son indépendance vis-à-vis du système GPS contrôlé par l’armée améri-
caine. Contrairement à ce dernier, le système Galileo sera un système civil.
En plus de permettre à l’Europe de disposer de son propre système de navigation, Galileo
a également pour but de palier certaines carences du système américain notamment en
offrant [9, 10] :
– une meilleure précision,
– une information d’intégrité,
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– une meilleure disponibilité et continuité du service,
– une meilleure couverture globale.
Le système Galileo sera basé sur la même architecture que le système GPS. Le système
comportera donc un segment sol qui contrôlera la constellation de satellites. Le segment
spatial sera composé de 30 satellites répartis sur 3 orbites situées à 23222km d’altitude dont
la période de révolution est de 14h21min. Chaque orbite possèdera donc 9 satellites opéra-
tionnels (et 1 satellite de secours) espacés les uns des autres de 40˚. Les plans orbitaux sont
inclinés de 56˚par rapport à l’axe équatorial. Cette inclinaison a été choisie afin que la cou-
verture puisse atteindre des latitudes polaires de 75˚, zones qui sont très peu couvertes par
le système GPS. Avec son grand nombre de satellites positionnés à haute altitude, Galileo
fournira également une meilleure disponibilité en garantissant une probabilité d’être vu par
au moins 4 satellites (minimum pour pouvoir être localisé) de l’ordre de 90% partout dans
le monde [11].
Le segment sol Galileo sera composé des stations de contrôle suivantes :
– 2 centres de contrôle GCC (Galileo Control Center),
– 5 stations TTC (Telemetry, Tracking and Command),
– 10 stations de transmission de données vers les satellites,
– 40 stations de réception et de transmission des signaux Galileo vers les centres de
contrôle.
Les utilisateurs Galileo auront la possibilité d’utiliser plusieurs services de positionnement
partout dans le monde et indépendamment des autres systèmes de navigation. Ces différents
services, au nombre de 5, sont :
– le service OS (Open Service) : C’est le service classique équivalent au service civil du
GPS. Ce service sera gratuit partout dans le monde et pour n’importe quel utilisateur
muni d’un récepteur grand public ;
– le service CS (Commercial Service) : C’est un service commercial fournissant un service
de positionnement précis dont l’utilisation sera payante ;
– le service SoL (Safety of Life) : C’est un service de très haute qualité destiné aux
applications mettant en jeu la sécurité humaine comme la navigation aérienne par
exemple. Ce service complétera le service OS en fournissant à l’utilisateur des données
d’intégrité ;
– le service PRS (Public Regulated Service) : Ce service crypté sera essentiellement des-
tiné aux applications gouvernementales (notamment militaires) nécessitant des per-
formances de localisation accrues et résistantes aux interférences ;
– le service SAR (Search And Rescue) : Ce service est complémentaire au système
COSPAS-SARSAT et permettra d’identifier et de localiser les signaux de détresse.
Le système Galileo sera interopérable avec le système GPS et le système russe GLO-
NASS (GLObal NAvigation Satellite System) [12]. Ainsi, les utilisateurs munis d’un récep-
teur GNSS pourront utiliser en même temps les signaux des trois constellations, augmentant
ainsi considérablement le nombre de satellites en vue et améliorant la précision et la dispo-
nibilité du service de positionnement.
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1.1.3 Structure des signaux GPS et Galileo
De manière générale, les signaux GPS et Galileo sont construits sur le même modèle
de signal : une fréquence porteuse sinusoïdale sur laquelle sont véhiculés différents signaux
binaires modulés en BPSK (Binary Phase Shift Keying) contenant les informations néces-
saires à la navigation [5, 13].
Plusieurs bandes fréquentielles sont allouées pour l’émission des signaux GPS et Ga-
lileo. Avec la modernisation du système, les signaux GPS seront émis sur trois porteuses
situées dans la bande L supérieure. Ces trois fréquences porteuses, construites à partir d’une
fréquence de base F0 = 10.23 MHz, sont données par :
– L1 = 154F0 = 1575.42 MHz. Cette fréquence porte actuellement le service PPS et
SPS et accueillera le prochain signal civil L1C ainsi que le signal militaire M.
– L2 = 120F0 = 1227.60 MHz. Cette fréquence porte actuellement le service PPS et
accueillera le prochain signal civil L2C.
– L5 = 115F0 = 1176.45 MHz. Cette fréquence accueillera le prochain signal civil L5
ainsi que le signal militaire M.
Les signaux Galileo seront également répartis sur 3 bandes spectrales dont les porteuses
associées sont données par :
– E1 = 1575.42 MHz. La porteuse correspond à la porteuse L1 du signal GPS. La bande
E1 accueillera les services OS, PRS, CS et SoL.
– E5 = 1191.79 MHz. Comporte deux sous-bandes E5a (1176.45 MHz) etE5b (1207.14 MHz).
E5a correspondant à la porteuse L5 du GPS. La bande E5 accueillera les services OS,
CS et SoL.
– E6 = 1278.75 MHz. La bande E6 accueillera les services CS et PRS.
La répartition fréquentielle des différentes bandes d’émission GPS et Galileo est donnée à
la figure 1.3.
Figure 1.3 – Répartition des fréquences GPS et Galileo
Il peut y avoir plusieurs types de signaux binaires véhiculés par les porteuses des signaux
GPS et Galileo :
– Un message de navigation contenant plusieurs paramètres nécessaires au récepteur
pour calculer sa position (heure d’envoi du message, éphémérides du satellite, état de
9
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la constellation, etc.).
– Un code pseudo-aléatoire permettant l’identification du satellite émetteur.
– Une sous-porteuse rectangulaire pour les signaux modulés en BOC (Binary Offset
Carrier). Les détails de cette modulation sont donnés plus loin.
Certains services GPS et Galileo disposeront de signaux ne comportant pas de message
de navigation. Ces signaux, appelés "signaux pilotes", permettront au récepteur de passer
outre les problèmes de synchronisation avec le message de navigation et offriront donc une
meilleure robustesse au niveau du traitement du signal de navigation [14]. La structure des
signaux GPS et Galileo est donnée à la figure 1.4.
Figure 1.4 – Structure des signaux GPS et Galileo
En accord avec le mode de génération donné à la figure 1.4, il est possible de définir un






avec P ie la puissance d’émission, Di(t) le bit du message de navigation (avec Di(t) = 1 pour
un signal de type "pilote"), Ci(t) le code d’étalement (modulé par la sous-porteuse rectan-
gulaire dans le cas d’une modulation BOC) et f ip la fréquence porteuse associé au satellite
i . En pratique, les signaux de navigation ont un modèle de génération plus complexe. En
effet, il est possible, pour un satellite fixé, de véhiculer plusieurs informations grâce à une
technique de modulation en quadrature [15]. Les signaux de navigation sont ainsi générés sur
deux voies en quadrature : la voie-I (In-phase) et la voie-Q (Quadrature). Par conséquent, si
le satellite i émet sur la même porteuse le service 1 sur la voie-I et le service 2 sur la voie-Q,
on pourra alors écrire [16]
sie(t) =
√
2P ie,1Di,1(t)Ci,1(t) cos(2pif ipt) +
√
2P ie,2Di,2(t)Ci,2(t) sin(2pif ipt), (1.2)
avec respectivement P ie,k, Di,k et Ci,k les puissances d’émission, les bits des messages de
navigation et les codes pseudo-aléatoires associés au satellite i et au service k. Ce modèle de
signal s’applique actuellement sur les signaux GPS émis sur la bande L1 où le service PPS
est porté par la voie-I et le service SPS par la voie-Q.
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Les codes pseudo-aléatoires
Les codes pseudo-aléatoires utilisés par le GPS et Galileo sont des codes PRN (Pseudo
Random Noise) composés d’éléments binaires appelés "chip". A chaque satellite est associé
un code PRN qui lui est propre.
Actuellement, deux types de code sont utilisés par le GPS :
– le code C/A (Coarse Acquisition) : Ce code, aussi appelé code de Gold, est cadencé
à la fréquence RC/A = 1.023 MHz. Le code C/A ayant une longueur de 1023 chips, sa
période est donc de TC/A = 1 ms. Il est utilisé par le service SPS.
– le code P (Precise) : Ce code à une cadence dix fois supérieure à celle du code C/A
(RP = 10.23 MHz) et une période TP = 1 semaine. Il est utilisé par le service PPS.
Les futurs signaux GPS et Galileo disposeront également de codes pseudo-aléatoires dont
les caractéristiques et les méthodes de génération varieront selon le service considéré [17,18].
De manière générale, les codes pseudo-aléatoires sont des codes binaires quasi orthogo-
naux entre eux qui permettent aux satellites d’émettre simultanément dans la même bande
de fréquence (caractéristique du CDMA : Code Division Multiple Access). Pour comprendre
comment les codes PRN permettent l’identification du satellite, il faut s’attarder sur la






Ci(t)C∗j (t− τ)dt, (1.3)
où Ci et Cj sont respectivement les codes pseudo-aléatoires numéro i et j, N est le nombre
de chips contenu dans les codes et Tc est le temps d’un chip. La fonction d’autocorrélation
d’un code PRN donnera un pic de largeur Tc et de valeur maximale égale à 1 [13] , i.e.,
Γi,i(τ) = 1− |τ |
Tc
pour |τ | < Tc, (1.4)
' 0 sinon, (1.5)
alors que la fonction d’intercorrélation entre deux codes PRN différents est donnée par
Γi,j(τ) ' 0 pour i 6= j et ∀τ. (1.6)
Les fonctions d’autocorrélation et d’intercorrélation des codes de Gold (code PRN C/A)
sont données aux figures 1.5 et 1.6.
Les codes pseudo-aléatoires sont modulés en BPSK. Selon le système et le service consi-
dérés, les codes d’étalement auront un rythme binaire Rc,y = yRc = y × 1.023 MHz, on
parlera alors de modulation BPSK(y). Les spectres des codes PRN modulés de la sorte sont









Les spectres du code C/A (GPS), du code P (GPS) et du code E6 (Galileo) sont donnés à
la figure 1.7 pour des valeurs de y = 1, 5, 10 respectivement.
11
CHAPITRE 1. INTRODUCTION À LA NAVIGATION PAR SATELLITES
Figure 1.5 – Fonction d’autocorrélation du code de Gold no 1
Figure 1.6 – Fonction d’intercorrélation des codes de Gold no 1 et no 2
La modulation BOC
Comme le montre la figure 1.3, un élément essentiel du développement de Galileo et de
la modernisation du GPS est le partage des bandes d’émission. Afin de minimiser au mieux
les interférences entre les différents services, il a été impératif de trouver une nouvelle mo-
dulation dont le spectre serait le plus possible éloigné de ceux des autres signaux présents
dans la bande. De cette idée directrice est née la modulation BOC.
La modulation BOC(x, y) consiste à multiplier un signal binaire de type GPS (message
de navigation modulé par un PRN en BPSK au rythme chip Rc,y) par une sous-porteuse
rectangulaire de fréquence fsp. Le paramètre x (respectivement y) correspond au ratio entre
la fréquence de la sous-porteuse (respectivement le rythme du code d’étalement) et la fré-
quence/rythme de référence Rc = 1, 023 MHz. On a donc
Rc,y = y ×Rc,
fsp = x×Rc.
La multiplication par la sous-porteuse rectangulaire va avoir pour effet de dédoubler le lobe
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Figure 1.7 – Densités spectrales de puissance du code C/A, du code P et du code E6
principal du spectre tout en éloignant les 2 lobes résultants du centre de la bande (résultat
similaire à une modulation par sous-porteuse sinusoïdale). Le schéma de génération d’un
signal Galileo modulé en BOC est donné à la figure 1.4.
Il existe deux types de synchronisation entre la sous-porteuse et le code d’étalement :
la synchronisation sinus et la synchronisation cosinus qui vont respectivement donner les
modulations BOCsin(x, y) et BOCcos(x, y). Soit CBOC(t) un d’étalement modulé en BOC.
Selon la synchronisation choisie, on a :
– BOCsin :
CBOC(t) = C(t)sign [sin(2pifspt)] ,
– BOCcos :
CBOC(t) = C(t)sign [cos(2pifspt)] ,
avec C(t) le code d’étalement en BPSK à l’instant t. La densité spectrale de puissance d’une
modulation BOC peut changer selon 2 critères : la parité du nombre n de chips de la sous-
porteuse pendant un chip du PRN (i.e., n = 2fsp/Rc,y) et le type de synchronisation code
PRN/sous-porteuse. Les différentes formes de spectre possibles, explicitées et démontrées
dans [20] et [21], sont données au tableau 1.1.
Afin de bien montrer l’utilité de la modulation BOC, l’occupation conjointe de la bande
L1 − E1 par les signaux GPS et Galileo est illustrée à la figure 1.8. On voit que, grâce
à la migration des lobes principaux due à la modulation BOC, les maxima des spectres
Galileo correspondent aux minima des spectres GPS et vice-versa. L’interaction entre les
deux services est par conséquent minimisée. On constate cependant une exception pour
le code P dont le maximum du spectre est très proche des maxima du spectre du code
L1C. Cette proximité des maxima est possible car le code P est un code militaire crypté
inaccessibles aux utilisateurs civils. Il en est de même pour le code M dont les maxima du
spectre correspondent bien aux minima du spectre du code P afin d’éviter toute interaction
entre ces deux services cryptés.
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n pair n impair
S(f)BOC sin(x,y) = Rc,y ×
(




pif cos( pif2fsp )
)2
S(f)BOC sin(x,y) = Rc,y ×
(




pif cos( pif2fsp )
)2
S(f)BOC cos(x,y) = Rc,y ×
(




pif cos( pif2fsp )
)2
S(f)BOC cos(x,y) = Rc,y ×
(




pif cos( pif2fsp )
)2
Table 1.1 – Expressions des densités spectrales des modulations BOC
Figure 1.8 – Occupation de la bande spectrale L1 − E1 par les signaux GPS et Galileo
1.1.4 La localisation par satellites
1.1.4.1 Principe de la trilatération
Le principe de positionnement par satellites repose sur l’hypothèse de la propagation à
vitesse constante (proche de la vitesse de la lumière) des ondes émises par les satellites dans
l’espace. Si un récepteur arrive à estimer le temps de propagation d’un signal de navigation,
il lui est alors possible, grâce à cette hypothèse, de déterminer la distance qui le sépare
du satellite émetteur [22]. Les positions des satellites étant connues et transmises dans le
message de navigation, le récepteur sait ainsi qu’il se trouve sur la sphère de rayon la distance
estimée et centrée au niveau du satellite émetteur. Il peut alors calculer ses coordonnées à
partir du moment où il dispose d’au moins 3 mesures de distance satellite/utilisateur. En
effet, en trois dimensions, l’intersection de 3 sphères donnera 2 points de position dont un
se trouve à la surface de la Terre et correspondra à la position de l’utilisateur, et un autre se
trouvant dans l’espace et à exclure. Ce principe de positionnement est appelé trilatération
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et est illustré à la figure 1.9.
Figure 1.9 – Positionnement par trilatération
Comme la distance utilisateur/satellite est mesurée via des temps de propagation, il est
important de compenser les décalages d’horloge du récepteur et des satellites pour avoir une
bonne synchronisation temporelle. En pratique, le biais d’horloge sera considéré comme une
inconnue à estimer au même titre que les trois composantes de la position. Par conséquent,
un récepteur aura besoin de la réception du signal d’un quatrième satellite pour pouvoir
calculer sa position.
1.1.4.2 Erreurs et précision intrinsèques du système
Les erreurs intrinsèques au système de positionnement par satellites sont principalement
liées aux limites technologiques des équipements. Parmi ces limites, on a la précision des
horloges embarquées dans les satellites. Bien que ces dernières soient des horloges atomiques,
elles présentent une infime dérive qui entrainera une erreur de distance de l’ordre du déci-
mètre lorsque la dérive horloge est de l’ordre de la nanoseconde [23]. Pour réduire l’impact
de cette dérive, des corrections sont calculées par les stations sol puis envoyées au satellite
qui les inclura dans le message de navigation afin que l’utilisateur puisse apporter les correc-
tions nécessaires. L’horloge embarquée dans le récepteur fait également partie des sources
d’erreurs. Les horloges utilisées pour les récepteurs grand public sont des horloges bas de
gamme qui présentent une précision et une dérive d’horloge bien plus grandes que celles des
horloges atomiques [5]. Cette imprécision représente la grande majorité de la dérive horloge
à estimer pour le calcul de la position.
En plus des dérives précédemment décrites, des erreurs de synchronisation d’horloge
liées à des phénomènes relativistes doivent être également être prises en compte. En effet,
d’après les théories d’Einstein sur la relativité restreinte et la relativité générale, des erreurs
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d’horloge entre les satellites et le récepteur apparaissent du fait de l’altitude et de la vitesse
de déplacement des satellites par rapport au récepteur [24]. Des erreurs sont également pré-
sentes au niveau de la précision de localisation des satellites. Ces derniers étant suivis par
les stations sol, des corrections sur les éphémérides sont envoyées aux satellites pour qu’ils
puissent mettre à jour leurs messages de navigation.
Pour connaître l’impact final sur la précision du positionnement des erreurs précédem-
ment décrites et des erreurs données à la section 1.2.1.3 , il faut tenir compte du GDOP
(Geometry Dilution Of Precision). De manière générale, on a :
σp = GDOP × σm, (1.8)
avec σm l’erreur de mesure sur les distances utilisateur/satellite et σp l’erreur de position-
nement. Comme l’illustre la figure 1.10, la valeur du GDOP est liée à la configuration
géométrique des satellites ainsi qu’au nombre de satellites en vue. En général on considère
que GDOP=2 [5], mais ce dernier peut être supérieur à 20 dans certains cas critiques.
Figure 1.10 – Effet de la configuration géométrique des satellites sur la précision de la
mesure de position
1.2 Réception du signal GNSS
A la réception, au niveau de l’antenne du récepteur, les caractéristiques des signaux
GNSS à l’émission vont être modifiées du fait de leur propagation jusqu’à l’utilisateur. Les
détails des divers phénomènes physiques liés à la propagation du signal sont donnés dans
cette section. Une rapide description de l’étape de réception au niveau du récepteur est
également fournie.
1.2.1 Description des signaux à la réception
1.2.1.1 Puissance des signaux à la réception
A la réception, les puissances des signaux de navigation vont être atténuées à cause de
leur propagation en espace libre et de la traversée de l’atmosphère. Au niveau du récepteur,
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on peut écrire :
P = Pe − pprop − patm (dB), (1.9)
avec P la puissance du signal à la réception, Pe la puissance du signal à l’émission, pprop les
pertes liées à la propagation du signal dans l’espace libre et patm les pertes atmosphériques.







avec λ la longueur d’onde du signal et R la distance satellite/récepteur. Dans le cas d’un
signal GPS C/A, on a R = 20200 km et f = 1575.42 MHz ce qui donne pprop = 182.5 dB.
La puissance à l’émission des signaux C/A étant de Pe = 24.6 dBW et les pertes atmosphé-
riques de patmo = 2 dB [26], on a finalement P = 24.6 dBW−182.5 dB−2 dB= −157.7 dBW.
De manière générale, les satellites de navigation sont dimensionnés pour fournir des
puissances de réception supérieures à des seuils prédéfinis. Les différentes spécifications en
termes de puissance minimale à la réception pour les signaux GPS et Galileo sont données
au tableau 1.2 [5, 27].






Table 1.2 – Puissances minimales de réception des signaux GPS et Galileo
1.2.1.2 L’effet Doppler
Lors de l’émission d’un signal, tout mouvement relatif entre l’émetteur et le récepteur
provoque une modification de la fréquence du signal reçu : c’est le phénomène Doppler. La
figure 1.11 illustre ce phénomène. Dans le cadre du GNSS, les signaux de navigation sont
affectés par l’effet Doppler résultant des mouvements relatifs entre le satellite et l’utilisateur.
En effet, considérons le modèle simplifié du signal émis au niveau du satellite suivant :
se(t) = C(t)ei2pifpt, (1.11)
avec C(t) le code pseudo-aléatoire du signal et fp la fréquence porteuse. Si on suppose que
le signal émis ne subit aucune perturbation lors de sa propagation, le récepteur reçoit alors
le signal suivant :
sr(t) = se(t− τ(t)),
= C(t− τ(t))ei2pifp(t−τ(t)), (1.12)
avec τ(t) le retard exprimé en seconde associé au temps de propagation du signal. D’après
les notations de la figure 1.12, le temps de propagation τ s’exprime par :
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Figure 1.11 – Principe de l’effet Doppler
avec c la vitesse de la lumière dans le mileu et vrad la vitesse radiale satellite/récepteur. En
Figure 1.12 – Géométrie de la dynamique satellite/utilisateur
supposant que la vitesse radiale est constante, on obtient l’expression du retard suivant :
















avec φ0 = −2pifpτ0. On voit ainsi que la fréquence porteuse du signal reçu est modifiée de




L’expression (1.16) n’est que l’approximation au premier ordre de l’effet Doppler sur la
porteuse du signal de navigation. De manière générale, la fréquence Doppler sur la fréquence
porteuse s’exprime par [13]
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avec vs la vitesse satellite, vu la vitesse utilisateur et ur le vecteur unitaire radial de l’uti-
lisateur vers le satellite. L’effet Doppler va également affecter le rythme binaire des codes
pseudo-aléatoires (et plus généralement l’ensemble des signaux binaires véhiculé par la por-
teuse) qui va subir la dérive Doppler f coded suivante






avec Rc le rythme chip du code pseudo-aléatoire. Le phénomène de compression/dilatation
des codes pseudo-aléatoires et de la porteuse est illustré à la figure 1.13 (la fréquence porteuse
et le rythme chip ne sont pas à l’échelle sur la figure).
Figure 1.13 – Effet Doppler sur la fréquence porteuse et les codes PRN
1.2.1.3 Perturbations lors de la propagation et de la réception
Durant sa transmission, le signal de navigation va subir plusieurs dégradations causées
en grande partie par l’atmosphère et l’environnement dans lequel évolue l’utilisateur. Lors
de la réception, le signal est également entaché d’un bruit thermique propre au récepteur.
Effets atmosphériques
Lors de la traversée de l’atmosphère, le signal va subir de fortes dégradations qui se tradui-
ront par des erreurs de positionnement pouvant aller, après corrections, jusqu’à 5 m [5]. Ces
dégradations sont causées par deux couches atmosphériques distinctes qui sont :
– L’ionosphère. C’est une couche haute de l’atmosphère qui a la particularité de conte-
nir des particules chargées dont la densité et la répartition fluctuent au cours de la
journée et dépendent de la région terrestre considérée ainsi que de l’activité solaire.
Cette caractéristique électronique de l’ionosphère va modifier la vitesse de propagation
du signal et allonger le chemin parcouru par réfraction.
– La troposphère. C’est une couche basse de l’atmosphère contenant de la vapeur d’eau
qui va ralentir la propagation du signal.
Bien qu’il existe plusieurs modèles atmosphériques (Klobuchar [28], NeQuick [29], Hopfield
[30]), les corrections apportées par ces derniers ne peuvent pas compenser totalement les
dégradations liées à l’ionosphère et la troposphère.
Multitrajets
Les multitrajets constituent également une source de dégradation du signal non négligeable.
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Le trajets multiples sont provoqués par la réfection du signal sur le sol, l’eau ou l’environne-
ment entourant l’utilisateur [31]. Outre le fait que les multitrajets ne respectent pas l’hypo-
thèse de propagation en ligne du signal faite par le récepteur (phénomène illustré à la figure
1.14), les divers échos du signal LOS (Line of Sight) peuvent engendrer des interférences
destructives ou induire des erreurs d’estimation des distances satellite/utilisateur [32]. Pour
corriger les multitrajets, il est possible d’utiliser des méthodes de traitement du signal au sein
des algorithmes de récéption [33], ainsi que des méthodes de réception multi-antennes [34]
afin d’estimer la direction du signal d’intéret.
Figure 1.14 – Illustration du phénomène de multitrajet
Bruit thermique du récepteur
A ces dégradations s’ajoute également le bruit thermique propre au récepteur. La densité
spectrale du bruit thermique N0 s’éprime par :
N0 = kBTsyst, (1.19)
avec kB = 1.38×10−23 J/K la constante de Boltzmann et Tsyst la température du récepteur.
La puissance totale du bruit N à travers une bande passante B (qui pour un récepteur GPS
vaut B = Fe la fréquence d’échantillonnage du signal à la réception) vaut alors :
N = N0 +B +Nr (dB), (1.20)
avec Nr les pertes propres au récepteur. A partir de cette puissance de bruit on peut définir
le rapport signal à bruit SNR (Signal to Noise Ratio) de la sorte :
SNR = P −N (dB), (1.21)
où P est la puissance du signal à la réception. Dans le domaine du GNSS, on préfère souvent
quantifier la qualité du signal par la grandeur C/N0 qui exprime le rapport entre la puissance
du signal et la puissance du bruit par unité de largeur de bande. On a alors
C/N0 = P − (N −B) = SNR +B (dBHz). (1.22)
Le C/N0, contrairement au SNR, permet de quantifier la qualité du signal indépendamment
de la largeur de bande du récepteur et des traitements d’acquisition ou de poursuite.
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1.2.2 Principe de corrélation
L’étape de corrélation est une étape indispensable à la réception du signal de navigation.
En effet, pour pouvoir estimer la distance qui le sépare d’un satellite, le récepteur devra
isoler le signal associé à ce satellite du signal reçu. Afin de réaliser cette extraction et se
synchroniser sur le signal, le récepteur effectue le produit du signal reçu avec une réplique
locale qu’il génère et qui contient le code PRN associé au satellite à étudier. Ce produit
est alors intégré sur une certaine durée : c’est la corrélation. La réplique que l’on souhaite
synchroniser en temps et en fréquence au satellite i est de la forme :
ri(τ,f)(t) = Ci(t− τ)ei2pift, (1.23)
avec Ci le code pseudo-aléatoire associé au satellite i. Mathématiquement, l’expression de
l’intercorrélation entre le signal reçu sr et une réplique locale ri(τ,f) sur un temps de corré-







avec (.) l’opération de conjugaison. Le signal reçu étant la somme des signaux associés aux




skr(t) + n(t), (1.25)
avec Nsat le nombre de satellites en vue, skr(t) le signal à la réception à l’instant t associés
au satellite k et n(t) le bruit thermique. D’après les propriétés de corrélation des codes







= Γrisir(τ, f) + %, (1.26)
avec % le bruit d’intercorrélation dû au bruit et à la présence des autres satellites. On voit
ainsi que, d’après l’équation (1.26), l’étape de corrélation permet au récepteur d’isoler le
signal d’un satellite de l’ensemble des signaux reçus. En effet, on sait d’après les propriétés
d’intercorrélation des codes de Gold que si le signal associé au satellite i ne fait pas partie
des signaux reçus, alors Γriskr (τ, f) ' 0 pour k 6= i. Inversement, si le signal du satellite i est
capté par l’antenne du récepteur, l’étape de corrélation sera maximale lorsque la réplique
est synchronisée en temps et en fréquence avec le signal reçu.
Outre la possibilité de pouvoir séparer les composantes du signal associées aux différents
satellites, l’étape de corrélation va permettre de rehausser le rapport signal à bruit en faisant
ressortir le signal d’intérêt du bruit. En effet, considérons un signal reçu avec une certaine
valeur de C/N0. Si le récepteur à une bande passante B, le rapport signal à bruit à la
réception est, d’après l’expression (1.22) :
SNR = C/N0 −B (dB). (1.27)
Du fait de l’opération produit-intégration, la corrélation va comprimer la bande passante, la
faisant passer de B à 1/Tcorr. Ainsi, le rapport signal à bruit post-corrélation, noté SNRpost,
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est donné par :
SNRpost = C/N0 + Tcorr (dB),
= SNR +B + Tcorr (dB),
= SNR + rbande (dB), (1.28)
avec rbande le ratio des largeurs de bande avant et après corrélation. Sachant que généralement
B  1/Tcorr, l’étape de corrélation va, d’après l’équation (1.28), rehausser le rapport signal
à bruit du signal d’intérêt. Par exemple, en prenant le cas d’un code C/A avec une bande
passante de B = Fe = 2 MHz, une température Tsyst = 290 K, des pertes récepteur de l’ordre
de 4 dB [26] et une puissance de réception de −160 dBW, on a d’après les expressions (1.20)
et (1.21) :
SNR = −160− (−203.9 + 63 + 4) = −23.2dB. (1.29)
En réalisant une corrélation sur une durée de Tcorr = 20 ms, on a
SNRpost = −23.2 + 10 log10(2.106)− 10 log10(2.10−2) = 22.8dB. (1.30)
On voit bien que dans ce cas, l’étape de corrélation fait ressortir le signal d’intérêt du bruit
en améliorant le rapport signal à bruit de 46 dB.
Pour finir, l’étape corrélation permet également de réduire le fréquence de traitement du
signal, la faisant passer de Fe à 1/Tcorr et allégeant ainsi la charge calculatoire au niveau du
récepteur.
1.2.3 Opérations réalisées par le récepteur GNSS
Entre la réception du signal et le calcul de la position de l’utilisateur, le récepteur doit
effectuer plusieurs étapes pour extraire les informations nécessaires au "calcul du point".
Le schéma bloc classique d’un récepteur est donné à la figure 1.15. Le bloc "Réception" se
réfère au bloc de traitement classique du signal à la réception (i.e., numérisation du signal,
séparation des voies I et Q, etc.). S’en suit alors deux étapes qui ont pour but de synchroniser
le récepteur avec les signaux de navigation : l’acquisition (qui est réalisée en parallèle sur
chacun des canaux de réception) et la poursuite (qui peut être ou non réalisée en parallèle
selon le choix de l’architecture de poursuite). Ces deux étapes du processus de navigation
sont détaillées dans les sections 1.3 et 1.4.
1.3 Acquisition du signal GNSS
Afin de lancer le processus de poursuite du signal de navigation, le récepteur effectue une
étape d’acquisition. Cette opération primordiale a pour but de détecter la présence du signal
d’un satellite dans l’ensemble des signaux reçus par l’antenne du récepteur. L’acquisition
permet également de déterminer le décalage du code et l’écart de fréquence provoqués par
la propagation du signal et l’effet Doppler. Ces informations serviront par la suite d’initia-
lisation pour les boucles de poursuite.
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Figure 1.15 – Schéma bloc des opérations réalisées par le récepteur
1.3.1 Principe de l’acquisition
De manière générale, l’acquisition est une recherche temps-fréquence qui consiste à cal-
culer, sur un ensemble de délais temps/fréquence, les différentes corrélations entre le signal
reçu et une réplique locale affectée par un délai et un Doppler fixé [35]. Le but de cette
opération est double :
– détecter la présence d’un satellite dans l’ensemble des signaux captés par l’antenne du
récepteur ;
– déterminer, pour un satellite dont la présence a été détectée, le retard sur le code et
la fréquence Doppler à la réception du signal associé afin d’initialiser les boucles de
poursuite.




skr(t) + n(t), (1.31)
avec n(t) le bruit thermique et skr(t) le signal associé au satellite k qui peut s’écrire simple-
ment de la forme :
skr(t) =
√
P ke Ck(t− τ k)ei2pif
k
d t, (1.32)
avec respectivement τ k et fkd le décalage sur le code et la fréquence Doppler du signal à la
réception associé au satellite k qui sont considèrés constants sur le temps de corrélation.
Pour réaliser l’étape d’acquisition pour le satellite i, le récepteur va créer une réplique
ri(τ˜ ,f˜)(t) = Ci(t− τ˜)ei2pif˜t, (1.33)
avec (τ˜ , f˜) ∈ E = [τmin, τmax] × [fmin, fmax] l’espace de recherche temps/fréquence. Le
récepteur va alors calculer l’ensemble des points de corrélation suivants





sr(t)ri(τ˜ ,f˜)(t)dt = Γ
ri
sr(τ˜ , f˜) (1.34)
avec Tacq le temps d’acquisition. Or, on sait d’après les propriétés de l’étape de corrélation
décrites à la section 1.2.2, que les valeurs AQi(τ˜ , f˜) sont quasi nulles si le signal associé au
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satellite i ne fait pas partie des signaux reçus. Dans le cas contraire, la recherche temps-
fréquence est maximale lorsque la réplique est synchronisée en temps et en fréquence avec
le signal reçu, i.e., lorsque τ˜ = τ i et f˜ = f id. Pour pouvoir alors détecter la présence
d’un satellite dans l’ensemble des signaux reçus, des techniques de détection sont mises en
place après les recherche temps/fréquence pour déterminer si le maximum obtenu sur une
recherche est suffisamment important pour confirmer la présence du satellite en question [36].
Si la présence du satellite i est confirmée, l’estimation de τ i et de f id peut se faire par la
recherche du maximum suivante :
(τˆ i, fˆ id) = max
(τ˜ ,f˜)∈E
|AQi(τ˜ , f˜)|. (1.35)
La précision de ces estimations est logiquement liée à la finesse de la grille de recherche.
1.3.2 Exemples d’acquisition
Pour illustrer le fonctionnement de l’étape d’acquisition, nous allons considérer ici que
le récepteur reçoit un signal de type C/A (associé au code de Gold numéro 1) avec un dé-
calage temporel de τ = 10 chips et une fréquence Doppler de fd = 20 Hz. On supposera
également que les conditions de réception du signal sont telles que C/N0 = 27 dBHz. Le
temps d’acquisition sera de Tacq = 100 ms (le temps d’acqusition est ici chosisi grand pour
l’exemple, en pratique on choisit Tacq ≤ 20 ms pour éviter tout problème de changement de
signe du bit de navigation).
La recherche temps/fréquence se fera sur l’espace E = [−25chips, 25chips]×[−100Hz, 100Hz]
avec un pas de 0.25 chip pour la recherche temporelle et un pas de 2 Hz pour la recherche
fréquentielle. Les résultats d’acquisition du signal reçu par des répliques locales associées
aux codes de Gold numéro 1 et 2 sont donnés à la figure 1.16.
Figure 1.16 – Exemples de résultats d’acquisition
On voit sur la figure 1.16 que l’acquisition avec le code de Gold numéro 1 donne un
pic de corrélation dont le maximum correspond bien aux valeurs de τ et de fd du signal
reçu (car la grille de recherche est choisie de telle façon que le maximum corresponde bien
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aux paramètres τ et fd). Concernant l’acquisition avec la réplique associée au code de Gold
numéro 2, on voit qu’il n’y a aucun maximum de corrélation significatif qui se dégage ; ce
qui confirme l’absence du satellite associé au code de Gold numéro 2.
1.4 Poursuite du signal GNSS
Après l’étape d’acquisition détaillée dans la section 1.3 qui a pour but de détecter la
présence d’un satellite et d’estimer le retard et la fréquence Doppler initiaux du signal à la
réception, le récepteur bascule en mode poursuite. L’étape de poursuite permet de suivre
l’évolution du retard sur le code, de la fréquence et de la phase porteuse engendrée par
les mouvements relatifs entre le satellite et l’utilisateur et ainsi de mettre à jour le calcul
du point. Cette étape est réalisée grâce à des structures qui vont suivre les variations des
paramètres nécessaires au calcul de la position grâce à la corrélation du signal reçu par des
répliques locales générées par le récepteur [37]. Le schéma bloc de l’étape de poursuite est
donné à la figure 1.17.
Différentes mesures peuvent être réalisées par le récepteur lors de la poursuite pour es-
timer les différentes distances utilisateur/satellite. Les mesures du retard sur le code, de la
phasage porteuse ainsi que le suivi de la fréquence Doppler du signal de navigation seront
brièvement détaillés dans cette section.
Figure 1.17 – Schéma bloc de l’étape de poursuite
1.4.1 Poursuite et observation du retard sur le code
Pour pouvoir calculer sa position, le récepteur doit estimer la distance qui le sépare des
satellites de navigation comme expliqué à la section 1.1.4.1. L’estimation de distance associée
à un satellite peut être réalisée à partir du retard induit par le temps de propagation sur
le code du signal de navigation. En effet, si τ i est l’estimation du retard sur le code associé
au satellite i, l’estimation de distance ρi, aussi appelée "pseudo-distance", associée au même
satellite est alors déduite par :
ρi = cτ i. (1.36)
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Le retard sur le code est généralement en perpétuelle évolution du fait des mouvements
relatifs entre le satellite et l’utilisateur au cours du temps. Pour pouvoir estimer la distance
qui le sépare du satellite, le récepteur doit donc continuellement mettre à jour l’estimation du
retard sur le code que l’étape d’acquisition lui a fourni initialement. Cette mesure de temps
est effectuée au sein d’une architecture de poursuite qui met à jour le décalage temporel
qu’il existe entre le code pseudo-aléatoire du signal reçu, et le même code généré en local au
niveau du récepteur afin de les synchroniser (la génération du code local étant synchronisée
avec la génération du code au niveau du satellite). La figure 1.18 illustre schématiquement
la détermination du temps de propagation par estimation du décalage sur le code.
Figure 1.18 – Principe de l’estimation du décalage sur le code pseudo-aléatoire
Un exemple de structure de poursuite du retard sur le code est donné à la figure 1.19.
Cette architecture correspond à celle des boucles à verrouillage aussi appelées DLL (Delay
Locked Loop) lorsqu’elles poursuivent le retard sur le code. La boucle fonctionne en cinq
étapes qui visent : à comparer le signal reçu avec la réplique locale grâce à une étape de
corrélation, à estimer l’erreur d’estimation du retard grâce à un discriminateur qui va extraire
cette erreur du produit de corrélation, à filtrer cette erreur et mettre à jour l’estimation du
retard, et à générer une nouvelle réplique pour la prochaine étape de corrélation. Une étude
détaillée des filtres de boucle (couplés à l’intégrateur) et de leurs dimensionnements est
donnée dans le chapitre 2.
Pour pouvoir mesurer l’erreur d’estimation du retard, le récepteur calcule trois points
de corrélation réalisés avec trois répliques locales différentes : c’est le principe du calcul
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Figure 1.19 – Exemple de structure de poursuite du retard sur le code
Early-Late. Plus précisément, si le signal associé au satellite i est reçu avec un retard τ i et
que le récepteur à une connaissance a priori de ce retard τˆ i (i.e., le retard précédemment
estimé par la boucle), trois répliques locales sont alors créées :
– une réplique décalée du retard τˆ i (point de corrélation Prompt),
– une réplique décalée du retard τˆ i + δd/2 (point de corrélation Late),
– une réplique décalée du retard τˆ i − δd/2 (point de corrélation Early),
avec δd la distance du discriminateur choisie telle que 0 < δd < Tc. La figure 1.20 illustre les
différents points de corrélation associés aux trois répliques ainsi créées. Il existe différents
discriminateurs permettant de mesurer l’erreur d’estimation du décalage sur le code via
les différents points de corrélation calculés [5], [13]. Par exemple, il est possible d’estimer
l’erreur par la combinaison suivante :
|E|2 − |L|2
|E|2 + |L|2 =
4
2Tc − δd δτ
i (1.37)
avec δτ i = τ i − τˆ i l’erreur d’estimation du décalage temporel.
Figure 1.20 – Points de corrélation Early, Late et Prompt
L’estimation de la pseudo-distance donnée par la boucle de poursuite, aussi appelée
observation de pseudo-distance, peut être décomposée en plusieurs composantes liées à la
distance satellite/récepteur et aux diverses perturbations rencontrées lors de la propagation
du signal. D’après les paragraphes 1.1.4.2 et 1.2.1.3, l’observation de pseudo-distance peut
se modéliser de la sorte [38] :
ρi = di + c(δhr − δhis) + ∆I ic + ∆T ic +mic + ic (1.38)
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avec
– di la distance géométrique satellite/récepteur,
– δhr le biais d’horloge du récepteur,
– δhis le biais d’horloge du satellite i,
– ∆I ic l’erreur induite par les perturbations ionosphériques sur le code,
– ∆T ic l’erreur induite par les perturbations troposphériques sur le code,
– mic l’erreur due à la présence de multitrajets sur le code,
– ic le bruit de mesure sur le code.
L’équation (1.38) montre que l’observation de pseudo-distance contient, en plus de l’infor-
mation de distance di, des termes de perturbations qui, s’ils ne sont pas estimés par les
algorithmes de calcul du point ou divers modèles mathématiques, entrainent des erreurs de
positionnement non négligeables [5].
1.4.2 Poursuite et observation de la phase porteuse
En plus de pouvoir utiliser les mesures de pseudo-distance, il est possible pour le récepteur
de calculer sa position en utilisant également la phase de l’onde porteuse (à noter que
l’estimation de phase n’est pas exclsivement utilisée pour calculer la position de l’utilisateur).
En effet, le temps de propagation du signal va entraîner un déphasage au niveau de la
porteuse entre le signal reçu et les répliques générées par le récepteur (comme pour le
code, la génération de la réplique locale est synchronisée en temps avec la génération au
niveau du satellite). Tout comme le retard induit sur le code, ce déphasage est lié à la
distance satellite/utilisateur. En effet, le déphasage théorique lié au temps de propagation





avec λ la longueur d’onde de la porteuse. L’utilisation de l’information de phase permet théo-
riquement d’obtenir un positionnement plus précis que l’utilisation des pseudo-distances.
Cependant, l’estimation du déphasage pose un problème d’ambiguïté. Comme pour le re-
tard sur le code, l’estimation de la phase s’effectue avec des structures de poursuite qui
comparent le signal reçu avec une réplique locale (une étude détaillée de ces structures de
poursuite est donnée dans le chapitre 2). Lors de la poursuite, l’estimation de phase φˆi (aussi
appelée observation de phase) ne correspondra pas au déphasage théorique sera donnée par :
φˆi = ∆φi −N i, (1.40)
avec N i la phase inconnue du récepteur aussi appelé terme "d’ambiguïté entière". Ce terme
d’ambiguïté résulte du fait qu’il n’est possible d’estimer ponctuellement une phase qu’à pi
ou 2pi près selon l’estimateur de phase utilisé. Ainsi, au moment où la poursuite de phase
est lancée, le récepteur va synchroniser la phase de la réplique locale avec la phase du signal
reçu en estimant un retard qui n’excède pas un cycle de phase comme l’illustre la figure
1.21. Lorsque la poursuite est enclenchée, l’estimation de phase au cours du temps peut
également subir des pertes de cycles dues à cette incapacité à estimer la phase au déla d’un
cycle ; ce problème est appelé "phénomène de sauts de cycle" est détaillé dans la section
2.2.5.1.
A ces problèmes d’ambiguïté et de sauts de cycle s’ajoutent également toutes les pertur-
bations liées à la propagation du signal vues dans les sections 1.1.4.2 et 1.2.1.3. L’observation
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Figure 1.21 – Illustration du problème d’ambiguïté entière lors de l’estimation de phase
de phase pour un satellite i peut se décomposer de la sorte [39] :
φˆi = ∆φi + 2pif ip(δhr − δhis) + ∆I iφ + ∆T iφ +miφ + iφ + ∆N i (1.41)
avec
– f ip la fréquence porteuse,
– δhr le biais d’horloge du récepteur,
– δhis le biais d’horloge du satellite i,
– ∆I iφ l’erreur de phase induite par les perturbations ionosphériques sur la phase,
– ∆T iφ l’erreur de phase induite par les perturbations troposphériques sur la phase,
– miφ l’erreur de phase due à la présence de multitrajets sur la phase,
– iφ le bruit de mesure sur la phase,
– ∆N i l’erreur de phase due aux ambiguïtés de phase et aux sauts de cycle.
Comme pour l’observation de pseudo-distance, l’observation de phase est entachée de per-
turbations qui vont induire des erreurs lors du calcul de la position de l’utilisateur.
1.4.3 Poursuite de la fréquence Doppler
La connaissance de la fréquence Doppler du signal reçu ne permet pas d’estimer la po-
sition de l’utilisateur. Cependant, il est possible d’estimer la fréquence Doppler au cours
du temps afin de synchroniser en fréquence les répliques locales du récepteur au niveau des
boucles d’estimation du délai sur le code.
Outre la nécessité de synchroniser en fréquence les répliques du récepteur, la connaissance
de la fréquence Doppler permet également d’assister l’estimation du décalage sur le code.
En effet, connaissant la fréquence Doppler fd du signal à la réception, il est possible de
compenser la dynamique satellite/utilisateur au niveau de l’estimation du décalage sur le
code τˆ par :
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avec fp la fréquence porteuse du signal reçu et Tcorr le temps de corrélation du signal au
niveau du récepteur. Le principe de pré-compensation Doppler sur le code est donné à la
figure 1.22.
Figure 1.22 – Pré-compensation Doppler sur le code
Pour estimer la fréquence Doppler du signal reçu au cours du temps, un système bouclé
(basé sur la corrélation du signal reçu avec une réplique locale) est mis en place comme
pour le cas de l’estimation du décalage sur le code ou la phase [13], [5]. Une interaction
entre le système de poursuite de la fréquence Doppler et le système de poursuite de phase
peut également être instaurée de par la relation de dérivation/intégration qui lie ces deux
grandeurs [40].
1.5 Calcul de la position utilisateur
Pour pouvoir calculer sa position, le récepteur va chercher à mesurer la distance qui le
sépare des satellites dont il connaît les positions (grâce aux éphémérides contenues dans le
message de navigation) via les différentes observations fournies par les algorithmes de pour-
suite. Pour ce faire, le récepteur dispose de plusieurs techniques regroupées en deux grandes
familles : les techniques de positionnement standard et les techniques de positionnement
précis.
Les techniques de positionnement standard utilisent directement les observations de
pseudo-distance. Par exemple, si on ne cherche qu’à corriger le biais d’horloge du récep-
teur et si on pose :
– (xi, yi, zi) les coordonnées du satellite i,
– (X, Y, Z) les coordonnées du récepteur,
– δhr le biais horloge du récepteur avec les satellites,
– i l’erreur de mesure de pseudo-distance contenant les perturbations atmosphériques,
les perturbations liées aux multritrajets et le bruit de mesure,
alors la pseudo-distance ρi entre le récepteur et le satellite i peut s’écrire [5] :
ρi =
√
(xi −X)2 + (yi − Y )2 + (zi − Z)2 + δhr + i. (1.43)
Si le récepteur reçoit les signaux de Nsat satellites en vue, alors on obtient le système
d’équations suivant :
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(x1 −X)2 + (y1 − Y )2 + (z1 − Z)2 + δhr + 1
ρ2 =
√




(xNsat −X)2 + (yNsat − Y )2 + (zNsat − Z)2 + δhr + Nsat
A partir du système (S1) il est possible de déterminer les coordonnées (X, Y, Z) et le biais
d’horloge δhr du récepteur à condition d’avoir estimé suffisamment de pseudo-distances.
Pour calculer la position du récepteur, d’autres techniques peuvent être mises en place
comme les techniques d’estimation par les moindres carrés [13], les moindres carrés récur-
sifs [41], le filtrage de Kalman étendu [5] ou la méthode de Bancroft [42].
Les techniques de positionnement précis utilisent, contrairement aux techniques de po-
sitionnement standards, les observations de pseudo-distance ainsi que les observations de
phase. De plus, les diverses erreurs liées à la ionosphère ou aux ambiguïtés de phase sont
désormais prises en compte et sont compensées par des combinaisons linéaires entres dif-
férentes observations obtenues sur une ou plusieurs porteuses. Une description détaillée de
ces combinaisons est donnée dans [43]. Le récepteur a deux possibilités pour effectuer ces
combinaisons :
– Soit il utilise les obsevations sur la pseudo-distance et sur la phase qu’il a lui-même
estimé. Ce mode de positionnement correspond au mode PPP (Precise Point Positio-
ning).
– Soit il utilise, en plus de ces observations, des observations provenant d’un récep-
teur de référence. Ce mode de positionnement correspond au mode RTK (Real Time
Kinematic).
Quel que soit le mode de positionnement utilisé, les combinaisons d’observations sont traitées
par des filtres de Kalman étendus qui estiment la position et la dynamique de l’utilisateur
[43,44].
1.6 Bilan
Ce chapitre donne une vision d’ensemble du fonctionnement de la navigation par sa-
tellites. Les systèmes GNSS sont composés entre autres de satellites, en orbite autour de
la Terre et fournissant une couverture quasi globale, qui émettent des signaux contenant
diverses informations de navigation. Pour calculer sa position, le récepteur doit analyser les
signaux qu’il reçoit et tenter d’en estimer les temps de propagation afin de pouvoir se posi-
tionner relativement aux différents satellites. Bien que théoriquement abordable, l’estimation
des temps de propagation se révèle être une tâche complexe à cause des perturbations subies
par le signal de navigation lors de sa propagation. En effet, en plus de subir un phénomène
de compression/dilatation lié au mouvement relatif du satellite par rapport à l’utilisateur,
le signal subit de fortes perturbations lors de la traversée de l’atmosphère et notamment lors
de la traversée de l’ionosphère. A cela s’ajoute le phénomène de multi-trajets au sol ainsi
que la présence du bruit thermique dans le récepteur qui, aux vues des faibles puissances des
signaux à la réception, noient le signal reçu dans du bruit. Pour pouvoir exploiter le signal
de navigation et en séparer les composantes associées aux différents satellites, le récepteur
procède à une étape de corrélation afin de faire ressortir le signal du bruit. Cette étape
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Figure 1.23 – Fonctionnement du positionnement précis par PPP ou RTK
est un élément essentiel des processus de poursuite des signaux qui, grâce à des répliques
locales créées par le récepteur, vont mesurer divers paramètres au cours du temps grâce à
des systèmes bouclés préalablement initialisés par l’étape d’acquisition.
Dans la suite, on s’intéressera particulièrement à l’étude de la poursuite de la phase porteuse.
En effet, l’information de phase est un élément essentiel pour les méthodes de positionne-
ment précis. Malheureusement, les algorithmes de poursuite de phase souffrent d’un manque
de robustesse au bruit qui restreint les cas d’utilisation des techniques de positionnement




Poursuite de la phase porteuse
Lors de l’étape de calcul du point, l’information de phase permet, en comparaison avec
l’information du retard sur le code, d’obtenir une meilleure précision de positionnement.
Malheureusement, la poursuite de phase est un processus complexe qui souffre d’un manque
de robustesse en conditions de poursuite dégradées. Les algorithmes de poursuite de phase
sont donc une étape du processus de navigation qui requiert une attention particulière.
Dans ce chapitre, nous allons particulièrement nous intéresser à la poursuite de phase
réalisée par une boucle à verrouillage de phase. Après une description complète du dimen-
sionnement de ce système asservi, nous allons nous intéresser au phénomène de sauts de cycle
qui est un des principaux problèmes de robustesse de la poursuite de phase. S’en suit alors
un état de l’art de la poursuite de phase des signaux multifréquence où nous allons rappeler
les différents aspects physiques à prendre en compte lors de la poursuite de phase de tels
signaux GNSS. Un rapide descriptif des structures de poursuite multifréquence existantes
sera également donné.
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CHAPITRE 2. POURSUITE DE LA PHASE PORTEUSE
2.1 Comment suivre la phase porteuse ?
Il existe plusieurs méthodes pour suivre la phase porteuse du signal de navigation au
cours du temps. Les techniques utilisées se basent généralement toutes sur des systèmes
bouclés qui vont estimer la phase grâce à la comparaison du signal reçu avec une réplique
du signal que le récepteur va créer. La différence entre ces méthodes réside dans les tech-
niques d’estimation et les architectures des algorithmes de poursuite de phase.
Dans le cadre du GNSS, il existe globalement quatre types de méthodes d’estimation de
phase regroupés en deux grandes familles d’architecture de poursuite qui sont : les poursuites
de phase scalaires et les poursuites de phase vectorielles [45]. Les architectures de poursuite
scalaire sont schématiquement illustrées à la figure 2.1. Pour ce type de structure, les boucles
de poursuite estiment les phases des signaux de navigation de manière indépendante sur des
canaux de réception propres à chacun des satellites. Les phases estimées sont alors envoyées
à un filtre de navigation qui détermine les coordonnées et la vitesse de l’utilisateur. Pour
estimer les différentes phases au cours du temps, il existe deux grandes méthodes de pour-
suite : les structures de type boucle à verrouillage et les structures basées sur des filtres
de type Kalman. La différence entre les deux types de méthode réside dans la présence ou
non d’une étape d’extraction de phase au sein de la boucle. Plus précisément, dans le cas
d’une boucle à verrouillage de phase, un discriminateur est placé en sortie de corrélation afin
d’extraire et de travailler directement sur l’information de phase [46]. Dans le cas contraire,
lorsqu’on travaille directement après l’étape de corrélation, des techniques de filtrage de Kal-
man étendu sont mises en place afin d’estimer un ensemble de paramètres (dont la phase fait
partie) résultant du modèle de linéarisation de la sortie de corrélation [47]. Il est également
possible de réaliser des structures, à mi-chemin entre les deux méthodes, comportant une
étape d’extraction de phase suivie d’une étape de filtrage de Kalman classique [48].
Figure 2.1 – Structure des systèmes de poursuite scalaire [45]
Les architectures de poursuite vectorielle sont schématiquement illustrées à la figure 2.2.
Contrairement aux structures de poursuite scalaire, les structures de poursuite vectorielle
combinent les étapes de poursuite du signal et de calcul du point au sein d’une même struc-
ture [49]. Cette configuration a, entre autres, l’avantage de pouvoir réaliser des pouruites de
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phase en utilisant des signaux de différents satellites et issus de différentes constellations [50].
Bien que théoriquement plus précises, les structures de poursuite vectorielle peuvent, dans
certaines conditions de poursuite, souffrir d’un manque de robustesse en environnement
bruité [51]. En effet, une telle structure de poursuite implique l’interdépendance des canaux
de réception. Par conséquent, si une des entrées est fortement dégradée, la précision d’esti-
mation de tout le système peut être affectée et la structure risque de décrocher [49]. Pour
pallier à ce problème, certaines structures vectorielles incluent des données inertielles IMU
(Inertial Measurement Unit) au niveau de l’algorithme de navigation afin d’augmenter la
robustesse de la structure [52,53].
Figure 2.2 – Structure des systèmes de poursuite vectorielle [45]
Dans la suite de ce chapitre, et également dans les chapitres 3 et 4, on s’intéressera au
cas de poursuite scalaire de la phase et plus particulièrement aux boucles à verrouillage de
phase. Bien que ces structures soient les structures de poursuite de phase les plus basiques,
elles vont nous permettre dans un premier temps de nous focaliser sur les divers mécanismes
et les divers aspects de la poursuite de phase, indépendamment de l’estimation des autres
paramètres de navigation. Plus tard, dans le chapitre 5, nous aborderons une approche de
poursuite différente en nous intéressant à des techniques de filtrage Bayésien.
2.2 Poursuite de phase par boucle à verrouillage
Dans cette section, nous allons nous intéresser à la poursuite de la phase porteuse du
signal de navigation par une PLL (Phase Locked Loop). Plus précisément, nous allons effec-
tuer une étude détaillée du comportement de cet outil de poursuite ainsi que les limites de
ce système asservi.
2.2.1 Structure générale d’une PLL
Dans le cadre de poursuite d’un signal GNSS, la PLL est un système asservi qui va syn-
chroniser la phase d’un signal généré localement au niveau du récepteur (appelé "réplique
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locale") à la phase du signal de navigation reçu [5, 54].
Plus précisément, la PLL se compose de plusieurs étapes distinctes qui, une fois bouclées,
permettent d’estimer au cours du temps la phase du signal reçu. Ces étapes, au nombre de
cinq, sont les suivantes :
– Une étape de corrélation entre le signal reçu et la réplique locale (aussi appelée
étape de pré-détection). Cette opération va permettre de comparer le signal reçu avec
la réplique locale.
– Une étape d’extraction de phase réalisée par un discriminateur de phase qui va
permettre de mesurer l’erreur d’estimation de phase en sortie de corrélation.
– Une étape de filtrage qui va filtrer le bruit sur l’erreur d’estimation.
– Une étape d’intégration qui va mettre à jour l’estimation de phase.
– Une étape de génération qui a pour but de créer une réplique locale mise à jour qui
va pouvoir être utilisée lors de l’étape de corrélation de la prochaine itération.
Figure 2.3 – Structure conventionnelle d’une PLL
La structure générale d’une PLL est donnée à la figure 2.3. Par la suite, et en accord
avec les notations de la figure 2.3, on notera :
sr le signal reçu bruité en entrée de la boucle ;
φr la phase du signal reçu ;
g(φr − φˆ) le produit de corrélation entre le signal reçu et la réplique locale ;
δφ la sortie du discriminateur de phase ;
φ˙ la sortie du filtre de boucle ;
φˆ l’estimation de la phase d’intérêt ;
r(φˆ) la réplique locale générée par la PLL en fonction de l’estimation de phase φˆ.
On prendra également pour les notations numériques au sein de la boucle x[k] = x(kTcorr)
avec Tcorr le temps de corrélation. Pour les notations numériques des signaux en entrée de la
boucle, on prendra pour notation x[ke] = x(kTe) avec Te = 1/Fe le temps d’échantillonnage
du signal à la réception.
Il existe différents types de discriminateurs de phase. Les discriminateurs les plus cou-
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ramment utilisés sont : le discriminateur Four-Quadrant Arctangent, le discriminateur Cross-
product, le discriminateur Decision Directed Cross-Product et le discriminateur Arctan-
gent [5, 13]. En posant
Ip = <(g(φr − φˆ)), (2.1)
Qp = =(g(φr − φˆ)), (2.2)
les expressions des différents discriminateurs sont données au tableau 2.1. Certains de ces
discriminateurs ne tolèrent pas les modulations de phase ; c’est le cas du discriminateur
Four-Quadrant Arctangent [55]. Ce type de discriminateur ne peut donc pas estimer la
phase d’un signal de navigation modulé par le message de navigation. Ces discriminateurs
peuvent cependant être employés pour des PLL suivant la phase d’un signal pilote ou pour
des poursuites de phase d’un signal de navigation démodulé grâce à des techniques de
data wipe-off [13, 56]. Les discriminateurs tolérant les modulations de phase sont appelés
discriminateurs de Costas en référence aux boucles de Costas utilisées pour démoduler un
signal [57]. Bien que ces discriminateurs puissent être employés pour la poursuite de phase
d’un signal GNSS modulé par le message de navigation, ils restent néanmoins sensibles
au changement du signe du bit de navigation. C’est pourquoi, lors de l’utilisation de ces
discriminateurs, on supposera que la PLL est synchronisée avec le message de navigation et
que le temps de corrélation n’excèdera pas la durée d’un bit de navigation, soit Tcorr ≤ 20 ms,
afin d’éviter les transitions entre ces derniers.
Nom du discriminateur Expression
Four-Quadrant Arctangent arctan 2(QP , IP )
Cross-product (Costas) QP × IP
Decision Directed Cross-Product (Costas) QP × sign(IP )
Arctangent (Costas) arctan(QP/IP )
Table 2.1 – Expressions des discriminateurs de phase pour PLL
La figure 2.4 illustre les différentes caractéristiques des discriminateurs de phase. De
manière générale, on observe que les discriminateurs ont une caractéristique périodique qui
offre une plage de linéarité plus ou moins grande comprise dans l’intervalle [−pi, pi].
2.2.2 Modèle linéaire et analogique de la PLL
La PLL représentée à la figure 2.3 est un système bouclé non-linaire dont l’analyse
nécessite des études théoriques poussées [58–60]. Pour pouvoir étudier facilement le com-
portement des PLL, on utilise généralement un modèle linéaire de ces boucles afin de se
ramener à des cas d’analyse classiques. Pour établir le modèle linéaire équivalent, on sup-
pose que la PLL fonctionne autour de son point d’équilibre afin de pouvoir linéariser le
discriminateur de phase. Plus précisément, on suppose que l’erreur d’estimation de phase





= δφ = φr − φˆ (2.3)
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Figure 2.4 – Caractéristiques de discriminateurs de phase (cf. tableau 2.1 pour les notations
des discriminateurs)
avec D(.) l’étape d’extraction de phase réalisée par le discriminateur. Grâce à cette hy-
pothèse, le modèle linéaire d’une PLL conventionnelle est donné par la structure illustrée
à la figure 2.5. Dans le cadre d’une approximation linéaire, il est également possible de
décomposer la phase reçue φr en une une phase d’intérêt φ et du bruit de phase additif nφr :
φr = φ+ nφr (2.4)
Figure 2.5 – Modèle linéaire d’une PLL
Bien que dans les récepteurs GNSS les PLL implémentées soient des boucles numériques,
on supposera travailler dans un premier temps sur un modèle analogique de la boucle. En
effet, modéliser la PLL numérique par son homologue analogique offre une analyse théorique
du système plus simple et permet d’avoir une première approximation du comportement de
la PLL lors de la poursuite. On supposera également travailler sur une phase non bruitée
afin de pouvoir étudier dans un premier temps le comportement de la PLL résultant de la
dynamique de la phase φ (la prise en compte du bruit est traitée dans la section 2.2.4).
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2.2.2.1 Définition de la bande de boucle
Dans le cadre d’une étude analogique, la fonction de transfert en boucle fermée H(p) de
la PLL illustrée à la figure 2.5 est donnée par :
H(p) = Φˆ(p)Φ(p) =
F (p)N(p)
1 + F (p)N(p) (2.5)
avec F (p) et N(p) les fonctions de transfert analogiques du filtre de boucle et de l’intégrateur
analogique, Φˆ(p) la fonction de transfert de l’estimation de phase et Φ(p) la fonction de
transfert de la phase d’intérêt. Grâce à cette fonction de transfert, on va pouvoir calculer la







La bande de boucle définie dans l’équation (2.6) représente la bande passante de la PLL.
De cette grandeur va dépendre les réglages du filtre de boucle ainsi que les caractéristiques
des poursuites de phase comme expliqué aux sections 2.2.2.2, 2.2.2.3 et 2.2.4.
2.2.2.2 Dimensionnement du filtre de boucle
Les performances globales de la PLL dépendent en grande partie du choix et du dimen-
sionnement du filtre de boucle. Les filtres de boucle utilisés dans les PLL analogiques ont
pour équation (en accord avec les notations de la figure 2.5) [61] :








δφ(t′′)dt′′dt′ + ... (2.7)
avec K1, K2, K3, etc. les coefficients du filtre. La fonction de transfert du filtre de boucle est
donc donnée par :
F (p) = Φ˙(p)





+ · · ·+ KN
pN−1
(2.8)
avec N l’ordre du filtre aussi appelé ordre de la boucle. D’après les équations (2.5) et (2.6),
l’ordre ainsi que les valeurs des coefficients du filtre vont influer sur la valeur de la bande de
boucle de la PLL. En pratique, l’ordre et la bande de boucle d’une PLL sont préalablement
choisis en fonction des conditions de poursuite de phase. De ces choix dépendent alors les
valeurs des différents coefficients du filtre. Les calculs de ces coefficients pour des boucles
d’ordre 1, 2 et 3 (dont les expressions sont données dans le tableau 2.2), sont détaillés dans
les paragraphes qui suivent.
Boucle d’ordre 1
La structure d’une PLL analogique d’ordre 1 est donnée à la figure 2.6. La fonction de













= K14 . (2.11)
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Ordre K1 K2 K3
1 K1 = BL/4 × ×
2 K1 = (8/3)BL K2 = (1/2)K21 ×
3 K1 = (60/23)BL K2 = (4/9)K21 K3 = (2/27)K31
Table 2.2 – Expressions classiques des coefficients du filtre de boucle en fonction de la
bande de boucle pour des PLL d’ordre 1, 2 et 3
L’équation (2.11) montre que la valeur du coefficient K1 du filtre de boucle dépend direc-
tement de la valeur de la bande de boucle que l’on souhaite imposer à la PLL. De manière
évidente, BL > 0 et donc K1 > 0 ce qui assure la stabilité de la boucle car le pôle sera à
partie réelle négative. La boucle opèrera alors en régime amorti comme le montre le posi-
tionnement du pôle illustré à la figure 2.7.
Figure 2.6 – Structure du modèle linéaire d’une PLL analogique d’ordre 1
Figure 2.7 – Positionnement du pôle dans le plan complexe pour une PLL analogique
d’ordre 1
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Boucle d’ordre 2
La structure d’une PLL analogique d’ordre 2 est donnée à la figure 2.8. La fonction de







p2 + 2ξωnp+ ω2n
, (2.12)








Pour la suite, on choisira ξ =
√
2/2 qui correspond au mode de fonctionnement de la boucle
présentant un faible dépassement et un temps de réponse le plus rapide [62]. Avec cette
valeur d’amortissement, les deux pôles p1 et p2 de la fonction de transfert (2.12) sont donnés
par :
p1 = −ωne−ipi4 , (2.15)
p2 = −ωneipi4 . (2.16)
Le positionnement des pôles dans le plan complexe est donné à la figure 2.9. Pour calculer
les valeurs des coefficients de filtre de boucle, il faut calculer la valeur de ωn. Pour ce faire,


















On voit ainsi que K1 > 0 et K2 > 0, ce qui assure la stabilité de la PLL.
Boucle d’ordre 3
La structure d’une PLL analogique d’ordre 3 est donnée à la figure 2.10. La fonction de






2(2ξωn + β) + p(ω2n + 2ξωnβ) + ω2nβ
(p2 + 2ξωnp+ ω2n)(p+ β)
, (2.20)
avec
K1 = 2ξωn + β, (2.21)
K2 = ω2n + 2ξωnβ, (2.22)
K3 = ω2nβ. (2.23)
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Figure 2.8 – Structure du modèle linéaire d’une PLL analogique d’ordre 2
Figure 2.9 – Positionnement des pôles dans le plan complexe pour une PLL analogique
d’ordre 2
On voit d’après l’équation (2.20) que la fonction de transfert présente 3 pôles : deux pôles
complexes conjugués et un pôle réel. Pour le réglage des pôles complexes, on se placera dans
le même cas que la boucle d’ordre 2 en choisissant ξ =
√
2/2. Pour le pôle réel, on choisit de
lui associer une vitesse de convergence égale aux deux pôles complexe. On a donc, d’après
la figure 2.11, β = ωn/
√
2.
Pour une boucle analogique d’ordre 3 et pour les choix de ξ et β effectués, on a l’expres-
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Figure 2.10 – Structure du modèle linéaire d’une PLL analogique d’ordre 3















2.2.2.3 Réponses des boucles
Lors de la poursuite de phase, la PLL est amenée à estimer une dynamique de phase





avec Φk(p) la dynamique élémentaire d’ordre k et Ndyn l’ordre maximal de la dynamique
d’entrée. Dans le cadre de la thèse où on s’intéressera à des dynamiques de type piéton, on
supposera suivre des dynamiques au plus d’ordre 3, i.e., on pourra écrire :
Φ(p) = Φ1(p) + Φ2(p) + Φ3(p), (2.29)
avec Φ1(p) une dynamique de type échelon, Φ2(p) une dynamique de type rampe et Φ3(p)




pour n = 1, . . . , 3 (2.30)
avec αn l’amplitude de la dynamique d’ordre n. Selon l’ordre et la valeur de la bande de
boucle choisis, les poursuites de phases réalisées par la PLL auront des caractéristiques diffé-
rentes notamment au niveau du comportement asymptotique et de la vitesse de convergence
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Figure 2.11 – Positionnement des pôles dans le plan complexe pour une PLL analogique
d’ordre 3
de la poursuite.
Pour étudier le comportement asymptotique de la PLL, on s’intéressera à l’erreur d’es-
timation e(t) = φ(t)− φˆ(t) dont on calculera la limite eanalog∞ grâce au théorème de la valeur
finale [62] :
eanalog∞ = limt→+∞ e(t) = limt→+∞φ(t)− φˆ(t), (2.31)
= lim
p→0 p(Φ(p)− Φˆ(p)), (2.32)
= lim
p→0 p(1−HBF )Φ(p). (2.33)
En combinant les équations (2.9), (2.12), (2.20),(2.30) et (2.33), on obtient les erreurs en
régime permanent données dans le tableau 2.3.
Les erreurs en régime permanent données dans le tableau 2.3 sont illustrées à la figure 2.12
où sont représentées les différentes réponses des PLL en fonction des différentes dynamiques
d’entrée (α1 = 1, α2 = 1 et α3 = 1) pour une bande de boucle BL = 5 Hz. La figure 2.13
illustre quant à elle l’influence de la valeur de la bande de boucle sur la valeur de l’erreur
en régime permanent. Pour une boucle d’ordre 1 suivant une dynamique de type rampe, le
biais de poursuite est inversement proportionnel à la bande de boucle. La figure 2.13 montre
bien cette relation en affichant des biais de poursuite diminuant lorsque la bande de boucle
de la PLL augmente. Le choix de la valeur de la bande de boucle va également jouer sur
la vitesse de convergence des poursuites. Comme l’illustre la figure 2.13, plus la bande de
boucle est grande, plus le temps de convergence est rapide. On comprend alors, d’après les
deux dernières observations, que la valeur de la bande de boucle influe sur la capacité de la
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2 0 0 α3
K2
3 0 0 0
Table 2.3 – Expressions des erreurs en régime permanent pour des PLL analogiques d’ordre
1, 2 et 3
PLL à poursuivre une dynamique de phase : plus la bande de boucle est grande, meilleures
seront les performances de la poursuite. Notons tout de même que ce résultat est à pondérer
en présence de bruit comme illustré dans la section 2.2.4.
Figure 2.12 – Réponses des PLL d’ordre 1, 2 et 3 à des dynamiques de type échelon, rampe
et accélération
2.2.3 Boucles à verrouillage de phase numériques
Dans le cadre du GNSS, les PLL implémentées sont des boucles numériques aussi appe-
lées DPLL (Digital Phase Locked Loop). Le temps d’échantillonnage des DPLL est donnée
par le temps de corrélation Tcorr du signal reçu avec la réplique locale. Selon les applications,
les valeurs de bande de boucle et de temps de corrélation vont donner une valeur BLTcorr
45
CHAPITRE 2. POURSUITE DE LA PHASE PORTEUSE
Figure 2.13 – Influence de la bande de boucle sur le temps de convergence et l’erreur en
régime permanent des réponses à un échelon et à une rampe pour une boucle d’ordre 1
qui ne permet plus d’approximer le comportement des boucles numériques par celui de leurs
homologues analogiques. En effet, l’approximation d’une DPLL par son homologue analo-
gique n’est possible que pour des valeurs de bande de boucle et de temps de corrélation tels
que BLTcorr  1. Lorsque la DPLL ne respecte plus cette hypothèse, son dimensionnement
doit se faire en numérique si l’on souhaite obtenir les performances de poursuite souhaitées.
2.2.3.1 Transformation analogique/numérique
Le passage d’une boucle analogique à une boucle numérique se fait grâce à une transfor-
mée qui établit une correspondance entre la variable analogique p et la variable numérique
z. Sachant que l’analyse d’un filtre analogique se réalise en faisant décrire à la variable p
l’axe imaginaire pur et que dans le cas d’un filtre analogique on fait varier z sur le cercle
unité, la transformée doit donc faire correspondre l’axe imaginaire pur au cercle unité.
La première idée pour réaliser une telle transformée consiste à chercher une relation entre
p et z qui fait correspondre la réponse impulsionnelle du filtre numérique avec la réponse
impulsionnelle échantillonnée du filtre analogique correspondant. C’est la technique de la
conservation impulsionnelle [63]. Plus précisément, si h(t) représente la réponse impulsion-









En appliquant la transformée de Laplace à l’équation (2.34), on obtient
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on peut établir la relation suivante :
z = epTcorr . (2.37)
L’expression (2.37) pose cependant des problèmes de repliement de spectre lorsque la bande
passante du filtre analogique excède la bande [− 12Tcorr , 12Tcorr ]. Une seconde possibilité consiste
à prendre le développement limité au premier ordre de
z−1 = e−pTcorr . (2.38)
On obtient alors la relation suivante :
z = 11− pTcorr . (2.39)
La relation (2.39) ne permet cependant pas d’établir une bijection entre l’axe des imaginaires
purs avec le cercle unité. C’est pourquoi, par la suite, on préfèrera utiliser la transformée




1 + z−1 . (2.40)
Comme l’illustre la figure 2.14, la transformée bilinéaire fait correspondre la partie négative
et stable du plan p à l’intérieur du cercle unité. Ainsi, grâce à la relation (2.40), on obtient
à partir de systèmes continus stables des systèmes discrets stables [65]. La transformée
bilinéaire implique également un phénomène de gauchissement du domaine fréquentiel. En





Figure 2.14 – Correspondance du plan stable des p et du cercle unité des z pour la trans-
formée bilinéaire
Le passage en analogique/numérique va s’effectuer au niveau de l’implémentation numé-
riques des intégrateurs présents dans la boucle. En analogique, en utilisant la transformée
bilinéaire, la fonction de transfert d’un intégrateur est donnée par :
N(z) = Tcorr2
1 + z−1
1− z−1 , (2.42)
On remarquera que l’expression (2.42) correspond à la méthode d’intégration numérique
dite "méthode des trapèzes" qui est plus précise que la méthode d’intégration dite "méthode
des rectangles" obtenue via l’expression (2.39) [62].
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2.2.3.2 Calcul des coefficients numériques du filtre de boucle










avec H(z) la fonction de transfert en boucle fermée de la DPLL qui s’exprime par
H(z) = z
−1F (z)N(z)
1 + z−1F (z)N(z) , (2.45)
avec F (z) la fonction de transfert discrète du filtre de boucle et N(z) la fonction de transfert
de l’intégrateur numérique. Comme dans le cas d’une PLL analogique, les valeurs des coeffi-
cients numériques du filtre de boucle vont influer sur la valeur de la bande de boucle. Dans
la section 2.2.2.2, des expressions des coefficients analogiques ont été établies en fonction
de la bande de boucle. Pour dimensionner le filtre numérique en fonction de la bande de
boucle imposée à la DPLL, il est possible, dans une première approximation, de choisir les
expressions analogiques des coefficients. Ce choix entraîne cependant des erreurs de dimen-
sionnement de la boucle. En effet, en utilisant les expressions analogiques des coefficients
du filtre et en calculant la bande de boucle numérique résultante, il est possible d’obser-
ver une différence entre la valeur obtenue et la valeur souhaitée. Cette erreur sera plus ou
moins importante selon le temps d’intégration de la DPLL. La figure 2.15 illustre ce phé-
nomène pour une boucle numérique d’ordre 1 en traçant l’erreur commise entre la valeur
de bande de boucle souhaitée et la valeur de bande de boucle numérique calculée à partir
des valeurs des coefficients analogiques. On voit sur la figure 2.15 que l’erreur commise sur
Figure 2.15 – Erreur commise sur la valeur de la bande de boucle pour une DPLL d’ordre 1
lors de l’approximation analogique
la bande de boucle est quasi nulle lorsque BLT 7−→ 0, ce qui confirme que l’approximation
d’une DPLL par une PLL analogique est une bonne approximation pour des faibles valeurs
de BLT . On remarque cependant qu’il n’est plus possible d’utiliser cette approximation à
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partir de certaines valeurs de bande de boucle ou de temps d’intégration car les erreurs de
dimensionnement commises croient avec le produit BLT . En effet, en continuant d’utiliser
les expressions analogiques des coefficients pour des valeurs de BLT ne permettant plus l’ap-
proximation analogique, les pôles de la fonction de transfert en boucle fermée de la DPLL
ne seront plus exactement à la place souhaitée et vont donc modifier le comportement final
de la DPLL [61].
Pour remédier à ce problème, il faut calculer les valeurs des coefficients grâce au mo-
dèle numérique de la DPLL. Contrairement au cas analogique, il est difficile d’obtenir une
expression analytique des coefficients numériques en fonction de la valeur de la bande de
boucle imposée. C’est pourquoi en pratique, les valeurs des coefficients sont calculées nu-
mériquement en cherchant à placer les pôles de la fonction de transfert (2.45) de telle sorte
que la bande de boucle numérique calculée via (2.44) corresponde bien avec la valeur sou-
haitée. Une fois que les pôles sont correctement placés, il est possible de calculer les valeurs
numériques des coefficients grâce aux relations qu’ils existent entre ces derniers et les dif-
férents pôles [61]. Par la suite, lorsqu’on dimensionnera une DPLL, on utilisera les valeurs
numériques contenues dans les abaques de [61] pour les coefficients du filtre de boucle. La
figure 2.16 illustre la différence entre les valeurs des coefficients analogiques et celles des
coefficients numériques pour différentes valeurs de BLT . On voit bien sur cette figure que
pour des valeurs de BLT suffisamment grandes, les valeurs numériques des coefficients ne
peuvent plus être approchées par les valeurs analogiques.
Figure 2.16 – Ecarts entre les valeurs des coefficients analogiques et numériques pour une
DPLL d’ordre 1 et d’ordre 2
L’erreur en régime permanent enum∞ d’une DPLL est donnée par [62,66]
enum∞ = limz→1(1− z
−1)Hδφ(z)Φ(z), (2.46)
avec Hδφ(z) = δΦ(z)/Φ(z) la fonction de transfert numérique de la sortie du discriminateur
et Φ(z) la dynamique de phase suivie par la DPLL. Comme dans le cas de la PLL analogique,
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on étudie les erreurs en régime permanent pour différents types de dynamique d’entrée :
Φ1(z) =
α1










2(1− z−1)3 , (2.49)
avec α1, α2 et α3 les amplitudes des différentes dynamiques. Les différentes expressions des
erreurs en régime permanent pour des DPLL d’ordre 1, 2 et 3 sont données au tableau
2.4 [62]. On constate que les expressions numériques obtenues sont similaires à celles des
expressions analogiques données au tableau 2.3. La figure 2.17 illustre l’erreur relative entre
les valeurs d’erreurs en numérique et les valeurs en analogique. On constate qu’en numé-
rique, les poursuites ont des erreurs en régime permanent plus grandes qu’en analogique. Ce
résultat est la conséquence directe des différences qu’il existe entre les valeurs des coefficients
analogiques et numériques comme l’illustre la figure 2.16.




2 0 0 α3
Knum2
3 0 0 0
Table 2.4 – Expressions des erreurs en régime permanent pour des PLL numériques d’ordre
1, 2 et 3
2.2.4 Comportement en présence de bruit
En pratique, le signal reçu au niveau de la DPLL est entaché d’un bruit additif. Ainsi,
dans le cadre de l’étude de la DPLL en régime linéaire, le comportement global de la boucle
peut être obtenu en superposant la sortie de boucle associée au signal d’intérêt avec celle
associée au bruit (à conditions que la boucle fonctionne en régime linéaire).
Supposons maintenant que la phase en entrée de la DPLL soit affectée par un bruit que
l’on modélisera comme blanc, gaussien et additif. La phase reçue s’écrit alors :
φr = φ+ nφr , (2.50)
avec nφr le bruit de phase tel que
nφr ∼ N (0, σ2φr), (2.51)
et dont la densité spectrale est donnée par
Sφr(f) = N0. (2.52)
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Figure 2.17 – Ratio entre l’erreur en régime permanent analogique et l’erreur en régime
permanent numérique pour une boucle d’ordre 2
En sortie de boucle, l’estimation de phase sera également entachée d’un bruit d’estimation
nφˆ. En supposant dans un premier temps que la DPLL en régime linéaire a une structure
assimilable à la structure illustrée à la figure 2.5, la gaussiennité du bruit d’entrée est
conservée en sortie de boucle. La puissance du bruit en sortie de DPLL σ2
φˆ
est donnée,






|H(ei2pifTcorr)|2Sφr(f)df = 2BLN0. (2.53)
Sur la figure 2.18 est représentée la distribution théorique donnée par la variance calculée
en (2.53), ainsi que la distribution de la sortie de la boucle représentée à la figure 2.5 pour
laquelle on a mis en entrée un bruit blanc gaussien de densité spectrale N0. On constate
qu’il y a bien concordance entre la distribution théorique et la distribution observée. Il est
intéressant de noter que l’expression (2.53) de la puissance du bruit en sortie du modèle
linéaire de la DPLL est la même que celle obtenue dans le cas d’une PLL analogique [67].
L’expression (2.53) ne représente cependant qu’une première approximation de la puis-
sance du bruit en sortie de boucle. En effet, même si la DPLL fonctionne en régime linéaire,
les présences de l’étape de corrélation et du discriminateur vont changer l’expression de la
puissance du bruit en sortie de boucle. Pour une DPLL conventionnelle, la puissance du









L’expression (2.54) est obtenue en étudiant le bruit passant à travers une DPLL munie d’un
discriminateur de type Cross-product, mais reste cependant une très bonne approximation
pour des DPLL munies d’un autre type de discriminateur [5]. Pour s’en convaincre, la figure
2.19 représente la distribution de la sortie d’une DPLL (dont la structure est donnée à la
figure 2.3) munie d’un discriminateur de type Arctangent lorsqu’on lui injecte en entrée un
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Figure 2.18 – Répartition du bruit en sortie de boucle représentée à la figure 2.5
bruit blanc gaussien de densité spectrale N0. Sur cette figure est également représentée la
distribution théorique donnée par la variance calculée en (2.54). On constate qu’il y a bien
concordance entre la distribution observée et la distribution théorique.
Figure 2.19 – Répartition du bruit en sortie d’une DPLL opérant en régime linéaire avec
un discriminateur Arctangent
Que l’on utilise l’expression (2.53) ou l’expression (2.54) pour quantifier le bruit en
sortie de boucle, on remarque que la valeur de la puissance du bruit est proportionnelle à
la bande de boucle. Par conséquent, plus la bande de boucle sera faible, plus l’impact du
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bruit sur l’estimation de phase sera minimisé. La figure 2.20 donne la densité de probabilité
du bruit en sortie de DPLL pour différentes valeurs de bande de boucle. On constate bien
que la variance du bruit en sortie de boucle diminue avec l’augmentation de BL. Cette
observation contraste avec l’influence qu’a la bande de boucle sur le comportement et la
précision asymptotique de la PLL en absence de bruit. En effet, il a été vu dans les sections
2.2.2.3 et 2.2.3 que le temps de convergence ainsi que les valeurs des erreurs en régime
permanent sont inversement proportionnels à la bande de boucle. On comprend alors que
le choix de la valeur de la bande de boucle résulte d’un compromis entre la capacité de la
PLL à poursuivre des dynamiques de phase élevées et la capacité de la boucle à réduire la
puissance du bruit en sortie de boucle.
Figure 2.20 – Densités de probabilité du bruit de phase en sortie de DPLL pour diverses
valeurs de bande de boucle
2.2.5 Limite du modèle linéaire
Pour pouvoir étudier la DPLL dans son régime linéaire, nous avons supposé que l’erreur
d’estimation φr−φˆ était suffisamment faible pour que l’on puisse supposer que l’on se trouve
au niveau de la zone de linéarité du discriminateur. Selon les conditions de poursuite, il n’est
plus possible de supposer que la DPLL fonctionne en régime linéaire. En effet, à cause des
erreurs liées à la dynamique (dépassements, erreurs en régime permanent) et de la présence
du bruit de phase et surtout à cause de la périodicité des discriminateurs illustrée à la figure





= δφ[k] 6= φr − φˆ. (2.55)
Dans ces cas-là, le modèle linéaire de la boucle n’est plus applicable et il est alors possible
de voir apparaître un phénomène de saut de cycle au niveau de la poursuite de phase.
2.2.5.1 Le phénomène de saut de cycle
Le phénomène de saut de cycle est l’une des principales causes du manque de robustesse
au bruit des boucles à verrouillage de phase. L’origine de ce phénomène réside dans l’am-
biguïté existante lors de l’étape d’extraction de phase au niveau du discriminateur comme
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l’illustre la figure 2.4 où sont représentées les caractéristiques des discriminateurs de phase
donnés au tableau 2.1. Lors d’une poursuite de phase, la DPLL va chercher à atteindre un
état d’équilibre qui, à cause de la périodicité des discriminateurs, peut être atteint pour
différents points de fonctionnement. En effet, si on considère dans un premier temps tra-
vailler avec une DPLL d’ordre 1 munie d’un discriminateur Cross-Product (discriminateur
de type sinus) estimant la phase non bruitée d’une rampe d’amplitude α2, il est possible
d’écrire [69] :
e[k + 1]− e[k] = −Knum1 sin(e[k]) + α2, (2.56)
avec e[k] = φr[k]− φˆ[k] l’erreur d’estimation de phase et Knum1 le coefficient numérique du
filtre de boucle. Lorsque le régime permanent est atteint, on a
sin(e[k]) = δφ[k] = α2
Knum1
= enum∞ , (2.57)
qui se traduit par l’apparition de plusieurs points d’équilibre comme l’illustre la figure 2.21.
Si durant la poursuite la boucle quitte son équilibre à cause de perturbations sur la phase
à estimer, il faut alors considérer deux cas :
– si sin(e[k]) < enum∞ , alors la boucle va estimer la phase de telle sorte à augmenter
l’erreur d’estimation car, dans ce cas et d’après (2.56), on a e[k + 1]− e[k] > 0 ;
– si sin(e[k]) > enum∞ , alors la boucle va estimer la phase de telle sorte à diminuer l’erreur
d’estimation car, dans ce cas et d’après (2.56), on a e[k + 1]− e[k] < 0.
Ces deux conditions définissent donc, parmi les points d’équilibre de la boucle, des points
d’équilibre stables (avec des zones d’attraction associées à ces points) et des points d’équi-
libre instables comme l’illustre la figure 2.21. Lors de la poursuite, la DPLL va estimer la
phase de telle sorte à atteindre un point d’équilibre stable. Si durant cette poursuite, les
perturbations de phase sont suffisamment importantes, l’erreur d’estimation de phase peut
alors se retrouver dans la zone d’attraction d’un point d’équilibre stable situé à une ou
plusieurs périodes du point d’équilibre initial. Dans ce cas, la DPLL retrouve son équilibre
mais l’estimation de la phase en sortie de boucle est alors entachée d’un biais de phase
égal à la distance qui sépare le point d’équilibre initial du point d’équilibre atteint. C’est ce
phénomène que l’on appelle saut de cycle.
Pour les DPLL d’ordre supérieur, un raisonnement similaire au cas d’étude d’une boucle
d’ordre 1 peut également être effectué pour expliquer l’apparition des sauts de cycle [70].
La figure 2.22 illustre en détail l’apparition du phénomène de saut de cycle sur une
simulation de poursuite de phase. Dans ce scénario de poursuite, on utilise une DPLL
d’ordre 2 avec un discriminateur de type Arctangent qui a la plage de linéarité [−pi/2, pi/2],
et on cherche à estimer une rampe de phase non-bruitée. Le dimensionnement de la DPLL
est telle que, lors de la poursuite, l’erreur d’estimation dépasse la plage de linéarité du
discriminateur Arctangent. A ce moment-là, l’erreur estimée en sortie de discriminateur δφ
subit un saut qui va se traduire, au niveau de la poursuite, par un biais d’estimation sur le
reste de la poursuite. Le discriminateur étant de type Arctangent, le saut de cycle observé
est d’amplitude pi.
La simulation effectuée à la figure 2.22 donne l’exemple d’un saut de cycle provoqué par
une forte dynamique de phase. En pratique, lorsque le signal est bruité, des perturbations
liées au bruit de phase peuvent également créer des sauts de cycle. Contrairement aux sauts
liés à la dynamique, les temps d’apparition des sauts de cycle liés au bruit ne peuvent pas
être parfaitement déterminés. C’est pour cette raison que les études se focalisant sur les
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Figure 2.21 – Points d’équilibres stables et instables d’une DPLL d’ordre 1
Figure 2.22 – Illustration d’un saut de cycle lors d’une poursuite de phase
sauts de cycle lors d’une poursuite de phase bruitée sont essentiellement réalisées avec des
modèles statistiques du phénomène [71,72]. La figure 2.23 illustre par exemple la distribution
de l’erreur d’estimation de phase en sortie de boucle pour la poursuite d’une dynamique de
2 Hz+0.5 Hz/s par une DPLL d’ordre 2 à l’instant t = 7 s de poursuite. On peut constater
en observant cette distribution, que les modèles de performance établis pour des boucles en
régime linéaire ne peuvent plus s’appliquer en présence du phénomène de sauts de cycle.
En effet, la distribution observée ne s’apparente plus à une gausssiene comme pour le cas
linéaire, mais à une somme de gaussiennes associées aux différents modes de poursuite
répartis tous les kpi (la boucle étudiée est munie d’un discriminateur Arctangent).
Il est possible de constater sur la figure 2.23 que seuls les points d’équilibre de la poursuite
situés tous les kpi, avec k ≥ 0, sont représentés. Cette observation montre que le phénomène
de sauts de cycle, pour le scénario de poursuite considéré, produit majoritairement des
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Figure 2.23 – Distribution de l’erreur d’estimation de phase en sortie de DPLL en présence
de sauts de cycle
sauts de phase positifs. Cette tendance s’explique par l’ordre de la dynamique de phase qui,
pour une DPLL d’ordre 2, induit une erreur statique en régime permanent qui va favoriser
l’apparition des sauts de cycle positifs. En comparaison, il est montré dans [73] que, pour
une PLL d’ordre 1 suivant la phase bruitée d’une rampe d’amplitude α2, le ratio entre le
nombre de sauts de cycle positifs N+saut (la phase saute de −kpi) et le nombre de sauts de











Aux vues de la distribution donnée à la figure 2.23, il semble légitime de pouvoir considérer
qu’un comportement similaire puisse être observé pour une DPLL d’ordre 2 (ou d’ordre
supérieur) suivant une dynamique de type accélération (ou un ordre de dynamique plus
élevé). La simple observation de la distribution de l’erreur en sorite de boucle fournie donc
une information sur la robustesse d’une boucle pour un scénario de poursuite donné.
Certains travaux portant sur le phénomène de sauts de cycle se sont focalisés sur le
temps d’apparition du premier saut de cycle afin de quantifier les performances d’une boucle
[74–76]. Cette métrique de performance pourra donc, au même titre que l’observation de
la distribution de l’erreur en sortie de boucle, être utilisée pour quantifier la robustesse
d’une boucle par rapport à une autre lors des simulations numériques. Dans tous les cas, les
métriques de performances basées sur un modèle linéaire de la DPLL ne sont plus suffisantes
pour quantifier les performances de la boucle en présence de sauts de cycle.
2.2.5.2 Développement de phase au sein de la DPLL
Il a été vu dans la section 2.2.5.1 que la périodicité des discriminateurs de phase implé-
mentés au sein des PLL induit des sauts de cycle au niveau de la poursuite. Pour détecter
et corriger ces biais de phase, il est possible de trouver dans la littérature des structures de
DPLL dans lesquelles il a été ajouté en sortie de discriminateur un bloc de développement
de phase comme illustré à la figure 2.24. On supposera par la suite que le discriminateur
utilisé est de type Arctangent avec la plage de linéarité [−pi/2, pi/2].
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Figure 2.24 – Structure de DPLL munie d’un bloc de développement de phase en sortie
de discriminateur
La méthode implémentée dans le bloc de développement de phase est basée sur des
techniques de détection par seuillage [77]. Plus précisément, au niveau du bloc de dévelop-
pement, l’erreur de phase en sortie du discriminateur à l’instant k est comparée avec celle
de l’instant k − 1. Si l’écart entre les deux sorties de discriminateur est supérieur à pi/2, on
ajoute ou on retranche pi à la dernière valeur du discriminateur pour compenser les sauts
de cycle qui se sont potentiellement produits entre l’instant k − 1 et l’instant k.
En notant δφUW l’erreur d’estimation de phase développée, l’équation régissant le bloc
de développement de phase est donnée par :







− pi2 . (2.60)
Afin de comprendre le fonctionnement du bloc, la figure 2.25 illustre deux simulations
de poursuite de phase sans bruit : la première réalisée avec une DPLL conventionnelle et
la seconde réalisée avec une DPLL munie du bloc de développement de phase. Pour cette
simulation, la bande de boucle est intentionnellement choisie petite face à la dynamique
de phase à suivre afin de provoquer facilement des sauts de phase. Dans cet exemple, la
dynamique à suivre est une rampe de fréquence ; la boucle étant d’ordre 1, l’écart en régime
permanent ne cesse de croître avec le temps. Au bout d’un certain temps de poursuite,
l’erreur d’estimation dépasse la valeur pi/2 et il se produit alors une série de sauts de cycle.
Avec la DPLL munie du bloc à développement de phase, on voit que les divers sauts de
cycle sont totalement compensés et que la poursuite se déroule normalement.
La technique de développement de phase définie à l’équation (2.59) présente cependant
un défaut majeur en présence de bruit. En effet, la fonction Jpi(x) définie à l’équation (2.60)
est une fonction de seuillage non-linéaire. Couplée au bruit de phase, cette nature non-
linéaire va, lors de la poursuite, créer des fausses détections qui vont alors se traduire par
l’apparition de sauts de cycle provoqués par une compensation à tort des écarts dus au
bruit. Ce manque de robustesse au bruit est illustré à la figure 2.26 où cent poursuites de
phase bruitées sont réalisées avec une DPLL conventionnelle et une DPLL munie du bloc
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Figure 2.25 – Illustration du fonctionnement du système de développement de phase en
sortie du discriminateur lors d’une poursuite non bruitée
à développement de phase. Dans cette simulation, la bande de boucle est choisie suffisam-
ment grande pour que la dynamique à suivre ne provoque pas de sauts de cycle. Malgré ce
dimensionnement, on voit sur la figure 2.26 que, contrairement au cas de la DPLL conven-
tionnelle où aucun saut n’est présent, les poursuites réalisées avec la DPLL munie du bloc de
développement de phase présentent de nombreux sauts de cycle provoqués à tort par le bruit.
Pour pallier à ce problème, il est possible de réduire l’impact des erreurs de détection
dues au bruit en ajoutant un gain correctif K en sortie de la fonction en dent de scie Jpi(.)
comme illustré à la figure 3.1 [78].
L’ajout du gain K va modifier le comportement du bloc de développement et modifier le
comportement asymptotique de la DPLL. Pour comprendre quel sera l’impact de la valeur du
gain K sur la sortie du bloc de développement, il nous faut étudier la réponse impulsionnelle
et la réponse fréquentielle de ce dernier. Pour ce faire, on suppose que le régime permanent est
établi et que la PLL fonctionne en régime linéaire. Comme on travaille avec un discriminateur
de type Arctangent, on suppose que :
− pi2 < δφ[k]− δφUW [k − 1] <
pi
2 . (2.61)
Par conséquent, on a :
Jpi(δφ[k]− δφUW [k − 1]) = δφ[k]− δφUW [k − 1], (2.62)
et on peut écrire :
δφUW [k] = δφUW [k − 1] +K × (δφ[k]− δφUW [k − 1]), (2.63)
= (1−K)δφUW [k − 1] +Kδφ[k]. (2.64)
La fonction de transfert B(z) du bloc de développement de phase en régime linéaire associée
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Figure 2.26 – Illustration du manque de robustesse au bruit de la DPLL munie d’un
système à développement de phase basé sur des techniques de détection de saut de cycle
par seuillage
Figure 2.27 – Structure du bloc de développement de phase muni d’un gain correctif K
à l’équation (2.64) est donnée par :
B(z) = K1− z−1(1−K) . (2.65)
Pour assurer la stabilité du bloc de développement de phase, le gain correctif est choisi tel
que K < 1. En développant l’équation (2.64), on peut écrire :




avec δφUW [−1] la valeur initiale du bloc de développement de phase qui est considérée nulle.
D’après l’équation (2.66), la réponse impulsionnelle du système est :
b(k) = K(1−K)ku(k) (2.67)
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Les réponses impulsionnelles et fréquentielles du système sont données à la figure 2.28
pour différentes valeurs de K. On constate qu’en présence du gain K, le bloc de développe-
ment de phase va se comporter comme un filtre passe-bas dont la bande passante diminue
avec la valeur de K. L’ajout du gain K en sortie de la fonction Jpi(.) va modifier la réponse
Figure 2.28 – Réponse impulsionnelle et fréquentielle de bloc de développement de phase
en fonction du gain K
impulsionnelle de la DPLL et va donc modifier sa précision asymptotique. Pour conserver
les caractéristiques de la boucle de poursuite initialement dimensionnée, il est possible de
placer en cascade du bloc de développement de phase un nouveau filtre linéaire dont la fonc-
tion de transfert est B−1(z) [79]. La structure de développement résultante est présentée
à la figure 2.29. Pour apprécier l’influence de la valeur du gain correctif sur la robustesse
Figure 2.29 – Structure finale du bloc de développement de phase
au bruit du bloc de développement de phase, on réalise cent poursuites de phases bruitées
avec une DPLL munie du bloc de développement de phase avec diverses valeurs de K. Les
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résultats sont donnés à la figure 2.30. Tout comme la simulation précédente, les DPLL sont
dimensionnées de telle sorte qu’il n’y ait pas de sauts de cycle dus à la dynamique. On voit
sur la figure que plus le gain est petit, plus le nombre de sauts de cycle provoqués à tort par
le bruit de phase diminue et que le bloc devient de plus en plus robuste au bruit.
Figure 2.30 – Influence du paramètre K sur le comportement en régime bruité du bloc de
développement de phase en sortie du discriminateur
Bien que la figure 2.30 semble montrer que grâce à l’ajout du gain K la méthode de
développement de phase par technique de seuillage semble être une bonne solution pour
corriger les sauts de cycle, cette approche de développement de phase est cependant instable
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pour des forts niveaux de bruit. La figure 2.31 illustre de nouveau cent poursuites de phase
dans les même conditions que la figure 2.30 mis à part le fait que cette fois-ci, le niveau de
bruit est tel que C/N0 = 20 dBHz. On voit clairement sur cette figure que les poursuites
affichent des décrochages prononcés. Ce comprtement montre donc que, malgrè la présence
du gainK, la technique de développement de phase est une technique instable et peu robuste
au bruit.
Figure 2.31 – Illustration de l’instabilité en régime bruité du bloc de développement de
phase en sortie du discriminateur
2.3 Poursuite de phase d’un signal multifréquence
La diversité en fréquence des signaux de navigation est un atout pour les algorithmes de
poursuite et de positionnement. Bien qu’actuellement les utilisateurs disposent essentielle-
ment du signal bi-fréquence L1/L2, l’arrivée du système Galileo et la modernisation du GPS
offriront un large panel de signaux multifréquence.
La poursuite des signaux multifréquence est un processus plus complexe que la poursuite
mono-fréquence car, en plus de devoir combiner l’information de phase commune portée par
les différentes porteuses, les algorithmes de poursuite doivent tenir compte des biais pro-
voqués par les perturbations atmosphériques qu’il existe entre les différentes phases. Cette
section donne un aperçu des différents aspects d’une poursuite de phase multifréquence.
2.3.1 Proportionnalités des phases Doppler
La fréquence Doppler d’un signal de navigation est fonction de la fréquence porteuse du
signal en question et du mouvement relatif entre le satellite émetteur et l’utilisateur. En





Dans le cas d’un signal multifréquence, plusieurs porteuses sont émises par le même satellite.
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avec fp,i et fp,j deux fréquences porteuses du signal multifréquence. On constate donc que les
différentes fréquences Doppler d’un signal multifréquence sont proportionnelles entre elles.
Les phases Doppler associées à ces fréquences φd,i = 2pifd,it sont elles aussi liées par la





2.3.2 Déphasage dus aux effets atmosphériques
Lors de la propagation d’un signal de navigation, l’atmosphère (plus particulièrement
l’ionosphère et la troposphère) induit un retard de propagation qui dépend de la fréquence
du signal. Dans le cas d’un signal multifréquence, la traversée de l’atmosphère va induire
des biais entre les différentes phases porteuses du signal.
2.3.2.1 Les effets ionosphériques
L’ionosphère est une couche de l’atmosphère qui a la propriété d’être un milieu dispersif.
Plus précisément, tout signal sinusoïdal traversant l’ionosphère a une vitesse de propagation
qui dépend de sa fréquence. Dans le cas de l’ionosphère, l’équation de propagation est donnée
par [81] :
ω2 = c2k2 + ω2iono, (2.71)
avec ω = 2pif la pulsation du signal, k le nombre d’onde et ωiono = 2pifiono la pulsation





avec Ne la densité électronique de l’ionosphère exprimée en (e−/m3). La vitesse de phase





























On voit, grâce à l’équation (2.75), que l’indice de réfraction ionosphérique dépend de la
fréquence du signal qui se propage. Par conséquent, la distance parcourue par ce signal au
sein de l’ionosphère est également fonction de la fréquence de ce dernier. Le délai ionosphé-
rique induit sur le signal lors de sa propagation s’obtient alors en différenciant la distance
parcourue par le signal dans l’ionosphère et la distance Euclidienne théorique. Si on note
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Le déphasage ionosphérique ∆Iφ s’exprime finalement par [85] :




D’après l’équation (2.80), le retard de phase induit sur le signal par la traversée de l’iono-
sphère dépend donc de la fréquence du signal mais aussi de l’état électronique de l’ionosphère.
Dans le cas d’un signal multifréquence et d’après l’équation (2.80), la traversée de la
ionosphère va induire des déphasages au niveau des différentes porteuses du signal. Si on note
par fp,i et fp,j deux porteuses du signal multifréquence, on a alors la relation suivante [80] :




On constate que les déphasages sur chacune des porteuses ne sont pas égaux. Les algorithmes
de navigation doivent donc prendre en compte le déphasage induit par l’ionosphère lors de
la poursuite du signal multifréquence si on souhaite exploiter pleinement la diversité en
fréquence.
2.3.2.2 Les effets troposphériques
La troposphère est également une couche atmosphérique contribuant à retarder le signal
de navigation lors de sa propagation. Cependant, contrairement à l’ionosphère, cette couche
atmosphérique n’est pas un milieu dispersif. En effet, le retard en seconde induit par la









avec ntrop l’indice de réfraction de l’atmosphère et Ntrop la réfractivité donnée par :
Ntrop = 106(ntrop − 1). (2.83)
La réfractivité peut s’écrire en fonction de la pression partielle de l’air, de la pression partielle
de la vapeur d’eau, de la température atmosphérique et est indépendante de la fréquence
du signal traversant la troposphère [86,87]. Le retard troposphérique n’est donc pas critique
pour la poursuite de phase des signaux de navigation multifréquence. Pour la porteuse fp,i,
le déphasage troposphérique ∆Tφ,i est donné par
∆Tφ,i = 2pifp,i∆T. (2.84)
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2.3.3 Les structures de poursuite de phase multifréquence
L’utilisation des signaux multifréquence offre une diversité en fréquence bénéfique aux
algorithmes de poursuite de phase. Pour un signal multifréquence émis par un même satel-
lite, une information de phase commune peut être observée sur les différentes observations
de phase associée aux différentes porteuses du signal.
L’observation de phase (i.e., la phase estimée par la poursuite de phase) associée à la
porteuse fp,i est donnée par [88] :
φˆi = ∆φi + ∆Hi + ∆Iφ,i + ∆Tφ,i + ∆Ni + φ,i, (2.86)
avec ∆φi le déphasage lié à la distance géométrique satellite/utilisateur défini à léquation
(1.39), ∆Hi = 2pifp,i(δhr − δhs) l’erreur de phase liée au biais d’horloge, ∆Iφ,i les pertur-
bations ionosphériques, ∆Tφ,i la perturbation troposphérique, ∆Ni l’ambiguïté de phase et
les sauts de cycle et φ,i le bruit d’estimation de phase. Il a été vu dans la section 2.3.2 que
les retards atmosphériques d’un signal multifréquence sont liés par des relations de propor-
tionnalité faisant intervenir les ratios des différentes porteuses. Ainsi, si on travaille sur un
signal bifréquence, on a le système d’équation suivant :




(∆φ1 + ∆H1 + ∆Tφ,1) +
fp,1
fp,2
∆Iφ,1 + ∆N2 + φ,2. (2.88)
On constate alors sur le système d’observation de phase que, pour un signal multifréquence,
il n’est pas possible d’exploiter directement la relation de proportionnalité théorique des
observations de phase à cause de la présence des retards ionosphériques qui ne respectent
pas cette relation (les retards ionosphériques sont inversement proportionnels à la fréquence
porteuse). Pour pouvoir profiter de la redondance de l’information de distance présente
dans les observations de phase, les perturbations ionosphériques doivent être estimées pour
pouvoir être corrigées. Comme il a été vu à la section 2.3.2.1, les retards ionosphériques sont








On voit alors, d’après l’équation (2.89), que la seule connaissance du TEC permet de com-
penser la contribution des effets ionosphériques pour un signal multifréquence issu d’un
même satellite. Malheureusement, il est difficile d’avoir une parfaite connaissance du TEC.
En effet, les modèles mathématiques existant permettent de compenser uniquement 50% du
retard ionosphérique [89]. Le TEC doit par conséquent être estimé si l’on souhaite pouvoir
exploiter la diversité en fréquence d’un signal de navigation. Une des méthodes d’estimation
du TEC consiste à utiliser les observations de phase obtenues sur les deux porteuses. D’après
les diverses relations de proportionnalité (2.89), l’estimation du TEC peut être effectuée par
la combinaison des observations de phase [90]. L’estimation ainsi obtenue est cependant
biaisée à cause des sauts de cycle et des ambiguïtés de phase présents dans les observations.
Néanmoins, l’estimation du TEC via la combinaison linéaire des observations reste possible
à condition d’utiliser également les observations de pseudo-distance afin d’éliminer ces pro-
blèmes d’ambiguïté [91]. Il est également possible d’estimer le TEC lors de la poursuite de
phase grâce à des méthodes de poursuite vectorielle ou des méthodes de filtrage de Kalman.
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La valeur du TEC est alors considérée comme une inconnue à estimer au cours du temps
qui sera incluse dans l’équation d’état du système [50].
Malgré la nature scalaire des boucles à verrouillage de phase, il est possible d’effectuer
des poursuites de phase multifréquence grâce des DPLL. Les structures globales de poursuite
sont alors composées de plusieurs boucles poursuivant les différentes phases porteuses avec
des systèmes d’assistance entre les différentes boucles. Tout comme les diverses méthodes de
poursuite de phase multifréquence, les structures de poursuite utilisant des DPLL utilisent
les différentes relations de proportionnalité liant les observations de phase.
La première idée pour combiner les DPLL est d’utiliser la relation théorique de propor-
tionnalité (2.70) qui lie les phases Doppler d’un signal multifréquence. En exploitant cette
relation, il est possible d’implémenter la structure illustrée à la figure 2.32. La structure
est composée d’une DPLL suivant la phase porteuse numéro 1 et d’une structure en boucle
ouverte qui estime la phase de la porteuse numéro 2 grâce à l’estimation de phase de la pre-
mière porteuse [92, 93]. L’utilisation d’une structure ouverte pour l’estimation de la phase
de la porteuse numéro 2 permet de réduire la complexité de l’architecture de poursuite mais
implique que la porteuse numéro 1 soit la porteuse la plus fiable [93]. La structure présentée
Figure 2.32 – Poursuite de phase bifréquence par PLL par assistance de phase [92]
à la figure 2.32 ne permet cependant pas d’estimer correctement la phase φ2 en présence de
retard ionosphérique. En effet, en plus des problèmes liés à la présence des sauts de cycle,
les retards ionosphériques présents sur chacune des porteuses ne permettent pas de lier les
observations de phase par une simple relation de proportionnalité comme on peut le consta-
ter sur les équations (2.87) et (2.88). Pour s’en convaincre, la figure 2.33 illustre les sorties
de discriminateur ainsi que les voies I et Q du produit de corrélation, pour une poursuite
de rampe de phase bifréquence avec un retard ionosphérique relatif constant entre les deux
porteuses de 0.5 rad (les DPLL sont d’ordre 2). A cause de ce retard, on constate que la
sortie du discriminateur de la seconde porteuse ne converge pas vers 0 comme espéré (il en
est de même avec la voie Q du produit de corrélation qui n’est pas nulle).
Pour remédier à ce problème et implémenter une structure toujours basée sur un système
d’assistance, il faut lier les DPLL entres-elles au niveau de la sortie du filtre de boucle [92,93].
La structure résultante, construite à partir de deux DPLL, est donnée à la figure 2.34.
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Figure 2.33 – Observations de la sortie du discriminateur et des voies I et Q du produit de
corrélation pour une DPLL bifréquence assistée en phase en présence de retard ionosphérique
Contrairement à la structure donnée à la figure 2.32, cette nouvelle structure de poursuite
Figure 2.34 – Poursuite de phase bifréquence par PLL assistée en fréquence [92]
multifréquence permet de passer outre les problèmes de déphasage liés à la ionosphère comme
l’illustre la figure 2.35, où sont illustrés les sorties de discriminateur ainsi que les voies I et Q
du produit de corrélation pour la poursuite bifréquence d’une rampe de phase avec un retard
ionosphérique relatif constant entre les deux porteuses de 0.5 rad. On voit, contrairement
au cas de la figure 2.33, que la sortie du discriminateur associée à la seconde porteuse tend
bien vers 0 et que le produit de corrélation entre le signal émit et la réplique locale est
bien réel. La structure illustrée à la figure 2.34 permet donc de passer outre les problèmes
de retards ionosphériques car, contrairement à la structure illustrée à la figure 2.32 qui
lie les sorties de discriminateur, l’assistance entre les DPLL s’effectue en sortie du filtre.
En effet, comme les observations de sortie de filtre sont des observations de fréquence, ces
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Figure 2.35 – Observations de la sortie du discriminateur et des voies I et Q du pro-
duit de corrélation pour une DPLL bifréquence assistée en fréquence en présence de retard
ionosphérique
dernières sont uniquement affectées par les fluctuations du taux d’électron de l’ionosphère
qui, en conditions non critiques, sont généralement suffisamment faibles pour pouvoir être





ce qui valide la structure illustrée à la figure 2.34. On notera que, comme le système de
DPLL assistée en phase, le système d’assistance en fréquence s’opère de la porteuse 1 vers
la porteuse 2. Cela qui implique de nouveau que la porteuse 1 soit la porteuse la plus fiable.
2.4 Bilan
La poursuite de phase est un processus complexe qui peut être réalisé par diverses mé-
thodes de poursuite. De toutes ces structures, nous nous sommes intéressés à la boucle à
verrouillage de phase numérique. Cet outil de poursuite, réalisant un asservissement sur la
phase porteuse du signal de navigation à la réception, est facilement dimensionnable et peut
être étudié par des modèles linéaires, permettant ainsi de comprendre facilement les divers
mécanismes et problèmes rencontrés lors d’une poursuite de phase.
Parmi ces problèmes, le phénomène de sauts de cycle est un des aspects de la poursuite de
phase qui limite son utilisation en environnement dégradé. Ce comportement non-linéaire
de la boucle, dû à une forte dynamique de phase ou à un fort niveau de bruit, va ponctuel-
lement biaiser l’estimation de phase et peut même faire décrocher la poursuite si les sauts
de cycles sont trop fréquents ou trop importants. Des méthodes de développement de phase
basées sur des techniques de détection par seuillage peuvent être mises en place au niveau
de la DPLL afin de corriger les sauts de cycle. Malheureusement, ces méthodes sont peu
robustes en environnements dégradés du fait de leur nature non-linéaire.
Un autre aspect primordial de la poursuite de phase est la poursuite des signaux de naviga-
tion multifréquence. En effet, pour un signal multifréquence émis par un même satellite, une
information de phase commune peut être extraite des différentes estimations de phase réa-
lisées sur chacune des porteuses du signal. L’utilisation de signaux multifréquence nécessite
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cependant de tenir compte des déphasages qu’il existe entre les différentes phases porteuses
provoqués par la traversée du signal au travers de l’ionosphère et la troposphère. Malgré les
modèles mathématiques existant, il est difficile de corriger ces déphasages et les poursuites
de phase multifréquence doivent tenir compte de ces perturbations en les estimant au même
titre que la phase soit par des combinaisons d’observation de phase soit par des structures de
poursuite vectorielle. On a cependant vu qu’il était possible, malgré leurs natures scalaires,
de réaliser une poursuite de phase multifréquence grâce à un système d’assistance entre les
boucles au niveau des filtres de boucle.
Dans la suite on s’intéressera donc à la poursuite de phase multifréquence réalisée par des
DPLL en environnements dégradés. Dans un premier temps, on raisonnera en mode de pour-
suite monofréquence afin de modifier la structure conventionnelle de la DPLL pour la rendre
plus robuste au phénomène de sauts de cycle. Puis, on adaptera la structure développée aux
signaux multifréquence afin d’en améliorer sa robustesse. Pour finir, on proposera une nou-
velle structure de poursuite de phase multifréquence basée sur une approche d’estimation
de phase bayésienne. Dans les deux cas d’étude de poursuite multifréquence, nous suppose-
rons que l’ensemble des effets ionosphériques affectant les diverses fréquences porteuses sont
parfaitement corrigés. Bien qu’en pratique cette hypothèse n’est pas réalisable, elle va nous
permettre dans un premier temps de nous focaliser sur la diversité en fréquence d’un signal




Systèmes de développement de phase
monofréquence pour DPLL
Les sauts de cycle se produisant au sein d’une boucle de phase sont un phénomène nui-
sible dans le sens où, si ces derniers sont trop fréquents, l’estimation de phase fournie par
la DPLL n’est plus viable pour les algorithmes de positionnement opérant en aval de la
poursuite. Il existe des méthodes de développement de phase placées en sortie du discrimi-
nateur qui permettent de corriger les sauts de cycle grâce à des techniques de seuillage. Ces
méthodes sont cependant peu efficaces en présence de bruit de par la nature non-linéaire
des fonctions qu’elles utilisent. Pour pouvoir réduire les sauts de cycle au sein de la PLL en
environnement dégradé, il est nécessaire de développer des méthodes de développement de
phase basées sur des techniques autres que celles utilisées par les algorithmes existants.
Dans ce chapitre, nous allons proposer des méthodes de développement de phase basées
sur une technique de prédiction de phase par régression linéaire. Ces méthodes, ayant pour
but de réduire la dynamique de phase estimée par le discriminateur, analysent les sorties
du discriminateur ou les sorties du filtre de boucle afin de prédire et de pré-compenser la
prochaine erreur d’estimation de phase en sortie du discriminateur. Après avoir détaillé les
algorithmes développés, une étude de performance est réalisée afin de quantifier la robus-
tesse au bruit et aux sauts de cycle des DPLL dotées de ces algorithmes de développement
de phase. L’ensemble des travaux relatifs au développement de ces nouvelles méthodes de
poursuite ont fait l’objet d’une participation à la conférence ION GNSS 2012 [1].
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CHAPITRE 3. SYSTÈMES DE DÉVELOPPEMENT DE PHASE MONOFRÉQUENCE POUR DPLL
3.1 Développement de phase par prédiction de la sor-
tie du discriminateur
Dans cette section, nous allons présenter deux nouvelles structures de DPLL munies de
systèmes de développement de phase visant à réduire la dynamique de phase au niveau du
discriminateur afin d’éviter l’apparition du phénomène de saut de cycle.
3.1.1 Développement de phase par prédiction polynomiale
La méthode de développement de phase décrite dans la section 2.2.5.2 est, en plus d’être
une méthode basée sur des techniques de seuillage non-linéaires, une méthode ponctuelle
dans le sens où, à l’instant k, seule l’information de phase à l’instant k − 1 est nécessaire
pour la détection et la compensation des sauts de cycle. En présence de bruit, ce mode de
fonctionnement est peu robuste car travailler avec seulement deux observations en régime
bruité n’est pas représentatif de l’aspect général que peut avoir la poursuite de phase. Une
approche plus globale visant à travailler sur le comportement moyen de la poursuite est
donc préférable.
Une technique de développement de phase (élaborée dans un contexte générale de déve-
loppement de phase) n’utilisant pas de fonction de seuillage mais basée sur l’utilisation de
plusieurs observations est donnée dans [94]. Cette méthode repose sur un système de prédic-
tion et de pré-compensation de phase qui a pour but d’éviter les sauts de cycle plutôt que de
les corriger. Plus précisément, supposons que l’on dispose des observations x[k] suivantes :
x[k] = A[k]ei(ψ[k]+υ[k]), (3.1)
avec A[k] ≈ A l’amplitude de x[k] qui sera supposée constante, ψ[k] la phase d’intérêt
que l’on souhaite estimer et υ[k] le bruit de phase. Pour extraire la phase des observations
x[k] et avoir une estimation ψˆ[k] de la phase d’intérêt, on suppose également disposer d’un








L’estimation de phase donnée par l’équation (3.2) est de manière évidente non-développée
de par la nature périodique du discriminateur.
Pour pouvoir obtenir une estimation développée ψˆUW [k] de la phase d’intérêt à l’ins-
tant k, une prédiction de cette dernière est réalisée grâce à l’analyse de la phase d’intérêt




pm(kT )m + υ[k], (3.3)
avec ψUW la phase d’intérêt développée, T le temps d’échantillonnage des observations, pm
les coefficients polynomiaux du modèle d’analyse et υ[k] la composante de bruit. Grâce à ce
modèle et en ayant à disposition le vecteur d’observations
ψˆUW [k] =
[




CHAPITRE 3. SYSTÈMES DE DÉVELOPPEMENT DE PHASE MONOFRÉQUENCE POUR DPLL
il est possible d’écrire le système suivant :
ψˆUW [k] = Gkp+ υ, (3.5)
avec υT = [υ[0]...υ[k]] le vecteur bruit, pT = [p0, p1, ..., pM ] les coefficients polynomiaux du
modèle d’analyse et Gk la matrice de dimension (k + 1)× (M + 1) telle que :
Gk =

1 0 0 · · · 0
1 T T 2 · · · TM
... ... ... ...
1 kT (kT )2 · · · (kT )M
 . (3.6)
L’estimation par les moindres carrés des coefficients polynomiaux à l’instant k est donnée
par le problème de minimisation suivant
pˆ[k] = arg min
p
‖Gkp− ψˆUW [k]‖22, (3.7)





GTk ψˆUW [k]. (3.8)
Grâce à l’estimation des coefficients polynomiaux, il est possible, via le modèle d’analyse
(3.3), d’obtenir la prédiction de phase suivante
ψˆUW [k + 1|k, k − 1, . . .] =
not.
ψˆUW [k + 1|k] = gk+1pˆ[k], (3.9)
avec
gk+1 = [1 (k + 1)T ((k + 1)T )2 · · · ((k + 1)T )M ]. (3.10)
L’estimation de la phase développée à l’instant k + 1 est obtenue en utilisant la prédiction
de phase de la sorte
ψˆUW [k + 1] = D
(
x[k + 1]e−iψˆUW [k+1|k]
)
+ ψˆUW [k + 1|k]. (3.11)
L’équation (3.11) résume le procédé de développement de phase représenté schématique-
ment à la figure 3.1 : si on dispose d’une connaissance a priori de la phase à l’instant k, il est
possible de la pré-compenser au niveau du discriminateur afin de réduire la phase à estimer
par ce dernier et éviter l’apparition de sauts de cycle. Il faut noter que le fonctionnement
de cette méthode de développement de phase repose sur l’hypothèse que
|ψˆUW [k|k − 1]− ψ[k]| < pi/2. (3.12)
La prédiction de phase doit donc être suffisamment précise pour que l’erreur de prédiction
commise soit totalement estimable par le discriminateur Arctangent sous peine de voir se
produire des sauts de cycle.
En pratique, pour éviter d’effectuer des calculs matriciels trop importants dus au fait que
le vecteur d’observation ψˆUW grandit au cours du temps, l’estimation (3.8) des coefficients
polynomiaux se réalise grâce à l’algorithme des moindres carrés récursifs. Ainsi, l’estimation
des coefficients est donnée par l’algorithme récursif suivant [94,95] :
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Figure 3.1 – Schéma bloc de la méthode de développement de phase par prédiction et
pré-compensation de phase
INITIALISATION (k = Ninit − 1)
Soit Ninit ∈ N∗, avec Ninit ≥ M + 1, le nombre de données que l’on se fixe pour établir la
première estimation des coefficients polynomiaux. La première estimation des coefficients
est donnée par




GTNinit−1ψˆ[Ninit − 1]. (3.13)
avec ψˆ[Ninit − 1] = [ψˆ[0], ψˆ[1], . . . , ψˆ[Ninit − 1]]T le vecteur des observations de phase non-
développées. Pour l’initialisation, on est obligé d’utiliser les données non-développées pour
estimer les coefficients polynomiaux. Par conséquent, si des sauts de cycle se produisent
sur les Ninit premières observations, des erreurs de prédiction seront observées au niveau
des estimations des coefficients et se traduiront par une erreur de prédiction de la sortie du
discriminateur. L’étape d’initialisation est donc une étape critique de l’algorithme.
ITERATIONS(k ≥ Ninit)
1-Prédiction de la phase
ψˆUW [k + 1|k] = gk+1pˆ[k], (3.14)
2-Développement de phase
ψˆUW [k + 1] = D
(
x[k + 1]e−jψˆUW [k+1|k]
)
+ ψˆUW [k + 1|k] (3.15)
3-Mise à jour de l’estimation des coefficients polynomiaux
pˆ[k + 1] = pˆ[k] + Ck+1
(
ψˆUW [k + 1]− ψˆUW [k + 1|k]
)
(3.16)





1 + gk+1P kgTk+1
(3.17)
où P k est la matrice de covariance de l’erreur de taille (M + 1)× (M + 1) donnée par
P k+1 = (I −Ck+1gk+1)P k (3.18)
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3.1.2 Prédiction de la sortie du discriminateur par analyse des
observations de ce dernier via les moindres carrés récursifs
pondéres
Dans cette section, nous allons adapter l’algorithme de développement de phase présenté
dans la section 3.1.1 à la structure d’une DPLL afin d’élaborer une nouvelle structure de
poursuite. Les sauts de cycle se produisant au niveau du discriminateur, l’algorithme sera
logiquement implémenté au niveau de ce dernier. Plus précisément, une prédiction de la
future sortie du discriminateur sera effectuée afin de la pré-compenser au niveau de la
génération de la réplique locale. Le but étant que l’erreur d’estimation de phase reste dans
la plage de linéarité du discriminateur afin d’éviter les sauts de cycle. Tout comme pour
la structure de développement de phase présentée à la section 2.2.5.2, un gain correctif K
est placé en sortie de prédiction afin de réduire l’impact du bruit. La nouvelle structure de
DPLL est donnée à la figure 3.2.
Figure 3.2 – Structure de DPLL munie d’un système de développement de phase analysant
les sorties de discriminateur
Comparée à la structure de développement de phase présentée à la section 2.2.5.2, cette
structure évite d’utiliser des fonctions de seuillage non-linéaires pour corriger les sauts de
cycle lors de la poursuite. Cette configuration permet également une possible correction
naturelle de l’erreur de prédiction par le discriminateur, à condition que cette dernière ne
soit pas trop importante. Elle permet également de rendre la boucle plus robuste au bruit
en permettant, grâce à la pré-compensation de la dynamique au niveau du discriminateur,
de réduire la bande de boucle de la DPLL sans avoir de problèmes liés à la dynamique de
phase à poursuivre.
3.1.2.1 Modèle d’analyse de la sortie de discriminateur
Pour pouvoir adapter l’algorithme de développement de phase donné dans [94] au niveau
du discriminateur, un modèle d’analyse de l’erreur d’estimation de phase estimée par ce
dernier doit être établi si l’on souhaite pouvoir en prédire la prochaine observation. Comme
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am(kTcorr)m + nδφ[k] (3.19)
avec δφUW la sortie développée du discriminateur, {a0, a1, . . . , aM} les coefficients polyno-
miaux que l’on cherchera à estimer et nδφ le bruit en sortie du discriminateur. L’algorithme
d’estimation des coefficients est décrit dans le paragraphe suivant.
3.1.2.2 Prédiction et pré-compensation de la sortie discriminateur
Grâce au modèle d’analyse donné à l’équation (3.19), il est possible d’appliquer l’algo-
rithme récursif présenté à la section 3.1.1 dans le but de prédire et pré-compenser la sortie
du discriminateur afin de réduire l’apparition des sauts de cycle.
Dans le cas d’une poursuite de phase d’un signal GNSS, la dynamique de phase en entrée
de la DPLL évolue au cours du temps. Pour pouvoir tenir compte des différentes variations
de la dynamique de phase lors de la mise à jour de l’estimation des coefficients polynomiaux
am, l’algorithme des moindres carrés récursifs utilisé dans la section 3.1.1 est remplacé par
l’algorithme des moindres carrés récursifs pondérés, aussi appelé WRLS (Weighted Recursive
Least Squares). La pondération des observations s’effectuera grâce à un coefficient d’oubli
γ choisi tel que γ < 1. Dans le cadre d’une estimation classique par les moindres carrés






avec aˆ[k] = [aˆ0[k], . . . , aˆM [k]]T le vecteur d’estimation des coefficients polynomiaux à l’ins-
tant k, δφUW [k] = [δφUW [0], . . . , δφUW [k]]T le vecteur des observations de la sortie dévelop-
pée du discriminateur et R[k] la matrice de pondération définie par
R[k] =

1 0 · · · 0
0 γ ...
... . . . 0
0 · · · 0 γk
 . (3.21)
Le facteur d’oubli γ permet donc de donner plus d’importance aux dernières observations et
de rendre négligeable l’apport des anciennes observations dans l’estimation des coefficients
du modèle d’analyse. Grâce à cette pondération, les variations de dynamique pourront bien
être prises en compte et les diverses observations fortement bruitées ou comportant des sauts
de cycle pourront être négligées au bout d’un certain temps, évitant ainsi d’accumuler ces
perturbations.
En tenant compte du facteur d’oubli γ, l’algorithme récursif de prédiction et de pré-
compensation de la sortie du discriminateur est le suivant [95] :
INITIALISATION (k = Ninit − 1)
Soit Ninit ∈ N∗, avec Ninit ≥M + 1, le nombre d’observations de la sortie du discriminateur
que l’on se fixe pour établir la première estimation des coefficients polynomiaux. La première
estimation des coefficients est donnée par




GTNinit−1R[Ninit − 1]δφ[Ninit − 1]. (3.22)
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avec aˆ[Ninit − 1] = [aˆ0[Ninit − 1], . . . , aˆM [Ninit − 1]]T le premier vecteur d’estimation des
coefficients polynomiaux et δφ[Ninit − 1] = [δφ[0], . . . , δφ[Ninit − 1]]T le vecteur des obser-
vations non-développées de la sortie du discriminateur. Tout comme l’algorithme présenté à
la section 3.1.1, on travaille, durant l’étape d’initialisation, sur des observations brutes qui
peuvent de contenir des sauts de cycle.
ITERATIONS(k ≥ Ninit)
1-Prédiction de la sortie du discriminateur
δφˆUW [k + 1|k] = gk+1aˆ[k], (3.23)
2-Pré-compensation de la prédiction






[k + 1]e−jKδφˆUW [k+1|k]
)
+KδφˆUW [k + 1|k] (3.24)
3-Mise à jour de l’estimation des coefficients polynomiaux
aˆ[k + 1] = aˆ[k] + Ck+1
(








γk+1 + gk+1P kgTk+1
, (3.26)
P k+1 = (I −Ck+1gk+1)P k. (3.27)
3.1.2.3 Exemples de poursuite
Afin d’illustrer le bon fonctionnement de la structure de DPLL illustrée à la figure 3.2,
nous allons étudier la poursuite de phase sans bruit suivante :
– DPLL d’ordre 2,
– BL = 2 Hz,
– Tcorr = 20 ms,
– discriminateur Arctangent,
– dynamique de phase : 2 Hz+2 Hz/s,
En ce qui concerne le système de prédiction et pré-compensation de la sortie du discrimina-
teur, nous choisissons le dimensionnement suivant :
– Ninit = 3,
– γ = 0.9,
– K = 1.
L’analyse de la sortie du discriminateur est réalisée avec un modèle polynomial d’ordre
M = 1. On supposera donc que localement, la valeur de la sortie du discriminateur peut
être approchée par la valeur de sa tangente, i.e.,
δφUW [k] = a0 + a1(kTcorr) + nδφ[k]. (3.28)
Malgré le fait qu’au cours du temps les diverses variations de la dynamique de phase ne per-
mettent pas à la sortie du discriminateur d’avoir une allure de droite affine, cette hypothèse
d’analyse reste cependant réalisable grâce à l’algorithme WRLS. En effet, le facteur d’ou-
bli γ, va pondérer les observations de sortie du discriminateur de telle sorte que seules les
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dernières observations soient prises en compte. Par conséquent, il est possible d’approcher
localement les observations pondérées de la sortie du discriminateur par une droite. L’esti-
mation des coefficients polynomiaux a0 et a1 correspondent donc à l’ordonnée à l’origine et
à la pente de la tangente de la sortie du discriminateur au cours du temps.
Les diverses observations associées à ce scénario de poursuite sont données à la figure 3.3
où sont illustrées les diverses sorties de discriminateur (sortie prédite, sortie pré-compensée
et sortie développée), l’estimation des coefficients polynomiaux a0 et a1 ainsi que l’estimation
de phase. Grâce à ces observations, il est possible de constater que :
– Malgré le fait qu’à environ 250 ms de poursuite l’erreur d’estimation de phase excède
la plage de linéarité du discriminateur, aucun saut de cycle ne se produit au niveau
de la poursuite de phase. Grâce à la prédiction de la sortie du discriminateur et la
pré-compensation de cette dernière, la dynamique de phase à estimer par le discrimi-
nateur est réduite et n’excède plus la plage de linéarité du discriminateur évitant ainsi
l’apparition du saut de cycle normalement attendu.
– Il est possible d’observer une erreur de prédiction pendant l’étape transitoire de la
boucle. Cette erreur est liée au fait que l’algorithme WRLS induit une inertie dans
l’estimation des coefficients polynomiaux lors des variations de la sortie du discrimi-
nateur.
– Lorsque le régime permanent est établi, le système de pré-compensation permet aux
discriminateur de ne plus à avoir à estimer l’erreur en régime permanent.
– L’estimation des coefficients polynomiaux concorde bien avec les variations de la pente
et de l’ordonnée à l’origine de la tangente de la sortie du discriminateur au cours du
temps. Il est possible de noter que, pour ce scénario de poursuite, l’estimation du
coefficient a0 tend vers la valeur de l’erreur en régime permanent liée à l’accélération
de phase. Dans notre cas, l’erreur en régime permanent vaut er.p. = 1.03 rad soit
er.p. = 0.16 cycle. Cette valeur d’erreur en régime permanent correspond bien avec
la valeur du coefficient a0 en régime établi comme le montre la figure 3.3. Quant à
l’estimation du coefficient a1, on voit bien qu’elle tend vers 0 du fait de l’absence de
variation de la sortie du discriminateur en régime permanent.
Les observations données à la figure 3.3 ont été obtenues grâce à une poursuite de
phase dont la dynamique est constante au cours du temps. La figure 3.4 illustre quant
à elle la poursuite de phase lorsque la dynamique d’entrée est sinusoïdale. On voit bien
sur cette figure que l’estimation des coefficients polynomiaux suit bien les variations de
dynamique au niveau du discriminateur. Plus précisément, on voit que le coefficient a1 a
bien une allure sinusoïdale comme les variations de dynamique. Concernant le coefficient a0,
ses variations sont également sinusoïdales mais son amplitude augmente au cours du temps.
En effet, on rappelle que ce coefficient correspond à l’ordonnée à l’origine de la tangente
de la sortie du discriminateur à un instant donné. Il est donc logique que ces variations
soient amplifiées au fil du temps. La bonne estimation des coefficients polynomiaux permet
ainsi au système de prédiction et pré-compensation de réduire correctement la dynamique
au niveau du discriminateur et d’éviter l’apparition de sauts de cycle.
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Figure 3.3 – Illustration du fonctionnement du système de prédiction et pré-compensation
de la sortie du discriminateur par analyse des observations du discriminateur pour une
dynamique de phase constante
3.1.3 Prédiction de la sortie du discriminateur par analyse de la
sortie du filtre de boucle via les moindres carrés récursifs
pondérés
La structure de développement de phase implémentée au sein de la DPLL illustrée à la
figure 3.2 vise à prédire la future sortie du discriminateur de phase afin de la pré-compenser.
Il a donc été naturel, dans un premier temps, d’utiliser les observations en sortie du discri-
minateur pour réaliser la prédiction de la prochaine observation. Il est également possible
d’effectuer cette prédiction par observation des sorties de filtre de boucle. Une étape sup-
plémentaire de conversion fréquence/phase doit être cependant rajoutée afin de convertir
l’information obtenue par les observations de sortie de filtre en prédiction de sortie du dis-
criminateur. La nouvelle structure de DPLL ainsi obtenue est donnée à la figure 3.5.
Il y a deux avantages à travailler en sortie du filtre plutôt qu’en sortie du discriminateur :
– Se placer en sortie du filtre nous permet de travailler sur des données moins bruitées
qu’en sortie directe du discriminateur car le filtre de boucle est un filtre passe-bas qui
va filtrer le bruit de phase.
– La sortie du filtre nous renseigne sur la fréquence instantanée du signal d’entrée. Ainsi,
lors de l’étape d’estimation de la future sortie de filtre, les coefficients polynomiaux
estimés correspondront aux différentes dynamiques de fréquence à suivre. Par consé-
quent, il peut être envisagé d’insérer des données d’assistance en fréquence directement
lors de la prédiction de la sortie du filtre de boucle.
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Figure 3.4 – Illustration du fonctionnement du système de prédiction et pré-compensation
de la sortie du discriminateur par analyse des observations du discriminateur pour une
dynamique de phase sinusoïdale
Le fonctionnement de cette nouvelle structure de DPLL est détaillé dans les paragraphes
qui suivent.
3.1.3.1 Modèle d’analyse de la sortie du filtre de boucle
Pour pouvoir analyser les sorties de filtre de boucle, comme pour l’analyse des obser-





bm(kTcorr)m + nφ˙[k] (3.29)
avec {b0, b1, . . . , bM} les coefficients polynomiaux que l’on cherchera à estimer et nφ˙ le bruit
en sortie du filtre de boucle.
3.1.3.2 Algorithme itératif de prédiction et pré-compensation
L’algorithme itératif de prédiction et pré-compensation utilisé dans la structure illustrée
à la figure 3.5 est similaire à celui détaillé dans la section 3.1.2.2 à la différence de la présence
de l’étape de conversion fréquence/phase, détaillée à la section 3.1.3.3, lors de la prédiction
de la future sortie du discriminateur.
INITIALISATION (k = Ninit − 1)
Soit Ninit ∈ N∗, avec Ninit ≥ M + 1 le nombre d’observations de la sortie du filtre que
l’on se fixe pour établir la première estimation des coefficients polynomiaux. La première
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Figure 3.5 – Structure de DPLL munie d’un système de développement de phase analysant
les sorties de filtre de boucle
estimation des coefficients est donnée par




GTNinit−1R[Ninit − 1]φ˙[Ninit − 1], (3.30)
avec bˆ[Ninit − 1] = [bˆ0[Ninit−1], . . . , bˆM [Ninit − 1]]T le premier vecteur d’estimation des coef-
ficients polynomiaux, φ˙[Ninit − 1] = [φ˙[0], . . . , φ˙[Ninit − 1]]T le vecteur des observations de
la sortie du filtre.
ITERATIONS(k ≥ Ninit)
1-Prédiction de la sortie du discriminateur
La prediction de la sortie du filtre est donnée par :
ˆ˙φ[k + 1|k] = gk+1bˆ[k]. (3.31)
Concernant la prédiction de la sortie du discriminateur, elle est obtenue grâce au vecteur
bˆ[k] comme expliqué dans la section 3.1.3.3 :





avec fconv(.) l’étape de conversion fréquence/phase.
2-Pré-compensation de la prédiction






[k + 1]e−jKδφˆUW [k+1|k]
)
+KδφˆUW [k + 1|k] (3.33)
3-Mise à jour de l’estimation des coefficients polynomiaux
bˆ[k + 1] = bˆ[k] + Ck+1
(








γk+1 + gk+1P kgTk+1
(3.35)
P k+1 = (I −Ck+1gk+1)P k, (3.36)
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3.1.3.3 Étape de conversion fréquence/phase
Prédire la sortie du discriminateur par analyse des sorties du filtre de boucle nécessite,
comparé au cas de la figure 3.2, une étape supplémentaire de conversion. Ce paragraphe
donne les grandes lignes de l’élaboration de cette étape de conversion. L’ensemble des cal-
culs sont détaillés en annexe A.
Pour réaliser la conversion, on utilise la concordance entre les sorties du filtre de boucle
et la dynamique de fréquence du signal d’entrée. Lors de l’étape de prédiction de la sortie
du filtre, les coefficients polynomiaux estimés bˆm[k] nous fournissent une estimation des
composantes de la dynamique de fréquence à l’instant k. Ces coefficients sont alors utilisés
pour reconstruire la dynamique de phase en entrée de la DPLL. En effet, en estimant
localement la sortie du filtre par une droite en prenant un modèle d’analyse d’ordre M = 1,
il est possible d’avoir, en fonction de l’estimation des coefficients b0 et b1, une estimation de
la dynamique de phase φˆr[k] suivante :




qui décompose l’estimation de la phase reçue en la somme d’une rampe et d’une accélération
de phase. Pour pouvoir prédire la sortie du discriminateur il faut exprimer la sortie de ce
dernier en fonction, non pas de la dynamique reconstruite donnée à l’équation (3.37), mais en
fonction de la dynamique de phase associée à cette dynamique après l’étape de corrélation.
Si on note φˆp.cr la dynamique de phase post-corrélation associée à la dynamique (3.37), on a
alors en première approximation d’après les calculs menés en annexe A :












Cette étape de modélisation est importante car si elle n’est pas effectuée, des erreurs de
prédiction seront observées en sortie de conversion (cf. annexe A). L’étape de corrélation
ayant été quantifiée, il est maintenant possible d’exprimer la dynamique δΦˆUW (z) en sortie





1 + z−1F (z)N(z)
)
Φˆp.c.r (z), (3.39)
avec Φˆp.c.r (z) la transformée en z de l’expression (3.38). Connaissant les expressions des fonc-
tions de transfert du filtre et de l’intégrateur, il est alors possible d’obtenir une expression
numérique de la sortie du discriminateur, correspondant à la prédiction δφˆUW [k + 1|k], en
fonction de l’estimation des coefficients polynomiaux b0[k] et b1[k] grâce à des calculs de
transformées inverses.
Tout le procédé précédemment décrit mène à une expression numérique de δφˆUW [k+1|k]
en fonction de b0[k] et b1[k] qui est notée :





On rappelle que l’ensemble des calculs et l’expression de la prédiction de la sortie du discri-
minateur en fonction de l’estimation des coefficients polynomiaux sont donnés à l’annexe A.
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3.1.3.4 Exemples de poursuite
Comme pour le cas de la DPLL illustrée à la figure 3.2, nous allons illustrer le bon
fonctionnement de la structure de DPLL illustrée à la figure 3.5 grâce à la poursuite de
phase sans bruit suivante :
– DPLL d’ordre 2,
– BL = 2 Hz,
– Tcorr = 20 ms,
– discriminateur Arctangent,
– dynamique de phase : 2 Hz+2 Hz/s,
En ce qui concerne le système de prédiction et pré-compensation de la sortie du discrimina-
teur, nous choisissons le dimensionnement suivant :
– Ninit = 3,
– γ = 0.9,
– K = 1,
et le modèle d’analyse polynomial est choisi d’ordre M =1, i.e., on analysera la sortie du
filtre de boucle par
φ˙[k] = b0 + b1kTcorr + nφ˙[k]. (3.41)
Les différentes observations de poursuite sont données à la figure 3.6. Comme pour le cas
de poursuite illustré à la section 3.1.2.3, on constate sur la figure 3.6 que l’apparition d’un
saut de cycle est éviter grâce au système de prédiction et pré-compensation de la sortie du
discriminateur. On constate également que l’estimation des coefficients polynomiaux b0 et
b1 concorde bien avec la dynamique de fréquence de la phase d’entrée (on rappelle que la
sortie du filtre de boucle correspond à l’estimation de la dynamique de fréquence), i.e., :
bˆ0 = 2 Hz et bˆ1 = 2 Hz/s en régime permanent.
Il est intéressant de noter que dans le cas de la prédiction de la sortie du discrimina-
teur par analyse des sorties du filtre de boucle, l’erreur de prédiction est plus importante
en régime transitoire que dans le cas de la prédiction directe par analyse des sorties du
discriminateur. Cette différence d’erreur de prédiction entre les deux méthodes est liée à la
présence du bloc de conversion fréquence/phase dans le cas du système de développement
de phase analysant les sorties du filtre de boucle. En effet, ce bloc de prédiction qui utilise
les estimations des coefficients polynomiaux b0 et b1, suppose que le régime permanent est
établi. Par conséquent, lors du régime transitoire de la DPLL, des erreurs de prédiction
induites par le bloc de conversion sont à ajouter aux erreurs liées au temps de convergence
de l’algorithme WRLS, augmentant ainsi l’erreur de prédiction.
Comme pour le cas de la DPLL illustrée à la figure 3.2, la structure de boucle développée
a été testée lors d’une poursuite non bruitée d’une dynamique de phase sinusoïdale. Les
différentes observations associées à cette poursuite sont données à la figure 3.7 et illustrent
le bon fonctionnement de la structure lorsque la dynamique de phase n’est pas constante.
3.2 Simulations numériques
Dans cette section, nous allons étudier les performances des deux nouvelles structures de
DPLL grâce à des simulations numériques de Monte-Carlo. Les performances de ces deux
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Figure 3.6 – Illustration du fonctionnement du système de prédiction et pré-compensation
de la sortie du discriminateur par analyse des observations des sorties du filtre de boucle
pour une dynamique de phase constante
structures seront également comparées à celles d’une DPLL conventionnelle et d’une DPLL
munie d’un bloc de développement de phase par technique de seuillage.
3.2.1 Modèle de génération du signal
Pour les simulations numériques, nous allons générer le signal de navigation en entrée
de la DPLL sous les hypothèses suivantes :
– La synchronisation temporelle avec le code est parfaitement effectuée. Le signal ne
comportera donc pas de code d’étalement.
– Le signal étudié n’est pas modulé en phase par le message de navigation. On se place
donc dans le cas d’un signal pilote ou d’un signal parfaitement démodulé grâce aux
techniques de data wipe-off.
– La fréquence porteuse du signal est parfaitement démodulée. La fréquence et la phase
du signal reçu correspondent donc aux variations de la fréquence et de la phase Dop-
pler.
– Le signal reçu est équitablement porté par la voie I et la voie Q et peut s’écrire sous
la forme d’une simple exponentielle complexe.
Sous ces hypothèses, le signal en entrée de boucle peut s’écrire sous la forme :
sr[k] =
√
Pe2jpiφ[k] + n[k] (3.42)
avec :
– P la puissance du signal à la réception ;
– φ[k] la phase d’intérêt à estimer représentant le déphasage Doppler au cours du temps ;
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Figure 3.7 – Illustration du fonctionnement du système de prédiction et pré-compensation
de la sortie du discriminateur par analyse des observations des sorties du filtre de boucle
pour une dynamique de phase sinusoïdale
– n[k] le bruit à la réception que l’on supposera blanc et gaussien tel que
n[k] ∼ CN (0, σ2n), (3.43)





La phase φ est générée suivant le modèle polynomial suivant :
φ[k] = φ˙[0]kTe + φ¨[0]
(kTe)2
2 (3.45)
avec Te = 1/Fe la période d’échantillonnage du signal en entrée de la DPLL. Dans notre cas
on supposera travailler avec un signal de type C/A avec Fe = 2Rc = 2.046 MHz.
3.2.2 Métriques de performance
Pour déterminer la robustesse au bruit des boucles de poursuite de phase, nous allons
étudier, via des simulations de Monte-Carlo, les quatre métriques de performance suivantes
– La probabilité de décrochage qui correspond au ratio du nombre de poursuites
ayant décroché durant la poursuite sur le nombre total de poursuites effectuées. Pour
déterminer si une poursuite a décroché ou pas durant la poursuite, nous supposerons
que toute perte d’équilibre d’une durée supérieure à un temps critique Tcritique sera
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considérée comme un décrochage. Cette convention est mise en place afin de considérer
comme "décrochée" toutes les poursuites présentant des sauts de cycle d’une durée
excessive. La figure 3.8 illustre schématiquement l’utilisation de ce temps critique.
– Le temps de poursuite avant décrochage qui correspond au temps d’apparition
du décrochage. Sur un temps de poursuite fixé, cette métrique vaut au maximum le
temps de simulation.
– Le taux de sauts de cycle qui est calculé à partir du temps de poursuite avant
décrochage et du nombre de sauts de cycle s’étant produit sur cette période. Lors
des poursuites de phase, on considèrera comme "sauts de cycle" tout passage de la
poursuite d’un équilibre à un autre dont le temps de réalisation est inférieur à Tcritique.
– Le temps d’apparition du premier saut de cycle qui comme son nom l’indique,
correspond au temps moyen d’apparition du premier saut de cycle. Sur un temps de
poursuite fixé, cette métrique vaut au maximum le temps de simulation.
Figure 3.8 – Exemple schématique de deux poursuites dont les temps de sauts de cycle
sont inférieur ou supérieur à Tcritique
En plus des métriques définies précédemment, nous observerons également la densité de
probabilité de l’erreur d’estimation de phase sur l’ensemble du temps de poursuite. Bien que
cette observation ne nous permette pas d’étudier explicitement le phénomène de sauts de
cycle, elle nous permet néanmoins de voir le comportement global des boucles en affichant
les différents modes de poursuite atteints lors de la poursuite (les modes correspondent aux
points d’équilibre de la boucle distants de la plage de linéarité du discriminateur).
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3.2.3 Performances en présence de bruit
3.2.3.1 Scénario 1
Pour étudier la robustesse au bruit des deux nouvelles structures de DPLL proposées
dans ce chapitre, nous allons comparer leurs performances lors d’une poursuite de phase
bruitée avec celles d’une DPLL conventionnelle et d’une DPLL munie d’un bloc de dévelop-
pement de phase par système de seuillage comme décrit à la section 2.2.5.2.
Pour ce faire, nous allons étudier pour différentes valeurs de C/N0 la poursuite de la
dynamique de phase suivante :
– φ˙[0]/2pi = 2 Hz,
– φ¨[0]/2pi = 0.5 Hz/s.
Les différentes DPLL étudiées lors de la simulation sont dimensionnées de la sorte :
– les DPLL sont choisies d’ordre 2 et sont munies d’un discriminateur Arctangent,
– BL = 3 Hz (suffisamment grande pour pouvoir estimer la dynamique de phase en
entrée de la DPLL),
– Tcorr = 20 ms,
– K = 0.6, γ = 0.8 et M = 1 pour les deux nouvelles structures de DPLL (les valeurs
du gain et du facteur d’oubli ont été déterminées de manière empirique),
– K = 0.3 pour la DPLL munie du bloc de développement de phase en sortie du discri-
minateur (grandeur déterminée empiriquement).
Les performances des différentes DPLL pour ce scénario de poursuite sont données aux
figures 3.9, 3.10 et 3.11 et sont réalisées grâce à l’étude de 500 poursuites de 20 s chacune.
Probabilité et temps d’apparition du décrochage
La figure 3.9 illustre les performances des différentes boucles en termes de décrochage en
donnant les probabilités et les temps d’apparition du décochage en fonction du C/N0. Les
résultats sont donnés pour les cas Tcritique = 1 s et Tcritique = 3 s (qui sont de l’ordre de
grandeur du temps de convergence de la boucle environ égale à B−1L ). En analysant les
résultats, on constate sans surprise que la DPLL conventionnelle affiche les moins bonnes
performances avec des limites de décrochage se situant à haut C/N0. Les deux structures
de DPLL proposées dans ce chapitre offrent quant à elles les meilleures performances avec
des limites de décrochage plus basses de 5 à 7 dB par rapport à la DPLL conventionnelle.
Les performances de la DPLL munie du bloc de développement de phase en sortie du
discriminateur sont à mi-chemin entre les performances des DPLL proposées et de la DPLL
conventionnelle, confirmant la faiblesse de l’approche par seuillage de cette méthode de
développement de phase.
On remarque également que, entre les deux nouvelles structures de boucle proposées dans
ce chapitre, la DPLL dont le système de développement de phase analysant les sorties du
filtre de boucle affiche de meilleures performances. Ce constat confirme donc le gain de
robustesse apporté par l’analyse des sorties de filtre par rapport à l’analyse des sorties du
discriminateur qui sont naturellement plus bruitées.
Bien que les performances relatives des différentes DPLL restent inchangées que l’on choisisse
Tcritique = 1 s ou Tcritique = 3 s, on remarque cependant que le passage d’un cas d’analyse
à l’autre entraîne quelques différences selon la boucle considérée. On constate notamment
que, contrairement aux autres boucles, les performances de la DPLL munie du bloc de
développement de phase en sortie de discriminateur présentent peu de différence lorsqu’on
change la valeur de Tcritique. On en déduit alors que la majorité des décrochages observés lors
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Figure 3.9 – Performances en termes de décrochage des DPLL en fonction du C/N0 pour
une dynamique de phase de 2 Hz+0.5 Hz/s
des poursuites ne sont pas la conséquence d’une perte locale d’équilibre relative à un saut de
cycle mais bien la conséquence d’une perte totale d’équilibre ; ce qui démontre une nouvelle
fois l’instabilité de cette boucle en régime bruité. Concernant les deux structures de DPLL
proposées, on observe que le gain de performance obtenu avec la boucle dont la prédiction de
la sortie du discriminateur s’effectue via l’analyse des sorties de filtre diminue avec la valeur
de Tcritique. Comme le montrent les figures 3.3 et 3.6, une erreur de prédiction plus importante
est observée durant l’état transitoire de la poursuite pour ce type de boucle. Par conséquent,
il a été observé que les premières secondes de poursuite sont, en comparaison avec la DPLL
analysant les sorties du discriminateur, une période plus propice à l’apparition des sauts de
cycle. Il est donc logique d’observer une diminution de gain relatif de performance entre les
deux structures de boucle lorsqu’on diminue la tolérance aux sauts de cycle. Pour ce qui est
des performances de la DPLL conventionnelle, on observe logiquement une dégradation des
performances lorsqu’on diminue la valeur de Tcritique.
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Figure 3.10 – Distributions des erreurs d’estimation sur l’ensemble de la poursuite pour le
niveau de bruit C/N0 = 23 dBHz pour une dynamique de phase de 2 Hz+0.5 Hz/s
Densité de probabilité de l’erreur d’estimation
La figure 3.10 donne les distributions des erreurs d’estimation de phase sur toute la durée de
la poursuite pour les quatre boucles étudiées pour le cas C/N0 = 23 dBHz. Bien que cette
figure ne nous renseigne ni sur le taux de sauts de cycle ni sur la probabilité de décrochage
des poursuites, elle nous permet néanmoins de voir le comportement global des boucles en
affichant les différents modes de poursuite atteints lors de la poursuite.
La distribution associée à la DPLL conventionnelle montre une grande diversité des modes
de poursuite, logiquement tous positifs (c’est-à-dire correspondant à une erreur d’estimation
φ− φˆ positive) de par l’évolution croissante de la phase à estimer. On remarque également
que le mode principal (le mode nul correspondant à une estimation de phase sans saut de
cycle) n’est pas le plus représenté par les diverses poursuites. Ce manque de robustesse au
bruit de la boucle est à lier à la forte probabilité de décrochage donnée à la figure 3.9 pour
le niveau de bruit C/N0 = 23 dBHz.
La DPLL munie du bloc de développement de phase par seuillage en sortie du discrimina-
teur affiche une distribution où les modes de poursuite positifs sont autant représentés que
les modes négatifs. Cette observation, contrastant avec la tendance naturelle de l’apparition
des sauts de cycle positifs pour une poursuite de phase croissante, résulte de la nature non-
linéaire des techniques de seuillage employées dans le bloc de développement de phase.
Les distributions des deux structures de boucle développées dans ce chapitre ont des dis-
tributions plus naturelles avec des modes de poursuite majoritairement ou exclusivement
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positifs. La présence du premier mode de poursuite pour la structure de DPLL analysant
les sorties du filtre de boucle s’explique par l’erreur de prédiction induite par l’étape de
conversion fréquence/phase qui, lors de la période transitoire de la boucle, va favoriser l’ap-
parition de sauts de cycle négatifs. Cette erreur de prédiction est également responsable
du plus grand nombre de modes de poursuite positifs. Cependant, que l’on étudie la struc-
ture de boucle analysant les sorties du discriminateur ou la structure analysant la sortie du
filtre de boucle, on observe que les distributions sont moins diffuses que celle de la DPLL
conventionnelle, traduisant ainsi une meilleure robustesse au bruit.
Figure 3.11 – Performances en termes de sauts de cycle des DPLL en fonction du C/N0
pour une dynamique de phase de 2 Hz+0.5 Hz/s
Taux de sauts de cycle et temps d’apparition du premier saut de cycle
Les performances des boucles en termes de sauts de cycle sont données à la figure 3.11 qui
illustre le temps moyen d’apparition du premier saut de cycle et le taux de sauts de cycle
observé lors de la poursuite. Lors du calcul de ce dernier critère, nous avons imposé un taux
maximal de trois sauts de cycle par seconde et par poursuite afin d’éviter l’obtention de
taux exorbitants et irréalistes résultant d’un décrochage en début de poursuite. Que l’on
examine le taux de sauts de cycle ou le temps d’apparition du premier saut de cycle, on
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constate, comme sur les figures 3.9 et 3.10, que la DPLL conventionnelle affiche les plus
mauvais résultats avec un taux de sauts de cycle supérieur et un temps de premier saut
inférieur à ceux des autres boucles.
Concernant les trois DPLL munies d’un système de développement de phase, on remarque
qu’elles offrent chacune des performances comparables avec cependant quelques différences.
En effet, on voit que la DPLL analysant les sorties du discriminateur offre le plus long temps
d’apparition du premier saut de cycle et le plus faible taux de sauts de cycle, alors que la
DPLL analysant les sorties du filtre de boucle a un temps d’apparition du premier saut plus
court et un plus fort taux de sauts de cycle. Cette observation qui contraste avec les résultats
obtenus par l’étude des décrochages donnée à la figure 3.9, est la conséquence logique de la
différence d’erreur de prédiction qu’il existe entre les deux DPLL lors des premières secondes
de poursuite. Cette erreur étant plus importante pour la DPLL analysant les sorties du filtre
de boucle lors de l’état transitoire de la boucle, il est normal que cette dernière affiche de tels
résultats car un plus grand nombre de sauts de cycle se produiront en début de poursuite,
diminuant par conséquent le temps d’apparition du premier saut de cycle et augmentant
également le taux de sauts de cycle durant la poursuite. La DPLL munie d’un bloc de
développement de phase en sortie du discriminateur offre quant à elle un temps d’apparition
du premier saut similaire à la DPLL analysant les sorties du discriminateur ainsi qu’un taux
de sauts de cycle légèrement supérieur aux deux DPLL développées à bas C/N0
3.2.3.2 Scénario 2
Afin de tester les performances des boucles pour une poursuite de phase plus "difficile"
que le scénario de poursuite précédent, nous allons étudier la poursuite de la dynamique de
phase suivante :
– φ˙[0]/2pi = 3 Hz,
– φ¨[0]/2pi = 1 Hz/s,
avec des boucles dont le dimensionnement reste inchangé par rapport au cas de simulation
précédent, mis à part la valeur de la bande de boucle qui est maintenant choisie égale à
BL = 5 Hz afin de bien pouvoir suivre la dynamique de phase. Les performances en termes
de décrochage associées à ce scénario de poursuite sont données à la figure 3.12. On constate
sur cette figure que, en comparaison avec les résultats donnés à la figure 3.9, les tendances
entre les différentes DPLL sont inchangées. De manière générale, on peut voir que l’ensemble
des performances sont décalées vers des niveaux de bruit plus bas à cause de la plus grande
valeur de bande de boucle qui rend les boucles moins robustes au bruit.
3.3 Conclusion
Dans ce chapitre, nous avons développé deux nouvelles structures de DPLL munies d’un
système de développement de phase visant à développer la phase en sortie du discriminateur.
Ces deux structures sont basées sur un système de prédiction de la sortie du discrimina-
teur qui est réalisée soit par l’analyse des observations de la sortie du discriminateur, soit
par l’analyse des observations de la sortie du filtre de boucle selon la DPLL considérée.
Dans les deux cas de boucle, l’analyse s’effectue grâce à un modèle d’analyse polynomial et
l’algorithme des moindres carrés récursifs pondérés. Les différentes simulations numériques
effectuées dans ce chapitre ont montré que les deux boucles développées affichent une ro-
bustesse aux dynamiques bruitées supérieure à celle d’une DPLL conventionnelle ou à celle
d’une DPLL issue de la littérature avec un bloc de développement de phase en sortie du
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Figure 3.12 – Performances en termes de décrochage des DPLL en fonction du C/N0 pour
une dynamique de phase de 3 Hz+1 Hz/s
discriminateur, que ce soit en termes de décrochage ou en termes de sauts de cycle. On a
également constaté que, dans certains cas, la DPLL analysant les sorties du filtre de boucle
affiche des probabilités de décrochage plus basses que son homologue analysant les sorties du
discriminateur, et ce malgré la présence de l’étape de conversion qui, en régime transitoire,
induit une erreur de prédiction supplémentaire qui dégrade les performances en termes de
sauts de cycle de la boucle. Cette même étape de conversion va cependant, en contrepartie
de meilleures performances, augmenter le coût calculatoire de la structure de poursuite.
Dans le chapitre suivant, nous allons nous focaliser sur la DPLL analysant les sorties du filtre
de boucle afin de l’adapter à la poursuite de phase multifréquence, dans le but d’améliorer
sa robustesse grâce à la diversité en fréquence offerte par les signaux de navigation.
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Chapitre4
Structure de DPLL avec système de
développement de phase multifréquence
Dans le chapitre précédent, un nouveau système de déroulage de phase pour DPLL a
été étudié et a conduit au développement de deux nouvelles structures de boucle : une ba-
sée sur l’analyse des sorties de discriminateur, l’autre sur l’analyse des sorties du filtre de
boucle. Lors de poursuites de phase mono-fréquence, ces nouvelles structures de DPLL ont
montré une meilleure robustesse aux dynamiques bruitée en comparaison avec une structure
de DPLL conventionnelle ou une structure de DPLL munie d’un bloc de développement de
phase basé sur des techniques de seuillage.
Dans ce chapitre, nous allons nous focaliser sur la structure de DPLL analysant les sorties
du filtre afin de l’adapter à la poursuite de phase multifréquence. Le but étant d’utiliser
la diversité en fréquence des futurs signaux de navigation et d’améliorer la robustesse au
bruit de cette structure. Le travail d’adaptation s’effectuera au niveau du bloc de prédic-
tion de la sortie du filtre de boucle où sont calculés les coefficients polynomiaux du modèle
d’analyse. Pour combiner les informations portées par les diverses fréquences d’un signal
multifréquence, deux approches de fusion de données vont s’offrir à nous et vont conduire
au développement de deux nouvelles structures de DPLL munies d’un système de développe-
ment de phase multifréquence. Après avoir détaillé le fonctionnement de ces deux structures,
une étude de performance est réalisée afin de quantifier la robustesse au bruit des nouvelles
structures de DPLL. L’ensemble des travaux relatifs au développement de ces nouvelles
méthodes de poursuite ont fait l’objet d’une participation à la conférence ENC 2013 [2].
Sommaire
4.1 Nouvelles structures de boucle de phase multifréquence . . . . 94
4.1.1 Comment utiliser la diversité en fréquence ? . . . . . . . . . . . . . 94
4.1.2 Structure de boucle multifréquence fusionnant les sorties de filtre
(Méthode d’estimation centralisée) . . . . . . . . . . . . . . . . . . 95
4.1.3 Structure de boucle multifréquence fusionnant les coefficients po-
lynomiaux (Méthode d’estimation décentralisée) . . . . . . . . . . 99
4.2 Simulations numériques . . . . . . . . . . . . . . . . . . . . . . . . 102
4.2.1 Modèle de génération du signal . . . . . . . . . . . . . . . . . . . . 102
4.2.2 Performances en présence de bruit . . . . . . . . . . . . . . . . . . 104
4.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
CHAPITRE 4. STRUCTURE DE DPLL AVEC SYSTÈME DE DÉVELOPPEMENT DE PHASE
MULTIFRÉQUENCE
4.1 Nouvelles structures de boucle de phase multifré-
quence
Dans le chapitre précédent, un nouveau système de développement de phase pour DPLL
basé sur la prédiction et la pré-compensation de la dynamique de phase du discriminateur
a été développé dans le cadre d’une poursuite de phase mono-fréquence. Pour réaliser la
prédiction de la sortie du discriminateur, deux solutions se sont offertes à nous : analyser les
observations de phase en sortie du discriminateur ou analyser les observations de fréquence
en sortie du filtre de boucle. Ces deux choix ont chacun conduit à une structure de DPLL
différente que l’on aimerait adapter à la poursuite de phase d’un signal multifréquence émis
par un même satellite.
Les divers tests de performance réalisés ayant montré que l’on obtient une meilleure
robustesse dans le cas d’une dynamique bruitée avec la structure de DPLL analysant les
sorties du filtre du boucle, nous allons nous focaliser sur cette structure afin de l’adapter à
la poursuite de phase multifréquence. Ce choix de boucle est également motivé par le fait
que, pour une poursuite de phase multifréquence, il est préférable de travailler en sortie de
filtre plutôt qu’en sortie de discriminateur à cause des perturbations ionosphériques comme
il a été expliqué à la section 2.3.3.
Cette section va donc détailler l’adaptation aux signaux multifréquence de la DPLL pré-
sentée à la section 3.1.3. Dans un premier temps nous allons expliquer comment procéder
pour inclure la diversité en fréquence au niveau du système de développement de phase pré-
senté au chapitre 3. Puis nous allons présenter les deux structures de DPLL multifréquence
développées à partir de deux choix possibles de fusion de données.
4.1.1 Comment utiliser la diversité en fréquence ?
Dans le cas d’une poursuite mono-fréquence réalisée avec la structure de boucle présentée
à la section 3.1.3, l’analyse des sorties du filtre de boucle est réalisée grâce au modèle




bm(kTcorr)m + nφ˙[k]. (4.1)
avec {b0, b1, . . . , bm} les coefficients polynomiaux que l’on cherche à estimer grâce à l’algo-
rithme WRLS et nφ˙ le bruit en sortie de filtre de boucle. Si maintenant on se place dans
le cas d’une poursuite d’un signal multifréquence, on disposera d’autant de DPLL que de
fréquences contenues dans ce signal. Par conséquent, si le signal contient NP fréquences, on




bm,i(kTcorr)m + nφ˙,i[k] pour i = 1, . . . , NP . (4.2)
Les différents bruits en sortie de filtre sont supposés indépendants car la poursuite des
différentes porteuses s’effectue via des chaînes de réception différentes qui ont leurs propres
bruits thermiques. On sait également que pour un signal multifréquence émis par un satellite,
on a (sous réserve d’effectuer la poursuite avec des conditions ionosphériques non-critiques)
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En supposant que les différentes DPLL sont synchronisées et fonctionnent à la même ca-
dence, cette relation de proportionnalité va alors se traduire au niveau des coefficients po-





On constate alors d’après l’équation (4.4) que, tout comme les sorties de filtre, les coef-
ficients polynomiaux bm,i estimés par l’algorithme des moindres carrés récursifs pondérés
contiennent une information commune qui peut être exploitée pour adapter le système de
développement de phase présenté à la section 3.1.3 à la poursuite de phase multifréquence.
Pour exploiter la diversité en fréquence au niveau de l’étape d’analyse des sorties des
filtres de boucle, nous avons choisi les deux solutions suivantes :
– soit on utilise la relation de proportionnalité qui lie les sorties des filtres afin de fu-
sionner les observations pour estimer les différents coefficients polynomiaux,
– soit on estime séparément les coefficients polynomiaux de chaque porteuse pour pou-
voir, par la suite, les fusionner pour en obtenir une meilleure estimation.
Ces deux options vont donner lieu, pour une poursuite de phase multifréquence, à deux mé-
thodes d’estimation des coefficients polynomiaux respectivement appelées "Méthode d’esti-
mation centralisée" et "Méthode d’estimation décentralisée", dont les fonctionnements sont
schématisés à la figure 4.1. Les deux structures de DPLL multifréquence associées à ces deux
méthodes sont décrites dans les sections suivantes.
Figure 4.1 – Fonctionnement schématique des méthodes d’estimation centralisée et décen-
tralisée des coefficients polynomiaux lors d’une poursuite de phase multifréquence
4.1.2 Structure de boucle multifréquence fusionnant les sorties de
filtre (Méthode d’estimation centralisée)
Nous allons détailler dans cette section le développement de la structure de poursuite
multifréquence associée à la méthode dite "centralisée" de l’estimation des coefficients poly-
nomiaux.
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4.1.2.1 Structure globale de la boucle
La structure de poursuite associée à la méthode d’estimation centralisée est donnée à la
figure 4.2. Globalement, la structure est composée de plusieurs DPLL (autant de boucles
que de fréquence présentes dans le signal) fonctionnant en parallèle les unes des autres. Ces
boucles partagent un système de développement de phase commun qui va utiliser les diffé-
rentes relations de proportionnalité qu’il existe entre les coefficients des modèles d’analyse
associés aux différentes porteuses, grâce à la méthode d’estimation centralisée décrite dans
la section 4.1.2.2.
Figure 4.2 – Structure de la boucle multifréquence dont le système de développement de
phase analyse les sorties de filtre par la méthode d’estimation centralisée
4.1.2.2 Algorithme de fusion des données : modification de l’algorithme WRLS
Cette section va détailler les calculs réalisés au niveau de l’étape d’analyse des sorties
des filtres de boucle pour la méthode d’estimation centralisée des coefficients du modèle
d’analyse. Supposons que l’on dispose de NP DPLL fonctionnant en parallèle nous donnant
les vecteurs d’observation en sortie de filtre suivants :
φ˙1[k] =
[





φ˙NP [0], . . . , φ˙NP [k]
]T
.
Pour analyser ces différentes observations, nous allons exploiter la relation de proportion-
nalité (4.3). Afin de fusionner les observations des différentes porteuses, nous allons définir
une fréquence de référence fp,ref à partir de laquelle nous allons estimer les coefficients
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En appliquant le modèle d’analyse (4.1) sur chacune des porteuses et en appliquant la








bm,ref (kTcorr)m + nφ˙,i[k] pour i = 1, . . . , NP . (4.7)
Grâce aux différents vecteurs d’observation et aux relations de proportionnalité qui lient les
porteuses, il est possible d’écrire le système matriciel suivant
Grkbref + nφ˙ = φ˙k (4.8)
avec nφ˙ le vecteur bruit de taille ((k + 1)Np) × 1, φ˙N le vecteur d’observation de taille











où bref est le vecteur de taille (M +1)×1 contenant les coefficients polynomiaux du modèle
d’analyse associé à la porteuse de référence, et Grk la matrice de taille (NP (k+1))× (M +1)
donnée par
Grk = r ⊗Gk, (4.10)
avec ⊗ le produit de Kronecker et
r = [r1, . . . , rNP ]T , (4.11)
Gk =

1 0 0 · · · 0
1 Tcorr T 2corr · · · TMcorr
... ... ... ...
1 kTcorr (kTcorr)2 · · · (kTcorr)M
 . (4.12)
Le problème d’estimation par les moindres carrés pondérés du vecteur bref est donné par





















où γi est le facteur d’oubli associé à la i-ème porteuse défini comme dans le cas des boucles
monofréquence. L’estimation du vecteur des coefficients polynomiaux de la fréquence de
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Une fois que le vecteur de référence est estimé, les vecteurs associés à chacune des porteuses
sont obtenus via
bˆi = ribˆref , (4.17)
et pourront être utilisés pour prédire la sortie des discriminateurs avec lesquels ils sont
associés. Tout comme pour le cas monofréquence, on aimerait estimer les coefficients poly-
nomiaux de référence de manière récursive durant la poursuite. Pour ce faire, nous allons
de nouveau utiliser l’algorithme WRLS que l’on va adapter afin qu’il prenne en compte et
tire avantage de la diversité en fréquence des observations. Après plusieurs étapes de calcul
qui sont détaillées en annexe B, on obtient une nouvelle forme de l’algorithme WRLS qui
est donnée par les étapes d’itérations ci-après.
INITIALISATION (k = Ninit − 1)
Soit Ninit ∈ N∗, avec Ninit ≥M +1, le nombre d’observations sur chacune des porteuses que
l’on se fixe pour établir la première estimation des coefficients polynomiaux. La première
estimation des coefficients est donnée par
bˆref [Ninit − 1] = (GrNinit−1TRNinit−1GrNinit−1)−1GrNinit−1TRNinit−1φ˙Ninit−1 (4.18)
avec bˆref [Ninit− 1] = [bˆ0,ref [Ninit− 1], . . . , bˆM,ref [Ninit− 1]]T le premier vecteur d’estimation
des coefficients polynomiaux. Tout comme les algorithmes présentés au chapitre précédent,
on travaille durant l’étape d’initialisation sur des observations brutes qui risquent de conte-
nir des sauts de cycle.
ITERATIONS(k ≥ Ninit)
1-Prédiction des sorties de discriminateur
Sur chacune des porteuses, la prédiction de la sortie du filtre est donnée par
ˆ˙φi[k + 1|k] = gk+1bˆi[k] = rigk+1bˆref [k]. (4.19)
Les prédictions de sortie des discriminateurs δφˆUW,i[k+1|k] sont obtenues grâce aux vecteurs
bˆi[k] et à l’étape de conversion comme dans le cas monofréquence





2-Pré-compensation de la prédiction
Sur chacune des porteuses, on a








+KδφˆUW,i[k + 1|k] (4.21)
avec φr,i la phase d’intétêt de la i-ème porteuse.
3-Mise à jour de l’estimation des coefficients polynomiaux









Ck+1 = P kgTk+1(mk+1 + gk+1P kgTk+1)−1 (4.23)
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4.1.2.3 Exemples de poursuite
Afin d’illustrer le bon fonctionnement de la boucle donnée à la figure 4.2, nous allons
lancer la poursuite de phase bifréquence suivante :
– les deux porteuses utilisées sont L1 et L2,
– la dynamique de phase sur L1 est de 1 Hz+2 Hz/s,
– les boucles sont d’ordre 2,
– le niveau de bruit est tel que C/N0 = 23 dBHz pour les deux porteuses,
– BL = 5 Hz,
– Tcorr = 20 ms,
– discriminateur Arctangent,
– Ninit = 3,
– γ = 0.8 sur chacune des porteuses,
– K = 0.6.
La figure 4.3 donne les poursuites de phase associées aux porteuses L1 et L2 réalisées dans
le cadre d’une poursuite mono et multifréquence, ainsi que les estimations des coefficients b0
et b1 réalisées en monofréquence et en bifréquence via la méthode d’estimation centralisée.
On voit sur cette figure que dans le cas monofréquence, un saut de cycle prononcé est observé
sur la porteuse L1 à environ 1.5 s de poursuite, ainsi que sur la porteuse L2 à environ 2 s
de poursuite. Dans le cas de la poursuite bifréquence, ces deux sauts n’apparaissent plus
aux niveaux des poursuites. Ce gain de robustesse au bruit est le résultat de l’estimation
bifréquence des coefficients polynomiaux. En effet, on voit sur la figure 4.3 que, grâce à
l’exploitation de la diversité en fréquence, les estimées de b0 et b1 obtenues par la méthode
d’estimation centralisée sont beaucoup moins bruitées que les estimées monofréquence. On
peut voir par exemple qu’à 2 s de poursuite, l’estimation monofréquence du coefficient b1
est fortement perturbée par la présence du saut de cycle alors que, en mode bifréquence,
l’estimation de ce dernier reste proche de sa valeur théorique (qui est de 2 Hz/s dans ce cas
de simulation). L’amélioration des estimations des coefficients va alors permettre de mieux
prédire la sortie du discriminateur et va donc fournir à la boucle une meilleure robustesse.
4.1.3 Structure de boucle multifréquence fusionnant les coeffi-
cients polynomiaux (Méthode d’estimation décentralisée)
Nous allons détailler dans cette section le développement de la structure de poursuite
multifréquence associée à la méthode dite "décentralisée" de l’estimation des coefficients
polynomiaux.
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Figure 4.3 – Exemple de poursuite de phase multifréquence dans le cas de la méthode
d’estimation centralisée des coefficients polynomiaux du modèle d’analyse
4.1.3.1 Structure globale de la boucle
La structure de poursuite associée à la méthode d’estimation décentralisée est donnée
à la figure 4.4. La structure est similaire à celle illustrée à la figure 4.2 mis à part l’étape
d’estimation des coefficients qui est détaillée dans la section 4.1.3.2.
4.1.3.2 Algorithme de fusion des données
Cette section va détailler les calculs réalisés au niveau de l’étape d’analyse des sorties
des filtres de boucle pour la méthode d’estimation décentralisée des coefficients du modèle
d’analyse. Contrairement au cas d’estimation précédent, nous allons supposer que l’étape
d’analyse des sorties de filtre est réalisée de manière indépendante suivant une approche
monofréquence pour chacune des porteuses. En procédant de la sorte, on dispose des esti-
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Figure 4.4 – Structure de la boucle multifréquence dont le système de développement de
phase analyse les sorties de filtre par la méthode d’estimation décentralisée
mations de coefficients suivantes :
bˆ1 = [bˆ0,1, . . . , bˆM,1]T ,
... (4.27)
bˆNp = [bˆ0,Np , . . . , bˆM,Np ]T .
Comme pour le cas de l’estimation centralisée, nous allons choisir un de ces vecteurs comme
vecteur de référence. D’après la relation de proportionnalité (4.4), nous pouvons écrire
bˆ1 = r1bˆref ,
... (4.28)
bˆNp = rNP bˆref .
avec
bˆref = [bˆ0,ref , . . . , bˆM,ref ]T (4.29)
et ri = fp,i/fp,ref . Afin d’estimer le vecteur bˆref , on propose de combiner simplement les









Une fois que le vecteur de référence est estimé, les vecteurs associés à chacune des porteuses
sont re-estimés via
bˆi = ribˆref , (4.31)
et pourront être utilisés pour prédire la sortie des discriminateurs avec lesquels ils sont
associés.
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4.1.3.3 Exemples de poursuite
Afin d’illustrer le bon fonctionnement de la boucle donnée à la figure 4.4, nous allons
lancer la poursuite de phase bifréquence suivante :
– les deux porteuses utilisées sont L1 et L2,
– la dynamique de phase sur L1 est de 1 Hz+2 Hz/s,
– les boucles sont d’ordre 2,
– le niveau de bruit est tel que C/N0 = 23 dBHz pour les deux porteuses,
– BL = 5 Hz,
– Tcorr = 20 ms,
– discriminateur Arctangent,
– Ninit = 3,
– γ = 0.8 sur chacune des porteuses,
– K = 0.6.
La figure 4.5 donne les poursuites de phase associées aux porteuses L1 et L2 réalisées dans
le cadre d’une poursuite mono et multifréquence, ainsi que les estimations des coefficients b0
et b1 réalisée en monofréquence et en bifréquence via la méthode d’estimation décentralisée.
Comme pour l’exemple donné à la section 4.1.2, l’estimation bifréquence des coefficients
polynomiaux avec la méthode décentralisée robustifie l’estimation des coefficients ainsi que
les poursuites de phase. En effet, en approche monofréquence, la poursuite de phase sur L1
subit un saut de cycle à environ 1.5 s de poursuite alors que, en bifréquence, ce saut n’ap-
paraît pas du fait que l’estimation bifréquentielle des coefficients b0 et b1 est suffisamment
précise pour éviter ce saut.
4.2 Simulations numériques
Dans cette section, nous allons étudier les performances des deux structures de DPLL
multifréquence grâce à des simulations numériques de Monte-Carlo. Les performances de ces
deux structures seront également comparées à celles d’une DPLL monofréquence présentée
dans le chapitre 3 afin d’évaluer l’apport de la diversité en fréquence sur la robustesse au
bruit des boucles.
4.2.1 Modèle de génération du signal
Pour les simulations numériques, nous allons générer un signal de navigation multifré-
quence en entrée de la DPLL sous les hypothèses suivantes :
– La synchronisation temporelle avec le code est parfaitement effectuée. Le signal ne
comportera donc pas de code d’étalement.
– Le signal étudié n’est pas modulé en phase par le message de navigation. On se place
donc dans le cas d’un signal pilote ou d’un signal parfaitement démodulé grâce aux
techniques de data wipe-off.
– La fréquence porteuse du signal est parfaitement démodulée. La fréquence et la phase
du signal reçu correspondent donc aux variations de la fréquence et de la phase Dop-
pler.
– Le signal reçu est équitablement porté par la voie I et la voie Q et peut s’écrire sous
la forme d’une simple exponentielle complexe.
Sous ces hypothèses, les composantes du signal multifréquence en entrée de chaque boucle
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Figure 4.5 – Exemple de poursuite de phase multifréquence dans le cas de la méthode
d’estimation décentralisée des coefficients polynomiaux du modèle d’analyse




2jpiriφ[k] + ni[k] (4.32)
avec :
– Pi la puissance du signal à la réception associée à la fréquence i ;
– φ[k] la phase d’intérêt de la porteuse de référence ;
– ri le rapport de fréquence entre la fréquence i et la fréquence de référence ;
– ni[k] le bruit thermique associé à la chaîne de réception de la porteuse i que l’on
supposera complexe, blanc, et gaussien.
Les composantes du bruit thermique sont de même puissance et indépendantes (car on
suppose que les réceptions des différentes fréquences s’effectuent sur des voies RF indépen-
dantes). On modélise alors le bruit comme ci-après
n[k] = [n1[k], . . . , nNP [k]]T ∼ CN (0, σ2nINP ) (4.33)
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avec σ2n la puissance du bruit thermique et INP la matrice identité de taille NP × NP . La
phase φ est quant à elle générée suivant le modèle polynomial suivant :
φ[k] = φ˙[0]kTe + φ¨[0]
(kTe)2
2 (4.34)
avec Te = 1/Fe la période d’échantillonnage du signal en entrée de la DPLL. Dans notre cas
on supposera travailler avec des signaux de type C/A avec Fe = 2Rc = 2.046 MHz.
4.2.2 Performances en présence de bruit
Pour étudier la robustesse au bruit des deux nouvelles structures de DPLL proposées
dans ce chapitre, nous allons comparer leurs performances lors d’une poursuite de phase
bruitée avec celles de la DPLL monofréquence présentée à la section 3.1.3.
Afin d’évaluer l’apport des nouvelles structures développées dans ce chapitre, nous allons
réaliser la poursuite bifréquence suivante
– Porteuse 1 : L1 (1575.42 MHz) qui sera choisie comme fréquence de référence ;
– Porteuse 2 : L2 (1227.6 MHz) ;
– Temps de poursuite : 20 s.
Deux scénarios de poursuite seront envisagés : un cas où les deux porteuses ont à la récep-
tion le même niveau de bruit ; et un cas où une des deux porteuses a un niveau de bruit
supérieur à l’autre.
Dans les deux cas de simulation, nous allons étudier la poursuite de la dynamique de
phase suivante :
– φ˙[0]/2pi = 3 Hz,
– φ¨[0]/2pi = 1 Hz/s.
Les différentes DPLL étudiées lors de la simulation sont dimensionnées de la sorte :
– les DPLL sont choisies d’ordre 2 et sont munies d’un discriminateur Arctangent,
– BL = 5 Hz,
– Tcorr = 20 ms,
– K = 0.6, γ = 0.8 et M = 1 pour chacune des porteuses.
Les différentes métriques de performances utilisées dans les simulations qui vont suivre sont
les mêmes que celles définies à la section 3.2.2.
Cas de poursuite où les deux porteuses ont le même niveau de puissance à la
réception
Pour ce scénario de simulation, on supposera que les deux porteuses ont le même niveau
de bruit à la réception. Les figures 4.6, 4.7 et 4.8 illustrent les performances pour ce scénario
de poursuite en termes de décrochage et de sauts de cycle ainsi que les distributions des
erreurs de poursuite au cours du temps des différentes boucles pour un niveau de bruit fixé.
On voit sur la figure 4.6 que les deux structures de poursuite multifréquence offrent,
en termes de décrochage, une meilleure robustesse au bruit en affichant des probabilités de
décrochage plus faibles que celles obtenues avec une structure monofréquence ainsi que des
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temps d’apparition du décrochage légèrement plus longs. En analysant la figure 4.6, on re-
marque que le gain de performance apporté par la nature multifréquence de la poursuite est
plus important au niveau de la porteuse L1. Cette différence s’explique par le fait que la por-
teuse L2 a une fréquence plus faible que la fréquence L1. En terme de dynamique Doppler,
la porteuse L1 a donc une dynamique de phase à poursuivre plus forte que la dynamique
poursuivie par L2. Par conséquent, il est normal qu’une amélioration de l’estimation de la
dynamique (via les coefficients polynomiaux) soit plus bénéfique pour la porteuse L1. La dif-
férence de gain de performance s’explique aussi par le fait qu’initialement, les performances
de poursuite monofréquence sur L2 sont meilleures que sur L1 du fait de la différence de
dynamique entre les deux porteuses.
Figure 4.6 – Performances en termes de décrochage pour une poursuite bifréquence lorsque
les deux porteuses ont un même niveau de puissance à la réception
La figure 4.7 illustre quant à elle les performances en termes de sauts de cycle. Comme
pour les performances en termes de décrochage, on constate que les structures multifréquence
offrent des taux de sauts de cycle plus faibles et des temps d’apparition du premier saut de
cycle plus longs que la structure de poursuite monofréquence. Cependant, on remarque cette
fois que le gain de performance apporté par l’aspect multifréquentiel de la poursuite est plus
important sur L2 que sur L1. Ce résultat, contrastant avec les observations réalisées sur la
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figure 4.6, peut s’expliquer en considérant le niveau de bruit d’estimation des coefficients
polynomiaux. En effet, quel que soit la méthode de fusion de données choisie, l’estimation
des coefficients polynomiaux est réalisée par l’estimation du vecteur de référence bˆref . Une
fois que ce vecteur est estimé, les vecteurs associés aux différentes porteuses sont obtenus
en multipliant ce vecteur référence par les différents ratios ri. Comme rL1 > rL2 , l’erreur de
prédiction injectée au niveau de la poursuite (via le système de développement de phase) est
donc plus importante sur L1 que sur L2. Par conséquent, il est possible que cette différence
d’erreur de prédiction rende la correction des sauts de cycle plus efficace sur la porteuse L2.
Figure 4.7 – Performances en termes de sauts de cycle pour une poursuite bifréquence
lorsque les deux porteuses ont un même niveau de puissance à la réception
Pour bien conforter les résultats obtenus aux figures 4.6 et 4.7, la figure 4.8 illustre
les distributions des erreurs de poursuite au cours du temps pour chacune des porteuses
lorsque C/N0 = 23 dBHz. Pour chaque porteuse, les distributions illustrées sont celles obte-
nues lors d’une poursuite de phase multifréquence (dans le cas d’une estimation centralisée
et décentralisée des coefficients polynomiaux), et celles obtenues lors d’une poursuite mono-
fréquence. On constate bien en observant ces différentes distributions, que les poursuites
multifréquence offrent une meilleure robustesse aux dynamiques bruitées en affichant des
distributions avec des écarts type moins importants que dans le cas mono-fréquence.
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Figure 4.8 – Distribution des erreurs de poursuite au cours du temps pour des poursuites
mono et multifréquence pour C/N0 = 23 dBHz
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De manière générale, on voit d’après les figures 4.6, 4.7 et 4.8, qu’il y a très peu de dif-
férences entre la méthode d’estimation centralisée et la méthode d’estimation décentralisée.
Cas de poursuite où les deux porteuses ont des niveaux de puissance différents
à la réception
Dans le paragraphe précédent, nous avons étudié un scénario de poursuite pour lequel
les niveaux de puissance des deux porteuses à la réception étaient les mêmes. En pratique,
à cause des diverses perturbations rencontrées lors de la propagation des signaux et des
différences qu’il existe entre les puissances d’émission, les différentes porteuses du signal
multifréquence n’ont généralement pas les mêmes niveaux de puissance à la réception. Lors
d’une poursuite de phase multifréquence, ces différences de niveau de puissance peuvent
être bénéfiques pour les porteuses avec le plus faible niveau. En effet, grâce aux systèmes
multifréquence de prédiction de dynamique développés dans ce chapitre, il est légitime de
penser que lors de la poursuite, la porteuse la plus puissante va aider la porteuse la moins
puissante. Pour vérifier cette hypothèse et comprendre comment une différence de niveau
de puissance entre les porteuses va impacter les performances établies aux figures 4.6 et 4.7,
nous allons lancer la poursuite bifréquence suivante
– Porteuse 1 : L1 (1575.42 MHz) qui sera choisie comme fréquence de référence ;
– Porteuse 2 : L2 (1227.6 MHz) ;
– Temps de poursuite : 20 s.
– C/N0,L1 = C/N0,L2 + 5dBHz
Les figures 4.9 et 4.10 illustrent les performances pour ce scénario de poursuite en termes
de décrochage et de sauts de cycle. De par la différence de puissance des porteuses, les per-
formances des deux porteuses sont observées sur des plages de C/N0 légèrement différentes.
En observant les figures 4.9 et 4.10, on constate que la porteuse avec le plus faible niveau
de puissance (ici L2) voit ses performances nettement améliorées par rapport au scénario où
les deux porteuses ont le même niveau de puissance, que ce soit en termes de décrochage
ou de sauts de cycle. Ce résultat confirme donc l’idée que les systèmes de développement de
phase multifréquence développés dans ce chapitre sont bénéfiques pour la porteuse la moins
puissante.
On remarque cependant que la porteuse avec le plus fort niveau de puissance (ici L1) est
polluée par la porteuse avec le plus faible niveau de puissance. Lors du scénario de poursuite
multifréquence, les performances obtenues sur L1 sont pires que celles obtenues lors d’une
poursuite monofréquence. Ce phénomène de pollution entre porteuses laisse donc penser
que, dans ce cas, il est préférable d’envisager une approche de poursuite multifréquence
uniquement sur la porteuse la plus dégradée.
Pour finir, on remarque que contrairement au cas de poursuite où les deux porteuses
ont la même puissance, la méthode d’estimation centralisée se démarque de la méthode
d’estimation décentralisée en affichant de meilleures performances en termes de décrochage
et de sauts de cycle sur les deux porteuses. L’approche d’estimation centralisée semble donc
être la meilleure option d’estimation aux vues de l’ensemble des résultats obtenus.
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Figure 4.9 – Performances en termes de décrochage pour une poursuite bifréquence lorsque
les deux porteuses ont un niveau de puissance différent à la réception (la porteuse la plus
puissante est la porteuse L1)
4.3 Conclusion
Dans ce chapitre, nous avons développé deux nouvelles structures de poursuite de phase
multifréquence basées sur le système de développement de phase présenté dans le chapitre
précédent. En exploitant la diversité en fréquence offerte par un signal de navigation, il a
été possible d’adapter ce dernier à la poursuite de phase multifréquence grâce à une étape
de fusion de données réalisée au niveau de l’estimation des coefficients polynomiaux du
modèle d’analyse en sorties des filtres de boucle. Comme il a été vu dans ce chapitre, il
est possible de réaliser cette étape de fusion de données de deux manières différentes qui
ont donné chacune une méthode d’estimation multifréquence des coefficients polynomiaux.
Quelle que soit la solution d’estimation considérée, les tests de performance réalisés sur les
structures de poursuite multifréquence ont montré que, lorsque les porteuses ont le même
niveau de puissance, la robustesse au bruit de la poursuite est, comparée au cas de poursuite
monofréquence, amélioré autant au niveau de la probabilité de décrochage qu’au niveau du
taux de sauts de cycle. Cependant, lorsque les porteuses n’ont pas le même niveau de
puissance à la réception, un phénomène de pollution des porteuses de forte puissance par les
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Figure 4.10 – Performances en termes de sauts de cycle pour une poursuite bifréquence
lorsque les deux porteuses ont un niveau de puissance différent à la réception (la porteuse
la plus puissante est la porteuse L1). De par la différence de puissance des porteuses, les
performances des deux porteuses sont observées sur différentes plages de C/N0
porteuses de faible puissance est constaté au niveau des poursuites. Ce phénomène ne permet
donc pas de rendre bénéfique l’aspect multifréquentielle de la poursuite pour l’ensemble
des porteuses. Il pourrait donc être utile de travailler sur la mise en place d’un système
de pondération entre porteuses qui permettrait d’appliquer le traitement multifréquence
uniquement sur les porteuses les plus dégradées.
Dans le chapitre suivant, nous allons développer une toute nouvelle méthode de poursuite
de phase multifréquence basée sur une apporche non déterministe de la poursuite de phase
et du phénomène de sauts de cycle. Pour réaliser cette nouvelle structure, nous allons définir
un nouveau modèle de signal et développer une technique d’estimation de phase Bayésienne
basée sur une approche variationnelle.
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Chapitre5
Poursuite de phase bifréquence par filtrage
Bayésien variationnel
Dans les chapitres 3 et 4, nous avons travaillé sur la poursuite de phase réalisée par DPLL.
Pour rendre ces structures de poursuite plus robustes, nous nous sommes focalisés sur le
phénomène de sauts de cycle. Dans un premier temps, nous avons développé un système
de développement de phase pour DPLL monofréquence basé sur une approche déterministe
du phénomène. Par la suite, cette méthode a été adaptée à la poursuite de phase multifré-
quence en exploitant la diversité en fréquence d’un signal de navigation. Malgré l’approche
multifréquentielle, cette technique de développement de phase a montré certaines limites
lors des différents tests de performance.
Dans ce chapitre, nous allons continuer à nous intéresser à la poursuite de phase multifré-
quence mais, contrairement aux techniques développées dans les deux chapitres précédents,
nous allons utiliser ici des méthodes non déterministes d’estimation de phase basées sur du
filtrage Bayésien. Après avoir établi un modèle de signal et détaillé un nouvel estimateur
de phase bifréquentiel, nous allons développer une nouvelle méthode de poursuite de phase
bifréquence basée sur une technique de filtrage Bayésien variationnel. Les travaux présentés
dans ce chapitre font l’objet d’un article journal en cours de finalisation [3].
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5.1 Modèle d’analyse du signal
Dans ce chapitre, nous allons nous intéresser à la poursuite de phase d’un signal de
navigation bifréquence émis par un même satellite. Afin de se focaliser sur l’estimation de
phase, nous allons travailler en sortie de corrélation entre le signal reçu et une réplique locale
corrigée en délai (estimé au cours du temps grâce à une DLL) et en fréquence (la fréquence
considérée est la fréquence Doppler estimée lors de l’étape d’acquisition). En supposant
travailler dans la configuration illustrée à la figure 5.1, les signaux d’intérêt peuvent s’écrire
s1[k] = α1[k]ejφ1[k] + n1[k],
s2[k] = α2[k]ejφ2[k] + n2[k],
(5.1)
avec, pour chacune des porteuses
– αi l’amplitude du signal en sortie de corrélation,
– φi la phase Doppler,
– ni la composante liée au bruit.
Tout comme dans le chapitre 4, nous allons supposer que les différentes composantes du






avec nk = [n1[k], n2[k]]T , σ2n la puissance du bruit sur chacune des voies de réception et I2
la matrice identité de taille 2× 2.
Figure 5.1 – Cadre d’étude du signal bifréquence en vue de réaliser une poursuite de phase
par filtrage Bayésien
Dans ce chapitre, nous allons faire plusieurs hypothèses simplificatrices sur le modèle
5.1 qui, par la suite, pourront donner lieu à des raffinements. Nous allons dans un premier
temps supposer que les différents déphasages dus aux perturbations ionosphériques sont
parfaitement corrigés sur chacune des porteuses. Grâce à cette hypothèse, il est possible
d’exploiter la proportionnalité entre les différentes phases Doppler et d’écrire
s1[k] = α1[k]ejφ1[k] + n1[k],
s2[k] = α2[k]ejrφ1[k] + n2[k],
(5.3)
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Concernant les amplitudes des signaux en sortie de corrélation, on optera dans un premier
temps pour un modèle générique (qui pourra par la suite être affiné) supposant que
– les deux amplitudes sont distribuées suivant des lois gaussiennes centrées en zéro avec
la même puissance σ2α,
– il existe un certain niveau de corrélation entre les deux amplitudes, donné par le
coefficient ρ ∈ [0, 1].
Avec ces hypothèses, il est possible d’écrire
















avec |Rα| = σ4α(1− |ρ|2).
Pour la suite, on utilisera les notations vectorielles suivantes








φ1[k], nk = [n1[k], n2[k]]T et  le produit d’Hadamard.
5.2 Discriminateur de phase bifréquence : estimateur
MML
La fonction de vraisemblance associée au système (5.8) est donnée par













avec ‖.‖2 la norme de Frobenius. Pour la suite des calculs et afin d’alléger les notations, on
ne notera plus les termes constants dans les termes conditionnels des distributions. Grâce
au modèle a priori (5.5) sur les amplitudes des signaux, il est possible de calculer la fonction
de vraisemblance marginalisée suivante
f(sk|φk) =
∫
f (sk|αk, φk) f(αk)dαk, (5.10)








σ2n + σ2α σ2αρejr¯φk
σ2αρ
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et r¯ = r − 1. Cette fonction de vraisemblance marginale, assimilable à une distribution






(σ2n + σ2α)2 − |ρ|2σ4α
sHk sk
}
exp {2ξ |zk| cos (ϕk − r¯φk)} , (5.13)
avec 
ξ = σ2α/([σ2n + σ2α]2 − |ρ|2σ4α),
zk = ρs∗1[k]s2[k],
ϕk = ∠(zk),
où l’opérateur ∠(.) définit l’angle dans l’intervalle [−pi,+pi]. L’estimateur MML (Marignal
Maximum Likelihood) est donné par définition comme l’argument qui maximise la fonction
de vraisemblance marginalisée (5.13) [95], i.e.,





cos(ϕk − r¯φk) (5.15)
A cause de la périodicité de la distribution (5.13), il existe une infinité de valeurs possibles













Notons que l’estimateur (5.16) définit un nouveau discriminateur de phase bifréquence
sous réserve des hypothèses de travail (5.8) et (5.5). Les caractéristiques de l’estimateur
MML (5.16) peuvent être étudiées grâce à la densité de probabilité de φˆmmlk |φk donnée
par [96]







× II(φˆmmlk ) (5.17)




et λ = σ2α|ρ|/[σ2n + σ2α]. Pour quantifier les performances de
l’estimateur MML, la figure 5.2 illustre la distribution (5.17) pour différentes valeur de ρ,
φk, r et SNR = σ2α/σ2n. On peut alors remarquer en analysant les figures 5.2(a)-5.2(d) que :
(a) plus le signal est bruité, plus la densité de probabilité de φˆmmlk |φk est large, réduisant
ainsi la précision de l’estimateur ;
(b) il est préférable d’avoir une forte corrélation entre les différentes porteuses afin de
pouvoir obtenir une bonne information sur φk ;
(c) à moins que φk = 0, l’estimateur est biaisé du fait de sa 2pi/r¯ périodicité ;
(d) plus le ratio entre les porteuses est grand, plus l’estimateur est précis et plus l’intervalle
d’ambiguïté sera petit.
5.3 Poursuite de phase par filtrage RVB
Dans cette section, nous allons développer une nouvelle méthode de poursuite bifréquence
de φk dans un cadre Bayésien. Les sections qui suivent vont détailler les différentes étapes
de cette nouvelle méthode de poursuite basée sur une approche variationnelle.
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Figure 5.2 – Densité de probabilité de l’estimateur MML pour différents cas (les paramètres
de référence sont r = 1.28, φk = 0.5pi/r¯ (rad), ρ = 1, SNR = 0dB) : (a) le SNR varie, (b)
ρ varie, (c) φk varie, (d) r varie avec φk = 0.
5.3.1 Poursuite de phase par approche Bayésienne
L’estimateur MML (5.16) donne une estimation ambiguë de la phase φk sur l’intervalle
I. Pour pouvoir poursuivre la phase absolue φk en utilisant ce discriminateur et pallier au
problème d’ambiguïté afin d’éviter l’apparition de sauts de cycle durant la poursuite, nous
nous proposons de définir un modèle de dynamique de phase. Pour ce faire, nous allons
modéliser l’évolution de la phase par un champ aléatoire de Markov. Ce genre de structures
est utilisé dans de nombreuses techniques Bayésiennes de développement de phase car elles
fournissent un moyen simple de retranscrire la continuité de la phase à estimer [97,98]. Dans
notre étude, nous choisirons un champ Markovien Gaussien d’ordre 1 afin d’imposer une cer-
taine continuité de la phase entre l’instant k− 1 et l’instant k. On supposera également une
distribution causale car, dans le cadre du GNSS, l’estimation de phase est une estimation
réalisée en ligne.
De manière plus précise, pour définir le champ Markovien, on suppose que la première
estimation de phase φ1 est uniformément répartie sur l’intervalle I. Pour les estimations
suivantes (i.e., k > 1), on suppose que φk est distribuée suivant une loi gaussienne de
115
CHAPITRE 5. POURSUITE DE PHASE BIFRÉQUENCE PAR FILTRAGE BAYÉSIEN
VARIATIONNEL
moyenne φk−1 et de variance σ2φ. Nous avons donc
φ1 ∼ UI ,






qui se traduit en termes de distribution par










Couplée à la fonction de vraisemblance (5.13), cette information a priori sur la dynamique
de phase permet de définir une méthode d’estimation récursive optimale de f(φk|Sk), où
Sk = [s1, . . . , sk], grâce aux deux étapes suivantes [99]
– Prédiction
f(φ1|S0) = f(φ1) (k = 1)
f(φk|Sk−1) =
∫
f(φk|φk−1)f(φk−1|Sk−1)dφk−1 (k > 1) (5.20)
où l’indice 0 correspond au vecteur d’observation vide
– Mise à jour de la distribution de filtrage
f(φk|Sk) ∝ f(sk|φk)f(φk|Sk−1) (k ≥ 1). (5.21)
Cependant, étant donné l’expression de la vraisemblance (5.13) et de l’a priori (5.19), il
semble impossible de calculer en pratique de manière récursive la distribution de filtrage
(5.21). C’est pourquoi, nous allons préférer estimer f(φk|Sk) grâce une technique de fil-
trage sous-optimale basée sur une approche Bayésienne variationnelle (VB pour Variational
Bayes) [100,101].
5.3.2 Filtrage et estimateur RVB
Nous allons développer ici une méthode de filtrage Bayésien basée sur une approche
variationnelle afin de réaliser une poursuite de phase bifréquence.
5.3.2.1 Principe de l’approximation variationnelle
Supposons que de manière générale, nous souhaitons calculer la distribution f(θ|D) avec
θ le vecteur des paramètres à estimer et D celui des observations. Dans certains cas, il est
difficile d’obtenir une expression mathématiquement manipulable de f(θ|D). Pour résoudre
ce problème, il est possible de chercher à approximer la distribution par une distribution
f˘(θ|D) vérifiant certaines conditions simplificatrices [100]. Dans le cadre d’une approche
variationnelle, il est possible de chercher à approximer f(θ|D) par une distribution vérifiant,
conditionnellement aux observations, l’indépendance suivante :
f˘(θ|D) = f˘(θ1,θ2|D) = f˘(θ1|D)f˘(θ2|D), (5.22)
avec θ1 et θ2 une subdivision du vecteur des paramètres tel que θ = [θT1 ,θT2 ]T . Parmi cette
famille de distributions, nous allons choisir celle qui minimise la divergence de Kullback-
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pour i = 1, 2, (5.24)




5.3.2.2 Filtrage Bayésien variationnel restreint
Revenons dans le cas de la poursuite de phase par estimation Bayésienne donnée par les
équations (5.20) et (5.21). Les calculs de mise à jour de la distribution a posteriori f(φk|Sk)
s’avérant complexes à réaliser, nous allons opter pour une approche variationnelle afin de
trouver une expression approchée f˜(φk|Sk). Comme expliqué dans la section précédente,
nous allons supposer une certaine indépendance des paramètres conditionnellement aux
observations. Dans notre cas, nous allons nous inspirer des études réalisées dans [101] que
nous allons appliquer à notre modèle de signal. Ainsi, nous allons localement supposer
l’indépendance entre φk et φk−1 conditionnellement aux observations Sk, i.e.,
f˜(φk, φk−1|Sk) = f˜(φk|Sk)f˜(φk−1|Sk), (5.26)
avec f˜(.) l’approximation de la distribution a posteriori réalisant l’indépendance des para-











Aux vues des expressions (5.27) et (5.28), il nous faut exprimer la distribution conjointe
f(φk, φk−1,Sk). En appliquant trois fois les lois de Bayes, il est possible d’écrire
f(φk, φk−1,Sk) = f(sk|φk, φk−1,Sk−1)f(φk|φk−1,Sk−1)f(φk−1|Sk−1)f(Sk−1). (5.29)
Grâce aux différents modèles du signal mis en place précédemment, la seule connaissance de
la phase à l’instant k permet de caractériser pleinement sk et la seule connaissance de φk−1
permet de caractériser complétement φk. En remplaçant également la distribution inconnue
f(φk−1|Sk−1) par son approximation f˜(φk−1|Sk−1), l’expression (5.29) peut se réécrire
f(φk, φk−1,Sk) = f(sk|φk)f(φk|φk−1)f˜(φk−1|Sk−1)f(Sk−1). (5.30)
En insérant l’expression (5.30) dans l’expression (5.27), et en tenant compte des composantes
indépendantes de φk et celles constantes par rapport à φk−1, il est possible d’écrire





De même, en partant de l’équation (5.28), il possible d’écrire





L’approximation variationnelle nous conduit ainsi à l’estimation de f˜(φk|Sk) via le système
de filtrage récursif suivant [101]
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– Mise à jour de la distribution de filtrage
f˜(φk|Sk) ∝ f(sk|φk)f˜(φk|Sk−1). (5.34)
Comme le montre la figure 5.3, où est schématiquement illustré le système de filtrage défini
par les équations (5.33) et (5.34), l’estimation de f˜(φk|Sk) nécessite la connaissance de
f˜(φk−1|Sk) qui est également fonction de cette dernière. Pour contourner ce problème, il est
Figure 5.3 – Processus de filtrage Bayésien lors d’une approche variationnelle locale
possible de faire la seconde approximation suivante [101]
f˜(φk−1|Sk) = f˜(φk−1|Sk−1). (5.35)






f˜(φk|Sk) ∝ f(sk|φk)f˜(φk|Sk−1). (5.37)
Ce nouveau processus de filtrage, appelé filtrage RVB (Restricted Variational Bayesian), est
illustré à la figure 5.4. En utilisant les expressions (5.13) et (5.18), le filtrage RVB s’écrit
finalement
– Prédiction et mise à jour pour k = 1
f˜(φ1|S0) = f(φ1), (5.38)
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Pour k > 1, la distribution (5.41) a une forme qu’il est possible de retrouver dans cer-
tains algorithmes de développement de phase [102, 103]. Plus précisément, la distribution
se décompose en un produit d’une fonction périodique (dont les maxixma sont situés tous
les φˆmmlk modulo 2pi/r¯) avec une fonction Gaussienne centrée en 〈φk−1〉f˜(φk−1|Sk−1). La com-
posante périodique de la distribution peut induire un comportement multimodal lorsque
2ξ|zk|r¯2σ2φ > 1 qui, durant la poursuite, risque d’être à l’origine de l’apparition de sauts
de cycle. L’étude du comportement multimodale de la distribution (5.41) est détaillée dans
l’Annexe C.
Figure 5.4 – Processus de filtrage RVB
5.3.2.3 Estimateur RVB
Pour estimer la phase φk grâce au processus itératif de filtrage RVB, il est suffisant
et nécessaire, d’après l’équqation (5.41), de calculer sa moyenne suivant la distribution
f˜(φk|Sk). En plus de permettre la mise à jours de la distribution de filtrage, nous allons
considérer cette moyenne comme l’estimateur de la phase φk associé au filtrage RVB. Ainsi,






Comme il est détaillé en Annexe D, l’estimateur RVB peut s’exprimer comme une somme
discrète infinie. Plus précisément, on a











– k > 1


























avec Iq(.) la fonction de Bessel modifiée de première espèce d’ordre q et βk = 2ξ|zk|. On voit,
d’après l’équation (5.44), que le calcul de φˆrvbk est réalisé grâce à une formulation analytique
mathématiquement réalisable, faisant apparaître φˆrvbk−1 et φˆmmlk . On constate également la
nature non-linéaire du filtrage RVB qui ne permet pas d’obtenir une relation linéaire entre
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φˆrvbk et φˆrvbk−1. En pratique, les fonctions Iq(x) décroissent suffisamment rapidement lorsque q
augmente pour que l’on puisse troncaturer les sommes des expressions (5.43) et (5.44) sur
un intervalle {1, . . . , qmax}.
5.3.3 Structure globale de la poursuite de phase
En combinant l’estimateur MML (5.16) et le processus de filtrage Bayésien élaboré dans
la section 5.3.2, nous obtenons la structure de poursuite de phase bifréquence illustrée à la
figure 5.5.
Figure 5.5 – Structure schématique de la méthode de poursuite de phase par filtrage RVB
5.3.4 Exemples de poursuite
Afin d’illustrer le bon fonctionnement de la structure de poursuite donnée à la figure 5.5,
nous allons étudier la poursuite de phase bifréquence suivante :
– les deux porteuses du signal sont L1 et L2 (soit r ' 1.28),
– la dynamique de phase à suivre est une rampe de 2 Hz,
– le niveau de bruit est tel que C/N0 = 25 dBHz,
– les amplitudes αi sont générées en prenant σ2α = 1 et ρ = 0.99,
– on supposera lors des calculs que σ2φ = 0.7 (malgré le fait que la phase générée soit
une rampe),
– pour le calcul de φˆrvbk , on troncature les sommes en prenant qmax = 50.
La figure 5.6 illustre, pour ce scénario de poursuite, l’estimation de phase obtenue avec
l’estimateur MML et l’estimateur RVB. On voit, comme attendu, que l’estimateur MML
fourni une estimation de phase non filtrée et ambiguë, c’est-à-dire non développée dans
l’intervalle I = [−pi/r¯, pi/r¯]. La figure 5.6 illustre également l’estimation de phase obtenue
en développant l’estimateur MML grâce une simple routine Matlab. On voit clairement que
même malgré ce développement de phase, l’estimation obtenue reste localement ambiguë
du fait de l’apparition de sauts de cycle. Pour finir, l’estimateur RVB nous donne quant à
lui une estimation de phase sans sauts de cycle et moins bruitée que l’estimation de phase
donnée par l’estimateur MML. L’utilisation d’une loi liant les phases entre deux instants
permet donc, via le processus de filtrage RVB, d’affiner et de développer l’estimation de
phase.
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Figure 5.6 – Comparaison des estimateurs MML et RVB lors d’une poursuite de phase
bifréquence de type rampe
5.4 Performances du filtrage RVB
Dans cette section nous allons étudier les performances de la nouvelle méthode de pour-
suite de phase bifréquence RVB développée dans ce chapitre. L’étude de performance est
réalisée en deux temps :
– Dans un premier temps, nous allons étudier les performances intrinsèques de la mé-
thode en nous focalisant sur le comportement des poursuites en fonction du paramètre
σ2φ.
– Puis, nous allons nous focaliser sur la comparaison des performances de la poursuite
RVB avec les performances obtenues avec les structures multifréquence développées
dans le chapitre 4.
Les deux axes d’étude précédemment décrits sont détaillés dans les sections qui suivent.
5.4.1 Performances intrinsèques de la poursuite de phase RVB
Nous allons étudier ici les performances intrinsèques de la structure de poursuite RVB
illustrée à la figure 5.5. Pour ce faire, nous allons générer et poursuivre les signaux d’intérêt
suivant les modèles (5.8), (5.2) et (5.5) pour diverses valeurs de SNR, ρ. Quel que soit le
choix des paramètres, on supposera que l’algorithme de poursuite RVB connaît parfaitement
les valeurs de ces derniers.
Pour étudier les performances en fonction de σ2φ, on choisit les trois métriques suivantes :
– La RMSE (Root Mean Square Error) modulo la plage d’ambiguïté de l’estimateur
MML (qu’on notera pour la suite RMSE-mod) afin de quantifier en première approxi-
mation la précision des poursuites hors sauts de cycle. La RMSE-mod est également
calculée au bout d’un temps significatif de poursuite afin que les calculs soient effectués
en régime établi.
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– Le temps de convergence de l’estimation de phase qui est déterminée comme étant le
temps nécessaire pour que la RMSE-mod soit constante au cours du temps.
– Le taux de sauts de cycle sur l’ensemble de la poursuite. Comme dans les chapitres
précédents, un saut de cycle est détecté lorsque la poursuite quitte un équilibre pour
en atteindre un autre.
Ces trois critères de performance sont illustrés à la figure 5.7 pour diverses valeurs de SNR,
ρ et σ2φ dans le cadre d’une poursuite bifréquence des porteuses L2 et L1 (i.e., r ' 1.28)
d’un échelon de phase de pi/(2r¯) rad.
Figure 5.7 – Inluence du paramètre σ2φ lors de la poursuite d’un échelon de phase
(pi/(2r¯) rad) pour les trois cas suivants : Cas 1 : SNR = 5 dB, ρ = 1, r ' 1.28. Cas
2 : SNR = 0 dB, ρ = 1, r ' 1.28. Cas 3 : SNR = 5 dB, ρ = 0.8, r ' 1.28.
La figure 5.7 nous montre que, quel que soient les niveaux de bruit et de corrélation,
la méthode de poursuite RVB a un comportement non-linéaire 1 en fonction de σ2φ. Plus
précisément, on remarque que pour des faibles valeurs de σ2φ, la RMSE-mod tend à diminuer.
On remarque également le même comportement de la RMSE-mod pour des fortes valeurs
de σ2φ. Ce comportement contraste avec les comportements qu’il est possible d’observer
avec des boucles de poursuite classiques. En effet, pour une boucle de type DPLL par
exemple, les performances se dégradent avec l’augmentation de la bande de boucle. Dans le
cas d’une poursuite RVB, la notion de bande de boucle est directement liée à σ2φ (car c’est
ce paramètre qui autorise un certain niveau de variations, dues au bruit ou à la dynamique,
entre deux estimations successives de phase ; σ2φ joue ainsi le rôle de bande passante). On
s’attend donc, par similitude avec les DPLL, à ce que la RMSE-mod augmente avec σ2φ. Or
les résultats obtenus montrent un comportement non-linéaire en fonction de σ2φ. Ce résultat
peut s’expliquer par l’étude de l’expression (5.44) de l’estimateur RVB dans laquelle le
paramètre σ2φ apparaît sous deux formes :
– une constante multiplicative qui va réduire le terme d’innovation (associé au terme
φˆmmlk − φˆrvbk−1 dans l’équation (5.44)) lorsque σ2φ diminue,
– une composante exponentielle qui va également réduire le terme d’innovation lorsque
σ2φ augmente.
1. on entend par "comportement non-linéaire" un comportement relatif à un filtrage non-linaire
122
CHAPITRE 5. POURSUITE DE PHASE BIFRÉQUENCE PAR FILTRAGE BAYÉSIEN
VARIATIONNEL
Malgré ce comportement non-linéaire, on remarque cependant que σ2φ garde quand même
une certaine similitude avec la notion de bande de boucle. En effet, on constate sur la figure
5.7 que le temps de convergence et la RMSE-mod ont des comportements inverses en fonc-
tion de σ2φ. Quel que soit le cas de simulation, lorsque la RMSE-mod augmente, le temps de
convergence diminue et lorsque la RMSE-mod diminue, le temps de convergence augmente.
On retrouve également le même comportement relatif entre le taux de sauts de cycle (dont
les courbes de performance ont même allure que celles de la RMSE-mod) et le temps de
convergence, bien que les taux observés soient très faibles. Dans ce cas, on voit bien que σ2φ
réalise un compromis entre robustesse au bruit et vitesse de convergence.
Pour terminer, l’analyse de la figure 5.7 nous montre que logiquement, lorsque le SNR
ou le taux de corrélation ρ diminuent, il y a une dégradation des performances qui se traduit
par une augmentation de la RMSE-mod, du temps de convergence et du taux de sauts de
cycle.
5.4.2 Comparaisons avec les DPLL multifréquence
Après avoir étudié les performances intrinsèques de la poursuite de phase RVB, nous
allons comparer ses performances avec une des boucles multifréquence développées dans le
chapitre 3. Les tests de comparaison seront réalisés pour trois cas de poursuite différents :
la poursuite d’un échelon de phase, la poursuite d’une rampe de phase et la poursuite d’une
rampe plus une accélération de phase. On distinguera les trois cas d’étude afin de voir jus-
qu’à quel niveau de dynamique il est possible d’appliquer le modèle (5.18). Ce modèle étant
dimensionné pour suivre une dynamique de type échelon, il est légitime de penser que ce
dernier ne soit pas suffisant pour suivre une dynamique de type rampe et surtout de type
accélération.
Dans tous les cas, on travaillera sur les scénarios de poursuite suivants :
– les deux porteuses du signal sont L1 et L2 (soit r ' 1.28),
– les amplitudes αi sont réelles et égales,
– la phase d’intérêt est générée suivant le modèle polynomial (4.34).
Les boucles de poursuite seront quant à elles dimensionnées de la sorte :
– les amplitudes αi étant réelles et égales, on prend ρ = 1,
– pour le calcul de φˆrvbk , on troncature les sommes en prenant qmax = 50,
– la structure multifréquence du chapitre 4 qui est comparée avec la structure RVB est
celle relative à la méthode d’estimation centralisée, dont les réglages sont : K = 0.6,
γ = 0.8, M = 1 et Ninit = 3. Les boucles seront d’ordre 2 et seront munies d’un
discriminateur de type Arctangent,
Les diverses performances de poursuites sont obtenues par l’analyse de 500 poursuites de
phase de 20 s chacune. Pour les courbes de décrochage, on se fixera Tcritique = 1 s pour
déterminer à partir de quel moment un saut de cycle est considéré comme un décrochage
local.
Performances lors d’une poursuite d’un échelon de phase
D’après le modèle (5.18), le développement de la structure de poursuite RVB présentée dans
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ce chapitre a principalement été axé sur la poursuite d’une dynamique de type échelon. Pour
le premier test de performance, nous allons donc nous intéresser à la poursuite de phase
suivante :
– la dynamique à suivre est un échelon de pi/4 rad,
– pour la poursuite RVB, σ2φ = 1.23. Cette valeur a été déterminée empiriquement grâce
à la figure 5.7 en choisissant le meilleur compromis entre rapidité de convergence,
RMSE-mod et taux de sauts de cycle.
– la bande de boucle de la DPLL multifréquence est de BL = 3 Hz,
Les méthodes de poursuite mono et multifréquence développées dans les chapitres 3 et 4
n’étant pas optimisées dans les cas de poursuite de type échelon (car il n’y a aucune dyna-
mique à estimer et pré-compenser), nous allons également étudier les performances d’une
DPLL monofréquence conventionnelle avec une faible bande de boucle BL = 1 Hz. Les fi-
gures 5.8 et 5.9 illustrent les performances des boucles étudiées en termes de RMSE-mod,
de décrochage et de taux de sauts de cycle.
La figure 5.8 illustre les RMSE-mod de la méthode RVB, de la méthode de poursuite
bifréquence centralisée et de la DPLL conventionnelle pour différentes valeurs de C/N0
au cours du temps. En observant cette figure, on constate dans un premier temps que la
structure RVB affiche des RMSE-mod plus grandes que la DPLL multifréquence et mono-
fréquence conventionnelle. Cette différence de précision s’explique par le fait que, dans le
cas de simulation où les amplitudes des signaux sont réelles et égales, la méthode RVB est
pénalisée du fait du modèle (5.5) qui suppose un modèle générique plus complexe de ces
dernières.
On remarque également sur la figure 5.8 les comportements linéaires et non-linéaires des
différentes boucles en fonction du niveau de bruit. Plus précisément, si on se focalise sur les
méthodes de poursuite monofréquence et multifréquence centralisée, on voit bien que plus
le niveau de bruit augmente, plus la RMSE-mod augmente. Dans le cas de la méthode RVB,
la RMSE-mod n’augmente pas forcément avec le niveau de bruit. En effet, on voit qu’elle
présente un maximum pour C/N0 = 26 dBHz et qu’elle est minimale pour C/N0 = 15 dBHz.
Ce comportement est à lier avec le comportement non-linéaire de la RMSE-mod en fonction
de σ2φ observé à la figure 5.7.
Figure 5.8 – RMSE-mod des poursuites RVB et des poursuites multifréquence centralisées
pour la poursuite d’un échelon de pi/4 rad
124
CHAPITRE 5. POURSUITE DE PHASE BIFRÉQUENCE PAR FILTRAGE BAYÉSIEN
VARIATIONNEL
La figure 5.9 illustre les performances de poursuite en termes de décrochage et de sauts
de cycle. On voit clairement sur cette figure que, comparée à la DPLL multifréquence,
la méthode de poursuite RVB affiche de meilleures performances avec des probabilités de
décrochage et des taux de sauts de cycle nuls quel que soit le niveau de bruit considéré. On
remarque également que les performances de la méthode RVB sont également meilleures
que celles de la DPLL monofréquence conventionnelle avec une faible bande de boucle. Ces
résultats ne sont pas incompatibles avec le fait que la RMSE-mod de la méthode RVB
est plus importante que celle de la DPLL multifréquence. En effet, le discriminateur MML
utilisé dans le méthode RVB a une plage d’ambiguïté de 2pi/(r − 1) rad qui est beaucoup
plus grande que la plage d’ambiguïté du discriminateur Arctangent. La méthode de poursuite
RVB peut donc supporter des niveaux de RMSE-mod plus importants sans subir de sauts
de cycle.
Figure 5.9 – Performances de la poursuite RVB et de la poursuite multifréquence centralisée
en termes de décrochage et de sauts de cycle pour la poursuite d’un échelon de pi/4 rad
Les résultats obtenus pour ce scénario de poursuite montrent donc que la méthode de
poursuite RVB est une méthode de poursuite robuste au bruit dans le cas d’une poursuite
d’un échelon de phase.
Performances lors d’une poursuite d’une rampe de phase
Dans la simulation précédente, nous avons pu constater que la méthode RVB affiche une
bonne robustesse lors d’une poursuite de type échelon. Afin d’établir maintenant sa robus-
tesse aux dynamiques de type rampe, nous allons nous intéresser à la poursuite de phase
suivante :
– la dynamique à suivre est de type rampe (2 Hz ou 3 Hz selon le cas d’étude),
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– pour la poursuite RVB, σ2φ = 6.15 (valeur déterminée empiriquement, de manière
analogue au cas de l’échelon) quel que soit la valeur de la rampe,
– la bande de boucle de la DPLL multifréquence est de BL = 3 Hz pour le cas d’une
rampe de 2Hz, et de BL = 5 Hz pour le cas d’une rampe de 3Hz.
Les figures 5.10, 5.11 et 5.12 nous donnent les performances de poursuite des deux boucles
en termes de RMSE-mod modulo la plage d’ambiguïté, de décrochage et de sauts de cycle
pour différentes valeurs de C/N0.
La figure 5.10 illustre la RMSE-mod au cours du temps pour diverses valeurs de C/N0.
On constate sur cette figure que comme pour le cas de poursuite d’un échelon de phase, la
RMSE-mod de la méthode RVB est plus importante que celle obtenue avec la DPLL multi-
fréquence centralisée. On remarque de plus que les valeurs de RMSE-mod de cette dernière
sont plus importantes que dans le cas de simulation précédent pour des forts niveaux de
bruit. Ce constat s’explique par les nombreux décrochage des poursuites qui vont considé-
rablement augmenter les valeurs de RMSE-mod aux vues de la grande plage de linéarité du
discriminateur MML.
Contrairement aux résultats observés à la figure 5.8, on remarque que cette fois, la méthode
RVB affiche un comportement assimilable à celui d’un filtrage linéaire avec des valeurs de
RMSE-mod qui augmente avec le niveau de bruit. On voit cependant que les niveaux de
RMSE-mod semblent croître de manière importante à partir d’un certain niveau de bruit.
Figure 5.10 – RMSE-mod des poursuites RVB et des poursuites multifréquence centralisées
pour une poursuite de rampe de 3 Hz
Les performances en termes de décrochage et de sauts de cycle pour le cas d’une poursuite
de rampe de 2 Hz sont illustrées à la figure 5.11. On voit clairement sur cette figure, comme
pour le cas de la poursuite d’un échelon, que la méthode de poursuite RVB affiche des
meilleurs performances en repoussant les limites de décrochage de 5 à 6 dBHz et en abaissant
considérablement le taux de sauts de cycle (pour des valeurs de C/N0 non critiques). Il est
également intéressant de remarquer le "comportement binaire" de la méthode de poursuite
RVB qui affiche des performances se dégradant très rapidement sur une plage de C/N0 très
courte. Ce comportement est à lier avec les niveaux de RMSE-mod donnés à la figure 5.10.
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Les performances en termes de sauts de cycle font ressortir le caractère non-linéaire de la
poursuite RVB en affichant une dégradation locale autour des 23 dBHz.
Figure 5.11 – Performances de la poursuite RVB et de la poursuite multifréquence centra-
lisée en termes de décrochage et de sauts de cycle pour une poursuite de rampe de 2 Hz
Un autre cas de simulation a été réalisé avec cette fois une rampe de phase de 3 Hz (on
garde toujours σ2φ = 6.15). Les performances en termes de décrochage et de sauts de cycle
sont illustrées à la figure 5.12. Comparées aux performances obtenues lors de la poursuite
de rampe de 2 Hz, on observe globalement les mêmes tendances avec pour seule différence
le taux de sauts de cycle de la méthode RVB qui, pour des C/N0 critiques, est cette fois
plus faible que celui de la DPLL multifréquence.
L’ensemble des résultats obtenus montrent donc que la méthode de poursuite RVB est
capable d’estimer une dynamique de type rampe avec une bonne robustesse au bruit et aux
sauts de cycle (à condition de bien régler la variable σ2φ).
Performances lors d’une poursuite d’une dynamique de type rampe plus accé-
lération
Les résultats obtenus lors des précédents tests de performance ont montré que la méthode
de poursuite RVB arrive à tenir des dynamiques de type rampe. Nous allons étudier main-
tenant le cas où la dynamique à poursuivre contient une composante d’accélération. Pour
ce cas de simulation, nous allons étudier la poursuite suivante :
– la dynamique à suivre est de 2 Hz+0.5 Hz/s,
– pour la poursuite RVB, σ2φ = 6.15 (valeur déterminée empiriquement).
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Figure 5.12 – Performances de la poursuite RVB et de la poursuite multifréquence centra-
lisée en termes de décrochage et de sauts de cycle pour une poursuite de rampe de 3 Hz
– la bande de boucle de la DPLL multifréquence est de BL = 3 Hz.
La figure 5.13 illustre les performances des boucles en termes de décrochage en fonction du
C/N0. Les résultats obtenus nous montrent clairement que la méthode de poursuite RVB
n’arrive pas, contrairement à la DPLL multifréquence, à poursuivre la dynamique de phase.
En effet, comparé aux deux précédents cas de simulation, les probabilités de décrochage
obtenues avec la méthode RVB sont fortement dégradées. Pour s’en convaincre, la figure
5.14 illustre 50 poursuites obtenues via la méthode RVB pour C/N0 = 24 dBHz. On voit
clairement qu’au bout d’un certain temps de poursuite, les estimations de phase n’arrivent
plus à suivre la dynamique malgré le fait qu’il n’y ait aucun décrochage prononcé. Ce
comportement des trajectoires montre donc la limite de la méthode RVB et plus précisément
la limite du modèle (5.18) pour une poursuite de type accélération.
Les résultats obtenus nous confirment que la méthode RVB développée dans ce chapitre
n’est pas capable de suivre des dynamiques de phase de type accélération. Pour pouvoir
suivre une telle dynamique, il faudrait choisir un champs Markovien d’ordre supérieur au
niveau du modèle (5.18) ou rendre σ2φ adaptatif au cours du temps en fonction de la dyna-
mique.
5.5 Conclusion
Nous avons développé dans ce chapitre une nouvelle approche de poursuite de phase
bifréquence. Pour réaliser cette nouvelle structure, nous avons défini dans un premier temps
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Figure 5.13 – Performances de la poursuite RVB et de la poursuite multifréquence centra-
lisée en termes de décrochage pour une dynamique de 3 Hz+1 Hz/s
un nouveau discriminateur de phase bifréquence basé sur un estimateur MML. Ce discri-
minateur a la particularité d’offrir une plage de linéarité fonction du ratio des porteuses du
signal bifréquence qui, dans le cadre des fréquences d’émission GNSS, est plus importante
que celle d’un discriminateur Arctangent. Par la suite, nous nous sommes intéressés à la
poursuite de phase obtenue par une méthode de filtrage Bayésienne basée sur une approche
variationnelle. Pour réaliser cette méthode, nous avons supposé un modèle de dynamique
de phase que l’on a choisi de type Markovien et d’ordre 1. Ce choix de modèle a la particu-
larité d’imposer une certaine continuité entre deux estimations de phase consécutives afin
de réaliser une poursuite de phase développée. Cependant, l’ordre du modèle va imposer
une limite en termes de dynamique au-delà de laquelle la méthode ne pourra plus suivre la
dynamique de phase.
Les différents tests de performance réalisés sur cette nouvelle méthode de poursuite ont
montré que la poursuite de phase RVB offre de bonnes performances sur des dynamiques de
type échelon et de type rampe. En effet, sur ce type de dynamique et en comparaison avec
la DPLL multifréquence centralisée développée au chapitre 4, la structure RVB a des limites
de décrochage beaucoup plus basses en termes de C/N0 et des taux de sauts de cycle plus
faible. Comme attendu, la méthode a montré ces limites sur des dynamiques de type accé-
lération pour lesquelles l’ordre du modèle de la dynamique de phase Markovien n’est plus
suffisant. De plus, pour des dynamiques de type échelon et rampe, la méthode d’estimation
de phase RVB affiche des précisions d’estimation plus faibles que celles obtenues avec une
DPLL multifréquence. Ces points montrent ainsi la nécessité d’affiner les modèles de signal
utilisés, notamment au niveau de la modélisation dynamique de phase dont l’ordre pourrait
être choisi plus grand afin de pouvoir suivre de fortes dynamiques et affiner les estimations
de phase. Il pourrait être également intéressant d’effectuer des travaux supplémentaires au
niveau du choix du paramètre σ2φ. Au lieu d’être fixe, ce dernier pourrait être adaptatif en
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Figure 5.14 – Exemples de poursuites réalisées par la méthode RVB pour une dynamique
de phase de 3 Hz+1 Hz/s et pour C/N0 = 24 dBHz
fonction du niveau de bruit et de la dynamique afin d’optimiser la précision de la poursuite.
Pour finir, un modèle d’amplitudes plus fin pourrait être mise en place afin d’imposer, par




Les applications GNSS étant de plus en plus exigeantes en termes de précision, l’implé-
mentation des algorithmes de positionnement précis au sein d’un récepteur grand public est
devenue une des problématiques fondamentales de la navigation par satellites. En effet, les
techniques de positionnement précis nécessitent une information de phase dont l’estimation
souffre d’un manque de robustesse en environnement dégradé. Ce problème de robustesse
est en grande partie dû au phénomène de sauts de cycle se produisant lors d’une poursuite
de phase. En plus de créer des biais dans l’estimation de phase, les sauts de cycle peuvent
induire un décrochage de la poursuite si le phénomène est trop important.
CONCLUSION DES CONTRIBUTIONS
Les travaux de thèse se sont focalisés sur le développement de nouvelles structures de
poursuite multifréquence robustes en environnement dégradé. Plus précisément, nous nous
sommes particulièrement intéressés au développement de méthodes de déroulage de phase,
au sein d’une structure de poursuite, afin de réduire l’apparition du phénomène de sauts
de cycle. Pour ce faire, nous avons développé de nouvelles structures de poursuite de phase
tirant avantage de la diversité en fréquence offerte par les signaux GNSS. L’ensemble des
travaux réalisés dans ce manuscrit ont été présentés dans les cinq chapitres dont le bilan est
donné ci-après.
Dans le premier chapitre, une introduction générale de la navigation par satellites a
été donnée. Ces travaux bibliographiques ont rappelé le modèle d’un signal de navigation
ainsi que les diverses perturbations affectant ce dernier lors de sa propagation. Les diverses
opérations de poursuite et de calcul du point réalisées par le récepteur ont également été
rappelées.
Dans le second chapitre, nous nous sommes particulièrement intéressés à la poursuite de
phase réalisée par des structures de poursuite de type boucle à verrouillage. Plus précisément,
nous avons rappelé le dimensionnement, le comportement et l’implémentation numérique de
ces systèmes asservis. Le phénomène de saut de cycle a également été détaillé via un rappel
de l’origine du phénomène et une étude des structures de DPLL munies d’un système de
développement de phase par technique de seuillage.
Dans le troisième chapitre, nous avons opté pour une approche déterministe de la correc-
tion du phénomène de sauts de cycle. Nous avons ainsi développé deux nouvelles structures
de DPLL (Digital Phase Locked Loop) mono-fréquence basées sur un algorithme de déve-
loppement de phase par prédiction et pré-compensation. Plus précisément, ces nouvelles
structures se basent sur une structure conventionnelle de DPLL à laquelle est rajouté un
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bloc de prédiction de la sortie du discriminateur. Selon la structure considérée, l’étape de
prédiction de phase est réalisée soit via l’analyse polynomiale des sorties du discriminateur,
soit via l’analyse polynomiale des sorties du filtre. Dans les deux cas, l’étape de prédiction
est basée sur l’algorithme des moindres carrés récursifs pondérés. Pour la structure analy-
sant les sorties du filtre de boucle, une étape supplémentaire de conversion fréquence/phase
est nécessaire. Lorsque la prédiction de la sortie du discriminateur est réalisée, une étape de
pré-compensation est réalisée au niveau de ce dernier afin de réduire la dynamique de phase
à estimer. Les diverses simulations numériques réalisées ont montré que les nouvelles struc-
tures proposées dans ce chapitre offrent une meilleure robustesse aux dynamiques bruitées
qu’une structure conventionnelle ou une structure munie d’un système de développement
de phase par seuillage. Les simulations ont également montré une meilleur robustesse de la
structure analysant les sorties du filtre de boucle.
Dans le quatrième chapitre, le système de développement de phase basé sur l’analyse
des sorties de filtre et introduit dans le chapitre précédent, a été adapté à la poursuite de
signaux multifréquence et a conduit à deux nouvelles structures de poursuite. Pour ce faire,
nous avons utilisé la diversité en fréquence (i.e., la proportionnalité des fréquences Doppler)
offerte par les signaux GNSS multifréquence. Cette approche multifréquentielle a mené à
une étape de fusion de données, réalisée de manière centralisée ou décentralisée, au niveau de
l’analyse polynomiale des sorties de filtre de boucle. Les simulations numériques ont montré
que, en comparaison avec le cas de poursuite monofréquence, les nouvelles structures de
poursuite affichent une meilleure robustesse aux dynamiques bruitées. En effet, dans un
cas de simulation où les porteuses ont le même niveau de puissance, les poursuites des
deux porteuses présentent des probabilités de décrochage et des taux de sauts de cycle
amoindris. Cependant, dans le cas où une des porteuses à un niveau de puissance supérieur,
il a été vu que les performances de poursuite associées à cette dernière sont polluées par les
performances des porteuses de plus faible puissance. Inversement, toujours dans ce cas de
simulation, les porteuses avec le plus faible niveau de puissance voient leurs performances
nettement améliorées.
Dans le cinquième chapitre, une toute nouvelle méthode de poursuite de phase multi-
fréquence a été développée en optant cette fois, pour une approche non-déterministe de la
poursuite de phase. En travaillant en sortie de corrélation et en définissant un modèle de
signal supposant une correction parfaite des effets ionosphériques, un nouveau discrimina-
teur de phase bifréquence a été développé dans un premier temps. Puis une structure de
poursuite à été mise en place grâce à une technique d’estimation de phase basée sur une
approche de filtrage Bayésien variationnel. Pour réaliser ce filtrage, nous avons modélisé la
dynamique de phase par un champ aléatoire de Markov du premier ordre. Cette hypothèse
nous a permis d’imposer une certaine continuité de l’estimation de phase afin de développer
cette dernière. Les simulations numériques réalisées avec cette nouvelle structure de pour-
suite ont montré, en comparaison avec la structure développée au quatrième chapitre, une
meilleure robustesse au bruit (taux de sauts de cycle et probabilité de décrochage plus bas)
pour des dynamiques de type échelon et rampe. Les tests réalisés sur une dynamique de
type accélération ont cependant conforté les limites de la structure liées au choix de l’ordre
du modèle Markovien.
PERSPECTIVES




Mise en place d’un système de dimensionnement adaptatif
Que ce soit en mode de poursuite monofréquence ou multifréquence, le système de dévelop-
pement de phase pour DPLL a été dimensionné de manière expérimentale relativement au
facteur d’oubli γ et au gain correctif K. Ces diverses grandeurs pourraient être définies de
manière adaptative en fonction des conditions de poursuite comme par exemple le niveau
de bruit ou le niveau de dynamique.
Etablir un système de pondération entre porteuses
Les simulations numériques effectuées avec la DPLL munie d’un système de développement
de phase multifréquence ont montré un phénomène de pollution entre porteuses lorsque
celles-ci n’ont pas le même niveau de puissance. Un système de pondération pourrait donc
être mis en place afin que, lorsque la différence de puissance entre les porteuses est signifi-
cative, la poursuite s’effectue en mode multifréquence pour les porteuses les plus dégradées
et en mode monofréquence pour les porteuses les plus fortes.
Affiner les modèles du signal de la poursuite RVB
Afin de réaliser une poursuite de phase RVB, un modèle de phase Markovien a été supposé
et choisi d’ordre un. Comme attendu, les simulations numériques ont montré que ce choix
ne permet pas à la structure de suivre une dynamique de phase de type accélération. Afin
d’être capable de suivre une telle dynamique (ou une dynamique plus importante), l’ordre
du modèle de phase Markovien doit être pris d’ordre supérieur. Les futures études devront
donc mettre à jour les calculs d’estimation RVB afin de prendre en compte un modèle de
dynamique d’ordre supérieur. Concernant les amplitudes en sortie de corrélation, il serait
également possible d’ajouter un modèle de corrélation temporelle des amplitudes afin d’af-
finer la description du signal et éventuellement de réduire la RMSE des poursuites.
Prise en compte des effets ionosphériques
L’un des aspects primordiaux de la poursuite de phase multifréquence est la prise en compte
des effets ionosphériques impactant les diverses phases porteuses. Toutes les structures de
poursuite présentées dans ce manuscrit ont été développées en supposant, en première ap-
proximation, une parfaite correction des déphasages ionosphériques. Les futurs travaux de-
vront donc se focaliser sur la modélisation de ces effets afin que les structures (et particulière-
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BOC Binary Offset Carrier
BPSK Binary Phase Shift Keying
CE Communauté Européenne
CDMA Code Division Multiple Access
C/A Coarse Acquisition
CS Commercial Service
DoD Department of Defense
DPLL Digital Phase Locked Loop
ESA European Space Agency
GCC Galileo Control Center
GDOP Geometry Dilution Of Precision
GLONASS GLObal NAvigation Satellite System
GNSS Global Navigation Satellite System
GPS Global Positioning System
IMU Inertial Measurement Unit
LOS Line Of Sight
MML Marginal Maximum Likelihood
NAVSTAR NAVigation System by Timing and Ranging
OS Open Service
P Precise
PLL Phase Locked Loop
PRN Pseudo Random Noise
PPS Precise Positioning Service
PRS Public Regulated Service
RVB Restricted Variational Bayes
SAR Search And Rescue
SOL Safety Of Life
SPS Standard Positioning Service
TCC Telemetry, Tracking and Command
TEC Total Electron Content
VB Variational Bayes








kB constante de Boltzmann
Notations générales
xi, yi, zi coordonnées du satellite i
X, Y, Z coordonnées du récepteur
d distance géométrique entre le récepteur et le satellite
(di pour la distance associée au satellite i)
vrad vitesse radiale du satellite par rapport à l’utilisateur
se(t) signal à l’émission (sie(t) pour le signal à l’émission du satellite i)
sr(t) signal à la réception (sir(t) signal à la réception du satellite i )
Pe puissance du signal à l’émission
(P ie pour la puissance à l’émission du satellite i)
P puissance du signal à la réception
(P i pour la puissance à la réception associée au satellite i)
fp fréquence porteuse (f ip pour la fréquence porteuse associée au satellite i)
fd fréquence Doppler (f id pour la fréquence Doppler associée au satellite i)
D(t) valeur du bit de navigation
C(t) valeur du chip du code pseudo-aléatoire à l’instant t
Rc rythme chip du code pseudo-aléatoire
Tc durée d’un temps chip du code pseudo-aléatoire
Fe fréquence d’échantillonnage du signal à la réception
Te temps d’échantillonnage du signal à la réception
Γi,j fonction de corrélation du code pseudo-aléatoire i avec le code j
Γsjsi fonction de corrélation du signal si avec le signal sj
Tacq durée du temps d’acquisition
Tcorr durée du temps de corrélation
ρ pseudo-distance
(ρi pour la pseudo-distance associée au satellite i)
τ décalage temporel du signal à la réception
(τ i pour le décalage temporel du signal associé au satellite i)
φˆ observation de phase
NOTATIONS
(φˆi pour l’observation de phase associée au satellite i)
δhr biais d’horloge du récepteur
δhis biais d’horloge du satellite i
∆Iφ,∆Ic retard ionosphérique sur la phase et le code
(∆I iφ et ∆I ic pour les retards associés au satellite i)
∆Tφ,∆Tc retard troposphérique sur la phase et le code
(∆T iφ et ∆T ic pour les retards associés au satellite i)
Notations pour l’étude des boucles à verrouillage de phase
φr la phase reçue en entrée de la PLL
φ la phase d’intérêt
φˆ l’estimation de phase en sortie de PLL
g(φr − φˆ) le produit de corrélation entre le signal reçu et la réplique locale
δφ sortie du discriminateur
δφUW sortie développée du discriminateur
δφˆUW [k|k − 1] prédiction de la sortie développée du discriminateur à l’instant k
φ˙ sortie du filtre de boucle
φ˙[k|k-1] prédiction de la sortie du filtre de boucle à l’instant k
r(φˆ) réplique locale créée à partir de l’estimation de phase
Ip partie réelle du produit de corrélation
Qp partie imaginaire du produit de corrélation
D(.) fonction du discriminateur de phase
H(p), H(z) fonctions de transfert en boucle fermée analogique et numérique de la PLL
N(p), N(z) fonctions de transfert analogique et numérique de l’intégrateur
F (p), F (z) fonctions de transfert analogique et numérique du filtre de boucle
Kp p-ième coefficient du filtre de boucle
BL bande de boucle de la PLL
eanalog∞ erreur en régime permanent pour une PLL analogique
enum∞ erreur en régime permanent pour une PLL numérique
γ facteur d’oubli de l’algorithme WRLS
M ordre du modèle d’analyse polynomial
Ninit nombre d’observations initial de l’algorithme WRLS
a1, . . . , aM coefficients polynomiaux du modèle d’analyse de la sortie du discriminateur
b1, . . . , bM coefficients polynomiaux du modèle d’analyse de la sortie du filtre de boucle
Notations pour un signal multifréquence
NP nombre de fréquences porteuses
λi longueur d’onde de la i-ème fréquence porteuse
fp,i i-ème fréquence porteuse du signal multifréquence
fd,i fréquence Doppler associée à la i-ème fréquence porteuse
fref fréquence porteuse de référence
ri ratio de la i-ème fréquence porteuse sur la fréquence de référence
φˆi observation de phase associée à la i-ème fréquence porteuse
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NOTATIONS
φ˙i estimation de fréquence associée à la i-ème fréquence porteuse
φ,i bruit d’estimation de phase associé à la i-ème fréquence porteuse
∆Ni erreur d’estimation de phase de la i-ème fréquence porteuse due aux sauts de cycle
∆φi observation de phase théorique de la i-ème fréquence porteuse liée à la géométrie
utilisateur/satellite
∆f ionoi dérive de fréquence de la i-ème fréquence porteuse associée aux fluctuations
de la ionosphère
∆Iφ,i erreur de phase ionosphérique associée à la i-ème fréquence porteuse
∆Tφ,i erreur de phase troposphérique associée à la i-ème fréquence porteuse
b1,i, . . . , bM,i coefficients polynomiaux du modèle d’analyse de la sortie du filtre de boucle
associée à la i-ème fréquence porteuse
bref vecteur des coefficients polynomiaux associé à la fréquence porteuse de référence
αi amplitude de la sortie de corrélation associée à la i-ème fréquence porteuse
ρ facteur de corrélation entre les amplitudes
φˆmmlk estimateur de phase MML à l’instant k
φˆrvbk estimateur de phase RVB à l’instant k




Détail des calculs de l’étape de conversion de
la prédiction de sortie du filtre de boucle en
prédiction de sortie du discriminateur
Le développement de phase par analyse de la sortie du filtre de boucle nécessite une étape
de conversion de la prédiction de fréquence en prédiction de phase. Cette conversion est réa-
lisée via la fonction de transfert numérique de la DPLL ainsi que l’estimation des coefficients
polynomiaux du modèle d’analyse de la sortie du filtre de boucle. Cette annexe donne les
différentes étapes de calcul menant à l’expression de la sortie du discriminateur en fonction
de coefficients polynomiaux estimés pour une DPLL d’ordre 2 munie d’un discriminateur
de type Arctangent.
A.1 Estimation de la dynamique de phase grâce à la
connaissance des coefficients polynomiaux du mo-
dèle d’analyse de la sortie du filtre de boucle
On rappelle que pour prédire la sortie du filtre de boucle, on étudie les observations de
fréquence grâce au modèle d’analyse polynomial (3.29). Le modèle d’analyse étant choisi
d’ordre M = 1, on modélise la sortie du filtre par :
φ˙[k] = b0 + b1k. (A.1)
Les coefficients b0 et b1 se référant respectivement à des dynamiques de fréquence de type
échelon et rampe (i.e., à des dynamique de phase de type rampe et accélération), il est
possible d’estimer la dynamique de phase en entrée de la DPLL grâce à ces coefficients via :
φˆr[k] = b0k +
b1
2 k
2 + b−1, (A.2)
avec b−1 la constante d’intégration inconnue qui ne permet pas d’estimer complétement la
dynamique de phase via l’analyse de la sortie du filtre de boucle. Cependant, la constante b−1
se référant à une dynamique de type échelon, l’incapacité à pouvoir l’estimer ne représente
pas un problème critique car quel que soit l’ordre de la DPLL, une dynamique de type
échelon en entrée de boucle ne crée pas d’erreur en régime permanent. Ainsi, au niveau du
discriminateur, la composante b−1 n’aura pas de contribution lorsque le régime permanent
ANNEXE A. DÉTAIL DES CALCULS DE L’ÉTAPE DE CONVERSION DE LA PRÉDICTION DE
SORTIE DU FILTRE DE BOUCLE EN PRÉDICTION DE SORTIE DU DISCRIMINATEUR
est établi. Il est donc possible de supposer cette composante nulle lors de la reconstruction de
la dynamique de phase sans entraîner une erreur de prédiction lorsque le régime permanent
est établi.
A.2 Modélisation mathématique de l’étape de corré-
lation
La dynamique de phase en entrée de la DPLL ayant été estimée grâce à l’estimation des
coefficients polynomiaux b0 et b1, il est possible d’exprimer la dynamique de phase en sortie
du discriminateur grâce à un modèle linéaire de la boucle. Pour pouvoir se placer dans ce
cadre d’étude et exprimer précisément la dynamique en sortie du discriminateur, l’étape de
corrélation entre le signal reçu et la réplique locale doit être modélisée comme l’illustre la
figure A.1.
Figure A.1 – Modélisation de l’étape de corrélation pour une étude linéaire de la DPLL
Soit G[k] = g(φˆr − φˆ)[k] la sortie de corrélation entre le signal d’entrée (dont la phase
correspond à la phase estimée via les coefficients polynomiaux b0 et b1) et la réplique locale
générée de telle sorte que sa phase φˆ soit constante sur le temps de corrélation Tcorr. En
supposant que la synchronisation temporelle est parfaitement établie (i.e., on ne tiendra pas
compte de la présence des codes pseudo-aléatoires lors de l’étape de corrélation), on peut








avec Fe la fréquence d’échantillonnage du signal à la réception, Ncorr = TcorrFe. Grâce à
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SORTIE DU FILTRE DE BOUCLE EN PRÉDICTION DE SORTIE DU DISCRIMINATEUR
La boucle étudiée étant implémentée avec un discriminateur Arctangent, la sortie du discri-









δφ[k] = D(G[k]), (A.8)
















Focalisons nous sur les différents termes présents dans l’exponentielle complexe de l’équation











= Tcorr  1. (A.12)
Le terme k l
Fe
fait référence à une dynamique de phase de type rampe. Pour une DPLL
d’ordre 2, ce type de dynamique n’entraîne pas d’erreur en régime permanent. Les expres-
sions de sortie du discriminateur calculées dans la section suivante rendront donc nulle la
contribution d’une telle dynamique lorsque le régime permanent est établie, c’est-à-dire au
bout d’une ou deux secondes de poursuite selon le choix de bande de boucle. Sur ce court
laps de temps, le terme k l
Fe
peut donc être, en première approximation, considéré petit
devant 1. En supposant également que la dynamique à suivre est de type piéton (e.g., que
les valeurs de b0 et b1 n’excèdent pas 5 Hz et 1 Hz/s), on peut effectuer le développement














= Ncorr − i(b0 + b1k)2Fe (N
2
corr +Ncorr) + i
b1
2
2N3corr + 3N2corr +Ncorr
6Fe2 , (A.14)




















Par conséquent, la phase en sortie de corrélation est donnée par :







φˆp.c.r [k]− φˆ[k]. (A.18)
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On voit alors que l’étape de corrélation peut se modéliser par (avec toujours la notation
k = kTcorr) :


















b0 − b12 Tcorr
)
k + b12 k
2. (A.20)
A.3 Calcul des transformées inverses
L’étape de corrélation ayant été modélisée, il est possible d’exprimer la dynamique en
sortie du discriminateur par





1 + z−1F (z)N(z)
)
Φˆp.c.r (z)



































En posant : ∣∣∣∣∣∣∣∣∣∣
a = K2T 24 − K1T2 ,
b = 1 + K2T 22 ,












X = z−1 + b3a ,
on obtient au final
δΦ(z) = (1− z
−1)2
a(X3 + pX + q)Φˆ
p.c.
r (z).
On utilise la formule de Cardan pour décomposer le dénominateur d’ordre 3. Avec les valeurs





On se retrouve ainsi avec une racine réelle et deux racines complexes conjuguées. On peut
alors écrire
δΦ(z) = (1− z
−1)2
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car η2 + 4q/η < 0 dans notre cas. On obtient finalement :
δΦ(z) = (1− z
−1)2




R1 = η − b3a
R2 = µ− b3a
R3 = µ∗ − b3a
Pour la suite des calculs on posera :

















A.3.1 Réponse à un échelon



























En inversant cette expression en z on obtient :
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avec u[k] la fonction indicatrice telle que u[k] = 0 ∀k < 0.
En posant
(1−R2)(R1 −R3) = (1−R3)(R1 −R2) = r′eiω′0
on obtient










Ce qui donne au final :
δφ[k] = − C0





r−(k+2) sin(w0(k + 1)− w′0)
]
u[k] .
A.3.2 Réponse à une rampe

























En inversant cette expression en z on obtient :









R−k1 + R3R2[R−(k+1)2 −R−(k+1)3 ]−R1[R−k2 −R−k3 ](R2 −R3)

Ce qui donne au final :
δφ[k] = C1T
a(R21 + r2 − 2rR1 cosω0)
[
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A.3.3 Réponse à une accélération
Soit Φ3(z) une entrée de type rampe.
Φ3(z) = C2T 2
z−1(1 + z−1)
(1− z−1)3






















En inversant cette expression en z on obtient :








































a(R1 − 1)(R2 − 1)(R3 − 1)u[k]
Ce qui donne au final
δφ[k] = − C2T
2u[k]










avec l’erreur en régime permanent
Er.p. = − 2C2T
2
a(R1 − 1)(R2 − 1)(R3 − 1) .
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A.4 Validation des expressions de sortie du discrimi-
nateur
Afin de vérifier que les expressions précédemment établies sont exactes, lançons une
poursuite de phase de dynamique 3 Hz + 2 Hz/s et comparons la sortie du discriminateur
observée avec celle obtenue par les calculs précédents en supposant connaître parfaitement
les valeurs des coefficients polynomiaux obtenues lors de l’analyse des sorties de filtre de
boucle. On voit bien sur la figure A.2 qu’il y a concordance entre l’observation de la sortie
du discriminateur et les valeurs calculées grâce aux expressions théoriques établies. Sur cette
figure est également illustrée la sortie du discriminateur obtenue avec l’étape de conversion
définie précédemment, dans le cas où on ne tient pas compte de l’étape de corrélation. On
voit bien que, si on ne modélise pas cette étape, une erreur de prédiction est observée et
risque, lors de la poursuite, de dégrader les performances de la boucle.




Détails de l’estimation des coefficients
polynomiaux par l’algorithme des moindres
carrés récursifs pondérés dans le cas d’une
estimation multifréquence centralisée
Cette annexe a pour but de détailler l’ensemble des étapes menant à la forme récursive
de l’algorithme des moindres carrés pondérés qui est utilisé pour la structure de boucle
multifréquence décrite à la section 4.1.2. Après avoir rappelé deux lemmes d’inversion ma-
tricielle nécessaires au bon déroulement des calculs qui vont suivre, une première étape
rappelle l’expression classique du problème des moindres carrés pondérés. S’en suivra alors
une seconde étape de calcul qui permettra d’obtenir une expression récursive du problème
des moindres carrés pondérés applicable au cas de la DPLL multifréquence associée à la
méthode d’estimation centralisée des coefficients polynomiaux.
B.1 Lemmes d’inversion matricielle
L’élaboration de l’algorithme WRLS nécessite l’utilisation de deux lemmes d’inversion ma-
tricielle dont les détails de calcul sont donnés dans [95]. Si on a A inversible de dimension
n×n, C inversible de dimension m×m et B quelconque de dimension n×m, on peut alors
écrire les lemmes suivants :
Lemme 1
AB(C +BTAB)−1 = (A−1 +BC−1BT )−1BC−1 (B.1)
Lemme 2
(A−1 +BC−1BT )−1 = A−AB(C +BTAB)−1BTA (B.2)
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B.2 Forme récursive de l’algorithmeWRLS dans le cas
d’une estimation par la méthode centralisée
Dans la section 4.1.2, les différentes relations de proportionnalité qu’il existe entre les
sorties de filtre et les coefficients polynomiaux associés aux fréquences porteuses du signal
multifréquence, ont permis d’établir le système d’équation suivant
Grkbref + nφ˙ = φ˙k (B.3)
avec nφ˙ le vecteur bruit de taille ((k + 1) × Np) × 1, φ˙k le vecteur d’observation de taille











avec bref le vecteur de taille (M + 1)× 1 contenant les coefficients polynomiaux du modèle
d’analyse associé à la porteuse de référence, et Grk la matrice de taille (NP (k+1))× (M +1)
donnée par
Grk = r ⊗Gk, (B.5)
avec




1 0 0 · · · 0
1 Tcorr T 2corr · · · TMcorr
... ... ... ...
1 kTcorr (kTcorr)2 · · · (kTcorr)M
 . (B.7)
L’estimation du vecteur bˆref est réalisée grâce à la technique des moindres carrés pondérés

























où γi est le facteur de pondération associé à la i-éme porteuse. Pour la suite des calculs on
notera
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respectivement de taille (M + 1) × (M + 1) et (M + 1) × 1. Supposons qu’on souhaite
maintenant résoudre le problème d’estimation avec les k + 1 observations de chaque sous-
système. On a :







































respectivement de taille NP (k + 2) × 1 et NP (k + 2) × NP (k + 2). Si on arrive à exprimer
le vecteur bˆref [k + 1] en fonction du vecteur bˆref [k], il sera alors possible d’établir une ex-
pression récursive de l’algorithme des moindres carrés qui estimera pas à pas les coefficients
grâce à une simple mise à jour du vecteur bˆref [k] en fonction des observations à l’instant k+1.
Commençons par exprimer P−1k+1 en fonction de P−1k :
P−1k+1 = Grk+1TRk+1Grk+1
= (r ⊗Gk+1)T Rk+1 (r ⊗Gk+1)











1 + · · ·+ r2NP γk+1NP
)
gTk+1gk+1
Ce qui donne au final














En utilisant le lemme d’inversion matricielle (B.2) sur l’équation (B.14), on obtient :
P k+1 = P k − P kgTk+1(mk+1 + gk+1P kgTk+1)−1gk+1P k,
soit
P k+1 = P k −Ck+1gk+1P k , (B.16)
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avec
Ck+1 = P kgTk+1(mk+1 + gk+1P kgTk+1)−1 (B.17)
de taille (M + 1) × 1 qui peut s’écrire grâce au lemme d’inversion matriciel (B.1) et à
l’équation (B.14) :
Ck+1 = m−1k+1(P−1k + gTk+1m−1k+1gk+1)−1gTk+1
= m−1k+1P k+1gTk+1 (B.18)
Exprimons maintenant Bk+1 en fonction de Bk+1 :
Bk+1 = Grk+1TRk+1φ˙k+1
= (r ⊗Gk+1)T Rk+1φ˙k+1

















φ˙NP [k + 1]
 . (B.19)
Nous allons utiliser les relations de récurrence (B.16) et (B.19) afin d’exprimer le vecteur
estimé bˆref [k + 1] en fonction de bˆref [k]











φ˙NP [k + 1]


























φ˙NP [k + 1]










φ˙NP [k + 1]
 .
Ce qui donne au final
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Pour résumer, la forme récursive des moindres carrés se compose d’une étape d’initialisation
et d’une itération à deux étapes :
Initialisation (k = Ninit − 1 ≥M + 1)







1-Mise à jour de l’estimateur (k ≥ Ninit)


























Etude de la distribution a posteriori f˜ (φk|sk)













avec ak = 2ξ|zk|r¯2σ2φ. Cette distribution peut être soit unimodale, soit multimodale selon
les cas suivants :
– 1) si ak ≤ 1, la distribution est unimodale. On distingue alors les sous-cas suivants :
a) si φˆrvbk−1 6= φˆmmlk mod(pi/r¯), l’unique mode se situe soit dans l’intervalle ]φˆrvbk−1, φˆmmlk +
2p0pi/r¯[ si φˆrvbk−1 < φˆmmlk + 2p0pi/r¯, soit dans l’intervalle ]φˆmmlk + 2p0pi/r¯, φˆrvbk−1[ si
φˆrvbk−1 > φˆ
mml
k + 2p0pi/r¯, avec
p0 = arg min
p∈Z
|φˆmmlk + 2ppi/r¯ − φˆrvbk−1| (C.2)
b) si φˆrvbk−1 = φˆmmlk mod(pi/r¯), l’unique mode se situe en φˆrvbk−1
– 2) si ak > 1, la distribution peut être uni ou multimodale suivants les cas suivants :
a) si φˆrvbk−1 6= φˆmmlk ± r¯−1
[√
a2k − 1 + arccos(−a−1k )
]
mod(2pi/r¯), il y a br¯/(2pi)s(θ0)c−
br¯/(2pi)s(Θ0)cmodes avec s(.), θ0 et Θ0 définis aux équations (C.3), (C.7) et (C.7)
b)c)d) dans le cas contraire, il peut se produire trois cas particuliers du cas 2)a) pour
lesquels un ou deux modes ne sont pas des maxima mais des points d’inflexion.
Dans tous les cas, les modes de la fonction de distribution f˜(φk|sk) sont situés dans l’inter-
valle φˆrvbk−1 +ak/r¯× [−1, 1]. La démonstration de la localisation des modes est donnée dans la
suite de cette annexe. La figure C.1 nous donne l’allure de la fonction de distribution dans
les cas 1)a) et 2)a).









− φk + φˆrvbk−1. (C.3)
Cette fonction a pour limites
lim
φk→−∞
s(φk) = +∞ et lim
φk→+∞
s(φk) = −∞ (C.4)
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Figure C.1 – Allure de la fonction de distribution f˜(φk|sk) (en rouge), de sa composante
périodique (en vert) et de sa composante Gaussienne (en bleu). (a) Exemple relatif au cas
1)a) où la fonction est unimodale (ak ≤ 1 et φˆrvbk−1 6= φˆmmlk mod(pi/r¯)). (b) Exemple relatif au
cas 2)a) où la fonction est unimodale (ak > 1 et φˆrvbk−1 6= φˆmmlk ±r¯−1
[√
a2k − 1 + arccos(−a−1k )
]
mod(2pi/r¯))










Comme ak ≥ 0, il est facile de montrer que, au vue de l’expression de la dérivée s(φk),
les modes de la fonction de distribution se trouvent nécessairement dans l’intervalle φˆrvbk−1 +
ak/r¯ × [−1, 1]. A partir de là, deux cas de figure se présentent :
– 1) Si ak < 1, alors s˙(φk) < 0 quel que soit φk. La fonction s(φk) est donc stictement
décroissante. Grâce aux limites (C.4) de cette fonction, on sait qu’il existe un unique
φk ∈ R tel que s(φk) = 0 et que la distribution f˜(φk|Sk) est unimodale.
Si ak = 1, le raisonnement précédent reste valide car la dérivée s˙(φk) reste strictement




φˆmmlk + (2p+ 1)pi/r¯
}
. (C.6)
L’unimodalité de la fonction de distribution ayant été prouvée pour ak ≤ 1, discutons
du lieu de cet unique mode.
– a) Si φˆrvbk−1 6= φˆmmlk mod(pi/r¯), supposons que φˆrvbk−1 < φˆmmlk + 2p0pi/r¯, avec p0 défini à
l’équation (C.2). Comme sous cette hypothèse s(φˆrvbk−1) > 0 et s(φˆmmlk +2p0pi/r¯) < 0,
l’unique mode se situe dans l’intervalle ]φˆrvbk−1, φˆmmlk + 2p0pi/r¯[. Un raisonnement
similaire dans le cas contraire montre que l’unique mode se situe dans l’intervalle
]φˆmmlk + 2p0pi/r¯, φˆrvbk−1[ si φˆrvbk−1 > φˆmmlk + 2p0pi/r¯.
– b) Dans le cas contraire, il existe p ∈ Z tel que φˆrvbk−1 = φˆmmlk + ppi/r¯. Comme la
fonction de distribution est unimodale et que s(φˆrvbk−1) = 0, l’unique mode se situe
en φˆrvbk−1.
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– 2) Si ak > 1, la fonction s˙(φk) s’annule uniquement sur l’ensemble des points














avec p ∈ Z. Il est possible de montrer que
θp+1 −Θp = 2
r¯




Θp − θp = 2
r¯








s(θp+1) = s(θ0)− 2pi
r¯
p, (C.11)
s(Θp+1) = s(Θ0)− 2pi
r¯
p, (C.12)
s(θp)− s(Θp) = 2
r¯
[√






D’aprés ces résultats, il est possible d’élaborer le tableau de variation de s˙(φk) donné
à la figure C.2. Quatre cas de figure sont à envisager.
– a) Si s(θ0) 6= 0 mod(2pi/r¯) et s(Θ0) 6= 0 mod(2pi/r¯), alors, d’après les équations
(C.11) et (C.12), on a s(θp) 6= 0 et s(Θp) 6= 0 pour tout p ∈ Z. Comme la suite
s(Θp) est strictement décroissante, il existe un unique entier p0 = b r¯2pis(Θ0)c tel
que s(Θp0) > 0 et s(Θp0+1) < 0. Grâce aux relations (C.11), (C.12), (C.13), on peut
écrire que s(θp0+1) > 0. De même, comme la suite s(θp) est strictement décroissante,
il existe un unique entier q0 = b r¯2pis(θ0)c − (p0 + 1) ≥ 0 tel que s(θp0+q0+1) > 0 et
s(θp0+q0+2) < 0. Aux vues du tableau de variation C.2, la dérivée de la fonction
de distribution s’annule en 2q0 + 1 points. Plus précisément, parmi ces points se
trouvent q0 + 1 maxima (qui représentent les modes de la fonction de distribution)







(p0 + 1 + q)
}
(C.14)






(p0 + 1 + q)
}
(C.15)
– b) S’il existe un entier p0 ∈ Z tel que s(Θp0) = 0 (i.e., p0 = r¯2pis(Θ0)) avec s(θ0) 6= 0
mod(2pi/r¯), alors il y a un mode situé à Θp0 et les autres maxima et minima sont
respectivement situés dans les intervalles (C.14) et (C.15) avec q0 = b r¯2pis(θ0)c −
(p0 + 1).
– c) S’il existe un entier q0 = r¯2pis(θ0) − (p0 + 2) tel que s(θp0+q0+2) = 0 avec p0 =b r¯2pis(Θ0)c et s(Θ0) 6= 0 mod(2pi/r¯), alors il y a un mode situé à θp0+q0+2 et les autres
maxima et minima sont respectivement situés dans les intervalles (C.14) et (C.15).
– d) S’il existe p0 ∈ Z et q0 ≥ 0 tel que s(Θp0) = 0 et s(θp0+q0+2) = 0, alors il y a deux
modes situés à Θp0 et θp0+q0+2 et les autres maxima et minima sont respectivement
165
ANNEXE C. ETUDE DE LA DISTRIBUTION A POSTERIORI F˜ (φK |SK)
situés dans les intervalles (C.14) et (C.15). Ce cas de figure est réalisé seulement
dans le cas où
ak ∈
{
an|n ∈ N∗ et
√
a2n − 1 + arccos(−a−1n ) = npi
}
, (C.16)
et s’il existe p ∈ Z tel que
φˆrvbk−1 = φˆmmlk +
[√
a2k − 1 + arccos(−a−1k )
]
/pi + 2ppi/r¯. (C.17)
0

















Figure C.2 – Tableau de variation de la fonction s(φk) dans le cas où ak > 1 et avec pour
notation φˆmmlk,p = φˆmmlk + 2pi/r¯p. La ligne horizontale s(φk) = 0 est représentée pour le cas
particulier s(θ0) 6= 0 mod(2pi/r¯) et s(Θ0) 6= 0 mod(2pi/r¯).
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AnnexeD
Expression de l’estimateur RVB φˆrvbk
Cette annexe donne les détails des calculs aboutissant aux expressions (5.43) et (5.44)
de l’estimateur RVB φˆrvbk pour k = 1 et k > 1.
D.1 Expression de φˆrvbk pour k = 1
Nous nous intéressons ici aux calculs donnant l’expression de l’estimateur RVB pour
k = 1. Ces calculs utilisent l’étude de la fonction x→ exp(β cos(x)) et de sa transformée en
série de Fourier [104]










ex cos(θ) cos(qθ)dθ (D.2)
la fonction de Bessel modifiée du premier genre d’ordre q. En utilisant la définition (5.42) et

























I0(β1) + 2 +∞∑
q=1






I0(β1) + 2 +∞∑
q=1












cos(qr¯[φˆmml1 − φ1])dφ1 = 0. (D.5)
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Concernant le numérateur n1, il est facile de voir que l’intégrale du premier terme est nulle.






















D.2 Expression de φˆrvbk pour k > 1
Nous nous intéressons ici aux calculs donnant l’expression de l’estimateur RVB pour




























2 cos(qr¯[φˆmmlk − φˆrvbk−1])
 (D.11)



















où F{g}(ν) est la transformée de Fourier de la fonction g au point de fréquence ν. Grâce
aux propriétés de la transformée de Fourier et au développement en série de Fourier (D.1),


















avec δ(ν) la fonction delta de Dirac. Le second terme du numérateur peut quant à lui être
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φˆrvbk−1 cos(qr¯[φˆmmlk − φˆrvbk−1]) + σ2φr¯q sin(qr¯[φˆmmlk − φˆrvbk−1])
}]
(D.15)




La thèse a pour but de développer des algorithmes robustes de poursuite de phase multifréquence
en environnement dégradé. L’objectif est d’élaborer de nouvelles structures pouvant opérer à des
niveaux de rapport signal à bruit inférieurs aux limites des algorithmes actuellement implémentés
dans des récepteurs grand public. Les problèmes de robustesse des algorithmes d’estimation de
phase étant en grande partie causés par le phénomène de sauts de cycle, les différents axes de
recherche se sont focalisés sur des nouvelles approches de développement de phase au sein des
structures de poursuite. Pour ce faire, deux approches ont été étudiées et testées. Dans un premier
temps, deux structures de poursuite monofréquence basées sur une DPLL conventionnelle ont été
développées. Ces structures disposent d’un système externe de développement de phase visant à
prédire et pré-compenser la sortie du discriminateur grâce à l’analyse des sorties du discriminateur
ou des sorties du filtre de boucle. La réduction de la dynamique à estimer va alors permettre de
réduire l’apparition des sauts de cycle se produisant au niveau du discriminateur. Par la suite, ce
système de développement de phase a été adapté à la poursuite de phase multifréquence. Grâce
à l’exploitation de la diversité en fréquence offerte par les signaux de navigation (i.e., de la pro-
portionnalité des fréquences Doppler), il a été possible de mettre en place une étape de fusion de
données qui a permis d’améliorer la précision de la prédiction de la sortie du discriminateur et donc
d’améliorer la robustesse de la structure. Dans un second temps, les travaux de recherche se sont
axés sur une nouvelle approche de poursuite de phase et de correction du phénomène de sauts de
cycle basée sur une technique de filtrage Bayésien variationnel. Toujours en exploitant la diversité
en fréquence des signaux de navigation, cette méthode suppose un modèle de dynamique de phase
Markovien qui va imposer une certaine continuité de l’estimation et va permettre de fournir une
estimation de phase développée.
Mots-clés : Boucle à verrouillage de phase, poursuite de phase, sauts de cycle, signaux multifré-
quence, diversité en fréquence, filtrage bayésien, approche variationnelle.
ABSTRACT
This thesis aims at introducing multifrequency phase tracking algorithms operating in low C/N0
environment. The objective is to develop new structures whose tracking limits are lower than that
of current algorithms used in mass market receivers. Phase tracking suffers from a lack of robust-
ness due to the cycle slip phenomenon. Works have thus been focused on elaborating new phase
unwrapping systems. To do so, two different tracking approaches were studied. First, we have de-
veloped new monofrequency tracking loops based on a conventional DPLL. These structures aim
at predicting the discriminator output by analyzing, thanks to a polynomial model, the last output
samples of either the discriminator or the loop filter. Once the discriminator output is predicted,
the estimated value is pre-compensated so that the phase dynamics to be tracked is reduced as
well as the cycle slip rate. Then, the unwrapping structure analyzing the loop filter outputs has
been extended to multifrequency signals. Using a data fusion step, the new multifrequency struc-
ture takes advantage of the frequency diversity of a GNSS signal (i.e., proportionality of Doppler
frequencies) to improve the tracking performances. Secondly, studies have been focused on de-
veloping a new multifrequency tracking algorithm using variational Bayesian filtering technique.
This tracking method, which also uses the GNSS frequency diversity, assumes a Markovian phase
dynamics that enforces the smoothness of the phase estimation and unwraps it.
Keywords : phase locked loops, phase tracking, cycle slips, multifrequency signal, frequency di-
versity, Bayesian filtering, variational approximation.
