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I. Introduction 
Voice quality features
Open quotient (OQ) is related to the relative duration of glottis opening. It is expected to be greater in a breathy voice, and lesser in pressed voice [6] . In this paper, OQ is defined as the slope between the first and second harmonics (H1 and H2). In order to approximate the glottal source term, harmonics are extracted from the residual signal after 16th-order LPC filtering.
The harmonics-to-noise ratio (HNR) denotes the log ratio of the energies of periodic and aperiodic signal components. By using cepstrum analysis, the convolved excitation and filter are easily separated, and harmonic and noise components are also easily estimated [7] .
Spectral tilt describes the amount of decrease in spectral intensity as frequency increases. Two slope measurements are extracted based on previous studies [6] .
In the equations above, H1 is the amplitude of the fundamental frequency, and A2 and A3 refer to the amplitude of the second and third formants (F2 and F3), respectively.
Spectral sharpness (denoted as Sharp) is computed by
S(n,t) is spectral amplitude of frequency n at time t, and M is a frequency index corresponds to 2kHz. The harmonic III. Feature analysis
Database
The speech material used in this study is the Korean Emotion Corpus developed by Kang et al [2] . It includes four emotional states, happy, sad, angry and neutral, recorded by 15 actresses and 15 actors in Korean. 45 dialogue sentences for each emotion were recorded by each speaker at 16kHz. The total database is divided into an analysis and an experiment set. Utterances of five female and five male speakers, totalling 1486 utterances, are used as the analysis set. The rest of the data, including 2969 utterances from 10 male and 10 female speakers.
Feature selection
In order to verify the usefulness of voice quality measurements, emotion recognition experiments are conducted next, using the experiment data set. The Sequential Forward Selection (SFS) algorithm is used to select measurements which most contribute to classifying emotion while minimizing correlation among features [8] . Table 1 Feature list using sequential forward selection.
IV. Experimental results
Performance comparison is carried out using two different classification methods. The utterance-based method extracts features over an utterance to represent long-term characteristics of emotion. The frame-based method uses cepstral features extracted from each frame. Results using the combination of utterance-level features are shown in As shown in Table 4 , proposed features improve the accuracy compared to standard MFCC features. These results
show that features related to the glottal source provide information complementary to spectral features.
V. Conclusion
This study presents an investigation of the relationship between voice quality and emotions, and useful feature measurements. For voice quality features, open quotient, harmonics-to-noise ratio, spectral tilt, spectral sharpness, and band energy features are considered. From the sequential forward selection algorithm, it is confirmed that voice quality features are able to discriminate emotion valence effectively. Voice quality measurements related to variability were found to contribute significantly as well.
Especially, these measurements appeared to be effective for discriminating emotion valence. Detecting emotions on the valence scale is a major difficulty in emotion recognition, so that decreasing total errors in emotion valence leads to overall improvement.
참 고 문 헌

