Since regular expressions are often used to detect errors in sequences such as strings or date, it is natural to use them for data repair. Motivated by this, we propose a data repair method based on regular expression to make the input sequence data obey the given regular expression with minimal revision cost. The proposed method contains two steps, sequence repair and token value repair.
INTRODUCTION
Due to its importance, data quality draws great attention in both industry and academia. Data quality is the measurement of validity and correctness of the data. Lowquality data may cause disasters. It is reported that data errors account for 6% of annual industrial economic loss in America [11] . According to the statistic data of Institute of Medicine, data errors are responsible for 98,000 people's death [17] per year. To improve data quality, data cleaning is a natural approach, which is to repair the data with errors.
When data size is small, it is feasible to repair the errors manually. However, for big data, automatic data repair approaches are in demand. With such motivation, many automatic data repairing methods have been proposed. Three categories constitute such methods. (1) Rule-based repairing methods amend data to make them satisfy a given set of rules [4, 14, 12] . (2) Repair methods based on truth discovery attempt to discover truth from conflicting values [13, 9, 10] . (3) Learning-based repair employs machine learning models such as decision tree, Bayes network or neural network to predict values for imputation or value revision [15, 16, 19] .
Constraints or semantics of data are usually represented as rules. Rules for data repairing could be classified into two kinds, semantic rules and syntactic rules. The former one is often described by dependencies among data such as CFD and CIND [6, 7] . Many researches have been conducted on this topic. Syntactic rules are often represented by grammars and used to describe the structure of data. A popular type of grammars is regular expression ("regex ").
Regular expressions are more suitable for syntactic amendments than dependencies and other semantic rules. Dependencies are defined in semantic domains. It is incapable of solving structure problems such as erroneous insertions and deletions. For example, given A → B as a dependency rule, a miswriting of attribute B could be repaired according to attribute A. However, if B is lost, the rule cannot offer instructions on positions to insert B back.
On the contrary, regular expressions can remember essential and optional tokens and their absolute or relative positions. For above example, regex r = A(xy) * Bz can suggest that the lost B should be added between the repetition of xy and the single z. If A is lost, r can instruct that A's absolute position is at the beginning. Therefore, regex expressions are appropriate choices for regular-grammar-structured data.
Error detection based on regexes has been well studied. Such techniques could tell errors in data by checking whether some components violate the regex. [18] illustrates a spreadsheet like program called "Potter's Wheel" which can detect errors and infer structures by user specified regexes as well as data domains. [21] explains an error detection by regular expressions via an example of 'Company Name' column from registration entries.
Regex could be used not only to detect errors but also to repair the data automatically. Consider the scenario of a Intrusion Detection System (IDS). IDS generally scans input data streams and matches the malicious code blocks that are harmful to user devices. The properties of such attack are described in the following structure: <Action><Protocol> <Source IP><Source Port> <Direction Operator> <Destination IP><Destination Port> (<Option1: Value1>;...;<Optionn:Valuen>) which matches the regex Act.P.Sip.Sport · Op dir · Dip · Dport · ([Opti : vi] * ). In this regex, each label represents a token with possible values. For instance, "P " can be one of {tcp,udp,ip,icmp}.
If a stream with token sequence <Act><SIP><SP><DO> <DIP><DP>(<Opt1:v1>;<Opt2:v2>;) is received, it is known that <P> is lost by matching with the regex. We can repair it by inserting <P> to the token sequence behind <Act> to make it match the regex. Such insertion is a repair.
In addition to the Snort Rule, there exist numerous other instances that are constrained by regular expressions. For example, the MovieLens rating data set contains ratings of approximately 3,900 movies made by MovieLens users [1] and obey the following format:<Sequence Number>::<Movie Name><Year>::<Type1>/<Type2>/...<Typen>/. That is, each movie information is recorded under the constraint of the regular expression Seq# :: N ame.Y ear :: (T ype/) * . Apart from those two examples, regular expressions have a large number practical applications on constraining data structures from smaller structures like postcode, email address to larger structures like file name matching patterns in Windows System. These examples demonstrate the regex has been widely used. Thus, a regex-based data repairing method is significant and in demand.
Data repairing approaches [12, 6] often make data obey the given rules and minimize the differences between the revised and the original data. Even though we could still follow such idea for regex-based repairing, it is not straightforward to find a proper revision, since the regex-based error detection approaches fail to tell how to make the strings obey the rule.
Edit distance is defined as the minimal number of steps required to convert one string s1 to another one s2, denoted by ed(s1, s2). It is often used to measure the differences between strings. Since regex-based data repair is to convert a string to the one satisfying some regex, it is natural to adopt edit distance to measure the differences between the repaired data and the original one. Thus, we model the problem of regex-based data repairing via edit distance as follows.
Given a string s and a regex r, find a string s ∈ L(r) so that for any s ∈ L(r), ed(s, s ) ≤ ed(s, s ), where L(r) is the language described by r, i.e. the set of all strings matching r.
To solve this problem, we develop a dynamic programming algorithm. Such algorithm is inspired by Levenshtein distance algorithm but makes improvements for better adaption to the problem of distance concerning a regex and a string rather than two strings. To describe the subproblems for dynamic programming, we use NFA to represent the regex. In the core recursion equation of dynamic programming, previous and next relations of edges in NFA are used as the counterparts of prefixes, which can contribute to the incremental computation of distances between prefixes of s and r. To accelerate the algorithm, we propose an optimization strategy that prunes some redundant computational steps.
Another significant problem in regex-based repair is to select the most suitable candidate of a token from multiple legal choices for insertion or substitution. To address this problem, we propose a decision method so that repaired results can be closer to real values. This method is based on edit distance and association rules which are widely used in data mining field. The final repairing solution is determined by a comparison between the estimated confidence of the distance-based strategy and that of the association-rulebased one.
The contributions of this paper are summarized as follows.
• We use regular expressions for not only error detection but also data repair. We model the problem of data repair as an optimization problem. As we know, this is the first work studying regular-expression-based data repair.
• We develop a whole solution for regex-based data repair with a dynamic programming algorithm as the basic algorithm, a pruning strategy for acceleration, and a proper value selection method to accomplish the repair.
• We conduct extensive experiments to verify the efficiency and effectiveness of the proposed algorithms. Experimental results demonstrate that the proposed algorithms could efficiently repair sequences according to a regex and the quality of the repaired data is high.
This paper is organized as follows. We give an overview of this problem in Section 2 and separate this problem into two subproblems, structural repair and value repair, whose solutions are discussed in Section 3 and Section 4 respectively. We experimentally verified the effectiveness and efficiency of the proposed algorithms in Section 5. At last, we draw the conclusions in Section 6.
OVERVIEW
Structural constraints are used to describe the structure that a string should obey. Each structural constraint has two components, token sequence and token value options. The sequence describes the order of tokens in a string and the value options describe the available options of each token. A structural constraint is expressed by a grammar with variables. The grammar describes the token sequence and variables describe token values. We focus on the structural constraint with its grammar described by regexes.
Structural constraints could be used to detect and repair errors in strings. A string s may violate a structural constraint in structural level or token value level. The repair for structural level violation (structural repair in brief) is the holistic repair, while that for token value level violation (value repair in brief) is the local repair. If value repair is conducted before structural repair, a value revised in value repair may possibly be revised again or even deleted during structural repair. Therefore, structural repair is superior to value repair as the following framework.
1. Repair structural errors by regular expression pattern and construct the repair. 2. Repair value errors inside individual tokens.
As for step 1, the algorithm for structural repair will be discussed in Section 3.
Step 2 aims to choose a proper value for a token from available options. We perform the selection with two approaches based on edit distance and associate rules respectively. The former one finds the value from available options with the minimal edit distance to current value. Such option may be legal since it is the most similar to original value. However, it may miss the best choice, since it neglects the context.
To generate more accurate repair, we apply associate-rulebased method. It discovers association rules between a token candidate and its context and determines the repair value by such rules. Those methods will be elucidated and exemplified in Section 4.
REGEX-BASED STRUCTURAL REPAIR (RSR) ALGORITHM
For structural repair, we propose Regex-based Structural Repair Algorithm.
A Sketch of RSR algorithm
In this subsection, we give a formal definition of the structural repair problem and an overview of RSR algorithm. The target of structural repair is to convert the input string s to string s which matches the given regex r and has the minimum edit distance to s. We define s formally as follows.
Definition 1. Given a regex r and a string s, for a s ∈ L(r), if ∀s ∈ L(r), ed(s, s )≥ed(s, s ), then s is defined as the best repair to r of s, where L(r) is the language of r and ed(s1, s2) computes the edit distance between s1 and s2.
The definition of best repair is suitable for describing the repair of s according to regex r. On one hand, s matches r, so when s is transformed to s , it also matches r. Such transformation "repairs" s. On the other hand, since s has the minimum distance to s, it represents a repairing method with the least cost. Therefore, the algorithm is to find the best repair of s to r.
We study the classical dynamic programming algorithm of computing edit distance between strings, which proves to be optimal [5] , since the required algorithm involves it. In this algorithm, the prefixes of two input strings are used to form the subproblem [20] . Inspired by this, we attempt to track the distances of prefixes. However, '|' and closure in r make it impossible to directly use the prefix of r to form the subproblem.
Fortunately, since an NFA is used for matching strings to a regex, and a connected part of its states could match a substring, we could design a dynamic programming algorithm with a subproblem corresponding to a part of r's NFA and a prefix of s. We define the prefix of NFA. Definition 2. L(A) denotes the set of all strings that could be accepted by an NFA A. sp denotes a prefix of a string s which is one-character shorter than s. A Prefix of A, denoted by Ap, is an NFA that satisfies the following two conditions:
1. ∀s ∈ L(A), ∃Ap ∈ P S(A), s.t. sp ∈ L(Ap), where P S(A) is the set of all prefixes of A. 2. The state transition diagram of Ap is a subgraph of that of A.
We use Figure 1 illustrate NFA and its prefixes. From Definition 2, ∀sp ∈ L(Ap), ∃s ∈ L(A), length(s)= length(sp)+1.
When a string s is accepted by an NFA A, the last character of s exactly matches some edges whose end states are A's accepting states. We call these edges final edges. The set of final edges of A is denoted by T AIL(A).
Final edges can describe the relation between A and its prefixes. Given a string s ∈ L(A), its prefix sp ∈ L(Ap), e and e f denoting edges, and the function tr(e) returns the transition symbol of e, ∃e f ∈ T AIL(A) that satisfies sp + tr(e f ) = s. Structural repair with a string s and a regex in form of NFA N as input is defined as follows. Its subproblems are to find the edit distance between the prefixes of s and N .
Definition 3. Given a string s and an NFA N , the edit distance from s to N (denoted by ed * (s, N )) is defined as the minimal edit distance between s and a string s in L(N ). That is, ed
Thus, given si as a prefix of s and an NFA A, the relationship between ed * (si, A) and its subproblems has four cases, where si denotes the prefix of s with length i. (1) si has been revised to match Ap and si is revised to match A by appending a token; (2) if si−1 is revised to match Ap and the last token of si (denoted by s[i]) equals to tr(e f ) for some e f ∈ T AIL(A), then si matches A; (3) if si−1 is revised to match Ap and s[i] equals to none of tr(e f ), then si is revised to match A by substituting some tr(e f ) for s[i]; (4) si−1 has been revised to match A and si is revised to match A by deleting s [i] . In summary, this recursion function describes such relationship as follows.
The options marked (a), (b) and (c) correspond to different edit distance operations. If c(A) denotes any character in {tr(e)|e ∈ T AIL(A)}, then (a) inserts c(A) to the end of si; (b) substitutes s[i] by a c(A) when f = 1 or does nothing when f = 0 which means that s[i] ∈ {tr(e)|e ∈ T AIL(A)}; (c) deletes s[i]. These options are proposed to search the optimal solution of subproblems for the computation of ed * (si, A).
RSR algorithm
We discuss the details of RSR algorithm.
Data Structure
To store the intermediate results of the subproblems in Equation (1), we use a Matrix C with the minimum C(i, e) representing ed * (si, A) for e ∈ T AIL(A) and s[i] matches e. That is, given Se as the set of strings that pass e as the last edge, C(i, e) is the minimum edit distance of ed(s, s ) for all s ∈ Se. Besides, for e ∈ T AIL(A), Se = L(A)(e ∈ T AIL(A)).
Then, according to Equation (1), we have following recursion equation for C, where P RE(e)={e |e .endstate = e.startstate} and ep ∈ P RE(e).
Since strings matching A must pass one of e ∈ T AIL(A) and C(i, e) records the minimum edit distance of strings through e, ed * (si, A) is computed from the collection of all possible C(i, e). Likewise, with T AIL(Ap) = P RE(e)(e ∈ T AIL(A)), ed * (si, Ap) is computed from the collection of C(i, ep) with ep ∈ P RE(e). As a result, Equation (2) is equivalent to Equation (1).
Besides C, we use another Matrix H to track the edit operators with items as triples (r,c,op), where r and c restore the repair sequence, and op records the operation. For each entry t in H, t.r and t.c is the row and column of the entry in C prior to t in the repair sequence, and t.op is the repair operator with four choices, N , D, I and S. They are listed in Table 1 . Column Arg shows the arguments of them. Note that only operator I and S have arguments. 
Operator Selection Order
According to Equation (2), an operator is selected from four choices. Note that these operators are considered in different priorities in RSR Algorithm-for each row, D and S are considered in the first round and I is considered in the second round.
Such priority is caused by circles in NFA. Unlike the prefix relation of strings, the "previous" relation of edges in NFA characterized by P RE(e) is not a strict partial order relation. For example, given edges a and b, if a.startstate = b.endstate and a.endstate = b.startstate, a ∈ P RE(b) and b ∈ P RE(a), which violates the asymmetry of partial order. This unordered property results in uncertainty of C(i, a) and
To avoid uncertainty, deletions and substitutions are first considered, since these two operations involve only values in the (i − 1)th row of C. However, insertions require the correctness of all C(i, ep)(ep ∈ P RE(e)) when calculating C(i, e). After the first round, all C(i, e)'s in the ith row are temporally filled by deletions or substitutions. Then insertions are considered. If the cost of insertion is smaller for some C(i, e)'s, their op's are changed to I. Their r and c are also changed correspondingly.
The priority also solves the problem of the selection from multiple "best repair". The insertions are conducted secondly determining that given the equality of repair cost of a substitution or a deletion to an insertion, the insertion may not be considered. Hence, the string produced with the least edit distance is unique.
As the cost, the adjustment of the priority will decline the accuracy of the structural repair especially for regexes with a lot of small closures. The harm has two aspects, wrong deletion and hidden error.
Wrong deletion. Since Losses (repaired by insertions) are handled after Redundancies (repaired by deletions) and Displacements (repaired by substitutions), if a mistake deletion or substitution cost identically as the correct insertion, the accurate repair is missed. On the other hand, short token sequences such as bc in a(bc) * d lead to insufficiency of context information making the cost of the incorrect deletion no larger than that of the correct one.
Hidden error. It is caused by small closures in the regexes. Since the closure operator cannot count the number of tokens, the loss of a substring matching a single closure will not be discovered.
In conclusion, such inaccuracy comes from multi-repairstrategy problem. Note that similar cases in real occasions may hardly happen since few practical regexes have short token closures or disregard the number of tokens. More concrete and specific regexes can be used to solve this problem. For example, if strings that match ab * c have more than 3 token b, then regex abbbb * c would be better than ab * c. It can guarantee the number of b in repaired string is no less than 3. In addition, assigning a priority to tokens in the regex for multi-repair-strategy selection would contribute to the effectiveness of RSR algorithm. The design for this priority is left for future work.
Algorithm Description
The pseudo code of RSR algorithm is Algorithm 1. The inputs are a string s and an NFA A representing a regex r(A) with E as the edge set and F as the set of accepting states. The outputs are the smallest edit distance between r(A) and s and the edit operator sequence that converts s to match r(A). We denote the number of edges in the shortest path from start to the end vertex of e as dis(e).
Algorithm 1: RSR algorithm
Input: string s, NFA A = (P, Σ, E, q0, F ). Output: Minimal edit distance from s to A, generating Matrix H. 
6:
C(i, e) ← min{C(i − 1, ep) ep ∈P RE(e) }
7:
:
if e m ∈ P RE(e) then 12:
13:
e ←ExtractMin(Q)
18:
for all en ∈ N EXT (e) do
19:
if C(i, e) + 1 < C(i, en) then 20:
21:
23: return C(len(s), e m t ) and H Line 1 initializes each C(i, φ) by i since edit distances between strings and an empty NFA are i (i deletions) and each C(0, e) by dis(e) which means generating a string that reaches e with the least length. 
Line 3-21 compute C(i, e) and H(i, e). Due to different priorities, D and S operators are first considered in Line 4-14. Line 6 corresponds to Equation (2)-(b) with f = 0, while Line 9 corresponds to (a) or (b) with f = 1. Insertions are considered in Line 16-21, in which Line 19 judges whether insertion is better according to Equation (2)-(c).
Then Matrix C and H are derived. To obtain repaired string sr and log s log , Algorithm 2 shows a top-down traversal with H for input as sr and s log as output. Line 1 initializes variables for repair sequence generation in Line 3-6.
We clarify the distinction between RSR algorithm and edit distance computation as follows. Although experimental results state that edit distance calculation dominates the time cost (> 99.5%), it is certain that merely edit distance computing cannot solve the entire problem. A procedure to generate the repaired string is needed. Furthermore, the generated token string on structure level is not enough. Hence, we propose "value repair" in Section 4. In summary, the distinction is computing edit distance is not the entire methodology for repair from structure level to value level.
We use a detailed example (Example 1) to elucidate the calculating process and a holistic one (composed by Example 2 and Example 4) to illustrate the overall repair. 1: sr, s log ← empty string 2: α ← len(s), β ← e m t 3: while H(α, β).r = 0 do 4: sr ← tr(H(α, β).c) + sr 5: s log ← H(α, β).op + s log 6: α ← H(α, β).r, β ← H(α, β).c 7: return sr and s log Example 1. The inputs are r = b(ab) * and s = bba. The NFA of r is in Figure 2 . The P RE and N EXT set (if ep ∈ P RE(e), e ∈ N EXT (ep)) and tr() for edges are in Table 4 , where a uniform number is assigned to each edge.
The initialized entries are highlighted in bold in Table 2 . We use subscripts to distinguish two b's in "bba". For the row of b1, C(b1, ei) is filled with only deletion or substitution in the first round as follows.
With b1 = tr(e0) and C(ε, φ) = 0, C(b1, e0) = 0; with b1 = tr(e1) and C(ε, e0) + 1 < C(ε, e1) + 1, C(b1, e1) = C(ε, e0) + 1 = 2; with b1 = tr(e2), C(b1, e2) = C(ε, e1) = 2; with b1 = tr(e3) and C(ε, e2) + 1 < C(ε, e3) + 1, C(b1, e3) = C(ε, e2) + 1 = 4.
Note that C(b1, e1) and C(b1, e3) are incorrect without insertion operations, which accounts for the "uncertainty" mentioned in Subsection 3.2. Thus we consider insertions in the follow steps.
With a higher priority of ei implied by smaller C(b1, ei), the priority queue Q(b1) is initialized as {e0, e1, e2, e3}. The following computation steps are as follows.
For e0, with e1 ∈ N EXT (e0) and C(b1, e1) < C(b1, e0) + 1, C(b1, e1) = 1; for e1, since e2 ∈ N EXT (e1) and C(b1, e2) = C(b1, e1) + 1, C(b1, e2) is not modified; for e2, C(b1, e3) is changed to 3 for the same reason as C(b1, e1); for e3, N EXT (e3) = ∅. Since Q is empty, the modification terminates.
The modified values in the row corresponding to b1 are under the slash in Table 2 . Executions for b2 and a are similar to above procedure. Table 3 shows the final C. Since T AIL(A) = {e0, e2}, the minimal edit distance is min{C(a, e0), C(a, e2)} = 2.
We give an example about IDS rules about holistic repair.
Example 2. Suppose a rule can be transformed to <Op><E1><SIP><SP><Op dir ><DIP><DP>[Opti:E2;Optj:vj;] through lexical analyses. E1,E2 are undiscernible tokens. The RSR algorithm runs as follows.
For the interest of space, the detail of calculation is omitted. The edge list and transition symbols are in Table 6 and the derived Matrix C is given in Table 5 , in which the path of the traversal is marked by underlines. Algorithm 2 generates sr and s log . E1 and E2 are substituted respectively by P and Vj. 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 0 0 1 2 3 4 5 6 7 8 9 9 10 11 12 13 13 1 1 0 1 2 3 4 5 6 7 8 8 9 10 11 12 12 2 2 1 1 2 3 4 5 6 7 8 8 9 10 11 12 12 3 3 2 2 1 2 3 4 5 6 7 7 8 9 10 11 11 4 4 3 3 2 1 2 3 4 5 6 6 7 8 9 10 10 5 5 4 4 3 2 1 2 3 4 5 5 6 7 8 9 9 6 6 5 5 4 3 2 1 2 3 4 4 5 6 7 8 8 7 7 6 6 5 4 3 2 1 2 3 3 4 5 6 7 7 8 8 7 7 6 5 4 3 2 1 2 2 3 4 5 6 6 9 9 8 8 7 6 5 4 3 2 1 2 2 3 4 5 5 10 10 9 9 8 7 6 5 4 3 2 3 1 2 3 4 4 11 11 10 10 9 8 7 6 5 4 3 4 2 1 2 3 3 12 12 11 11 10 9 8 7 6 5 4 5 3 2 1 2 2 13 13 12 12 11 10 9 8 7 6 5 6 2 3 2 1 2 14 14 13 13 12 11 10 9 8 7 6 7 1 2 3 2 3 15 15 14 14 13 12 11 10 9 8 7 8 2 2 We could learn the difference between RSR algorithm and classical Levenshtein distance algorithm. In the classical approach, elements of the Matrix are ordered in the horizontal direction from left to right. When filling a cell, its left, above and left-above neighbors are involved, which constitutes a physical relation shown in Figure 3 . The calculation of the grey cell needs the three cells pointed by arrows. As a comparison, in RSR algorithm, edges listed in neighbor columns may not be directly connected. The interconnections are maintained by P RE and N EXT . For example, in Row 13 and 14 of Table 5 , the path is not connected physically but edge14 is in P RE(edge11).
Properties of RSR algorithm
This subsection shows the properties of RSR algorithm.
Correctness
Theorem 1. In Algorithm 1, min e t ∈T AIL(A) {C(len(s), et)} is the minimum edit distance between the string s and the regex r with NFA A.
In order to prove Theorem 1, we first substantiate four lemmas.
Lemma 1. If e * is the first edge extracted from priority queue Q in Line 17 of Algorithm 1 and s ∈ Se * , then C(i, e * ) = ed(si, s ).
Proof : Suppose that there exists e * p ∈ P RE(e * ) with C(i, e * ) > C(i, e * p ) + 1 satisfying the condition to modify C(i, e * p ) in Line 19. There must be C(i, e * p ) < min{C(i, e)} = C(i, e * ), which contradicts to the assumption that e * is the minimum in Q. Thus, this lemma holds.
Lemma 2. After substitutions and deletions, for any C(i, e) + 1 < C(i, en) en∈N EXT (e) , C(i, en) = C(i, e) +2.
Proof : Given edge a, b and e where b ∈ N EXT (a), e ∈ P RE(b) and
And according to Line 6 and Line 9, we have
If (5) holds, then
Considering the comparison between C(i−1, a) and C(i, a). It is possible that
If C(i − 1, a) = C(i, a) + 2 holds, then only 1 step, cutting s[i], is required to make C(i − 1, a) = C(i, a) + 1. Hence,
Combining with (6), we get C(i, b) ≤ C(i, a) + 1, which contradicts to (3). Hence,
On the other hand, min{C(i − 1, e )} ≥ min{C(i − 1, e ),
Combining with (7), it holds that
Due to (3) and (8):
Lemma 3. For each e extracted from Q, C(i, e) is stable and optimal, that is, for s ∈ Se, C(i, e) = ed(s, s ).
Proof : The only possible case invalidates this lemma is that when an edge e is pop from the Q, C(i, e) is minimal. In such case, consider edges e and e k , which is inferior to e in Q, with e ∈ N EXT (e k ). When an edge in P RE(e) is extracted and modifies C(i, e k ), C(i, e) could possibly be lessen as well for e ∈ N EXT (e k ). Since e is extracted before e k , C(i, e k ) will not "correct" C(i, e), as will result in the incorrectness of C(i, e).
We now prove that above case would never happen. Supposing that C(i, (2) , then the correctness of Lemma 4 is proven. On the other hand, we reform the execution order of the recursion function by the priority of operations mentioned in Subsection 3.2. Its correctness can be proven by the combination of Lemma 1 and Lemma 3. Since for the first and the following edges e extracted from Q, C(i, e) is the optimal. Therefore, Lemma 4 is validated by the correctness of (2) and the reformation above.
Then, we give the proof of Theorem 1. Proof(Theorem 1): Since this algorithm is based on dynamic programming, its correctness is proven by inductive method. We apply inductions on i, the length of prefixes of s. When i = 0, all C(ε, e) with e ∈ E are initialized as dis(e). Because any edit distance from an empty string ε to a string passes e ∈ T AIL(A) in L(A) is exactly dis(e), C(ε, e)'s contain ed(ε, A).
The inductive hypothesis is that all C(i − 1, e) are correct for each e and they contain optimal distance values of any ed * (si−1, A) given e ∈ T AIL(A). We attempt to prove that C(i, e)'s can then provide valid ed * (si, A) under above hypothesis. Lemma 4 proves the inductive hypothesis. Therefore, C(len(s), e) records ed * (s, Ap) with e ∈ T AIL(Ap).
Particularly when et ∈ T AIL(A), C(len(s), et) gives edit distances from s to strings in L(A). ed
* (s, A) = min{ C(len(s), et)}, since it has the minimum repairing cost. Theorem 1 is proven.
Complexity
The complexity of Algorithm 1, shown in Theorem 2, is determined by the length of string s (denoted by n) and the number of edges in NFA A (denoted by m).
Theorem 2. The time complexity of RSR algorithm is O(nm
2 ) and the space complexity is O(nm).
Proof : RSR algorithm's time complexity is comprised of three parts: the cost of initialization (denoted by T1), the cost of computation of C and H (T2) and the cost of repair sequence generation (T3). Clearly, T = T1 + T2 + T3.
The time complexity of the initialization (Line 1 in Algorithm 1) is T1 = O(m) + O(n).
During the computation of C and H, 'for' loop beginning at Line 3 will be executed for n times. Therefore, T2 = n × (T2.1 + T2.2 + T2.3), where T2.1, T2.2 and T2. In summary, the entire time complexity:
For space complexity, both Matrix C and H have n + 1 rows and m + 1 columns, thus the space complexity is S = O(2 × (m + 1) × (n + 1)) = O(mn).
Note that regexes are not very long in practice. Thus, m is usually far less than n and the time and space complexity are approximately linear with n.
Optimization for RSR algorithm
Since time complexity of computing C dominates the time cost, we attempt to reduce the time for this step.
In Algorithm 1, all e ∈ E are traversed to get C(i, e) in the ith iteration. However, when dis(e) is far larger than i, the computation of C(i, e) may be redundant because many insertions are involved to generate for repair. Since such insertions are meaningless, we attempt to reduce the computation cost by avoiding them. Thus, we compute C(i, e) just for i large enough. That is, C(i, e) is computed only when dis(e) ≤ i + 1. It means in the ith iteration, only edges e with dis(e) ∈ {1, 2, . . . , i, i + 1} are calculated.
To ensure that such optimization does not cause illegal computation, it could be applied when len(s) ≥ max{dis(e), e ∈ T AIL(A)}. It is because an et ∈ T AIL(A) with len(s) < dis(et) implies C(i, et) = ∞ when the optimization is applied and then this will clearly lead to an illegal computation in the following steps.
According to above discussion, the optimized algorithm is in Algorithm 3. Since the optimization focuses on C, Algorithm 3 shows only the computation of C. The computation of H and repair generation are unchanged.
Compared with Algorithm 1, Algorithm 3 conducts the optimization in two positions. One is Line 6 ensures that C(i, e) is computed only when dis(e) ≤ i + 1. The other is Line 11, which avoids C(i, e) = ∞ to be inserted into Q. We use an example to illustrate it.
Example 3. The input is r = ab(c|d)e * f g and s = bxelg. length(s) = 5, max{dis(e)} = 5 which are very close. The result Matrix C is in Table 7 . The computation cost of blank cells is saved. In this problem, 19/55 time cost of Line 5-16 is saved according to Table 8 .
Algorithm 3: Optimized Algorithm
Input: String s, NFA A = (P, Σ, E, q0, F ) Output: Optimized edit distance s to A 1: for all e ∈ E do 2: C(0, e) ← dis(e) 3: for i ← 0 to len(s) do 4: C(i, φ) ← i 5: for i ← 1 to len(s) do 6: for all e ∈ E with dis(e) ≤ i + 1 do 7:
if s[i] = tr(e) then 8:
else 10:
C(i, e) ← min{C(i − 1, ep), C(i − 1, e)} + 1 11: Q ← E {E ← {e|dis(e) ≤ i + 1, e ∈ E}} 12: while Q = ∅ do 13:
14:
15:
if C(i, e) + 1 < C(i, en) then 16: Time complexity of the optimization is O(nm 2 ) and space complexity is O(nm) with m denoting the number of edges in NFA A and n denoting the length of string s. Since this strategy prunes some calculation steps, it speeds up RSR algorithm although their time complexities are identical.
17: return min{C(len(s), et)}, (et ∈ T AIL(A))
As a trade-off, the optimization sacrifices some accuracythe results of it are not always optimal because the "redundant information" eliminated may contain clues of optimal solutions. Fortunately, such cases are rare because the possibility of eliminating essential information would decrease as length of the prefix of s grows. When i > max{dis(e) e∈T AIL(A) } − 1, no essential information will be lost since the number of pruned calculation steps gets 0.
VALUE REPAIR
The goal of value repair is to find a proper value from the available option values for the variables of I and S operators in the repair sequence. Given V (t) as the value set of token t, <P> as the protocol token of Snort Rules and V (P )= {tcp,udp,ip,icmp}, the value repair answers the following questions.
• What should be inserted with operator [I,<P>]?
Which option in V (P ) is the most suitable one? • If an erroneous token written as txp should be substituted by a <P> with operator [S,<P>], how to make the choice? What if the wrong token is written as xxx?
We propose two approaches respectively based on edit distance and associate rules. These approaches are only concerned about repairing tokens with finite and closed value sets. For the instances that we have known, it is common for the tokens to have finite and closed value sets. The <Protocol> token has four options: {tcp, udp, ip, icmp} and token <Operation Direction> has two: {<>,->}. In the "MovieLens" sets, <Movie Type> token has 20 options such as "Mystery", "Sci-Fi", . . . , etc., which is also finite. As for the consecutive and continuous values cases, we discretize them into finite sets before utilizing those two approaches.
Edit-distance-based Method
Since edit distance is effective to measure the similarity of strings, it is natural to select the value with the smallest edit distance to the original string. For example, it is reasonable to repair txp to tcp, since it has the minimal edit distance to txp in V (P ).
To implement such method efficiently, we use an efficient top-1 string similarity search algorithm [8] on the option set.
The advantage is this method is easy to comprehend and implement without requiring extra knowledge of data. It can be pretty efficient. The disadvantage is when the operator is insertion and the token is completely wrong-written, this method can hardly make convincing choices without sufficient clues. To make rational choices in these cases, we give an association rules (AR) based method for supplement.
AR-based Method
Association rules mining aims to find the item sets that cooccur frequently. For our problem, it is effective to find the co-occurrence relationship between one value and its context. Then, the true value could be implied.
We use this example to illustrate this method. For the Snort Rules, in each entry with both <Source Port>= 80 and <Destination Port>= 80, the <Protocol> must be <tcp>, because 80 is the port number of tcp services. Hence, we can claim if string s mistakenly writes <P> as xxx with 80 as the values of source and destination port numbers, then a correct repair is to modify xxx to tcp-{<Source Port>= 80,<Destination Port>= 80} implies {<P>=tcp}. This is regarded as an association rule. It describes the extent of association or dependency between the two sets.
Formally, an AR is defined as an implication in form of X ⇒ Y , where X and Y are item sets and X ∩ Y = ∅ [2] .
The example of Port and Protocol can be explained by an AR. In the Port-Protocol Rule Rpṗ:X ⇒ Y , X is {<S.Port> =80, <D.Port>=80} and Y is {<P>=tcp}.
For an AR, confidence and support are often used to evaluate its usability. Given count(X) as the number of transactions containing X, count(X, Y ) as the number of transactions containing both X and Y , and count(T ) as the size of the entire transaction set, support(X) =
. confidence measures the confidence level of a rule. Given a rule R : X ⇒ Y with X, Y as item sets, confidence(R) is:
. In our problem, the association rules have two extra constraints compared with the general ones. One is that tokens with infinite or continuous values should be discretized into finite and closed sets before using these methods. The other is that only rules whose size of consequent set (Y ) are 1 are included in association rule set, for structural repair is applied on single token. Thus only the rules with a single token as right side are required. With these constraints, the associate rules used in our approach could be mined with Apriori algorithm [3] directly.
After rule mining of the set, an AR set Γ is derived. Each rule in Γ is in form of R : X ⇒ y. Given the value set of token t as V (t) and Γt = {R|R ∈ Γ, y ∈ V (t)}, Γt contains all association rules related to t. Therefore, for strings containing tokens with values in the X of R, we can use R for the repair and y is selected to repair t.
Such method takes advantage of the context or the association relations to determine the values. As a tradeoff, it requires extra efforts for association-rule discovery.
Value Repair Method Selection
As discussed before, these two methods are complementary. In this subsection, we discuss how to choose a proper value repair method.
We first define comparable measures for the approaches and select by comparing these measures. As we know, for an association rule R : X ⇒ y, conf idence(R) describes the possibility of correctness and the reliability of amendment of token t using X. For methods comparison, we propose "confidence" of edit-distance-based method denoted by γ as
, where s is the wrongly-written string. Since γ is the largest proportion of correct characters in s, the closer s is to some string in V (t), the more possible this repair is correct. Therefore, γ could perfectly describe the confidence of the edit-distance-based repair.
With the definitions of confidences, we propose the selection strategy. For substitution operator, the strategy with maximum confidence is selected. Since insertion operator has no original value as reference, the value repair depends on the association rules. The strategy is as follows.
Given a token t, its original value s, conf idence(Rt) and γt, for a substitution operator [S,t], judge whether Rt exists such that conf idence(Rt) > γt. If so, t is repaired according to the Rt with maximal conf idence(Rt). Otherwise, t is set to s in V (t) with minimal ed(s, s ). For an insertion operation [I,t], find the rule R : X ⇒ y with maximum conf idence(Rt) and t is set to y. The following example continues Example 2 to explain the value repair.
Example 4. Suppose E1 is written as "itcmp" while the value set of P is {tcp,ip,icmp,udp}, <SIP> <DIP> are both 80, and R : {SIP = 80, DIP = 80} ⇒ {P = tcp} is an AR mined from data set, conf idence(R) = 0.9, the comparison of the two methods is as follows.
According to the edit-distance based method, the confidences of values of V (P ) are as follows, γip = 0.4, γtcp = 0.6, γicmp = 0.8, γ udp = 0.2. Transforming E1 to "icmp" is a wise choice. But according to the AR-based method, rule R suggest that E1 be modified to "tcp". Since conf idence(R) > γ (icmp) , we select "tcp" for repair.
EXPERIMENTS
In this section, we show the results and analyses of the effectiveness and efficiency.
Experimental Settings
Environment. We implement the algorithms by C++ compiled by GCC on a PC with an Intel Core i7 2.1GHz CPU, 8GB memory, and 64bit Windows 8.1.
Data Sets. To test our algorithm comprehensively, we use both real and synthetic data. For real data, we choose the intrusion detection rules of Snort 1 and MovieLens user rating data 2 . As is mentioned, IDS uses "rules" to record the properties of malicious Internet packets. These rules are written in an language that can match a regex. MovieLens rating data is collected by GroupLens Research from the MovieLens web site [1] . Its regex pattern is in Section 1.
For synthetic data, the verification of shortcomings about shorter and more closures and options mentioned in Subsection 3.2 should be considered. To achieve this, we artificially create 4 regexes by character a-z with different traits. Particularly, Regex2 and Regex4 have more and shorter closures than Regex1 and Regex3, which are To control the error ratio, we inject errors to the strings. For each string in the data set, we choose µ proportion of positions and randomly revise, delete the token or insert a token in such position. Meanwhile, we keep a copy of the uncontaminated data and exploit it as the ground truth.
We consider 4 parameters that may affect the performance: the number of strings in data set, denoted by M ; the average proportion of error characters in the strings, denoted by µ; the average length of data strings, denoted bȳ Ls; the error type, denoted by T . The default settings are M = 2, 000, µ = 5%,Ls = 45, and T = {L, R, D} (representing Loss, Redundance and Displacement).
Measures. We considered to use Precision and Recall with following definitions to measure the performance.
Incorrect entries is the set of erroneous items in data sets artificially injected and actual repairs is the set of amendments actually conducted. In the experimental results, we find Precision and Recall are always equal to 1. The reason is all error tokens can be discovered due to disobedience to the regex and then repaired, which means that incorrect entries = actual repairs. To test the effectiveness of the algorithms more deeply, we use Accuracy and Improve Rate as the measures. Before explaining the parameters, we define set AC and W . AC is the set of RSR algorithm repaired strings (each one is uniquely produced) that are equal to the ground truth. W is the set of strings with injected errors. The Accuracy, denoted by λ, is defined as λ = |AC| |W | . It represents the overall repair performance. That is, RSR algorithm's capability to restore the entire data set.
We also use Improve Rate ω to describe the performance regarding individual data items and the extent to which a single item is repaired. Given the original string so, error string se, and the repaired string sr, ω = 1 − ed(so,sr ) ed(so,se)
. We
to show the overall effectiveness. Notice thatω < 0 is means a repair with negative impact.
To measure efficiency, we use the time duration of execution of the algorithm, denoted by t. The unit of run time is second (s). 
Results and Analysis
In this subsection, we show experimental results and analyses of λ and ω when varying M , µ,Ls and T .
Experiments on Effectiveness
The Impact of Data Size (M ). To test the RSR algorithm's scalability, we execute it on 40 synthesis sets of 4 regexes with M varying from 10,000 to 100,000, 22 real sets of the Snort Rules and the MovieLens ratings with M varying from 300 to 3,300. Experimental results are shown in Figure 4 and Figure 5 . These figures manifest that M does not affect the accuracy and the improve rate. The reason is that sequence repair only concerns about individual items rather than the overall data set.
Besides, the performances vary significantly among regexes. In Figure 4 , the accuracy and the average improve rate of Regex 3 are larger than those of Regex 2 and Regex 4 due to the disadvantage of the priority of RSR algorithm. As a comparison, the regexes of the Snort Rules and MovieLens ratings with longer closure sequences achieve better λ and ω than those on synthetic sets, as shown in Figure 5 .
The Impact of Error Rate (µ). To evaluate the impact of µ, we assign µ in {1%-10%} and {10%-50%}. Since data for Regex 1 with average length 50 is not enough due to the shortage of closures, we abandon such data sets.
The experimental results on synthetic and real data are shown in Figure 6 and Figure 7 respectively. From the results, we observe that the accuracy decreases along with the growth of µ. Such phenomenon is explained as follows. Suppose the probability that an error is correctly repaired is pa and the string s has q = µ · len(s) errors, then λ of this set is λ = p q a = p µ·len(a) a , which means that λ is exponential to µ and would decrease while µ increases. Accuracies of Figure 7 (c) and Figure 7 (d) decrease slowly with fluctuations since the structural context information of the regex of MovieLens data set is sufficient, which contribute to accuracy and enlarges pa to make it close to 1. E r r o r R a t e ( % ) R e g e x 2 R e g e x 3 R e g e x 4
(d) µ vs.ω The Impact of Average Length (Ls). Since the length of real data in uncontrollable, we only conduct experiments on the synthetic data sets divided by string length. Group 1 has strings with length in [1, 5), Group 2 in [5, 10) , Group 3 in [10, 15) , and so on. Only groups with over 2,000 items are considered in this experiments. The results are Figure 9 . The accuracy decreases when strings get longer, which is also caused by λ = p R e g e x 1 R e g e x 2 R e g e x 3 R e g e x 4
A V G ( I m p r o v e R a t e ) S t r i n g L e n g t h (b)Ls vs.ω Synthetic Data Sets which also shows the effectiveness.
The Impact of Error Type (T ).
To test the impact of error types, we inject only one error type T for each group with the same µ. The results of synthetic and real data are in Table 9 . We observe that when T = L (Loss), the λ andω of Regex 2 and Regex 4 are much lower than that of Regex 3. This is another evidence of disadvantages of priority mechanism of RSR algorithm. Besides, λ andω about Redundance and Displacement and the overall performance on the real data are all higher than 0.7. 
Experiments on Efficiency
Since the efficiency is affected by the data size and string length, we test the impact of these two parameters.
We vary the data size M from 10,000 to 100,000 in synthetic sets and from 300 to 3,300 in the real sets. The results are in Figure 11 . From such results, it is observed that the run time t is around linear with M . The differences of slopes are caused by the difference of the average length of the four sets and the difference of edge numbers of the four regexes' NFA which dominate the size of Matrix C.
We varies the string length from 5 to 70. The relation ofLs and run time t is shown in Figure 12 . t grows along with Ls around linearly, which coincides the time complexity O(nm 2 ). µ does not affect the execution time. Table 10 shows the relationship between µ and t. From the results, The relation of T and t is given in Table 11 . Redundant errors cost slightly less than Losses and Displacements, since deletions are considered in the first round that lessen the calculation pressure of the second one.
Experiments on Optimization
We evaluate the acceleration impact of the optimization strategy on both synthetic and real data sets and all parameters are under default setting. We compare run time, Accuracy λ and Improve Rateω of the unoptimized algorithm (Algorithm 1) with the optimized one (Algorithm 3) to observe the tradeoff of correctness and efficiency. Table 12 shows the comparison between the run time of the original and optimized algorithm for synthetic data. λ S t r i n g L e n g t h R e g e x 1 R e g e x 2 R e g e x 3 R e g e x 4
Figure 12: The Impact of Average String LengthLs on Run Time andω of these methods are identical. Table 13 gives the results for real data. The evaluation shows that the optimization strategy has considerable capability on cutting down the time cost (an average of 7.1% for synthetic data and 30.2% for real data), especially in long data strings and pattern regex. On the other hand, it can still maintain the effectiveness on a high level since the average loss of accuracy in real data is less than 3%.
Comparison with Dependency-Rule-Only Repair
In order to compare difference of effectiveness of structural repair between RSR algorithm and Dependency-RuleOnly repair strategy, we derive the dependencies from the structure requirements and measure the λ andω on various amount of errors by controlling µ. For example, if the regex is xA|yB, then we derive that x → A and y → B. Figure 13 shows the results.
For Accuracy (λ) in Figure 13 (a), RSR algorithm is higher than Dependency-Rule-Only method. For Improve Rate (ω) in Figure 13(b) , the Dependency-Rule-Only method shows negative impact, indicating that it does not suit for structural repair.
Summary
In summary, we can draw following conclusions from the experiments.
• Compared with dependencies, regex-based method is more applicable to structural repairs, especially for regex constrained data. Dependencies, due to lack of structural insight, performs poorly and even harmfully on this repairing topic.
• Data size M has no effect on accuracy and improve rate.
The accuracy λ decreases along with the growth of µ and Ls which can be explained by λ = p µ·Ls a . However, the average improve rateω would remain stable regardless of µ or Ls. As for error type T , losses are more difficult to discover and repair due to the priority in RSR algorithm, especially for errors in small closures. In all, the proposed algorithm could repair the errors according to the regex.
• λ andω are also dominated by an unquantifiable property of the structure of regex. To put it simple, regexes with longer but less closures are more likely to avoid the disadvantages and have higher accuracy and improve rate in repair than those who do not.
• The efficiency is affected by data size, average length of strings and error types. The run time is linear with M and Ls, while T has little impact on that. Additionally, RSR algorithm can repair 2,000 items within 5 seconds. That is, given a string and a regular expression, our approach only takes at most tens of ms, which shows that our approach is efficient and scalable. On the other hand, the optimization strategy shows acceptable performance on decreasing the run time, particularly in long data strings and regexes, and on maintaining effectiveness.
CONCLUSION
To repair the strings violating the regex, we propose the RSR algorithm in this paper. We also combine edit-distancebased approach and associate rules to determine the inserted or revised values. Experimental results demonstrate the efficiency and effectiveness of the proposed algorithm.
Our algorithm is suitable for large-scale regex-based data cleaning, which is an comparatively new topic with few efforts. The future work aims at better accuracy and efficiency. For accuracy, the optimization to overcome the disadvantages of RSR algorithm will be conducted. More flexible definitions about regexes can also help avoid such disadvantages. For efficiency, parallel computing can be introduced since the repairing process for individual strings or tokens are independent given the NFA of the pattern and string entries can be repaired via multiple processors.
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