Abstract. In this paper sufficient conditions are derived for the existence of unique and positive definite solutions of the matrix equations
This and more about the Stein equation can be found in Section 13.2 of [7] . Another well-known fact is that in the case A 1 is stable, the unique solution of the Stein equation is given by
see for example formula (5.3.6) in [6] .
In the general case we can prove that a condition on A 1 , . . . , A m , similar to the stability condition (2.1), is sufficient for the existence of a unique solution, which is positive definite. Our proof is based on the notion of the Kronecker product of two matrices.
Recall that the Kronecker product of two matrices A, B ∈ M(n), denoted as A ⊗ B, is defined to be the matrix . . .
¿From Theorem 1 and Corollary 2 on page 414 in [7] we know that the following theorem holds true. express the eigenvalues of K in terms of the eigenvalues of A and B, and this is one method that is considered to derive a condition for the invertibility of K. In [11] the equation Kx = q is converted to a dimension-reduced vector form, which is convenient for machine computations.
In case m = 1 the invertibility of K is guaranteed if A 1 is stable, i.e., if there is aQ ∈ P(n) such that (2.1) holds. We can generalize this result. 
is invertible. So in this case equation (1.1) has a unique solutionX for any Q ∈ M(n).
Moreover, this unique solution is given bȳ
, the assumption holds with Q = I n . We will show that this implies that This implies that X with x = vec(X) is a solution of
This equation can be rewritten as
where A andX are the block matrices
Note that X andX have the same eigenvalues, up to multiplicity, so X = X .
Hence, taking norms at both sides of equation (2.4) gives that 
In the first part of the proof we have shown that it follows from the inequality on the right that the matrix
2 ) is stable. Using Corollary 1(a) and Corollary 2 on page 408 in [7] we see that 
and this is smaller than 1 because of (2.6). With Theorem 8.1 in [2] it then follows that K is invertible. Recall from Theorem 2.1 that this implies that (1.1) has a unique solution for any Q. Moreover, Theorem 8.1 in [2] gives us that the inverse of K is given by 
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With induction it can easily be proven that
This implies that the unique solutionX of (1.1) satisfies
and henceX
ThusX is indeed positive definite if Q is positive definite. Remark 2.3. Note that in case m = 1 the condition in this theorem becomes (2.1), and (2.3) is exactly the expression for the unique solution of the Stein equation given in (2.2).
In [1] and [8] solutions of a matrix equation are considered as fixed points of some map G. Also, in the case of equation (1.1) we are interested in fixed points of the map
Although in [1] m is equal to 1, the results in that paper can be easily generalized to the case that m ∈ N. In particular, Theorem 5.1 in [1] also holds for the map G + . Combining this theorem and Theorem 2.2 gives us the following result.
Corollary 2.4. Let Q ∈ P(n) and assume there is a positive definite solutioñ X 0 of the inequality Note that the condition in Theorem 2.2 is weaker than condition (2.7). We will now show that this corollary also gives us expression (2.3) for the unique solution. 
Proof. We will prove this by induction. For k = 0 and k = 1 it is evident. Now assume that it is true for k = l, then we have to prove that it also holds for k = l + 1. Well then,
so (2.8) also holds for k = l + 1, which we had to show.
It follows directly from this lemma that indeed
henceX satisfies (2.3). Note that (2.9) can be used to find an approximation of the unique positive definite solution of (1.1) in numerical examples. 
) has a unique solutionX for any Q ∈ M(n).
Moreover, this unique solution is given bȳ
In this case it doesn't follow thatX is positive definite if Q is positive definite. Hence we need an additional condition, if we wantX to be positive definite.
Let the map G − be defined by
This map will play the same role as G + did in the previous section, i.e., the solutions of (1.2) are exactly the fixed points of G − . The following lemma can be proven analogously to Corollary 2.1 in [8] . converges to this unique solution.
Proof. We only have to prove the convergence of {G
to the unique solution. With induction it can be proven that
So the limit of G k − (Q) for k to infinity is equal to (3.1) and according to Proposition 3.1 this is the unique positive definite solution of (1.2).
The following example shows that the condition that there exists aQ > 0 such thatQ − 
Positive Cones and Positive
Operators. In this section we will prove a slightly weaker result than Theorem 2.2. The proof is based on the theory of positive cones and linear operators mapping a cone into itself; see for example Section I.4 in [3] and Chapter 1 and 2 in [4] . Before giving the proof, we will give an overview of the definitions and results in [3] and [4] , which we need in this section.
Definition 5.
Given a real Banach space B, a positive cone in B is a nonempty subset C of B that satisfies the following properties:
(i) x + y ∈ C, whenever x, y ∈ C, (ii) λx ∈ C, whenever λ ∈ [0, ∞) and x ∈ C, (iii) the zero vector is the only element x ∈ C for which x and −x belong to C.
Definition 5.2. A cone C is called solid if it has a nonempty interior. It is called reproducing if every element of B is the difference of two elements of C.
It is easy to see that every solid cone is reproducing. (i) For ρ(K) < 1, there is a unique solution x ∈ C for every y ∈ C, which is given by the absolutely convergent series
(ii) For ρ(K) = 1 and y ∈ C there is no solution x ∈ C unless y = 0. In that case all the solutions in C are positive multiples of the positive eigenvector corresponding to the eigenvalue ρ(K). (iii) For ρ(K) > 1 and y ∈ C there do not exist any solutions x ∈ C unless y = 0.
In this case x = 0 is the only solution in C. Now let B = H(n), C = P(n) ∪ {0} and
It is obvious that H(n) is indeed a real Banach space and that P(n) ∪ {0} is indeed a positive cone. Moreover, its interior is equal to P(n), so it is not empty. Hence P(n) ∪ {0} is even a reproducing cone. Now let A andX be as in (2.5). Then K can be written as
If ker A = {0}, then K maps C into itself. Indeed, if X ∈ P(n), thenX ∈ P(mn), which implies, together with ker A = {0}, that K(X) ∈ P(mn). The condition ker A = {0} is also sufficient for the I n −positivity of K, as the following lemma shows. 
Proof. Note that the matrixQ is a positive definite solution of X − K(X) = P for some P ∈ P(n). So it follows from Theorem 5.5(i) and (ii) that ρ(K) < 1. Hence, with part (ii) of that theorem, the theorem follows immediately.
Remark 5.8. Note thatX = 0 is the unique solution of (1.1) if and only if Q = 0. Hence it follows that equation (1.1) has a unique solution in P(n) for all Q ∈ P(n), under the conditions of the theorem.
Recall that in Section 2 the matrix A did not need to satisfy ker A = {0}. We will now show that Theorem 5.7 also holds for arbitrary mn × n matrices A. First we will reduce (1.1) to the special case that Q = I n .
Lemma 5.9. Let Q ∈ P(n) and A be an mn × n matrix. ThenX is a solution of (1.1) if and only ifȲ = Q
That this lemma is true, can be easily seen, so we will not give the proof. 
Let d be the dimension of ker A. Because x ∈ ker A if and only if x ∈ ker A j , j = 1, . . . , m, we can write the matrices A j , j = 1, . . . , m, with respect to this decomposition as follows:
Further, a positive definite solution of (1.1) with Q = I n is necessarily of the form So equation (1.1) with Q = I n reduces to
Note that X is a solution of (1.1) if and only if X 1 is a solution of (5.3).
Lemma 5.11. Let Q = I n and A be an mn×n matrix such that ker A = {0}. Then 
Note that
where
Because S is invertible, it follows thatQ − m j=1 A * jQ A j > 0 if and only if
¿From the equality Let A 1 be the matrix given by 
