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Piecewise-linear systems of the type that arise in relay servomechanisms 
or problems involving Coulomb friction, which are usually regarded as 
nonlinear, are shown here to exhibit linear behavior in some circum- 
stances. Specifically, for certain sets of input signals (or forcing functions) 
and associated responses, the responses are linear in the inputs with 
respect o convex linear combinations; equivalently, the average of a set 
of inputs has, as its response, the average of the associated responses. The 
result is illustrated by means of an explicit formula for periodic responses 
in a second-order on-off control system. 
I. INTRODUCTION 
Consider the first-order piecewise-linear (vector) differential equation 
k = d(t) x + sgn* (x) + F(t) (1) 
(- = &it) for X = (xi, **et x,,) as a (vector) function of t. The n-by-n matrix 
d(t), with elements a<,(t) (i,j = 1, .a*, n), and n-vector F(t), with elements 
f,(t) (i = 1, **., n), are assumed to be continuous in t for t > 0. Sgn* (X) 
denotes a vector function of xi, ‘a*, x,, with components sgn* (s,) (i = 1, *a*, n); 
each sgn* ($3 is a modified signum function (i.e., one with a “dead zone”) 
of si, which is a linear combination of the x<‘s: 
I 1 (Si > Ui) sgn*(sr)= 0 (ISilS%) (i=l,-*,n) -1 (Si c - Ud) (2) 
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and 
Si = SilXl + S*gX, + “’ + Si&n (i = 1, . ..) n) 
where ui 2 0 (i = 1, ..., n) and sij (i, j = 1, *.., n) are constants. 
(3) 
In general, a piecewise linear system of the form (1) must be regarded as 
nonlinear, since the particular set of linear equations which governs at any 
instant is not known a priori, but depends on the instantaneous state of the 
system. Certain results obtained in connection with an “on-off” control 
system, however, [ I,23 indicate that piecewise-linear systems must be regarded 
as lying somewhere between linear and nonlinear systems: in the second 
paper just referred to, for example, the author has shown that under convex 
linear combinations the above-mentioned control system behaves linearly 
with respect to certain periodic input signals and responses. This “convex 
superposition”, as it may be called, is generalized here to systems of the 
form (l-2-3). 
We mention in Section II some physical problems which may be formu- 
lated as a set of first-order piecewise-linear ordinary differential equations 
of the type (l-2-3). Section III contains the main result, the proof of a prin- 
ciple of convex Superposition. Finally, in Section IV, as an example, we 
present some of the results obtained in [l] and [2] for the on-off control 
system studied there. 
II. SOURCES OF PROBLEMS 
Two types of physical systems governed by equations of the form (1) are 
so-called “on-off” (or relay) control systems and dynamical systems con- 
taining forces which depend discontinuously on the state of the system. A 
good example of the latter is a system involving Coulomb or solid friction; 
while in the original differential equation(s) such a force depends discontinu- 
ously on a velocity, the problem may be formulated as an equivalent first- 
order system of the type (1). 
A relay control element in which vi = 0 is usually referred to as an ideal 
element; if ui # 0 the element is said to have a “dead zone”. In on-off control 
problems usually encountered in the literature, the matrix d(t) is constant; 
one type of system in the controls category, however, for which it appears 
essential to regard &((t) as nonconstant is the so-called adaptive-control 
system. Thus, the results of this paper say something about adaptive controls 
with on-off elements. They are also applicable to research on the determina- 
tion of periodic regimes in piecewise-linear control systems (e.g., see [3] and 
Mb 
In general, the first two terms in the right member of Eq. (1) contain the 
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intrinsic characteristics of the particular system under consideration. Thus 
the elements of z!(t), aij(t), (i, j = 1, a*., n), and the constants ui 2 0 (i = 1, 
.a., n) and sii (i, j = 1, ..*, n) are regarded as prescribed once and for all. On 
the other hand, the vector F(t) represents some external stimulus affecting 
the system: in the context of automatic control it may be called the input 
signal, while in dynamical problems it is referred to as the applied force or 
the excitation. 
III. A PRINCIPLE OF CONVEX SUPERPOSITION 
Let X(t; F) denote a certain (vector) solution of (1) and associated side 
conditions. These side conditions (initial conditions plus transition conditions 
requiring X to be continuous even when X is not) are assumed to be such that 
the initial-value problem has a unique continuous solution for t 2 0. We do 
not take up here the questions of existence and uniqueness of solutions of (1); 
rather, assuming such results, we establish a principle of “convex super- 
position” (or linearity with respect to averaging) for Eq. (1): in the language 
of dynamics, for applied forces whose responses are all “in phase” with each 
other, averaging the responses X(t, P)) to each of a set of excitations F(“)(t) 
yields a response (having the same phase as the others) to the average of the 
excitations. 
Specifically, suppose there exists a denumerable monotone increasing 
sequence of positive values of t, 0 < t, < t, < ... (either finite or infinite); a 
corresponding denumerable sequence of n-vectors U(j) ( j = 1,2, *es), every 
element of which has one of the values 1,O or - 1; and a class 9 of functions 
F(t) characterized as follows: all members of .F are continuous for t 2 0, and 
associated with each F(t) in 9 is at least one (continuous) solution 
X = X(t; F) of (1) such that 
Sgn* (X) = U(j) on 1j : tj-1 5 t < tj (j = 1, 2, ... ; to = 0). (4 
Henceforth the symbol X(t; F) is used only to denote a solution of (1) 
satisfying (4); for a given F(t), such a solution will be called an “associated 
response”, referring always to the “phase conditions” (4). 
THEOREM. Given a positive integer m, let Ffi)(t) (i = 1, a**, m) be members 
of S-, each with a particular associated response X(t ; Fti)), and let ai (i = 1, 
-*a, m) be real positive constants uch that a1 + *** + or, = 1. If 
F(f) = 2 adFci)(t), 
d-1 
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then f’(t) is in 9, and indeed it has an associated response x(t) = X(t; t;‘) which 
is exactly the same conzlex linear combination of the Xci); i.e., 
X(t) = 2 c$X(t ; F(i)). (5) 
i=l 
Actually the results are proved in reverse order. For the ith forcing func- 
tion P)(t), Eq. (1) assumes on the interval Ij the form 
B(t; F(i)) = dX(t; F(i)) + U’j’ + F’“‘(t). 
Multiplying this equation by CQ, then summing over i from I to m, we have 
-& ai X(t; F(i)) = d 3 fYj X(t; F(i)) + ff’i’ + F(t) (6) 
i=l i=l 
where the relation (Ye + ... + OL, = 1 has been used. 
If we now de$ne the vector-valued function x(t) by Eq. (5), we see from (6) 
that on Ij 8(t) satisfies the differential equation 
22 = A(t) x + U(f) + P(t). (7) 
Clearly rf(t) is continuous for all t, since by definition this is true of X(t; F@)) 
(i = 1, .a*, m). Furthermore, comparing Eq. (1) and (7), it is evident that if 
and only if the relation 
Sgn* (8) = U(j) (8) 
holds on every interval li : tjel < t < tj (j = 1, 2, . ..). will x(t) be a solution 
of (1) for F = F; then by virtue of (8) ri’(t) will indeed be an associated 
response, so that P E 9. 
If the components of X(t; FciJ), 13, and U(j) are denoted by x(li), jE,, and 
@’ (Z = 1, .‘. , n), respectively, then by (2) and (3) Eq. (8) for each j is equi- 
valent to the n scalar equations 
sgn* (s& + ... + s&Q = u\$’ (t Eli; 1 = 1, ‘.., n). (9 
We now proceed to establish the set of equations (9), which will complete the 
proof. By definition of i?(t) 
& = a,xy + @.&2’ + ... + ‘y,p (i = 1, ..., n). (10) 
Therefore 
i=l i=l k=l k=l id 
(11) 
186 FLEISHMAN 
for I = 1, *a*, 11. By definition, however, every X(t; PI) (A = 1, *se, m) must 
satisfy 
This means that for any given j and 1 [replacing i by I in (2)] exactly one of the 
following three alternatives holds simultaneously for all k : The sum 
xc, szrxjk) is either greater than uI, or between - u, and or, or else less than 
- ul. In any case, it is clear that for fixed j and 1 the average, or convex linear 
combination, X& CX~ Zjll s,,xjkJ, will satisfy the same inequality as all of the 
quantities zf=, s,&); thus 
which together with (11) and (12) gives (9). Q.E.D. 
IV. EXAMPLE 
We discuss now an example of the above result in which the property of 
“linearity with respect to averaging” may be established by u8e of an explicit 
representation of the set of solutions which all have the same phase. 
The scalar differential equation 
(13) 
where sgn x denotes 
I 
+1 (x > 0) 
signum x = 0 (x = 0) (14) 
-1 (x < 0) 
governs a second-order system with an ideal relay element, subject to the 
input signal f(t). In [l] and [2J the author has considered the problem of 
finding periodic solutions of (13) whenf(t) is periodic. Rather than transform- 
ing here into an equivalent pair of first-order equations, it is convenient to 
deal directly with the original second-order equation (13). 
In [l], where 
f(t) = A sin ol (15) 
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(A and w constants, w > l), we derive periodic solutions of harmonic and 
subharmonic types, i.e., solutions having periods 27r/o and 2n?r/o (n an 
integer greater than l), respectively. In particular, exact expressions are 
found for harmonic solutions in phase or exactly out of phase with f(t): 
A 
X(t) = x,(t) +1 _ w2 sin wt 
where 
1 
--I+rcos 2w [ (4h + ‘bet 1 E zlf_rr<tP + ""Iw- - w%J(t) = 
+ 1 -Y cos 
1 
(4k + 3)rr _ t 2w 
I 1 
(2 + 1)1T _< t < (2k + 2)m 
w w 1 
and t = set ~12~. 
K = 0, f 1, f 2, *.* (17) 
Since w > 1, it may be seen that for arbitrary A < 0 the function x(t) 
given by (16) is indeed a solution of (IS) which has period 2,/w and changes 
sign twice per period, exactly out of phase with f(t) as given by (15). On the 
other hand, for sufficiently small A > 0, x(t) is exactly in phase with f(t). 
While x and f are always continuous, f is discontinuous at the “switching 
instants” t = M/W, n = 0, f 1, f 2, ..*, when sgn x changes its value dis- 
continuously. The expression (16) for x(t) is derived in such a manner that 
the discontinuities in E are all relegated to x0,(t), the first term. The second 
term on the right in (16) is just the particular solution off + x = f(t) which 
has period 2+. 
Consider now rather arbitrary periodic inputs f(t); specifically, for fixed 
w > 1, let P;; denote the class of functions of t which are odd, continuous 
for all t, periodic with period 2rr/ti, and negative-valued on the interval 
0 < t <w/w. (If -f(t) is in pZ, we shall say that f(t) is in c.) It is shown 
in [2] that if f(t) is in P;, Eq. (15) professes a harmonic solution of the form 
x&if) = xl&> + Jqf(t)l, (18) 
and x*(t;f) is a member of c (i.e., it is exactly out of phase with f(f)). Again 
x-(r) is given by (17), while L is a linear (integral) operator: 
L[f(t)] = (sin +)-’ [sin (t - 5) IIf sin 7d7 
+ sin t [‘-f(r) sin (r -z) &] (19) 
represents the solution of f + x = f(t) which has period 27~1~. 
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Equation (18) may still represent a valid harmonic solution contained in c 
if f(t) is in c, but an additional condition must be satisfied by f(t) in this 
case. If in (18) xa(t) is replaced by - z,,,(t), the resulting function ~~(t;f) 
represents a valid harmonic solution contained in p3 if f(t) is in PL’, while if 
f(t) is in P;; an additional condition must be satisfied. For details the reader 
is referred to 121. 
Equation (18) is the important result for our present purposes. For let us 
prescribe w > 1 and a positive integer m, and suppose that functions fi(t), 
i z 1, “1) m, are all in the class P;. According to the foregoing, (18) repre- 
sents an out-of-phase harmonic response associated with .fi of the form 
Xh(t ;fi) = xdt) + L[fi(t)l* (20) 
Let 01r, ..*, OL, be real positive constants such that 01~ + ..* +- OL,,, = 1. Multi- 
plying (20) by CQ, then summing over i, we have 
2 o(t X*(t; fi) = XJt) + 2-C% LIIfi(t>l 
i-l i-1 
or, since L is linear, 
2 (y‘ q&(t; f<) = L%(t) + L [2 atf.(t)] - 
i-1 i-l 
Since clearly the function zy at fi(t) is a member of c, it possesses, by (18), 
an associated harmonic response z+,(t; ET lyi fi), contained in c, which is 




that is, for inputs f(t) in the class P; and their out-of-phase harmonic res- 
ponses, Eq. (22) asserts that with respect to convex hnear combinations the 
responses are linear in the inputs. 
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