The L-function of symmetric powers of classical Kloosterman sums is a polynomial whose degree is now known, as well as the complex absolute values of the roots. In this paper, we provide estimates for the p-adic absolute values of these roots. Our method is indirect. We first develop a Dwork-type p-adic cohomology theory for the two-variable unit root L-function associated to the Kloosterman family, and study p-adic estimates of the eigenvalues of Frobenius. A continuity argument then provides the desired p-adic estimates.
Introduction
Let Fq be a finite field with q = p a elements, p ≥ 5. Associated to eacht ∈ F * q , define the Kloosterman sum Robba [14] gave the first p-adic study of this L-function, and showed among other things that it is a polynomial defined over Z, and gave a conjectural formula for its degree. Using ℓ-adic techniques, Fu-Wan [8] proved this conjecture as a special case of their study of the n-variable Kloosterman sum. In that paper, motivated by a conjecture of Gouvêa-Mazur, they asked whether there exists a uniform quadratic lower bound for the Newton polygon of L(Sym k Kl, T ) independent of k. Our first main result of the paper affirmatively answers their question: 
A uniform quadratic lower bound is known [16] for the Legendre family of elliptic curves Et :
specifically the L-function of the k-th symmetric product of the first relative ℓ-adic cohomology. This L-function, defined analogously to L(Sym k Kl, T ), equals the nontrivial part of the Hecke polynomial associated to the p-th Hecke operator T k+2 (p) for level 2 acting on cusp forms of weight k + 2 (see [1] ). For the Kloosterman family, recent work of Yun [20] , based on conjectures of Evans [3] , gives an automorphic interpretation for L(Sym k Kl, T ) when k is small. It has also been shown by Fu-Wan [9] that L(Sym k Kl, T ) is geometric (or motivic) in nature, meaning it equals the local factor at p of the zeta function of a (virtual) scheme of finite type over Z.
Our motivation for the following study comes from a related but different direction. In [6] , Dwork first defined the unit root L-function of the Legendre family of elliptic curves essentially as follows. Setting X := A 1 \ {0, 1, H(t) = 0}, where H(t) is the Hasse polynomial, the map f : Et → t ∈ X gives a family of ordinary elliptic curves whose first relative p-adicétale cohomology R 1 f * Zp gives a continuous rank one representation ρE : π arith 1 (X) → GL1(Zp). This has the property that, for a closed point t ∈ |X/Fq |, the image of the geometric Frobenius F robt is ρE(F robt) = π0(t), where π0(t) is the unique p-adic unit root of the zeta function of the fiber Et. For every k, meromorphy was shown by Dwork in [6] . It also has a p-adic modular interpretation. Define the Fredholm determinant D(k, T ) := det(I − UpT | M k ), where M k is the space of overconvergent p-adic modular forms of level 2 and weight k, and Up is the Atkin operator. Then there is the relation:
This allows one to obtain results about modular forms from results about the unit root L-function. See [18] for a detailed exposition; see also [16] . Their special values L(ρ ⊗k E , 1) are also related to geometric Iwasawa theory as discussed in [4] .
In this paper, we study the analogous unit root L-function attached to the Kloosterman family. Let κ ∈ Zp, where
Zp denotes the p-adic integers. The Kloosterman unit root L-function is defined by
At the moment, we are unaware of a relation similar to (2) .
Unit root L-functions are not expected to have a typical cohomological description outside the closed unit disk (see [7] ). However, as we demonstrate in this paper, an associated L-functions will: define the infinite κ-symmetric power
and observe that we have the relation
The infinite κ-symmetric power L-function was defined intrinsically by Wan [17] in the proof of Dwork's conjecture; see [10] for details.
Our second main result is the development of a p-adic cohomology theory (Section 3) for the infinite κ-symmetric power L-function. This may be used to meromorphically describe the L-function:
whereβκ is a completely continuous operator defined on p-adic spaces H 1 and H 0 . As unit root L-functions are not typically rational functions, H 1 is expected to be infinite dimensional in general. For the Kloosterman family, we will show H 0 = 0 when κ = 0, and of dimension one when κ = 0, and when κ ∈ Zp \ Z ≥0 then H 1 is infinite dimensional. It is interesting that the case κ ∈ Zp \ Z ≥0 is the easiest to handle, whereas we are unable to compute cohomology when
Studying the action of Frobenius on cohomology leads to our third main result:
, then ordqcm satisfies (1) .
The proof of Theorem 1.1 now follows from the following identity:
Some heuristic calculations suggest that there is a chance the lower bound in Theorem 1.2 (and thus Theorem 1.1) may be improved to simply m(m − 1), but we have been unable to prove this, and it may be that it fails for some m.
We conjecture that the zeros and poles of L(Sym ∞,κ Kl, T ) are all simple except for possibly finitely many, and that adjoining the collection of zeros and poles to Qp produces a finite extension field of Qp (the so-called p-adic Riemann hypothesis).
The above provides a cohomological description of the unit root L-function of the form:
with root T = 1 and pole T = 1/q. It is unclear whether there are any cancellations among the remaining zeros and poles, however, we expect that there are few if any. We note that while Artin's conjecture does not carry over to geometric p-adic representations, it does for infinite symmetric powers over curves. See [19] for more details.
The p-adic cohomology theory developed here is of de Rham type, and may be seen as an extension of Dwork's p-adic cohomology theory. We thus expect techniques from Dwork's classical theory may be carried over to this theory. For example, a dual theory seems possible, perhaps giving rise to possible symmetry? It would be of great interest if this were the case. Another example is studying the variation of a family of unit root L-functions. In a future article joint with Steven Sperber, we examine how the unit roots of a family (of unit root L-functions) vary with respect to the parameter.
While we have restricted our study to the case of the one-variable Kloosterman family, the techniques developed here extend to the n-variable family as well as generalizations such as those studied in [12] and [13] . We hope to say more about their cohomology in a future article.
Relative Bessel cohomology
In this section we recall Dwork's "Bessel cohomology" construction [5, Section 2] but modified according to [13] . Fix a prime p ≥ 5, and fix π ∈ Qp satisfying
Define the coefficient spaces
,
Lastly, define
When a = 0, we will write simply
. Define the relative boundary operator
acting on Kq(b ′ , b). This satisfies:
. Then ker Dtq = 0 and
Proof. This is [5, Theorem 2.1] but modified slightly to suit the spaces defined above. Dwork does not explicitly point out that ker Dtq = 0, however, this follows immediately from [5, Lemma 2.5].
Consequently, we may identify the first cohomology group
Relative Frobenius. We now study the relative Frobeniusᾱa, which is defined as follows. First, define Dwork's splitting
where it is well-known that ordp θi
Define the Cartier operator ψx : Aux u → Apux u , and observe that ψx :
and
Since
, and thus, for b, b ′ ≤b, and since ψx :
and b ′ ≤ b, we see that αm induces a map on relative cohomologyᾱm(t) : 
Furthermore,
Define the falling factorial κ m as follows. For κ ∈ Zp \ Z ≥0 and m ≥ 0, the definition is conventional:
where
where0 means it is counted in the m terms of the product, but omitted from the actual product. For example, 
Boundary map ∂κ. With
observe that ∂ and Dt commute, and thus ∂ acts on relative cohomology H 1 t as follows. Since
we see that on H 1 t with basis {1, πt/x}, the map ∂ takes the matrix form
acts on row vectors. It is convenient to rewrite (7) in terms of H. Writing the basis vectors 1 and πt/x in row vector form (1, 0) and (0, 1), then (7) is equivalent to (1, 0)H = (0, 1) and (0, 1)H = (π 2 t, 0). We will abuse notation and write these as
To motivate the following definition, consider the following. Intuitively, we will think of S0 as the κ-symmetric power of the space H 1 t with basis {1, πt/x}, where we intuitively set w = πt/x and 1 = 1. Thus, w m should be viewed as 1 κ−m w m .
Rewrite (9) as H(1) = w and H(w) = π 2 t. This means we should expect an extension of ∂ to the κ-symmetric power S0 of the form:
Thus, we should have:
While this will be the case, we instead use the weighted basis {w (m) } to define the boundary map ∂κ :
Note that ∂κS(b
Define the cohomology spaces
It is convenient to define
Thus, ∂κ on S(b ′ , ε) takes the form
an infinite differential system, where the matrix of Lκ,H , acting on row vectors, takes the following form. For κ ∈ Zp \Z ≥0 :
For κ = k ∈ Z>0, the matrix takes the form
Proof. We first suppose κ ∈ Zp \ Z ≥0 . Let ξ ∈ S(b ′ , ε) such that ∂κξ = 0. Writing ξ = n≥0 ξnw (n) , then ∂κξ = 0 takes the form
We will show t m | ξn for every m ≥ 1 and n ≥ 0 using induction. Observe that the second equation of (12) implies t | ξ0, and the third equation implies t | ξ1, and so forth: t | ξn for n ≥ 0. Next, suppose t m | ξn for every n ≥ 0. The first equation of (12) then implies that t m+1 | ξ0. Using this, the second equation of (12) shows t m+1 | ξ1. Continuing, we see that t m+1 | ξn for every n ≥ 0. Hence, ξ = 0 as desired.
Suppose now that κ ∈ Z ≥1 . For convenience, set k := κ. We first observe that ∂κξ = 0 breaks up into two systems of the form
As (14) 
This is precisely the k-th symmetric power of the differential system (8) . Using a deep result of Dwork's, Robba [14, p.202] shows this system has no overconvergent solutions.
Lastly, set κ = 0, then ∂κξ = 0 takes the form
Ignoring the first equation, this system is of a similar form to (12) , and so a similar argument shows ξm = 0 for every m ≥ 1. Consequently, the first equation now becomes ξ ′ 0 = 0, and so ξ0 is a constant, finishing the proof.
H
Throughout this section we will assume κ ∈ Zp \ Z ≥0 . We may naturally view L(b ′ ) as a subspace of S(b ′ , ε) by sending ξ → ξ, the series with no w (m) terms. For ρ ∈ R, define the spaces
ant n , and let ξ ∈ S(b ′ , ε; ρ) such that ∂κξ = η. Write ξ = n,m≥0 A(n, m)t n w (m) with ordpA(n, m) ≥ 2b ′ n + εm + ρ for some ρ ∈ R. Set ξm := n≥0 A(n, m)t n . Using this, 
.). Writing ∂κ = t d dt
+ Lκ,H then ∂κξ = η is equivalent to the system
. . .
We will show by induction that t n | η for every n. Observe that the right-hand side of the first equation of the system is divisible by t, and thus a0 = 0, or equivalently, t divides η. Similarly, the second equation shows t divides ξ0. Continuing, we get that t divides every ξi for all i ≥ 0.
Next, as κπ 2 tξ1 in the first equation is now divisible by t 2 , the coefficient of t in ξ0 must equal a1. Using this, from the second equation and the fact that 2(κ − 1)π 2 tξ2 is divisible by t 2 , the coefficient of t of ξ1 must equal −a1. The same argument using the third equation shows the coefficient of t in ξ2 equals a1. Continuing the argument, we must have
for every m ≥ 0, and so A(1, m) = (−1) m a1. As ordpA(1, m) ≥ 2b ′ + εm + ρ for every m, it must be that a1 = 0.
Assume now that t n divides η and every ξm. We proceed with an identical argument as above to show an = 0. As κπ 2 tξ1 in the first equation is now divisible by t n+1 , the coefficient of t n in ξ0 must equal (1/n)an. Using this, from the second equation and the fact that 2(κ − 1)π 2 tξ2 is divisible by t n+1 , the coefficient of t n of ξ1 must equal −(1/n 2 )an.
The same argument using the third equation shows the coefficient of t n in ξ2 equals (1/n 3 )an. Continuing the argument,
every m, which is impossible unless an = 0. Thus, η = 0. . Then
Proof. We first observe that the righthand side of (16) is contained in the left. We now show the reverse direction. First, observe that
Using this recursively, it follows that:
for m ≥ 0:
for m ≥ 1:
, where η0 and ζ l are elements in Zp. The result follows easily from this. For future reference we record: . Then
Proof. First, observe that the righthand side of (17) is contained in the left. Let ξ ∈ S(b ′ , ε; 0). By Lemma 3.3, there exists η0 ∈ V (b ′ , ε; 0) and ζ0 ∈ S(b ′ , ε; ε) such that ξ = η0 + Lκ,Hζ0. Setting ξ1 := −t d dt ζ0, then ξ = η0 + ∂κζ0 + ξ1.
As ξ1 ∈ S(b ′ , ε; ε), we may repeat this process to obtain ξ = m≥0 ηm + ∂κ m≥0 ζm, with ηm ∈ S(b ′ , ε; εm) and ζm ∈ S(b ′ , ε; ε(m + 1)).
Frobenius
We first work on the fibers. • F ad(t) (t, x). by specializing t =t. Dwork's trace formula states
or equivalently . Further, the Frobenius αt induces a mapᾱt on cohomology satisfying
By Theorem 2.2, the operator
where properties of the roots πi(t) were described in the introduction.
Infinite symmetric powers on the family. Let . By Theorem 2.2,
Due to the weighted basis {w (m) }, it is not immediate that this is well-defined, and in fact may not be without further
Proof. By Theorem 2.2, and settingÃa,3 := Aa,3/Aa,1, 
By the hypothesis on b and b ′ , it follows that C(l, n) ∈ L(b ′ /q; ρ l,n ), where
Infinite symmetric powers on fibers. Define St(ε) as the space obtained from S(b ′ , ε) by specializing t =t. As a consequence of Theorem 2.2, observe thatᾱt(1) = 1 + ηt + ζt 1 x for some elements ηt, ζt ∈ Ω(t) satisfying |ηt|p < 1 and
By Lemma 3.5, [ᾱt]κ is a well-defined endomorphism of St(ε) whenb − 
which is the local factor in the Euler product of L(Sym κ,∞ Kl, T ).
Dwork trace formula. Define the Cartier operator ψt :
n,m≥0
A(pn, m)t n w (m) .
a completely continuous operator.
δq where δq sends any function g(T ) to g(T )/g(qT ). 
It now follows from (18) that
(See the argument succeeding [10, Equation 8 ] for details.)
We will prove this lemma in the next section. Assuming this, then βκ induces mapsβκ :
with the property:
which is still an entire function (even though it doesn't look like it).
Proof. If κ = 0, then the first statement follows immediately from Theorem 3.1. Suppose now that κ = 0. In this case, the constant 1 is a basis for H 0 with trivial action of Frobenius:
This proves the first part of the theorem. To show entireness, since the unit root L-function with κ = 0 takes the form
We will see in the next proposition that L(Sym ∞,−2 Kl, T ) has a root at T = 1, which proves the entireness for κ = 0. 
Proof of Lemma 3.7
The result follows from a limit using finite symmetric powers. Let k be a positive integer. Define the map
Define the length(w (m) ) := m. For ξ ∈ S(b ′ , ε), define length(ξ) as the supremum of the lengths of the individual terms in the series defining ξ. In most cases, the length of ξ will be infinite. Set w0 := 1 and w1 := πt/x, so that {w0, w1} is a basis of
, and {w
As the basis is finite, {w
Let kn be a sequence of positive integers tending to infinity such that p-adically kn → κ. For each n ∈ Z ≥0 , define the
Using the identification with the kn-symmetric power, we have 
Proof. The result follows from [5, Lemma 2.1], and a similar argument to [11, Section 3.3] .
it induces an operator on relative cohomology ∂ : 
Proof. We first consider ∂(1) = W2. Write W2 = πftQ2 and note that Q2 ∈ K(b,b; 0) is a 1-unit. From [5, Lemma 2.1], there exists a 1-unit η0 ∈ L(b ′ ; 0) and h ∈ K(b ′ , b; ε) such that Q2 = η0 + πfxh. Then
We now compute ∂( = η + ∂κ(ζ) − E(ζ).
As E(ζ) ∈ S(b ′ , ε; ε), we may repeat this procedure to obtain S(b ′ , ε; 0) = V (b ′ , ε; 0) + ∂κS(b ′ , ε; ε).
We now show directness. Let η ∈ V (b ′ , ε) ∩ ∂κS(b ′ , ε). Let ζ ∈ S(b ′ , ε) be such that ∂κζ = η. If ζ = 0, then there exists c ∈ R such that ζ ∈ S(b ′ , ε; c) but ζ ∈ S(b ′ , ε; c + ε). Now, η = ∂κζ = Eζ + η0Lκ,Hζ + L κ, R ζ.
Setting ξ1 := Eζ + L κ, R ζ ∈ S(b ′ , ε; c), then there exists η1 ∈ V (b ′ , ε; c) and ζ1 ∈ S(b ′ , ε; c + ε) such that ξ1 = η1 + ∂κζ1 = η1 + E1ζ1 + η0Lκ,H (ζ1) + L κ, R (ζ1).
Set ξ2 := E(ζ1) + L κ, R ζ1 ∈ S(b ′ , ε; c + ε). Iterating this procedure, we obtain
which we rewrite as
0 .
