Numerical scheme approximating solution and parameters in a beam equation  by Ferdinand, Robert R.
Journal of Computational and Applied Mathematics 161 (2003) 469–476
www.elsevier.com/locate/cam
Numerical scheme approximating solution and parameters
in a beam equation
Robert R. Ferdinand
Department of Mathematics, East Central University, Ada, OK 74820-6899, USA
Received 19 November 2002; received in revised form 5 May 2003
Abstract
We present a mathematical model which describes vibration in a metallic beam about its equilibrium
position. This model takes the form of a nonlinear second-order (in time) and fourth-order (in space) partial
di2erential equation with boundary and initial conditions. A 3nite-element Galerkin approximation scheme is
used to estimate model solution. In3nite-dimensional model parameters are then estimated numerically using
an inverse method procedure which involves the minimization of a least-squares cost functional. Numerical
results are presented and future work to be done is discussed.
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1. Introduction
In [3] theoretical results on the solution of a nonlinear beam equation are proved. In this paper,
solution of the model presented in [3] is approximated numerically using a Galerkin approximation
scheme which uses cubic splines as 3nite approximating elements. In3nite-dimensional model pa-
rameters are then estimated numerically using an inverse method procedure similar to the processes
described and studied in [1,2,4–6].
This beam equation which describes vibration in a metallic beam such as an aircraft or a bridge,
about its equilibrium position, is as follows:
utt + 1uxxxx + 2utxxxx − [g(uxx)]xx = f(t; x) (1.1)
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with boundary conditions
u(t; 0) = u(t; xmax) = 0;
ux(t; 0) = ux(t; xmax) = 0 (1.2)
and initial conditions
u(0; x) = u0(x)∈L2(	);
ut(0; x) = u1(x)∈L2(	): (1.3)
In (1.1)–(1.3), (t; x)∈ × 	, where  = (0; Tmax] and 	 = (0; xmax). u(t; x) represents amount of
vibration of the beam structure about its equilibrium position at time t and position x along its
length. In most practical situations, the equilibrium position may be assumed to be the x-axis on
which u=0. u(t; x)¿ 0 implies the beam is vibrating above its equilibrium position with amplitude
|u(t; x)| while u(t; x)¡ 0 implies the beam is vibrating below its equilibrium position with amplitude
|u(t; x)|. 1 and 2 are constants which create proportional damping e2ect on the amplitude of
vibration of the beam in space x and time t, respectively. g(uxx) is a nonlinear term arising from the
modeling of a neo-Hookean material (see [8,9] for more details) while f(t; x) represents a forcing
term. Boundary conditions are zero while initial conditions are u0 and u1.
In order to estimate in3nite-dimensional parameters in this model, we need to execute two levels
of numerical computation. Hence, this paper is organized in the following fashion. In Section 2 the
3rst level, which involves estimating model solution numerically, is described. The second level,
which estimates unknown parameter u0 from observed data zi, is developed in Section 3. Numerical
results con3rming accuracy of numerical schemes in Sections 2 and 3 are the focus of Section 4
while additional comments and future research work to be done is addressed in Section 5.
2. Numerical solution of model
A 3nite-element Galerkin approximation scheme is used to obtain numerical solution of model
equation (1.1)–(1.3). Similar numerical methods have been used to approximate solutions of other
partial di2erential equation models (see [1,4]). Using boundary conditions (1.2) and properties of
inner product, we can write Eqs. (1.1)–(1.2) in weak form as follows:
〈utt(t; x);  〉+ 1〈uxx(t; x);  xx〉+ 2〈utxx(t; x);  xx〉
=〈g(uxx(t; x));  xx〉+ 〈f(t; x);  〉 (2.2)
with
u(0; x) = u0(x) and ut(0; x) = u1(x); (2.3)
where  ∈H 20 (	).
We now express the numerical solution of (1.1)–(1.3) as
uN (t; x) =
N∑
i=0
cNi (t) 
N
i (x):
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The sequence of functions { Ni (x)}Ni=0 represent cubic splines de3ned on the uniform partition
x−2 ¡x−1 ¡ 0= x0 ¡x1 ¡x2 ¡ · · ·¡xN = xmax ¡xN+1 ¡xN+2. Substituting uN (t; x) in (2.2)–(2.3),
we arrive at the following initial value problem:

AN IcN (t) + 1BN (cN (t)) + 2BN (c˙N (t)) = FN (cN (t))
ANcN (0) = 〈uN0 (x);  N (x)〉
AN c˙N (0) = 〈uN1 (x);  N (x)〉:
(2.4)
Here,
• (t; x)∈ × 	.
• Vector cN = (cN0 ; cN1 ; : : : ; cNN )T.
• Inner product 〈a; b〉 is represented by the integral ∫ xmax0 a(x)b(x) dx which is approximated numer-
ically in our computations using the Riemann sum over [0; xmax].
• AN is an (N +1)× (N +1) square matrix whose (i; j)th component is given by the inner product
〈 Ni (x);  Nj (x)〉.
• BN is also an (N + 1) × (N + 1) square matrix whose (i; j)th component is given by the inner
product 〈 I Ni (x); I Nj (x)〉.
Now letting c˙ = in (2.4) we arrive at the following system of ordinary di2erential equations:
c˙N =KN ;
˙N = (AN )−1[FN (cN )− 1BNcN − 2BNN ] (2.5)
with initial conditions
cN (0) = (AN )−1〈uN0 ;  N 〉;
N (0) = (AN )−1〈uN1 ;  N 〉: (2.6)
The vector FN (cN ) in (2.5) has components as follows:
• FN0 (cN ) = 4hf(t; x0) + hf(t; x1) + 12g(N1 )=h.
• FN1 (cN ) = 8hf(t; x1) + hf(t; x2) + (−24g(N1 ) + 6g(N2 ))=h.
• FNi (cN )=hf(t; xi−1)+8hf(t; xi)+hf(t; xi+1)+(12g(Ni−1)−12g(Ni )+6g(Ni+1))=h for i=2; : : : ; N−2.
• FNN−1(cN ) = hf(t; xN−2) + 8hf(t; xN−1) + (−24g(NN−1) + 6g(NN−2))=h.
• FNN (cN ) = hf(t; xN−1) + 4hf(t; xN ) + (12g(NN−1))=h.
In each of the above components of vector FN (cN ),
Ni = 6c
N
i−1h− 12cNi h+ 6cNi+1h;
for i = 1; : : : ; N − 1 and h=Lx = xmax=N .
Solution to the forward initial value problem (2.5)–(2.6) is obtained numerically using the 5th–
6th order Runga–Kutta scheme. This enables us to proceed to the next section which focusses on the
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second level of computation. This level involves approximating the in3nite-dimensional parameter
space Q which will enable us to estimate certain in3nite-dimensional parameters in the model.
3. Estimating model parameters
We begin this section by stating the following in3nite-dimensional least-squares inverse problem
to be solved:
Given observed data z(ti; x), which may be an approximate numerical solution of model equation
(1.1)–(1.3), at times {ti}Ki=1 with 06 t1 ¡t2 ¡ · · ·¡tK6Tmax and position x∈ [0; xmax] along the
beam, 3nd a parameter qˆ∈Q, where Q is an in3nite-dimensional parameter space, which minimizes
the following least-squares cost or objective functional:
J (q) = #(u(·; q); z) =
K∑
i=0
∫ xmax
0
|u(ti; x; q)− z(ti; x)|2 dx: (3.1)
Here, u(q) = u(t; x; q) represents the parameter-dependent numerical solution of the model equation
(1.1)–(1.3) ∀q∈Q.
Hence we approximate Q by a sequence {QM} of 3nite-dimensional spaces in the following
manner:
QM = span{%0M ; %1M ; : : : ; %MM};
where {%iM (x)}Mi=0 are linear B-splines de3ned on uniform partition 0=x0 ¡x1 ¡x2 ¡ · · ·¡xM−1 ¡
xM = xmax of [0; xmax]. Thus an unknown in3nite-dimensional model parameter q= u0(x)∈Q can be
represented on a 3nite-dimensional space (such as qM ∈QM ) as follows:
(IMu0)(x) =
M∑
i=0
u0
(
i
M
xmax
)
%iM (x); (3.2)
where x∈ [0; xmax].
Thus in the 3nite space of dimension M , one arrives at an initial value problem which takes the
form of the following coupled system of ordinary di2erential equations:
c˙N =N ;
˙N = (AN )−1[FN (cN )− 1BNcN − 2BNN ] (3.3)
with initial conditions
cN (0) = (AN )−1〈(u0)NM ;  N 〉;
N (0) = (AN )−1〈uN1 ;  N 〉: (3.4)
The de3nitions of all symbols in (3.3)–(3.4) are same as those given for functions in (2.5)–(2.6).
With (3.3)–(3.4) serving as constraints, we attempt to estimate the unknown parameter
qM = (u0)M (x) numerically so as to be able to solve the following 3nite-dimensional optimization
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problem on QM :
min
qM∈QM
JN (qM ) = #(uN (·; qM ); z) =
K∑
i=0
∫ xmax
0
|uN (ti; x; qM )− z(ti; x)|2 dx: (3.5)
In the next section, numerical examples are presented which show that our least-squares parameter
estimation scheme (3.3)–(3.5) actually works.
4. Numerical results
The following values for functions in (1.1)–(1.3) are used to generate observed data z:
1 = 1; 2 = 1; g(') = sin(15')
f(t; x) = 2 + sin(100t); u0(x) = sin 5x; u1(x) = cos 5x
Lt = 0:001; Lx = 0:1; xmax = Tmax = 1: (4.1)
In a second experiment, we use u0(x)= 4x2− 4x+1 keeping other parameters the same as in (4.1).
One may note here that in both experiments, g is chosen as a nonlinear and nonmonotone function.
Eqs. (1.1)–(1.3) is then solved using the Galerkin approximation scheme described in Section 2.
Observed data z(ti; xj), which is really the numerical solution u(ti; xj) of model (1.1)–(1.3), is then
collected at points ti; i = 0; : : : ; 200, where ti = 0:005i and xj; j = 0; : : : ; 10, where xj = 0:1j. In both
experiments, all parameters are assumed to be known except u0. Now for an admissible parameter
set Q, let D = C[0; xmax], the space of continuous functions on [0; xmax] with the supremum norm.
Next, Q is chosen as the set A where
A= {u0 ∈C[0; xmax] such that |u0(x1)− u0(x2)|6L|x1 − x2};
L being a uniform Lipschitz constant for all functions u0 ∈A. It can easily be veri3ed that Q is a
compact subset of D. Further, looking at Eq. (3.2), limM→∞ IM (u0) = u0 in C[0; xmax], uniformly in
u0, for u0 ∈Q (see [7]). Hence, if qM = (u0)M ∈QM is given by
(u0)M (x) =
M∑
i=0
*iM%
i
M (x);
where x∈ [0; xmax], then the least-squares problem (3.3)–(3.5) involves the identi3cation of (M +1)
coePcients {*iM}Mi=0, from a compact subset of RM+1 so as to minimize the functional JN (qM )
= #(uN (·; qM ); z), where
JN (qM ) = #(uN (·; qM ); z) =
200∑
i=0
∫ 1
0
|uN (ti; x; qM )− z(ti; x)|2 dx:
The subroutine LMDIF1, obtained from NETLIB, is used to estimate coePcients {*iM}Mi=0. This
FORTRAN software is an application of the Levenberg–Marquardt algorithm. Computations were
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Fig. 1. Exact versus estimated u0(x) = sin(5x) with M = 5.
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Fig. 2. Exact versus estimated u0(x) = sin(5x) with M = 11.
executed on a SCO Unix 5.0.5 machine at East Central University, consisting of two 550 MHz
Xeon processors in parallel. Further, the matrices AN ; BN and (AN )−1 were computed using the
MATHEMATICA package which computed inner product of cubic splines and actually proved
quite useful and indispensable in solving this problem. Figs. 1 and 2 that follow, show a comparison
between exact and estimated function u0(x) = sin 5x for M = 5 and 11, respectively. Dots and solid
lines in the graph represent the estimated and exact function, respectively. It can be seen from
these 3gures that as the value of M and subsequently the number of linear spline approximating
elements increases, the estimated function gets closer to the exact function, thereby demonstrating
that:
JN (qM )→ JN (q) as qM → q: (4.2)
Figs. 3 and 4 show the same convergence with parameter u0(x) = 4x2 − 4x + 1 for M = 5 and 11,
respectively. Values of the least-squares cost functional at the end of the computer program range
from between 10−13 to 10−8 in both experiments while program execution time is approximately
10 min. This con3rms ePciency of the numerical approximation scheme (3.3)–(3.5).
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Fig. 3. Exact versus estimated u0(x) = 4x2 − 4x + 1 with M = 5.
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Fig. 4. Exact versus estimated u0(x) = 4x2 − 4x + 1 with M = 11.
5. Comments and future research issues
In the near future, an attempt will be made to prove theoretical convergence of minimizers to a
minimizer of the original least-squares problem. These convergence results will be proved for the
case where the function g is not monotone (see [3,8,9], where the unique weak solution for a class
of abstract nonlinear hyperbolic systems is shown to exist under assumptions on g relaxed from
monotone to locally Lipschitz and aPne dominated). This will largely involve an analytic proof of
statement (4.2). Further, parameters such as g(uxx) will be approximated numerically using a more
advanced software, since the author was unable to approximate g using the LMDIF1 computer
subroutine. Finally, one hopes to perform parameter estimation on the model using experimental
data.
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