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Abstract
In this paper, we study the problem of training large-
scale face identification model with imbalanced training
data. This problem naturally exists in many real scenar-
ios including large-scale celebrity recognition, movie ac-
tor annotation, etc. Our solution contains two components.
First, we build a face feature extraction model, and improve
its performance, especially for the persons with very lim-
ited training samples, by introducing a regularizer to the
cross entropy loss for the multinomial logistic regression
(MLR) learning. This regularizer encourages the directions
of the face features from the same class to be close to the
direction of their corresponding classification weight vec-
tor in the logistic regression. Second, we build a multi-
class classifier using MLR on top of the learned face fea-
ture extraction model. Since the standard MLR has poor
generalization capability for the one-shot classes even if
these classes have been oversampled, we propose a novel
supervision signal called underrepresented-classes promo-
tion loss, which aligns the norms of the weight vectors of the
one-shot classes (a.k.a. underrepresented-classes) to those
of the normal classes. In addition to the original cross en-
tropy loss, this new loss term effectively promotes the un-
derrepresented classes in the learned model and leads to a
remarkable improvement in face recognition performance.
We test our solution on the MS-Celeb-1M low-shot learn-
ing benchmark task. Our solution recognizes 94.89% of the
test images at the precision of 99% for the one-shot classes.
To the best of our knowledge, this is the best performance
among all the published methods using this benchmark task
with the same setup, including all the participants in the
recent MS-Celeb-1M challenge at ICCV 2017.
1. Introduction
The great progress of face recognition in recent years has
made large-scale face identification possible for many prac-
tical applications. In this paper, we study the problem of
training a large-scale face identification model using imbal-
anced training images for a large quantity of persons, and
then use this model to identify other face images for the per-
sons in the same group. This setup is widely used when the
images for the persons to be recognized are available be-
forehand, and an accurate recognizer is needed for a large
and relatively fixed group of persons. For example, large-
scale celebrity recognition for search engine, public figure
recognition for media industry, and movie character anno-
tation for video streaming companies.
Building a large-scale face recognizer is not a trivial ef-
fort. One of the major challenges is caused by the highly
imbalanced training data. When there are many persons to
be recognized, it naturally happens that for some of the per-
sons to be recognized, there might be very limited number
of training samples, or even only one sample for each of
them. Besides this unique challenge, there are also other
challenges introduced by the fact that different persons may
have very similar faces, and the fact that the faces from the
same person may look very different due to lightning, pose,
and age variations.
To study this problem, we design a benchmark task and
propose a strong baseline solution for this task. Our bench-
mark task is to train a face recognizer to identify 21, 000
persons. For the 20, 000 persons among them, we provide
about 50-100 training images per person and call this group
base set, following the terminology defined in [8]. For the
other 1, 000 persons, we only offer one training image per
person, and call this group low-shot set. The task is to study
with these training images only, how to develop an algo-
rithm to recognize the persons in both data sets. In particu-
lar, we mainly focus on the recognition accuracy for persons
in the low-shot set as it shows the one-shot learning capabil-
ity of a vision system, while we also check the recognition
accuracy for those in the base set to ensure not to hurt their
performance. We have published this data set to facilitate
the research in this direction.
Our solution for this benchmark task is to train a good
face representation model and build a classifier on top of
that. The objective of feature learning is to train a face rep-
resentation model with good discrimination ability not only
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for the base set, but also for the low-shot set. In other words,
since there is only one training image per person in the low-
shot set, we need to build face feature extractor with good
generalization capability. There have been a lot of effort in
this direction, yet our method is different in the following
two perspectives. First is data. We train our face feature
extractor with the base set, which includes about one mil-
lion images with high annotation accuracy. This is one of
the largest public available datasets [11, 10, 25, 32, 6, 21],
which makes our model reproducible and meaningful. Sec-
ond is the cost function design. In addition to the standard
cross entropy loss used together with Softmax for multi-
nomial logistic regression (MLR) learning, we propose to
add another loss term, which encourages features of the
same classes to have similar directions to their correspond-
ing weight vector in logistic regression. Since the weight
vector is trained to have the direction which is close to
the direction of the features from its corresponding class,
and far away from the directions of the features from other
classes, our proposed term effectively minimizes the intra-
class variance and maximizes the inter-class variance simul-
taneously. We compare our face representation model with
its most similar alternative methods and demonstrate the ad-
vantages of our method in subsection 2.2, 4.1, and 5.1.
The second stage of our solution is to learn a classifier
on top of the face feature extractor learned in the first stage.
Though K-nearest neighborhood (KNN) or other template-
based methods might be the most straight-forward solution,
the standard KNN method is not suitable for our setup due
to its limitations in aspects of accuracy and scalability [27,
28, 30]. More discussions are presented in section 2.3. In
our solution, we choose to use MLR for its proven great
performance on various visual recognition problems.
The major challenge of using MLR as the classifier is
caused by the highly imbalanced training data. In our ex-
periments, we have observed almost perfect performance of
MLR in recognizing persons in the base set, yet very poor
performance of MLR for the low-shot set, even though their
training images are oversampled. A further analysis in Sec-
tion 4 shows that a low-shot class with only one training
sample can only claim small partition in the feature space.
Moreover, we reveal that there is a close connection be-
tween the volume of a class partition in the feature space
and the norm of the weight vector of this class in the MLR
model. Based on this finding, we propose to add a new loss
term to the original cross-entropy loss for MLR, serving as
the prior for the weight vectors in multinomial logistic re-
gression. This new loss term is based on our empirical as-
sumption and observation that on average, each person in
the low-shot set should occupy a space of similar volume in
the feature space, compared with the persons in the base set.
We call this term the Underrepresented-classes Promotion
(UP) loss. For comparison, we also explore other different
options for the priors of the weight vectors.
To quantitatively evaluate the performance, we adopt the
close-domain face identification setup, and apply the clas-
sifiers with the test images mixed from both the base set
(100, 000 images, 5 images/person) and the low-shot set
(20, 000 images, 20 images/person). Our experimental re-
sults clearly demonstrate the effectiveness of the proposed
method. With our feature extraction model and the UP term,
we can recognize 94.89% of the test images in the low-shot
set with a high precision of 99% and keep the top-1 accu-
racy of 99.8% for the base classes, while without using our
method, only 25.65% of the test images from the low-shot
set can be recognized at the same precision.
In summary, our contributions can be highlighted as fol-
lows.
• We set up a benchmark task for one-shot face recog-
nition, and provide the associated dataset composed of
the base set and the low-shot set.
• We propose a new cost function to effectively learn dis-
criminative feature extractor with good generalization
capability on the low-shot set.
• We reveal that the deficiency of the multinomial lo-
gistic regression (MLR) in one-shot learning is related
to the norms of the weight vectors in MLR, and pro-
pose a novel loss term called underrepresented-classes
promotion (UP) which effectively addresses the data
imbalance problem in one-shot learning.
• Our solution recognizes 94.89% of the test images at
the precision of 99% for the low-shot classes. To the
best of our knowledge, this is the best performance
among all the published methods using this benchmark
task with the same setup.
2. Related Work
2.1. Benchmark Task
Nowadays, we observe the major focus in face recogni-
tion has been to learn a good face feature extractor. In this
setup, typically, a face feature extractor is trained with im-
ages for a group of persons, and then tested with images for
a different group of persons in the verification or identifica-
tion task. For example, the verification task with the LFW
dataset [11] is the de facto standard test to evaluate face
features, though the performance on this dataset is getting
saturated. Moreover, a lot of face identification tasks, e.g.,
MegaFace [12] or LFW [11] with the identification setup,
are essentially to evaluate face features since the identifica-
tion is achieved by comparing face features between query
and gallery images.
The major advantage of the above setup is that the gen-
eralization capability of face representation model can be
clearly evaluated, since the persons in the training phase are
usually different from the persons in the testing phase. This
is very important when the images of the target persons are
not accessible during the training phase.
Unfortunately, we observe the best performance for the
above setup is typically obtained by using very large, pri-
vate dataset(s), which makes it impossible to reproduce
these work, e.g., [18]. Moreover, though to obtain a good
feature extractor is essential and critical for face identifica-
tion, good feature extractor is not yet the final solution for
the identification.
Our benchmark task has a different setup. we train the
face identification model with the imbalanced training im-
ages for the persons to be recognized. This setup is very
useful when the images for the target persons are available
beforehand, because it generally leads to better performance
to train with images for the target persons compared with to
train with images for other persons (assuming similar total
amount of images). As discussed in the introduction sec-
tion, there are also many real scenarios using this setup.
Moreover, since in our task we include the low-shot classes
(persons with only one training sample), the generalization
capability can also be evaluated. Last but not least, we pro-
vide both the training and testing datasets, so people can
conveniently reproduce and compare their algorithms in this
direction.
2.1.1 Low-shot learning for general visual recognition
In the general image recognition domain, the recent low-
shot learning work [8] also attracts a lot of attentions. Their
benchmark task is very similar to ours but in the general
image recognition domain: the authors split the ImageNet
data [16] into the base and low-shot (called novel in [8])
classes, and the target is to recognize images from both the
base and low-shot classes. Their solution is quite different
from ours since the domain is quite different. We will not
review their solution here due to the space constraint, but
list results from their solution as one of the comparisons in
the experiments section 5.
2.2. Discriminative Feature learning
Cross entropy with Softmax has demonstrated good per-
formance in supervising the face feature extraction model
training. In order to further improve the performance of
representation learning, many methods have been proposed
to add extra loss terms or slightly modify the cross entropy
loss (used together with softmax for multinomial logistic re-
gression learning) to regularize the representation learning
in order to improve the feature discrimination and general-
ization capability.
Among all these works, we consider the center loss [24]
as one of the representative methods (a similar idea pub-
lished in [15] during the same time). In [24], face features
from the same class are encouraged to be close to their cor-
responding class center (actually, approximation of the class
center, usually dynamically updated). By adding this loss
term to the standard Softmax, the authors obtain a better
face feature representation model [24].
There are many other alternative methods, including the
range loss in [33], fisher face in [7], center invariant loss in
[29], marginal loss in [4], sphere face in [13], etc. Each of
these methods has its own uniqueness and advantages under
certain setup.
We design a different kind of loss term adding to the
cross entropy loss of the Softmax to improve the feature
extraction performance. In section 4 and 5, we demon-
strate that our method has better performance in our setup
than that with center loss in [24] or sphere face in [13]
(these two are the most similar ones) from the perspective
of theoretical discussion and experimental verification. Our
method has only one parameter and is very easy to use. We
have not reproduced all these cost function design methods
[33, 7, 29, 4] with our training dataset due to practical rea-
sons. These methods were implemented with different net-
works structures, and trained on different datasets. Some-
times parameter adjustment is critically required when the
training data is switched. We will work on evaluating more
methods in the future.
2.3. KNN vs. Softmax
After a good face feature extractor is obtained, the
template-based method, e.g., K-nearest neighborhood
(KNN), is widely used for face identification these days.
The advantages of KNN is clear: no classifier training is
needed, and KNN does not suffer much from imbalanced
data, etc. However, experiments in [28, 31, 27, 30] and sec-
tion 5 in our paper demonstrate that the accuracy of KNN
with the large-scale face identification setup is usually lower
than MLR, when the same feature extractor is used. More-
over, if we use all the face images for every person in the
gallery, the complexity is usually too high for large scale
recognition, and the gallery dataset needs to be very clean
to ensure high precision. If we do not keep all the images
per person, how to construct representer for each class is
still an open problem.
As described above, MLR demonstrates overall higher
accuracy compared with KNN in many previous publica-
tions. This is mainly because in MLR, the weight vectors
for each of the classes is estimated using discriminant in-
formation from all the classes, while in the KNN setup, the
query image only needs to be close enough to one local class
to be recognized. Moreover, after feature extraction, with
MLR, the computational complexity of estimating the per-
sons’ identity is linear to the number of persons, not the
number of images in the gallery.
However, the standard MLR classifier suffers from the
imbalanced training data and has poor performance with the
low-shot classes even these classes are oversampled during
training, though the overall accuracy is higher than KNN.
Recently, some works develop hybrid solutions by combin-
ing MLR and KNN [28, 30] and achieve promising results.
In these work, when MLR does not have high confidence
(threshold tuning is needed), KNN is used.
We solve this problem from a different perspective. Dif-
ferent from the hybrid solution, our solution only has one
MLR as the classifier so that no threshold is needed to
switch between classifiers. We boost the performance of
MLR by regularizing the norm of the weight vectors in
MLR. We have not seen a lot of effort in this direction, es-
pecially in the deep learning scenario.
3. Benchmark Datasets
We have prepared and published the associated datasets
for our task earlier this year, and attracted more than one
hundred downloads. Here we clarify the key points of our
dataset for everyone’s convenience.
Training
There are 21K persons in total. For the 20K persons
among them, there are 50-100 training images per person
(base set). For the rest 1000 persons, there is one training
image per person (low-shot set).
Testing
We test the face identification with the same 21K per-
sons. There are 120K images to be recognized (100K from
the base set and 20K from the low-shot set). The model to
be tested will not have access to know whether the test im-
age is from the base set or the low-shot set, which is close to
the real scenario, yet the performance is evaluated on base
and low-shot separately to better understand the system.
Comparison
Though the base set in this paper is considerably larger
than most of the public face dataset, it is smaller than
MS-Celeb-1M [5] (actually a subset of MS-Celeb-1M).
The base set has a different focus from MS-Celeb-1M.
MS-Celeb-1M targets at recognizing as many as possible
celebrities in the one-million celebrity list so the celebrity
coverage is important, and the noisy label for the less pop-
ular celebrity is inevitable [31, 27, 26]. Therefore, MS-
Celeb-1M inspires work including data cleaning, training
with noisy-labels, etc. On the other hand, the base set pub-
lished in this paper is mainly for training a robust and gen-
eralizable face feature extractor, as it is nearly noise-free.
Moreover, for the convenience of feature evaluation, we
do not include the celebrities in LFW [11] (the de facto stan-
dard) in our base set (20K persons). Thus researchers can
directly leverage this dataset and evaluate performance on
the LFW verification task.
Our low-shot set can also be used to evaluate feature
extractors (though indirectly) since only one image is pro-
vided per person in the low-shot set. We provide 20 images
per person in this test for testing purpose. For compari-
son, the LFW dataset [11], has less than 100 persons having
more than 20 images. The benchmark task in MegaFace
[12] focuses on 80 identities for the query set to be recog-
nized, though millions of images provided as distractors.
4. Methodology
Our solution includes the following two phases. The first
phase is representation learning. In this phase, we build
face representation model using all the training images from
the base set.
The second phase is one-shot learning. In this phase,
we train a multi-class classifier, with the help our UP term,
to recognize the persons in both base set and low-shot set
based on the representation model learned in phase one.
4.1. Representation learning
We train our face representation model with supervised
learning framework considering persons’ ids as class labels.
The cost function we use is
L = Ls + λLa , (1)
where Ls is the standard cross entropy loss used for the
Softmax layer, while La is our proposed loss used to im-
prove the feature discrimination and generalization capabil-
ity, with the balancing coefficient λ.
More specifically, we recap the first term, cross entropy
Ls as
Ls = −
∑
n
∑
k
tk,n log pk(xn) , (2)
where tk,n ∈ {0, 1} is the ground truth label indicating
whether the nth image belongs to the kth class, and the
term pk(xn) is the estimated probability that the image xn
belongs to the kth class, defined as,
pk(xn) =
exp(wTk φ(xn))∑
i exp(w
T
k φ(xn))
, (3)
where wk is the weight vector for the kth class, and φ(·)
denotes the feature extractor for image xn. We choose the
standard residual network with 34 layers (ResNet-34) [9] as
our feature extractor φ(·) using the last pooling layer as the
face representation. ResNet-34 is used due to its good trade-
off between prediction accuracy and model complexity, yet
our method is general enough to be extended to deeper net-
work structures for even better performance. Note that in
all of our experiments, we always set the bias term bk = 0.
We have conducted comprehensive experiments and found
that removing the bias term from the standard Softmax layer
does not affect the performance. yet leads to a much better
understanding of the geometry property of the classification
space.
The second term La in the cost function 1 is calculated
as
w′k ← wk (4)
La = −
∑
k
∑
i∈Ck
w
′T
k φ(xi)
‖w′‖2‖φ(xi)‖2 . (5)
We set the parameter vector w′k to be equal to the weight
vector wk. This loss term encourages the face features be-
long to the same class to have similar direction as their as-
sociated classification weight vector wTk . We call this term
as Classification vector-centered Cosine Similarity (CCS)
loss. Calculate the derivative with respect toφ(xi), we have
∂La
∂φ(xi)
=
1
‖φ(xi)‖2
(
w
′T
k
‖w′k‖2
− φ(xi)
T cos θi,k
‖φ(xi)‖2
)
,
(6)
where θi,k is the angle between w′k and φ(xi). Note that
w′k in this term is the parameter copied from wk, so there
is no derivative to w′k. For experiment ablation purpose, we
also tried to back propagate the derivative ofwk, but did not
observe better results.
4.1.1 Discussion
There have been a lot of effort in adding extra terms to cross
entropy loss to improve the feature generalization capabil-
ity. Maybe the most similar version is the center loss in
[24], also known as the dense loss in [15] published during
the same time. In center loss, the extra term is defined as
Lc = −
∑
k
∑
i∈Ck
||ck − φ(xi)||22 , (7)
where ck is defined as the class center (might be dynami-
cally updated as the approximation of the true class center
due to implementation cost).
Our method is different from center loss from two per-
spectives. First, minimizing the cost function 7 may lead to
two consequences. While it helps reduce the distance be-
tween φ(xi) and its associated center ck, it also reduces the
norms of φ(xi) and ck. The second consequence is usually
not good as it may hurt the classification performance. We
did observe in our experiment that over training with center
loss would lead to features with too small norms and worse
performance compared with not using center loss (also re-
ported in [24]). On the contrary, our loss term only con-
siders the angular between φ(xi) and w′k, and will not af-
fect the norm of the feature. In our experiment section, we
demonstrate that our method is not sensitive to the parame-
ter tuning.
Second, please note that we use the weight vector in
Softmax wk to represent the classification center, while in
7, the variable ck is the class center. The major difference
is that wk is updated (naturally happens during minimiz-
ing Ls) using not only the information from the kth class,
but also the information from the other classes. In contrast,
ck is updated only using the information from the kth class
(calculated separately). More specifically, according to the
derivative of the cross entropy loss in 2,
∂Ls
∂wk
=
∑
n
(pk(xn)− tk,n)φ(xn) , (8)
the direction of wk is close to the direction of the face fea-
tures from the kth class, and being pushed far away from
the directions of the face features not from the kth class.
4.2. One-shot Learning
In this subsection, we build a classifier using multino-
mial logistic regression on top of the feature representation
model we obtained in the previous subsection.
4.2.1 Challenges of One-shot
As we discussed previously, the standard MLR does not per-
form well for the persons in the low-shot set. In section 5,
we report that with the standard MLR, for the low-shot set,
the coverage at the precision of 99% is only 25.65%, while
for the base set, the coverage is 100% at the precision of
99%. Note that the training images in the low-shot set have
been oversampled by 100 times. The feature extractor with
standard softmax was used.
The low coverage for the low-shot classes is related to
the fact that the only one sample from each low-shot class
occupies a much smaller partition in the feature space, com-
pared with the samples in each base class. This is because
a class with one sample usually has a much smaller (even
0 for one sample) intra class variance than a classes with
many samples which can span a larger area in the feature
space. To further understand this property, without loss
of generality, we discuss the decision hyperplane between
any two adjacent classes. We apply Eq. 3 to both the kth
class and the jth class to determine the decision hyperplane
between the two classes (note we do not have bias terms
throughout our paper):
pj(x)
pk(x)
=
exp(wTj φ(x))
exp(wTk φ(x))
= exp[(wj −wk)Tφ(x)] (9)
As shown in Figure 1, the hyperplane to separate two
adjacent classes k and j is perpendicular to the vector wj −
wk. When the norm of wk gets decreased, this hyperplane
(a) ‖wk‖2 = ‖wj‖2 (b) ‖wk‖2 < ‖wj‖2
Figure 1: Relationship between the norm of wk and the
volume size of the partition for the kth class. The dash
line represents the hyper-plane (perpendicular to wj −wk)
which separates the two adjacent classes. As shown, when
the norm of wk decreases, the kth class tends to possess a
smaller volume size in the feature space.
0 2 2.1
Class Index 104
||w
|| 2
Figure 2: Norm of the weight vectorw with standard MLR.
The x-axis is the class index. The rightmost 1000 classes
on the x-axis correspond to the persons in the low-shot set.
As shown in the figure, without the UP term, ‖wk‖2 for the
low-shot set is much smaller than that of the base set.
is pushed towards the kth class, and the volume for the kth
class gets decreased. As this property holds for any two
classes, we can clearly see the connection of the norm of
a weight vector and the volume size of its corresponding
partition space in the feature space.
In our experiments with the standard MLR, we found
that the norms of the weight vectors for the low-shot classes
are much smaller than the norms of the weight vectors for
the base classes, with an example shown in Figure 5.
4.2.2 Underrepresented Classes Promotion
In this subsection, we propose a method to promote the un-
derrepresented classes, a.k.a. the classes with limited num-
ber of (or only one) samples. Our method is based on a
prior which we design to increase the volumes of the par-
titions corresponding to the low-shot classes in the feature
space.
Based on the previous analysis, we introduce a new term
to the loss function with the assumption that on average,
the persons in the low-shot set and the persons in the base
set should have similar volume sizes for their corresponding
partitions in the feature space.
Lup = Ls +
∥∥∥∥∥ 1|Cl| ∑
k∈Cl
‖wk‖22 − α
∥∥∥∥∥
2
2
, (10)
where α is the parameter learned from the average of the
squared norms of weight vectors for the base classes,
α← 1|Cb|
∑
k∈Cb
‖wk‖22. (11)
We use Cb and Cl to denote the sets of the class indices for
the base set and the low-shot set, respectively. As shown
in Eq. 10, the average of the squared norms of the weight
vectors in the low-shot set is promoted to the average of
the squared norms of the weight vectors for the base set.
We call this term underrepresented-classes promotion (UP)
term.
For every mini-batch, we jointly optimize the cross en-
tropy term and the UP loss term. The derivative we sent
back for back propagation is the summation of the deriva-
tive of cross entropy and the derivative of the UP term. We
keep the rest of the optimization the same as a regular deep
convolutional neural network.
4.2.3 Alternative Methods
Adding extra terms of wk to the cost function is essentially
to inject prior knowledge to the system. Different assump-
tions yield to different prior terms to the weight vectors.
Here we discuss several alternatives for the UP-prior.
One typical method to handle insufficient data problem
for regression and classification problems is to shrink wk,
[23, 1]. Here we choose the L2-norm option for optimiza-
tion efficiency.
Ll2 = Ls +
∑
k
‖wk‖22 . (12)
Another option is to encourage all the weight vectors to
have similar or even the same norms. A similar idea has
been proposed in [17] for the purpose of accelerating the
training speed. We adopt the soft constraint on the squared
norm of w here.
Leq = Ls +
∑
k∈{Cl∪Cb}
∥∥‖wk‖22 − β∥∥22 , (13)
where
β ← 1|{Cl ∪ Cb}|
∑
k∈{Cl∪Cb}
‖wk‖22. (14)
Note the major difference between this cost function and
the cost function in Eq. 10 is that, in Eq. 13, the values
of the norms of all wk get affected and pushed to the same
value, while in Eq. 10, only the values of the norms of wk
for low-shot set classes get promoted. The performance of
all these options is presented in Section 5.
5. Experimental Results
In this section, we list the experimental results for both
the face representation model learning and multi-class clas-
sifier training.
5.1. Face Representation Learning
Good feature representation model is the foundation of
our task. In order to evaluate the discrimination and gen-
eralization capability of our face representation model, we
leverage the LFW [11, 10] verification task, which is to ver-
ify whether a given face pair (in total 6000) belongs to the
same person or not.
We trained our face representation model using the im-
ages in our base set (already published to facilitate the re-
search in the area, excluding people in LFW by design)
with ResNet-34 [9]. The verification accuracy with differ-
ent models are listed in Table 1. As shown, for the loss
function, we investigated the standard cross entropy, cross
entropy plus our CCS-loss term in Eq. 4, the center loss
in [24], and the sphere face loss in [13]. For the CCS-loss,
we set λ in Eq. 4 equal to 0.1. For the center loss, we
tried different sets of parameters and found the best per-
formance could be achieved when the balancing coefficient
was 0.005, as reported in the table. For the sphere face [13],
we noticed this paper very recently and only tried limited
sets of parameters (there are four parameters to be adjusted
together). The parameters reported in the paper can not
make the network converge on our dataset. The only pa-
rameter set we found to make the network converge leads
to worse results, compared with the standard cross-entropy
loss.
As shown in Table 1, we obtain the face representation
model with the cutting-edge performance with the help of
our CCS-loss term in Eq. 4. We follow the no-external data
protocol and use the CCS model to investigate the one-shot
learning phase.
For comparison, we also list the results from other meth-
ods referring the numbers stated in the published corre-
sponding papers. These methods use different datasets and
different networks structures. Please note that applying our
CCS face with the public available MS-Celeb-1M dataset
leads to better performance on LFW verification task com-
pared with the other methods with public/private datasets,
which demonstrates the effectiveness of our CCS method.
We also tried different values of λ in Eq. 4 and found
our method is not sensitive to the choose of λ, shown in the
Table 3. Larger λ means stronger regularizer applied. Note
λ = 0 corresponds to no CCS-loss applied.
Methods Network Accuracy
Cross entropy only 1 98.88%
CCS face in 4 (ours) 1 99.28%
Center face [24] 1 99.06%
Sphere face [13] 1 −.−−%
Table 1: LFW verification results obtained with models
trained with the same dataset (base set). All the models use
ResNet-34 [9] as the feature extractor to highlight the effec-
tiveness of the loss function design. For the sphere face, we
do not find a set of parameters which works for this dataset,
with limited number of trials.
Methods Dataset Network Accuracy
JB [2] Public – 96.33%
Human – – 97.53%
DeepFace[14] Public 1 97.27%
DeepID2,3 [20, 22] Public 200 99.53%
FaceNet [18] Private 1 99.63%
Center face [24] Private 1 99.28%
Center face [13] Public 1 99.05%
Sphere face [13] Public 1 99.42%
CCS face (ours) Public 1 99.71%
Table 2: For reference, LFW verification results reported
in the peer-reviewed publications (partial list). Different
datasets and network structures were used. For CCS-face,
we used ResNet-34 and a cleaned version of the full MS-
Celeb-1M data. The closest runner-up to our CCS-face is
FaceNet in [18], which is trained with > 100M private im-
ages for 8M persons, while our model is reproducible.
λ 0 0.01 0.1 1 10
LFW 98.88% 90.05% 99.28% 99.20% 99.20
Table 3: LFW verification results obtained with different λ
in Eq. 4. Larger λ means stronger regularizer applied.
5.2. One-shot Face Recognition
In phase two, we train a 21K-class classifier to recognize
the persons in both the base set and the low-shot set. Since
there is only one image per person for training in the low-
shot set, we repeat each sample in the low-shot set for 100
times through all the experiments in this section. In order to
test the performance, we apply this classifier with 120, 000
test images consists of images from the base or low-shot set.
We focus on the recognition performance in the novel set
while monitoring the recognition performance in the base
set to ensure that the performance improvement in the novel
Method C@99% C@99.9%
Fixed Feature 25.65% 0.89%
SGM [8] 27.23% 4.24%
Update Feature 26.09% 0.97%
Direct Train 15.25% 0.84%
Shrink Norm (Eq.12) 32.58% 2.11%
Equal Norm (Eq.13) 32.56% 5.18%
UP Only (Eq.10) 77.48% 47.53%
CCS Only (Eq.4) 62.55% 11.13%
Our: CCS (4) plus UP (10) 94.89% 83.60%
Hybrid [28] 92.64% N/A
Doppelganger [19] 73.86% N/A
Generation-based [3] 61.21% N/A
Table 4: Coverage at Precisions = 99% and 99.9% on
the low-shot set. Please refer to subsection 5.2 or the
corresponding citations for the detailed descriptions for
all the methods. As shown in the table, our method
CCS+UP loss significantly improves the recall at precision
99% and 99.9% and achieves the best performance among
all the methods. Unless specified with “CCS”, or num-
bers reported by other papers (Hybrid, Doppelganger, and
Generation-based) [28, 19, 3], the face feature extractor was
trained with cross entropy loss.
set does not harm the performance in the base set.
To recognize the test images for the persons in the novel
set is a challenging task. The one training image per per-
son was randomly preselected, and the selected image set
includes images of low resolution, profile faces, and faces
with occlusions. We provide more examples in the supple-
mentary materials due to space constraint. The training im-
ages in the novel set show a large range of variations in gen-
der, race, ethnicity, age, camera quality (or evening draw-
ings), lighting, focus, pose, expressions, and many other pa-
rameters. Moreover, we applied de-duplication algorithms
to ensure that the training image is visually different from
the test images, and the test images can cover many differ-
ent looks for a given person.
The methods we experimented and the corresponding re-
sults are listed in Table 4. We also list the performance from
the top-3 methods presented in the MS-Celeb-1M challenge
in ICCV 2017 workshop for this task. We use coverage
rate at precision 99% and 99.9% as our evaluation metrics
since this is the major requirement for a real recognizer. The
methods in the table are described as follows.
The “Fixed Feature” in Table 4 means that, in phase two,
we do not update the feature extractor and only train the
classifier in Eq. 2 with the feature extractorin phase one.
The SGM, known as squared gradient magnitude loss,
is obtained by updating the feature extractor during phase
one using the feature shrinking method as described in [8].
Compared with the “Fixed-Feature”, SGM method intro-
duces about 2% gain in coverage when precision require-
ment is 99%, while 4% gain when precision requirement
is 99.9%. The improvement for face recognition by fea-
ture shrinking in [8] is not as significant as that for gen-
eral image. The reason might be that the face feature is
already a good representation for faces and the representa-
tion learning is not the main bottleneck. Note that we did
not apply the feature hallucinating method as proposed in
[8] for fair comparison and to highlight the contribution of
model learning, rather than data augmentation. To couple
the feature hallucinating method (may need to be modified
for face) is a good direction for the next step.
The “Update Feature” method in Table 4 means that we
fine-tune the feature extractor simultaneously when we train
the classifier in Eq. 2 in phase two. The feature updating
does not change the recognizer’s performance too much.
The rest three methods (shrink norm, equal norm, UP-
method) in Table 4 are obtained by using the cost functions
defined in Eq. 12, Eq. 13, and Eq. 10 as supervision signals
for deep convolutional neural network in phase two, with
the face feature updating option. As shown in the table,
our UP term improves the coverage@precision=99% and
coverage@precision=99.9% significantly.
The coverage at precision 99% on the base set obtained
by using any classifier-based methods in Table 4 is 100%.
The top-1 accuracy on the base set obtained by any of these
classifier-based methods is 99.80± 0.02%. Thus we do not
report them separately in the table.
6. Conclusion and Future Work
In this paper, we have studied the problem of one-shot
face recognition. We build a solution for this task from two
perspectives. First, we introduce a method called Classi-
fication vector-centered Cosine Similarity (CCS) to train a
better face feature extractor, which has better discrimina-
tion capability for persons with limited number of training
images, compared with the extractor trained without CCS.
Second, we reveal that the deficiency of multinomial logis-
tic regression in one-shot learning is related to the norms of
the weight vectors in multinomial logistic regression, and
propose a novel loss term called underrepresented-classes
promotion to effectively address the data imbalance prob-
lem in the one-shot learning. The evaluation results on the
benchmark dataset show that the two new loss terms to-
gether bring a significant gain by improving the recognition
coverage rate from 25.65% to 94.89% at the precision of
99% for one-shot classes, while still keep an overall accu-
racy of 99.8% for normal classes.
In the future, we are interested in applying the UP prior
and CCS, and exploring ore options to improve low-shot
learning in the general visual recognition problems.
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7. Appendix
We summarize some potential questions and response as
follows. Most of the information is included in the main
paper, yet we re-organize and add more details using the
QA structure for the convenience of the readers.
7.1. KNN vs. Softmax
To leverage face verification (pairwise comparison) to
solve the face identification problem is a straight-forward
and popular solution [12]. We are also suggested to use k-
nearest neighbors (KNN). Here we discuss why we don’t
choose KNN.
Figure 3: Deep comparison of K nearest-neighborhood
(KNN) and multinomial logistic regression (MLR, a.k.a,
Softmax) applied on top of the feature extraction for large-
scale face identification. The figure shows the precision and
coverage on all the test images from both the base and
low-shot sets. The same feature extractor was used for both
the method. As shown, though both the methods lead to
similar Top-1 accuracy, MLR has much larger coverage at
high precision compared with that of KNN (MLR: 85.31%
@ Precssion = 99.9% while KNN: 52.57% @ Precssion =
99.9%). The major reason is that MLR update the classi-
fication weight vector using information from the samples
from both the corresponding class and other classes.
We acknowledge the advantages of KNN (or other simi-
lar template-based method): no classifier-training is needed
after the feature representation model is trained, and KNN
does not suffer much from imbalanced data. If the feature
extraction is perfect (the distance between samples from the
same class is always smaller than the distance between sam-
ples from different classes), KNN is good enough for any
face identification problem. However, there is no perfect
face feature though a lot of progress has been made along
this direction.
Given a reasonably good, yet not perfect face feature
extractor, our experimental results demonstrate that with
the large-scale face identification setup, the multinomial lo-
gistic regression (MLR, a.k.a. Softmax) has better perfor-
mance than that of KNN. As shown in Fig. 3, both KNN
and MLR (with the same feature extractor for fair compari-
son) were tested with all the test images from both the base
and low-shot set. Though they lead to similar Top-1 ac-
curacy, MLR has much larger coverage at high precision
compared with that of KNN (MLR: 85.31% @ Precssion =
99.9% while KNN: 52.57% @ Precssion = 99.9%).
In the previous publication [28, 31, 27, 30] on large-scale
face recognition, authors have made similar statement. We
believe the major reason is that in MLR, the weight vec-
tors for each of the classes are estimated using discriminant
information from all the classes, while in the KNN setup,
the query image only needs to be close enough to one local
class to be recognized.
Moreover, for the KNN method, if we use all the face
images for every person in the gallery, the complexity is
usually too high for large scale recognition, and the gallery
dataset needs to be very clean to ensure the high precision.
If we do not keep all the images per person, how to construct
representer for each class is still an open problem. On the
contrary, with MLR, after the feature extraction, the com-
putational complexity of estimating the persons’ identity is
linear to the number of persons, not the number of images
in the gallery.
7.1.1 Challenge of Imbalanced Training data
Though MLR has overall better performance over KNN, as
shown in Fig. 3, the standard MLR classifier suffers from
the imbalanced training data and has poor performance with
the low-shot classes even these classes are oversampled dur-
ing training. We evaluate the precision and recall of MLR
on the base and low-shot sets separately and present the re-
sults in Fig. 4. As shown, though MLR has overall better
performance over KNN, the standard MLR classifier suf-
fers from the imbalanced training data and has poor per-
formance with the low-shot classes even these classes are
oversampled during training.
Recently, some works develop hybrid solutions by com-
bining MLR and KNN [28, 30] and achieve promising re-
sults. In these work, when MLR does not have high confi-
dence (threshold tuning is needed), KNN is used.
We solve the training data imbalance challenge from a
Figure 4: Precision and coverage of MLR (a.k.a, Softmax)
evaluated on the base and low-shot sets separately. As
shown, Though MLR has overall better performance over
KNN, as shown in Fig. 3, the standard MLR classifier suf-
fers from the imbalanced training data and has poor per-
formance with the low-shot classes even these classes are
oversampled during training.
different perspective. Different from the hybrid solution,
our solution only has one MLR as the classifier so that no
threshold is needed to switch between classifiers. We boost
the performance of MLR by regularizing the norm of the
weight vectors in MLR. We have not seen a lot of effort in
this direction, especially in the deep learning scenario.
7.2. Feature Learning
There have been many efforts in improving the face fea-
ture learning by adding regularizers to the Softmax loss
term. Maybe the early pioneers in this direction are the
center-loss in [24] or the similar version called dense loss
in [15].
We find that better face feature model always help the
final results, no matter KNN, or MLR, or MLR with un-
derrepresented class promotion method is used. Therefore,
we also investigate how to learn an even better face feature
extractor.
Our proposed classification vector-centered cosine sim-
ilarity (CCS) term is different from its cousin center face
[24] or sphere face [13]. We try to minimize the an-
gle between the feature vectors and the corresponding
weights while center-loss minimizes the distance between
the feature vectors and the corresponding class centers.
SphereFace emphasizes on maximizing the margin (angle)
between the features and the corresponding decision bound-
ary.
Experimental results show that our method has better
performance for our task, when the same training data is
used, as listed in the main paper. SphereFace has four
task-specific hyper-parameters to control the regularization
strength. Given the limited time (we noticed this work
short time before submission), we failed to find good hyper-
parameters for our task (also tried authors’ parameters).
Please also note that the improvement on the face rep-
resentation model is one of the three contributions of our
paper (the other two are the benchmark task design and UP-
term for data imbalance).
7.3. Practical Applications
In this paper, we study the problem of training a large-
scale face identification model using imbalanced training
images for a large quantity of persons, and then use this
model to identify other face images for the persons in the
same group. Though this setup may not be the case for
video surveillance where the person to be recognized is not
typically in the training data, this setup is still widely used
when the images for the persons to be recognized are avail-
able beforehand, and an accurate recognizer is needed for
a large and relatively fixed group of persons. For example,
large-scale celebrity recognition for search engine, public
figure recognition for media industry, and movie character
annotation for video streaming companies. This one-shot
face recognition challenge has been selected as one of the
ICCV 2017 workshops, and attracted more than 40 teams
registered last year and hundreds times of data download.
7.4. More discussion on UP term
For the reading convenience, we include the figure to
demonstrate the impact of underrepresented class promo-
tion (UP) loss term on the norm of w here.
As shown in the sub-figure [a], without the UP term,
‖wk‖2 for the low-shot set is much smaller than that of the
base set, while with the UP term, on average, ‖wk‖2 for
the low-shot set tends to have similar values as that of the
base set. Note that the variance of the norm of w for differ-
ent low-shot classes is reduced. This is a byproduct of the
UP-term: since all the ||wk|| for the low-shot classes are
encouraged to be closer to one scalar value α, they natu-
rally have similar values (not identical though), which leads
to smaller variance of wk among the low-shot classes. The
UP-term does not change wk for base classes. How to more
actively control the variance is still an open problem. We
will study in the future.
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Figure 5: Norm of the weight vector w with standard MLR
with/without UP. The x-axis is the class index. The right-
most 1000 classes on the x-axis correspond to the persons
in the low-shot set. As shown in the sub-figure [a], without
the UP term, ‖wk‖2 for the low-shot set is much smaller
than that of the base set, while with the UP term, on aver-
age, ‖wk‖2 for the low-shot set tends to have similar values
as that of the base set.
