Abstract-This paper presents a genetic algorithmic approach to the shortest path (SP) routing problem. Variable-length chromosomes (strings) and their genes (parameters) have been used for encoding the problem. The crossover operation exchanges partial chromosomes (partial routes) at positionally independent crossing sites and the mutation operation maintains the genetic diversity of the population. The proposed algorithm can cure all the infeasible chromosomes with a simple repair function. Crossover and mutation together provide a search capability that results in improved quality of solution and enhanced rate of convergence. This paper also develops a population-sizing equation that facilitates a solution with desired quality. It is based on the gambler's ruin model; the equation has been further enhanced and generalized, however. The equation relates the size of the population, the quality of solution, the cardinality of the alphabet, and other parameters of the proposed algorithm. Computer simulations show that the proposed algorithm exhibits a much better quality of solution (route optimality) and a much higher rate of convergence than other algorithms. The results are relatively independent of problem types (network sizes and topologies) for almost all source-destination pairs. Furthermore, simulation studies emphasize the usefulness of the population-sizing equation. The equation scales to larger networks. It is felt that it can be used for determining an adequate population size (for a desired quality of solution) in the SP routing problem.
I. INTRODUCTION

I N MULTIHOP networks, such as the Internet and the Mobile
Ad-hoc Networks, routing is one of the most important issues that has a significant impact on the network's performance [1] , [2] . An ideal routing algorithm should strive to find an optimum path for packet transmission within a specified time so as to satisfy the Quality of Service (QoS) [2] - [4] . There are several search algorithms for the shortest path (SP) problem: the breadth-first search algorithm, the Dijkstra algorithm and the Bellman-Ford algorithm, to name a few [1] . Since these algorithms can solve SP problems in polynomial time, they will be effective in fixed infrastructure wireless or wired networks. But, they exhibit unacceptably high computational complexity for real-time communications involving rapidly changing network topologies [3] , [4] . This is explained below.
We consider mobile ad hoc networks as target systems because they represent new generation wireless networks. Since all the nodes cooperatively maintain network connectivity without the aid of any fixed infrastructure networks, dynamic changes in network topology are possible. An optimal (shortest) path has to be computed within a very short time (i.e., a few s) in order to support time-constrained services such as voice-, video-, and tele-conferencing [2] , [4] . The indicated algorithms do not satisfy this (real-time) requirement.
In most of the current packet-switching networks, some form of SP computation is employed by routing algorithms in the network layer [2] , [4] . Specifically, the network links are weighted, the weights reflecting the link transmission capacity, the congestion of networks and the estimated transmission status such as the queuing delay of head-of-line (HOL) packet or the link failure. The SP problem can be formulated as one of finding a minimal cost path that contains the designated source and destination nodes. In other words, the SP routing problem involves a classical combinatorial optimization problem arising in many design and planning contexts [2] - [7] . Since neural networks (NNs) [2] - [4] and genetic algorithms (GAs) (and other evolutionary algorithms) [5] - [16] promise solutions to such complicated problems, they have been used successfully in various practical applications. On the other hand, NNs and GAs may also not be promising candidates for supporting real-time applications in mobile ad hoc networks because they involve a large number of iterations in general. However, hardware implementations (e.g., field-programmable gate array (FPGA) chips) of NNs or GAs are extremely fast. Furthermore, they are not very sensitive to network size [4] , [13] . The quality of the solution (i.e., computed path) returned by NNs is constrained by their inherent characteristics. GAs are flexible in this regard. The quality (of the solution) can be adjusted as a function of population. In addition, NN hardware is limited in size: it cannot accommodate networks of arbitrary size because of its physical limitation. GA hardware, on the other hand, scales well to networks that may not even fit within the memory. It is realized by employing parallel GA over several nodes. Therefore, GAs (especially hardware implementations) are clearly quite promising in this regard.
A. Review of GA-Based SP Algorithms
Investigators have applied GAs to the SP routing problem [5] - [7] , multicasting routing problem [8] , [9] , ATM bandwidth allocation problem [10] , capacity and flow assignment (CFA) problem [11] , and the dynamic routing problem [12] . It is noted that all these problems can be formulated as some sort of a combinatorial optimization problem.
Munemoto's algorithm [5] is practically feasible in a wired or wireless environment. It employs variable-length chromosomes 1089-778X/02$17.00 © 2002 IEEE for encoding the problem. Crossing sites (points) are the loci (positions of nodes in a route), where identical genes (nodes) in both the chosen chromosomes (routes) are found at the same location. Thus, it leads to a situation in which only a few crossover sites are usable for exploring feasible solutions. In other words, crossover is totally dependent on positions: indeed, identical genes should occupy the same locus for crossover. The set of candidate crossing sites is called a "potential crossing site." A locus is selected randomly to act as an actual crossing site and to partially exchange chromosomes of the parent. In the mutation phase, a gene (the mutation node) is selected randomly from the chromosome. Another gene is selected randomly from the chromosomes connected directly to the mutation node, and a mutated chromosome (alternative route) is generated by combining each partial-chromosome (partial-route) obtained by Dijkstra's algorithm. It must be noted that one partial route refers to a shortest path from the source node to the selected node and the other to a shortest path from the selected node to the destination node. But, the algorithm requires a relatively large population for an optimal solution due to the constraints on the crossover mechanism. Furthermore, it is not suitable for large networks or real-time communications, since Dijkstra's algorithm has a prohibitive computational cost.
Inagaki [6] proposed an algorithm that employs fixed (deterministic) length chromosomes. The chromosomes in the algorithm are sequences of integers and each gene represents a node ID that is selected randomly from the set of nodes connected with the node corresponding to its locus number. All the chromosomes have the same (fixed) length. In the crossover phase, one of the genes (from two parent chromosomes) is selected at the locus of the starting node ID and put in the same locus of an offspring. One of the genes is then selected randomly at the locus of the previously chosen gene's number. This process is continued until the destination node is reached. The details of mutation are not explained in the algorithm. The algorithm requires a large population to attain an optimal or high quality of solution due to its inconsistent crossover mechanism. Some offspring may generate new chromosomes that resemble the initial chromosomes in fitness, thereby retarding the process of evolution.
There are several GAs that address different kinds of routing problems, such as multiple destination or multicasting routing problems [7] - [9] . Those approaches are beyond the scope of this paper. However, the unicasting or one-destination algorithms such as the one proposed here can be extended naturally and easily to include them.
B. Review of Population-Sizing Equation
A population size that guarantees an optimal solution quickly enough is a topic of intense research [17] - [22] . Large populations usually result in better solutions, but at increased computational costs.
Holland [17] studied the ( -armed) bandit problem as a theoretical motivation for GAs. Macready and Wolpert [18] showed a mathematical flaw in Holland's analysis and provided an analytically simple bandit model that is directly applicable to optimization theory.
De Jong et al. [19] proposed a population-sizing equation based on the signal as well as noise characteristics of the -armed bandit problem. Although the result explicitly exhibited the role of signal-to-noise ratio in estimating population size, the result was unverified and ignored [21] , [22] .
Goldberg et al. [20] developed the first population-sizing equation based on the variance of fitness. Goldberg et al. [21] enhanced the equation as a conservative bound on the quality of GAs. The population-sizing equation permits accurate statistical decision making among competing building blocks. The population-sizing relation conservatively bounds the actual accuracy of GA convergence as long as all major sources of noise (collateral noise) are considered in the sizing calculation.
Harik et al. [22] also developed a population-sizing equation that is inspired by the classical random walk problem: the gambler's ruin problem in particular. Using test problems that ranged from the simple to the very difficult, the accuracy of the model was verified. Their work, however, was limited to fixedlength chromosomes. Furthermore, it required stochastic information such as the variance of fitness (noise) and the expected difference value of fitness (signal) between best and second-best building blocks (BBs)-partitions or schemata. However, such information may not be available in many practical problems such as the routing or the scheduling problems.
C. Objectives and Organization
In this paper, we propose a new GA for solving the SP routing problem. Variable-length chromosomes have been employed. Their elements represent nodes included in a path between a designated pair of source and destination nodes. The crossover exchanges partial chromosomes (partial-routes) and the mutation introduces new partial chromosomes (partial-routes). Lack of positional dependency in respect of crossing sites helps maintain diversity of the population. In addition, a simple repair function has been proposed to deal with all the infeasible chromosomes.
This paper also develops a population-sizing equation that promises a solution of desired quality for the proposed GA. It is based on the gambler's ruin model that is discussed in [22] . However, the equation in this paper has been further enhanced and generalized. It makes the relationships among the size of the population, the quality of solution, the cardinality of alphabet, and other factors of the proposed GA explicit.
The rest of the paper is organized as follows. In Section II, the proposed GA for the shortest path routing problem is described. A population-sizing equation is derived in Section III. In Section IV, the proposed algorithm and several extant algorithms are applied to numerous networks exhibiting arbitrary link cost, network size, and topology. After that, a comparative study of the results follows. Furthermore, the section verifies the accuracy of the population-sizing equation from the simulation studies. The paper concludes with a summary of the results in Section V.
II. PROPOSED GA FOR SP ROUTING PROBLEM
The underlying topology of multihop networks can be specified by the directed graph , where is a set of nodes (vertices), and is a set of its links (arcs or edges) [1] - [4] . There is a cost associated with each link . The costs are specified by the cost matrix , where denotes a cost of transmitting a packet on link . Source and destination nodes are denoted by and , respectively. Each link has the link connection indicator denoted by , which plays the role of a chromosome map (masking) providing information on whether the link from node to node is included in a routing path or not.
It can be defined as follows:
if the link from node to node exists in the routing path otherwise.
It is obvious that all the diagonal elements of must be zero. Using the above definitions, the SP routing problem can be formulated as a combinatorial optimization problem minimizing the objective function (2a) as follows: The constraint (2b) ensures that the computed result is indeed a path (without loops) between a source and a designated destination.
A. Genetic Representation
A chromosome of the proposed GA consists of sequences of positive integers that represent the IDs of nodes through which a routing path passes. Each locus of the chromosome represents an order of a node (indicated by the gene of the locus) in a routing path. The gene of first locus is always reserved for the source node. The length of the chromosome is variable, but it should not exceed the maximum length , where is the total number of nodes in the network, since it never needs more than number of nodes to form a routing path. A chromosome (routing path) encodes the problem by listing up node IDs from its source node to its destination node based on topological information database (routing table) of the network. The information can be easily obtained and managed in real-time by routing protocols such as RIP [23] , OSFP [24] , DSDV [25] , DSR [26] , and VCRP [27] in wired or wireless environments, but the detailed mechanisms or other controversial issues are beyond the scope of this paper. It is noted that the topological information database of the network can be constructed easily and rapidly by such routing protocols. An example of chromosome (routing path) encoding from node to node is shown in Fig. 1 . The chromosome is essentially a list of nodes along the constructed path, (
). In Fig. 1 , represents the total number of nodes forming a path.
The gene of the first locus encodes the source node, and the gene of second locus is randomly or heuristically selected from the nodes connected with the source node ( ) that is represented by the front gene's allele. A chosen node is removed from the topological information database to prevent the node from being selected twice, thereby avoiding loops in the path. This process continues until the destination node is reached. It is noted that an encoding is possible only if each step of a path passes through a physical link in the network.
B. Population Initialization
In general, there are two issues to be considered for population initialization of GAs: the initial population size and the procedure to initialize the population [14] , [15] .
It was felt that the population size needed to increase exponentially with the complexity of the problem (i.e., the length of the chromosome) in order to generate good solutions. Recent studies have shown, however, that satisfactory results can be obtained with a much smaller population size. To summarize, a large population is quite useful, but it demands excessive costs in terms of both memory and time [14] - [22] . As would be expected, deciding adequate population size is crucial for efficiency.
Secondly, there are two ways to generate the initial population: heuristic initialization and random initialization. Although the mean fitness of the heuristic initialization is already high so that it may help the GAs to find solutions faster, it may just explore a small part of the solution space and never find global optimal solutions because of the lack of diversity in the population [15] . Therefore, random initialization is effected in this paper so that the initial population is generated with the encoding method already explained in Section II-A. Physically, the random initialization chooses genes (nodes) from the topological information database in a random manner during the encoding process. It is possible that the algorithm encounters a node for which all of whose neighboring nodes have already been visited. In this case, the defective chromosome is refreshed and reinitialized. This may induce a subtle bias in which some partial paths are more likely to be generated. However, the meager bias does not significantly affect the performance of the algorithm. It is doubly so because it (the bias) vanishes after evolving just a few generations.
C. Fitness Function
The fitness function interprets the chromosome in terms of physical representation and evaluates its fitness based on traits of being desired in the solution [7] , [15] . But, the fitness function must accurately measure the quality of the chromosomes in the population. The definition of the fitness function, therefore, is very critical [15] . The fitness function in the SP routing problem is obvious because the SP computation amounts to finding the minimal cost path. Therefore, the fitness function that involves computational efficiency and accuracy (of the fitness measurement) is defined as follows: (3) where represents the fitness value of the th chromosome, is the length of the th chromosome, represents the gene (node) of the th locus in the th chromosome, and is the link cost between nodes.
The fitness function of GAs is generally the objective function that requires to be optimized [7] , [14] , [15] . In a sense, the fitness function [(3)] can be thought of as fully reflecting the objective function [(2a)]. The fitness function has a higher value when the fitness characteristic of the chromosome is better than others. In addition, the fitness function introduces a criterion for selection of chromosomes.
D. Selection
The selection (reproduction) operator is intended to improve the average quality of the population by giving the high-quality chromosomes a better chance to get copied into the next generation [14] , [15] . The selection thereby focuses the exploration on promising regions in the solution space. Selection pressure characterizes the selection schemes. It is defined as the ratio of the probability of selection of the best chromosome in the population to that of an average chromosome. Hence, a high selection pressure results in the population's reaching equilibrium very quickly, but it inevitably sacrifices genetic diversity (i.e., convergence to a suboptimal solution).
There are two basic types of selection scheme used commonly in current practice: proportionate and ordinal-based selection [14] , [15] . Both selection schemes suffer when the selection pressure is inadequate (i.e., low or high).
Proportionate selection picks out chromosomes based on their fitness values relative to the fitness of the other chromosomes in the population. It is generally more sensitive to selection pressure. Hence, a scaling function is employed for redistributing the fitness range of the population in order to adapt to the selection pressure. Examples of such a selection type include roulette wheel selection, stochastic remainder selection, and stochastic universal selection.
Ordinal-based selection schemes select chromosomes based not upon their fitness, but upon their rank within the population. The chromosomes are ranked according to their fitness values. It is noted that the selection pressure (intensity) is independent of the fitness distribution of the population, and is based solely on the relative ranking of the population. Since the selection pressure is the degree to which the better chromosomes are favored, it drives the GAs toward improved population fitness over succeeding generations. However, it can become malicious when the selection pressure does not impose an adequate level. In other words, it may also suffer from high selection pressure. Tournament selection, selection, truncation selection, and linear ranking selection schemes are included in the ordinal-based selection type.
On the other hand, tournament selection without replacement is perceived as an effort to keep the selection noise as low as possible [21] . Recall that tournament selection without replacement works by means of choosing nonoverlapping random sets of chromosomes ( tournament size) from the population and then selecting the best chromosome from each set to serve as a parent for the next generation. Typically, the tournament size is two (pairwise tournament), and it would adjust the selection pressure: the selection pressure increases as the tournament size becomes larger [15] , [22] . Recall that the selection pressure is the expected average fitness of the population after selection. As selection pressure increases, the probability of making the wrong decision increases exponentially although the convergence of the GAs may be fast [22] .
Therefore, the pairwise tournament selection without replacement is employed for the proposed GA: two chromosomes are picked and the one that is fitter is selected. However, the same chromosome should not be picked twice as a parent.
E. Crossover
Crossover examines the current solutions in order to find better ones [14] , [15] . Physically, crossover in the SP routing problem plays the role of exchanging each partial route of two chosen chromosomes in such a manner that the offspring produced by the crossover represents only one route. This dictates selection of one-point crossover as a good candidate scheme for the proposed GA. One partial route connects the source node to an intermediate node, and the other partial route connects the intermediate node to the destination node. The crossover between two dominant parents chosen by the selection gives higher probability of producing offspring having dominant traits.
But the mechanism of the crossover is not the same as that of the conventional one-point crossover. In the proposed scheme, two chromosomes chosen for crossover should have at least one common gene (node) except for source and destination nodes, but there is no requirement that they be located at the same locus. That is, the crossover does not dependent on the position of nodes in routing paths. Fig. 2(a) and (b) shows the pseudocode and an example of the crossover procedure, respectively.
As shown in Fig. 2(b) , a set of pairs of nodes which are commonly included in the two (chosen) chromosomes but without positional consistency is formed first [i.e., (3, 2) and (5,4)]. Such pairs are also called "potential crossing sites." Then, one pair [i.e., (3, 2) ] is randomly chosen and the locus of each node becomes a crossing site of each chromosome. The crossing points of two chromosomes may be different from each other. This is in contrast to the scheme adopted in Munemoto's algorithm [5] . Each partial route is exchanged and assembled and thus, two new routes are produced eventually. It is possible that loops are formed during crossover. A simple countermeasure must be taken in this regard: the rate of convergence and the quality of solution. Of course, such chromosomes (routes with loops) will gradually be weeded out in the course of a few generations because the traits of those chromosomes drive fitness values from bad to worse. Repair and penalty functions are the usual countermeasures. This is described in Section II-G.
F. Mutation
The population undergoes mutation by an actual change or flipping of one of the genes of the candidate chromosomes, thereby keeping away from local optima [14] , [15] . Physically, it generates an alternative partial-route from the mutation node to the destination node in the proposed GA. A topological information database is utilized for the purpose. Of course, mutation may induce a subtle bias for reasons indicated earlier (Section II-B). However, this bias can be ignored. This is explained below.
First, mutation leads to an infinitesimal increase in the probability of inducing the bias. Second, selection and crossover heavily influence the way this bias operates. Indeed, its (bias') harmful effects vanish almost completely. Furthermore, the bias, whenever it helps in searching an optimal solution, may not induce any harmful effect at all. Fig. 3 shows the overall procedure of the mutation operation. As can be seen from Fig. 3(b) , in order to perform a mutation, a gene (i.e., node ) is randomly selected first from the chosen chromosome ("mutation point"). One of the nodes, connected directly to the mutation point, is chosen randomly as the first node of the alternative partial-route. The remaining procedure follows in that of Section II-A and II-B. However, nodes already included in an upper partial route should be deleted from the database so as not to include the same node twice in the new routing path. The upper partial route represents the surviving portion of the previous route after mutation; it is the partial chromosome stretching from the first gene to the intermediate gene at the mutation point.
G. Repair Function
As mentioned earlier, crossover may generate infeasible chromosomes that violate the constraints of (2b), generating loops in the routing paths. It must be noted that none of the chromosomes of the initial population or after the mutation is infeasible because when once a node is chosen, it is excluded from the candidate nodes forming the rest of the path.
There are two strategies to deal with infeasible chromosomes: one is to repair them and the other is to impose a penalty [15] . Although the repair method is applied extensively, it is not always simple to cure infeasible chromosomes. A classical method employs penalty functions. It must be noted that the penalty function is critical to ensure quick convergence and high quality (of solution). But it is not easy to come up with an appropriate penalty function. Moreover, this technique may sacrifice some feasible chromosomes as well because the infeasible chromosomes might continue to be reproduced in the proposed GA. Fortunately, the mechanism that eliminates the lethal genes (forming a loop) can cure all the infeasible chro- mosomes in the proposed GA. The repair function finds and eliminates loops in a routing path without unduly increasing computational costs.
The proposed repair function is described in Fig. 4(a) and an example is shown in Fig. 4(b) . In Fig. 4(b) , one of the offspring produced after crossover becomes infeasible because the new route contains the loop . The repair function detects the loop by a simple search described in Fig. 4(a) . The function is linear in , the chromosome length. After that, the lethal genes (forming the loop) that violate the constraint condition are deleted; those nodes are (but one of two ) in this example.
III. POPULATION-SIZING EQUATION
In this section, the population size (number of chromosomes) that ensures a specified quality of solution is investigated by employing the gambler's ruin problem that was considered first by Harik [22] . The question as to how to choose an adequate population size for a particular domain is difficult and has puzzled practitioners for a long time [17] - [22] . If the population size is too small, it is not likely that the GAs will find solutions of high quality. However, if the population size is too large, the GAs will unnecessarily waste processing time leading to unacceptably slow convergence. Harik [22] exploited the similarity between the gambler's ruin problem and the selection mechanism of GAs for determining an adequate population size that guarantees a solution of the desired (target) quality. The (linear) ranking selection was tacitly assumed because the decision model [21] (it leads directly to results in [22] ) is quite appropriate under this selection scheme. It was also assumed implicitly that mutation is not a dominant operator (i.e., crossover-intensive) because it always disrupts BBs. In order to use his results, however, several domain-dependent variables must be known such as the signal that is defined by the fitness difference between the best and second best BBs, the noise that is defined by the root mean square (rms) fitness variance of the BB that is being considered, and the number of BBs in a string. His population-sizing equation, therefore, is not suitable for applying to the SP routing problem because the GA has variable-length chromosomes. Furthermore, signal-to-noise ratio (SNR), the most important piece of information in his work is not usually known in such problems.
A. Decision Model of Harik
The following results follow from Harik's model of selection [22] . Consider a competition between a chromosome that contains the optimal BB, (with mean fitness and fitness variance ), and a chromosome with the second best BB, (with mean fitness and fitness variance ). The probability of deciding correctly between these two chromosomes is the same as the probability that the fitness of ( ) is greater than the fitness of ( ): the probability that . The distance between the mean fitness of chromosome with ( ) and the mean fitness of chromosome with ( ) is denoted by (signal). Assuming that the fitness is an additive function of the fitness contributions of all the BBs, and are normally distributed (by the central limit theorem). Since the fitness distribution of and are normal, the distribution of is also normal. The distribution of is [21] , [22] 
Substituting for in the above equation, and normalizing, the probability of making the correct decision on a single trial for the domains where BBs (that are not competing directly) are independent and equally scaled (i.i.d) is given by [22] ( 5) where is the cumulative distribution of a normal distribution with zero mean and unit variance, is the average rms BB standard deviation. Also, is the total number of collateral noise sources that are not competing directly, so the total collateral noise coming from is .
B. Generalizing the Decision Model
In general, standard deviation can be thought of as the probabilistic "width" or "spread" of distribution of a random variable. Hence, (i.e., the standard deviation of BBs) indicates the "statistical length" or "spread" of fitness values of BBs from their average fitness value; indeed, the factor represents the total average range of fitness changes of all the BBs.
Let be the average number of competitive BBs. Since the signal is defined as the fitness difference between the best and second best BBs, from a statistical point of view, the best BB has the fitness value of adding average and standard deviation of BBs' fitness, and the second best BB has the value of negating a portion from the best fitness. Because it may be assumed that all the competing BBs can be ordered and they are distributed uniformly from the best to the worst fitness values, the interval value between inter-rank BBs is . The first assumption is valid when ordinal-based selection (e.g., the pairwise tournament selection without replacement) is used in algorithms, and the second assumption is also valid from the statistical considerations. Therefore, the signal can be represented as (6) where is the mean fitness of BBs, is the average cardinality of the alphabet, and is the average order of BBs. Therefore, (5) can be rewritten as (7) In the SP routing problem, only statistical point of view is meaningful since all the domain-dependent variables are time varying due to the changes in network topology consequent on factors such as link failure, congestion, and mobility (power on or off in wired network).
As a special case, assume that the cardinality of the alphabet is 2 (i.e., ) in a uniformly scaled linear problem [i.e., one-max problem ( )]. Similar problems were considered by Harik. He finds the signal to be 1.0 and the BB variance to be 0.25, so that the probability of making the correct decision on a single trial is given by [22] (8a)
On the other hand, (7) for the same problem can be rewritten as (8b) This is, of course, the same as (8a). It is surprising that the probability of making the correct decision can be obtained by only knowing the average number of BBs of length . This is the same length of chromosomes in the one-max problem. No knowledge of signal and noise is required.
C. Generalizing the Population-Sizing Equation
The GA succeeds when all the members of the population in the BBs of interest are correct. From a well-known result in the gambler's ruin (one-dimensional random walk) literature, it follows that the probability that the GA eventually succeeds when there are initial correct BBs is [22] ( 9) where is the probability of losing a copy of the BB in a particular competition.
Since (9) is a conditional probability given that the GA starts with correct BBs, the probability that the GA succeeds can be formed by (10) where represents the probability that the GA starts with correct BBs. Using binomial expansion, it can be arranged as follows: (11) The remaining derivation refers to [22] . The may be approximated as (12) Hence (13) where is the probability of GA failure. Physically, the probability of GA failure represents the fact that the GA converges to one of the local optimal solutions. Since tends to be a small number, can be approximated as . Thus, (13) can be rewritten as follows: (14) An approximate value of , using the first two terms of the power series expansion of the normal distribution is given by [22] (15) From (7), is found to be . As a result, a fairly general population-sizing equation can be written as follows: (16) Since the length of BBs is almost one in our problem (i.e., one-max problem) as explained later (Section IV-C), the crossover can hardly disrupt the BBs. When the number of genes in the BBs (average order) becomes large, the probability of disrupting the BBs is increased; thus, the population size may be increased to reach a particular quality of solution. This is the reason why a higher probability of disrupting the BBs drives the probability of making the correct decision on a single trial toward smaller values so that the population size must be increased for achieving the same GA failure probability . This can be inferred from (14) .
However, we can observe an interesting consequence from the experiments of Harik [22] : the population size necessary for obtaining a desired quality of solution is not strongly affected by the average order, even if it is considerably large ( ). Thus, it is as if the population size is not strongly affected by the (one-point) crossover.
Although the mutation operation may disrupt the BBs and retard convergence of BBs, it eventually ensures a better quality of solution by introducing new chromosomes (maintaining the diversity of the population) that help the GA avoid local convergence. Thus, the population will not be increased by the mutation. In other words, the ultimate population size (for a solution of desired quality) may not be increased by these operations because the minor harmful effects of the crossover are offset by the beneficial effects of mutation.
Equation (16) is applicable only to a crossover-intensive GA with little or no mutation. There are some approaches in evolutionary computation, and some problems (notably neural networks), that employ mutation as the dominant operator. In these approaches, (16) is not really useful for determining a population size that guarantees a specified quality of solution. The evolutionary checkers player coevolved with a (fully connected feed forward) neural network with an input layer, two hidden layers, and an output node [28] provides a good example in this regard. It needs a tiny population of only 30 to evolve thousands of weights of the neural network. However, the proposed SP algorithm employs ordinal-based selection (i.e., pairwise tournament selection without replacement) and works with crossover as the dominant operator. Therefore, the population-sizing equation is used in the proposed GA for the SP routing problem in the presence of changes in network topology.
It must be noted that (16) does not require any knowledge of signal and noise which may not be available in advance in most practical problems. Instead, the equation approximates such stochastic information for all the selection mechanisms. Of course, the approximation may induce some discrepancy that depends on the selection mechanism. It can, however, be concluded [21] that the equation provides an upper bound (i.e., overestimation of population size to obtain a target quality) for ordinal-based selection. Furthermore, the equation may be quite accurate for the (linear) ranking selection because the selection scheme was implicitly assumed in [21] as explained in an earlier section.
D. Deciding the Parameters in the SP Routing Problem
The problem of determining the parameters in (16) remains. As is the average cardinality of the alphabet, it can be found by the average link connectivity in the network. In other words, the parameter physically represents the average number of nodes that each gene can take. As mentioned before, the parameter is the GA failure (i.e., route failure) probability; GA failure implies that the computed route is not optimal. The average order of BBs can be modeled as a linear combination of one-max function and deceptive function in the SP routing problem. That is (17) where is the number of nodes, and , the weighted average coefficient (WAC) is a domain-dependent parameter. The sum of all the WACs is 1.
In (17), we get the one-max problem when is equal to 1, and the deceptive problem when is greater than 1. In addition, the total number of collateral noise sources is , where is the average number of BBs. In the routing problem, is calculated as , where is the average length of chromosomes that is defined by the number of nodes whose average cost is not greater than that of the overall network. Of course, the BBs may be inherently interdependent. However, the average number of BBs ( ) will be a reasonable approximation from a statistical point of view, if an accurate average order is used. This is explained below.
The possibility of finding a shortest path will be quite high when each node chooses a lowest/best-cost node among its own neighbors as a forward node in a route (as happens in a greedy algorithm). If the shortest path is always found in this manner, the problem can be modeled as the one-max problem. But, a globally optimal path is possible even when locally nonoptimal selections are made. It is well known that locally optimal selections may be misleading. These reflect interdependence among BBs. The idea is to make an attempt to spread this potential (to mislead) over the average length of chromosomes, and thereby weaken it. The chromosomes can then be modeled as independent BBs. This is discussed Section IV-C.
IV. EXPERIMENTS AND DISCUSSION
In this section, the proposed GA is compared with Munetomo's [5] and Inagaki's [6] algorithms through computer simulations. All the simulations were performed with MATLAB 5.3 on Pentium III processor (850-MHz clock). As described in Section II-D, the proposed GA employs pairwise tournament selection (i.e., tournament size ) without replacement. In all the experiments, the mutation probability is set to 0.05 (a typical mutation option), and each experiment is terminated when all the chromosomes have converged to the same solution. A convergence test for termination is performed before applying mutation as otherwise uninvited evolution may follow due to the placement of the mutation operator in the loop. However, this strategy does not affect the results.
Each solution is compared with Dijkstra's SP [1] solution. In other words, Dijkstra's algorithm provides a reference point. Furthermore, the accuracy and the scalability of the populationsizing equation are also verified through simulation studies.
A. Simulation Results for a Fixed Network With 20 Nodes
The simulation studies involve the deterministic, weighted network topology (with 20 nodes) depicted in Fig. 5(d) . The bold line shows an optimal path. With a view to focus exclusively on fair comparison of algorithms on the basis of performance, the population size is taken to be the same as the number of nodes in the network. Population size and its influence on quality of solution are investigated later (Section IV-C). Fig. 5(a)-(d) show the shortest paths (bold lines) found by the algorithms for the indicated source-destination pair. It is seen that the path computed by the proposed algorithm coincides with that found by Dijkstra's algorithm. The latter is known to always return the shortest path. Munetomo's [5] and Inagaki's [6] algorithms, on the other hand, settle for a suboptimal path. Fig. 6 compares objective-function values returned by the algorithms. It is seen that the proposed GA exhibits the fastest rate of convergence because the number of generations up to convergence is the smallest. The algorithm converging through smaller generations has better convergence performance because all the algorithms have the same population size in the experiment. In general, however, convergence performance must be compared with the average number of fitness function evaluations until the GAs reach equal quality of solutions [29] . A detailed explanation will be given later (Section IV-B). In addition, it indeed converges to a value that is exactly the same as the Dijkstra-value (the optimal route), notwithstanding the somewhat inherent initial disadvantage. 
B. Simulation Results for Random Network Topologies
In this section, we verify that the previous results (the quality of solution and the convergence speed) hold for all kinds of problems (networks types and scales). Networks with 15-50 nodes, and randomly assigned (normalized) link costs were investigated. As described earlier (Section I), mobile ad hoc networks provide acceptable targets. Applications include military battlefield (e.g., moving platoon or company), rescue missions, conference room and so on [25] - [27] . They involve networks with sizes that range from small to medium (e.g., tens of nodes). Simulations reflect this practical reality. A possible implication is that the proposed algorithm scales well to larger networks.
First, the quality of solution (route optimality) for each GA is investigated. The route optimality is defined as the percentage of time that the GA finds the global optimum (i.e., the shortest path). The route failure ratio is the inverse of route optimality. It is asymptotically the probability that the computed route is not optimal, because it is the relative frequency of route failure. The population size of each GA is also taken to be the same as the number of nodes in the networks. A total of 1000 random network topologies were considered in each case.
The quality of solutions of the algorithms is compared in Fig. 7 . From the figure, we can see that the quality of the solution of the proposed GA is much higher than that of the other algorithms. In case of 30 nodes, for example, the proposed GA outperforms Inagaki's GA and Munemoto's GA with and , respectively. The results are collected in Table I . The proposed GA attains a 0.1712 route failure ratio (82.88% route optimality) with a population size equal to the number of nodes in the networks. The proposed GA is better than Inagaki's GA and Munemoto's GA with and , respectively. Meanwhile, STD of route failure ratio (probability) for the proposed GA amounts to 0.1067 comparing favorably with 0.1745 for Inagaki's GA and 0.167 for Munemoto's GA. It means that the proposed algorithm retains its robustness amidst changing network topologies with regard to the quality of solution (route optimality). The benefits accrue from the compound effects of effective search capability of the crossover and the diversity maintenance by mutation.
Second, the convergence speed of every GA is investigated. Convergence performance is investigated in terms of the average number of fitness function evaluations. Cantȗ-Paz [29] suggests the total execution time (i.e., the number of fitness function evaluations) required to find a solution of the same average quality as a fair comparison criterion. In other words, the number of fitness function evaluations directly measures the rank (excellence) of convergence performance only if all the GAs converge to solutions with identical quality. Unfortunately, finding the exact population size for a particular quality of solution for each algorithm is very difficult. However, determining the population size with certain constraints is relatively easy. We can determine the population size for each algorithm by exhaustive search for each algorithm so as to achieve almost the same quality of solution (route optimality). The proposed algorithm seems to have the most satisfactory performance and Inagakis' the least. The reason is quite apparent: the proposed algorithm involves the smallest number of fitness function evaluations. That means faster convergence. Networks with 15-50 nodes and randomly assigned link costs were also studied.
The results in respect of number of fitness function evaluations are shown in Fig. 8 . From the figure, we can see that the convergence rate of the proposed algorithm is much higher than that of the other algorithms in every case, because the average number of fitness function evaluations needed to reach similar quality of solution (i.e., maximum difference is about 4%) is smaller than any other algorithm. In the case of 30 nodes, for instance, the proposed GA is faster than Inagaki's GA and Munemoto's GA with and (i.e., 7.27 times and 1.92 times), respectively. The results are collected in Table II .
From Table II , it can be seen that the proposed GA converges to a solution with about 0.2 route failure ratio (80% route optimality) in about 122 fitness function evaluations. The convergence speed of the proposed GA is superior to that of Inagaki's GA and Munemoto's GA with and (i.e., 6.63 and 2.06 times), respectively. It is noted that such improvement serves as a lower bound of convergence gain because the proposed GA still attains better quality of solution than other algorithms. Furthermore, the STD of fitness function evaluations for the proposed GA is about 32, while it is about 182 for Inagaki's GA and about 59 for Munemoto's GA. It also implies that the proposed GA is indeed insensitive to network topologies, as far as convergence is concerned.
In order to further compare the convergence performance of the proposed GA with that of Dijkstra's algorithm, direct (real) computation time obtained from previous experiments (Fig. 7) is presented in Fig. 9 . The average computation time of Dijkstra is 0.14 s and that of the proposed GA is 0.067 s. The proposed GA is faster than Dijkstra's algorithm with , although it may confront the route failure situation with . The computation time of the proposed GA does not increase significantly with the network size while it does in case of Dijkstra's algorithm. It is noted that both the algorithms are, per se, inadequate for real-time communications in mobile ad-hoc networks. However, the proposed GA, with its extremely fast hardware counterpart, passes the test (Section I).
C. Experimental Verification of the Population-Sizing Equation
In this section, we verify that the generalized and enhanced version of the population-sizing equation employing the gam- bler's ruin problem fairly accurately predicts the quality of solutions computed by the proposed GA.
For an accurate assessment, all the results must be averaged over 10 000 random network topologies, because the best quality of solution in the experiment guarantees a route failure ratio (99% route optimality). In other words, we must experiment until the number of suboptimal solutions is at least 100; thus, 10 000 network topologies are needed for supporting up to route failure ratio. So, the experiments are run ten times with a total of 1000 random network topologies with 15-50 nodes, and randomly assigned link costs (normalized).
In order to apply the population-sizing equation [(16) ], the domain-dependent variables must be properly assigned. The average order is a unique domain-dependent variable not yet specified. Assuming that it is likely that an average order of more than two is very rare, the parameter can be approximated by a two-term weighted average as follows: (18) The reason for this assumption is explained below. When is 2, half the nodes in a route choose lower/worse nodes among their own neighbors as forward nodes in order to build an optimal path (i.e., quite misleading). Thus, can be ignored since this situation ( ) itself is relatively rare in practice. Determining the coefficients is a very difficult problem. They are also sensitive to network size and topology. We observed that plotting the average deceptive size against the number of nodes on a log-log scale results in an almost straight line, which means that the coefficient of the average order 2 ( ) can be approximated with a general power-law equation [29] as follows: (19) Here, is the number of nodes in the networks, and and are domain-dependent constants. The value of and can be computed by transcendental cognition as follows:
and (20) where is also the probability of GA failure (route failure probability).
Therefore, the average order may be calculated as follows:
From (21), we can see that the average order is around 1 if the network does not have a large number of nodes. In that case, the probability of disruption of the BBs by crossover is very small. It is noted that if the average order becomes large, the probability becomes large too and the population size might be affected. As mentioned earlier (Section III-C), however, the increasing average order does not strongly induce any increment in the population size [22] . Experiments concerning the population-sizing equation are summarized in Fig. 10 . In Fig. 10 , the dotted line is the target route failure probability and the thin line with a symbol is the experimental result with the population size obtained by (16) . From the figure, we can see that the equation accurately predicts a population size that is adequate for reaching the desired (target) solution on the order of route failure probability of 0.1 (i.e., better than 90% optimality), and satisfactorily estimates the population size as an upper bound in cases of worse route failure probabilities. Thus, the equation can be used for determining the population size for a desired quality of solution.
On the other hand, the scalability of the population-sizing equation with regard to he number of nodes (network size) is investigated only in two cases, viz., 0.01 (99%) and 0.1 (90%) route failure probabilities (route optimality). The results of the experiments are shown in Fig. 11 . It can be seen that the equation is quite scalable at 0.01 route failure ratio. Although it is not quite scalable at 0.1 route failure ratio, the quality of solution is not so much influenced by the number of nodes since the variation of the quality of solutions is about 5%.
As a result, it may be inferred that the population-sizing equation is scalable, a characteristic that is quite important in practical problems. Fig. 9 . Convergence performance between the Dijkstra's algorithm and the proposed GA. 
V. CONCLUDING REMARKS
This paper presented a genetic algorithm for solving the SP routing problem. The crossover and the mutation operations work on variable-length chromosomes. The crossover is simple and independent of the location of crossing site. Consequently, the algorithm can search the solution space in a very effective manner. The mutation introduces, in part, a new alternative route. In essence, it maintains the diversity of population thereby avoiding local traps. A treatment for infeasible solutions (chromosomes) has also been investigated without unduly compromising on computational requirements. Simulation studies show that the algorithm is indeed insensitive to variations in network topologies in respect of both route optimality (quality of solution) and convergence speed. The quality of solution has empirically been found to be better than that of other algorithms; indeed, the 0.1712 route failure ratio (82.88% route optimality) is attained with the population size that is equal to the number of nodes in the networks. The route failure (optimality) performance of the proposed GA was better than those of Inagaki's GA and Munemoto's GA with and , respectively. Furthermore, convergence was seen to occur in about 122 fitness function evaluations with up to about 0.2 quality of solution (80% route optimality). The convergence performance of the proposed GA was better than those of Inagaki's GA and Munemoto's GA with and , respectively. In addition, the real computation time of the proposed GA was shorter than that of Dijkstra's algorithm. However, hardware implementation may be necessary for applications involving real-time services in a dynamic network topology.
An equation that helps in determining an adequate population size for obtaining a desired (quality) solution has also been investigated in this paper. It is based on the gambler's ruin model. It is a fairly generalized form of it, though. It is noted that the equation does not require information such as the signal or variance of competing BBs. It is difficult or impossible to obtain such information in multihop network environments in any case. The accuracy of the equation was verified with experiments by specifying different solution qualities ranging from 0.01 to 0.5 route failure probability (50 99% route optimality). The results showed that the predictions of the equation are acceptable in the (practically) operational region [which is better than 0.1 route failure probability (90% route optimality)]. It can be used as an upper bound elsewhere. Furthermore, the equation scales with problem difficulty (network size).
The proposed algorithm can search the solution space effectively and speedily compared with other extant algorithms. The population-sizing equation appears to be a conservative tool to determine a population size in the routing problem.
