Let {2n(x)} ñ-o be a set of polynomials, where each qn(x) is of degree precisely n. The {qn(x)} are quasi-orthogonal if there exists an interval (a, b) and an associated nondecreasing function a(x) such that 0 for 0 g m ú n -2. 0 for 0 ^ m = n -1, ,0 for 0 = m = n.
Riesz [8 ] and Chihara [2 ] have shown that a necessary and sufficient condition for the quasi-orthogonality of the {iZn(x)} is that there exist nonzero constants, {ßn}r=o anc* \bn\ñ=\, such that qn(x) = anpn{x) + bnpn-i(x), » à 1, q0(x) = a0po (x) where the {pn(x) }^L0 are the related orthogonal polynomials. We say that two polynomial sets are related if one set is quasi-orthogonal with respect to the interval and distribution of the orthogonality of the other set. Chihara [2 ] gave a necessary form for a recurrence relation for quasi-orthogonal polynomials. It is the purpose of this paper to present, with an example, a recurrence relation that is both necessary and sufficient for the quasi-orthogonality of a polynomial set. Theorem 1. For {qn(x)} to be a set of polynomials quasi-orthogonal with respect to an interval (a, b) and a distribution da{x), it is necessary and sufficient that there exist a set of nonzero constants { Tt\ (" 0 and a set of polynomials {pn(x)\ orthogonal with respect to (a, b) and da (x) such that n (3) p"(x) = X) TtQiix), n à 0.
Necessity. The quasi-orthogonality of the {iZ»>(x)} implies the existence of a relevant interval and distribution of the quasi-orthogonality and hence the existence of a related set of orthogonal polynomials {^"(x)}. Since the polynomials of each set are of degree precisely n, we may write n (4) pn(x) = £ Bn,iqi{x), »â0, It would then follow that p~m(x) would be identically zero and therefore, absurdly, not of degree m. We next normalize the orthogonal polynomials of (4) This implies that
where, here as well as later, we take X)?=i a« to be zero. Multiplying successively by da(x), xda(x), ■ ■ ■ , xn~2da(x), and integrating over Since n may be taken arbitrarily large, we may thus set T¿= Tn,i for all n and î for which Tn,% is defined. Hence we have n />»(*) = 13 Tiqi{x), n = 0.
<=o If one of the { 7\-}, say Tm, were zero, then the absurdity that pm(x) is of degree less than m would follow.
Sufficiency. We prove the sufficiency by noting that n (3) pn(x) = 23 Tiqi{x), n = 0,
expressions equivalent to (2). Q.E.D.
Theorem2.^4 necessary and sufficient condition that the set {^"(x)} "=0, where each qn(x) is a polynomial of degree precisely n, be quasi-orthogonal is that it satisfy n-2 (5) xqn(x) = Anqn+i(x) + Bnqn(x) + C"g"_i(x) + fl"J T^x) for all n where Ti^O,
An-\Tn-\ ( Cn+iT"+i ■-+ Dn+1Tn+1\ > 0 forn^l, and where any terms involving An, Bn, C"-n, Dn+i, or qn(x) with negative n are taken to be zero.
Necessity.
The existence of the quasi-orthogonal {gn(x)| implies the existence of a set of related orthogonal polynomials {pn(x)} such
Since the nth polynomial of each set is of degree precisely n, there exist coefficients such that n-2 (9) xqn(x) = Anqn+1(x) + Bnqn(x) + C"ç"_i(x) + £ AKlipi{x) for« è 2. 
For the special cases n<2, the expansion of xq"(x) according to (5) can be verified in the light of the coefficient conventions described in the theorem. From (8) we may write, where pn(x) =0 for «<0,
and hence we see that (5) may be written for all n
The possible appearance of 7\'s with negative i is purely formal. Any such Ti may be given arbitrary nonzero values and, from the coefficient conventions described in the theorem, the terms involving such Ti are zero. We may rewrite (10) as
At this point we need a lemma. Lemma 1. A necessary and sufficient condition that the polynomials {i?"(x) }ñ=-i (where i?_i(x) =0 and every other Rn(x) is of degree precisely n) be orthogonal is that the Rn(x) satisfy (12) xRn(x) = anRn+1(x) + ßnRn(x) + ynRn-i(x) fom^O where (13) a"_iY" > 0 for n fe 1.
Proof. Since ««^0 for »^0 implies and is implied by the fact that polynomials of degree precisely n satisfy the recurrence relation, (12) may be written (14) x\Rn(x) If a.l = \Rn+l(x) fi «il + ßn [*»(*) ]j «,1
where an empty product is to be interpreted as unity. But according to a theorem of Favard [6] or Shohat [9] , the polonomials {i?n(x)IJ?ro a<} °f 
.-(-+ Dn+1Tn+i) > 0 for n = 1.
•I n \ * n / Sufficiency. Suppose that we have a polynomial set {qn(x)} that satisfies (5) with the associated conditions on the coefficients of (5) as given in the theorem. Let us define a polynomial set {pn(x)} by the relation
where pn(x)=Q for «<0. These polynomials will then satisfy (11). Condition (6) placed on (11) implies that (11) may be written in the form X(pn(x) -pn-l(x)) = anPn+l(x) + (ßn ~ 0¡.n-l)pn{x)
If we take (18) and the expressions formed from it by shifting n to n -1 a sufficient number of times to obtain an expression where all the terms are zero, and then add all these expressions together, we get
Since (7) combined with (6) states that an-iyn > 0 for n = 1, our lemma shows that the {pn(x)} are orthogonal and hence that the {gn(x)} are quasi-orthogonal.
Q.E.D. If we have a set of quasi-orthogonal polynomials for which the coefficient Dn in (5) never vanishes, we may multiply (5) by D^ -oc», shift the index from n to « -1, subtract the two relations and so obtain a recurrence formula of the form
Many polynomial sets that have appeared in the literature (e.g. Let us assume that we have a polynomial set \qn(x)}, each qn(x) being of degree precisely n for w^O and g"(x) =0 for «<0, that satisfies (20) for all n. Further, let us assume that ctn^O for all n. Since qn(x) for non-negative n is of degree precisely n, there exist coefficients An,k such that n+l (21) xanqn(x) = ^2 An,kqk{x), n ^ 0. for w^0 where the sum is taken to be zero if the lower summation limit exceeds the upper summation limit. This relation (23) can easily be written in the form of (5) and the side conditions on (5) can then be used to obtain the conditions on the coefficients of (20) that will assure us that the <?n(x) of (20) and (23) are quasi-orthogonal. Such conditions on the coefficients of (20) can be obtained by a straightforward procedure but the expressions in this general case are too complicated to profitably reproduce here.
Let us now specialize our polynomials to Sister Celine's/"(a; -; x) =fn(a, x). The/n(a, x) are generalized hypergeometric polynomials.
( -n)k(n + l)*(a)*x* (24) fn(a,x) = tF,(-n,n + l,a;l/2,l;x)= £ (1/2)»(1)4*1 
This recurrence relation implies that the /"(a, x) satisfy a relation of the form of (23). If we form this relation and divide both sides by or», we obtain a relation of the form (5) We observe that if a is 1/2 or 1, (25) degenerates into an orthogonal type recurrence relation. From [S], the polynomials thus defined are specialized asymmetric Jacobi polynomials. Explicitly, we have /■"(1/2, *) = PB(1 -2x), **>*-■<&:*.,,(,-2*)-
We seek those polynomials that satisfy (25) that are quasi-orthog-onal. That is, we seek those values of the parameter a for which the conditions (6) and (7) are met. After a straightforward but tedious calculation, the left member of (6) becomes for the special polynomials of (25) This expression is zero when a = 2 or 3/2. When a = 2 or 3/2, the inequality (7) is also satisfied. Therefore the polynomial sets {/"(2, x)} and {/"(3/2, x)} are quasi-orthogonal.
Let us first consider the polynomials {/n(2, x)}. Setting a = 2 in (25) and putting the resulting coefficients An, Bn, Cn, Dn, and Tn in (15),
we obtain the recurrence relation for the orthogonal polynomials Similarly, it can be shown that (29) /n(3/2, x) = (n + 1)P"0,1)(1 -2x) -nPn-l\l -2x) and therefore the polynomials {/"(3/2, x)} are quasi-orthogonal over the interval (0, 1) with respect to the weight function (1-x).
