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Abstract
We present a time-implicit hybridizable discontinuous Galerkin (HDG) method for
numerically solving the system of three-dimensional (3D) time-domain Maxwell equa-
tions. This method can be seen as a fully implicit variant of classical so-called DGTD
(Discontinuous Galerkin Time-Domain) methods that have been extensively studied
during the last 10 years for the simulation of time-domain electromagnetic wave
propagation. The proposed method has been implemented for dealing with general
3D problems discretized using unstructured tetrahedral meshes. We provide numer-
ical results aiming at assessing its numerical convergence properties by considering
a model problem on one hand, and its performance when applied to more realis-
tic problems. We also include some performance comparisons with a centered flux
time-implicit DGTD method.
Keywords: Maxwell’s equations, time-domain, implicit time stepping,
discontinuous Galerkin, hybridized discontinuous Galerkin
1. Introduction
1.1. Generalities about the DGTD method
During the last ten years, the DGTD method has progressively emerged as a
viable alternative to well established FDTD (Finite Difference Time-Domain) [1]
and FETD (Finite Element Time-Domain) [2] methods for the numerical simulation
of electromagnetic wave propagation problems in the time-domain.
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The DGTD method can be considered as a finite element method where the
continuity constraint at an element interface is released. While it keeps almost all
the advantages of the finite element method (large spectrum of applications, complex
geometries, etc.), the DGTD method has other nice properties which explain the
renewed interest it gains in various domains in scientific computing:
- It is naturally adapted to a high order approximation of the unknown field.
Moreover, one may increase the degree of the approximation in the whole mesh
as easily as for spectral methods but, with a DGTD method, this can also be
done locally i.e. at the mesh cell level. In most cases, the approximation relies
on a polynomial interpolation method but the method also offers the flexibility
of applying local approximation strategies that best fit to the intrinsic features
of the modeled physical phenomena.
- When the discretization in space is coupled to an explicit time integration
method, the DG method leads to a block diagonal mass matrix independently
of the form of the local approximation (e.g the type of polynomial interpola-
tion). This is a striking difference with classical, continuous FETD formula-
tions. Moreover, the mass matrix is diagonal if an orthogonal basis is chosen.
- It easily handles complex meshes. The grid may be a classical conforming
finite element mesh, a non-conforming one or even a hybrid mesh made of
various elements (tetrahedra, prisms, hexahedra, etc.). The DGTD method
has been proven to work well with highly locally refined meshes. This property
makes the DGTD method more suitable to the design of a hp-adaptive solution
strategy (i.e. where the characteristic mesh size h and the interpolation degree
p changes locally wherever it is needed).
- It is flexible with regards to the choice of the time stepping scheme. One may
combine the discontinuous Galerkin spatial discretization with any global or
local explicit time integration scheme, or even implicit, provided the resulting
scheme is stable.
- It is naturally adapted to parallel computing. As long as an explicit time
integration scheme is used, the DGTD method is easily parallelized. Moreover,
the compact nature of method is in favor of high computation to communication
ratio especially when the interpolation order is increased.
As in a classical finite element framework, a discontinuous Galerkin formulation relies
on a weak form of the continuous problem at hand. However, due to the discontinuity
of the global approximation, this variational formulation has to be defined at the
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element level. Then, a degree of freedom in the design of a discontinuous Galerkin
scheme stems from the approximation of the boundary integral term resulting from
the application of an integration by parts to the element-wise variational form. In
the spirit of finite volume methods, the approximation of this boundary integral term
calls for a numerical flux function which can be based on either a centered scheme
or an upwind scheme, or a blend of these two schemes.
1.2. DGTD methods for time-domain electromagnetics
In the early 2000’s, DGTD methods for time-domain electromagnetics have been
studied by a few groups of researchers, most of then from the applied mathematics
community. One of the most significant contributions is due to Hesthaven and War-
burton [3] in the form of a high order nodal DGTD method formulated on unstruc-
tured simplicial meshes. The proposed formulation is based on an upwind numerical
flux, nodal basis expansions on a triangle (2D case) and a tetrahedron (3D case) and
a Runge-Kutta time stepping scheme. In [4], Kakbian et al. describe a rather similar
approach. More precisely, the authors develop a parallel, unstructured, high order
DGTD method based on simple monomial polynomials for spatial discretization,
an upwind numerical flux and a fourth-order Runge-Kutta scheme for time march-
ing. The method has been implemented with hexahedral and tetrahedral meshes. A
high order DGTD method based on a strong stability preserving Runge-Kutta time
scheme has been studied by Chen et al. [5]. The authors also present post-processing
techniques that can double the convergence order. A locally divergence-free DGTD
method is formulated and studied by Cockburn et al. in [6]. In the same period, a
high order nodal DGTD method formulated on unstructured simplicial meshes has
also been proposed by Fezoui et al. [7]. However, contrary to the DGTD methods
discussed in [3] and [4], the DGTD method in [7] is non-dissipative thanks to a com-
bination of a centered numerical flux with a second-order leap-frog time stepping
scheme. The DGTD method has then been progressively considered and extended
to increasinlgy more complex modeling situations by groups of researchers in the
applied electromagnetics and electrical engineering communities for a wide variety of
applications related to aeronautics, defense, semiconductor device fabrication, etc.
[8]-[9]-[10]-[11]-[12]-[13]-[14] to cite a few. More recently, the method has also been
adopted and further developed by researchers in the nano-optics domain [15]-[16]-
[17]-[18]. A full review of the nowadays numerous applications of DGDT methods
would certainly require than a simple paragraph. Also worth to note, the DGTD
method has been implement in commercial software such HFSS-TD (the time-domain
version of the well-known HFSS software used for antenna design) [19].
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1.3. Explicit versus implicit DGTD methods
From the above discussion, it is clear that the DGTD method is nowadays a
very popular numerical method in the computational electromagnetics community.
The works mentioned so far are mostly concerned with time explicit DGTD methods
relying on the use of a single global time step computed so as to ensure stability
of the simulation. It is however well known that when combined with an explicit
time integration method and in the presence of an unstructured locally refine mesh,
a high order DGTD method suffers from a severe time step size restriction. A
possible alternative to overcome this limitation is to use smaller time steps, given
by a local stability criterion, precisely where the smallest elements are located. The
local character of a DG formulation is a very attractive feature for the development
of explicit local time stepping schemes [20]-[21]-[22]. An alternative approach that
has been considered in [23]-[24] is to use a hybrid explicit-implicit (or locally implicit)
time integration strategy. Such a strategy relies on a component splitting deduced
from a partitioning of the mesh cells in two sets respectively gathering coarse and fine
elements. In these works, a second-order explicit leap-frog scheme is combined with
a second-order implicit Crank-Nicolson scheme in the framework of a non-dissipative
(centered flux based) DG discretization in space. At each time step, a large linear
system must be solved whose structure is partly diagonal (for those rows of the
system associated to the explicit unknowns) and partly sparse (for those rows of the
system associated to the implicit unknowns). The computational efficiency of this
locally implicit DGTD method depends on the size of the set of fine elements that
directly inluences the size of the sparse part of the matrix system. Therefore, an
approach for reducing the size of the subsystem of globally coupled (i.e. implicit)
unknowns is worth considering if one wants to solver very large-scale problems.
A particularly appealing solution in this context is given by the concept of hy-
bridizable discontinuous Galerkin (HDG) method. The HDG method has been first
introduced by Cockbrun et al. in [25] for a model elliptic probelm and has been sub-
sequently developed for a variety of PDE systems in continuum mechanics [26]. The
essential ingredients of a HDG method are a local Galerkin projection of the under-
lying system of PDEs at the element level onto spaces of polynomials to parametrize
the numerical solution in terms of the numerical trace; a judicious choice of the nu-
merical flux to provide stability and consistency; and a global jump condition that
enforces the continuity of the numerical flux to arrive at a global weak formulation
in terms of the numerical trace. The HDG methods are fully implicit, high-order ac-
curate and endowed with several unique features which distinguish themselves from
other discontinuous Galerkin methods. mots importantly, they reduce the globally
coupled unknowns to the approximate trace of the solution on element boundaries,
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thereby leading to a significant reduction in the degrees of freedom. HDG meth-
ods for the system of time-harmonic Maxwell equations have been introduced in
[27]-[28]-[29].
1.4. Objectives of this work
In view of devising a hybrid explicit-implicit HDG method, a preliminary step
which is the focus of this work is to develop a fully implicit HDG formulation. In this
paper we present such a time-implicit hybridizable discontinuous Galerkin (HDG)
method for numerically solving the system of three-dimensional (3D) time-domain
Maxwell equations. The method is based on a second-order Crank-Nicolson scheme
for time integration whereas the discretization in space and in particular the defini-
tion of HDG traces are mostly inspired from the HDG formulations already knonw
for the time-harmonic Maxwell equations [27]-[28]-[29]. We study the stability of this
time-implicit HDGTD (Hybridizable Discontinuous Galerkin Time-Domain) method
as well as the solvability of the reduced system for the hybrid variable. The sequel of
the paper is oragnized as follows: in section 2 we state the initial and boundary value
problem that we want to solve, and then introduce some notations for the sequel;
section 3 is the core of the paper where we describe and study the properties of the
time-implicit HDGTD method; in section 4 we discuss about some implementation
aspects of the method; preliminary results are presented in section 5; finally, section
6 concludes the paper. We note that the numerical results presented here before
all aim at validating the proposed HDGTD method. A detailed assessment of the
performances of the method for more realistic 3D problems simulated on parallel
computing systems will be the subject of a subsequent paper.
2. Problem statement and notations
2.1. The system of 3D Maxwell equations
We consider the system of 3D time domain Maxwell’s equations on a bounded
polyhedral domain Ω ⊂ R3{
ε∂tE− curl H = 0, dans Ω× [0, T ],
µ∂tH + curl E = 0, dans Ω× [0, T ],
(1)
where the symbol ∂t denotes a time derivate, T a final time, E(x, t) and H(x, t)
are the electric and magnetic fields. The dielectric permittivity tensor ε and the
magnetic permeability tensor µ are varying in space, time-invariant and both positive
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functions. The boundary of Ω can be decomposed in ∂Ω = Γm∪Γa with Γm∩Γa = ∅
and the boundary conditions are choosen as{
n× E = 0, sur Γm × [0, T ],
n× E + n× (n×H) = n× Einc + n× (n×Hinc) = ginc, sur Γa × [0, T ].
(2)
Here n denotes the unit outward normal to ∂Ω and (Einc,Hinc) the incident field.
The first boundary condition indicates a metallic boundary condition (referring to a
perfectly conducting surface), the second relation is called absorbing and takes here
the form of the Silver-Müller condition. Finally, the system is supplemented with
inital conditions: E0(x) = E(x, 0) and H0(x) = H(x, 0).
2.2. Notations and approximation spaces
We consider a partition Th of Ω into a set of tetraedra. Each non-empty intersec-
tion of two elements Ke and Kg, with e, g = {1, .., |Th|}, is called an interface. We
denote by F Ih the union of all interior interfaces of Th, by FBh the union of all bound-
ary interfaces of Th, and Fh = F Ih ∪ FBh . Note that ∂Th represents all the interfaces
∂K for all K ∈ Th. As a result, an interior interface shared by two elements appears
twice in ∂Th, unlike in Fh where this interface is evaluated once.
For an interface F ∈ F Ih , F = Ke ∩Kg, let v± be the traces of v on F from the




JvKF = n+ × v+ + n− × v−,
where the unit outward normal vector to K is denoted by n±. For the boundary
faces these expressions are modified as{
{v}F = v
+,
JvKF = n+ × v+,
since we assume v is single-valued on the boundaries. In the following, we introduce
the discontinuous finite element spaces and some basic operations on these spaces for
later use. Let Ppe(Ke) denote the space of polynomial functions of degree at most pe













where L2(Ω) is the space of square integrable functions on the domain Ω. The
functions in Vh are continuous inside each element but be discontinuous across the













, (η · n)
Ff
= 0, ∀Ff ∈ Fh
}
.
For two vectorial functions u and v in [L2(D)]
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, we denote (u,v)D =
∫
D
u · v dx
provided D is a domain in R3, and we denote < u,v >F=
∫
F
u · v ds if F is a















We set vt = −n× (n× v) , vn = n (n · v) where vt and vn are the tangential and
normal components of v such as v = vt + vn.
3. Principles and formulation of the global HDG problem
Following the classical DG approach, approximate solutions (Eh,Hh), for all t ∈
[0, T ], are seeked in the space Vh ×Vh satisfying for all K in Th{
(ε∂tEh,v)K − (curl Hh,v)K = 0, ∀v ∈ Vh,
(µ∂tHh,v)K + (curl Eh,v)K = 0, ∀v ∈ Vh.
(3)
Applying Green’s formula, on both equations of (3) introduces boundary terms which
are replaced by numerical traces Êh and Ĥh in order to ensure the connection between
element-wise solutions and global consistency of the discretization. This leads to the
formulation for all t ∈ [0, T ]





= 0, ∀v ∈ Vh,





= 0, ∀v ∈ Vh.
(4)
It is straightforward to verify that n×v = n×vt and < H,n×v >= − < n×H,v >.
Therefore, using numerical traces defined in terms of the tangential components Ĥth
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and Êth, we can rewrite (4) as





= 0, ∀v ∈ Vh,





= 0, ∀v ∈ Vh.
(5)
The hybrid variable Λh introduced in the setting of a HDG method is here defined
for all the interfaces of Fh as
Λh := Ĥ
t
h, ∀F ∈ Fh. (6)
We want to determine the fields Ĥth and Ê
t
h in each element K of Th by solving
system (5) and assuming that Λh is known on all the faces of an element K. Let us
consider a numerical trace Êth for all K given
Êth = E
t
h + τKn× (Λh −Hth) on ∂K, (7)
where τK is a local stabilization parameter.
Remark 1. In a classical DG method the traces of the local fields Eh and Hh
between neighboring elements are defined as
Êh = {Eh}+ αHJHhK and Ĥh = {Hh}+ αEJEhK,
where αH and αE are positive penalty parameters.
Remark 2. Following the HDG approach, when the hybrid variable Λh is known for
all the faces of the element K, the electromagnetic field into Ke can be determined
by the local system (5) using (6) and (7).
Adding the contributions of (5) over all the elements and enforcing the continuity
of the tangential component of Êh, we can formulate a problem which is to find
(Eh,Hh,Λh) ∈ Vh ×Vh ×Mh such that for all t ∈ [0, T ]
(ε∂tEh,v)Th − (Hh, curl v)Th + 〈Λh,n× v〉∂Th = 0, ∀v ∈ Vh,
















where the last equation is called the conservativity condition with which we ask the
tangential component of Êh to be weakly continuous across any interface between
8
two neighboring elements. With the definition (7), we can apply a Green formula on
the second equation of (8) and get for all t ∈ [0, T ]
(ε∂tEh,v)Th − (Hh, curl v)Th + 〈Λh,n× v〉∂Th = 0,∀v ∈ Vh,
(µ∂tHh,v)Th + (curl Eh,v)Th + 〈τn× (Hh −Λh) ,n× v〉∂Th = 0,∀v ∈ Vh,
〈n× Eh,η〉∂Th + 〈τ (H
t







The main principles of the HDG method can be summarized as:
1. The DoFs of the hybrid variable are determined by solving a global linear
system (from the discretization of the conservation condition) supported by
the interfaces of Fh;
2. The DoFs of the electromagnetic field in each element are evaluated by solving
local linear systems, more exactly for the DoFs of (Eh,Hh) in the considered
element.
3.1. Stability and conservation properties when Γa = ∅
Selecting v = Eh(t) in the first relation of (9) and v = Hh(t) in the second





(ε||Eh(t)||2 + µ||Hh(t)||2) = −〈Λh,n× Eh(t)〉∂Th
−〈τn× (Hh(t)−Λh) ,n×Hh(t)〉∂Th .








= −〈τn× (Λh −Hh(t)) ,n× (Λh −Hh(t))〉∂Th ≤ 0,
since τ > 0. Thus, the energy function Eh(t) = 12 (ε||Eh(t)||
2 + µ||Hh(t)||2) decreases
in time such that Eh(t) ≤ Eh(0), for all t > 0. This result shows the stability in L2
sense. In particular, this method is dissipative for the considered numerical trace for
Êth in (7).
3.2. Time integration
The system of equations (9) can be rewriten in the form of a differential algebraic
equation (DAE) such as
F (Eh(t),Hh(t),Λh(t)) = 0, (10)
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where F is defined for all v in Vh and for all η in Mh by (ε∂tEh,v)Th − (Hh, curl v)Th + 〈Λh,n× v〉∂Th(µ∂tHh,v)Th + (curl Eh,v)Th + 〈τn× (Hh −Λh) ,n× v〉∂Th
〈n× Eh,η〉∂Th + 〈τ (H
t






As explain in [30] the defined system is considered as a semi-explicit DAE. In this
sense, the third equation of (10) is called algebraic equation and is considered as a
constraint on the global system. The idea here is to transform the DAE into an ODE
which can be straightforward solved using numerical methods. From the previews



















As a first step, the perturbation problem is considered
(ε∂tEh,v)Th − (Hh, curl v)Th + 〈Λh,n× v〉∂Th = 0, (12)
(µ∂tHh,v)Th + (curl Eh,v)Th + 〈τn× (Hh −Λh) ,n× v〉∂Th = 0, (13)
γ∂tΛh + 〈n× Eh,η〉∂Th + 〈τ (H
t






From here we can discretize the problem in time. We consider a sequence of time
steps
0 = t0 < t1 < t2 < · · · < tN = T.








n+1)) at time tn+1 = (n+ 1)∆t. Using a Crank-























































(Hnh,v)Th − (curl E
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(Hnh,v)Th − (curl E
n
h,v)Th − 〈τn× (H
n
h −Λnh) ,n× v〉∂Th ,




























































































Then, the system of equations is finally given by (in order to simplify the equations,
we omit the superscript n+1)
(ε̄Eh,v)Th − (Hh, curl v)Th + 〈Λh,n× v〉∂Th = bE, (18)










− 〈Λh,η〉Γa = bΛ. (20)
3.3. Well-posedness of the local solver
For α ∈ Mh, (Eαh ,Hαh) denotes the approximate solution at time n + 1 whose
restriction to an element K ∈ Th is the solution to the local problem
(ε̄Eαh ,v)K − (H
α
h , curl v)K + 〈α,n× v〉∂K = bE, ∀v ∈ Vh (21)
(µ̄Hαh ,v)K + (curl E
α
h ,v)K + 〈τn× (H
α
h − α) ,n× v〉∂K = bH , ∀v ∈ Vh.(22)
Setting bE = bH = 0, v = E
α
h in (21) and v = H
α




h)K = −〈τn× (H
α














h − α) ,n×Hαh〉∂K +〈α,n× E
α
h〉∂K = 0. (23)
For α = 0 and assuming τ > 0, (23) implies that Eαh = H
α
h = 0 on K and since ε̄
and µ̄ are strictly positive real numbers.
3.4. Characterization of the reduced problem












h , curl E
α
h)Th + 〈η,n× E
α
h〉∂Th = bE. (24)
Secondly, we set v = Hetah in (19) to obtain
(µ̄Hαh ,H
η




h)Th + 〈τn× (H
α
h − α) ,n×H
η
h〉∂Th = bH . (25)







h)Th + 〈η,n× E
α
h〉∂Th
+ 〈τn× (Hαh − α) ,n×H
η
h〉∂Th = bE + bH .
(26)
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The conservativity condition (20) for α ∈Mh where (Eαh ,Hαh) denotes the approxi-
mate solution, yields
〈n× Eαh ,η〉∂Th + 〈τn× (H
α
h − α) ,n× η〉∂Th − 〈α,η〉Γa = bΛ. (27)
We replace 〈n× Eαh ,η〉∂Th in (26) by (27) and we deduce that α is the solution of
the following reduced problem for α
Ah(α, η) = Lh(η), ∀η ∈Mh (28)
with






h)Th + 〈τn× (α−H
α
h) ,n× (η −H
η
h)〉∂Th + 〈α,η〉Γa
Lh(η) = bE + bH − bΛ.
Note that the bilinear form Ah is symmetric positive definite. Let us now prove the
existence and uniqueness of the approximate solution.
Theorem 1. If we assume τ > 0, then the HDG method (18)-(20) has a unique
solution (Eh,Hh,Λh) for any time iteration n ≥ 1.
Proof. We suppose that the right-hand side of (28) is equal to zero
Ah(α, η) = 0, ∀η ∈Mh.
Next, we choose η = α and the relation becomes
Ah(α, α) = ε̄ ‖ Eαh ‖2 +µ̄ ‖ Hαh ‖2 + 〈τn× (α−Hαh) ,n× (α−Hαh)〉∂Th + 〈α, α〉Γa .
A sufficient condition for having Ah(α, α) = 0 is to require that each of the terms
are zero. The two first terms imply that Eαh = H
α
h = 0 for all K ∈ Th since ε̄ > 0
and µ̄ > 0. Moreover, α = 0 on Γa by 〈α, α〉Γa = 0. Then, from H
α
h = 0, we have
〈τn× (α−Hαh) ,n× (α−Hαh)〉∂Th = 〈τn× α,n× α〉∂Th .
Assuming τ > 0 implies that α = 0 on ∂K, for all K ∈ Th. In summary, α = 0 on
Fh ∩ Γa and on Th, so α = 0 everywhere.
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3.5. Energy variation and unconditional stability







Lemma 1. Using (15)-(17), the total discrete electromagnetic energy defined by (29)
is non-increasing in time i.e. En+1 ≤ En. Then, the totally discretized problem (18)-
(20) is unconditionally stable.
Proof. Choosing as test functions v = (En+1h + E
n
h)/2 belonging to Vh in (15) and
v = (Hn+1h + H
n





























































The energy variation is then given by













































































































− ‖ Λn+1h + Λ
n
h ‖2≤ 0.
4. HDG method implementation
Let us introduce some notations and definitions. For all Ke ∈ Th we have
(Eh Ke ,Hh Ke ) = (E
e,He) : Ke ×Ke −→ R3 × R3,
where Ee (x) =
[
Eex (x) , E
e




and He (x) =
[
Hex (x) , H
e





The components of electromagnetic field are expanded in element Ke by a linear













j (x) (ξ ∈ {x, y, z}) , (30)
where N eK = (pe + 1) (pe + 2) (pe + 3) /6 the dimension of Ppe , E
e
ξ [j] and H
e
ξ [j] are
the DoFs of the electromagnetic field supporting by Ke. For all Ff ∈ Fh, we have
Λh Ff = Λ
f : Ff −→ R3
Λf : (x) 7−→ Λfu (x) uf + Λfw (x) wf ,
(31)
where uf and wf represent coordinate axis. Λfu and Λ
f
w are decomposed by linear













j (x) , (32)
where Λfu [j] and Λ
f
w [j] are the DoFs of Λ
f associated to Ff , andN
f
F = (pf + 1) (pf + 2) /2
the dimension of Ppf (Ff ).
Remark 3. In practice, uf = uf/‖uf‖2 and wf = wf/‖wf‖2 with uf = nf2 − n
f
1








3 represent the three nodes associated to Ff .
15
Henceforth, we denote by νe the set of indices of neighboring elements of Ke. For all
Ke ∈ Th (e ∈ {1, · · · , |Th|), we have |νe| faces, denoted by ∂K le ∈ ∂Th and defined by
∂K le = Ke ∩Kg, l ∈ {1, · · · , |νe|}, g ∈ νe.
We get a local indexing of faces, element per element. Moreover, we define the
function σ that maps the local to the global numerotation in Fh (see Figure 1){
∀Ff ∈ F Ih such that Ff = ∂K le ∩ ∂Kkg , σ(e, l) = σ(g, k) = f,
∀Ff ∈ FBh such that Ff = ∂K le ∩ (Γm ∪ Γm), σ(e, l) = f.









σ(e, 1) = f
Ff
σ(g, 3) = f
Ke
Ke
σ(e, 1) = f
Ff











Figure 1: Function σ and indexing (local/global) in 2D: conforming mesh (left) and non-conforming
mesh (right).
the values of the fields in each neighboring element of Ke. One major criticism of
DG method is that they have too many degrees of freedom (DoFs) due to nodal




where N eK is the dimension of Ppe (Ke), i.e. N eK = (pe + 1)(pe + 2)(pe + 3)/6. The
goal of the HDG method is to reduce the number of globally coupled DoFs. For
that purpose, the HDG method introduces a hybrid variable, as a new unknown, on
the faces of Fh. This new unknown can be determined by solving a global linear
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system from the discretization of a conservation condition for the hybrid variable.
More exactly, the DoFs from the hybrid variable can be defined by the resolution
of a global linear system. When the DoFs of the hybrid variable are known, the
electromagnetic field (Eh,Hh) can be locally determined element wise thanks to the
resolution of local linear systems defined in each K ∈ Th. For the HDG method, the





N fF = (pf + 1) (pf + 2) /2,
is the dimension of the space Ppf (Ff ).
Remark 4. If we consider a uniform degree of interpolation for elements and faces,
i.e. pe = pf = p, ∀Ke ∈ Th, ∀Ff ∈ Fh, then the total numbers of globally coupled
DoFs are
DG method: (p+ 1(p+ 2)(p+ 3)|Th|,
HDG method: (p+ 1)(p+ 2)|Fh|.
For |Fh| ≈ 2|Th|, 2/(p + 3) is the ratio of the number of globally coupled DoFs of
HDG method to DG method.
4.1. Local linear system
Taking (30)-(31) and choosing the basis functions of Vh as test functions in (18)-




















, 1 ≤ l ≤ |νe|


















Ae, C(e,l), being matrices of dimensions 6N eK × 6N eK and 6N eK × 2N
σ(e,l)
F and Pe a
local right-hand side.
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4.2. Global linear system
A global linear system can be obtained for the DoFs of the hybrid variable Λh
in Fh. Let us start by Ff ∈ F Ih an interior face between two elements Ke and Kg.
This face takes the local indices l and k on Ke and Kg, respectively, in particular
f = σ(e, l) = σ(g, k). For all η ∈Mh we have
〈n× Eh,η〉∂Kle − τ
(e,l) 〈n× (n×Hh),η〉∂Kle − τ
(e,l) 〈Λh,η〉∂Kle
+ 〈n× Eh,η〉∂Kkg − τ
(g,k) 〈n× (n×Hh),η〉∂Kkg
− τ (g,k) 〈Λh,η〉∂Kkg = 0.
(34)
Now, we consider a boundary face Ff ∈ Γa such as Ff ∈ ∂K le ∩ Γa. For all η ∈Mh,
the conservation condition takes the form
〈n× Eh,η〉∂Kle − τ
(e,l) 〈n× (n×Hh),η〉∂Kle







Using (30)-(31), replacing the test functions in (34) by the basis functions of Mh



















, 1 ≤ l ≤ |νe|. With (33) we obtain the following system
KΛ = bΛ, (36)











The HDGTD method described in the previous sections has been programmed
in Fortran 95/2003 for a renormalized version of the time-domain Maxwell equations
(1). The equations are still formulated as in (1) but with ε ≡ εr and µ ≡ µr where
εr and µr are relative electromagnetic parameters without dimension. Beside, in the
renormalized equations, the time variable t is given in meter while the electric and
magnetic fields, E and H, are obtained in Volts per meter (V/m).
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5.1. Propagation of a standing wave in a cubic PEC cavity
In order to validate and to study the numerical convergence of the proposed 3D
HDG method, we consider the propagation of an eigenmode in a closed cavity (Ω is
the unit square) where the walls are metallic, the frequency f =
√
3/2c0 Hz, where c0
is the speed of light in vacuum, and the wavelength λ = 1.1547 m. The permittivity
and the permeability are equals to the constant vacuum values ε = ε0 and µ = µ0
i.e. εr = µr = 1. The exact time-domaine solution is given by
Ex(x, y, z, t) = − cos(πx) sin(πy) sin(πz) cos(ωt),
Ey(x, y, z, t) = 0,
Ez(x, y, z, t) = sin(πx) sin(πy) cos(πz) cos(ωt)
and 
Hx(x, y, z, t) = −
π
ω
sin(πx) cos(πy) cos(πz) sin(ωt),
Hy(x, y, z, t) =
2π
ω
cos(πx) sin(πy) cos(πz) sin(ωt),
Hz(x, y, z, t) = −
π
ω
cos(πx) cos(πy) sin(πz) sin(ωt)
where the angular frequency (or pulsation) is given by ω = 2πf (rad · s−1). The
above relations are used to initialize the E and H field components in the cavity.
The parameter τ in the HDG traces is taken equal to 1. The time step is chosen
as ∆t = cCFL∆tmin where ∆tmin is the global minimal time step over the whole mesh.
The value of the time step is chosen such that the accuracy does not affect the
accuracy in space. We measure the maximal L2-norm of the error for a sequence of
successively refined tetrahedral meshes starting from a uniform coarse mesh. The
latter is obtained by subdividing a finite difference grid of the unit cube. We plot
this error as a function of the square root of the number of DoFs required for the
interpolation of the electric and magnetic field, in logarithmic scale. On Figure 2a,
we observe an optimal convergence order for the electromagnetic field. For a too
large value of the coefficient cCFL, the discretization error in time is predominant
and the order is equal to 2 independently of the interpolation degree, see Figure
2b. We proceed by comparing the proposed time-implicit HDG with a classical
centered flux time-implicit DGTD method [24] in terms of memory occupation and
CPU time for the same problem. The coefficient cCFL is set to 1. We make use of the
MUMPS sparse direct solver [31] for the inversion of the HDG system (36) and of the
global linear system characterizing the time-implicit DGDT method. Simulations
are performed on a workstation equipped with an Intel Xeon E5-2630@2.60 GHz
processsor. The obtained results are summarized in Table 1 for two interpolation
19






















(a) cCFL << 1















(b) cCFL = 1
Figure 2: Standing wave in a PEC cavity: numerical convergence study.
orders. We clearly see that the HDG method outperforms the DG method both on
the memory requirement and CPU time metrics, especially at higher interpolation
orders.
5.2. Scattering of a plane wave by a dielectric sphere
We now consider the problem of the scattering of a plane wave by a dielectric
sphere in free space. The computational domain Ω1 is artificially bounded by a
sphere with radius r1 = 1.5 m on which the Silver-Müller absorbing condition is
applied. The dielectric sphere Ω2 is assumed to have a radius of r2 = 0.5 m and
bounds a material of relative permittivity εr,2 = 2 and relative permeability µr,2 = 1
(non-magnetic material). The medium exterior to the dielectric sphere is assumed
to be vacuum, i.e. εr,1 = µr,1 = 1. At initial time, the electromagnetic field is set to






z = 0 and{
Eincz (x, y, z, t = 0) = cos(ωy),
H incy (x, y, z, t = 0) = − cos(ωy)
(37)
We consider two cases. In the first one, the frequency of the incident plane wave
is equal to F = 300 MHz and the total simulation time is set to T = 3.33 10−8s
which corresponds to a propagation of the initial wave over 10 periods. In this case
20
P1 P3
DG HDG DG HDG
Matrix order 36 864 39 168 184 320 130 560
# non-zero entries 2 988 320 1 562 112 64 448 080 17 356 800
Fill-in ratio (%) 0.21 0.1 0.19 0.1
Storage LU (MB) 541 115 13 442 1 271
Overall storage (MB) 827 188 20 383 1 985
Analysis time (s) 0.7 0.09 12 0.7
Factorization time (s) 46 3 8 308 143
L2 error 4.6810
−2 4.2210−2 3.6110−2 3.6010−2
Table 1: Standing wave in a PEC cavity: comparaison between the time-implicit DGTD method
and the time-implicit HDGTD method.
the time step is set to ∆t = 311∆tmin where ∆tmin is the smallest time step over the
whole mesh which is equal to 10−12s (the largest time step is equal to 1.9 10−10s). In
the second case, we set F = 600 MHz and a final time T = 1.67 10−8s which also
corresponds to a propagation of the initial wave over 10 periods. The CFL number is
here set to 155. We present results for HDG-Pk methods with k = 1, 2,. The better
accuracy with increasing k is here limited by the second-order time approximation
(as mentioned in the previous case) and by the approximation error on the circular
geometry of the interface between the two materials as well as the use of the first
order Silver-Müller absorbing condition. The contour lines of the real part of the
discrete Fourier transform (DFT) of the component Ez evaluated are exposed in
Figures 3 and Figures 4, respectively. To assess the performances of the HDG
method, we summarize in Table 2 different values, in particular the number of non-
zero elements and the memory requirement for the analysis and factorization of the
matrix of system (36). These value are here independent of the frequency F on the
incident plane wave. Data for a simulation performed with a fully explicit centered
flux-based DG method [7] are also given. Despite the overhead introduced by the
resolution of the linear system for the hybrid variable (36), the time-implicit HDG
method is faster in CPU time, thanks to the possibility of using a larger time step.
6. Conclusion
In this work we have presented a time-implicit hybridizable discontinuous Galerkin
method to solve numerically the time-domain Maxwell equations in 3D. We have










(a) HDG-P1 method. (b) HDG-P2 method.
Figure 3: Scattering of a plane wave by a dielectric sphere: contour lines of DFT(Ez) for F =
300 MHz.
(a) HDG-P1 method. (b) HDG-P2 method.





CFL number 311 311 0.82
Matrix order 547 884 1 095 696 547 848
# non-zero entries 22 671 072 90 684 288 3 456 256
Fill-in ratio (%) 0.007 0.007 0.001
Analysis storage (MB) 11 561 43 168 1664
Factorization storage (MB) 8863 32 356 1648
Analysis time (s) 3.0 7.4 0.4
Factorization time (s) 174.9 1 725.4 0.236
CPU time (s) 151 1 1384 16 362
Table 2: Scattering of a plane wave by a dielectric sphere F = 300 MHz: performance results.
putationally efficient for moderately large 3D problems. In order to address much
larger and more realistic problems, a strategy combining explicit and implicit time
schemes in the spirit of [23]-[24] will be one of our future works. Beside, improving
the accuracy in time is also an important objective. In the context of hybrid explicit-
implicit time integration strategies, an original approach inspried from domain de-
composition principles has recently been presented in [32] for the second-order wave
equation. Whether such an approach can be extended to the first-order form of the
system of time-domain Maxwell equations remains an open question that would be
worth considering in the HDG discretization framework. Finally, devising a scalable
implementation of such an hybrid explicit-implicit HDGTD method will also be a
mandatory step.
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