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6Sputtering of silicon by low-energy oxygen
bombardment studied by MD simulations
Patrick Philipp,a* Tom Wirtza and John KiefferbIn the field of secondary ionmass spectrometry, ion–matter interactions have been largely investigated by numerical simulations.
For molecular dynamics simulations related to inorganic samples, mostly classical force fields assuming stable bonding structure
have been used. In this paper, we will use a reactive force field capable of simulating the breaking and formation of chemical
bonds. Important features of this force field for simulating systems that undergo significant structural reorganisation are (i) the
ability to account for the redistribution of electron density upon ionization, formation, or breaking of bonds, through a charge
transfer term, and (ii) the fact that the angular constraints dynamically adjust when a change in the coordination number
of an atom occurs. In this work, we present results obtained for the simulation of low-energy oxygen bombardment of
crystalline and amorphous silicon. Information on variation of sputtering yields, energy, and angular distributions as well as
the emission of clusters are studied. Compared to normal force fields, ion–matter interactions as well as the sputtering of matter
should be described more accurately, especially when using reactive primary ions (oxygen or cesium) at low impact energies.
Copyright © 2012 John Wiley & Sons, Ltd.
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The characterisation of thin layered samples by low-energy
secondary ion mass spectrometry (SIMS), e.g. for inorganic samples
related to microelectronics applications or organic multilayered
samples for optoelectronic devices, is only possible if the para-
meters influencing the analysis outcome are known and can be
controlled.[1] Most challenging issues are depth resolution for
layers with nm-scale thickness as well as ionization mechanisms
depending on sample composition, concentration variations in
between different layers, and varying surface concentration of the
implanted primary ion species, either in the pre-equilibrium regime
or in between two layers.[2,3] Depth resolution as well as the matrix
effect have been largely investigated and improved by experimental
techniques.
Molecular dynamics (MD) simulations can contribute success-
fully by exploring the nanoscale mechanisms of sputtering and
damage formation in the sample during ion bombardment.[4–6]
They have been successfully applied to describe sputtering and
cascade formation for many applications, including monatomic
and cluster bombardment of inorganic and organic samples.
Cluster sizes range from small clusters containing few atoms to
massive clusters of up to several thousand atoms.[4] Applications
vary from cascade formation during monatomic bombardment
and the sputtering of organic fragments and molecules during
SIMS analyses to surface smoothening and etching by massive
clusters. Monatomic bombardment of Si surfaces is of particular
interest for this work. Previous simulation studies report on sputter
yields,[7,8] angular and energy distributions,[7–9] as well as damage
formation.[10–13] Most of the studies on ion bombardment are
making use of classical force fields which assume stable bonding
and either covalent or Coulomb interactions. A combination of
both is not possible. Such simple potentials are not well suited
for systems undergoing significant structural changes or includ-
ing reactive species like oxygen or cesium. This is in particular trueSurf. Interface Anal. 2013, 45, 356–359for sputtering by reactive species in SIMS. Reactive force fields
have been developed to model such systems. In this paper,
we will use the force field of Kieffer which has been modified
for the simulation of sample irradiation by energetic ions.[14]
Previously, it has already been applied successfully to the simula-
tion of structural and dynamic properties of cristiobalite[15,16]
and other systems.[17–19]
In this paper, we will give a short description of this force field
and describe the implantation of the primary ion species as well
as the sputtering of atoms and small clusters for 250 eV and
500 eV bombardment of a crystalline Si(100) and an amorphous
Si surface by single oxygen atoms.Model
Important features of the Kieffer force field are the ability to
account for the formation and breaking of bonds. These
mechanisms are modelled by a charge transfer term and the
dynamic adjustment of the angular constraints when a change
in the coordination number of a given atom occurs. It is a general
potential that should be able to reproduce the properties of
many systems and not only the specific properties of a well-
defined system. The reactive three-body potential includes a
Coulomb term, a Born-Huggins-Mayer repulsive term, as well as
a three-body term:Copyright © 2012 John Wiley & Sons, Ltd.
Figure 1. Stopping power with respect to depth for 250 eV and 500 eV
oxygen bombardment of a) crystalline and b) amorphous Si samples.
Figure 2. Depth of origin of sputtered matter for 250 eV and 500 eV ox-
ygen bombardment of a) crystalline and b) amorphous Si samples.
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where fi is the potential energy of the particle, qi is the charge,
e0is the dielectric constant of the vacuum, and rij is the interatomic
distance. Coulomb interactions are calculated by summing over N
atoms up to the cut-off distance of the Ewald summation, while
the other interactions sum over NC neighbours up to the cut-off
distance of the Born-Huggins-Mayer term. The charge of each
atom is given by equation qi ¼ qOi 
PNC
j¼1dijzij , where q
0
i is the
charge of the isolated atom and zij ¼ 1
1þeb rijað Þ
is the charge
transfer function. Both, a and b are empirical parameters. Covalent
bonding is modelled by ’ij þ ’ik
 
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, where
’ij ¼ Cij kijij zije
lijrijð Þijmodels the attraction between two atoms,
θ is the equilibrium bond angle, and θijk is the angle formed by the
bond vectors rij and rik. Furthermore,Cij ¼ Aij 1þ zini þ
zj
nj
 
where zi
is the valence and ni is the maximum number of electrons in the
outer shell of atom i. Coulomb interactions are calculated using
the Ewald summation. For the low impact energies studied in this
paper, an interpolation to a high-energy potential like the ZBL
potential is not required. A more detailed description of the
original force field can be found in.[14] Modifications to that
potential as well as the optimisation of Si – O parameters are
described in reference.[20]
MD simulations of amorphous Si and Si(100) surfaces have
been carried out for impact energies of 250 eV and 500 eV and
an incidence angle equal to 60. This angle corresponds roughly
to the incidence angle on the Cameca SC-Ultra instrument under
the same experimental conditions. The azimuthal angle is chosen
randomly. The amorphous sample has a size of 4.34.312.2 nm3
containing 10000 atoms while the crystalline sample is a 8815
supercell containing 7680 atoms. The amorphous sample has
been obtained by defining random atom positions at 2000 K,
relaxing the system for 8.5 ns at that temperature and ramping
it during 4 ns down to 300 K. At 300 K, the system could relax
during 1.5 ns. Both samples form 2D slaps with periodic boundary
conditions in x-y directions. The current implementation of the
Ewald summation does not allow removing them.
In order to obtain reliable statistics for every condition, 400
random impacts have been simulated on the pristine amorphous
surface and 90 impacts on the crystalline surface. The simulations
have been carried out at 300 K at constant volume and without
applying any energy control. The time step was chosen such that
the maximum energy drift stayed below 0.5%.
Results and discussion
The simulation of oxygen bombardment of silicon surfaces
should allow for the study of sputtering mechanisms during
initial stages of sputtering (static regime) in amorphous and
crystalline samples. For the crystalline sample, the surface atoms
are reorganised in dimers, and thus more strongly bonded than
those of the amorphous sample. One consequence of this can
be observed in Fig. 1 where the stopping power averaged over
the first 2.5 Å at the sample surface is significantly higherSurf. Interface Anal. 2013, 45, 356–359 Copyright © 2012 John(3.5 eV/Å – 5.0 eV/Å) than those of the amorphous sample
(0.5 eV/Å – 1.0 eV/Å). For greater depths, it becomes more difficult
to distinguish both samples. The distribution of the stopping
power with depth is broader for the amorphous target, but the
maximum is closer to the sample surface (in between 5.0 Å and
7.5 Å compared to in between 7.5 Å and 10.0 Å for the crystalline
sample). At the same time, the distribution of the crystalline
sample presents the longest tail. This behaviour can be explained
by the smaller density of the amorphous target (2.05 g/cm3
compared to 2.33 g/cm3 for the crystalline target) which facili-
tates the implantation of the incoming oxygen atom and the
low-density channels in the crystalline silicon. Although the
direction of the bombarding atoms are not directly parallel to
those channels, they may get deviated into them below the
surface and continue then with reduced stopping power.
Those mechanisms also influence the depth of origin of the
sputter silicon atoms (Fig. 2). For the crystalline sample at
250 eV bombardment, 94% of the sputtered atoms originate from
the first 2.5 Å below the sample surface. This number drops to
76% for the amorphous silicon. At 500 eV, the situation is similar
with 83% of the atoms of the crystalline sample being sputtered
from the first 2.5 Å compared to 65% for the amorphous target.
For the crystalline target, all atoms are also sputtered from
the two first atomic layers (about the first 5.0 Å) while atoms of
the amorphous sample can originate up to a depth of 7.5 Å forWiley & Sons, Ltd. wileyonlinelibrary.com/journal/sia
Figure 4. Size distribution of sputtered particles for 250 eV and 500 eV
oxygen bombardment of a) crystalline and b) amorphous Si samples.
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8the 250 eV and up to 10.0 Å for the 500 eV bombardment. Never-
theless, in both conditions, more than 90% of the atoms originate
from the first 5.0 Å.
The sputtering yield depends both on the density and the
crystallinity of the target. For the crystalline target, the reorga-
nised Si(100) surface results in a significantly increased stopping
power when compared to the amorphous sample. However,
the sputtering yield is much lower (Fig. 3a). Silicon atoms of the
amorphous sample are much more loosely bonded, and thus
easier to sputter. Thus is reflected by the corresponding sputter-
ing yields of 0.35 (crystalline sample) and 0.7 (amorphous
sample) at 250 eV as well as those of 0.5 (crystalline sample)
and 1.0 (amorphous sample) at 500 eV. For both energies, the
sputtering yields are lower than those predicted by Stopping
and Range of Ions in Matter (SRIM)[21,22] (0.9 at 250 eV and 1.6
at 500 eV) The different sputtering yields correlate quite well with
the different primary ion ranges (Fig. 3b). At 250 eV, the MD range
of the amorphous target is slightly higher than the one of the crys-
talline target. The range predicted by SRIM is highest. At 500 eV,
the lowest range is obtained by SRIM, while those of the MD simu-
lations vary still with the inverse of the sputtering yield. The range
of the MD simulations seem to increase faster than for SRIM. At
the same time, the SRIM simulations have been carried out with
the theoretical density of silicon (2.33 g/cm3) while the density
of the amorphous target is significantly lower (2.05 g/cm3).
For the emission of clusters, sample density and structure are
also of large importance. They have been detected by analyzing
the neighbour list at the end of the simulation.[23] For both sam-
ples, the largest amount of matter is sputtered as single atoms
(Fig. 4). For the crystalline sample, this value changes from 74%
to 82% and for the amorphous sample from 78% to 81%. Thus,
both kinds of targets behave there in the same way. This changes
for the emission of clusters. For the crystalline sample, only
dimers have been emitted. For the amorphous sample, also
larger clusters are observed. For the 250 eV bombardment, 18%
of the atoms are emitted as Si2 and 2% as Si3 clusters. For the
500 eV bombardment, even larger clusters have been observed.
19% of the matter is sputter as Si2, 3.8% as Si3, and 0.2% as Si4
clusters. The last number represents a single event. Thus, larger
clusters are emitted more easily from the less dense amorphousFigure 3. Comparison of a) different sputter yields and b) ranges for MD
and SRIM simulations.
wileyonlinelibrary.com/journal/sia Copyright © 2012 Johtarget. All clusters are also emitted via direct ejection. For Si
clusters, direct ejection is expected,[7] but might be increased
by the too high bond energy in Si2 clusters (4 eV with our
potential compared to the experimental value of 2.2 eV).[7] Yet,
total cluster abundances qualitatively agree with data found in
literature. For metals, simulations predict that sputtered clusters
contribute in between 2% to several 10% to the total sputtered
flux.[23–25] Similar values are found in experiments.[26,27] To our
knowledge, for silicon, the only data available is on Xe and
organic cluster bombardment. Xe bombardment results in cluster
emission up to 20% while less clusters are ejected for the lighter
organic primary clusters.[28] However, in these experiments,
secondary ions have been detected without multi-phonon
ionization so that the results are affected by the cluster ionization
probabilities.
The emission of Sin – O clusters has also been studied. As the
simulation studies include only single oxygen atom bombard-
ment of a pristine silicon surface, clusters containing more than
one oxygen atom cannot be formed. Furthermore, clusters with
more than one Si atom have not been observed, at least not for
the 400 impacts carried out for every experimental condition.
Thus, the probability to form such clusters must be rather small.
For the crystalline sample, only one cluster has been observed
for the 250 eV bombardment. For the amorphous sample, more
clusters have been observed, but the number of simulated
impacts is also larger (400 impacts compared to 90 for the
crystalline target). Five clusters have been observed for 250 eV
bombardment and two for the 500 eV bombardment. Thus, the
emission of Si – O clusters seems to be equally probably for
amorphous and crystalline samples, at least for this number of
simulated impacts. In every situation, the cluster is also formed
between the backscattered oxygen atom and a silicon atom from
the top atomic layer. The oxygen atom lifts this atom up while
crossing the upper atomic layer. Before, the oxygen atom can
either have been implanted down to few Å, or has been forming
a cascade close to the sample surface.Conclusions
By studying the bombardment of both an amorphous and a
crystalline silicon surface by 250 eV and 500 eV oxygen bombard-
ment, the initial stages of sputtering could be modelled. Not
surprisingly, the sputtering yield revealed to depend on the
sample crystallinity and density. In a well-organised structuren Wiley & Sons, Ltd. Surf. Interface Anal. 2013, 45, 356–359
Sputtering of silicon by low-energy oxygen bombardment by simulationsclose to the optimal configuration, the atoms are more strongly
bonded and thus more difficult to displace. Accordingly, the
stopping power of the reorganised Si(100) surface is higher
than the one of the amorphous sample and the irradiation of
this surface results in smaller implantation depths and lower
sputtering yields. Furthermore, for the amorphous target,
sputtered atoms can originate from larger depths and the
amount of sputtered Si – O clusters is increased. No significant
difference could be observed for Si2 clusters while Sin, with n> 2
are more abundant for the amorphous target. Nevertheless, in
our simulations, the silicon atoms in sputtered Si – O clusters
originate always from the first atomic layer.
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