We present a novel unsupervised learning framework for single view depth estimation using monocular videos. It is well known in 3D vision that enlarging the baseline can increase the depth estimation accuracy, and jointly optimizing a set of camera poses and landmarks is essential. In previous monocular unsupervised learning frameworks, only part of the photometric and geometric constraints within a sequence are used as supervisory signals. This may result in a short baseline and overfitting. Besides, previous works generally estimate a low resolution depth from a low resolution impute image. The low resolution depth is then interpolated to recover the original resolution. This strategy may generate large errors on object boundaries, as the depth of background and foreground are mixed to yield the high resolution depth. In this paper, we introduce a bundle adjustment framework and a super-resolution network to solve the above two problems. In bundle adjustment, depths and poses of an image sequence are jointly optimized, which increases the baseline by establishing the relationship between farther frames. The super resolution network learns to estimate a high resolution depth from a low resolution image. Additionally, we introduce the clip loss to deal with moving objects and occlusion. Experimental results on the KITTI dataset show that the proposed algorithm outperforms the state-of-the-art unsupervised methods using monocular sequences, and achieves comparable or even better result compared to unsupervised methods using stereo sequences.
Introduction
Predicting depth from a single image is a challenging task and has many applications in 3D vision and robotics, such as autonomous driving, planning, obstacle avoidance and Simultaneous localization and mapping (SLAM). This task is different from the traditional multiple view reconstruction, which uses a set of images of a scene to re- Figure 1 . Experimental results of our algorithm and GeoNet [56] on the KITTI dataset [35] . Our algorithm introduces a superresolution network to produce a high resolution depth map from a low resolution input. Compared to GeoNet, the depth maps of our algorithm have clear boundaries, and contain more details as shown by the red rectangle.
cover the 3D information, mainly considering the appearance matching and geometric constraints among these images. Due to its importance, much effort has been made in this task. As in other computer vision tasks, deep learning approaches have achieved great success. Early works [27, 30, 49, 31] formulated single image depth prediction as a supervised learning problem. The difficulty of the supervised method lies in the lack of ground truth depth information. Recent works [15, 58, 15, 60, 57, 48, 55, 1] show that view synthesis can be an effective supervisory signal to train the neural network. This removes the requirement of ground truth depth supervisory labels, and makes unsupervised learning for depth estimation possible.
In the literature, stereo and monocular videos are explored to train the network [15, 58, 15, 60, 57, 48, 55, 1] . Compared to stereo, the monocular video is a broader training source and is easier to capture. However, training on monocular video is more challenging, due to the unknown camera motion, moving objects, and varying lighting conditions. Although current works [58, 48, 60, 55, 53] using monocular videos have showed promising results, there still exists significant gap between the results obtained by stereo and monocular training strategies. This paper focuses on unsupervised learning using monocular videos and seeks to reduce this gap. The contributions of the paper are as follows:
Bundle Adjustment Framework We introduce a bundle adjustment framework to train the network. It is well known that a large baseline is essential for accurate depth estimation. In SLAM or VO systems [36, 10, 9] , bundle adjustment is used to jointly optimize a set of camera poses and landmarks, which increases the baseline of a moving camera. Our bundle adjustment framework jointly optimize depths and camera poses within a sequence. Compared to previous works [58, 56, 60, 48, 33] that use consecutive frames to generate constraints, our method increases the baseline and introduces more constraints.
Super-resolution Network Motivated by superresolution of image [25, 50] , we introduce a superresolution network to generate a high resolution depth map from a low resolution input. In previous works, the image is downsampled and fed into the network. The network produces a low resolution depth map which has the same resolution as the input image. This low resolution depth map is then upsampled to recover the depth of the original image. The interpolation combines nearby depths, which may result in large errors, especially at the boundaries of objects. We solve this problem by introducing a super-resolution network which learns to generate a high resolution depth map.
Clip Loss Function We introduce a clip loss to deal with the moving object and occlusion. The supervisory signal of the unsupervised learning framework comes from view synthesis. The resulting loss function is under the assumption of static scene and photometric consistency. One challenge of learning depth from monocular videos lies in the moving object and occlusion, which will violate the static assumption. The large errors coming from these regions will degrade the performance. This paper introduces a clip loss function to deal with this problem. During training, errors higher than a certain percentile will be capped. They will generate zero gradients and will not impact on training.
Related Work
Estimating depth from a single image is a challenging task. This differs from the traditional structure-from-motion (SfM) [43] or multi-view stereo (MVS) [44] , where multiple images are used to recover the depth. A large number of learning based approaches, including both supervised and unsupervised approaches, have been proposed to address the single image depth estimation problem, and great progress has been made in this task. Supervised Depth Estimation Most supervised approaches formulate the depth estimation problem as a supervised regression problem. In early works [41, 42] , Markov random field(MRF) with hand-crafted features was trained to estimate the depth. Liu et al. [29] introduced semantic labels into the MRF learning. Ladický et al. [24] showed that combining semantic labeling and depth estimation can benefit each other. Karsch et al. [19] adopted non-parametric sampling for pose estimation. To avoid feature engineering, supervised learning using deep neural networks has been explored. Eigen et al. [8] presented a multi-scale deep convolutional neural network(CNN) to predict the depth, which is later extended for depth prediction, surface normal estimation, and semantic labeling [7] . Due to the promising results demonstrated by this approach, various deep network structures have been explored to further improve performance, such as combining CNNs with conditional random field(CRF) [27, 30, 49, 31] , using fully convolutional residual networks with reverse Huber loss [26] , formulating the depth estimation problem as a pixel-wise classification task [3] , or jointly learning depth and camera motion from two unconstrained images [46] . Recently, Cheng et al. [5] proposed a convolutional spatial propagation network to learn the affinity matrix for depth prediction. Besides CNNs, recurrent neural networks (RNN) is also explored to yield spatio-temporally accurate monocular depth prediction [21] . In these works, depth sensors are used to produce supervisory signs. The depth information from RGB-D sensors is noisy, and has limited range (generally for indoor scenarios). On the other hand, the depth measurements from LiDARs are sparse and need an accurate GPS/IMU device to register the LiDAR scan [13] . To reduce the requirement of supervisory depth, some works [59, 4] showed that relative depth can be used to learn the metric depth. Kuznietsov et al. [23] presented a semi-supervised algorithm which combines sparse ground-truth depth and photometric consistency as supervisory signs. Li et al. [28] adopted structure-from-motion (SfM) and multi-view stereo (MVS) technology to generate the supervisory 3D information. This method is not applicable to scenarios where SfM or MVS fails to work. Ground truth depth is still required to adapt the pretrained model to a specific application. In recent work [2] , synthetic data with perfect depth were used to train a depth estimation network, and an image style transfer network was trained to convert a real image into the synthetic domain, so that depth could be estimated from real images.
Unsupervised Depth Estimation The Photometric consistency assumption for nearby frames gives a way to avoid the requirement of ground truth depth at training time. Although various costs are proposed for unsuperivsed learning, view synthesis [11, 52] is critical in generating selfsupervisory signals for unsupervised learning of depth estimation. Specifically, a source and a target image pair are considered at training time. The network yields the depth of the source image, which together with the target image and the pose between the image pair is used to synthesize the source image. The training is conducted by minimizing the error between the real source image and the synthesized one. According to the type of training images, unsupervised approaches can be divided into two categories.
The first category considers learning depth from stereo sequences. The left and right images and the known pose of the stereo camera rig form a self-supervisory loop to train the network. Garg et al. [12] first applied this selfsupervised methodology on stereo image pairs. They used the Taylor expansion to approximate the cost function for gradient computation, which may result in a sub-optimal objective. To solve this problem, Godard et al. [15] applied the spatial transformer network [18] to yield a differentiable reconstruction cost function. They also enforced geometric constraints during the training by introducing the left-right disparity consistency loss. Poggi et al. [39] extended Godard's work [12] to trinocular camera system. They introduced an interleaved training procedure to adapt the trinocular network to binocular input. Except for the above photometric reconstruction error of the left and right image pair, the temporal photometric and deep feature reconstruction errors were also exploited to improve the performance in [57] . Recent works [37, 1] showed that generative adversarial network (GAN) [40] paradigm, and supervision from stereo matching network trained by the depth from synthetic data [16] can benefit unsupervised depth learning.
The second category focuses on learning depth from monocular sequences. Compared to the above case, this is a more challenging problem, as the camera pose is unknown. Zhou et al. [58] and Vijayanarasimhan et al. [47] showed that it is capable of learning depth prediction and pose estimation at the same time using the supervisory signs from view reconstruction error and spatial smoothness cost. The pose estimation network removes the requirement of stereo training samples. Several recent works explored introducing different constraints during training. The consistency between normal and depth was utilized in [55] . The 3D point cloud alignment loss was introduced in [33] . Depth and optical flow prediction are related tasks. Recent works [56, 60] show that jointly learning depth and optical flow can benefit each other. Motivated by current direct visual odometry (DVO) technologies [10, 9] , Wang et al. [48] introduced a differentiable DVO (DDVO) module to replace the previous pose estimation network. They also presented a simple depth normalization strategy to address the scale sensitivity problem cased by the generally used depth regularization term. Godard et al. [14] presented several ways to improve the depth estimation, including using a pretrained encoder, sharing lower layers between pose and depth estimator, and training each lower resolution depth map by upsampling them to the input image resolution.
Moving objects are another problem for training using monocular sequences. The stereo camera pair capture objects at the same, so the scene satisfies the rigid transformation and the moving object is not problematic. Vijayanarasimhan et al. [47] dealt with this problem by introducing an object motion model and an object mask. This method requires knowledge of the number of moving objects in the scene, which is difficult to be estimated. Zhou et al. [58] proposed to an explanation mask to get rid of regions undergoing motion and occlusion. However, they later found that this reduced performance. Yin et al. [56] introduced a ResFlowNet to learn the residual non-rigid flow which is caused by the moving object. The forwardbackward consistency is used in [60, 56] to deal with moving objects and occlusions.
Our Approach
Our framework includes two networks for depth and pose estimation, respectively, as demonstrated in Fig. 2 . The depth network produces a depth map for each image within a sequence. The pose network takes two consecutive images as input, and predicts the relative pose between them. As it sequentially slides through the whole sequence, it estimates the relative pose of each image pairs. This differs from the previous works [58, 48] which stack the whole sequence as the input and estimates the poses relative to the center image. This section details our unsupervised framework.
Bundle Adjustment Process
Our network is trained by the supervisory signs from a bundle adjustment process, as demonstrated in Fig. 2 . Bundle adjustment is an essential component to yield accurate results in traditional SLAM or VO systems [36, 10, 9] . A large baseline is important in achieving accurate depth estimation. Bundle adjustment gives an effective way to increase the baseline of a moving camera. Motivated by this, we formulated our unsupervised training in the bundle adjustment manner. In traditional monocular SLAM or VO systems, landmarks are tracked by a certain descriptor [36] or photometric consistency [10, 9] in nearby frames. Bundle adjustment is then performed to jointly optimize the camera poses and the landmarks. Similarly, in our framework, photometric consistency is used to track each pixel frame by frame, depth consistency is exploited to establish the crosssequence constraints on camera poses and depths. Besides the forward motion, we also consider a backward motion which reverses the sequence during training. Compared to previous works [58, 47, 55, 56, 60, 48, 33] , our bundle adjustment process yields a larger baseline and more constraints to avoid overfitting.
Our bundle adjustment process is differentiable which leads to training the network end-to-end. It uses N-frame training snippets S = {I 1 , I 2 , · · · , I N } from video se- Figure 2 . Our bundle adjustment unsupervised learning framework. In the traditional SLAM or VO system, camera poses and landmarks are jointly optimized in bundle adjustment. Similarly, our algorithm jointly optimizes depths and camera poses by using photometric consistency loss and cross-sequence geometric consistency loss. Arcs represent view synthesis. The cross-sequence connections increase the baseline and generate more constraints than previous works [58, 47, 55, 56, 60, 48, 33] . We do not introduce corss-sequence connections to images, as the lighting condition may vary for distant frames, but the geometric constraints should always maintain.
quences as inputs. The bundle adjustment process over the training snippet S drives the depth network and the pose network to minimize photometric cost, geometric cost and local smoothness cost detailed below.
Image Reconstruction Loss
We first consider the image reconstruction error from 2 consecutive images I t and I t+1 . Given the estimated depth map D t from I t and the estimated poseT t→t+1 between I t and I t+1 , we can map a homogeneous pixel p t ∈ I t onto a homogeneous pixelp t+1 ∈ I t+1 aŝ
where K is the camera intrinsic parameter. Sincep t+1 is with continuous coordinates, we apply the differentiable spatial transformer network introduced by [18] 
where w ij is the coefficient of the bilinear interpolation. Assuming a static scene, no occlusion, and constant lighting conditions,Î t is expected to be the same as I t . As some pixels of I t may not be visible in I t+1 , we use the mask M t (p t ) proposed in [33] to get rid of these invisible pixels. We formulate the image reconstruction error betweenÎ t and I t as
where |·| represents the absolute value, and SSIM represents the structural similarity index [51] and α is set to 0.85 as in the previous works [15, 48] .
Cross-sequence Geometric Consistency Loss
The depth network can predict the depth of each image in S. The depth of a 3D point estimated from different images should be consistent. This can be used to establish the connections among images in S.
Assume D t and D t+n , n ≥ 1 are the depth maps from image I t and I t+n , respectively. For each p t ∈ I t , we can use (1) to estimate the correspondingp t+n ∈ I t+n . Asp t+n is of continuous coordinates, we estimate the depth ofp t+n by the bilinear interpolation as the image reconstruction (2) . That is to say we can estimate the depth of p t in frame t + n by D t+n . We denote the depth map generated in this way asD t→t+n (p t ). On the other hand, we can transform the point cloud in frame t to frame t + n using
whereT t→t+n is the estimated pose from I t to I t+n . Then the depth of p t in frame t+n is the z-coordinate of P t→t+n . Denote the depth generated from (4) as D t→t+n (p t ). Ideally, D t→t+n (p t ) andD t→t+n (p) should be equal. Therefore, we define the following depth consistency loss
) L dc establishes cross-sequence constraints, as illustrated in Fig. 2 . Our formulation is also different from the point cloud alignment loss in [33] . The training in [33] is to minimize the residual of two point cloud alignment using an ICP procedure. The ICP procedure may converge to a local minimal solution, which results in suboptimal objective. Our algorithm is also different from [15] . In [15] , the left and right disparities are all from the left image, and the left-right consistency loss is limited to the stereo image pair. Our depth consistency is across the whole sequence. This differs from the works [47, 60] that limit the depth consistency error to two frames. Our formulation increases the baseline and introduce more constraints, which improves depth estimation.
Spatial Smoothness
The above cost function is not sufficient to estimate the depth in textureless regions. To handle this problem, we adopt the edge-aware smoothness regularization term employed in previous works [15, 33, 60 ] to encourage local smoothness while allowing sharpness at the edge. As the range of depth is unbounded, we impose the following regularization term on the disparity (inverse depth) map
where ∂ x and ∂ x represent the gradient in x and y direction, respectively.
Backward Sequence
In the forward motion sequence, only part of the pixels in current frame can be observed in the next frame, but most pixels in the next frame are generally visible in the current frame. Besides the aforementioned forward motion process, we also reverse the order of the sequence to generate a backward sequence. We construct the cost for the backward sequence in the same manner as the forward sequence. This leads to more constraints to avoid overfitting. During training, we jointly optimize the forward and backward losses.
Clip Loss Function
The above model assumes a static scene, no occlusion and brightness constancy. The parts of the image that violate the above assumption will generate a large cost, and in turn yield a large gradient, which potentially worsens the performance. We treat these violations as outliers, and present a clipping function to handle them. Assume s i is the ith cost of the entire cost set S, i.e., s i ∈ S. To handle the above problem, we introduce the following robust loss function
where p (S, q) represents the qth percentile of S. That is to say the cost in S is clipped at the qth percentile. Costs above the qth percentile will yield zero gradient, and do not affect the training. We apply (7) to the cost functions (3) and (5) introduced above.
Super-resolution Network
In the previous works, the network takes a downsampled image as input and provides the same resolution depth map. This depth map is then scaled to the original resolution. The drawback of this process is that it may generate large errors at object boundaries in the high-resolution depth map, as the interpolation simply combines depth values of background and foreground. To solve this problem, we introduce a super-resolution network. The superresolution network takes the low-resolution image and the output of the original decoder as input, and yields a 2 times higher resolution depth map. From Fig. 1 and 3 , we can find that our network can generate clear boundaries and more details of the scene.
Total Objective Function
Our learning objective combines the abovementioned loss functions including forward and backward motion. For the cost function (3) and (5), we apply (7) to deal with moving objects and occlusion. We adopt multiple-scale loss from coarse to fine to train the network. 4 scales are used in the experiments as previous works [58, 15] . The final objective function is
Network Architecture
Here we introduce our network architecture. Our network includes two components, i.e., a single-view depth network and a camera pose network. We adopt the network architecture of [58] as the backbone.
Depth Network Our depth network takes each image in as input, and provides a two times larger dense depth map. Our super-resolution layer is mounted on the last convolutional layer of the depth network in [58] . The depth network in [58] is of an encoder-decoder structure with skip connection between encoder and decoder. Th VGG network [45] is used as the encoder. ReLU is adopted as the activation function, except for the inverse depth prediction layer where the sigmoid activation function is used. We also adopt the depth normalization proposed in [48] to deal with the scale sensitivity of the depth regularization term. The raw image together with the output of the decoder network are stacked and fed into the super-resolution network. This uses transpose convolution to double the resolution of the input image. Our network uses 4 multi-scale training objectives downsampling from the super-resolution layer.
Pose Network The pose network receives two consecutive images as input, and predicts the relative pose between them. The network goes through the sequence. Then the pose between arbitrary images in the sequence can be easily derived from the outputs of the pose network. This differs from [58, 48] , where the whole image sequence is fed into the pose network, and the poses between the middle image and others are predicted.
Experiments
In this section, we extensively evaluate our algorithm through experiments. We compare our algorithm with the state-of-the-art methods in terms of accuracy and crossdataset generalization ability. In addition, we conduct ablation experiments to show that the proposed bundle adjustment framework, super-resolution network and clip loss function all benefit single view depth prediction.
Training Details
Our network is implemented in the TensorFlow framework. We employed the Adam [20] optimizer to minimize the objective function (8) with β 1 = 0.9, β 2 = 0.999. The model is trained for 20 epochs with initial learning rate of 10 −4 for the first 15 epochs, then dropped to 10 −5 for the last 5 epochs. We tested two input resolutions including 128 × 416 and 192 × 640 with batch size 4 and 3, respectively. The weights in (8) are set as α = 1, β = 0.01 throughout all the experiments bellow. For the clip loss function (7), we set the percentile q = 95 in our experiments. That is to say errors larger than 95% errors will be clipped and generate zero gradient. During training, we randomly scale the image contrast with [0.8, 1.2] and jet the brightness with ±10.
Monocular Depth Estimation
We mainly use the KITTI dataset [35] to evaluate our monocular depth estimation algorithm. As in previous works, we set the length of training sequences to 3. The dataset is split as [8] , which generates 40K training samples, 4k evaluation samples, and 697 test samples. We follow the general metrics of the depth estimation in related works [58, 48] . The performance is assessed by absolute relative difference, square related difference, RMSE and log RMSE. We consider two input resolutions, i.e., 128 × 416 and 192 × 640, which result in 256 × 832 and 384 × 1280 depth map, respectively. We use the postfix LR to refer to the lower resolution input. Table 3 lists the results of our algorithm and previous works. Our algorithm with 192 × 640 input generates better results than 128 × 416 input. The depth map resolution 384 × 1280 from 192 × 640 input better approximates the original image resolution in KITTI, so it suffers less from the interpolation. For training using the KITTI dataset, our algorithm significantly outperforms previous unsupervised algorithms using monocular videos. Our algorithm yields comparable or even better results than the state-of-the-art algorithms using stereo sequences to train the network. For the stereo training strategy, only the work [39, 34] using ResNet [17] as encoder generates better metrics on Abs Rel and Sq Rel than our algorithm. Our algorithm uses VGG as encoder, and outperforms the VGG version of [39] . Our algorithm fills the gap between monocular and stereo training strategies. Fig. 3 provides some qualitative results on the KITTI dataset. The previous works directly upsample the depth image, so their results are generally blurry, and their depth maps lose some details of the image.
We also consider using CityScape dataset [6] to pretrain the model, then tuning on the KITTI dataset. We find that pretraining on the CityScape dataset significantly benefits the stereo training strategy, but only slightly improve the result of the monocular training strategy. The work [56] even reported worse results. One possible reason is that frame rates of the video and the motion patterns of the vehicle, such as speed, differ during recording the two datasets. Therefore, the pose network trained on the CityScape dataset will not work well on the KITTI dataset. This will in turn impact on the training of the depth network. Methods based on stereo do not require the pose network, so the extra data can improve the performance.
Ablation Study
We conduct an ablation study to evaluate the importance of different components. We trained a series of models. Each one drops one proposed component. Table 1 lists the results. It is obvious that all the proposed components improve the performance. We find that our algorithm without super-resolution, cross-sequence geometric consistency loss and clip loss function gives similar results as [56] , where constraints between consecutive frames are used to 
Method
Abs Rel Sq Rel RMSE RMSE log δ < 1. construct the loss. Removing clip loss, dynamic objects and occlusions impacts on the training. Dropping the crosssequence geometric consistency loss reduces the baseline. Without super-resolution, the bilinear interpolation introduces large errors at object boundaries.
Generalization Ability
We use the Make3D dataset [42] to test the cross dataset generalization ability of the algorithm. We use the model trained on the CityScape and KITTI to the test dataset of Make3D. Table 2 lists the results. Our algorithm gives competitive results. The depth map resolution in the Make3D dataset is low (21 × 305). We have to downsample our high resolution depth map to a lower one. As upsampling, downsampling a depth map may also introduce large errors. Therefore, our super-resolution network does not benefit the performance. Table 3 . Single-view depth prediction results on the KITTI dataset using the split of Eigen et al. [8] . The dataset column lists the training dataset. K, CS and S denotes KITTI dataset [35] , Cityscapes dataset [6] and synthetic data, respectively. For supervision, MegaDepth [28] use depth from SfM and MVS. The works [2, 16] use synthetic data with perfect ground truth to pretrain the model. We refer this supervision as synthetic supervision (SS). The table is divided into several sections according to the type of supervision, dataset used to training and capped distance. The best result of each section is in bold. All the results are from the depth capped at 80m, except for the result of Garg et al. [12] which is capped at 50m.
Conclusion
In this paper, we present a bundle adjustment framework to learn depth estimation from a single image using monocular videos. The bundle adjustment framework uses photometric consistency to track pixels frame by frame, exploits depth consistency to connect distant frames, and introduces forward and backward motion to establish cross sequence constraints. Compared to previous algorithms, our algorithm generates more constraints and a larger baseline. We introduce a super-resolution network, which can produce a high resolution depth map from a low resolution input. This solves the problem of interpolation which may result in large errors on object boundaries. Furthermore, we present the clip loss, which can make the training robust to moving objects and occlusions. The experimental results show that our algorithm is superior to the state-of-the-art unsupervised methods, and fills the gap between the methods using stereo and monocular training strategies.
