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Abstract–With the rapid development and wide application of
computer, camera device, network and hardware technology, 3D
object (or model) retrieval has attracted widespread attention and
it has become a hot research topic in the computer vision domain.
Deep learning features already available in 3D object retrieval
have been proven to be better than the retrieval performance
of hand-crafted features. However, most existing networks do
not take into account the impact of multi-view image selection
on network training, and the use of contrastive loss alone only
forcing the same-class samples to be as close as possible. In this
work, a novel solution named Multi-view Discrimination and
Pairwise CNN (MDPCNN) for 3D object retrieval is proposed
to tackle these issues. It can simultaneously input of multiple
batches and multiple views by adding the Slice layer and the
Concat layer. Furthermore, a highly discriminative network is
obtained by training samples that are not easy to be classified
by clustering. Lastly, we deploy the contrastive-center loss and
contrastive loss as the optimization objective that has better
intra-class compactness and inter-class separability. Large-scale
experiments show that the proposed MDPCNN can achieve a
significant performance over the state-of-the-art algorithms in
3D object retrieval.
1
Index Terms—MDPCNN; Pairwise CNN; 3D Object Retrieval;
Multi-View; Discrimination.
I. INTRODUCTION
3D object retrieval plays an extremely important role in the
computer vision domain and has a very extensive application
prospect. The existing 3D object retrieval methods can be
divided into two categories: three-dimensional (3D) models
based retrieval method and two-dimensional (2D) views based
retrieval method. In the retrieval algorithms based on model
structure, low-level features ([1], [2]) such as model texture,
the geometry shape, or high-level features ([3], [4]) such as
model topology, are often employed to achieve 3D object
retrieval. However, these methods are very demanding for
the integrity of the model. While the view-based retrieval
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algorithm is implemented by obtaining 2D images of a 3D
object. Therefore the retrieval of 3D objects is converted to
retrieve 2D images of those objects. This method is also
widely adopted by developers, and researchers have proposed
some visual features for view-based 3D object retrieval, e.g.,
Zernike moments ([5]), Elevation Descriptors (EDs), Light-
Field Descriptors (LFDs) ([6]), Bag of Visual Features (BoVF)
([7]), Histogram of Orientation Gradient (HOG) ([8], [9]),
Compact Multi-view Descriptors (CMVDs) ([10]), and Multi-
view and Multivariate Gaussian descriptor (MMG) ([11]).
Accordingly, 3D object retrieval algorithms have emerged one
after another, for instance, Adaptive Views Clustering (AVC)
([12]), Nearest Neighbor (NN) ([13]), Weighted Bipartite
Graph Matching (WBGM) ([14]), Camera Constraint-Free
View (CCFV) ([15]), Hausdorff Distance (HAUS) ([14]), and
Class-statistics matching method with pair constraint (CSPC)
([16], [17]). However, as we all know, the selection of different
features or retrieval algorithms will affect the performance of
3D object retrieval ([18]). Since these hand-crafted features
may have certain emphasis and unilateralism when there are
different illuminations, different shooting angles, or very small
differences of different object categories, thus, the retrieval
performances of these features are very unstable, and it also
limits the improvement of the retrieval algorithms.
In view of the fact that many researchers have considered
the use of convolutional neural networks to extract more
robust deep learning features to recognize tasks. Convolutional
neural network (CNN) has distinctive advantages in speech
recognition and image recognition, and different CNNs ([19],
[20], [21], [22], [23], [24], [25], [26]) have been proposed such
as LeNet-5 ([19]), AlexNet ([21]), VggNet ([23]), GoogleNet
([24]) and ResNet ([25]). Although the features acquired
by CNNs are obviously superior to other traditional hand-
crafted features, it is still necessary for retrieval tasks to do
further processing after finishing the deep feature extraction,
in other words, it is not end-to-end network architecture. This
separation of tasks causes inadequate training and it also takes
a long time to finish the whole retrieval. Therefore, an end-to-
end network architecture called Siamese network ([27], [28])
arises at the historic moment. Meanwhile, various networks
([29], [30], [31]) have been upgraded on the basis of their own
fields. However, in these algorithms, the selection of multi-
view images in network training is not well discussed where
the random selection scheme is often employed. Moreover, the
network discrimination also needs to be improved in which the
same-class samples are forced to be as close as possible, but
the inter-class samples are ignored.
In order to solve the issues of 3D object retrieval better, we
put forward a new method named Multi-view Discrimination
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2and Pairwise CNN (MDPCNN), which is a discriminating
multi-batch and multi-view pairwise convolution neural net-
work. The Slice layer and the Concat layer in the network are
designed to realize the simultaneous input of multiple batches
and multiple views. These two layers are only used to split and
integrate data, and the time consuming is negligible because
no computation is required. Due to the input of pairwise
multi-view images, a large number of training samples will be
generated in the actual network training process. Thereupon
we train MDPCNN by selecting samples which are not easily
classified so, thus, a highly discriminating network can be
obtained. Finally, the contrastive and the contrastive-center
losses are proposed to work together on the network to achieve
the purpose of intra-class compactness and inter-class sepa-
rability. A large scale experiments show that MDPCNN has
acquired excellent results, making the network more stable and
efficient. The main contributions of this paper are summarized
as follows.
• We add the Slice layer and the Concat layer to the
network so that we can simultaneously enter multiple
batches and multiple views. This can speed up the con-
vergence of the network and improve the convergence
accuracy of the network.
• We use clustering scheme to select samples which are
the most difficult to classify, to make the network more
distinguishable.
• We adopt the contrastive and the contrastive-center losses
as the optimization target to improve the discrimination
of the network, which will promote its performance
improvement.
• Large-scale experiments on four benchmarks of 3D
objects demonstrate that MDPCNN has a significant
advantage over the state-of-the-art 3D object retrieval
algorithms.
The rest of the paper is organized as follows. We first
discuss some related works in Related Work, and then we
elaborate our proposed MDPCNN algorithm. Moreover, we
present experiments to evaluate our method in Experiments.
Finally, the conclusions of this paper is given in Conclusion.
II. RELATED WORK
So far, different CNN architectures have been proposed
for 3D object retrieval, where different network architectures
and different loss functions are designed. Moreover, in our
work, it also belongs to multi-view pairwise CNNs. Thus, the
related work will be presented from two aspects: (1) Network
structure; (2) Loss function. We will describe these two parts
in the following sections separately.
• In general, the 3D object retrieval process includes fea-
ture extraction and object retrieval algorithms. In order
to integrate these two steps to get end-to-end network
architecture, the Siamese network architecture ([27], [28])
was proposed where a similarity measure from the data
is learned, and then it is utilized to compare and match
samples of the new unknown category. The main ad-
vantage of this network is that it weakens the label,
makes the network scalable and classifies those categories
that have not been trained. Moreover, this algorithm is
also applicable to some small scale datasets, which can
increase the size of the entire dataset in disguise, so
that the dataset with relatively small data volume, can
be trained by the deep network to have a good effect.
Compared with direct training with 3D data, the maturity
and speed of 2D image convolution network have great
advantages. MVCNN ([30]) exploits 2D rendering maps
of 3D objects from different perspectives as the original
training data, and uses the classic and mature 2D image
convolution network for training. It combines multi-view
features ([32]) with a CNN architecture called ”view-
pooling layer” to create a single and concise 3D shape
descriptor. Using a 2D image to understand the 3D object
is often better than using a 3D object directly. The feature
of directly using the separated a 2D projection image can
also receive good results, but the feature of integrating all
the features of a 2D projection image to describe a 3D ob-
ject is much better. However, because MVCNN is not an
end-to-end network architecture for 3D object retrieval,
and it takes some time to extract deep learning features
and then identify or classify them. Besides that, MVCNN
inputs multiple views where the location of the batch-size
is occupied, thus, the batch size cannot be directly set
in the network, which will affect the convergence speed
and its accuracy. According to the different advantages
of the Siamese network and MVCNN, Gao et al. ([31])
gave an end-to-end double-chain network structure called
GPCNN. GPCNN takes the form of pairwise view as an
input unit, and matches the similarity of two view groups
to get the similarity of two objects and then realizes the
retrieval process. It implements an end-to-end retrieval
network based on the network structure of the Siamese
network and MVCNN combined with contrastive loss.
GPCNN can solve the problem of the small scale of
original samples, effectively mining the correlation infor-
mation between multiple views. Nevertheless, GPCNN
only randomly selects images to form the group pairs
without considering the impact of different views on the
training network. Additionally, it uses contrastive loss
only to bring the distance of the same class samples
closer, and does not deal with different class samples.
In addition, a hierarchical view-group-shape architecture,
such as i.e., from the view level, the group level and
the shape level, is proposed in GVCNN ([33]) where the
view-pooling scheme is utilized to generate a group level
description, and the shape level descriptor is generated
by combining all group level descriptors according to
their discriminative weights. Besides, hyper-graph neural
networks (HGNN) framework ([34]) is proposed to study
the feature representation where the high-order data cor-
relation is encoded in a hyper-graph structure. Although
the intrinsic hierarchical correlation and discriminability
among views are well exploited in GVCNN and HGNN,
it does not belong to the Siamese network, thus, the
large scale training samples are needed. When the training
samples are limited, its performance is not satisfying.
• In the model learning, the loss function is often utilized
3to estimate the degree of inconsistency between the true
value and prediction value, whose value is a real and
non-negative. Ordinarily, the smaller the loss function
is, the better the robustness of the model. The Softmax
function is often used in CNN networks, and when the
input of the Softmax, the multinomial logistic loss of
it is calculated. By this way, a more numerically stable
gradient can be obtained, for example, in GVCNN ([30]),
the hierarchical and complex network architecture is
designed, and multi-view information is simultaneously
inputted the network, but only the Softmax function is
employed in it. Although the Softmax function is often
utilized in single chain network, but it is not suitable for
the Siamese network. Thus, the loss function adopted by
the Siamese network and GPCNN, is a contrastive loss,
which can effectively manage the relationship of pairwise
data in the Siamese neural network ([35]). This loss
function was primarily used in dimensionality reduction.
That is to say, after dimensionality reduction (feature
extraction), the two samples are still similar in feature
space, while the original dissimilar samples are still not
similar in feature space. Contrastive loss shortens sample
distance if the label is 1 and expands sample distance
if the label is 0. This loss function weakens the label
of the sample itself and does not take into account the
factor of the categories in which the sample belongs.
Softmax is the most widely used classification loss, which
maps the output of multiple neurons to the (0, 1) interval
to get the probability distribution. In many cases, the
inter-class spacing is even larger than the intra-class
spacing. We expect that features are not only separable
from each other, but also have well discriminative. The
combination of simple Softmax and center loss ([36])
can train features that are cohesive. Center loss wants
the square of the distance from the center of the feature
for each sample in a batch to be smaller, that is, the
distance within the class is as small as possible. Softmax
can be assumed to be responsible for increasing the inter-
class distance, and center-loss for reducing the intra-class
distance, so that the learned feature discrimination will
be higher. Both Softmax and center losses only consider
the optimization of one situation, but these two situations
are very important, thus, the discrimination loss function
should be designed where intra-class compactness and
inter-class separability should be simultaneously assessed
by penalizing the contrastive values: (1) the distances
between training samples from the same category and
their corresponding category centers should be as small
as possible, and (2) the sum of the distances of train-
ing samples to their non-corresponding category centers
should be as big as possible. Conversely, it cannot handle
the relationship of pairwise data in the Siamese neural
network.
III. PROPOSED METHOD
The problem that 3D object retrieval urgently needs to be
solved is how to better describe a 3D object with multiple
2D views. Inspired by ([35], [30], [37], [31]), a novel method
named MDPCNN is proposed to deal with 3D object retrieval.
The MDPCNN framework for 3D object retrieval is given
in Fig.1. In this network architecture, it consists of sample
selection, multi-batch and loss function. In sample selection,
the training samples are chosen by clustering to form many
group pairs. The implementation of multiple batches and
multiple views is accomplished through the Slice layer and
the Concat layer. Fig.2 show how the slice layer divide
the feature mapping to view pooling layer. Contrastive loss
and contrastive-center loss are simultaneously employed to
enhance the distinctiveness of the samples. On the basis of
the slice layer, we can obtain the mapping features for each
view respectively, and then compute the maximum value for
each element in each mapping image across different views
which is called as the element-wise operation. Finally, the max
pooling is employed in sub-sampling. This procedure is called
as the view-pooling. In the following sections, we will explain
them in detail.
A. Clustering Sample Selection
Choosing suitable training samples is critical to the network
training, and even can speed up the convergence of the net-
work. In this work, the deep learning feature for each sample
in the dataset is first extracted by VGG-16 network, and then
these feature vectors are clustered to get their corresponding
class centers. For every object, the next step is to calculate
the Euclidean distance between each sample in the object and
its corresponding class center to find samples that are farther
away from the class center. Thus, these samples with the most
difficult to identify are chosen to form a group. In detail, the
function can be defined as follows:
D(xi, center) = argmax
ni
i=1{‖xi − cyi‖22} (1)
Where ni indicates the number of training samples in yi-
th category. xi ∈ Rd represents the eigenvector of the ith
training sample. yi is the label of xi. cyi represents the j
th
class center. D(xi, center) denotes the Euclidean distance
between xi in the object and its corresponding class center. In
the experiments, these samples with the top k of the farthest
samples are chosen. In order to simultaneously mine the
latent relationships among views and balance the computation
requirements, three samples are selected for each object in the
dataset to form the group, thus, we can obtain many groups
for the dataset, which have very good representativeness.
The merit of the sample selection scheme is that samples
with the most difficult to classify for training are the most
representative, but it is only a little part of all samples, thus,
it can avoid the time and space pressures of training the entire
dataset, more importantly, it can improve the convergence
speed and enhance the distinctiveness of feature learning.
B. Pairwise Sample Generation
Since the deep learning network architecture often need
to be trained by large scale training samples, but in some
real conditions, amount of training samples is very restricted,
thus, the deep learning network architecture cannot be fully
4Fig. 1: The MDPCNN framework for 3D object retrieval. Multiple sample pairs are first chosen by clustering sample selection
scheme, and then multiple batch samples are simultaneously inputted in each iteration. Moreover, these samples pass into five
convolution layers and enter the Slice layer to separate into feature maps of a single view. A group of feature maps is obtained
from the feature maps of every three views through the view pooling layer, and the Concat layer reconstitutes them into the
feature maps of multiple batches. Finally, the fully connected layer is used to extract the feature and then three loss functions
are calculated separately (best view in color).
trained, thus, the performance of it is very bad. Fortunately, the
pairwise sample generation scheme is proposed to solve this
issue. Concretely, we generate positive and negative sample
pairs by pairing any two groups in all groups. If these two
groups come from the same class, the group pair is a positive
sample (label 1), otherwise negative sample (label 0). The
pairwise sample generation scheme is shown in Fig.3. It is
worth mentioning that when entering the group pair, the label
of each group itself and the label of the group pair should be
input at the same time.
C. Multi-Batch
If we compare a network to a building, then the layer
is the floor, and the blob is the brick. In the network, the
data between each layer is transmitted in the form of blobs,
including forwarding raw data and reverse gradient infor-
mation diff. It is a four-dimensional array (Num, Channels,
Height, Width), and it can also be written as (N,K,H,W ).
If we look at Caffe network architecture, the size of N is
the same as the size of the batch. K is the same size as
the output of each layer. H and W denote the dimensions
of the output feature map for each layer. Batch size is an
important parameter in machine learning. The increasing batch
size can improve memory utilization and parallel efficiency of
big matrix multiplication. Within a certain range, in general,
the larger the batch size, the more accurate the determined
direction of decline is, and the smaller the training oscillation
is.
In MVCNN ([30]), multi-view samples are simultaneously
inputted the network, but it actually takes up the position of
Num (batch size) in the blob. In other words, the batch size of
MVCNN is 1, and its size cannot be modified. In order to solve
this issue, GPCNN ([31]) was proposed where the external
codes were used to set the batch size, but when different
datasets are utilized, the external codes need to be modified
each time to meet new requirements. Thus, this method is
also very inconvenient. In order to further solve this issue,
some extra layers, we called Slice layer and Concat Layer,
are designed, and are added into the network in the ”prototxt”
file. The location of them in MDPCNN can be seen in Fig.1.
The role of the Slice layer is used to split the input into
multiple outputs as needed, and then the feature maps from
multiple perspectives in each group are separated into a single
view through the Slice layer. Moreover, after obtaining the
mapping feature images for each view, the locally optimal
screening of multiple views are calculated by the view pooling
layer, and then we calculate the maximum value for each
element that comes from each mapping image among different
views, finally, the max pooling is employed in sub-sampling.
In addition, the Concat layer is utilized to splice two or more
feature maps on the Channel or the Num dimension. In this
way, we can obtain the feature map of multiple batches after
being filtered. Since the Slice layer and the Concat layer
are not calculated, so we can easily realize multi-batch and
multi-view simultaneously without consuming extra time. In
addition, when we want to train the model on a new dataset,
if the batch size is suitable, thus, we only need to set the path
of it. However, if we want to modify the batch size, we only
need to easily adjust the number of Slice and Concat layers.
More important, by this multi-batch, the convergence of the
network can be speeded up, and the convergence accuracy of
5Fig. 2: A simple example for showing the slice layer how to
slice the feature mapping to view pooling layer. Suppose the
batch size is 6, and each batch contains one sample pair that
contains six views. In other words, six batches with a total of
18 views are fed to each chain, and each batch contains three
multi-view images. Firstly, a Slice layer is used to separate
the output feature maps of the upper layer into six batch
feature maps, and then six Slice layers are used to separate the
feature maps of each batch into a single view feature maps.
The feature maps of all views in each batch is calculated
through the view pooling layer to calculate the maximum value
of the local area elements in the corresponding feature map.
Finally, the feature maps from different view pooling layers are
concatenated to form the feature vector (best view in color).
Fig. 3: Pairwise Sample Generation Scheme. The left ellipse
are the results of clustering sample selection, and then we
randomly choose two groups from the results to build the pair-
wise samples. The right ellipse shows the results of pairwise
samples (best view in color)
the network can be improved.
D. Discrimination Loss Function
The loss function in deep learning is the ”baton” of the
whole network model, which guides network parameters learn-
ing through error back propagation generated by the prediction
sample and the real sample marker. If all data is trained to be
separable, and only part of the data will cause two different
identities to collide with each other because of the fat problem,
Fig. 4: Three cases of data separation.(best view in color)
resulting in false acceptance and false rejection as shown in
Fig.4. Our goal is to try to prevent these two situations from
appearing. Since the weak labels (only positive or negative
label) are utilized, contrastive loss takes restricted relationships
into consideration. On the other hand, a contrastive-center loss
does not explicitly consider similarity measurements. There-
fore, contrastive loss and contrastive-center loss are jointly
employed as the optimization objective to make the network
more distinguishable, which can enhance the distinctiveness
of the features. It can be defined as follows:
Ldiscrimination = α× Lconst + β × Lconst−center, (2)
where α and β are the control parameters to balance the con-
tribution of the corresponding items. Lconst and Lconst−center
are two kinds of loss functions. We will introduce them
separately.
• I) Contrastive Loss, in contrastive loss, two feature vec-
tors are input, and then the distance between them is
calculated. In fact, we hope the distance between samples
in the same category is as small as possible, but the
distance between samples in the different categories is
as far as possible. Thus, the expression of the contrastive
loss is defined as follows:
Lconst =
1
2N
N∑
i=1
{yidi+(1−yi)max(m−di, 0)}, (3)
where di = ‖ai − bi‖2 represents the Euclidean distance
between two feature vectors a and b that are extracted
from the pairwise samples, and m denotes the maxi-
mum distance boundary in the current batch. It is used
to control the distance between samples from different
categories. If the distance is smaller than the maximum
distance boundary value, the distance is kept, or it is
ignored. N denotes the number of pairwise samples in
the current batch. yi indicates the label of whether the
pairwise samples belong to the same category or not.
When yi is set to 1, the Euclidean distance in the feature
space of them should be small, but if it is large, thus, the
current model is not good, so the loss value should be
reduced. On the contrary, when yi is equal to 0, these two
samples are dissimilar, but if the Euclidean distance of
them is small, thus, the loss value should become larger.
6• II) Contrastive-center Loss, since the intra-class distance
is ignored in the contrastive loss, thus, the contrastive-
center loss should be designed where intra-class compact-
ness and inter-class separability should be simultaneously
assessed by penalizing the contrastive values between: (1)
the distances between training samples from the same
category and their corresponding category centers should
be as small as possible, and (2) the sum of the distances
of training samples to their non-corresponding category
centers should be as big as possible. The expression of
contrastive-center loss is defined as follows:
Lconst−center =
1
2
n∑
i=1
‖xi − cyi‖2∑k
j=1,j 6=yi ‖xi − cj‖2 + δ
, (4)
where n denotes the number of training samples in a
min-batch. xi ∈ Rd represents the eigenvector of the
ith training sample. yi is the label of xi. cyi and cj
represents the yith class center and the jth class center
respectively. k denotes the number of class. δ is a constant
to prevent the denominator equal to 0. During each
iteration, the distances between training samples to their
corresponding category centers are decreased and the
sum of the distances between training samples to their
non-corresponding category centers is increased by the
contrastive-center loss.
E. Comparison Against Related Algorithms
1) MDPCNN vs MVCNN ([30]), although our idea is
inspired by the MVCNN, MDPCNN is very different from
MVCNN. Firstly, there is single network architecture in
MVCNN which has multi-view input, but in MDPCNN, the
pairwise network architecture is employed and each network
has multi-view input. Secondly, in MVCNN, the large number
of training samples are needed, and its performance will be
bad on small-scale size dataset. However, since the pairwise
CNN that is similar to Siamese Convolutional Neural Net-
work, is employed in MDPCNN, thus, even if the amount
of training samples is very restricted in the original dataset,
but the plenty of pairwise samples can be generated, which
can be used to fully train MDPCNN. Thirdly, in MVCNN,
the Softmaxloss function is employed, but in MDPCNN, the
contrastive loss and contrastive-center loss are jointly used.
Fourthly, in MDPCNN, the batch size can be easily modified
than that of MVCNN which also can speed up the convergence
of the network and improve its convergence accuracy. Finally,
the sample selection scheme is proposed in MDPCNN, by
this way, these samples that are more difficult to identify are
chosen, and it is beneficial to both convergence rate and final
performance, but in MVCNN, there is no sample selection.
Thus, MDPCNN is obviously different from MVCNN.
2) MDPCNN vs Siamese Convolutional Neural Net-
work ([27], [28]), the pairwise network is employed in both
MDPCNN and Siamese Convolutional Neural Network, but
these two network architectures are very different. Firstly,
in MDPCNN, three or more images can be entered, but in
Siamese Convolutional Neural Network, only an image can be
input into one network at a time; Secondly, different pooling
schemes are utilized in both networks. In the former, the view
pooling scheme is employed, which is utilized to mine the
latent relationships among multiple views, but in the latter,
max pooling or average pooling schemes are often used.
Thirdly, the loss function is also very different. In the former,
the contrastive loss and contrastive-center loss are jointly used,
but in the latter, the Euclidean distance function is employed.
Thus, these two networks are obviously various.
3) MDPCNN vs GVCNN ([33]), In GVCNN, the intrinsic
hierarchical correlation and discriminability among views are
well exploited, which also belongs to a single network, but
there is multi-view input for it. However, in MDPCNN,
the pairwise network architecture is employed, and for each
network, multi-view images are also entered. In addition, the
loss function is also very different, and the sigmoid function
is used in GVCNN, but in MDPCNN, the contrastive loss
and contrastive-center loss are jointly employed which is very
helpful for improving the discriminability of extracting feature.
In total, our MDPCNN are very different from the existing
works.
IV. EXPERIMENTS
In order to assess the retrieval performance of MDPCNN,
four public 3D object datasets are used to perform 3D ob-
ject retrieval experiments. In the following, the datasets and
evaluation criteria are first given, and then, the experimental
setting is introduced. Meanwhile, we will evaluate MDPCNN
from three aspects respectively: (1) We will compare the
performance of MDPCNN on different datasets with existing
methods. (2) We will analyze the importance of each part
in MDPCNN. (3) We will show its loss convergence with
different batch sizes and convergence speed in MDPCNN.
A. Dataset
In our experiments, four widely-used datasets are employed
where each object (or each model) in these datasets is pro-
jected by a free set of virtual cameras, and then these views are
employed to represent the object. The details of these datasets
are introduced as follows:
• ETH 3D object dataset ([38]), in this dataset, there are
80 objects that belong to 8 categories, and 41 different
view images are used to represent each object from ETH
dataset. In total, it contains 3280 views belonging to 8
categories.
• NTU60 3D model dataset ([6]), in this dataset, there
are 549 objects that belong to 47 categories, and 60
different view samples are utilized to describe each object
from NTU60 dataset. In total, it contains 32940 views
belonging to 47 categories.
• MVRED 3D category dataset ([39]), in this dataset,
there are 505 objects that belongs to 61 categories, and
36 different view images are included in each object
from MVRED dataset. In total, it contains 18180 views
belonging to 61 categories.
• Modelnet40 3D category dataset ([30], [40]). ModelNet
([40]) is very popular 3D model dataset, which is released
7on the Princeton ModelNet website.2. As for Modelnet40,
it is a 40-category well-annotated subset of Modelnet,
which also can be downloaded in the same website. In
all experiments, we strictly follow the training and test
split of ModelNet40 as in [40], [30]. In the training set,
the amount of objects in each category changes from 64
to 80, but in the test set, the amount of objects in each
category is 20. In both datasets, the number of views in
each object is fixed to 12. In total, it contains 38196 views
belonging to 40 categories.
some examples from ETH, NTU60, MVRED and Model-
net40 datasets are given in Fig.5.
Fig. 5: Images from different views and different datasets
are shown. From top to down, and left to right, samples
of each block are chosen from ETH, NTU60, MVRED and
ModelNet40 datasets, respectively
B. Evaluation Criteria
Since different evaluation criterions are employed in differ-
ent datasets, thus, for a fair comparison, different evaluation
criterions are also utilized according to related works ([39],
[6], [38], [30]). Concretely, in EHT, NTU60 and MVRED
datasets, seven evaluation criterions are utilized to assess
its performance, and they are Nearest Neighbor (NN), First
Tier (FT), Second Tier (ST), F-measure (F), Discounted Cu-
mulative Gain (DCG) ([41]), Average Normalized Modified
Retrieval Rank (ANMRR) and Precision-Recall Curve (PR-
Curve). For details, you could find them in ([39], [6], [38]).
In ModelNet40 dataset, mean average precision (mAP) ([30])
is used.
Here, it is noted that for NN, FT, ST, F, DCG and mAP.
The bigger the better, but for ANMRR the smaller the better,
and the greater of the area under PR-Curve, its performance is
better. In addition, in order to fair competition, we also follow
2The Princeton ModelNet. Http://modelnet.cs.princeton.edu/
the parameter setting in other papers, where k is set to ten,
thus, we also compute the performance when k is used (each
retrieval, top ten retrieval results are utilized to compute the
evaluation criteria value).
C. Competing Methods
Several popular algorithms are implemented for compar-
isons:
• Adaptive View Clustering (AVC) ([41]). The optimal
2D characteristic views of a 3D model based on the
adaptive clustering scheme is selected in AVC, and then
a probabilistic Bayesian scheme is utilized for 3D model
retrieval.
• Camera Constraint Free View (CCFV) ([15]). The pos-
itive matching model and the negative matching model
are first built, and then the query Gaussian models are
generated by combining them, finally, on the basis of it,
CCFV model is generated.
• Weighted Bipartite Graph Matching (WBGM) ([14]).
WBGM builds the weighted bipartite graph only with the
attributes of individual 2D views.
• Hausdorff distance (HAUS) & Nearest Neighbor (NN)
([13]). The distances between a set and its nearest point
in the other set are first calculated, and then the Hausdorff
distance is employed to find the maximum distance of
them. The nearest neighbor-based method is used to
obtain the minimum distance of them.
• Siamese Convolutional Neural Network ([27], [28]).
Siamese Convolutional Neural Network takes a pair of
samples instead of taking single sample as input, and the
loss functions are usually defined over pairs.
• Group-Pair Convolutional Neural Network (GPCNN)
([31]). GPCNN constructs an end-to-end double-chain
network with multi-view input, and guarantees the num-
ber of training of small datasets by group-pair approach.
• Multi-view CNN (MVCNN) ([30]). In MVCNN, there
is single network architecture in MVCNN, but multiple
views of the shapes are provided into the network,
and then view pooling scheme is utilized to mine the
relationships among these views.
• Group-view CNN (GVCNN) ([33]). In GPCNN, a hier-
archical view-group-shape architecture is proposed, and
then all group level descriptors are weighted embedded
to generate the shape level descriptor.
• CNN+LSTM ([42]). In CNN+LSTM, the convolutional
neural networks (CNNs) are combined with long short-
term memory (LSTM) to exploit the correlative informa-
tion from multiple views.
D. Experimental Settings
For ETH, NTU60 and MVRED dataset, the first 80% views
of each object are used as training dataset and other views are
considered as testing dataset. As for Modelnet40, the training
and test split of ModelNet40 in ([40], [30]) is employed.
Since the amount of samples in training and testing process
is very limited, thus, clustering sample selection scheme is
firstly used to choose these samples of the most difficult to
8identify, and then the pairwise sample generation scheme is
utilized to obtain pairwise samples. Concretely, in order to
balance performance and memory requirements, 10k positive
pairwise samples and 30k negative pairwise samples are built
in ETH dataset during the training phase. Meanwhile, 30k pos-
itive pairwise samples and 90k negative pairwise samples are
generated on MVRED, NTU60 and ModelNet40, respectively.
Since the number of objects in ModelNet40 is much bigger
than that of ETH, MVRED and NTU60 datasets, thus, in order
to fully consider much more situations, 90k positive pairwise
samples and 180k negative pairwise samples are generated for
ModelNet40 dataset. At the testing stage, we randomly select
the remaining three views from each object to form a group
which is utilized to represent the object, and then these views
are used to retrieve objects from the gallery dataset. We repeat
ten times experiments, and then the average result is used as
the final performance. In fact, we have tried to select much
more views from each object, such as 5 views or 7 views, but
we found that the memory requirements were too large, and
MDPCNN could not be fully trained. However, we also want
to mine the latent relationships among different views, thus,
3 views can balance the latent relationships and the memory
requirements.
1) Training. Our network consists of five convolution
layers, n (batch size) Slice layers and view pooling layers,
a Concat layer, two fully connected layers and three loss
layers. The sizes of convolution kernels of each convolution
layer are 32, 64, 128, 256 and 512, respectively in MVRED,
NTU60 and ModelNet40 datasets, while ETH is 16, 32, 64,
128 and 256, respectively. The batch size is set to 12 for ETH,
40 for MVRED, NTU60 and ModelNet40. The mini-batch
stochastic gradient descent (SGD) is employed to update the
network parameters. The learning rates of MVRED, NTU60
and ModelNet40 are initialized as 0.05 (ETH is 0.01), and
every third epoch is reduced by 0.5 times. The weight of the
contrastive loss is set to 0.99 (α = 0.99), and the weight of
two contrastive-center losses is set to 0.01 (β = 0.01) in all
four datasets. Besides, m is set to 1 in the contrastive loss,
and δ is set to 1. Finally, all the gradients that are produced by
every objective separately are computed, and then the weighted
gradients are added together to update the network.
2) Testing. The group-pair in the test phase (query samples)
is composed of the group of each object and the group of
other objects in the gallery set. The last fully connected layers
of the two chains are utilized to extract the features as the
descriptors of these two objects. Next, the Euclidean distance
between them is calculated. Finally, the retrieval results are
sorted, and different evaluation criteria are computed.
E. Large Scale Pairwise Samples Generation
The numbers of objects and views in these 3D datasets are
given in Table 1. From Table 1, we can find that the numbers
of objects in ETH, NTU60, MVRED and ModelNet40 datasets
are 80, 549, 505 and 3183, respectively, thus, it will be difficult
for fully training deep Convolutional Neural Network. In order
to generate large scale samples to fully train CNN models,
pairwise sample generation scheme is proposed in Fig.3. By
this way, the numbers of pairwise samples in ETH, NTU60,
MVRED and ModelNet40 datasets can reach 33,685,600,
2,601,768,096, 416,903,760 and 1,114,113,660, respectively,
whose increments have reached more than 421,070-fold,
4,739,104-fold, 825,552-fold and 350,020-fold respectively. In
consideration of computer memory, 40,000, 120,000, 120,000
and 120,000 pairwise samples are only generated for ETH,
MVRED, NTU60 and ModelNet40 datasets, respectively.
Since there are plenty of training samples, thus, MDPCNN
can be effectively trained.
In order to assess its performance, we will evaluate it on
four different 3D object datasets, but since different evalu-
ation criterions are employed on different datasets. In fact,
on ETH, NTU60 and MVRED datasets, NN, FT, ST, F,
DCG and ANMRR are used ([18], [31], [16], [15], [14]),
but on ModelNet40 dataset ([33], [30], [40], [43]), mAP is
utilized. Thus, the performance evaluation of MDPCNN on
ETH, NTU60 and MVRED datasets are put together, but
the performance evaluation of MDPCNN on ModelNet40 is
separately discussed.
F. Performance Evaluation on ETH, MVRED and NTU60
Datasets
In this section, we will assess the performance of MDPCNN
on three datasets, and then the state-of-the-art methods also
are evaluated. Meanwhile, these methods will be compared
to these datasets with different evaluation criterions. Since all
views of one object are input into the network, but we can
observe from Table 1 that the number of objects in ETH,
NTU60 and MVRED datasets is very limited, and the small-
scale sample problem need to be solved. Large-scale experi-
ments demonstrate that the deep learning features outperform
hand-crafted features, but large scale training samples are often
required in deep learning methods. Thus, in our experiments,
MVCNN and GPCNN are not assessed on these three datasets.
In AVC, CCFV, WBGM, HAUS and NN, the default settings
are also used, and Zernike feature is utilized to describe each
sample. In Siamese network and GPCNN, the default settings
are employed, and ImageNet1K dataset is utilized to pre-train
the network, and then they are fine-tuned, respectively. The
experimental results on ETH, MVRED and NTU60 datasets
are given in Fig.6, Fig.7 and Fig.8, respectively. From them,
we can observe that:
1) In these traditional 3D object retrieval algorithms, the
feature extraction and object retrieval are performed, respec-
tively, but the MDPCNN is an end-to-end network that feature
extraction and object retrieval are put together. Meanwhile,
although the number of training samples is small in the
original dataset, amount of training samples are generated by
MDPCNN, thus, the requirement of the amount of training
samples in the original dataset is small, which can efficiently
solve the small-scale sample problem. Thus, in all three
datasets, MDPCNN obviously has better performance than
that of traditional 3D object retrieval algorithms. For example,
in Fig.6 (b), Fig.7 (b) and Fig.8 (b), the areas under the
curve of MDPCNN are much bigger than that of traditional
3D object retrieval algorithms. In addition, we also find that
9TABLE I: Large scale samples generated by the pairwise sample scheme on different datasets
Datasets Training Dataset Pairwise Samples GenerationObjects Views per Object Samples in total The number of Views Pairwise Samples in total
ETH 80 32 2560 3 C332 × C280 = 33, 685, 600
NTU60 549 48 26352 3 C348 × C2549 = 2, 601, 768, 096
MVRED 505 28 14140 3 C328 × C2505 = 416, 903, 760
ModelNet40 3183 12 38196 3 C312 × C23183 = 1, 114, 113, 660
the performance of Siamese network is not so good. The
reason is that although the pairwise network architecture is
used that a lot of pairwise samples can be obtained, multi-
view information is missing. Similarly, in GPCNN, the pair-
wise network and multi-view information are simultaneously
employed, thus, its performance on these three datasets are
much better than that of these traditional 3D object retrieval
methods.
2) When compared MDPCNN with the Siamese network, in
all these three datasets, MDPCNN obviously outperforms the
Siamese network, for example, in ETH dataset, the Siamese
network is a little better than that of traditional 3D object
retrieval methods, but MDPCNN obviously outperforms tradi-
tional 3D object retrieval methods. In the MVRED and NTU60
datasets, the performances of traditional 3D object retrieval
methods are better than that of the Siamese network, but
MDPCNN still obviously outperforms traditional 3D object
retrieval methods. The key important reason is that multi-view
information is ignored in the Siamese network.
3) When compared MDPCNN with GPCNN in ETH
dataset, it has certain advantages in the first four sets of
indicators, but the performance on the latter two sets of
indicators is slightly worse. This may be because GPCNN has
achieved good performance by randomly selecting samples,
but this may cause unstable network performance, but it is
easy to see from the PR curve in Fig.6 that MDPCNN is still
better than that of GPCNN overall. Fig.6 shows MDPCNN
can achieve a gain of 2%-32%, 4%-42%, 10%-29%, and 1%-
13% on NN, FT, ST and F, respectively.
4) Similarly, when we compared MDPCNN with GPCNN
in MVRED and NTU60 datasets, the performance improve-
ment is also very obviously. On the whole, Fig.7 shows MD-
PCNN outperforms 25%-69%, 34%-65%, 21%-64%, 21%-
51% and 33%-72% on NN, FT, ST, F and DCG, respectively
and get a decline of 28%-66% on ANMRR. In Fig.8, MD-
PCNN outperforms 23%-65%, 30%-56%, 12%-54%, 25%-
51% and 32%-64% on NN, FT, ST, F, DCG, respectively and
get a decline of 24%-57% on ANMRR.
G. Performance Evaluation on ModelNet40 Dataset
In order to further assess the performance of our MDPCNN
method, 3D shape retrieval experiments on the Princeton Mod-
elNet dataset are further conducted, where 127,915 3D CAD
models from 622 object categories are included in ModelNet.
ModelNet40 is subsampled as the subset of ModelNet, which
contains 40 popular object categories. The training/testing split
setting in ([40], [30]) is employed. In our experiments, some
popular descriptors that are often used in 3D shape retrieval,
(a) Retrieval Comparison
(b) PR Comparison
Fig. 6: Retrieval result comparison and PR Curve comparisons
with state-of-the-art methods on ETH dataset
are first assessed. And then different CNN networks with dif-
ferent training datasets are also appraised. In our experiments,
MDPCNN is compared with 3D ShapeNets ([40]), MVCNN
([30]), GIFT ([43]), PANORAMA-NN ([44]), GVCNN ([33]),
and CNN+LSTM ([42]). The default parameters setting of
these methods is used. The experimental results on Model-
Net40 dataset are given in Table 2. From it, we can observe
that:
1) The performances of Spherical Harmonics descriptor
(SPH), LightField descriptor (LFD), Fisher vectors (FV 12x)
and 3D ShapeNets are 33.3%, 40.9% 43.9% and 49.2%,
respectively, which are considered as our baseline. Since they
belong to hand-crafted features, feature extraction and retrieval
are conducted respectively, thus, their performances are not
very good. When CNN network is utilized, the performance
of the deep learning feature can obtain some improvement, for
example, the performances of CNN (f.t.) and CNN (f.t. 12x)
are 61.7% and 62.8% respectively, which are much better than
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(a) Retrieval Comparison
(b) PR Comparison
Fig. 7: Retrieval result comparison and PR Curve comparisons
with state-of-the-art methods on MVRED dataset
that of SPH, LFD, FV and 3D ShapeNets.
2) In CNN, multi-view information is not explored, but
in MVCNN, multiple view samples are fully discussed, thus,
MVCNN (f.t. 12x) outperforms the CNN (f.t. or f.t. 12x) by
a significant margin, for example, the accuracies of MVCNN
(f.t. 12x) and MVCNN (f.t, 80x) reach 70.1% and 70.1%,
respectively whose increment achieves about 8%. Meanwhile,
when the low-rank Mahalanobis metric learning is further
studied, the mAP of MVCNN can be further improved. For
example, the performances of both MVCNN (f.t.+ metric,
12x) and MVCNN (f.t.+ metric, 80x) attain 80.2%, whose
improvement reaches 10% to MVCNN (f.t. 12x) and MVCNN
(f.t, 80x). Thus, metric learning is also very helpful. In
addition, we also find that when 3D model is represented by
much more multi-view samples, such as 80, the performance
of MVCNN cannot obtain any improvement.
3) Although multi-view information has been explored in
MVCNN, the discriminability and the intrinsic hierarchical
correlation among views are not discussed, thus, a hierarchical
view-group-shape architecture is proposed in GVCNN where
all group level descriptors are weighted assembled to generate
the shape level descriptor. Table 2 demonstrates that the
performances of GVCNN (f.t. + 8x) and GVCNN (f.t. +
metric, 8x) reach 79.7% and 84.5%, respectively, but the
accuracies of MVCNN (f.t. + 12x) and MVCNN (f.t. + metric
+ 12x) are 70.1% and 80.2%, whose improvements achieve
9.6% and 4.3%, respectively. When 12 views are utilized to
(a) Retrieval Comparison
(b) PR Comparison
Fig. 8: Retrieval result comparison and PR Curve comparisons
with state-of-the-art methods on NTU60 dataset
represent the 3D model, the mAP of GVCNN can further
obtain improvement. Thus, the discriminability among views
is very useful for 3D object retrieval.
4) In GVCNN, a hierarchical view-group-shape architecture
is designed, and then the view-pooling scheme is utilized
to generate a group level description. Moreover, the shape
level descriptor is generated by combining all group level
descriptors according to their discriminative weights. However,
in MDPCNN, the discriminability among views are explored
by two ways: 1) the clustering scheme is utilized to select
the most difficult samples; 2) the discrimination loss func-
tion is designed to improve the discriminability of feature
representation, and further improve the performance of the
network precision. Table 2 shows that the performance of
MDPCNN (all) outperforms the GVCNN by 2%, but when
comparing with GIFT ([43]) (81.9%) and PANORAMA-NN
(83.5%) ([44]), whose improvements reach 5.5% and 4.1%,
respectively. Meanwhile, when we compare MDPCNN with
the baseline, its improvement is very obvious. Besides, we also
compare MDPCNN with the CNN+LSTM where the LSTM
is utilized to exploit the correlative information from multiple
views, but we find that the improvement of MDPCNN also
can reach 3.3%. In a word, MDPCNN outperform state-of-
the-art algorithms.
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TABLE II: Performance Comparison on the ModelNet-40 Dataset. ’#x’ means the number of views in each object
Methods Training Config. Test Config. Accuracy (%)Pre-train Fine-tune #Views #Views
(1) SPH ([45]) - - - - 33.3
(2) LFD ([46]) - - - - 40.9
(3) 3D ShapeNets (CVPR 2015) ([40]) ModelNet40 ModelNet40 - - 49.2
(4) FV - ModelNet40 12 1 37.5
(5) FV 12x - ModelNet40 12 11 43.9
(6) CNN ImageNet1K - - 1 44.1
(7) CNN, f.t ImageNet1K ModelNet40 12 1 61.7
(8) CNN, 12x ImageNet1K - - 12 49.6
(9) CNN, f.t, 12 ImageNet1K ModelNet40 12 12 62.8
(10) MVCNN (ICCV 2015) 12x ([30]) ImageNet1K - - 12 49.4
(11) MVCNN (ICCV 2015) f.t., 12x ([30]) ImageNet1K ModelNet40 12 12 70.1
(12) MVCNN (ICCV 2015) f.t.+ metric, 12x ([30]) ImageNet1K ModelNet40 12 12 80.2
(13) MVCNN (ICCV 2015) 80x ([30]) ImageNet1K - 80 80 36.8
(14) MVCNN (ICCV 2015) f.t., 80x ([30]) ImageNet1K ModelNet40 80 80 70.4
(15) MVCNN (ICCV 2015) f.t.+ metric, 80x ([30]) ImageNet1K ModelNet40 80 80 79.5
(16) GIFT (CVPR 2016) ([43]) ModelNet40 - - - 81.9
(17) PANORAMA-NN (3DOR2017), ([44]) ImageNet1K ModelNet40 - - 83.5
(18) GVCNN (CVPR 2018), f.t. + 8x ([33]) ImageNet1K ModelNet40 8 8 79.7
(19) GVCNN (CVPR 2018), f.t. + metric, 8x ([33]) ImageNet1K ModelNet40 8 8 84.5
(20) GVCNN (CVPR 2018), f.t. + 12x ([33]) ImageNet1K ModelNet40 12 12 81.3
(21) GVCNN (CVPR 2018), metric, 12x ([33]) ImageNet1K ModelNet40 12 12 85.7
(22) CNN+LSTM (TMM 2019) ([42]) ModelNet40 - - - 84.34
(23) MDPCNN (Only Batch), 12x ImageNet1K, ModelNet40 3 3 84.2
(24) MDPCNN (Batch + Sample Selection), 12x ImageNet1K, ModelNet40 3 3 85.5
(25)MDPCNN (All), 12x ImageNet1K, ModelNet40 3 3 87.6
* f.t.=fine-tuning, metric=low-rank Mahalanobis metric learning
H. Importance Analysis of Different Parts in MDPCNN
In order to prove the contributions of our work, we will
analyze them step by step. In detail, we will first discuss the
importance of the multi-batch structure. In our experiments,
the multi-batch structure is added into GPCNN where the pair-
wise samples are randomly selected, and only the contrastive
loss is employed, and we call it as MDPCNN (Only Batch);
In MDPCNN (Only Batch) and MDPCNN (Batch + Sample
Section), only the contrastive loss is employed where the value
of α is equal to 1 and β = 0. From Fig.9, Fig.10, Fig.11 and
Table 2, we can observe that the multi-batch structure is very
important, and it is very useful to improve the performance of
GPCNN. Secondly, in MDPCNN (Only Batch), the random
sample selection is utilized, thus, in order to assess the
importance of sample selection, the clustering sample selection
scheme is further added in MDPCNN (Only Batch), and we
call this method as MDPCNN (Batch + Sample Section)
where only the contrastive loss is employed; From them, we
also can see that the clustering sample selection scheme can
further improve the performance of MDPCNN (Only Batch).
The reason is that the samples that are most difficult to
identify are chosen to construct the pairwise samples, and
then these samples are used to train MDPCNN, thus, when
the model can classify these most difficult samples, it will
be easy for it to recognize other samples. Finally, we also
discuss the role of the discriminative loss function. In detail,
the contrastive-center loss is further added into MDPCNN
(Batch + Sample Section), and we label this new scheme as
MDPCNN where the contrastive loss and contrastive-center
loss are jointly optimized. From above figures, we can find
that since the category information is further employed, which
can add the discriminative power of the deep learning feature,
and MDPCNN obviously outperforms the MDPCNN (Batch
+ Sample Section). Especial for MVRED and NTU60, the
improvements are very obvious.
I. Convergence analysis
To further illustrate the stability of MDPCNN, we will show
the loss convergence of the network. As shown in the Fig.12,
we select 1000 pairwise samples including 500 positive sample
and 500 negative samples, from ETH dataset as the training
set, and then train the network with different batch sizes.
Furthermore, the convergence speed of the training stage on
all three datasets are given in Fig. 12 (b). From it, we can
see that the network with the big batch size is much more
stable. Meanwhile, the convergence speed of all three datasets
is very fast, for example, ETH dataset converges at the 9000th
iteration (3 epochs), and MVRED and NTU can also converge
at the 15000th iteration (5 epochs). In a word, MDPCNN has
good convergence.
V. CONCLUSION
In this work, we propose a novel MDPCNN approach for
view-based 3D object retrieval task. In MDPCNN, multiple
batches and multiple views can be simultaneously inputted
by adding the Slice layer and the Concat layer. Meanwhile,
a highly discriminative network can be obtained by samples
selection scheme, where samples of the most difficult to
identify are chosen. In addition, the features with better intra-
class compactness and interclass separability are obtained by
the discrimination loss function. Massive experiment results
on different public 3D object datasets demonstrate that MD-
PCNN has more advantages than the state-of-the-art methods
in 3D object retrieval. The ablation study also shows that
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(a) Retrieval Comparison
(b) PR Comparison
Fig. 9: Importance analysis of different parts in MDPCNN on
ETH dataset
when multi-batch samples are simultaneously calculated, it
can promote the improvement of MDPCNN. Moreover, the
clustering sample selection scheme where the most difficult
samples are chosen to construct the pairwise samples, is also
very helpful to further improve the performance. Finally, the
contrastive loss and contrastive-center loss are very effective
for increasing the discriminative power of the deep learning
feature.
In the near future, we will search how to process the feature
map filtered by view pooling layer and how to build a more
reasonable loss function.
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