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Abstract
The main aim of this work is to study the conditions of absolute vacuum stability within the
Standard Model (SM) by the knowledge of the behaviour of the Higgs quartic coupling λ up
to high energy scales and using the new data on the Higgs mass given by ATLAS and CMS
(mH ≈ 125− 126 GeV) as an input parameter. The Higgs mass value observed by ATLAS
and CMS leads to a negative value of the coupling λ at energies around the scale ∼ 1010 GeV,
making metastable the vacuum of the Standard Model, as it is seen by the renormalization
group improved (RGI) effective potential. The stability status of SM crucially depends
upon the precise values of the top and Higgs masses, a more precision determination of
those masses and related uncertainties can modify drastically our conclusions about the SM
stability properties. For this reason, we have computed the vacuum bubbles and the Higgs
tadpole diagrams, at two-loop level of accuracy, in a renormalization scheme proposed by
A. Sirlin and R. Zucchini, where the input parameters are obtained in terms of physical
observables related with muon decay, and where the threshold effects are included. In
particular, we focus on the analytic computation of the Higgs tadpoles contributions by
two different methods. From one side we have computed the sum of the tadpoles as the
first derivative of the two-loop Higgs 1PI effective potential in the Sirlin-Zucchini scheme,
on the other side we have checked the obtained result toward the direct diagrammatic two-
loop computation, by proposing a way of automatization of our procedure based on the
generation of Feynman diagrams, reduction of their integrands and evaluation of scalar
integrals and sum of all contributions in a non-redundant way. We used the code TARCER
that implements the Tarasov method to reduce two-loop tensorial integrals.
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Chapter 1
Introduction
O
ne of the most important advances of the last century has been the development of uni-
fied models of the weak, electromagnetic and strong interactions within the framework
of a gauge theory. The Standard Model (SM) is a quantum field theory invariant under the
direct product gauge group of local symmetry SU(3)C ⊗ SU(2)EW ⊗ U(1)Y , that describes
three of the fundamental interactions of nature. Due to the short range of the weak nuclear
forces, the vectorial SU(2) gauge bosons W± and Z0 have to be massive, the perturbative
unitarity of the theory can be only preserved by gauge symmetry. In the electro-weak SM
of Weinberg [1], Glashow [2] and Salam [3] (WGS model) the generation of masses in a uni-
tary theory is performed by the Higgs mechanism of spontaneous symmetry breaking (SSB).
The Higgs mechanism [4], called by Peter Higgs himself, the ABEGHHH’tH (by Anderson,
Brout, Englert, Guralnik, Hagen, Higgs, Kibble and ’t Hooft), owing to the numerous devel-
opments of the original idea of Anderson (1962) in the condensed matter physics, introduces
in the Lagrangian of EWSM a complex doublet scalar field that generates masses for the
three gauge bosons W± and Z0 while the photon remains massless.
The scalar sector contains the so called Higgs boson, a neutral spinless particle whose self-
interaction potential is dictated by the spontaneous symmetry breaking mechanism. No
predictions are given by the theory about the Higgs mass. The detection of the Higgs boson
has been the more popular goal of the particle physics in the last thirty years and one of the
strong motivation for the LHC CERN program. A new particle with a mass of 125.66±0.34
GeV with the characteristics of the Higgs boson of the SM has been discovered in July 2012
by the CMS [5] and ATLAS [6] collaborations. The discovery was based primarily on mass
peaks observed in the photon-to-photon (γγ) fusion and ZZ → ℓ+ℓ−ℓ′+ℓ′− decay channels,
where one or both of the Z bosons can be off-shell and where ℓ and ℓ′ denote an electron or
muon. Other decay channels have been measured in [7, 8] and no significative signs of new
phenomena have been discovered yet. Indeed, the new resonance seems to be the SM Higgs
boson i.e. the couplings of this particle with the other SM particles are compatible with the
SM predictions, so far no clear deviation from the SM Higgs properties have been detected
at the LHC also concerning its spin and parity, being the Higgs boson a JP = 0+ particle
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[9][10][11][12]. With mH known, all properties of the SM Higgs boson, such as its production
cross section and partial decay widths, can be predicted in particular the self quartic Higgs
coupling, supposing to be SM like (meaning that it is currently only indirectly measured).
If no new phenomena appear at the TeV scale, we can try to explain fundamental problems,
like the vacuum stability or naturalness problem, only in terms of the SM. This theoretical
possibility, known as the desert scenario, is currently largely explored and is an interesting
source of hints of what kind of new physics can emerge for different scales of energy.
In this thesis we focus in the vacuum stability problem of the minimal Standard Model. This
issue can be faced by studying the scale-dependent properties of the Higgs effective potential
in the absence of new physics at sub-Planckian energies. For energies higher than electroweak
scale the analysis of vacuum stability is reduced to the study of the renormalization group
evolution of the Higgs quartic coupling λ. The observed Higgs mass mH = 125.66 ± 0.34
GeV (or the more recent estimation from the combined ATLAS and CMS analysis [13]
mH = 125.09± 0.24 GeV) leads to a negative value of the Higgs quartic coupling λ at some
energy scale below the Planck scale, making the Higgs potential instable or metastable. Since
the measured value of mH is in a window of parameters where the Standard Model can be
extrapolated till the Planck scale with no problem of consistency but also that instability
could arise, a highly precise analysis for the vacuum stability becomes mandatory. With the
inclusion of the three-loop RG equations and two-loop matching conditions, the instability
scale occurs at ΛI ≈ 1011 GeV (well below the Planck scale) meaning that at that scale the
effective potential starts to be unbounded from below or that a new minimum can appear
and there is a non-trivial transition probability to that minimum [14]. The analysis is done
under the assumption that new physics shows up only at very high energy scales, possibly
the Planck scale. Moreover, it is assumed that, despite the presence of these new physics
interactions, the tunneling rate probability can be calculated with the potential obtained
with SM interactions only, the contributions coming from very high scale physics should be
suppressed. The experimental value of the Higgs mass prospects, actually, scenarios which
are at the border between the absolute stability and the metastability, the measured value of
mH puts the SM in the so-called near-critical position. Because of the present experimental
uncertainties on the SM parameters (mostly the top quark mass) we cannot conclusively
establish the fate of the EW vacuum, although metastability is now preferred at 99.3% CL.
The above statement is the motivation for making a refined study, at the next-to-next to
leading order (NNLO) of the vacuum stability problem.
There are some technical problems when one makes a NNLO stability analysis. Up to
two-loop level the threshold corrections for all SM parameters need the evaluation of mass
dependent radiative corrections like the contributions due to the Higgs tadpoles T , the
scalar, fermion and vector self-energies, the vertices VW and boxes BW appearing in the
radiative corrections to the muon decay process at zero external momentum, etc. The
computation of these topologies are hampered by the renormalization of two-loop tensor
Feynman integrals 1. The evaluation of two-loop integrals leads to divergent quantities
that have to be absorbed in a suitable renormalization procedure, in order to be able to
1In the subsequent chapters we will describe in details how those contributions arise.
3predict measurable quantities. Contrarily to what happens at one-loop, at two-loop level and
beyond, the non-local divergences of the Feynman integrals are mixed and the procedures
learned in a standard course of quantum field theory to remove the divergences usually
don’t apply. Moreover due to the complicated structure of the integrals and the large
number of diagrams at two-loop level, typically thousands, an explicit computation of the
many topologies involved in the stability analysis and its renormalization are not found in
the literature, where the results are presented numerically. For this master thesis in order to
learn and getting expertise with the techniques of two-loop calculations for the high energy
physics at high level of precision we decided to address the problem of the vacuum stability
of the SM looking at the simplest radiative corrections provided by the two-loop sum of
the Higgs tadpoles. Their simplicity is due to the fact that they are not affected by the
infrared divergences. They are simple but not trivial, as we hope to be able to communicate
in this work. The calculation that this thesis affords is non-trivial, first of all because it is
a two-loop one and therefore it is affected by numerous technicalities at many levels. There
is the need of generating the one-particle-irreducible (1PI) tadpoles, then one has to reduce
and evaluate the related tensorial integrals representing those diagrams, this requires to
become familiar with the huge number of codes available in net. We choose TARCER, that
will be described in the following chapters. Anyway a two-loop calculation is insidious, it
is not a simple operation of cutting divergences as it could appear at one loop. It is not
obvious how to extract and treat nested divergences, it is therefore quite easy to make small
mistakes that the poles of the dimensional regularization do not cancel. In this specific case
the sum of the Higgs tadpoles is not a physical quantity so in principle the poles do not
cancel. Therefore at the stage of planning the activities for this thesis we asked ourself, how
could we be sure that our diagrammatical result is correct.
In the advanced graduate courses of quantum field theory that the author of this thesis took
at Universidad Nacional de Colombia in Bogotá the relation between the 1PI effective po-
tential and the zero-momentum 1PI Green functions was studied and we decided to exploit
that knowledge. The two loop effective potential computed in the Minimal Modified Sub-
traction Scheme MS is known [15] [16], however the need of studying the vacuum stability
as depending on the threshold corrections made the renormalization scheme MS unsuitable
and an on-shell scheme was preferred, the so called Sirlin-Zucchini (SZ) scheme. The job has
been therefore to make the appropriate shifts to pass from the two-loop effective potential
in MS to the one in SZ, again straightforward but not trivial. The sum of the two-loop
Higgs tadpoles in this scheme has been obtained from the first derivative of the Higgs ef-
fective potential with respect to the classical Higgs field. The operation is straightforward
but not-trivial, since the effective potential is made of complicated functions and there are
dedicated tricks to make the first derivative. Finally our aim is to compute the non-trivial
and fundamental contribution of the two-loop Higgs tadpoles sum to study the SM vacuum
stability and we perform that calculation by using two methods. One diagrammatical and
the other exploiting the functional methods in quantum field theory. We personally believe
in fact that the criterium of self consistency of the results in research are the best way to be
sure about the new obtained results and to probably guess where and how to go to continue
our research.
4 CHAPTER 1. INTRODUCTION
The thesis is organized as follows. In Chapter 2 we firstly address the consistency of the
Standard Model within the perturbative unitarity, then we present the main properties of
the scalar sector of the SM. We investigate the consequences to break local gauge invariance
of an Abelian theory, and then we develop the Higgs mechanism of Spontaneous Symmetry
Breaking (SSB) in the SM. Later, we analyse two different methods to compute the 1PI
effective potential and we compute the effective potential of the SM at one-loop level. Finally,
we consider the limit of validity of the effective potential and we improve the 1PI effective
potential by using the tools of the renormalization group, to extend the analysis of the
spontaneous symmetry breaking within perturbation theory also where the amplitudes of
the classical fields are large.
In Chapter 3 we study the scale-dependent properties of the SM. We discuss the problem
of SM vacuum stability and its consequences by using the effective potential approach, with
the ATLAS and CMS values for the Higgs mass. In particular, we show that the stability
analysis can be reduced to the study of the positivity of the coupling λ for values of the
classical field higher than the electroweak scale. Finally we review the current status of
some additional constraints to the Higgs mass related with the high energy behaviour of the
running couplings: the triviality constraint and the hierarchy problem.
The evolution of λ implies to solve a system of ordinary differential equations and to impose
boundary conditions over the input parameters. The boundary conditions are imposed
from the relations between the running coupling constants gi(µ) and the relevant physical
observables. In Chapter 4 we determine the relation between the running parameters gi(µ)
in the modified minimal subtraction (MS) scheme and the physical parameters related to
the on-shell scheme proposed by A. Sirlin and R. Zucchini (SZ scheme), where the principal
feature is the use of the Fermi constant of the muon decay as an input parameter. We expose
the details of the Sirlin-Zucchini renormalization scheme up to two-loop level. In particular,
the problem with the renormalization of the top quark mass is discussed.
In Chapter 5 we review the technical details to compute the two-loop tensor Feynman inte-
grals arising from the threshold corrections to the running couplings determined in Chapter
4. In particular, we expose the Tarasov method to reduce tensorial integrals to a superpo-
sition of some scalar master integrals. Later, the Tarasov method is implemented using the
TARCER code of Mathematica, to compute the MS effective potential. This computation
is needed in the Chapter 6 to obtain the two-loop tadpoles in the Sirlin-Zucchini scheme. For
this reason we present in detail the computation of all sectors of the MS effective potential.
In Chapter 6 we compute the two-loop effective potential in the on-shell renormalization
scheme of Sirlin Zucchini, where the threshold corrections of the SM couplings are taken
into account, and we derive the two-loop tadpole contribution to the threshold relation be-
tween the Higgs quartic coupling λ and the Higgs mass mH , using two methods: from the
first derivative of the Higgs effective potential with respect to the classical field and dia-
grammatically also automating by the code TARCER. This is the main newest contribution
provided by this thesis.
5The thesis contains eight appendices. To fix the notation which will be used later on, we
present in Appendix A a brief introduction to the Standard Model (SM) of the strong and
electroweak interactions. First we introduce the SM Lagrangian before the spontaneous
symmetry breaking and then we give the kinetic and interaction terms of the Lagrangian at
the broken phase. In Appendix B we present the main renormalization group tools, necessary
in the construction of any vacuum stability analysis using the effective potential approach.
Appendix C is dedicated to expose the principal functions of the FeynArts code to draw
Feynman diagrams and generate its respective amplitudes. In Appendix D we summarize
the one-loop corrections to the threshold SM parameters and its numerical values at the
EW scale. Appendix E contains a short summary of the operation of TARCER code,
a computer implementation in Mathematica of the Tarasov procedure to reduce tensorial
integrals, we expose its operation with a simple example, the calculation of the scalar sector
of the Higgs Tadpoles at two-loop level. Appendix F contain the details of the derivation of
the α-parametric representation for any m-point two-loop Feynman integral with a tensorial
structure, this derivation is fundamental in the construction of the Tarasov method to
reduce tensorial integrals exposed in Chapter 5. Finally, the appendices G and H contain
the evaluation of the more relevant master integrals used in this work. The two-point one-
loop integral B(d)11 and its ε-expansion up to first order in ε is included in Appendix G,
whereas the evaluation of the zero-point two-loop integral J (d)111 is included in Appendix H.
Both evaluations are non-trivial, for this reason we decided include here the details of the
computation.
6 CHAPTER 1. INTRODUCTION
Chapter 2
The Higgs Potential in the Standard
Model
I
n this chapter we investigate the consequences to break local gauge invariance of a pure
abelian theory by introducing a mass term for the gauge bosons by hand. Furthermore,
we will study the mechanism of electroweak symmetry breaking, which is known to generate
the masses of the gauge vector bosons and fermion masses without spoiling renormalizability.
Moreover, we will study the scalar sector of the Standard Model, and in particular we review
the method of calculating radiative corrections to the classical potential which can have
significant consequences in the stability of the vacuum of the theory. The requirement of
vacuum stability leads to severe bounds on Higgs and fermion masses that will be studied in
the next chapters. Finally, we will see that in almost all calculations in which the effective
potential is needed, the region of field space is so large that the logarithmic terms make the
loop expansion to be not reliable and thus using a renormalization group improved potential
is essential.
2.1 A Gauge Theory of Weak Interactions
The Fermi theory of weak interactions is known to correctly describe very low-energy phe-
nomenology, typically up to an energy scale of 1√
GF
∼ 300GeV, being GF the universal Fermi
coupling constant of weak interactions. However, its extrapolation to higher energies pro-
vides inconsistent predictions with the quantum mechanical nature of the microscopic weak
interactions phenomena. In fact, in the quantum mechanical description of nuclear weak
phenomena by four spin-1
2
quantum fields, the unitarity of the S matrix is perturbatively
broken at high energy [17]. For instance, in the weak scattering process e− + νe → e− + νe
the unitarity relations implied by SS† = 1 are maintained at the lowest perturbative level if
Ec.m. =
√
s ≤ √s0 ≡
√
4π√
2GF
. (2.1)
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The critical value
√
s0 at which the unitarity condition is saturated is usually called "unitar-
ity bound". For the reaction in question, the unitarity bound amounts to
√
s0 ∼ 870GeV,
meaning that for Ec.m. >
√
s0 the tree total level cross section computed in Fermi theory,
which for this process amounts to
σ =
2
π
G2Fs, (2.2)
ceases to be a good approximation. It is worth to compare an unitarity bound of Fermi
theory, typically at
√
s ∼ G−
1
2
F , with the analogous in spinorial quantum electrodynamics
(QED). For instance, the QED scattering process e− + e+ → µ− + µ+ does not break
the unitarity at tree level whatever is the high energy regime one is using. Moreover the
amplitudes of partial waves in spinor QED grow at most logarithmically with energy due
the fact that QED is a renormalizable theory. The Fermi theory of weak interactions is,
on the contrary, a non-renormalizable theory, by adopting the power counting criterium,
the interaction has a coupling constant with the units of an inverse of a squared mass.
Therefore, by simple dimensional arguments one discovers a power growth of tree level
scattering amplitudes at high energy and consequently a non-renormalizability at higher
orders of the perturbative expansion. The problem of the perturbative renormalizability and
the perturbative unitarity are, in fact, deeply correlated, therefore one could try to construct
a consistent theory of fundamental interactions based on the criterion of renormalizability
and related cancellations of infinities. A part the possibility of looking at such cancellation
by considering one-loop diagrams it is possible to construct a unitary and renormalizable
theory by asking asymptotic softness or "tree-unitarity". We believe it is important to spend
some words about this subject, firstly because it elucidates the strong connection between
renormalizability and unitarity and second because it naturally motivates the introduction
of the gauge theories. One may require, again by dimensional analysis, that an arbitrary
n-point tree level amplitude in the high energy limit E → ∞ behaves (for fixed non-zero
scattering angles) at most like
Atreen = O(E
4−n). (2.3)
In a renormalizable theory the high-energy behaviour of the full amplitude An has a power
law character modified at higher order by an almost logarithmic rise
An|E→∞ = O(E4−n lnk E) (2.4)
where k ≥ 0. Now, higher order diagrams are obtained, in a sense, as an iteration of tree
diagrams. In fact, because of the optical theorem, the imaginary part of a one loop diagram
may be expressed in terms of an appropriated tree level amplitude squared. From tree level
and one-loop graphs one may get the imaginary part of a two loop diagram etc. Such an
iteration procedure is a consequence of the perturbative unitarity of the S− matrix. Thus,
if the tree level amplitude for some two-to-two process behaved for E → ∞ as Eδ, where
δ > 0, then the imaginary part of a one-loop amplitude would behave like E2δ, growing
faster than the lowest order approximation in the limit E → ∞. From the imaginary part
of a diagram one may calculate the full amplitude via dispersion relations; in doing this
one has to perform appropriate subtractions in order to suppress ultraviolet divergences.
Since the power-like growth law is at one-loop worse than that encountered at tree level, in
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further iterations the power behaviour of the corresponding imaginary part gets worse, which
necessitates introducing more subtractions in dispersion relations. This corresponds to an
infinite number of renormalization counterterms. On the other hand, if for a two-to-two
process the amplitude behaves for E →∞ like Atree4 ∼ O(1), the imaginary part of the one-
loop amplitude will behave in the same way as the tree-level amplitude and there is a priory
no manifest reason to expect that the character of power behaviour would be substantially
changed at higher orders. However, it may happen that the high energy asymptotics of the
real part of a one-loop amplitude is different from that of the imaginary part; so it may
happen a situation in which the condition (2.3) is fulfilled but some loop amplitude grows as
a positive power of energy for E →∞, as is the case of the Adler-Bell-Jackiw (ABJ) triangle
anomaly. The unitarity requirement strongly motivates the existence of gauge symmetry at
classical and quantum level. Based on the previous criterion, it is possible to obtain the
renormalizable and unitary WGS (Weinberg-Glashow-Salam) model built on a Yang Mills
gauge theory which possesses local invariance under the action of SU(2)L×U(1)Y group and
consequently it is a renormalizable theory. By the previous motivation the gauge invariance
is not just an esthetic criterion, it is dictated by the perturbative unitarity requirement of the
quantum theory. About the connection between the gauge invariance and the perturbative
unitarity at very high energy, more will be said in the next section. The Standard Model
reduces itself to the Fermi theory in the low-energy limit because the four-fermion interaction
Lagrangian provides the same results as the exchange of a massive vector boson with a
momentum much smaller than its mass. The SM describes the electromagnetic and weak
interactions between quarks and leptons, combined with the SU(3)C quantum chromo-
dynamics [18] of the strong interactions between quarks and gluons, provides a unified
framework to describe those three fundamental forces of nature. A brief description of the
kinds of fields (matter fields and gauge fields) and interactions of the Standard Model in the
symmetry phase, before introducing the electroweak symmetry breaking mechanism where
the gauge fields and the fermion fields been kept massless, will be discussed in the Appendix
A. In this section we will focus our attention on the broken phase of the Standard Model,
and then, on the mechanisms to give mass to the vector and fermion fields.
2.1.1 Masses for the Gauge Bosons and Renormalizability
Consider the muon decay process µ→ e+ νµ+ ν¯e, its tree-level amplitude in Fermi’s theory
amounts
− Gµ√
2
ν¯µγ
α(1− γ5)µe¯γα(1− γ5)νe, (2.5)
where for each particle we have indicated the corresponding wave function, Gµ is the Fermi
coupling constant, which is actually deduced from the muon lifetime. By including the first
order electromagnetic corrections to (2.5) Sirlin found in [19] for the muon time decay
1
τµ
=
G2µm
5
µ
192π3
(
1− 8m
2
e
m2µ
)[
1 +
α
π
(
25
8
− π
2
2
)
+ (6.701± 0.002)
(α
π
)2]
, (2.6)
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where α is the fine structure constant. This leads to the precise value [20]
Gµ = (1.16637± 0.00001) · 10−5 GeV−2. (2.7)
In the Standard Model, the same process is through the exchange of a virtual W boson,
giving rise to the amplitude
− g
2
2
(1 + ∆r)
(
ν¯µγ
α (1− γ5)
2
µ
)
1
q2 −m2W
(
e¯γα
(1− γ5)
2
νe
)
, (2.8)
where q is the transferred momentum, g is the SU(2) coupling constant, mW is the mass of
the gauge boson and ∆r includes the radiative corrections to the muon decay. The relation
with Fermi theory is seen at low transferred momentum, q2 ≪ m2W ,
Gµ√
2
=
g2
8m2W
(1 + ∆r). (2.9)
The relation (2.9) of the renormalized constant g and mW with the universal constant
Gµ of the weak interactions will play a central role in the Chapter 4, where an on-shell
renormalization scheme will be used to study the vacuum stability of the SM. The 1fm range
weak interactions are mediated by quite heavy vector bosons mW = 80.385±0.015GeV and
mZ = 91.1876 ± 0.0021GeV [20], however an explicit mass term in gauge theory breaks
explicitly the gauge invariance [21]. Suppose, in fact, to put by hand a mass term in QED
for the photon, in a Lagrangian formulation we would have
L(A, ∂A) = −1
4
(∂µAν − ∂νAµ)(∂µAν − ∂νAµ) + 1
2
m2AA
µAµ, (2.10)
the free propagator of the massive field A in the momentum space is
Dµσ(k) =
i
k2 −m2A
(
−gµσ + kµkσ
m2A
)
(2.11)
which behaves at high momentum like a constant, rather than vanishing as k−2. Therefore
the degree of superficial divergence D of a Feynman diagram with a boson line provided by
the field A is, in 3 + 1 space-time dimensions,
D = 4− 3
2
FE − 2BE + V
[
3
2
nf + 2nb − 4
]
, (2.12)
where V is the number of vertices, FE is the number of external fermionic lines, BE the num-
ber of external bosonic lines, and nf , nb are, respectively, the number of internal fermionic
and bosonic lines in a vertex. The degree D decreases with increasing number of external
lines. Therefore, if the last term in the right hand side of equation (2.12) is zero or neg-
ative, then only a finite number of diagrams will be ultraviolet divergent, and the whole
theory can be made finite by renormalizing only these divergent amplitudes, at any order in
perturbation theory. The condition for renormalizability then becomes
3
2
nf + 2nb ≤ 4. (2.13)
2.1. A GAUGE THEORY OF WEAK INTERACTIONS 11
In our example of spinor QED with massive photon, there is only one kind of vertex with
two fermionic lines, nf = 2, and one bosonic line, nb = 1. Therefore the condition (2.13)
breaks down and the theory is non-renormalizable (even if the fine structure constant is still
dimensionless). The high energy behaviour of the propagator (2.11), or better its residue
at the physical pole, is also responsible for cross sections increasing with the square of
the center of mass energy as (2.2) in Fermi theory [22], complemented by massive gauge
bosons. In a process with massive gauge bosons external lines a violation of unitarity at
high energy arises. From the tensor structure of the propagator (2.11) we recognize that
for the gauge boson momentum kµ on shell, the tensor in (2.11) is the projector onto the
physical polarization states, therefore we may attribute that bad increasing behaviour to
the longitudinal component of the vector field. In fact, the polarization vector of the spin
zero component is
ǫµL(k) =
(
|~k|
mA
,
k0
mA
~k
|~k|
)
(2.14)
and in the high energy limit (|~k| >> mA)
ǫµL(|~k|) =
kµ
mA
+O
(mA
k0
)
. (2.15)
To restore the perturbative unitarity the decoupling of the longitudinal component of the
gauge boson is needed. Consequently the non-appearence of such degrees of freedom in
the physical spectrum, induces gauge invariance. The spin zero polarization corresponds
to the freedom of redefining the vector field by a gauge transformation. Moreover in the
massless case it is exactly the gauge invariance that allows the decoupling of the state with
the longitudinal polarization. To guarantee unitarity a mechanism of gauge bosons mass
generation preserving gauge invariance is required. In the next section we will study the
Higgs mechanism.
2.1.2 Spontaneous Symmetry Breakdown
To see how one can introduce a mass term for gauge vector bosons without spoiling renormal-
izability, we are going to investigate the spontaneous symmetry breakdown in the Electro-
Weak Standard Model SU(2)L×U(1)Y . From the famous papers of Higgs [4] and Englert [23]
we have learned that we must introduce scalar fields in the theory in order to break sponta-
neously a gauge symmetry. The simplest way to do this is by introducing in the Lagrangian
of the theory LSM 1 the scalar sector LS
LS = (Dµφ) (D
µφ)† − U(φ), (2.16)
where the scalar field φ is a doublet of SU(2)
φ =
(
φ+
φ0
)
; Y (φ) = 1.
1The Lagrangian of SM before introduce the electro-weak symmetry breakdown was obtained in the
Appendix A.
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Dµ is the covariant derivative defined by
Dµ = ∂µ − ig
2
τaW aµ − i
g′
2
Bµ.
τa are the Pauli’s matrices and Y (φ) = 2(Q−T3) denotes the quantum number of the weak
hypercharge introduced in the Appendix A. The first component of the doublet, φ+, is a
complex field that has electric charge Q = 1 and third component of weak isospin T3 = 1/2,
whereas the component φ0 has the quantum numbers: Q = 0 and T3 = −1/2 and it is a real
field. Moreover, U(φ) is the so-called scalar classical potential, it is some function of the
field φ, but not of their derivatives2. The gauge invariance and renormalizability constrain
the scalar potential to be of the form
U(φ) = µ2 |φ|2 + λ |φ|4 , (2.17)
where λ is a positive number, as requested for having an inferiorly bounded spectrum of the
Hamiltonian, instead µ2 can be either positive or negative. If µ2 is positive, the potential
has a minimum for φ = 0, the symmetry of the Lagrangian is manifest, and µ2 is the mass
of the scalar meson φ. If µ2 is negative, then µ2 can’t be interpreted as a mass squared for
the field φ, and the potential has now an infinite number of degenerate minima, given by all
those field configurations for which
|φ|2 = −µ
2
2λ
≡ 1
2
v
2. (2.18)
All these minimum configurations are connected by gauge transformations under the gauge
group SU(2), which changes the phase of the field φ without affecting its modulus. Hence,
which one we choose as the minimum is irrelevant, but once we have chosen one, the gauge
symmetry is broken. The Lagrangian is still gauge invariant, nevertheless the vacuum state,
that corresponds to the field configuration minimizing the scalar potential is not gauge
invariant. This phenomenon is called Spontaneous Breakdown of Symmetry and its im-
plementation is known as Higgs mechanism [4, 23]. A very deeply review of the Higgs
mechanism is given by Coleman in the book "Secret Symmetry" [24] and summarized by
Sher in [25]. It is worth to remark that the space time of the quantum field theory in
question is formally infinite, therefore, considering the quantum version of the problem, the
quantum probability of tunnelling among this set of infinite vacuum is null, so there will be
no linear combination of vacuum states that will be formed to be a new vacuum state of
the theory. Any perturbation will always be diagonal in the degenerate vacua, related by a
gauge transformation.
To investigate physics about the asymmetric minimum, let us define the new real scalar field
H(x), and let us expand the field φ around one of the infinite minimum configurations
v =
(
0
v
)
⇒ φ(x) = 1√
2
(
φ+
v +H(x)
)
. (2.19)
2Because of the requirement of translational invariance, we can neglect the derivative terms.
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We can reparametrize φ in a convenient way by an SU(2) gauge transformation and put
the scalar field in the form corresponding to the so called unitarity gauge, always reacheable
because to the gauge invariance of the Lagrangian,
φ(x) =
1√
2
(
0
v +H(x)
)
.
In terms of the new field, the classical potential takes the form
U(φ) =
1
2
(2λv2)H2 + λvH3 +
1
4
λH4. (2.20)
Then, from the classical potential a new physical particle arises with quantum field H(x),
quartic self-coupling λ and squared mass
m2H = 2λv
2 = −2µ2 (2.21)
known as the Higgs boson, a neutral particle with zero spin. Expanding the kinetic term of
the Lagrangian LS, we have:
(Dµφ)†(Dµφ) =
1
2
∂µH∂µH +
[
1
4
g2v2W µ+W−µ +
1
8
(g2 + g′2)v2ZµZµ
](
1 +
H
v
)2
.
Therefore, the gauge bosons W and Z have acquired masses, whereas the photon remains
massless
mW =
1
2
vg, mZ =
1
2
v
√
(g2 + g′2), mA = 0. (2.22)
Using the mass of W in (2.9) we can express the value of v in terms of Fermi constant:
1
v2
=
√
2Gµ(1−∆r). (2.23)
At classical level and using the measured valued of the Fermi constant (2.7), we get
v =
√
1√
2Gµ
≃ 246.22GeV.
The described mechanism of mass generation of gauge boson does not affect the gauge
invariance of the Lagrangian, the mass terms forW and Z do not spoil the renormalizability
of the theory, contrary to what happened when we tried to break the symmetry explicitly.
When one quantized a gauge theory in the functional approach, the gauge fixing term must
be added [26, 27]
LGF = − 1
2ξ
(∂µZµ)
2
bringing to the expression for the gauge Z propagator:
Dµνξ =
i
k2 −m2Z
[
−gµν + (1− ξ)k
µkν
k2 − ξm2Z
]
. (2.24)
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This propagator decreases asymptotically as an homogeneous function of degree - 2. For the
choice of the gauge parameter ξ →∞, we are in the so called unitary gauge and the Z boson
propagator takes the form of eq. (2.11). Gauge invariance ensures that the theory is still
renormalizable even if the propagator falls off more slowly than 1/k2. Renormalizability is
not manifest, although individual loop diagrams diverge as log ξ or worse for ξ →∞, these
divergences must cancel in the sum of all diagrams contributing to a given process due to
the gauge invariance of the S-matrix, therefore there is a smooth limit for ξ →∞. However
when we let ξ to be finite, the propagator has an unphysical singularity at k2 = ξm2Z . This
singularity is located at the mass squared of a new unphysical scalar field G(x) that does
not propagate in the unitary gauge [27]. The field G(x) is known in the literature as the
Goldstone boson. Its appearance is a consequence only of the spontaneous breakdown of
a continuous symmetry and its contribution exactly cancels the term with the unphysical
singularity in the Z propagator. So the Goldstone bosons of a spontaneously broken gauge
theory do not appear in any gauge.
Different values of ξ refer to different gauges. The most commonly choices are the Feynman
gauge (ξ = 1), which has a vector propagator
DµνF = −
igµν
k2 −m2V
(2.25)
with massive Goldstone bosons, and the Landau gauge (ξ = 0), whose propagator is
DµνL =
i
k2 −m2V
[
−gµν + k
µkν
k2
]
, (2.26)
with massless Goldstone bosons having zero coupling to physical scalars. In the following
the Landau gauge will be used. The reason is because the coupling of unphysical gauge
depedent scalars (Goldstone bosons) to physical scalars is zero and because the Landau
gauge is scale independent, i.e., the renormalized gauge parameter, unlike the renormalized
couplings and masses, does not depend upon the renormalization scale. Another reason
is the vanishing of the interaction between scalars and ghost fields in that gauge, on the
contrary in an Rξ -gauge, the couplings of these ghost fields to scalars and their squared
masses are proportional to ξ.
2.2 The Scalar Sector
In determining the mass spectrum of the SM and studying how lower bounds to the Higgs
mass can arise, it is necessary to find the vacuum expectation values of the scalar fields in the
theory by computing the effective potential. To this aim, we will study the scalar sector of
the SM, and in particular the phenomenon of spontaneous breaking of the gauge symmetry.
In this section we will present several methods of calculation of the one-particle -irreducible
effective potential. The formal discussion of the effective potential is most conveniently done
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in the context of the generating functional formalism, the framework of functional integrals
and its renormalization properties are very well known, see for instance [24], [26], and [28].
Consider an interacting quantum field theory of a single scalar field, φ, the vacuum to
vacuum amplitude 〈0out|0in〉J in presence of a classical source J(x) is
Z[J ] =
∫
Dφexp
(
i
∫
d4x [L(φ, ∂µφ) + J(x)φ(x)]
)
. (2.27)
This functional Z[J ] can be functionally expanded in powers of J(x),
Z[J ] =
∞∑
n=0
1
n!
∫ n∏
i=1
[
d4xiJ(xi)
]
G(x1, . . . , xn), (2.28)
and the coefficients G(x1, . . . , xn) =< 0|T (φ(x1) · · ·φ(xn))|0 > are the Green’s functions of
the theory,
G(x1, . . . , xn) =
1
Z[J ]
(
−i δ
δJ(x1)
)
· · ·
(
−i δ
δJ(xn)
)
Z[J ]
∣∣∣∣
J=0
. (2.29)
In this sense Z[J ] is called the generating functional of the Green’s functions of n-points.
For a most extended treatment of perturbation theory in the presence of an external source
J , see for instance the Schwinger’s paper [29] where many of the concepts of the functional
approach were introduced for the first time.
A more useful generating functional is provided by the negative of the vacuum energy
(times the total evolution time) as a function of external source, W [J ], related to Z[J ]
by Z[J ] = exp(iW [J ]). The functional
W [J ] = −ilnZ[J ] =
∞∑
n=0
1
n!
∫ n∏
i=1
[
d4xiJ(xi)
] δnW [J ]
δJ(x1) . . . δJ(xn)
∣∣∣∣∣
J=0
(2.30)
generates the connected Green’s functions. The first functional derivative of W [J ] with
respect to J is the vacuum expectation value in the presence of a non-zero source, so-called
classical field
φC(J) ≡ δW [J ]
δJ(x)
= 〈Ω |φ(x)|Ω〉 |J . (2.31)
The full quantum dynamics of the theory is encoded in the effective action, Γ[φc], the
Legendre transform of W (J),
Γ[φc] = W [J ]−
∫
d4xJ(x)φc(x), (2.32)
in fact it satisfies the extremal Euler-Lagrange equation
δΓ[φC ]
δφC
∣∣∣∣
φC=<Ω|φ(x)|Ω>
= 0. (2.33)
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In order to compute Γ[φc], one must invert (2.31) to obtain J as a function of φc, then
replace J in equation (2.32). The effective action has an expansion in powers of the classical
fields, whose coefficients
Γn(x1, . . . , xn) =
δnΓ[φc]
δφc(x1) . . . δφc(xn)
, (2.34)
can be shown to be the n-point one particle irreducible3 (1PI) Green’s functions (sometimes
called proper vertices), and we therefore refer to Γ[φc] as the generating functional of con-
nected 1PI Green’s functions of the theory [24, 26, 30]. The full propagator of the theory is
obtained as
δ2Γ[φC ]
δφC(x)δφC(y)
∣∣∣∣
φC=<Ω|φ(x)|Ω>
= iD−1(x, y). (2.35)
The functional Γ[φc] is an appropriate tool to study spontaneous symmetry breaking which
will occur if (2.33) has a non-trivial solution. Instead of expanding in powers of φc, we can
expand Γ[φc] in powers of momentum, about the point where all external momenta vanish.
To achieve this aim, we use the Fourier transform of the coefficients Γn(x1, . . . , xn):
Γn(x1, . . . , xn) =
∫
dp1
(2π)4
. . .
dpn
(2π)4
ei(p1x1+...pnxn)(2π)4δ(p1 + . . . pn)Γ˜n(p1, . . . , pn), (2.36)
and then we expand Γ˜n in powers of momenta around pi = 0. In the position space, the
effective action becomes
Γ[φc] =
∫
d4x
[
−V (φc) + 1
2
(∂µφc)
2Z(φc) + . . .
]
, (2.37)
where
V (φc) = −
∞∑
n=0
1
n!
Γ˜n(0)φ
n
c (2.38)
is called the effective potential of the theory, because it does not contain derivatives of the
classical field. From expansion (2.38) it is easy to see that the nth derivative of V is the sum
of all 1PI graphs with n vanishing external momenta. In tree approximation (neglecting all
diagrams with closed loops), V (φc) is just the classical potential. Moreover, since we are
only interested in the case where the vacuum expectation value is translationally invariant
(momentum conservation is not spontaneously broken), we can simplify the relation (2.33)
to
d
dφc
V (φc) = 0, (2.39)
for some non-zero value of φc. Spontaneous symmetry breaking will occur if φc develops
a non-zero vacuum expectation value even when the source J is set equal to zero. As
can be read of equation (2.33), it takes place when the classical field that minimized the
effective action is different from zero. Therefore, from equation (2.39), we conclude that the
minimization of V (the location of its minima) is precisely the condition that determines
whether or not spontaneous symmetry breaking occurs [31].
3An 1PI Feynman diagram is a connected diagram that cannot be disconnected by cutting a single
internal line.
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×φ
2
c
2!
+ ×φ
4
c
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+ . . . + ×φ
2n
c
2n!
.
Figure 2.1: Sum of one-loop 1PI Green’s functions at zero external momenta that contribute
to the effective potential V1.
2.2.1 The Effective Potential Calculation
In this section we present two methods to compute the effective potential up to one-loop
contribution in the SM. We begin with the loop expansion procedure introduced by Y.
Nambu [32] and reviewed by Coleman and Weinberg [33], and then we will make the explicit
sum of the 1PI Green’s functions given by equation (2.38). The zero-order contribution to
the effective potential is just the classical potential U(φ). The next-order contribution is the
sum of all 1PI diagrams with an arbitrary number of external lines and with zero external
momenta. Let us consider the theory with a single real scalar field φ with the Lagrangian
L = 1
2
(∂µφ)
2 − 1
2
m2φ2 − 1
4
λφ4. (2.40)
The zero-loop potential is just
V0 =
1
2
m2φ2c +
1
4
λφ4c . (2.41)
The one-loop effective potential V1 is given by the sum (2.38) of all 1PI Green’s functions
at zero external momenta,
Γ˜2n(0) = −i(2n)!
2n2n
(
−4! iλ
4
)n ∫
d4k
(2π)4
[
i
k2 −m2 + iε
]n
, (2.42)
represented in Fig. 2.1, where Green’s functions with odd number of external lines are zero
because the Lagrangian hasn’t odd powers of the field φ. Therefore
V1 =
i
2
∞∑
n=1
(3λφ2c)
n 1
n
∫
d4k
(2π)4
i
(k2 −m2 + iε)n . (2.43)
The first two terms, with n = 1 and n = 2, are divergent. For n = 1 the divergence is
quadratic, whereas for n = 2 the divergence is logarithmic. The terms with n ≥ 3 are
finite. Let us first compute the finite part. By the usual method of Wick’s rotation in the
framework of dimensional regularization (see [26] or [34]) we have∫
ddl
(2π)d
1
(l2 −∆)n =
i(−1)n
(4π)d/2
Γ
(
n− d
2
)
Γ(n)
(
1
∆
)n− d
2
, (2.44)
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since for n = 3 the integral (2.44) converges, we may use d = 4, and the finite part of the
potential is:
V fin1 =
i
2
i
(4π)2
∞∑
n=3
(3λφ2c)
n (−1)n
n
Γ (n− 2)
Γ(n)
m4−2n. (2.45)
If we define he dimensionless parameter z = 3λφ
2
c
m2
and we use the property of the Euler’s
gamma function
Γ(n) = (n− 1)(n− 2)Γ(n− 2), (2.46)
we reach the result
V fin1 = −
m4
32π2
∞∑
n=3
(−1)nzn
n(n− 1)(n− 2) , (2.47)
and after partial fractioning
1
n(n− 1)(n− 2) =
1
2
(
1
n
− 2
n− 1 +
1
n− 2
)
, (2.48)
we obtain
V fin1 = −
m4
64π2
∞∑
n=3
(−1)nzn
(
1
n
− 2
n− 1 +
1
n− 2
)
(2.49)
to be rewritten after appropriate shifts as
V fin1 = −
m4
64π2
(
z − z
2
2
+
∞∑
n=1
(−1)nzn
n
+ 2z2 −
∞∑
n=1
(−1)n+12zn+1
n
+
∞∑
n=1
(−1)n+2zn+2
n
)
= − m
4
64π2
( ∞∑
n=1
(−1)nzn
n
(1 + 2z + z2) + z +
3
2
z2
)
. (2.50)
From the known power series
ln(1 + z) =
∞∑
n=1
(−1)n+1
n
zn if |z| < 1,
the finite one-loop effective potential amounts to
V fin1 =
m4
64π2
[
(1 + z)2ln(1 + z)− z − 3
2
z2
]
=
1
64π2
[
(m2 + 3λφ2c)
2ln
(
m2 + 3λφ2c
m2
)
− 3λφ2cm2 −
3
2
(
3λφ2c
)2]
. (2.51)
Now about the divergent part
V div1 =
i
2
[
(3λφ2c)
∫
d4k
(2π)4
1
k2 −m2 + iε +
1
2
(3λφ2c)
2
∫
d4k
(2π)4
1
(k2 −m2 + iε)2
]
,
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it makes sense in dimensional regularization, by using the formula (2.44) and then making
the Laurent expansion around ε = 0, if ε = (4− d)/2:
V div1 =
i
2
[
(3λφ2c)
m2
(4π)2
i
(
1
ε
+ 1
)(
4πe−γEµ2
m2
)ε
+
1
2
(3λφ2c)
2 1
(4π)2
i
(
1
ε
)(
4πe−γEµ2
m2
)ε]
= −3
2
λ
m2
(4π)2
(
1
ε
+ 1− log
(
m2
µ¯2
))
φ2c −
9
4
λ2
(4π)2
(
1
ε
− log
(
m2
µ¯2
))
φ4c . (2.52)
Where we have defined the new scale of energy µ¯2 = 4πe−γEµ2 and µ2 is the introduced
mass units to take into account the dimensional changes of the parameters of the theory
in dimensional regularization. In order to cancel the divergences, one can add suitable
counter-terms. The book of D. Bardin and G. Passarino [27] presents an exhaustive review
of the most important mass dependent and independent renormalization schemes. We start
from the unrenormalised potential, written in terms of bare quantities m20 and λ0, and set
m20 → m2 + δm2 and λ0 → λ+ δλ. Then, we obtain
Vbare = V + δV,
where
V =
1
2
m2φ2c +
1
4
λφ4c + V1,
while, to leading order,
δV =
1
2
δm2φ2c +
1
4
δλφ4c .
In order to fix the finite part of the counter-terms4, we define our renormalized parameters
m and λ by the renormalization prescriptions:
∂2V
∂φ2c
∣∣∣∣
φc=0
= m2 ;
∂4V
∂φ4c
∣∣∣∣
φc=0
= 6λ. (2.53)
Since the above equations hold for the tree-level potential, and since the finite part of the
one-loop corrections starts with φ6c , the counter-term δV is just the divergent part of the
one-loop potential, δV = V div1 , therefore
δm2 = −3λ m
2
(4π)2
(
1
ε
+ 1− log
(
m2
µ¯2
))
(2.54)
δλ = −9λ2 1
(4π)2
(
1
ε
− log
(
m2
µ¯2
))
, (2.55)
so for the above defined renormalization scheme
V1 = V
fin
1 =
1
64π2
[
(m2 + 3λφ2c)
2ln
(
m2 + 3λφ2c
m2
)
− 3λφ2cm2 −
3
2
(
3λφ2c
)2]
. (2.56)
4The finite part of the counter-terms are arbitrary. Different choices correspond to different renormal-
ization schemes, and different definitions of the renormalized parameters.
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Another renormalization scheme is the so-called modified minimal subtraction MS renor-
malization scheme. By definition, the counter-terms in the MS scheme subtracts only the
terms proportional to the pole (D− 4)−1 plus the terms proportional to γE − ln(4π). Using
the new scale µ¯, that we will call µ in the following, the modified minimal subtraction is
equivalent to removing only the pole 1/ε. The MS renormalized effective potential up to
one-loop order is
V = Vcl + V
MS
1 ,
where
V MS1 = V
fin
1 −
1
64π2
[
6λφ2cm
2 + 6λφ2c
(
m2 +
3
2
λφ2c
)
ln
µ2
m2
]
. (2.57)
Using the identity
6λφ2c
(
m2 +
3
2
λφ2c
)
= (m2 + 3λφ2c)
2 −m4,
we obtain
V MS1 =
1
64π2
(m2 + 3λφ2c)
2
[
ln
m2 + 3λφ2c
µ2
]
− 1
64π2
[
3
2
(6λφ2cm
2) +
3
2
(3λφ2c)
2 +m4ln
m2
µ2
]
.
Adding the term − 1
64pi2
[
3
2
m4 − 3
2
m4
]
and neglecting the field independent terms −3
2
m4 +
m4lnm
2
µ2
, we finally obtain
V MS1 =
1
64π2
(m2 + 3λφ2c)
2
[
ln
m2 + 3λφ2c
µ2
− 3
2
]
. (2.58)
Note that the one loop effective potential V MS1 is related with V1 defined in the above
renormalization scheme (2.53) through the matching condition:
V1 = V
MS
1 + (δV
MS − δV ) = V MS1 − δ(1)V
∣∣
fin
,
where δ(1)V
∣∣
fin
is the finite part of the counter-term δV after removing the term proportional
to (d− 4)−1 + γE − ln(4π), specifically
δV MS − δV = 1
64π2
[
6λφ2cm
2 + 6λφ2c
(
m2 +
3
2
λφ2c
)
ln
µ2
m2
]
. (2.59)
Similar matching conditions are used for the renormalization parameters in the two schemes
λ(µ) + δλ = λMS + δλMS ; m2(µ) + δm2 = m2
MS
+ δm2
MS
.
It is remarkable that since in all renormalization schemes the terms with logarithms of the
classical fields are the same, the difference between schemes are in the terms proportional
to powers of φc and the constant terms, like in eq. (2.59). The diagrammatic method
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Figure 2.2: Tadpole topology in a shifted theory.
described above based on Figure 2.1 is very inefficient if we want to compute the effective
potential in more complicated theories, like the Standard Model, where the potential receives
contributions also from fermion and vector loops. Fortunately, there is a simple method of
calculating higher-order corrections to the effective potential (see Lee and Sciaccaluga [35])
which allows one to compute the one-loop scalar potential in a very simple way. The method
is as follows. Consider that the effective action Γ[φc] is expanded about some arbitrary shift
φc = ω. Then, the expression of the effective potential is now
V ′(φc) = −
∞∑
n=0
1
n!
Γ˜n(0)(φc + ω)
n = −
∞∑
n=0
1
n!
Γ˜′n(ω, 0)φcn,
where Γ˜′n(ω, 0) is the 1PI Green’s function of the shifted theory. Using the binomial theorem
we can rewrite the above relation as:
V ′(φc) = −
∞∑
k=0
1
k!
( ∞∑
n=0
1
n!
Γ˜n(0)
n!
(n− k)!ω
n−k
)
φkc ,
therefore
Γ˜′1(ω, 0) =
∞∑
n=0
1
n!
Γ˜n(0)nω
n−1. (2.60)
The l.h.s. of the above expression is just the tadpole diagram in the shifted theory to any
order, represented by the Figure 2.2. Evaluating this diagram, then integrating with respect
to ω, and setting ω = φc gives the effective potential∫ φc
0
dωΓ˜′1(ω, 0) =
∞∑
n=0
1
n!
Γ˜n(0)n
∫ φc
0
dωωn−1
=
∞∑
n=0
1
n!
Γ˜n(0)n
ωn
n
∣∣∣∣φc
0
=
∞∑
n=0
1
n!
Γ˜n(0)φ
n
c = −V (φc). (2.61)
Let us see an explicit example. Consider the massive, self-interacting scalar theory. The
classical potential of the shifted theory is
U(φ) =
1
2
m2(φ+ ω)2 +
1
4
λ(φ+ ω)4
= (m2ω + λω3)φ+
1
2
(m2 + 3λω2)φ2 + λωφ3 +
λ
4
φ4. (2.62)
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Figure 2.3: One-loop contributions to the effective potential in the SM. (a) Scalar contribu-
tion. (b) Fermion contribution. (c) Vector contribution.
The tree-level contribution to the potential can be computed from the tree-level tadpole in
the shifted theory
−m2ω − λω3,
which, integrated in ω between 0 and φc gives minus the tree-level potential
V0(φ) =
1
2
m2φ2c +
1
4
λφ4c .
To compute the one-loop contribution, we need to consider only one diagram, with one
scalar external line and one scalar internal propagator. In the shifted theory the mass of
the φ field is m2 + 3λω2, and the cubic vertex is −3λω, therefore
Γ˜′
(1l)
1 (ω, 0) = −3λω
∫
ddk
(2π)d
i
k2 −m2 − 3λω2
=
3λω
(4π)2
(m2 + 3λω2)
[
1
ε
− ln
(
m2 + 3λω2
4πe−γEµ2
)
+ 1
]
. (2.63)
Using the MS scheme, the renormalized one-loop potential is
V MS1 (φc) =
1
(4π)2
∫ φc
0
dω3λω(m2 + 3λω2)
[
ln
(
m2 + 3λω2
µ2
)
− 1
]
.
The above integral is straightforwardly performed and we obtain the expected result
V1(φc) =
1
64π2
(m2 + 3λφ2c)
2
(
ln
m2 + 3λφ2c
µ2
− 3
2
)
. (2.64)
2.2.2 The One-Loop Effective Potential
The above procedure can be applied straightforwardly to the non-Abelian gauge theories
[33] and to the Standard Model [36]. The scalar field is now a complex doublet given by
φ =
(
G±
1/
√
2 (H + iG0)
)
=
1√
2
(
φ1 + iφ2
φ3 + iφ4
)
,
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and the classical potential in the shifted theory, after the shift φj → φj + ωj , is now
V ′0 = φjωj(m
2 + λω2) +
1
2
[
(m2 + λω2)δij + 2λωiωj
]
φiφj + λωiφiφjφj +
1
4
λ(φiφi)
2. (2.65)
In the Standard model, the one-loop effective potential receives contributions from classes
of diagrams belonging to the scalar sector, the vector boson sector, and the fermion sector,
V1(φ) = VS(φ) + VV (φ) + VF (φ).
These contributions are obtained by the computation of one-loop tadpole diagrams in the
shifted theory, represented by Figure 2.3. We make the computation in the Landau gauge.
The resulting effective potential is the same regardless of the values assigned to the shift
variables ωi, therefore we may choose ωi = 0 for all i except for ω3 = ω. In this case,
the potential (2.65) of shifted theory describes three scalar fields, φ1, φ2 and φ4 with mass
m2+ λω2 and one scalar field, φ3, with mass m2+3λω2. The trilinear couplings φ3φjφj are
λω for j 6= 3 and −3λω for j = 3. Following exactly the same steps that for a single scalar
field, but now referring to the four components, we obtain
VS(φ) =
1
64π2
(m2 + 3λφ2c)
2
(
ln
m2 + 3λφ2c
µ2
− 3
2
)
+
3
64π2
(m2 + λφ2c)
2
(
ln
m2 + λφ2c
µ2
− 3
2
)
.
Let see now the vector boson contribution to the effective potential, VV (φ). In this case the
only term in the interaction we need is included in
LD = (Dµφ)†(Dµφ),
with
Dµφ =
(
∂µ − i
2
gW jµτ
j − i
2
g′Y Bµ
)
φ.
As discussed below, this term contains the mass term for the vector bosons and the scalar-
vector-vector vertices needed to compute the one-loop tadpole. By gauge invariance φ can
be chosen such that, making a rotation in the isospin space, the φ1, φ2 and φ4 components
vanishes:
φ =
1√
2
eiτθ(x)
(
0
φ3
)
.
This leads to the scalar field in the shifted theory5
φ¯ =
1√
2
(
0
φ3 + ω3
)
.
Therefore,
Dµφ¯ =
1√
2
[(
0
∂µφ3
)
− i
2
(φ3 + ω3)
(
g
(
W 1µ − iW 2µ
)
−gW 3µ + g′Bµ
)]
.
5We choose again ωi 6= 0 only for i = 3, and we work in the unitarity gauge, θ(x) = 0.
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In terms of the Weinberg’s angle e = gsinθW and e = g′cosθW the result is
−gW 3µ + g′Bµ =
√
g2 + g′2
(−cosθWW 3µ + sinθWBµ) = −√g2 + g′2Zµ,
and
Dµφ¯ =
1√
2
[(
0
∂µφ3
)
− i√
2
(
1 +
φ3
ω3
)(
gω3W
+
µ
−
√
g2 + g′2/2ω3Zµ
)]
,
so that
(
Dµφ¯
)† (
Dµφ¯
)
=
1
2
∂µφ3∂µφ
3 +
1
4
(
1 +
φ3
ω3
)2 [
g2ω23W
+
µ W
−
µ +
g2 + g′2
2
ω23ZµZ
µ
]
. (2.66)
From the second term on the r.h.s. of the above equation we obtain the mass terms: g2ω23/4
for W and (g2 + g′2/4)ω23 for Z, and the coupling constants: GWWφ3 = g
2ω3gµν/2 and
GZZφ3 = (g
2 + g′2)ω3gµν/4. Using this information, one notes that the one-loop tadpole
receives one contribution from a loop of a W vector boson and a contribution from the Z
boson. The W contribution in the Landau gauge is:
T
(1l)
W =
g2ω3gµν
2
∫
d4k
(2π)4
i
k2 − g2ω23/4
[
−gµν + k
µkν
k2
]
.
Using dimensional regularization and the eq. (2.44) we obtain
T
(1l)
W =
g2ω3
2
µ4−d
(4π)d/2
Γ(1− d/2)
Γ(1)
(
1
g2ω23/4
)1−d/2
(−d + 1).
Expanding around ε = (4− d)/2 and using the minimal subtraction, we get
T
(1l)
W −→ −3ln
g2ω23/4
µ2
+ 1. (2.67)
The contribution of W to the effective potential is obtained integrating regarding to ω3
VW (φc) =
1
(4π)2
∫ φc
0
dω3
g2ω3
2
(
g2ω23
4
)(
3ln
g2ω23/4
µ2
− 1
)
,
which straightforwardly gives the result
VW (φc) =
6
64π2
(
1
4
g2φ2c
)2 [
ln
g2φ2c/4
µ2
− 5
6
]
. (2.68)
The contribution of the vector sector to the effective potential is the sum VV (φc) = VW (φc)+
VZ(φc). The contribution of Z can be obtained as follows:
VZ(φc) =
3
64π2
(
1
4
(g2 + g′2)φ2c
)2 [
ln
(g2 + g′2)φ2c/4
µ2
− 5
6
]
. (2.69)
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Finally, we must consider the contribution of fermions and thus the Yukawa sector. With
the same choice for ω adopted above, the shifted Lagrangian in the Yukawa sector becomes
LF = −
∑
f
hf√
2
(φ3 + ω3)ψfψf .
Proceeding as above we find
VF (φc) = − 12
64π2
∑
f
(
1
2
h2fφ
2
c
)2 [
ln
h2fφ
2
c/2
µ2
− 3
2
]
, (2.70)
where the color sum has been performed, the global minus is because of the fermion loop.
Moreover, the ghost sector doesn’t contribute to the effective potential in the Landau gauge,
because the couplings of the tri-linear vertices involving FP ghosts are proportional to the
gauge parameter ξ, that vanishes in this gauge.
To summarize, the one-loop effective potential of the Standard Model in the Landau gauge
and renormalized in the MS subtraction scheme is the sum of all contributions above com-
puted
V
(1l)
MS
(φc) =
1
64π2
∑
j
(−1)2sj(2sj + 1)M4j(φ2c)
[
ln
M2j(φ2c)
µ2
− cj
]
, (2.71)
where M2j(φ2c) denotes the field dependent squared mass of each particle j in the theory
M2j (φ2c) =

m2H(φ
2
c) = m
2 + 3λφ2c
m2G(φ
2
c) = m
2 + λφ2c
m2W (φ
2
c) =
1
4
g2φ2c
m2Z(φ
2
c) =
1
4
(g2 + g′2)φ2c
m2f(φ
2
c) =
1
2
h2fφ
2
c
(2.72)
The value of M2j(φ2c) at φ2c = v2 equals the squared mass of the corresponding particle.
Note that the index j is running over all particles in the spectrum of the SM. Moreover in
eq. (2.71) sj is the spin of particle j, and cj is a constant depending on renormalization
scheme chosen. For the MS scheme, we get
sj =

0→ j = S
1→ j = V
1
2
→ j = F
; cj =

3
2
→ j = S, F
5
6
→ j = V
.
It is worth to be noted here that the only contribution with a negative coefficient is the
fermionic one. This negative sign has significant consequences in the analysis of the SM
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Figure 2.4: An arbitrary n-loops vacuum bubble topology.
vacuum stability. Depending of the precise value of all coupling constants of the theory,
the shape of the effective potential can change drastically for large ranges of the classical
field φc; the potential can be stable, metastable or even unstable [37]. This leads to the
very well known instability problem of the effective potential: one can find values of the top
Yukawa coupling constant, ht, together with a range of values of φc which satisfy perturbative
conditions, so that V (1l)(φc) becomes lower than V (1l)(v) for φc >> v, implying an unstable
effective potential. Currently the values of all SM parameters, including the top and Higgs
masses, are very well known, allowing us to study the true shape of the effective potential
and his implications on the vacuum stability of SM. These ideas will be developed carefully
in the first section of the Chapter 3.
2.2.3 Renormalization Group Improvement of the Effective Poten-
tial
From the definition of the effective potential (Eq. 2.38) we note that if we work in a shifted
theory, the first term of the expansion, the zero-order term, is just the effective potential
evaluated in the parameter of the shift V (ω). According to the equation (2.38) this term is
equal to minus the zero-points 1PI Green function,
V (ω) = −Γ˜0(0).
Therefore, we can compute the n-loop effective potential valued in the shift parameter ω
just by calculating the n-loop 1PI Feynman diagrams without external lines, better known
as the vacuum bubbles and represented schematically by fig. 2.4. This alternative procedure
of calculation, known as background field method (BFT) [38][39], is specially useful when
we want to compute the n-loops effective potential with n ≥ 2. The main reason is simply
because the number of zero-point diagrams to compute is lower than the number of diagrams
that we need to compute by the tadpole technique of the previous section. From the vacuum
bubbles (see fig. 2.4) is very easy to see that the n-loops potential have terms of order
gi
n+1
[
ln
(
φ2c
µ2
)]n
, (2.73)
where the gi represent any of the couplings in the SM, λ, g2, g′2, h2t , etc. This allows us
to see explicitly a common problem when one needs the n-loop effective potential. If we
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are interested in studying the potential over a large range for the classical field φc, it is
necessary to ensure that the potential is still in the perturbative region of validity. From eq.
(2.73) we can see that it is not sufficient that the coupling gi be smaller than one, instead
we need that giln (φ2c/µ
2) must be sufficiently small. Owing to the renormalization group
(RG) invariance of the theory it is always possible to redefine the renormalization scale µ to
make the logarithmic term as small as possible. However, this would imply perturbativity
for just a single value of the classical field, if one is interested in the potential over a large
range from φ1 to φ2, then it is necessary for giln (φ21/φ
2
2) to be smaller than one. To see this
it is sufficient to make the dimensional transmutation of re-expressing µ or any other mass
scale in terms of the extremal of V . In almost all calculations of interest the region of field
space is so large that giln (φ21/φ
2
2) is near unity. This situation makes unreliable the loop
expansion and therefore will be essential improve the effective potential. The appropriate
technique to improve it, exploits the renormalization group invariance of the theory and
used the RG methods to build an improved potential that will be valid just if gi is less than
one since will make the resummation of the logarithms [40, 41].
In this section we will develop this procedure for the one-loop effective potential of the
SM. We begin with the renormalization group equations for the effective potential. Defining
et = µ2 then the invariance of the bare 1PI Green functions imply due to (2.38) an analogous
invariance of the effective potential
dV (φc)
dt
= 0.
Using the chain rule we obtain the Callan-Symanzik equation for the effective potential(
∂
∂t
+ βgi
∂
∂gi
+m2γm
∂
∂m2
+ φcγ
∂
∂φc
)
V (φc) = 0, (2.74)
with
βgi =
dgi
dt
, m2γm =
dm2
dt
, γ =
1
φc
dφc
dt
. (2.75)
The beta functions of the coupling constants βgi, the anomalous dimension γ and the function
γm are computable in perturbation theory as a power series expansion in the couplings gi and
they don’t include logarithmic terms. Their non-perturbative values are unknown, therefore
the renormalization group equation (2.74) can only be perturbatively solved. However, if the
renormalized coupling constants are small, the effective potential, seen as the perturbative
solution of the RG equation, can be determined to any level of accuracy and will not require
that giln(φ2c/µ
2)≪ 1 to obtain the accurate potential, it is just necessary that gi ≪ 1.
The Callan-Symanzik equation is a first-order partial differential equation. To solve it the
method of characteristic curves is usually used. This method is based on restricting the
partial differential RG equation on curves, called characteristics, along which the eq. (2.74)
becomes an ordinary differential equations set. Suppose for a moment that a solution V (φc)
is known. In a renormalizable theory the effective potential must be of the form
V (φc) =
1
2
m2(t)φ2c(t) +
1
4
λ(t)φ4c(t).
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As a consequence, the quadratic and the quartic term of the potential independently satisfies
the Callan-Symanzik equation. The RG equation for the quartic term leads to:(
∂
∂t
+ βg
∂
∂g
+m2γm
∂
∂m2
+ φcγ
∂
∂φc
+ 4γ
)
λ(g,m2, φc, t) = 0. (2.76)
We consider that the quartic coupling λ = λ(g,m2, φc, t) is a surface in a five dimensional
space. A normal vector of this surface would be
U =
(
∂λ
∂g
,
∂λ
∂m2
,
∂λ
∂φc
,
∂λ
∂t
, 1
)
, (2.77)
consequently, the vector field
V =
(
βg , m
2γm , φcγ , 1 , 4γλ
)
(2.78)
is tangent to the surface λ(g,m2, φc, t) at every point because (2.76) implies:
U ·V = 0. (2.79)
Therefore, the graph of the surface must be a union of parametric curves of the vector field
V, that represent a specific solution to the PDE (2.76) and are called characteristics. If a
particular parametrization t of the curves is fixed, the equations of the characteristic curves
is the system of ordinary differential equations:
dt′ =
dg
βg
=
dm2
m2γm
=
dφc
φcγ
= − dλ
4γλ
. (2.80)
Subject to initial conditions, we then have:
λ(gi(Λ), m
2(Λ), φc(Λ)) = λ(µ)exp
{
−4
∫ Λ
µ
dt′γ(gi(t′), m2(t′), φc(t′))
}
, (2.81)
where Λ is some energy scale much larger than µ, and µ is the scale that fixed the initial
conditions of the ODEs, it usually taken as the minimum of the classical potential, µ ≈ 267
GeV. The running parameters gi(Λ), m2(Λ) and φc(Λ) are solutions of the ODEs (2.75). In
particular the energy dependent field φc(Λ) has the form:
φc(Λ) = φc(µ)G(Λ) ; G(Λ) = exp
{∫ Λ
µ
dt′γ(gi(t
′), m2(t′), φc(t
′))
}
.
Therefore, the potential can be rewritten as
V (φc) =
1
2
m2(Λ)G2(Λ)φ2c(µ) +
1
4
λ(Λ)G4(Λ)φ4c(µ).
To find the running coupling λ(Λ) we need the explicit form of the renormalization group
equations (2.75) for all couplings gi of the SM. This produces a system of coupled differential
equations that must be solved, involving numerical integration of the coupled first-order
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equations. Once one set the appropriate boundary conditions, the complete renormalization
group improved (RGI) effective potential is obtained.
The expression of the RGI effective potential seems don’t have any relation with the 1PI
version obtained from the vacuum bubbles diagrams. However, one can show that the RGI
potential, if one assume that βλ, γm and γ are constants, is equal to the 1PI potential in the
limit when φc is larger than the electro-weak scale. Let see this in more detail. If the beta
and gamma functions are constants, the coupling λ, the parameter m2 and the classical field
φc have the approximate solutions:
λ(Λ) ≈ λ(µ) + βλln
(
Λ2
µ2
)
,
m2(Λ) ≈ m2(µ)
(
1 + γmln
(
Λ2
µ2
))
,
Gn(Λ) ≈ 1 + nγln
(
Λ2
µ2
)
.
These equations lead to the one-loop RGI effective potential
VRGI(φc) ≈ 1
2
m2(µ)
[
1 + (γm + 2γ)ln
(
Λ2
µ2
)]
φ2c(µ)
+
1
4
[
λ(µ) + (βλ + 4λ(µ)γ)ln
(
Λ2
µ2
)]
φ4c(µ). (2.82)
Thus, if we want to find the one-loop improved potential, we need the beta function βλ,
the anomalous dimension γ, and the function γm to one-loop order. All beta functions and
anomalous dimensions of the SM can be seen in the reference [42]. Nevertheless, one can
easily determine the beta function for λ and the function γm by looking at the 1PI effective
potential if one knows by other means the anomalous dimension. In the Appendix B we
show this computation. Here we only expose the final results:
βλ =
1
16π2
[
12λ2 +
3
8
g4 +
3
16
(g2 + g′2)2 − 3h4t − 3λg2 −
3
2
λ(g2 + g′2) + 6λh2t
]
, (2.83)
γ =
1
64π2
(
9
2
g2 +
3
2
g′2 − 6h2t
)
, γm =
3λ
8π2
− 2γ. (2.84)
We now must introduce the above beta functions and anomalous dimension into eq. (2.82)
to get the renormalization group improved potential. Defining m2 = m2(µ), gi = gi(µ) and
φc = φc(µ) we find the result:
VRGI(φc) ≈ 1
2
m2
[
1 +
12λ
32π2
ln
(
Λ2
µ2
)]
φ2c (2.85)
+
1
4
[
λ+
1
16π2
(
12λ2 +
3
8
g4 +
3
16
(g2 + g′2)2 − 3h4t
)
ln
(
Λ2
µ2
)]
φ4c .
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The same outcome is obtained if one assumes that φc ∼ Λ (in the limit Λ ≫ v) over the
one-loop 1PI potential
V (1)(φc) =
1
64π2
[
m4H
(
ln
m2H
µ2
− 3
2
)
+ 3m4G
(
ln
m2G
µ2
− 3
2
)
(2.86)
+ 6m4W
(
ln
m2H
µ2
− 5
6
)
+ 3m4Z
(
ln
m2Z
µ2
− 5
6
)
− 12m4t
(
ln
m2t
µ2
− 3
2
)]
.
In this case the scalar sector of the potential approximates to
1
64π2
(
12λ2φ4c + 12m
2λφ2c
)
ln
(
Λ2
µ2
)
, (2.87)
the vector sector approximates to
1
64π2
[
3
8
g4 +
3
16
(g2 + g′2)2
]
φ4cln
(
Λ2
µ2
)
, (2.88)
and the fermion sector to
− 1
64π2
3h4tφ
4
cln
(
Λ2
µ2
)
. (2.89)
Adding up the above approximations we recover the result (2.85). This approximate result
describes the correct behaviour of the effective potential for large values of the classical field,
the unwanted logarithmic terms with φc as an argument have disappeared. It is usual to
express this potential, preserving all terms proportional to φ4c , in the form
V (H) ≈ λeff (H)H
4
4
, (2.90)
where the quadratic term of the potential has been ignored in the limit H ≫ v, the reasons
to make this approximation will be given in the next chapter. The new defined effective
coupling λeff(H) can be written at one-loop level as:
λeff(H) =
e4Γ(H)
(4π)2
[
3g2
8
(
ln
g2
4
− 5
6
+ 2Γ
)
+
3
16
(g2 + g′2)2
(
ln
g2 + g′2
4
− 5
6
+ 2Γ
)
−3h4t
(
ln
h2t
2
− 3
2
+ 2Γ
)
+ 3λ2 (4lnλ− 6 + 3ln3 + 8Γ)
]
, (2.91)
with
Γ(H) =
∫ H
µ
γ(µ¯)dln(µ¯). (2.92)
This expression is very useful in the study of the vacuum stability properties, we postpone
its use to the Chapter 6. where an effective quartic coupling are determined in the Sirlin-
Zucchini renormalization scheme.
Chapter 3
Scale Dependent Properties of the SM
B
efore the discovery of the Higgs boson in the LHC by the ATLAS [43] and CMS [44]
experiments, the Higgs boson’s mass was the only unknown input parameter in the
SM. Although its experimental value was unknown, it was always possible to obtain lower
or higher bounds of the Higgs mass by imposing theoretical restrictions as the stability of
the Higgs effective potential, the perturbativity of the self-coupling λ (known as triviality) or
some additional theoretical criterion. The stability analysis is the most stringent procedure
to obtain a lower bound of the Higgs mass value. The requirement that λ(µ) has to be
positive up to a given value of the energy scale µ = ΛI , translates into a lower limit of the
initial condition λ(µ = v), or equivalently into a lower limit of mH = 2λ(v)v2. The bound
becomes more stringent if one requires the positivity of λ(µ) in a large range of µ. With the
new data for the Higgs mass, mH = 125.09± 0.21(stat)± 0.11(syst) GeV, arising from the
recent combined ATLAS and CMS analysis [13], the problem of the vacuum stability of the
SM has started to be considered by itself.
Following this guideline, in the section 3.1 we discuss the scale dependent properties of
the Standard Model. We first look at the behaviour of the running parameters m2(µ) and
λ(µ), and we review the state of the art of the vacuum stability analysis, then we focus our
attention on two very important issues, the triviality of SM and the hierarchy problem.
3.1 The Stability Problem
To study the stability of the SM vacuum, we need to look at the shape of the Higgs effective
potential. As mentioned in the previous chapter, the 1PI effective potential is not reliable
when we want to study the shape of the potential at large values of the classical field φc. The
analysis of the stability must be obtained from a renormalization group improved version
of the potential that requires the study of the RGEs (Renomalization Group Equations) of
all couplings (λ, ht, g, g′, gs, etc) in the SM and find the most precise relation between
the running coupling constants and the value of the SM observables at given scales, a sort
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Figure 3.1: Diagrams that generate the instability in the two-loop Higgs effective potential.
of boundary conditions for those RGE. We first focus our attention in the running quartic
Higgs coupling λ(Λ), and its threshold relation with the Higgs physical mass
λ(Λ) =
Gµ√
2
m2H +∆λ(Λ). (3.1)
In (3.1) Gµ is the Fermi constant of the muon decay and Λ represents the subtraction point.
The equation (3.1) will be analyzed in more detail in Chapter 4 where also the equation will
be characteristic of the Sirlin-Zucchini renormalization scheme [45]. The RG evolution from
the EW scale until the Planck scale implies that λ gets negative at the energy scale of 1010
GeV as you can see in fig. 3.2 - Right. The instability occurs due to the effects of the top
quark corrections represented in fig. (3.1) up two-loop order. For instance in the one-loop
RGI potential (eq. 2.89) and therefore in λeff(H) (eq. 2.91) they contribute as − 3h
4
t
16pi2
2Γ,
being ht the top Yukawa coupling. The troubles with λ becoming negative is that it will
cause an instability in the Higgs potential, because at the very high values of the Higgs
field the effective potential is dominated by the quartic term. The fig. 3.2 - Left, shows the
running of m(µ), the quadratic coupling is always lower than 1TeV, thus m2 ≪ φ2c at the
large energy scale [46]. Lets see this more detailed, consider the running of the parameter
m(µ) obtained by solving the RGE (2.75) up to two-loop order1 and plotted in fig. 3.2 - Left.
The boundary conditions on the SM running parameters are imposed from the experimental
values of all physical masses in the SM, for instance the top Yukawa coupling is obtained
from the top quark pole mass mt at Λ = m
pole
t = 173.36 ± 2.8 GeV [47], while the mass
term is normalised in such way that m = mH = 125.66± 0.34 GeV at tree level. For a more
refined analysis it is necessary include the matching conditions and the threshold corrections
to the relations between the couplings of the SM and the electro-weak observables. These
relations will be obtained in the on-shell renormalization scheme of Sirlin-Zucchini together
with all running properties.
The dashed line in fig. 3.2 - Left, represents the behaviour of the parameter m(µ) when
the RGEs are taken into account up to one loop level, while the solid line includes the beta
and gamma functions up to two loop order. We can observe that the two-loop corrections
increases the value of m(µ) for any value of µ, the increase is greater about the scale 1010
GeV where it is well know that the instability of the potential occurs. The most appropriate
1The three loop functions play a minor role in the vacuum stability analysis [55]
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Figure 3.2: Left: Evolution of the mass term m(µ) up to one-loop and two-loop level.
Right: RG evolution of the Higgs quartic coupling λ up to the Planck scale at different
values of the scale µ = Mt. [46]
is to use the function γm at least up two-loop order in eq. (2.75) when one studies the RG
evolution of the Higgs mass; the value of the Higgs mass is near-critical in the sense that
it is very close to the division line between the metastability and absolute stability regions,
the stability status of SM is thus very sensitive to the higher order radiative corrections.
Now, the fig. 3.2 - Left shows that m stops increasing around the energy Λ = 1010 GeV and
then damping always when the scale µ grows. The value of m remains positive and lower
than 140 GeV ∼ 0.1 TeV. As a consequence, when one is interested in studying the shape
of the potential at large values of the classical field, φc ≫ 1 TeV, the quadratic term of the
RGI potential can be ignored, and the potential approximates to
VRGI(φc) ≈ λ(Λ)
4
φ4c(Λ). (3.2)
The stability of the potential translates to the study of the evolution of the quartic coupling
λ(Λ), more precisely to its positivity at large scales. The behaviour of the Higgs quartic
coupling is obtained from the beta functions of all couplings. The parameter m2 does not
enter into the beta function of λ explicitly, as you can see at one-loop level in eq. (B.7) and
at two-loop in eq. (B.13), therefore the RGE for the m2 (eq. B.8 and B.18) should not be
considered. Solving the RGE flow numerically one obtains the fig. 3.2 - Right [46].
The dotted and the dashed lines correspond to the extreme values of the top mass, mt =
173.36+ 2.8 GeV and mt = 173.36− 2.8 GeV respectively, the continuous line is the central
value of the top mass, mt = 173.36 GeV. The fig. 3.2 - Right, shows that the scale at which
λ(µ) becomes negative, decreases when the value of the top mas grows. For the central value
of mt the coupling λ(µ) damping to be negative from about ΛI = 1010 GeV, the subscript
I indicates that it is the critical energy scale where the instability appears. The instability
scale occurs at energies much bigger than the EW scale (v ∼ 1TeV) thus, the approximation
in eq. (3.2) of neglecting m with respect to the value of the field φc is justified. For the
extreme value of the top quark pole mass mt = 173.36 − 2.8 GeV, λ(µ) approaches zero
around the scale 1017 GeV, just below the Planck scale and where the beta function of the
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coupling λ also approaches zero (see [48]). The Higgs potential is stable and the vacuum
stability of the SM is achieved for mt < 170.5GeV [48, 49].
3.1.1 Threshold Corrections in Stability Analysis
The state of the art of the NNLO (next-to-next-to-leading order) stability analysis in the
SM involves nowadays the RGEs of all coupling constants up to three loop level (see for
instance [50]) and the threshold corrections at the weak scale up two-loop order, moreover
the three-loop threshold corrections are not relevant. The reason for that is that we are
working with the improved effective potential and as it was proved in [51],[52] that the L-
loop effective potential improved by (L+1)-loop RGE resums all the Lth-to-leading logarithm
contributions. Therefore for the vacuum stability analysis at L-loop the threshold value at
L-loop also will be needed. The first point is achieved by imposing the renormalization
group equation to the effective potential in an appropriate choice of coordinates, defined in
the space of fields and parameters. By imposing the RG equation to the new parametrized
version of the effective potential, one is able to reconstruct the full potential since the leading
logarithms have coefficients determined by the tree-level potential and the one-loop result
for the beta and gamma-functions. Analogous approach for the subleading logarithms. The
crucial point is that the improved potential is obtained in terms of running parameters in
the fields space. For the last point consider the improved effective potential, which for large
fields and by dimensional analysis will have the shape V (φc) = λeffφ4c , here λeff has the same
order in loop of the effective potential the same must be for its threshold value.
For the NNLO vacuum stability the three loop RGEs have been completely computed.
The three loop beta function of the gauge couplings gs, g and g′ can be found in [53, 54].
The Yukawa coupling of the top quark was fully computed in [55] and finally the RGEs of
the quartic coupling λ and the quadratic parameter m2 up three loop level was obtained
in [56, 57]. The two-loop threshold corrections of all relevant SM couplings are found in
[48], where the NNLO corrections of λ(µ) was computed in the gauge-less limit: here the
dynamics of the electro-weak bosons is not taken into account (g = g′ = 0). The full
NNLO computation for λ, m2 and ht is found in [58], the gauge contribution to the two-loop
correction of λ represents around 0.6% of the total value. The NNLO corrections of g and
g′ have not yet fully calculated. We focus here our attention in the threshold corrections
of the quartic coupling λ. The calculation was done in a renormalization scheme where the
effects of the physics at very large energy scales can be deduced from those of the theory
with the electro-weak scale, the so called Sirlin-Zucchini scheme. Thus, λ(µ) is computed
in terms of the Fermi coupling Gµ, the pole masses2 mH , mt, mZ , mW and αs(mZ). The
threshold condition up two-loop order is given as
2This denomination applies to the Källen-Lehmann spectral decomposition of the propagator, for which
the physical mass appears as pole of the propagator. Of course in the case of the top quark this is just a
formal definition.
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Figure 3.3: Left: Evolution of the MS quartic coupling λ(µ). Right: Beta function of λ
varying mt, αs(mZ) and mH by ±σ. [48]
λ(µ) =
Gµ√
2
m2H + δλ
(1)(µ) + δλ(2)(µ). (3.3)
The one-loop correction δλ(1) was computed analytically by Sirlin and Zucchini in [45],
whereas the two-loop correction [48]
δλ(2)(µ) = −Gµ√
2
m2H
[
−∆r
(1)
m2H
(
m2H∆r
(1) +
3
2
T (1)
v
+ReΠ
(1)
HH(m
2
H)
)
+∆r(2) +
1
m2H
(
T (2)
v
+ReΠ
(2)
HH(m
2
H)
)]
fin
+∆λ, (3.4)
included the radiative correction (∆r) to the relation between the SU(2)L gauge coupling
and the Fermi constant , eq. (2.9), the two-loop tadpoles T (2), and the numerical evaluated
Higgs self-energy Π(2)HH(m
2
H) using the Martin’s loop functions calculated in [59, 60]. As it
will be explained later ∆λ is the two-loop finite contribution that is obtained when the on-
shell parameters of the Sirlin-Zucchini renormalization scheme, entering in the pole of the
regularizator at one-loop are expressed in terms of MS quantities, that finite contribution
comes from the O(ǫ) part of the shifts. The numerical result at mt is [48]:
λ(mt) = 0.12710 + 0.00206
( mH
GeV
− 125.66
)
− 0.00004
( mt
GeV
− 173.35
)
± 0.00030th. (3.5)
The sign of λ at the Planck scale ΛP ∼ 1019 GeV depends primarily on the assumed value for
mt and secondly of mH . For its central value mt = 173.4 GeV, λ becomes negative starting
from Λ ∼ 1010− 1011 GeV. The three loop corrections do not change the stability condition
substantially. The most relevant three-loop effect is due to the QCD contributions, its effect
is larger around Planck scale, see the red bands in figure 3.3. Including the three loop QCD
corrections, the stability requires [58]
mH > 129.6± 1.5 GeV ; mt < 171.36± 0.46 GeV. (3.6)
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The uncertainties include experimental and theoretical errors found in [47]. The main source
of uncertainty comes from the experimental error in mt, its contribution to the uncertainty
on mH is ±1.4 GeV. Along with the error on mH due to the combined theoretical and
experimental uncertainty in αs evaluated at the scale of the Z boson mass [61] (∆αs mH ≈ 1
GeV) and the fairly small theoretical errors due to the threshold corrections (∆th mH ≈ 0.7
GeV) we obtain the total error on mH and mt of eq. (3.6). It is remarkable to note here
that λ never becomes too negative at ΛP , in fact, λ and βλ are very close to zero around
ΛP (see fig. 3.3), this situation is currently known as near-criticality, because the Higgs and
top mass values of the eq. (3.6) put the SM very close to a critical line, determined by the
condition λ(ΛP ) = βλ(ΛP ) = 0, that divides two stability phases: the metastability and the
absolute stability. It will be developed in more detail in the next subsection.
3.2 Metastability Scenario
The behaviour of λ(Λ) studied in the above section modified the shape of the Higgs effective
potential at large energy scale values. The RGI effective potential bends down for values
of the classical field φc much larger than the location of the electroweak minimum v, and
develops a new minimum v′ at φc ≫ v. Depending on the SM parameters, in particular on
the top and Higgs masses, the second minimum can be higher or lower than the electroweak
one. In the first case, the electroweak vacuum is stable. In the second one, it is metastable
and we have to consider the life-time of the false electroweak vacuum, τ , and compare it with
the age of the universe τU . The requirement of metastability under quantum fluctuations is
given at zero temperature. The only cosmological input required is the age of the universe
τU , but does not rest on any cosmological assumptions. The bound is formulated by requiring
that the probability of quantum tunnelling out of the electroweak minimum be sufficiently
small when integrated over this time interval. If τ turns out to be larger than τU , even
though the electroweak vacuum is not the absolute minimum of Veff (φc), our universe may
well be sitting on a metastable vacuum, otherwise the vacuum is unstable. This is the well-
known metastability scenario. Let see first the details of the computation of the SM vacuum
lifetime and then its implications in the stability analysis.
3.2.1 Lifetime of the SM Vacuum
The analysis of the above section shows that our universe is potentially unstable for the
measured values of mH and mt, and therefore that the electroweak vacuum is not the true
vacuum of the theory. It is a problem that must be cured via the appearance of new physics
only if the transition probability of the false vacuum to the true vacuum is smaller than
the life of the universe. But, if λ remains small in absolute magnitude, the SM vacuum is
unstable but can be sufficiently long-lived compared to the age of the Universe. This is the
condition to a metastable vacuum. The lifetime can be long because quantum tunnelling ℘
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is an exponentially damped process. In semi-classical approximation, one can compute the
quantum tunnelling probability as [62]:
℘ ≈ (τUΛB)4 e−S(ΛB), (3.7)
where S(ΛB) is the Euclidean action evaluated in the saddle-point approximation at the
solution (the bounce H = h(r)) of the classical field equations [63]
− ∂µ∂µh+ V ′(h) = −d
2h
dr2
− 3
r
dh
dr
+ V ′(h) = 0, (3.8)
that interpolates between the false vacuum, v, and the opposite side of the barrier, the new
minimum v′. Here the Higgs field depends only on the radial coordinate, r, V ′(h) represents
the first derivative of the effective potential V (h≫ v) ≈ 1
4
λ(h)h4 with respect to h, and ΛB
is the scale at which ℘ is maximized. The equation (3.8) satisfies the boundary conditions:
h′(0) = 0 ; h(∞) = v → 0. (3.9)
With this boundary conditions, the Euclidean equation of motion can be solved analytically,
with negative λ, to obtain the tree-level bounce [63] (always in Natural Units)
h(r) =
√
2
|λ|
2R
r2 +R2
, (3.10)
where R = Λ−1B is the size of the bounce. This leads to the action [64]
S(ΛB) =
8π2
3|λ(ΛB)| . (3.11)
The scale ΛB and therefore R are obtained when ℘ is maximized, according to eq. (3.11)
it is equivalent to minimize λ(ΛB), which correspond to the condition βλ = 0. At tree
level the quartic coupling λ is scale-invariant and the size of the bounce Λ−1B is arbitrary.
This leads to a degenerated action with R = Λ−1B , however the degeneracy being lifted by
quantum fluctuations, because the RG flow breaks scale invariance, as is shown at one-loop
level in [65]. Including one-loop corrections to the action, ∆S1, the one-loop tunnelling rate
becomes
℘ =
1
τU
[
S(ΛB)
2
4π2
τ 4U
R4
e−S(ΛB)
]
× e−∆S1 . (3.12)
The quantum corrections to the tunnelling rate and the explicit computation of the one-loop
action, ∆S1, are found in [65]. Substituting the bounce (3.10) in the above equation, the
condition ℘ < 1 for a universe of about τ ≈ 1010 years old is equivalent to a lower limit over
λ, that means λ cannot take too large negative values. The bound on λ can be translated
into a lower bound on the Higgs mass, from the RG evolution of λ(µ), this lower bound can
be approximated as [65]:
mH(GeV ) > 117 + 2.9[mt(GeV )− (175± 2)] − 2.5
[
αs(mZ)− 0.118
0.002
]
+ 0.1log
(
τU
1010yr
)
.(3.13)
This condition is known as the metastability condition, and it is useful to build the meta-
stability diagram discussed in the next subsection.
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Figure 3.4: Stability phase diagram [48]. The mH −mt phase diagram is divided in three
sectors, stability, instability, and metastability regions. The dot indicatesmH = 125.66±0.34
GeV and mt ∼ 173.1 GeV with 3σ of accuracy.
3.2.2 Meta-Stability and SM Phase Diagram
The stability analysis is generally presented with the help of a stability phase diagram in
the mH − mt plane. Neglecting the presence of new interactions up to the Planck scale,
the zero-temperature meta-stability analysis provides the graph given by figure 3.4. This
phase diagram is divided into three different sectors. An absolute stability region, the green
region, where the effective potential evaluated in the electroweak minimum is lower than the
effective potential evaluated in the new minimum v′, Veff(v) < Veff(v′). A meta-stability
region, the yellow region, where the effective potential at the new minimum is lower than the
effective potential at the electroweak minimum, Veff(v′) < Veff (v), but with the life-time of
the electroweak vacuum larger than the age of the universe, τ > τU . Finally, an instability
region, the red region, where Veff(v′) < Veff (v) but the life-time of the electroweak vacuum
is lower than the age of the universe, τ < τU . The phase diagram also has two division lines.
The stability line separates the stability and the meta-stability regions, this line is obtained
when Veff (v) = Veff(v′). By other side, the instability line separates the metastability and
the instability regions, this line is obtained when the life-time of the electroweak vacuum is
equal to the age of the universe, τ = τU .
Given the value of the top mass mt = 173.36 ± 2.8 GeV, and the Higgs mass value mH =
125.09 ± 0.21(stat) ± 0.11(syst) GeV, the analysis situate the SM inside a metastability
region, very close to the stability line. When the experimental and perturbative errors in
the determination of mt and mH are taken into account, represented with the 1σ, 2σ and 3σ
ellipses in fig. 3.4, the SM could be sitting on the stability region, i.e. it could reach and even
cross the stability line. When it sits on the stability line, the coupling λ(Λ) and the beta
function βλ vanish at the Planck scale ΛP , this scenario is known as the near-criticality. The
measured values of the top and Higgs masses suggest a near-critical electro-weak vacuum.
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Including the two-loop threshold corrections of all SM parameters [48] Degrassi et. al.
estimates an overall theory error on mH ± 1.0 GeV, that combined with the experimental
errors on mt and gs gives as result that vacuum stability of the SM up to the Planck scale
is excluded at 2.5σ (99.3% C.L. one sided) for mH < 126 GeV.
The vanishing of βλ at ΛP is due to a cancellation between different large contributions,
rather than an asymptotic approach to zero. For this reason the vanishing of λ and βλ
near to Planck scale looks like more as a coincidence that a deep consequence of the theory
at large scales. However, the smallness of βλ and λ at high energy implies that very small
variations of the input values of the couplings at Planck scale lead to large fluctuations of the
instability scale. The experimental Higgs mass value is so close to criticality that any more
refined measurements, or more refined computations of theoretical and experimental errors,
can be drastically change our conclusions about stability or metastability of the electro-weak
vacuum. This is the main motivation to deepen our study about stability problem and its
scale dependent properties.
3.3 Triviality Bound
There are other scale-dependent properties weaker than the stability condition that can
give us information about the behaviour of the SM at large energy scales and its theoret-
ical restrictions. In particular important constraints can be put on the Higgs boson mass.
Unfortunately, these constraints can always be evaded by postulating the existence of some
unknown new physics which enters into the theory at a mass scale above the current exper-
iments, but below the Planck scale. Nevertheless, in the SM there exists upper and lower
bounds on the Higgs boson and heavy fermion masses [66][67][68]. We are going to consider
bounds from triviality and from the naturalness, which, together with the previous bounds
to stability and perturbativity, give limits on the Higgs mass as a function of the scale of
new physics. We first focus our attention in the triviality argument. This scenario is based
on the requirement that the running self-coupling λ(µ) will stay finite at high energy scales,
µ≫ v and that . From the renormalization group equation:
dλ
d(logΛ2)
= βλ (λ, g, g
′, ht, . . . ) ,
we can obtain the approximate solution
λ(Λ) =
λ(µ0)
1− βλ
λ(µ0)
log
(
Λ2
µ20
) , (3.14)
when the beta function is taken as constant. In the case of a theory with a spontaneous
symmetry breaking there is a problem with this solution, the running λ(Λ) has a pole at
some value of Λ = ΛL given by
ΛL = µ0e
λ(µ0)
2βλ . (3.15)
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Figure 3.5: Triviality (Red) and Stability (Green) bounds as a function of the scale of new
physics. [70].
Around this particular value, λ(Λ) grows up infinity regardless of the value of the initial
condition λ(µ0). The energy scale ΛL is known as the Landau pole, and represents the
energy scale around which the theory cannot be any more described perturbatively. The
general triviality argument [69] establishes that Standard Model must be a perturbative
theory at all energy scales, all coupling constants must be much less than unity up high
energies, according to eq. (3.14) this is possible only if λ and βλ are zero. As βλ is an
explicit function of all SM parameters, the perturbativity is preserved only when all SM
couplings vanishes, gi = 0, thus rendering the theory non-interacting i.e. trivial. As a
consequence the triviality implies a massless Higgs boson, but the new results by ATLAS
and CMS shows that actually that is no case, the Higgs mass is different of zero, and, in
fact, the Standard Model is not trivial, all coupling constants have non-zero perturbative
values up to the Planck scale.
However, we can see the triviality argument from another point of view, we can use the
solution of the RGE of λ(µ0) to establish a valid energy region where the SM works, i.e. an
energy cut-off ΛC below which the self-coupling λ remains finite. If the cut-off is large, the
coupling λ must be small to avoid the Landau pole, in turn, if the cut-off is small, λ can be
rather large according to:
βλ
λ(µ0)
log
(
Λ2C
µ20
)
6= 1. (3.16)
Using the two-loop threshold relation (eq. 3.5) the value of the Higgs mass can be obtained
from the coupling λ(µ0) and the central top quark mass. In this sense, the relation (3.16)
provides an upper bound ofmH inherited from λ. When the scale Λ grows up, the permitted
range for the Higgs mass value is reduced. For instance, if one assumes ΛC ∼ 1010 GeV the
triviality imposes the upper bound mH . 275 GeV at µ0 = v, whereas the stability analysis
imposes the lower limit mH & 150 GeV. This range decreases with the scale of new physics
ΛC as fig. 3.5 shows. We currently know the Higgs mass value at the electroweak scale,
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mH ≈ 126 GeV at µ0 = mt, this now imposes a new value of the Landau pole. From
approximation (3.16) we obtain ΛL & 1038 at one-loop level. The Landau pole is then larger
than ΛP , therefore we have the freedom of choosing the energy scale where new physics
can occur in any intermediate scale between the EW scale and the Planck scale or we can
reasonably expect that no new physic occurs up to the Planck scale, the well known desert
scenario. This issue together with the hierarchical problem and naturalness will be the
subject of the following subsections.
3.3.1 The Hierarchy Problem
The observed Higgs mass leaves open the next question: why is the Higgs boson so light? In
renormalizing the Higgs mass, the radiative corrections are proportional to the mass of any
particle which couples to the Higgs particle, allowing them in principle to be as heavy as the
Planck mass. For any other particle in the SM there is a symmetry protecting it to acquire
a big mass by radiative corrections. For instance, the loop corrections of the electroweak
vector boson masses of the theory are controlled by the three-level masses that are pro-
portional to the vacuum expectation value (vev) according to the Spontaneous Symmetry
Breaking (SSB) mechanism, ensuring that the SU(2)L×U(1)Y symmetry will be recovered
in the limit where the masses vanish. There is no such mechanism for scalar particles, which
get a mass contribution from every scale they are coupled to. A light Higgs implies a large
accidental cancellation between different, in principle unrelated physical quantities, this very
precise fine-tuning of the Higgs mass is known as the hierarchy or naturalness problem of
the Standard Model [71].
To illustrate the hierarchy problem in gauge theories let us consider the radiative corrections
to the Higgs propagator. The Higgs mass is an arbitrary parameter that emerges from the
quadratic Higgs coupling m2 after SSB, m2H = 2m
2. The point m2 = 0 is not protected by
any symmetry, a non-zero quadratically UV divergent radiative corrections is induced by
renormalization, this is the famous naturalness or hierarchy problem. The word naturalness
arises because the quadratic UV divergences make necessary a fine-tuning of the renormal-
ized masses. All couplings of the SM are logarithmically divergent and don’t require of a
fine-tuning, in this sense the quadratic divergences that emerge in the masses are unnatural.
Let see this in more detail. Take as an example the running Higgs mass in the broken
phase, m2H(Λ) = 2λ(Λ)v
2(Λ). Since λ(Λ) satisfies a RG evolution governed by logarithmic
divergences only, all quadratic divergences must be generated by the renormalization of vev
(v). More precisely, the quadratic divergences show up in the tadpole contributions to the
self-energies, deeply related to the vev renormalization, or in any scalar momentum integral
involved in self-energy computations that can be reduced to a superposition of the integral
A0(m) =
∫
ddk
(4π)2
1
k2 −m2 =
−i
(4π)d/2
Γ
(
1− d
2
)(
m2
)d
2
−1
, (3.17)
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δm2H
Figure 3.6: Gauge invariant Higss self energy corrections to the Higgs mass. The letters S,
F and V represent all Scalar, Fermion and Vectors of SM respectively.
or its derivatives3 The above integral has two different poles, at d = 4 or d = 2. However,
the dimensional regularization scheme hides the quadratic divergences (d = 2) because the
Laurent expansion is performed around d = 4 . One must expand d around 4 so without
meeting the pole at d = 2 . Nevertheless, it is interesting to remark here, that the quadratic
divergences are manifested in dimensional regularization as poles at d = 2 on a complex
plane. The one-loop counterterm δm2H obtained from the self-energies diagrams of fig. 3.6
amounts to
δm2H =
2
(4pi)
1
1− d/2
[
6λ− 6h2t +
6g2
4
+ 3
(g2 + g′2)
4
]
+
1
(4pi)2
2
4− d
(
6λ+ 3h2t −
9
4
g2 − 3
4
g′2
)
.(3.18)
If we take replacement
1
1− d/2 →
Λ2
(4π)
, (3.19)
and we take poles only at d = 2, we find the common naturalness relation
(m0H)
2 = (mH)
2 +
2Λ2
(4π)2v2
[
3(mH)
2 + 3(mZ)
2 + 6(mW )
2 − 12(mt)2
]
, (3.20)
derived usually with a cut-off method in four dimensions [72]. Now, why is unnatural this
result?. The scale Λ is considered as the scale where the SM is still valid, or the scale where
new physics must appear. Imagine this scale be the Planck scale ΛP , the RG evolution of
mH(µ) leads to4
m2H(ΛEW ) = m
2
H(ΛP )− CΛ2P log
(
ΛP
ΛEW
)
, (3.21)
3For instance, the integral∫
ddk
(4pi)2
kµkν
(k2 −m2)2 =
∂
∂m2
(∫
ddk
(4pi)2
kµkν
k2 −m2
)
=
−igµν
8pi
1
1− d2
, at d = 2.
4Even when we use the DR scheme with d = 4, this result is independent of the regularization procedure.
3.3. TRIVIALITY BOUND 43
where ΛEW is the low Electro-Weak scale, ΛP is the high Planck scale and C is a coefficient
that is a function of the couplings constants. As the scale ΛP is much higher than mH(ΛP ),
that according with the fig. 3.2 is less than 1TeV, then the two contributions on the r.h.s.
of eq. (3.21) have to balance out with a very high accuracy in order to generate a mass
m2H(ΛEW ) ≈ 126 GeV much smaller than ΛP ≈ 1018 GeV. Taking into account that the
tuning is the precision to which the initial conditions at the high scale have to be given in
order to have any parameter at the low scale, the quadratic divergences implies a really fine
tuning (δ) of the order
δ ∼ Λ
2
P
m2H(ΛEW )
∼ 1034. (3.22)
One needs a very fine arrangement of 34 digits between the Higgs mass squared at ΛP and
the radiative corrections to have a physical Higgs boson mass in the range of the EW scale.
The above result can be explained in different ways, all of them are just speculations and
some scenarios are currently discriminated by the new Higgs mass value. An example is
the conformal conspiracy proposed by Veltman [72], where the quadratic divergences can be
absent if SM fermion contributions balance against the bosonic ones, this scenario requires
a Higgs mass mH ≈ 314.92 GeV in the one-loop approximation, or mH ≈ 276.42 GeV at
two-loop order [73], a numerical value far away from its currently established value.
An alternative possibility is to see the SM as a complete description of nature, no new
physics appears at any energy, then the hierarchy problem could be viewed just as an aes-
thetic problem of the theory without a deep significance. The Higgs mass is not predicted
in the SM, we only can obtain lower and upper bounds by imposing absolute vacuum sta-
bility or some another theoretical criterion, its renormalized value has to be determined by
experiments, thus there is no reason to set the boundary condition for the RG evolution of
mH(µ) at some high scale. However, there are many indirect hints of new physics at high
energies coming from dark matter observations, the oscillation of neutrinos, the Yukawa
hierarchies in flavour physics, the baryon asymmetry in the Universe, etc. If one insists
with naturalness and we consider the SM as an effective field theory (EFT), and the scale
ΛP (or some intermediate scale) as the scale of new physics, then the coefficient C includes
the couplings of the new particles with the Higgs boson, the quadratic corrections at high
energies could be present and the naturalness would represent a real problem of the theory.
Of course the coupling of the Higgs boson to all of those new degrees of freedom does not have
to lead to the quadratic divergences. The Higgs mass could be protected from high energy
effects through some unknown mechanism; any other phenomenon below the Planck scale
can be the sufficiently decoupled from the Standard Model to make its correction irrelevant.
Otherwise, the problem can be lessened when one considered that the new physics occurs
around the TeV scale. For instance, in composite models the Higgs boson is a resonance of
a new strongly interacting sector that reveals its true structure at the TeV scale. Thus, it
makes no sense to speak about the Higgs mass at energies higher than the compositeness
scale.
Finally, one has the possibility of ignoring the hierarchy problem and to accept a fine tuned
Standard Model. In that case one needs to find a new approach, different of naturalness,
to go beyond the SM. The work of Degrassi, Isidori et al. follows this direction. The near-
criticality of the Higgs boson quartic coupling and of its beta-function, discussed in their
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papers, may be an intriguing possibility. The Higgs naturalness can be viewed as a problem
of near-criticality between the broken and unbroken EW phases [74]. This argument is mo-
tivated by the observation that the measured value of mH also corresponds to a near-critical
parameter separating two phases. In general these arguments use the multiverse hypothesis,
leading to the speculation that within the multiverse critical points are attractors and the
probability density in the space of parameters is peaked around the boundaries between
different phases. In this picture generic universes are likely to live near critical lines, and
the Higgs parameters found in our universe are not at all special, in fact, they correspond
to the most likely occurrence in the multiverse.
Chapter 4
Sirlin-Zucchini Renormalization Scheme
T
he study performed in the previous chapter has shown that the NNLO vacuum stability
analysis requires the three loop beta functions of the all Standard Model couplings [75]
with particular reference to RG evolution of the Higgs coupling λ, the top Yukawa coupling
yt available in [55]. However, as remarked in the previous chapter, the most important
NNLO pieces are the two-loop threshold corrections to λ at the weak scale due to the QCD
and the electroweak interactions. Those threshold corrections will be obtained from the
relation discovered by Sirlin and Zucchini (SZ) in [45], connecting λ to the physical Higgs
mass mH and to the Fermi coupling Gµ, the precisely known muon decay constant:
λ(µ) =
Gµ√
2
m2H +∆λ(µ). (4.1)
This relation serves to define the SZ renormalization scheme in which the running coupling
constants are expressed in terms of physical gauge invariant observables, which for the case
of λ would be the Higgs mass and the muon time decay. In such a scheme, therefore,
the Higgs mass will not be a running parameter, as it happens in the MS scheme but the
RG invariant Higgs physical mass. Consequently in this renormalization scheme a vacuum
stability analysis will be performed on all possible ranges of mH within the framework of
perturbation theory, being still possible to extend the SZ scheme also the improved effective
potential. The SZ scheme has an analogous relation of (4.1) including all other SM running
coupling constants, generically called gi(µ) and the other physical masses mi so that
gi(µ) = ci
GF√
2
m2i +∆gi(µ) (4.2)
being ci normalization constants. Naturally a question arises: could this scheme be suitable
to compute the matching conditions also for the top quark? The problem there is that
free quarks are not observables in nature, their masses primarily are Lagrangian parameters
related to the chiral symmetry breaking and deduced from the observed mass spectrum of
the hadronic states which consists of permanently confined quarks and gluons. Therefore
in the SZ scheme the role of the physical mass of the top quark one can use the mass
45
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pole or the running MS mass, both are formal definition however accessible in perturbation
theory. This chapter will be devoted to detail the characteristic features of the SM in the
SZ renormalization scheme, stressing the aspects that we will need for the NNLO matching
conditions to evaluate the SM vacuum stability.
4.1 The On-Shell SZ Scheme
Before entering in the details of the SZ renormalization scheme, let’s remember that to deal
with ultraviolet divergences of four dimensional Feynman integrals in perturbation theory
usually one first defines a regularized version of the theory and then we give a procedure,
known as renormalization scheme, to remove the infinities. Regularization consists replacing
the theory by a slightly different one, using some cut-off or modifying the dimension of the
integration space. In any case, by now there is a general agreement in using the dimensional
regularization as regularization scheme of gauge theories. In dimensional regularization one
computes the integrals in a d -dimensional space-time, with d chosen in such a way that the
integral converges, then one continues analytically the result in the complex d plane and
one expresses the divergences as poles in d− 4.
On the other side, the renormalization procedure consists of adding to the Lagrangian extra
terms, to cancel the regulator dependence of the amplitudes. The extra terms added to
the Lagrangian are the so-called counter-terms. As the Lagrangian of the SM has polyno-
mial interactions, we may replace the bare parameters1 of the Lagrangian, {g0}, and the
unrenormalized fields, {ψ0}, by renormalized ones by multiplicative renormalization:
g0 = Zgg = g + δg, ψ0 = Zψψ, (4.3)
with renormalization constants Zi different from 1 when we make radiative corrections. The
counter-terms are chosen to cancel the divergent part of the Feynman amplitudes, they
contain the dependence on the poles in d − 4, and an arbitrary finite contribution. The
definition of the renormalized quantities in (4.3) is fixed by imposing a finite set of renor-
malization conditions, meaning definition of the renormalized parameters at the so called
subtraction points, which can be obtained, for instance, from some measurable observable at
a given energy scale. The physical observables and the physical predictions are the same in
all renormalization schemes and the transformations making that invariance possible define
the renormalization group. A change of a renormalization scheme can be compensated in
the numerical values of the finite renormalized parameters of the theory [76].
Now we discuss a renormalization scheme in SM proposed initially by A. Sirlin [77] only for
the electroweak sector, and then expanded by A. Sirlin and R. Zucchini [45] to treat the
Higgs effective potential of the SM. That is, we will discuss the generation of the principal
counter-terms associated to the parameters of the theory and we will see how we can fix
their finite parts by fixing a set of the renormalization conditions.
1The bare parameters are the unrenormalized initial parameters of the Lagrangian that contain all UV
divergences.
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4.1.1 Renormalization of the gauge boson sector
In the SU(2)L × U(1)Y sector of the SM, the mass matrix of the vector boson (after SSB)
is given by the Lagrangian
LV = v
2
0
2
[
g20
2
W+µ W
µ− +
1
4
(
g′0Bµ − g0W 3µ
)2]
, (4.4)
where v0 is the bare vacuum expectation value (vev), g0 and W aµ are the unrenormalized
coupling constant and bare vector bosons associated with the SU(2)L group, and g′0 and
Bµ are the unrenormalized coupling and bare field associated with the U(1) group. By
Weinberg rotating the bare fields(
W 3µ
Bµ
)
=
(
cosθW sinθW
cosθW −sinθW
)(
Zµ
Aµ
)
(4.5)
the Lagrangian LV takes the form
LV = v
2
0
2
[
g20
2
W+µ W
µ− +
1
4
(Aµ(g
′
0c− g0s)− Zµ(g0c+ g′0s))2
]
, (4.6)
where c ≡ cosθW and s = sinθW . To generate counterterms we define g0 = g − δg,
g′0 = g
′ − δg′ and v20 = v2 − δv2, with g, g′ and v2 the renormalized parameters. In the
Sirlin scheme the fields are not rescaled because for our analysis of the matching condi-
tions we will be interested in scattering amplitudes and not in Green functions, for instance
the quartic Higgs coupling constant can be related, for suitable choice of the subtraction
point, to the four Higgs scattering amplitude [45]. The Weinberg rotation parameter θW
is related with the renormalized couplings g and g′ by the relation gs = g′c. This pro-
duces a mixing counterterm of the form ZµAµ. The counterterm ZµAµ is innocuous in the
NNLO stability analysis, the renormalization of the running couplings are independent of
the mixing counterterms. Besides, there is no counterterm proportional to AµAµ, the field
Aµ remains massless, and it is protected of radiative corrections. Without considering the
mixing counterterm ZµAµ, LV can be written as:
LV = LrV +∆LV , (4.7)
where
LrV = m2WW µ+W−µ +
m2Z
2
ZµZ
µ, (4.8)
is the renormalized part of the Lagrangian, with
m2W =
g2v2
4
; m2Z =
(g2 + g′2)v2
4
, (4.9)
and ∆LV is the counterterm part
∆LV = −δm2WW µ+W−µ −
δm2Z
2
ZµZ
µ, (4.10)
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(a) (b) (c)
Figure 4.1: Feynman diagrams of the self-energies with two vector boson external lines. The
dashed line represents the Higgs field.
with
δm2W =
v2δg2 + g2δv2
4
− v
2(δg)2 + δg2δv2
4
, (4.11)
δm2Z =
v2δ(g2 + g′2) + (g2 + g′2)δv2
4
− δv
2
4
(
δg2 + δg′2
)− v2
4
(
cδg + sδg′
)
, (4.12)
up two-loop order. The terms of order δv2(δg)2, δv2(δg′)2 have been neglected. The
parameters m2W and m
2
Z are arbitrary finite parameters, the renormalization condition on
them would identify them with the physical masses of the Z and W particles, therefore
δm2W = ReAWW (m
2
W ) + tWW , (4.13)
δm2Z = ReAZZ(m
2
Z) + tZZ , (4.14)
where AV V is the coefficient of the metric tensor in the unrenormalized tensorial self-energy
ΠµνV V (q
2) = AV V (q
2)gµν +BV V (q
2)qµqν , (4.15)
with ΠµνV V (q
2) defined as −i times the vector self-energy Feynman diagrams showed in fig.
4.1 (a), those self-energies include tadpole diagrams of fig. 4.1 (b) whose corresponding
Higgs tadpoles counterterms are in tZZ and tWW and are depicted in 4.1 (c). The reason
to remark the Higgs tadpole contribution is because they are deeply related to the SSB
dynamics through the renormalization of vev of the Higgs field. For instance, if we require
that v be the exact vacuum expectation value of he neutral Higgs field, we must impose
tWW = tZZ = 0, as it will be seen in the section4.3 when we renormalize the Higgs potential.
We review now the renormalization of the interaction between quarks and gauge bosons.
This interaction is described by the bare Lagrangian:
LFV = −1
2
3∑
i=i
N iLγ
µ
(
g0
−→τ −→Wµ + g
′
0
3
Bµ
)
NiL − g
′
0
3
3∑
i=1
(
2U iRγ
µUiR −DiRγµDiR
)
Bµ, (4.16)
where NiL are the isodoublets of the SU(2)L ≡ SU(2)ew group
N1L =
(
u
d′
)
L
, N2L =
(
c
s′
)
L
N3L =
(
t
b′
)
L
,
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and where the eigenstates d′, s′ and b′ are connected with d, s and b through the Cabibbo-
Kobayashi-Maskawa unitary matrix A defined by d′s′
b′

L
= A
 ds
b

L
. (4.17)
On the other side U1R = uR, U2R = cR, U3R = tR and D1R = dR, D2R = sR, D3R = bR
are right handed isosinglets. In eq. (4.16) a summation over the quark color indices are
understood.
To generate the counterterms we use the definitions g0 = g − δg and g′0 = g′ − δg′, and we
use again the rotation matrix 4.5 to express LFV in terms of the fields Zµ and Aµ. The
gauge-quark interaction Lagrangian can be written in the renormalized form:
LFV = LrFV +∆LFV , (4.18)
where
LrFV = −gsAµJµγ −
g
c
ZµJ
µ
Z −
g√
2
(
W †µJ
µ
W + h.c.
)
, (4.19)
and
∆LFV = AµJµγ
(
c3δg′ + s3δg
)
+ (cδg + sδg′)ZµJ
µ
Z
+ (sδg − cδg′)AµJµZ + (sδg − cδg′) scJµγZµ +
δg√
2
(
W †µJ
µ
W + h.c.
)
. (4.20)
The currents J appearing in the Lagrangian are defined as:
Jµγ = ψγ
µQψ, (4.21)
JµW = ψγ
µa−C−ψ, (4.22)
JµZ =
1
2
ψC3γ
µa−ψ − sin2θWψγµQψ, (4.23)
where the matrices are defined as
Q =
(
2
3
I
−1
3
I
)
; C3 =
(
I
−I
)
; C− =
(
0 0
A† 0
)
,
and where a− = (1 − γ5)/2, I is the 3 × 3 unit matrix, and ψ is a vector such that ψT =
(u, c, t, d, s, b). Finally, analogous expressions are obtained in the leptonic sector if one makes
the substitutions: ψT → ψTL = (νe, νµ, ντ , e, µ, τ), A→ AL and Q→ QL, with
QL =
(
0
−I
)
.
If one assumes that the neutrinos are massless, then AL = I.
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4.2 Determination of counterterms
The last section defined a set of renormalization conditions useful to determine the coun-
terterms δg, δg′ and δv2. The third counterterm, δv2, need the renormalization of the Higgs
potential and will be analysed in the section 4.3. We focus our attention here in the renor-
malization of the EW gauge couplings. To obtain an expression of the EW counterterms,
δg and δg′, we need to study the renormalization of the electric charge, identified in the SM
by
e = gsinθW ; tanθW =
g′
g
. (4.24)
This definition determines g and g′ as gauge-invariant parameters. Without going into the
details and following [78] the renormalization of the electric charge leads to
δg
g
=
δe
e
− c
2
2s2
Re
[
AZZ(m
2
Z)
m2Z
− AWW (m
2
W )
m2W
]
, (4.25)
δg′
g′
=
δe
e
− 1
2
Re
[
AZZ(m
2
Z)
m2Z
− AWW (m
2
W )
m2W
]
. (4.26)
However, the introduction of the effective coupling constant Gµ that appears naturally in the
study of muon decay, allows us to eliminate the dependence of δe from the above corrections
avoiding the large fermionic corrections which arise because e2 is conventionally defined at
null transferred momentum [78]. Let’s consider, in fact, the one-loop correction to ∆r
(∆r)1−loop =
ReAWW (m
2
W )−AWW (0)
m2W
− 2δe
e
+
c2
s2
Re
[
AZZ(m
2
Z)
m2Z
− AWW (m
2
W )
m2W
]
+ E,
(4.27)
with
E =
g2
16π2
[
−8
(
1
d− 4 +
γ − ln(4π)
2
+ ln
mZ
µ
)
+
lnc2
s2
(
7
2
− 6s2
)
+ 6
]
.
The issues related to the one-loop muon decay are fully discussed in the references [79][80][81].
From equations (4.25) and (4.27) we can rewrite δg as:
δg
g
=
1
2
[
−∆r + ReAWW (m
2
W )− AWW (0)
m2W
+ E
]
.
The radiative corrections to the electric charge are now contained in ∆r. If we relate g,
defined in the Sirlin’s scheme with g¯(µ), the SU(2)L gauge coupling defined by modified
minimal subtraction (MS) scheme at mass scale µ, the correction ∆r can be eliminated
together with the counterterm of electric charge δe. The connection between two schemes
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can be found by noting that the unrenormalized g0 is related to the renormalized couplings
by
g0 = g − δg = g¯(µ)− δg¯, (4.28)
where δg¯ is a counterterm that subtracts the terms proportional to (d−4)−1+ 1
2
(γ− ln(4π))
in the one-loop correction to the SU(2)L gauge coupling. The counterterms δg and δg¯ have
identical divergent parts, it allows to write the eq. (4.28) as:
g¯(µ) = g
(
1− (δg)fin(µ)
g
)
,
where
(δg)fin(µ) =
g
2
[
E −∆r + ReAWW (m
2
W )− AWW (0)
m2W
]
fin
. (4.29)
The subscript fin denotes the finite part of the counterterm δg, obtained after subtracting
the terms proportional to (d− 4)−1 + 1
2
(γ − ln(4π)). Now, from eq. (2.9) we obtain:
g¯(µ) = 2mW
√
2
Gµ√
2
(1−∆r) 12
(
1− (δg)fin(µ)
g
)
≈ 2mW
√
2
Gµ√
2
(
1− (δg)fin(µ)
g
− 1
2
∆r
)
.
Finally, using the eq. (4.29) we find:
g¯2(µ) = 8m2W
Gµ√
2
− 8m2W
Gµ√
2
(
E +
ReAWW (m
2
W )−AWW (0)
m2W
)
fin
. (4.30)
Following an analogous procedure we can easily obtain g¯′2(µ) at one-loop,
g¯′2(µ) = g′2 +
(
m2Z −m2W
)
8
Gµ√
2
(
−E + AWW (0)
m2W
− ReAZZ(m
2
Z)−ReAWW (m2W )
m2Z −m2W
)
fin
. (4.31)
The above expressions are independent of the renormalization of the electric charge. In
this sense, to obtain some quantity in our on-shell scheme, as the 1PI effective potential,
we first make the computation in the MS scheme (with the input parameters g¯, g¯′, λ¯,
h¯t, e¯, etc) and then we use matching conditions of the form (4.30) and (4.31), where the
input parameters are the physical observables mW , mZ , mH , mt, Gµ, etc. There are a
number of advantages in making this choice of the renormalized parameters. First, as the
MS definition is gauge invariant and Gµ and the masses are physical observables, it follows
that all the renormalized parameters in equations (4.30) and (4.31), are gauge-invariant
quantities. Moreover, the presence of Gµ instead of e2/(8sin2θWm2W ) avoids the big vacuum
polarization effects associated with electric charge renormalization at large momenta and
finally Gµ, mW , mZ , mH and mt have a very well established physical meaning from the
phenomenological point of view.
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4.2.1 Corrections to the top Yukawa coupling
The top Yukawa coupling (ht) requires a special treatment. In the EW sector ht is fixed
using the running mass mt(µ) given by mt(µ) =
ht(µ)√
2
v(µ) and from the relation between v
and Gµ,
1
2v2
=
Gµ√
2
(1−∆r), (4.32)
deduced from eq. (2.9). This leads to the one-loop relation between the MS Yukawa
coupling h¯t(µ) and the top pole mass mt(os):
h¯t(µ) = 2
(
Gµ√
2
m2t(os)
)
+ 2
(
Gµ√
2
m2t(os)
) 1
2
(
δmt
mt(os)
+
1
2
[
E − AWW (m
2
W )
m2W
])
fin
, (4.33)
where δmt refers to the one-loop correction of mt(os). R. Hempfling and B. Kniehl computed
the full matching condition (4.33) at one-loop level [82]. There is a theoretical problem
when we use a renormalized mass mt(os) as an input parameter for theoretical predictions,
because a rigorous relation of mt(os) with the currently LHC measurements of the top quark
mass parameter is absent. The most precise measurement of the top-quark mass has been
reported in [83] as the world combination of the experiments ATLAS, CDF, CMS and D0.
This combination of data from LHC and Tevatron obtained the result mMCt = 173.34±0.76
GeV. The combination is based on determinations of top quark mass as a best fit to the
mass parameter implemented in the respective Monte Carlo (MC) program. However, the
result obtained using MC output mMCt cannot be used directly as an input for precise NLO
or NNLO theoretical predictions because the measured quantity is the top mass parameter
of the MC event generators which is not a renormalized field theory mass. Let see this in
more detail.
Theoretically, the top quark mass is a renormalized quantity of the QCD Lagrangian. The
renormalized mass is obtained from the top self energy Feynman diagrams. The finite contri-
butions of the self energy can be absorbed in the renormalized mass and the UV divergences
in a suitable counterterm, different choices for the finite contributions define different top
mass schemes. In the MS scheme, where only pure UV divergences are subtracted the top
mass mt(µ) is renormalization scale dependent. Physically, the MS scheme is conceptually
and numerically very far away from the notion of a physical particle mass. The parameter
mt(µ) should be thought more as a coupling for a heavy quark-antiquark correlation and is
therefore a very good scheme for parametrizing the top Yukawa coupling ht. The other very
well known scheme is the top quark on-shell scheme, where all UV and finite contributions
of the self-energy are absorbed into the mass in the on-shell limit q2 = m(2)t(os). The on-shell
scheme would correspond to our intuitive notion of the top quark physical mass, but this
notion and its connection to the top quark kinematic properties are physically limited be-
cause of confinement, free quarks are not observable in nature. The important conceptual
issue in this context is that the on-shell mass scheme is based on the perception of the
self energy diagram being a meaningful physical quantity. But, this is only for momenta
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above 1 GeV, which is the hadronization scale, because perturbation theory breaks down for
energies below 1 GeV. In this sense, the Monte Carlo top-quark mass parameter measured
is not identical with the pole mass. However, the measured values can be converted to the
pole mass provided certain assumption on the relation of the MC mass to a short-distance
mass at a low scale [84]. This conversion leads to an additional uncertainty of the order of
1 GeV [84, 85].
To reduce the uncertainties related with the differences between Monte-Carlo and pole
masses the mass of top-quark can be extracted directly from a measurement of the to-
tal top-pair production cross section σexp(pp¯ → tt¯+X). Such analysis performed in [47]
with NNLO accuracy with inclusion of the full theoretical uncertainties gives rise to the
following result, mpolet = 173.3± 2.8 GeV . The central value is very close to the MC value
mMCt = 173.34 ± 0.76 but the theoretical uncertainty is much larger. To improve the cur-
rent precision of the top-mass determination from the total cross section the higher order
corrections are required. We need to consider not only QCD NNLO radiative corrections.
The EW part as well as mixed EW × QCD corrections have to be included in a systematic
way. In contrast to QCD, where the mass of a quark is the parameter of the Lagrangian, the
notion of MS mass in EW theory is not determined entirely by the prescriptions of minimal
subtraction. It depends on the value of vev v(µ2) chosen as a parameter of the calculations
so that the running mass is mt(µ) = ht(µ)v(µ)/
√
2.
In one scheme with explicit inclusion of tadpoles the EW contribution is large and has
opposite sign relative to the QCD contributions, so that the total SM correction is small
and increases the theoretical error by 0.5 GeV [86]. If the scheme is defined in terms of the
self-energy diagrams without including the tadpole contribution, it gives rise to a radiative
corrections δmt that is gauge-dependent and, as a consequence, in this framework, the MS
top mass is a gauge- dependent quantity. However, aMS mass is not a physical quantity nor
a Lagrangian parameter and therefore the requirement of gauge-invariance is not mandatory.
With this choice the relation between the pole and MS masses of top quark not acquire the
very large electroweak corrections.
4.3 Renormalization of the Higgs Potential
To renormalize the self-interacting Higgs coupling λ and the vacuum expectation value v
we need the renormalized version of the Higgs potential together with the renormalization
conditions computed in the above section. We begin from the bare Higgs potential in the
SM,
V0 = −m20Φ†Φ + λ0
(
Φ†Φ
)2
,
where
Φ =
(
φ†√
1
2
(φ1 + ıφ2 + v0)
)
.
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Defining the renormalized quantities λ, v and m2 by
λ0 = λ− δλ, v0 = v − δv, m20 = m2 − δm2, (4.34)
the Higgs potential is now given by
V0 = Vr − δV, (4.35)
where Vr is the renormalized potential involving all the terms of zeroth order in δh, δv and
δm2. By other side, δV contains all the counterterms and UV divergences. SZ set
m2 = λv2,
such that the term linear in φ1 vanishes in Vr and φ1 has a zero vacuum expectation value
at tree-level, consequently the renormalized potential is up to constants
Vr = λ
[
φ†φ
(
φ†φ+ φ21 + φ
2
2
)
+
1
4
(
φ21 + φ
2
2
)2]
+λvφ1
[
φ21 + φ
2
2 + 2φ
†φ
]
+ 2λv2
1
2
φ21. (4.36)
On the other hand, after a bit of algebra, and considering only one-loop corrections, so that
only linear terms in δλ, δm2 and δv will be retained2, we obtain
δV = δλ
[
φ†φ
(
φ†φ+ φ21 + φ
2
2
)
+
1
4
(
φ21 + φ
2
2
)2]
+ (4.37)
[λδv + vδλ]φ1
[
φ†φ+ φ21 + φ
2
2
]
+ δτ
[
φ†φ+
1
2
φ22
]
+ vδτφ1 + δm
2
H
1
2
φ21,
where we defined the new counter-terms:
δτ = v2δλ+ 2λvδv − δm2, (4.38)
δm2H = 3v
2δλ+ 6λvδv − δm2. (4.39)
To determine the structure of δV we need the counter-terms δλ, δm2 and δv, thus we need
three restrictions. The equations (4.38) and (4.39) are not sufficient so we use add the mass
counter-term (4.11)
δm2W =
1
2
(
v2gδg + g2vδv
)
, (4.40)
where g and δg are the renormalized coupling of the SU(2)L sector and its counterterm
respectively. The counter-term δτ will be fixed in a way that vδτφ1 in eq. (4.37) exactly
2Terms of the form (δv)2, δm2δv, δλδv are ignored for the time being, but they are necessary when
one requires a two loop correction of the potential. Besides, we ignored the term δm2v2/2 because it is
independent of the fields.
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−iΠHH iT ivδτ iδm2H
Figure 4.2: Renormalization of the vev. The sum of the topologies in red color vanishes.
cancels the Higgs tadpoles, that is, we demand that the vacuum expectation value of φ1 be
zero in presence of the radiative corrections,
〈Ω |φ1|Ω〉 = 0. (4.41)
If we call iT the sum of the tadpoles, with the external leg amputated, we find the first
restriction:
iT + ivδτ = 0 ⇒ δτ = −T
v
. (4.42)
This condition is equivalent to identify the renormalized vacuum with the minimum of the
radiatively corrected potential. With this election, all mass counterterms δmi (see eqs. 4.13
and 4.14) are expressed in terms of self-energy diagrams without including the tadpole con-
tribution. It gives rise to a δmi that is gauge-dependent and, as a consequence, the MS
masses are gauge-dependent quantities. However, aMS mass is not a Lagrangian parameter
and therefore the requirement of gauge-invariance is not mandatory. The couplings com-
puted in this chapter are parameters of the Lagrangian, and therefore are gauge-invariant
quantities. The most important feature of this choice, according with the discussion of the
above section, is that the relation between the pole and MS masses of top quark is free of
the very large electroweak correction.
The second restriction is obtained imposing that the term proportional to 1
2
φ21,
m2H = 2λv
2,
in eq. (4.36), corresponds to the physical Higgs boson mass. According to equation (4.42),
this implies
δm2H = ReΠHH(m
2
H), (4.43)
where −iΠHH(p2) is the 1PI part of the Higgs self-energy. The fig. (4.2) clarifies the above
condition. Finally, the last condition is provided by the equation:
δm2W = ReAWW (m
2
W ) + tWW ,
given in the above section. One more time, according to eq. (4.42), the term tWW is absorbed
by the counterterm δτ , thus the above relation reduces to
δm2W = ReAWW (m
2
W ). (4.44)
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Now, using the equations (4.38-4.40) in (4.42-4.44) we can obtain δλ, δm2 and δv, as a
function of the tadpoles and self-energies. For instance, to find δm2 we need to make the
subtraction
δm2H − 3δτ = 2δm2. (4.45)
From this relation we deduce
δm2 =
1
2
[
ReΠHH(m
2
H) + 3
T
v
]
. (4.46)
By other side, if we make
δm2H − δτ
m2H
=
δλ
λ
+ 2
δv
v
⇒ δλ
λ
=
[δm2H − δτ ]
m2H
− 2δv
v
(4.47)
and
δm2W
m2W
= 2
δg
g
+ 2
δv
v
⇒ 2δv
v
=
δm2W
m2W
− 2δg
g
, (4.48)
therefore
δv
v
=
ReAWW (m
2
W )
2m2W
− δg
g
, (4.49)
δλ
λ
=
[ReΠHH(m
2
H) + T/v]
m2H
− ReAWW (m
2
W )
m2W
+ 2
δg
g
. (4.50)
The counterterm δg is obtained from the renormalization of the electric charge, as we show
in eq. (4.25). Combining eq. (4.49) and eq. (4.50) with the expression for δg, and using
the expression obtained for the quantum correction ∆r (eq. 4.27) to the relation between
Gµ and g, we finally obtain
δv
v
=
1
2
[
AWW (0)
m2W
+∆r − E
]
(4.51)
and
δλ
λ
=
[ReΠHH(m
2
H) + T/v]
m2H
− AWW (0)
m2W
−∆r + E. (4.52)
Note that the above expressions are not computed in any particular gauge, however one
can easily prove that δλ is a gauge invariant quantity, although this is not evident from
eq. (4.52). But, if one starts from eq. (4.50), and writes it in the form:
δλ
λ
=
[ReΠHH(m
2
H) + 3T/v]
m2H
−
[
ReAWW (m
2
W )
m2W
+
2T
vm2H
]
+ 2
δg
g
, (4.53)
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then δλ is obviously a gauge-invariant quantity, because the Higgs or Vector self-energies
including the tadpoles contributions are gauge-independent quantities. Besides, as pointed
out in ref. [78] δg/g is gauge invariant. As a consequence, we can compute all topologies
involved in the matching condition (4.52) in any gauge. This result is valid too for all
matching conditions computed in this chapter.
Finally, in the same way as the above section, the connection to one-loop order between λ
and the MS parameter λ¯ leads to
λ¯(µ) =
Gµ√
2
m2H
[
1 +
AWW (0)
m2W
− ReΠHH(m
2
H) + T/v
m2H
− E
]
fin
. (4.54)
4.4 Two-loop Radiative Corrections
We look first the two loop renormalization of the Higgs sector of SM, and then we derive
the two-loop relations between the MS couplings and the physical observables Gµ, mt, mW ,
mZ and mH , following the Sirlin-Zucchini scheme. We use the same unrenormalized Higgs
potential written in terms of bare quantities, and the same renomalization conditions (4.34),
but this time we retain the two-loop terms, the correction at two-loop order obtained is:
δV (2l) = δλ
[
φ†φ
(
φ†φ+ φ21 + φ2
)2
+
1
4
(
φ21 + φ
2
2
)2]
+
[
λ
(
δv2
2 v
+
(δv2)2
8 v3r
)
+ v δλ
(
1− δv
2
2 v2
)]
φ1
[
φ21 + φ
2
2 + 2φ
†φ
]
+δτ
(
1
2
φ22 + φ
†φ
)
+
1
2
δm2Hφ
2
1 + v δτ
(
1− δv
2
2 v2
)
φ1 , (4.55)
where
δm2h = 3
[
λδv2 + v2δλ
(
1− δv
2
v2
)]
− δm2 , (4.56)
δτ = λδv2 + v2δλ
(
1− δv
2
v2
)
− δm2 . (4.57)
Now, the requirement of the tadpole cancellation are expressed by the condition:
δτ
(
1− δv
2
2v2
)
= −T
v
(4.58)
where iT is the sum of the tadpole diagrams with the external leg truncated. Moreover if
we uses the equations (4.56), (4.57) and (4.58) we can find the two-loop corrections to the
λ¯(µ) coupling,
δ(2)λ =
Gµ√
2
m2H
{
∆r
(2)
0 +
1
m2H
[
T (2)
v
+ δ(2)m2H
]
+
−∆r(1)0
(
∆r
(1)
0 +
1
m2H
[
3 T (1)
2 v
+ δ(1)m2H
])}
, (4.59)
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where
∆r
(l)
0 =
A
(l)
WW (m
2
W )
m2W
− E(l). (4.60)
The superscript, (l) = (1) or (2) indicates the loop order. The correction E is a sum of
different contributions:
E = VW + 2v0BW + ξ +M, (4.61)
where VW is the vertex contribution to the muon decay process, BW is the box contribution,
ξ is the term due to the renormalization of the external legs and M is a two-loop mixed
contribution due to product of different one-loop objects among VW , BW , AWW and ξ.
We point out that in the above expression no tadpole contribution is included because of
our choice of identifying the renormalized vacuum with the minimum of the radiatively
corrected potential, as a consequence ∆r0 is a gauge-dependent quantity. Up two-loop level
the correction ∆r0 has the form:
∆r
(1)
0 +∆r
(2)
0 =
A
(1)
WW (m
2
W )
m2W
− V (1)W −
√
2
Gµ
B
(1)
W − ξ(1) +
A
(2)
WW (m
2
W )
m2W
− V (2)W −
√
2
Gµ
B
(2)
W − ξ(2) −M (2)
+ δ(1)m2W
A
(1)
WW
m4W
−
√
2
Gµ
B
(1)
W
(
A
(1)
WW (m
2
W )
m2W
− V (1)W −
√
2
Gµ
B
(1)
W − ξ(1)
)
, (4.62)
with
M (2) =
√
2
Gµ
ξ(1)B
(1)
W +
∑
i<j
ξ1i ξ
1
j + ξ
(1)V (1) − (ξ(1) + V (1)) A(1)WW
m2W
. (4.63)
The indices i, j in above equation label the different particles in the muon decay process:
µ, e, νe and νµ. We recall that ∆r0 is computed with all external four-momenta and all the
light-fermion masses put to zero before the integration over the loop momenta [87], such a
procedure generates a lot of new infrared divergences in the calculations besides the ones
contained in the photon diagrams of the topologies BW and ξ. The infrared divergences can
be regularized by the dimensional regularization procedure and cancelled using the statement
of the factorization theorem [87]. This cancellation is nontrivial, however, following this
procedure the evaluation of ∆r0 is completely reduced to bubble diagrams with one or
two loops and is an infrared (IR) safe quantity3. The analytical result is reduced to a
superposition of the basis integrals A(d)1 , B
(d)
11 and K
(d)
111 given in the Appendix E. To visualize
this, we consider the generic two-loop box diagram represented in fig. (4.3), the amplitude
of this diagram can be written in the form:
MWV V = CM0Tµνρσ(0, {∂j},d+)TFI[d, 0, {{1,mW }, {1,mV }, {2, 0}, {2, 0}, {1,mV }}], (4.64)
3The correction ∆r0 is however a UV divergent quantity.
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µ
νe
e
νµ
f (f, νf)
f (f, νf)
W V V
Figure 4.3: A generic two-loop box diagram contributing to ∆r0.
where C is a coefficient of order ∼ g4, M0 is the three-level muon decay amplitude, Tµνρσ
is the tensor operator defined in Chapter 5 - eq. (5.13) and TFI is the integral defined in
Appendix E - eq. (E.3) with fermion masses and external momenta put to zero. The integral
TFI[d, 0, {{1, mW}, {1, mV }, {2, 0}, {2, 0}, {1, mV }}] can be reduced to a superposition of
vacuum bubbles integrals using the TARCER code, the result is:
TFI[d, 0, {{1,mW }, {1,mV }, {2, 0}, {2, 0}, {1,mV }}] = c1
(
A
(d)
{1,mZ}
)2
+ c2A
(d)
{1,mW }A
(d)
{1,mV }
+c3B
(d)
{1,mV }{1,0}A
(d)
{1,mV } + c4B
(d)
{1,mW }{1,0}A
(d)
{1,mV } + c5A
(d)
{1,mW }B
(d)
{1,mV }{1,0}
+c6F
(d)
{1,mW }{1,mV }{1,0}{1,0}{1,mV } + c7K
(d)
{1,mV }{1,0}{1,0} + c8K
(d)
{1,mW }{1,mV }{1,0}
+c9K
(d)
{1,mW }{1,mV }{1,mV } + c10V
(d)
{1,mV }{1,0}{1,mV }{1,mW } + c11V
(d)
{1,mV }{1,0}{1,mW }{1,mV },
(4.65)
where the coefficients cj are functions of the masses mV , mW and the space-time dimension
d. The above expression can be reduced to a superposition of the vacuum bubbles integrals
exposed in Chapter 5 - Section (5.2) by trivial algebraical manipulations. The functions A,
B, K, V and F can be consulted in Appendix E.
Similarly, one can find for the counterterm of the quadratic Higgs coupling in the potential
δ(2)m2 = 3
T (2)
v
+ δ(2)m2h −
3 T (1)
2 v
∆r
(1)
0 , (4.66)
and for the top Yukawa and gauge couplings,
δ(2)ht = 2
(
Gµ√
2
m2t
)1/2(
δ(2)mt
mt
+
∆r
(2)
0
2
− ∆r
(1)
0
2
[
δ(1)mt
mt
+
3∆r
(1)
0
4
])
, (4.67)
and
δ(2)g =
(√
2Gµ
)1/2
mW
(
δ(2)m2W
m2W
+∆r
(2)
0 +
− ∆r
(1)
0
2
[
δ(1)m2W
m2W
+
3∆r
(1)
0
2
]
+
1
4
(
δ(1)m2W
m2W
)2)
, (4.68)
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µ¯ = mt λ ht g g
′ m/GeV
LO 0.12917 0.99561 0.65294 0.34972 125.15
NLO 0.12774 0.95113 0.64754 0.35940 132.37
NNLO 0.12604 0.94018 0.64779 0.35830 131.55
Table 4.1: Values of the fundamental SM parameters computed at tree level, one loop, two
loops in theMS scheme and renormalised at µ¯ = mt for the central values of the observables
listed in table 6.1.
for the SU(2)L gauge coupling. Finally for the hypercharge gauge coupling, one finds:
δ(2)g′ =
(√
2Gµ
)1/2√
m2Z −m2W
(
δ(2)m2Z − δ(2)m2W
m2Z −m2W
+∆r
(2)
0 +
−∆r
(1)
0
2
[
δ(1)m2Z − δ(1)m2W
m2Z −m2W
+
3∆r
(1)
0
2
]
+
1
4
(
δ(1)m2Z − δ(1)m2W
m2Z −m2W
)2)
. (4.69)
4.4.1 SM couplings at the EW scale
In this section we give numerical results for the SM parameters (gi = {λ,m2, ht, g, g′}) renor-
malised at the EW scale µ¯ = mt in the MS scheme, computed in terms of the observables
mH , mt, mW , mZ , Gµ (see table 6.1) and α3(mZ). Each MS parameter gi(µ¯) is expanded in
loops as
gi = g
(0)
i + g
(1)
i + g
(2)
i + · · · (4.70)
where the tree-level values (LO) g(0)i are listed in the first column of table 4.1; the one-loop
corrections g(1)i are analytically given in appendix D and the two-loop corrections g
(2)
i can
be consulted in [58].
The Higgs quartic coupling
For the Higgs quartic coupling we find:
λ(µ¯ = mt) = 0.12604 + 0.00206
( mH
GeV
− 125.15
)
−0.00004
( mt
GeV
− 173.34
)
± 0.00030th . (4.71)
The dependence on mt is small because λ is renormalised at mt itself. Here and below the
theoretical uncertainty is estimated from the dependence on µ¯ (varied around mt by one
order of magnitude) of the higher-order unknown 3 loop corrections. Such dependence is
extracted from the known SM RGE at 3 loops [58].
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The Higgs mass term
For the mass term of the Higgs doublet in the SM Lagrangian (normalised such thatm = mH
at tree level) one finds [58]
m(µ¯ = mt)
GeV
= 131.55 + 0.94
( mh
GeV
− 125.15
)
+ 0.17
( mt
GeV
− 173.34
)
± 0.15th. (4.72)
The top Yukawa coupling
For the top Yukawa coupling one get
ht(µ¯ = mt) = 0.93690 + 0.00556
( mt
GeV
− 173.34
)
+ (4.73)
−0.00042α3(mZ)− 0.1184
0.0007
± 0.00050th .
The central value differs from the NNLO value in table 4.1 because is include here also the
NNNLO (3 loop) pure QCD effect [88]. The estimated theoretical uncertainty does not take
into account the non-perturbative theoretical uncertainty of order ΛQCD in the definition of
mt.
The weak gauge couplings
For the weak gauge couplings g and g′ computed at NNLO accuracy in terms of mW and
mZ one find
g(µ¯ = mt) = 0.64779 + 0.00004
( mt
GeV
− 173.34
)
+ 0.00011
mW − 80.384GeV
0.014GeV
, (4.74)
g′(µ¯ = mt) = 0.35830 + 0.00011
( mt
GeV
− 173.34
)
− 0.00020mW − 80.384GeV
0.014GeV
, (4.75)
where the adopted value for mW and its experimental error are reported in table 6.1.
The strong gauge coupling
The central value of α3(mZ) (α3(mZ) = 0.1184 ± 0.0007) is extracted from the global fit
of [89] in the effective SM with 5 flavours. Including RG running from mZ to mt at 4 loops
in QCD and at 2 loops in the electroweak gauge interactions, and 3 loop QCD matching at
mt to the full SM with 6 flavours, one get
gs(µ¯ = mt) = 1.1666 + 0.00314
α3(mZ)− 0.1184
0.0007
− 0.00046
( mt
GeV
− 173.34
)
. (4.76)
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Figure 4.4: Renormalization of the SM couplings defined as: g1 =
√
5/3g′, g2 = g, g3 = gs,
yt = ht and of the Higgs selfcoupling λ [86]. All parameters are defined in the MS scheme.
The SM parameters can be renormalised to any other desired energy by solving the SM
renormalisation group equations. At EW scale the values of the SM parameters are sum-
marized in table 4.1, the evolution up to some large cut-off scale is shown in fig. 4.4. At the
Planck scale (ΛP ), the numerical values of the SM parameters are:
g(ΛP ) = 0.6154 + 0.0003
(
mt
GeV
− 173.34
)
− 0.0006mW − 80.384GeV
0.014GeV
(4.77)
g′(ΛP ) = 0.5055 (4.78)
gs(ΛP ) = 0.4873 + 0.0002
α3(mZ)− 0.1184
0.0007
(4.79)
ht(ΛP ) = 0.3825 + 0.0051
(
mt
GeV
− 173.34
)
− 0.0021 α3(mZ)− 0.1184
0.0007
(4.80)
λ(ΛP ) = −0.0143− 0.0066
(
mt
GeV
− 173.34
)
+ (4.81)
+0.0018
α3(mZ)− 0.1184
0.0007
+ 0.0029
(
mh
GeV
− 125.15
)
m(ΛP ) = 129.4GeV + 1.6GeV
(
mh
GeV
− 125.15
)
+ (4.82)
−0.25GeV
(
mt
GeV
− 173.34
)
+ 0.05GeV
α3(mZ)− 0.1184
0.0007
All Yukawa couplings, other than the one of the top quark, are very small and can be
disregarded in the stability analysis.
Chapter 5
The Two-Loop Calculations
I
n order to study the stability of the Electro-Weak vacuum, using the effective potential
approach, we need a precise calculation of the Higgs quartic coupling λ. This is because
due to its renormalization running the Higgs self-coupling can become large or develop new
minima in the effective potential so to change the vacuum structure of the Standard Model.
At present, the renormalized Higgs coupling λ [48] and the Standard Model Higgs effective
potential [15] have been evaluated at two-loop order. The two-loop renormalization group
determination of all physical parameters in the Standard Model require the evaluation of
mass-dependent radiative corrections, therefore we need to compute in general m-point two-
loop tensor integrals. Due to the complicated structure of integrals and the large number of
diagrams, typically thousands, an efficient code-implemented organization of the calculation
is needed. After generating Feynman diagrams and their corresponding integrands by the
Mathematica package FeynArts [90] we adopt a method of reduction of tensor integrals
in terms of a combination of some basis of integrals, so called master integrals [91]. The
process needs three steps: integrand tensor decomposition, reduction of scalar integrals to
scalar master integrals and consequent evaluation of them.
In the first part of this chapter we will elucidate those steps by making explicit examples,
in particular concerning one-point and two-points two-loop diagrams. In calculating the
different diagrams topologies with arbitrary masses we will follow the Tarasov’s literature
[92, 93]. In the second part, the Tarasov procedure is implemented through the Mathematica
code TARCER [94] to compute the 1PI effective potential in the MS renormalization scheme.
The TARCER code will be complemented with the Mathametica package FeynCalc [95] for
the algebra of the numerators. All of sectors of the potential are reduced using TARCER in
terms of two basis integrals whose explicit evaluation and their Laurent expansion around
d = 4 are computed with TARCER too. We start the chapter by illustrating how to obtain
an analytic form of the effective potential, its numerical evaluation will be provided. The
implications of such a numerical evalution for what concerns the tadpole contribution to
the threshold corrections of the input λ(µ) at two-loop level will be the subject of the next
chapter.
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5.1 Two-Loop Integrals and Tarasov Algorithm
In this section we will consider only two-loop two-points (self-energy) dimensionally reg-
ulated diagrams with arbitrary masses. Nevertheless the analysis is straightforwardly ex-
tended to two-loop tadpoles and to two-loop vacuum bubbles. As a sub-product of this
analysis the one-loop integrals with one or two external legs will be obtained. The Tarasov’s
prescription [92, 93] consists in reducing any m-point two-loop integral with a tensorial
structure to a superposition of scalar integrals through the application of a linear operator
T (q, {∂j},d+) as∫ ∫
ddk1d
dk2
P ν11 P
ν2
2 P
ν3
3 P
ν4
4 P
ν5
5
r∏
n=1
k1µn
s∏
m=1
k2λm = Tµ1...λs(q, {∂j},d+)
∫ ∫
ddk1d
dk2
P ν11 P
ν2
2 P
ν3
3 P
ν4
4 P
ν5
5
.
(5.1)
Here ∂j = ∂∂m2j
, being mj the mass associated to the line j in the diagram, d+ is the operator
shifting the space-time dimensionality of a regularized integral by two-units
(
d
+I(d) = I(d+2)
)
and
P1 = k
2
1 −m21 + iǫ, P3 = (k1 − q)2 −m23 + iǫ, P5 = (k1 − k2)2 −m25 + iǫ,
P2 = k
2
2 −m22 + iǫ, P4 = (k2 − q)2 −m24 + iǫ.
On the right-hand side of (5.1) it is assumed that before differentiation the line i has a
non-zero mass mi to be sent to its physical (or field dependent) value after differentiation.
The topology expressed by (5.1) is depicted in the figure 5.1.
To derive an explicit expression of the tensor operator Tµ1...λs(q, {∂j},d+) we need to in-
troduce the independent auxiliary d−vectors a1, a2 of mass scaling −1 and the so-called
α-parametric representation of the denominators Pi [96]. The tensor structure of the inte-
grand on the left-hand side of (5.1) can be written as
r∏
n=1
k1µn
s∏
m=1
k2λm =
1
ir+s
(
r∏
n=1
∂
∂aµn1
)(
s∏
m=1
∂
∂aλm2
)
exp [i(a1k1 + a2k2)]
∣∣∣∣∣
ai=0
. (5.2)
The integral on the l.h.s. of (5.1) can be put therefore in the form
1
ir+s
(
r∏
n=1
∂
∂aµn1
)(
s∏
m=1
∂
∂aλm2
)
G(d)(q2, a1, a2)
∣∣∣∣∣
ai=0
,
where
G(d)(q2, a1, a2) =
∫ ∫
ddk1d
dk2
P ν11 P
ν2
2 P
ν3
3 P
ν4
4 P
ν5
5
exp [i(a1k1 + a2k2)] . (5.3)
The α-parametric representation of (5.3) is done in terms of the Schwinger parameters
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Figure 5.1: Topology for a generic two-loop two-points Feynman integrals.
1
(k2i −m2i + iǫ)ν
=
i−ν
Γ(ν)
∫ ∞
0
dα αν−1 exp
[
iα(k2i −m2i + iǫ)
]
, (5.4)
and using the d- dimensional Gaussian integration formula∫
ddk exp
[
i(Ak2 + 2(pk))
]
= i
( π
iA
) d
2
exp
[
−ip
2
A
]
, (5.5)
we can easily evaluate the integrals over loop momenta. The final result is:
G(d)(q2, a1, a2) = i
2
(π
i
)d 5∏
j=1
i−νj
Γ(νj)
∫ ∞
0
dαjα
νj−1
j
[D(α)]
d
2
× exp
[
i
(
Q(α, a1, a2)
D(α)
−
5∑
l=1
αl(m
2
l − iǫ)
)]
,
(5.6)
where
D(α) = α5(α1 + α2 + α3 + α4) + (α1 + α3)(α2 + α4), (5.7)
Q(α, a1, a2) = A(α, a1, a2)q
2 +B(α, a1, a2), (5.8)
with
A(α, a1, a2) = (α1 + α2)(α3 + α4)α5 + α1α2(α3 + α4) + α3α4(α1 + α2),
B(α, a1, a2) = (qa1)Q1 + (qa2)Q2 + a
2
1Q11 + a
2
2Q22 + (a1a2)Q12,
and
Q1 = α3α5 + α4α5 + α2α3 + α3α4,
Q2 = α4α5 + α3α5 + α1α4 + α3α4,
−4Q11 = α2 + α4 + α5,
−4Q22 = α1 + α3 + α5,
−2Q12 = α5. (5.9)
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That result is proved in the Appendix F. If we make the substitution αj → i∂j in B(α, a1, a2)
of (5.8), we apply the resulting operator denoted as B(i∂, a1, a2) on the integral (5.3) in its
α-parametric representation (5.6) and finally we evaluate it in a1 = 0 and a2 = 0 (when
Q(α, a1, a2) = A(α, a1, a2)q
2) we obtain a d− 2 dimensional integral:
B(i∂, a1, a2)G
(d)(q2, 0, 0) = −π2G(d−2)(q2, 0, 0)B(α, a1, a2)
D(α)
. (5.10)
The integral G(d−2) in the above formula must be understood as an operator acting over the
ratio B(α,a1,a2)
D(α)
, that is actually part of the integrand. If we define the operator ρ by
ρ = − i
π2
d
+ (5.11)
and we use the equation (5.10), it is straightforward to obtain the following relation
∞∑
n=0
(B(i∂, a1, a2)ρ)
n
n!
G(d)(q2, 0, 0) = G(d)(q2, 0, 0) exp
[
i
B(α, a1, a2)
D(α)
]
. (5.12)
The r.h.s of the above equation is just the integral G(d)(q2, a1, a2) defined by (5.6) and (5.3).
As a consequence, we can construct the operator T (q, {∂} ,d+) defined in (5.1) by applying
the differential operator
1
ir+s
(
r∏
n=1
∂
∂a1µn
)(
s∏
m=1
∂
∂a2λm
)
over the l.h.s of equation (5.12) and finally evaluating the obtained integral at ai = 0. The
resulting operator is:
Tµ1...λs(q, {∂} ,d+) =
1
ir+s
r∏
n=1
∂
∂a1µn
. . .
s∏
m=1
∂
∂a2λm
× exp [((qa1)Q1 + (qa2)Q2 + a21Q11 + a22Q22 + (a1a2)Q12) ρ]
∣∣∣∣∣∣∣ aj=0αj=i∂j
ρ=− i
pi2
d+
. (5.13)
The tensor operator T (q, {∂} ,d+) can be used for the direct evaluation of two-loop tensor
integrals just by applying the formula (5.1). To understand its importance we need to pay
attention to the representation (5.6). Any tensor integral in momentum space can be ex-
pressed as a sum over a set of tensors made of external vectors and metric tensors, multiplied
by a combination of scalar integrals with the shifted value of d [97]. By making the differen-
tiation of the integral (5.6) with respect to vectors a1 or a2 this procedure generates external
momenta qµ and metric tensors gµν times some polynomials P (α) divided by D(α) to some
power in the integrand of (5.6). The polynomials P (α) are converted into operators P (∂)
and the powers of D(α) are absorbed into the redefinition of space-time dimension d. Build-
ing the operator T (q, {∂} ,d+) we can reproduce the above procedure automatically without
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direct application of the α -parametric representation. Once the operator is applied, the
tensor integral is represented in terms of combinations of scalar integrals with the changed
space-time dimension d and with coefficients that are tensors made of external momenta
and metric tensors. If we contract the resulting scalar integrals with the tensor qµ1 . . . qvs of
external momenta, this representation allows us to study Feynman integrals with irreducible
scalar numerators and write them as a combination of scalar integrals having different val-
ues of d. Since d is shifted, we also need an algorithm to obtain new generalized recurrence
relations including integrals with different d that leads to the solution of the problem of
irreducible numerators in terms of the original space-time dimension. Those problems will
be afforded and solved in the next sections.
5.1.1 Non-Scalar Integrals and Irreducible Numerators
In the previous section we mentioned that we can always contract a tensorial numerator
with a proper projector in order to obtain a scalar numerator, with the aim of treating some
specific integrals with irreducible scalar numerators. Let see this in more detail.
Integrals with scalar products in the numerator can be regarded as a contraction of the
tensor integral (5.1) with the projector of external momenta
∏r
n=1 qµn
∏s
m=1 qλm or with the
projector of loop momenta
∏r
n=1 k1µn
∏s
m=1 k2λm . One commonly encounters integrals of the
form:
I(d)(q2) =
1
πd
∫ ∫
ddk1d
dk2
P ν11 P
ν2
2 P
ν3
3 P
ν4
4 P
ν5
5
N(k21, k
2
2, k1q, k2q, k1k2), (5.14)
where N(k21, k
2
2, k1q, k2q, k1k2) is a polynomial of his arguments.
If N(k21, k
2
2, k1q, k2q, k1k2) is a degree zero polynomial, then the integral (5.14) is called
"Scalar-Integral". If N(k21, k
2
2, k1q, k2q, k1k2) has non zero degree we call it "Non-Scalar
Integral". The Tarasov algorithm to compute (5.14) consists of three steps: the simplification
of the numerator N(k21, k
2
2, k1q, k2q, k1k2) such that the integral I
(d)(q2) is expressed as a
combination of scalar integrals with coefficients depending on q and m2i , the reduction of
these scalar integrals in terms of a set of irreducible integrals known as “Master Integrals"
and the evaluation of the basis integrals.
In the specific case where the integral (5.14) is a “Non-Scalar" integral we need simplify the
integrand as much as possible. The procedure to make the integrand into a most simplified
form is based on the repeated use of the identity:
(pIp)
β
P νaa
=
(pIp)
β
P νaa
[
p2I + p
2 − (Pa +m2a)
2 pIp
−
(
p2I + p
2 − 3(Pa +m2a)
2 pIp
)
δpIp
]<β,νa>
,(5.15)
where pI represents any internal momentum, p represents any external (q) or internal (ki)
momentum and Pa (with a = 1 . . . 5) represents a denominator propagator that contains the
momenta pI and p, moreover
<β, νa>= min{β, νa}.
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For instance, if the numerator contains the scalar (k1q)β then pI = k1, p = q, δk1q = 0 and
a = 3 because P3 = (k1 − q)2 −m23 is the propagator that contains the momentums k1 and
q. Therefore, we perform the substitution:
(k1q)
β
P ν33
=
(k1q)
β
P ν33
(
k21 + q
2 − (P3 +m23)
2 k1q
)<β,ν3>
.
After the repeated use of (5.15) into (5.14), that integral can be written as a superposition of
scalar integrals, and non-scalar integrals with scalar products in the numerator. Neverthe-
less, the scalar products in the numerators remain only in the case when at least one internal
line is eliminated (β → β− < β, νa >), take into account that in dimensional regularization∫
ddp(p2)c = 0. If k21 and k
2
2 remain in the numerator, the integral can be further simplified
applying the relations
(k21)
β
P ν33
=
(k21)
β
P ν33
(
P3 + 2k1q − q2 +m23
k21
)<β,ν3>
, (5.16)
(k22)
β
P ν44
=
(k22)
β
P ν44
(
P4 + 2k2q − q2 +m24
k22
)<β,ν4>
(5.17)
which still are particular cases of (5.15). Moreover if the scalar product (k1k2)β remains in
the numerator it is because the denominator P5 has been cancelled i.e. the integral is the
product of one-loop tensor integrals of the form:
gµ1ν1 . . . gµανα
∫
ddk1
f1(k1, q,mi)
P ν11 P
ν3
3
k1µ1 . . . k1µα
∫
ddk2
f2(k2, q,mi)
P ν22 P
ν4
4
k2ν1 . . . k2να .
(5.18)
In this case the substitution
k1k2 = k1µ
(
gµν − qµqν
q2
)
k2ν +
(k1q)(k2q)
q2
, (5.19)
allows to transform the integral into a sum of products of one-loop scalar integrals [91]
α∑
n=0
α!
n!(α− n)!
1
(q2)α−n
∫
ddk1
f1(k1, q,mi)
P ν11 P
ν3
3
(k1q)
α−n
∫
ddk2
f2(k2, q,mi)
P ν22 P
ν4
4
(k2q)
α−nAn(k1, k2),
(5.20)
where A(k1, k2) comes from the transverse tensor in (5.19)
A(k1, k2) = k1µ
(
gµν − qµqν
q2
)
k2ν . (5.21)
Integrals with odd powers of A(k1, k2) can be reduced to zero since the transverse tensor
in A(k1, k2) will be always multiplied by an external momentum q after going out of the
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integral. Integrals with even powers of A(k1, k2) can be completed decoupled using the
relation
A2n(k1, k2) = A
n(k1, k1)A
n(k2, k2), (5.22)
in the equation (5.20).
If in the numerator of (5.14) the scalar products (k1q)α or (k2q)β remain we can introduce
the auxiliary scalar parameters b1, b2 of scaling mass −2 as
(k1q)
r(k2q)
s =
(
∂
(i∂b1)
)r (
∂
(i∂b2)
)s
exp {i[b1(k1q) + b2(k2q)]} |bi=0 . (5.23)
Following the same steps of the above section for the tensorial integral, we find the relation
between the non-scalar and the scalar integral:∫ ∫
ddk1d
dk2
P ν11 P
ν2
2 P
ν3
3 P
ν4
4 P
ν5
5
(k1q)
r(k2q)
s = Trs(q, {∂j},d+)
∫ ∫
ddk1d
dk2
P ν11 P
ν2
2 P
ν3
3 P
ν4
4 P
ν5
5
(5.24)
where
Trs(q, {∂j},d+) = 1
ir+s
(
∂
∂b1
)r (
∂
∂b2
)s
× exp{iq2[Q1b1 +Q2b2 +Q11b21 +Q22b22 +Q12b1b2]ρ}
∣∣∣∣∣∣∣ bi=0αj=i∂jρ=− 1
pi2
d+
, (5.25)
with Qi, Qij given in (5.9), compared with the operator in 5.13 the operator Trs is not
tensorial.
The evaluation of the scalar integrals in the form (5.24) will reduce any given integral with
a generic numerator in terms of scalar integrals more efficiently than using of the tensorial
reduction (5.1), but the scalar integrals have a different number of space-time dimensions,
higher than d. For instance, if one considers the integral (5.24) with ν1 = ν4 = 0 and
r = s = 1, we have to set α1 = α4 = 0 and thus obtain from (5.25) that:
T11(q, {∂j},d+) = 1
i2
(
∂
∂b1
)(
∂
∂b2
)
× exp {iq2[Q1b1 +Q2b2 +Q12b1b2]ρ}
∣∣∣∣∣∣∣ bi=0αj=i∂jρ=− 1
pi2
d+
. (5.26)
After applying the partial derivatives and evaluate at b1 = b2 = 0, we obtain the operator
T11 = i
q2
π2
d
+Q12 +
q4
π4
(d+)2Q2Q1
∣∣∣∣
αj=i∂j
(5.27)
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with
Q2 = α3α5,
Q1 = α3α5 + α2α3,
Q12 = −α5
2
.
Therefore,
T11 =
q2
2π2
d
+∂5 +
q4
π4
(d+)2∂23∂5(∂2 + ∂5).
With this operator is easily seen that:∫ ∫
ddk1d
dk2
(k1q)(k2q)
P ν22 P
ν3
3 P
ν5
5
=
q2
2π2
ν5
∫ ∫
dd+2k1d
d+2k2
P ν22 P
ν3
3 P
ν5+1
5
(5.28)
+
q4
π4
∫ ∫
dd+4k1d
d+4k2
[
ν2ν5ν3(ν3 + 1)
P ν2+12 P
ν3+2
3 P
ν5+1
5
+
ν5(ν5 + 1)ν3(ν3 + 1)
P ν22 P
ν3+2
3 P
ν5+2
5
]
.
In this case, the resulting scalar integrals have dimensions d + 2 and d + 4. Nevertheless,
is always possible reduce these integrals to ones in the generic dimension d by using the
appropriate recurrence relations, that will be given in the next section.
5.1.2 Scalar Integrals, Recurrence Relations and IBP’s
Once all irreducible numerators are eliminated and all integrals are expressed in terms
of scalar integrals, without numerators and having different shifts of d, the next step is
to repeatedly apply the appropriated recurrence relations that reduce the integrals to the
generic dimension d with the minimal exponent νi of the scalar propagators. The method of
derivation of these recurrence relations was described by Tarasov in the reference [93]. One
must proceed as follows. To obtain the recurrence relations, we start with the identity:
L∏
i=1
∫
ddki
∂
∂kµr
[(∑
l
xlk¯
µ
l
)
N∏
j=1
P
νj
k¯j ,mj
]
= 0, (5.29)
with
P
νj
k¯j ,mj
=
1
k¯2j −m2j + iε
, k¯µj =
L∑
n=1
ωjnk
µ
n +
E∑
m=1
ηjmq
µ
m, (5.30)
where xl are arbitrary constants, L is the number of the loops, N is the number of prop-
agators, E is the number of external legs, qm are the external momenta, and ω and η are
matrices of incidences with the matrix elements being ±1 or 0. The eq. (5.29) is valid
because in dimensional regularization the integral of a total derivative is zero [98]. After
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Figure 5.2: (a) London Transport Topology J111(q2). (b) Topology for a generic two-loops vacuum
bubble J111(0).
performing the differentiation one would usually express scalar products with integration
momenta in terms of invariants that occur in the denominator of the propagators. In the
present approach we write all or only some of the integrals containing scalar products in-
volving loop momenta as a combination of integrals with changed d as for instance in (5.24)
or just following the general strategy elucidated in section (5.1.2). Choosing in a proper way
the parameters xl in (5.29) it is possible to find the most optimal set of relations for the
reduction of the specific class of integrals to the set of some irreducible integrals which are
also called "Master Integrals". This method is very similar to Integration By Parts method
(IBP) [99] in which one imposes the relation∫ ∏
i
ddki
∂f
∂kµj
= 0, (5.31)
and writes down various equations for integrals of derivatives with respect to loop momenta
and uses this set of relations between Feynman integrals in order to solve the reduction
problem, i.e. to find out how a general Feynman integral of the given class can be expressed
linearly in terms of some master integrals but without changing the dimension d. In fact in
the equation (5.31) f depends on the loop and external momenta but, unlike equation (5.29),
f is free of the external momenta (qm) in his numerator. The Tarasov derivation is more
general and, in fact, it includes the IBP method as a particular case just one needs to put
ηjm = 0 in (5.30). The IBP’s recurrence relations correspond to some specific representation
of scalar products in equation (5.29).
As an example let us consider the two-loop integral in equation (5.28). In the particular
case where ν2 = ν3 = ν5 = 1, this integral represents the two-loop self-energy given by
the topology in figure (5.2), known as the London Transport diagram or sunset or sunrise
graph. By applying the operator T11 of (5.27) on the London Transport diagram we got,
from (5.28), a superposition of scalar integrals in (d+ 2) and (d+ 4) dimensions. Our task
now is to express them in terms of scalar integrals in the original (d) dimensions. Just as
an example we consider the dimensional reduction of
I(d+2)ν2ν3ν5+1(m
2
1, m
2
2, m
2
5) =
∫ ∫
dd+2k1d
d+2k2
P ν22 P
ν3
3 P
ν5+1
5
, (5.32)
72 CHAPTER 5. THE TWO-LOOP CALCULATIONS
to obtain a recurrence relation connecting integrals with different (d) using the prescription
(5.29). We start by the identity∫ ∫
ddk1d
dk2
∂
∂k2µ
[
k2µ
P ν22 P
ν3
3 P
ν5
5
]
= 0. (5.33)
From (5.33) we get a simple recurrence relation connecting integrals I(d)ν2ν3ν5 with different
values of exponents νi:
ν5
∫ ∫
ddk1d
dk2
2k1k2
P ν22 P
ν3
3 P
ν5+1
5
= 2
(
ν2 − d
2
)
I(d)ν2ν3ν5 + 2ν2m
2
2I
(d)
ν2+1 ν3ν5 (5.34)
+ 2ν5I
(d)
ν2−1 ν3 ν5+1 + 2ν5m
2
5I
(d)
ν2ν3 ν5+1
.
The integral in the left hand side of equation (5.34) can be reduced using equality:
2k1k2 = P5 − P2 − P3 + q2 − 2qk1 +m25 −m22 +m23,
by replacing into (5.34) and keeping the scalar product (qk1) untouched we get
2ν5
∫ ∫
ddk1d
dk2
qk1
P ν22 P
ν3
3 P
ν5+1
5
+ ν5I
(d)
ν2 ν3−1 ν5+1 + (2ν2 − ν5 − d) I(d)ν2ν3ν5 (5.35)
+ 2ν2m
2
2I
(d)
ν2+1 ν3ν5
+ 3ν5I
(d)
ν2−1 ν3 ν5+1 + ν5(m
2
5 −m23 +m22 − q2)I(d)ν2ν3 ν5+1 = 0.
The first integral in equation (5.35) can be expressed in terms of integrals with shifted
space-time dimension, by using the formula (5.24) with α1 = α4 = 0 and
T10 =
1
i
(
∂
∂b1
)
exp
{
iq2[Q1b1 +Q11b
2
1]ρ
} ∣∣∣∣∣∣∣ b1=0αj=i∂jρ=− 1
pi2
d+
, (5.36)
where Q1 = α3(α2 + α5) and −4Q11 = (α2 + α5), therefore∫ ∫
ddk1d
dk2
(qk1)
P ν22 P
ν3
3 P
ν5+1
5
=
q2
π2
d+∂3(∂2 + ∂5)
∫ ∫
ddk1d
dk2
P ν22 P
ν3
3 P
ν5+1
5
(5.37)
=
q2
π2
[
ν2ν3
∫ ∫
dd+2k1d
d+2k2
P ν2+12 P
ν3+1
3 P
ν5+1
5
+ (ν5 + 1)ν3
∫ ∫
dd+2k1d
d+2k2
P ν22 P
ν3+1
3 P
ν5+2
5
]
.
We can find another relation between integrals in different dimensions (d) introducing the
polynomial differential operator D(i∂j), which is obtained from D(α) by substituting αj →
i∂j . The application of the operator D(i∂) on the integral (5.6) is proportional to the same
integral but in d− 2 dimensions:
D(i∂)G(d)(q2, a1, a2) = −π2G(d−2)(q2, a1, a2). (5.38)
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The function D(α) for the integral (5.28) is D(α) = α5(α2 + α3) + α3α2, and hence
I(d−2)ν2ν3ν5 = −
1
π2
[i∂5(i∂2 + i∂3) + i∂3i∂2] I
(d)
ν2ν3ν5
. (5.39)
where I(d)ν2ν3ν5 is defined in (5.32). From this relation we obtain a new recurrence relation in
terms of the integral I(d):
I(d−2)ν2ν3ν5 =
1
π2
ν2ν5I
(d)
ν2+1 ν3 ν5+1
+
1
π2
ν3ν5I
(d)
ν2 ν3+1 ν5+1
+
1
π2
ν2ν3I
(d)
ν2+1 ν3+1 ν5
. (5.40)
Making the change ν5 → ν5 + 1 and d→ d+ 2 we can put the recurrence relation (5.40) in
the form:
I
(d)
ν2ν3 ν5+1
− 1
pi2
ν2(ν5 + 1)I
(d+2)
ν2+1 ν3 ν5+2
=
1
pi2
[
ν3(ν5 + 1)I
(d+2)
ν2 ν3+1 ν5+2
+ ν2ν3I
(d+2)
ν2+1 ν3+1 ν5+1
]
.
Inserting the above expression into (5.37)
∫ ∫
ddk1d
dk2
qk1
P ν22 P
ν3
3 P
ν5+1
5
= q2
(
I
(d)
ν2ν3 ν5+1 −
1
π2
ν2(ν5 + 1)I
(d+2)
ν2+1 ν3 ν5+2
)
. (5.41)
Finally, using the identity (5.41) with ν5 changed to ν5 − 1 and ν2 changed to ν2 − 1 in the
equation (5.35), we can write:
2ν5(ν5 − 1)(ν2 − 1) q
2
π2
∫ ∫
dd+2k1d
d+2k2
P ν22 P
ν3
3 P
ν5+1
5
= (ν5 − 1)(m25 −m23 +m22 + q2)I(d)ν2−1 ν3 ν5
+ (ν5 − 1)I(d)ν2−1 ν3−1 ν5 + (2ν2 − ν5 − d− 1) I(d)ν2−1 ν3 ν5−1
+ 2(ν2 − 1)m22I(d)ν2 ν3 ν5−1 + 3(ν5 − 1)I(d)ν2−2 ν3 ν5. (5.42)
Thus, the first integral in the right side of the equation (5.28) was reduced to a superposition
of scalar integrals in (d) dimensions with coefficients that are functions of q2, {m2i } and d.
Proceeding in a similar way with all two-points two-loops diagrams with arbitrary masses,
Tarasov found, from the application of recurrence relations, a basis composed of 30 scalar
integrals in d dimensions
I(q2) =
30∑
j=1
Rj(q
2, {m2i }, d)I(d)j (q2), (5.43)
with Rj(q2, {m2i }, d) being rational functions of q2, {m2i } and d [92]. The two-loop integrals
of the basis are expressed in terms of the following three two-loop integrals F (d)11111, V
(d)
1111 and
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J
(d)
111(q
2):
F (d)ν1ν2ν3ν4ν5 =
1
πd
∫ ∫
ddk1d
dk2
[k21 −m21]ν1[k22 −m22]ν2
× 1
[(k1 − q)2 −m23]ν3[(k2 − q)2 −m24]ν4 [(k1 − k2)2 −m25]ν5
,
V (d)ν1ν2ν3ν4 =
1
πd
∫ ∫
ddk1d
dk2
[(k1 − k2)2 −m21]ν1
× 1
[k22 −m22]ν2 [(k1 − q)2 −m23]ν3[(k2 − q)2 −m24]ν4
,
J (d)ν1ν2ν3 =
1
πd
∫ ∫
ddk1d
dk2
[k21 −m21]ν1 [(k1 − k2)2 −m22]ν2[(k2 − q)2 −m23]ν3
. (5.44)
All master integrals in (5.43) can be obtained from the previous ones by changing masses,
external momenta or by differentiating. For instance, the two-loop bubble integrals rep-
resented by figure 5.2 (b) are just the value of J (d)111(q
2), represented by figure 5.2 (a), at
q2 = 0. The application of recurrence relations to F (d) will produce V (d), J (d) and more
simple one-loop integrals. In turn integrals V (d) will produce J (d) plus one-loop integrals.
The one-loop integrals obtained will be denoted as
B(d)ν1ν2 =
1
π
d
2
∫
ddk1
[k21 −m21]ν1[(k1 − q)2 −m22]ν2
, (5.45)
A(d)ν1 =
1
π
d
2
∫
ddk1
[k21 −m21]ν1
. (5.46)
Therefore, one should first apply the recurrence relations to F (d), then to V (d) and finally to
J (d). An example of how from the reduction of two-loop integrals, using recurrence relations,
one obtains one-loop integrals is showed in Appendix H. The number of basic structures
obtained after reduction strongly depends on the mass values. If some masses are equal to
zero or there are equal masses then the number of basic structures substantially diminishes.
( For example, in the case of QED the number of relevant two-loop basic integrals for the
photon propagator is 2). The evaluation of basis integrals A(d), B(d), F (d), V (d) and J (d) is
a separate problem that will be studied in the next section.
Since it is not easy to extract a set of recurrence relations that reduce the complexity of
the integrals at each step such that one finally arrives at only a small set of basic integrals,
due to a vast number of interrelations between the integrals considered, we implemented the
recurrence relations for reduce two-loop integrals using the Mathematica code TARCER [94]
that is part of the FEYNCALC package [95]. TARCER reduces two-loop propagator inte-
grals with arbitrary masses to simpler basis integrals using the reduction algorithm proposed
by Tarasov. For the reduction of scalar integrals TARCER contains the complete set of re-
currence relations given in [92] and some additions for particular parameter configurations.
In some cases the number of basic integrals is reduced.
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The implementation and an example of these type of integrals is given in Appendix E. We
also used the Mathematica package FEYNARTS [90] for the generation and visualization
of Feynman diagrams and amplitudes, its implementation and some examples are given in
Appendix C.
5.1.3 Master Integrals
We saw in the previous section that any non-scalar two-loop integral can be reduced to a
superposition of scalar master integrals 1, and that these master integrals can be actually
computed in terms of only five integrals, the three two-loop integrals defined in (5.44) and
the two one-loop integrals in equations (5.46) and (5.45).
The one-loop integrals are the scalar one-point and two-point Passarino-Veltman functions.
The Laurent expansion around d = 4 of these functions include the divergent, finite and
evanescent terms. The evanescent terms are the ε -order terms to be included in the two-
loop calculations because we can have contributions to the finite part made of the product
of the divergent and of the evanescent part like for instance in diagrams in figure 5.3 (a).
Those contributions are in fact very important in an on-shell renormalization scheme like
the one we are working. That part is not present at two loop in the MS or MS scheme
[101]. The Laurent expansion of A(d)1 is easily obtained but special treatments are required
for B(d)11 [102]. Being d = 4− 2ε we have
A
(d)
1 = i(mH)
2Γ(ε)
(
1 +
ε
2
) (
m2H
)−ε
= m2H
(
m2He
γ
E
)−ε(
ε
(
1
12
iπ2 + i
)
+
i
ε
+ i
)
. (5.47)
Moreover, from Appendix G we get:
B
(d)
11 = Γ(ε)
∫ 1
0
dx
[
q2x2 + (−q2 +m22 −m21)x+m21
]−ε
= iΓ(ε)
m1−2ε0√
q2
{
Ω
(2;4−2ε)
1 + Ω
(2;4−2ε)
2
}
(5.48)
with
Ω
(2;4−2ε)
i =
τ0i∫
0
dθ
cos2−2ε θ
. (5.49)
Here it is assumed that (m1 − m2)2 ≤ q2 ≤ (m1 +m2)2. In equation (5.49) the following
notation was used [103]:
cos τ12 =
m21 +m
2
2 − q2
2m1m2
, m0 =
m1m2 sin τ12√
q2
, cos τ0i =
m0
mi
. (5.50)
1The fact that in principle all integrals considered must be expressible in terms of a finite set of basic
integrals may be formally seen in [100]
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Now, expanding (5.49) in ε, we obtain∫ τ
0
dθ
cos2−2ε θ
=
∞∑
j=0
(2ε)j
j!
∫ τ
0
dθ
cos2 θ
lnj(cos θ) =
∞∑
j=0
(−2ε)j
j!
fj(τ), (5.51)
where
fj(τ) ≡ (−1)j
∫ τ
0
dθ
cos2 θ
lnj(cos θ). (5.52)
The lowest terms of the expansion are [103]
f0(τ) = tan τ, (5.53)
f1(τ) = − tan τ ln(cos τ)− tan τ + τ, (5.54)
f2(τ) = tan τ
[
ln2(cos τ)+2 ln(cos τ)+2
]− 2τ(1−ln 2)− Cl2 (π−2τ) , (5.55)
where we use that τ01 + τ02 = τ12 and
tan τ01 =
m21 −m22 + q2
2m0
√
q2
, tan τ02 =
m22 −m21 + q2
2m0
√
q2
. (5.56)
The Clausen function of order 2 Cl2(x) was defined in Appendix G eq. (G.28).
Taking into account the equations (G.26) and (G.27) the representation (5.49) makes it
possible to construct the well-known result [104]
B
(4−2ε)
11 = e
−εγ
E
(
1
ε
+B(fin) + εB(ε)
)
, (5.57)
with
B(fin) = −ln(q2)−
2∑
j=1
[
ln(1− xj)− xjlnxj − 1
xj
− 1
]
, (5.58)
and
B(ε) =
π2
12
+
1
2
ln2
(
q2
)− [ln (q2)− 2] [Bfin + ln (q2)]
+
2∑
j=1
{
1
2
(1− xj)ln2(1− xj) + 1
2
xjln
2(−xj)
}
+ (1− x1)ln(1− x1)ln(1− x2)
+ x1ln(−x1)ln(−x2) + (x1 − x2)
[
Li2
(
x2
x2 − x1
)
− Li2
(
x2 − 1
x2 − x1
)
+ln(x2 − x1)ln
(
x2 − 1
x2
)]
, (5.59)
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where x1 and x2 are defined by the relation
q2x2 + (−q2 +m22 −m21)x+m21 = q2(x− x1)(x− x2). (5.60)
The corresponding result was obtained in Appendix (G). These expressions are valid for
arbitrary masses and momenta. The dilogarithm function or Spence integral is defined as
Li2(x) = −
∫ x
0
ln(1− t)
t
dt. (5.61)
We need now to compute the integrals in the equation (5.44). For arbitrary masses and
external momenta only his divergent part is known analytically, for instance V (d)1111 is finite
in four dimensions. The finite part are analytical only for particular values of masses and
momenta. For the integral with three propagators J (d)111(q
2) the solution are related to the
Lauricella functions [105]. Integrals with four propagators V (d)1111 can be written in terms of
hypergeometric series [106] and the integral with five propagators F (d)11111 have a representa-
tion for a general mass case given in [107] but its evaluation in terms of a similar series as
for the other two integrals is not yet known.
For the purposes of this thesis of computing the two-loop Higgs tadpoles as first derivative of
the two-loop effective potential we specifically need only the two-loop integrals V (d)1111(q = 0)
and J (d)111(q = 0) at vanishing external momentum. In this particular case the basis integrals
can be rewrite in terms of the one-loop integrals computed above and the two-loop bubble
integral J (d)111(q = 0) if we use the next relation between V
(d)
1111(q = 0) and J
(d)
111(q = 0):
V
(d)
1111(q = 0) =
1
m21 −m22
(
J
(d)
111(q = 0, m
2
1, m
2
3, m
2
4)− J (d)111(q = 0, m22, m23, m24)
)
(5.62)
with
J
(d)
111(q = 0, m
2
1, m
2
2, m
2
3) =
∫ ∫
ddk1 d
dk2
[
1
(k21 −m21)(k22 −m22)((k1 + k2)2 −m23)
]
. (5.63)
The finite parts of these integrals can be computed analytically by the standard methods
shown in the Appendix G and Appendix H. In the next section we will adopt the methods
exposed in this section to compute at two-loop the full effective potential in the MS and
in the Sirlin-Zucchini’s scheme. All analytic results obtained here can be verified using the
TARCER code that implement the Tarasov method.
5.2 The Two-Loop MS Effective Potential of SM
In this section we calculate the two-loops effective potential using minimal subtraction, and
we will use this result to obtain in the next chapter the potential in the Sirlin-Zucchini
renormalization scheme. We split the two-loop potential in different sectors according to
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(a) (b)
Figure 5.3: 1PI Topologies contributing to two-loop effective potential
their diagrammatic origin. We started studying the scalar sector of MS effective potential.
This sector contains the main ingredients to construct the full two-loop potential. In all
other sectors we can reduce, by elementary manipulation, each individual Feynman diagram
to a sum of scalar integrals of the form (5.44) or (5.46) with ν1 = ν2 = ν3 = 1 and q2 → 0,
which appear in scalar sector.
There are only two types of 1PI topologies that contribute to the effective potential, as shown
in figure 5.3. When we insert the scalar fields to the topologies, arise nine different types of
Feynman diagrams. Everyone of them can be expressed, after dimensional regularization,
in terms of some of integrals:
I(m21, m
2
2, m
2
3) =
µ2(4−d)
(4π)d
J
(d)
111(q
2 = 0) (5.64)
=
(µ2)4−d
(2π)2d
∫ ∫
ddk1 d
dk2
(k21 −m21)(k22 −m22)((k1 + k2)2 −m23)
or
J(m21, m
2
2) = J(m
2
1)J(m
2
2) ; (5.65)
J(m2) =
µ4−d
(4π)d/2
A
(d)
1 =
(µ)4−d
(2π)d
∫
ddk
k2 −m2 =
(µ)4−d
(4π)
d
2
iΓ(1− d
2
)(m2)
d
2
−1.
The evaluation of integral (5.64) is non-trivial, and will be the subject of Appendix H. By
other side, the expansion (5.65) does not include only the divergent and the finite parts,
but includes also the first evanescent term, proportional to (d − 4), since we are dealing
with products of two one-loop integrals, therefore, we could have products of evanescent
and divergent parts that contribute to the finite part.
Let see the explicit computation of two-loop scalar effective potential. In terms of inte-
grals (5.64) and (5.65) we have the contributions of the nine diagrams written in a general
covariant gauge:
H HH = − 3λ2φ2cI(m2H ,m2H,m2H)
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+
H HG G G± G± = − 3λ2φ2cI(m2H,m2G,m2G)
H H
=
3
4
λJ(m2H ,m
2
H)
H G
+
H G±
=
3
2
λJ(m2H,m
2
G)
G G G G± G± G±
+ + =
15
4
λJ(m2G,m
2
G)
so that the two-loop effective potential of scalar sector is the sum of all above integrals:
V
(2l)
S = −3λ2φ2c
(
I(m2H , m
2
H , m
2
H) + I(m
2
H , m
2
G, m
2
G)
)
+
3
4
λ
(
J(m2H , m
2
H) + 2J(m
2
H , m
2
G) + 5J(m
2
G, m
2
G)
)
. (5.66)
Nevertheless these quantities are divergent and we need to remove its divergences using
a re-normalization prescription. From the results quoted in the Appendix H we have all
ingredients to evaluate explicitly the scalar potential (5.66). Using the equation (H.36) we
find the Laurent expansion of the dimensional regulated integral
I(m2H , 0, 0) = −
(µ2)4−d
(4π)d
Γ(2− d
2
)Γ(3− d)Γ(d
2
− 1)2
Γ(d
2
)
(
m2H
)d−3
=
m2H
(4π)4
(
m2H
4πµ2e−γE
)−2ε(
1
2ε2
+
3
2ε
+
3ζ(2)
2
+
7
2
)
, (5.67)
where ζ(2) = π2/6 is the Riemann zeta function evaluated at 2, and γE is the Euler-
Mascheroni constant. From the equation (H.38) we obtain for a2 = −3
4
m4H < 0,
(4π)4I(m2H , m
2
H , m
2
H) =
c
2(d/2− 2)2 +
1
(d/2− 2)
(
3c
2
− L1
)
+
1
2
[
L2 − 6L1
+ 3m2H(lnm
2
H)
2 + ξ(m2H , m
2
H , m
2
H) + c(7 + ζ(2))
]
(5.68)
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with
c = m2H +m
2
H +m
2
H = 3m
2
H ,
ln(m2H) = ln
m2H
µ2
+ γE − ln(4π),
L1 = m
2
H ln(m
2
H) +m
2
H ln(m
2
H) +m
2
H ln(m
2
H) = 3m
2
H ln(m
2
H),
L2 = m
2
H ln
2
(m2H) +m
2
H ln
2
(m2H) +m
2
H ln
2
(m2H) = 3m
2
H ln
2
(m2H),
b =
√
−a2 =
√
3
2
m2H ,
θH = tan
−1
(
c/2−m2H
b
)
= tan−1
(
3/2m2H −m2H√
3/2m2H
)
= tan−1
(√
3
3
)
=
π
6
,
L
(
θH =
π
6
)
= −1
2
Cl2
(
2π
3
)
+
π
6
ln2,
Cl2
(
2π
3
)
=
1
2
[
Cl2
(π
3
+ π
)
+ 2Cl2
(π
3
)]
; Cl2
(π
3
+ 2mπ
)
= 1.01494160 . . . [m ∈ Z],
and
ξ(m2H , m
2
H , m
2
H) = 8b
[
3L(π/6)− π
2
ln(2)
]
= 4
√
3m2H
[
3L(π/6)− π
2
ln(2)
]
.
The above special integrals and its numerical values can be consulted in [108]. Replacing
all above identities in equation (5.68) we finally obtain
(4π)4I(m2H , m
2
H , m
2
H) =
3
2
m2H
1
ε2
+
1
ε
(
9
2
m2H − 3m2H ln(m2H)
)
+
1
2
[
6m2H ln
2
(m2H)− 18m2H lnm2H + ξ(m2H , m2H , m2H) + 3m2H(7 + ζ(2))
]
. (5.69)
The last required integral J(m2H , m
2
H) can be easily computed, from equation (5.65):
J(m2H , m
2
H) = (J(m
2
H))
2 =
(
i
(mH)
2
(4π)2
Γ(ε)
(
1 +
ε
2
)( m2H
4πµ2
)−ε)2
=
(
m2H
(4π)2
(
m2H
4πµ2
)−ε
e−εγE
(
ε
(
1
2
iζ(2) + i
)
+
i
ε
+ i
))2
=
m4H
(4π)4
(
m2H
4πµ2e−γE
)−2ε(
− 1
ε2
− 2
ε
− ζ(2) + ε
(
−2ζ(2) + 2ζ(3)
3
− 4
)
− 3
)
.
(5.70)
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For simplicity we make the calculation in the Landau gauge at the tree minimum of the
potential, φc = v. In this case m2H = 2λv
2 and J(m2H , m
2
G) = J(m
2
G, m
2
G) = 0 because
m2G = 0 in the Landau Gauge and by dimensional regularization
∫
ddp
p2
= 0. Replacing the
equations (5.67), (5.69) and (5.70) in the scalar potential V (2l)S we obtain the expansion
V
(2l)
S = V
(fin)
S +∆V
(2l)
S , (5.71)
where
V
(fin)
S = −3λ2v2
[
m2H
(4π)4
(
3ζ(2)
2
+
7
2
− 3ln(m2H) + ln
2
(m2H)
+ 3ln
2
(m2H)− 9lnm2H +
ξ(m2H , m
2
H , m
2
H)
2m2H
+
3
2
(7 + ζ(2))
)]
+
3
4
λ
[
m4H
(4π)4
(
−ζ(2)− 3 + 4ln(m2H)− 2ln
2
(m2H)
)]
(5.72)
is the finite part of the scalar two-loop potential, and
∆V
(2l)
S = −3λ2v2
[
m2H
(4π)4
(
1
2ε2
+
3
2ε
− 1
ε
ln(m2H) +
3
2
1
ε2
+
1
ε
(
9
2
− 3ln(m2H)
))]
+
3
4
λ
[
m4H
(4π)4
(
− 1
ε2
− 2
ε
+
2
ε
ln(m2H)
)]
(5.73)
is the divergent part of the potential V (2l)S . The potential includes single and double poles
in ε apart local divergences, where a single pole is multiplied with a logarithmic term that
is function of the field dependent mass m2H . The single and double poles in ε, are simply
removed by two-loop counter-terms in modified minimal subtraction. Nevertheless to remove
the sub-divergences
−3λ2v2
[
m2H
(4π)4
(
−1
ε
ln(m2H)−
3
ε
ln(m2H)
)]
+
3
4
λ
[
m4H
(4π)4
(
2
ε
ln(m2H)
)]
=
15
2
λ
m4H
(4π)4
1
ε
ln(m2H),
one must include counter-terms for the various one-loop divergent sub-diagrams. For the
pure scalar sector the following diagram counterterm is needed
= i
δm2H
2
J(m2H).
From eq. (3.18), but without considering the tadpole contributions, we know that
δm2H = −
3λm2H
(4π)2
1
ε
− 9λm
2
H
(4π)2
1
ε
− λm
2
H
(4π)2
1
ε
− 2λm
2
H
(4π)2
1
ε
= − 15λm
2
H
(4π)2
1
ε
, (5.74)
in the scalar sector. Therefore
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=
15
2
λ
m4H
(4π)4
1
ε
[
1
ε
+ (1− ln(m2H)) + ε
(
1
2
ζ(2) + 1− ln(m2H) +
1
2
ln
2
(m2H)
)]
.
If we add this contribution to the potential V (2l)S , the sub-divergences are exactly cancelled
and the finite and divergence terms are changed a bit. The resulting potential is:
V
(2l)
S = −
3
4
λ
m4H
(4π)4
[
2ζ(2) + 21− 18ln(m2H) + 5ln
2
(m2H) +
ξ(m2H, m
2
H , m
2
H)
m2H
]
+
3
4
λ
m4H
(4π)4
[
5
ε2
− 4
ε
]
.
(5.75)
The divergent part in the above potential can be removed by the use of the renormalization
constants introduced in renormalization procedure exposed in the Chapter 2. By the other
hand, we note that the counterterm can be rewritten as
−15
2
λ
m2H
(4π)2
i
ε
J(m2H) = −
3
2
λm2H
[
3i
(4π)2ε
+
i
(4π)2ε
]
J(m2H)−
3
2
λm2H
(
i
(4π)2ε
)
J(m2H)
= −3λ2v2
[
i
(4π)2ε
(
J(m2H) + J(m
2
H) + J(m
2
H)
)
+
i
(4π)2ε
(J(m2H) + J(m
2
G) + J(m
2
G))
]
+
3
4
λ
[ −i
(4π)2ε
(
m2HJ(m
2
H) +m
2
HJ(m
2
H)
)− 2i
(4π)2ε
(
m2GJ(m
2
H) +m
2
HJ(m
2
G)
)
− 5i
(4π)2ε
(
m2GJ(m
2
G) +m
2
GJ(m
2
G)
)]
, (5.76)
therefore in the scalar potential (5.66) the removing of the sub-divergences is equivalent to
making the transformations [16]
I(x, y, z)→ Iˆ(x, y, z) = I(x, y, z) + i
(4π)2ε
(J(x) + J(y) + J(z)) ,
J(x, y)→ Jˆ(x, y) = J(x, y)− i
(4π)2ε
(yJ(x) + xJ(y)) . (5.77)
Summary V (2l)S is then obtained by replacing the integrals I and J for its subtracted form
Iˆ and Jˆ given in eq. (5.77) and discarding the 1/ε2 and 1/ε poles. For other sectors where
no vector bosons are included in the Feynman diagrams, this procedure of renormalization
is still valid. However when vector bosons are present, the algebra involved in reducing the
sum of diagrams to dependence on I and J may produce explicit factors of d and we will
need the subtracted form of dI. The result depends on which sub-diagram yielded the factor
of d and therefore we need explicitly to evaluate the contribution of the subtractions to each
diagram.
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Figure 5.4: Contributions to scalar-fermion sector of the two-loop effective potential.
5.2.1 The Scalar-Fermion Sector of the Effective Potential
We give now all contributions to the effective potential V (2l). We divide the calculation into
parts according its diagrammatic origin, thus
V (2l) = V
(2l)
S + V
(2l)
SF + V
(2l)
V + V
(2l)
V F + V
(2l)
V S
where S, F and V denote scalar, fermion and vector fields respectively. The first contribution,
V
(2l)
S , was computed in the above section. The second contribution, V
(2l)
SF , includes only the
diagrams with scalar and fermion lines. The Figure 5.4 shows the diagrams contributing to
V
(2l)
SF . The line denoted with the letter f represents all massive fermion fields of the SM:
ei, ui and di, where ei are the massive leptons, ui are the up-type quarks and di are the
down-type quarks. Here the νi represent the neutrinos. The individual diagram contribution
to the potential V (2l)SF can be written using the notation
V
(2l)
SF (φc) = FffH(φc) + FffG(φc) + FudG(φc). (5.78)
The diagram 5.4 (a) represents the function FffH(φc) given by
FffH(φc) = −3
2
(
gmf
2mW
)2 ∫
d4p
(2π)4
∫
d4q
(2π)4
Tr [(γµqµ +mf )(γ
ν(p+ q)ν +mf )]
(p2 −m2H)(q2 −m2f)((p+ q)2 −m2f )
, (5.79)
where
Tr [(γµq
µ +mf )(γν(p+ q)
ν +mf )] = 4q · p+ 4q2 + 4m2f (5.80)
= 2((q + p)2 −m2f + (q2 −m2f )− (p2 −m2H) + 4m2f −m2H).
Therefore, in terms of the integrals I and J , we obtain
FffH(φc) =
∑
f
3
2
h2f
[
J(m2f , m
2
f)− 2J(m2f , m2H)− (4m2f −m2H)I(m2f , m2f , m2H)
]
, (5.81)
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where hf is the Yukawa coupling constant of the fermion f . Moreover the contribution of
the diagram 5.4 (b), FffG(φc), can be obtained in the same way, just by changing the mass
mH by mG and using the result
Tr
[
γ5(γµq
µ +mf )γ
5(γν(p+ q)
ν +mf )
]
= −4q · p− 4q2 + 4m2f , (5.82)
giving
FffG(φc) =
∑
f
3
2
h2f
[
J(m2f , m
2
f )− 2J(m2f , m2G) +m2GI(m2f , m2f , m2G)
]
. (5.83)
Finally, the diagram 5.4 (c) requires the evaluation of the integral
FudG(φc) = −3
(
g√
2mW
)2 ∫
d4p
(2π)4
∫
d4q
(2π)4
1
(p2 −m2G)(q2 −m2u)((p+ q)2 −m2d)
×
Tr [(mdγ+ −muγ−)(γµqµ +mu)(mdγ+ −muγ−)(γν(p+ q)ν +md)] ,
(5.84)
where u(d) represents a generic fermionic field with weak isospin T 3 = 1
2
(−1
2
)
respectively,
and γ± = 1± γ5/2. The trace in the integrand amounts to
Tr [(mdγ+ −muγ−)(γµqµ +mu)(mdγ+ −muγ−)(γν(p+ q)ν +md)]
= 4
(
m2d
2
+
m2u
2
)
(q · p+ q2)− 4m2um2d (5.85)
=
(
m2d +m
2
u
) (
(q + p)2 −m2d − (p2 −m2G) + (q2 −m2u) +m2d +m2u −m2G
)− 4m2um2d.
Replacing this trace in the integral, we obtain in terms of I and J the contribution
FudG(φc) = −3
(
g√
2mW
)2 {(
m2d +m
2
u
) [
J(m2G, m
2
u) + J(m
2
G, m
2
d)− J(m2u, m2d)
]
+
[(
m2d +m
2
u
) (
m2d +m
2
u −m2G
)− 4m2um2d] I(m2G, m2u, m2d)} .
(5.86)
The potential V (2l)SF is the sum of these three contributions above computed. The dominant
contribution comes in the limit where all fermion masses are put to zero except the top
quark mass, mt. In this limit, the potential V
(2l)
SF takes the form:
V
(2l)
SF =
3
2
h2t
[
J(m2t , m
2
t )− 2J(m2t , m2H)− (4m2t −m2H)I(m2t , m2t , m2H)
]
+
3
2
h2t
[
J(m2t , m
2
t )− 2J(m2t , m2G) +m2GI(m2t , m2t , m2G)
]
−3
(
gmt√
2mW
)2 {
J(m2G, m
2
t ) +
(
m2t −m2G
)
I(m2G, m
2
t , 0)
}
. (5.87)
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W
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Figure 5.5: Contributions to vector sector of the two-loop effective potential.
After a bit of algebra, we finally obtain:
V
(2l)
SF =
3
2
h2t
[
2J(m2t , m
2
t )− 2J(m2t , m2H)− 4J(m2t , m2G)− (4m2t −m2H)I(m2t , m2t , m2H)
+ m2GI(m
2
t , m
2
t , m
2
G)− 2
(
m2t −m2G
)
I(m2G, m
2
t , 0)
]
.
(5.88)
Since the coefficients of the integrals I and J are independent of the space-time dimension
d, this sector of the effective potential can be renormalized in the same way that the scalar
sector, making the transformations (5.77) i.e. just by changing I and J by Iˆ and Jˆ re-
spectively. Besides, is relevant note here that V (2l)SF has terms of order h
6
t , those terms and
the QCD contribution to V (2l)FV , computed later, represent the largest contributions of the
potential.
5.2.2 The Pure Gauge Sector of the Effective Potential
Let’s consider now the gauge sector of the effective potential. The thirteen vacuum bubbles
that contribute to the gauge sector are grouped in six typologies of diagrams showed in fig.
5.5. This sector includes the contribution of the FP ghost fields represented with the letter
ui (where i = γ, Z,W−,W+), see the diagrams 5.5 (c) - 5.5 (f). Although these diagrams are
computed in the Landau gauge, the diagrams with ghost fields give non-zero contributions.
This is a common mistake when one computes the amplitudes with FeynArts. FeynArts
contain all vertices and propagators of the SM in the Rζ-gauge, where each particle field
have a gauge parameter associated ζf 2. But, by default the option GaugeRules sets all gauge
parameters to unity, or choose the Feynman gauge. If we want to enforce a particular choice
2In the language of FeynArts each field have a gauge parameter represented with the command
GaugeXi[f], where f denotes the specific field.
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of gauge, we need specify the choice of gauge with the command: GaugeRules -> _GaugeXi
-> ζ . This command changes the gauge parameters to be only three, denoted by ζW , ζZ , ζA,
and puts the gauge parameters in the propagators equal to our election ζ . Nevertheless,
it does not change the gauge parameters in the vertices, and therefore it produces some
amplitudes proportional to the ratio between ζ and the new gauge parameters ζW , ζZ , ζA. For
instance, if we compute the amplitude for the diagram 5.5 (e), and we make the naive election
ζ = 0, that is the condition for the Landau gauge, we obtain with FeynArts an amplitude
equal to zero3. The reason is because FeynArts produces an amplitude proportional to the
ratio ζ
ζAζW
, that vanishes when ζ goes to zero. In practice therefore, we must not make
the gauge election over the integral produced by FeynArts, instead we must use a general
non-zero gauge parameter ζ , and once the amplitude is reduced in terms of I and J we put
ζ = 0.4
The thirteen diagrams in Fig. 5.5 can be put in the potential V (2l)V (φc) using the obvious
notation
V
(2l)
V (φc) = FWV (φc) + FWWV (φc) + FuiuiV (φc). (5.89)
The first contribution FWV (φc) represents the diagrams 5.5 (a). In the Landau gauge we
get:
FWV (φc) =
1
2
G2WV
∫
d4q
(2π)4
∫
d4p
(2π)4
(gµσgνρ − 2gµρgνσ + gµνgρσ)×( −gµνqρpσ
(q2 −m2V )(p2 −m2W )(p2)
− −gρσqµpν
(q2 −m2V )(p2)(p2 −m2W )
+
gµνgρσ
(q2 −m2V )(p2 −m2W )
+
qµqνpρpσ
(q2 −m2V )(q2)(p2 −m2W )(p2)
)
, (5.90)
where the coefficients GWV have the values
GWγ = e; GWZ =
cosθW
sinθW
e; GWW =
e
sinθW
.
After dimensional regularization and by expressing the integral in terms of I and J we
obtain:
FWV (φc) =
1
2
G2WV
[
3(d− 1)J(m2V , m2W ) + d2J(m2V , m2W )
−
∫
ddq
(2π)d
∫
ddp
(2π)d
(q · p)2
(q2 −m2V )q2(p2 −m2W )p2
]
. (5.91)
3In FeynArts this gauge election goes into the command CreateFeynAmp[] in the following way:
CreateFeynAmp[%, GaugeRules -> _GaugeXi -> 0] .
4Recent conversations of our research group with Thomas Hahn about this concern led to the conclusion
that FeynArts does not mistakenly fix the gauge rules. However, the use of the gauge rules for Landau and
Unitary gauges will be clarified in the manual (reported in www.feynarts.de; Last update: 29 Oct 15).
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Using the identity
1
q2(q2 −m2) =
1
m2
(
1
q2 −m2 −
1
q2
)
,
the last integral in eq. (5.91) can be reduced to
∫
ddq
(2π)d
∫
ddp
(2π)d
(q · p)2
(q2 −m2V )q2(p2 −m2W )p2
=
1
m2Vm
2
W
∫
ddq
(2π)d
qµqν
(q2 −m2V )
∫
ddp
(2π)d
pµpν
(p2 −m2W )
=
1
m2Vm
2
W
(
1
d
m2V J(m
2
V )g
µν
)(
1
d
m2WJ(m
2
W )gµν
)
.
Adding all contributions we find:
FWV (φc) =
1
2
G2WV
[(
−3(d− 1) + d2 − 1
d
)
J(m2V , m
2
W )
]
=
1
2
G2WV
[
(d− 1)3
d
J(m2V , m
2
W )
]
. (5.92)
The photon contribution FWγ(φc) evidently vanishes, we need only to compute the functions
FWW (φc) and FWZ(φc). The renormalized version of FWV (φc) can be obtained making the
transformations (5.77), but we must take into account the terms proportional to the dimen-
sion d, this imply explicitly evaluate the contribution of the subtractions to the function
FWV (φc). Expanding around d = 4, the coefficient of J take the form:
(d− 1)3
d
=
27
4
(
1− 3
2
ε+
7ε2
12
+O(ε3) + . . .
)
=
27
4
+
(
(d− 1)3
d
− 27
4
)
,
therefore, the regularized function FWV (φc) has the explicit form:
FWV (φc) =
1
2
G2WV
[
27
4
Jˆ(m2V , m
2
W ) +
27
4
(
−3
2
ε+
7ε2
12
+O(ε3) + . . .
)
× (5.93)[
J(m2V , m
2
W ) +
i
(4π)2ε
(
m2WJ(m
2
V ) +m
2
V J(m
2
W )
)]]
,
and its renormalized version is:
FWV (φc) = (5.94)
1
2
G2WV
[
27
4
Jˆ(m2V ,m
2
W ) +
(
(d− 1)3
d
− 27
4
)
J(m2V ,m
2
W )−
9
2
i
(4pi)2
(m2V J(m
2
W ) +m
2
WJ(m
2
V ))
]
.
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The second contribution FWWV (φc) represents the amplitude:
FWWV (φc) =
∫
ddq
(2pi)4
∫
ddp
(2pi)4
[
G2WWV
2
(gµρ(q − p)α + gµα(−2p− q)ρ + gρα(p+ 2q)µ)×(
gνσ(−p+ q)β + gνβ(2p+ q)σ + gσβ(−p− 2q)ν
)( gµν(−p− q)β (−qρ) (qσ) (p+ q)α
(p2 −m2V ) q2 (q2 −m2W ) (p+ q)2 ((p+ q)2 −m2W )
+
−gρσpµ (pν) (−p− q)β(p+ q)α
p2 (p2 −m2V ) (q2 −m2W ) (p+ q)2 ((p+ q)2 −m2W )
+
gµνgρσ(−p− q)β(p+ q)α
(p2 −m2V ) (q2 −m2W ) (p+ q)2 ((p+ q)2 −m2W )
+
−gαβpµ (pν) (−qρ) (qσ)
p2 (p2 −m2V ) q2 (q2 −m2W ) ((p+ q)2 −m2W )
+
−gµνgαβqρ (qσ)
(p2 −m2V ) q2 (q2 −m2W ) ((p+ q)2 −m2W )
+
−gρσgαβpµ (pν)
p2 (p2 −m2V ) (q2 −m2W ) ((p+ q)2 −m2W )
+
gµνgρσgαβ
(p2 −m2V ) (q2 −m2W ) ((p+ q)2 −m2W )
+
−pµ (pν) (−p− q)β (−qρ) (qσ) (p+ q)α
p2 (p2 −m2V ) q2 (q2 −m2W ) (p+ q)2 ((p+ q)2 −m2W )
)]
, (5.95)
with G2WWγ = g
2sin2θW and G2WWZ = g
2cos2θW . By the repeated use of the relations (5.15)
and after a tedious algebra, the above integral can be expressed in terms of the renormalized
master integrals Iˆ and Jˆ . When the master integrals have coefficients that are functions of
the dimension d one additionally need evaluate the explicit finite contributions due to the
transformations (5.77). The final result is:
FWWV (φc) =
− G
2
WWV
4m4Wm
2
V
{(m8V − 16m6Wm2V − 12m4Wm4V + 32a2m4W + 64a2m2Wm2V )Iˆ(m2W ,m2W ,m2V )
−2((m4W −m4V )2 + 8(m2W −m2V )2m2Wm2V )Iˆ(m2W ,m2V , 0) + 2m8W Iˆ(m2W , 0, 0) +m8V Iˆ(m2V , 0, 0)
−m2V Jˆ(m2W ,m2W )(31m4W − 18m2Wm2V −m4V )− 2m2W Jˆ(m2W ,m2V )(9m4V + 4m2Wm2V −m4W )
+(
4
d
− 1)m4Wm2V J(m2W ,m2W ) + (
4
d
− 1)m4Wm2V J(m2W ,m2V ) + (
4
d
− 1)m2Vm4WJ(m2V ,m2W )
+16(m2W −m2V )2m2Wm2V εI(m2W ,m2V , 0) − 8m2V (2m2Wm2V − 3m4W )εJ(m2W ,m2W )
+16m2Wm
4
V εJ(m
2
W ,m
2
V )− 8m4Wm2V (
25
3
m2W + 6m
2
W + 6m
2
V )
i
(4pi)2
J(m2W )
−4m2Vm4W (
25
3
m2V + 6m
2
W + 6m
2
W )
i
(4pi)2
J(m2V )− 32a2m4W εI(m2W ,m2W ,m2V )
−64a2m2Vm2W εI(m2V ,m2W ,m2W )}, (5.96)
where a2 = λ(m2W , m
2
W , m
2
V )/4, with λ(x, y, z) the Kallen’s function given by:
λ(m2W , m
2
W , m
2
V ) = m
4
W +m
4
W +m
4
V − 2(m2Wm2W +m2Wm2V +m2Vm2W )
= m4V − 4m2Wm2V .
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The last contribution FuiuiV (φc) represents the diagrams 5.5 (c-f). The eight diagrams can
be explicitly obtained from the general amplitude:
FuiujV (φc) =
G2uiujV
ζ
∫
ddq
(2π)d
∫
ddp
(2π)d
qµpν
(
−gµν
(q2 −m2ui)(p2 −m2uj )((q + p)2 −m2V )
+
(1− ζ)(q + p)ν(q + p)ν
(q2 −m2ui)(p2 −m2uj )((q + p)2 −m2V )((q + p)2 − ζm2V )
)
,
(5.97)
where mu− = mu+ = ζmW , muZ = ζmZ and muγ = mγ = 0. The apparent singularity in
the Landau gauge, ζ = 0, is spurious. We must first reduce the integral in terms of I and
J and then make the gauge election. The coefficients of the basis integrals are proportional
to ζ , and therefore the gauge parameter in the denominator vanishes. The result in terms
of the integrals I and J when the vector boson mass mV is non-zero is:
FuiujV (φc) = −
G2uiujV
4
[
m2V I(0, 0, m
2
V ) +
2i
3
m2V
(4π)2
J(m2V )
]
. (5.98)
Whereas, in the particular case where mV = 0, as for the photon, the function FuiujV (φc)
vanishes. The coefficients G2uiujV have the explicit values:
G2u±u±Z =
g2cos2θW
2
, G2u±uγW = g
2sin2θW , G
2
u±uZW
= g2cos2θW .
Therefore, the contributions, due to the ghost fields, are obtained adding the eight diagrams
to produce:
−g
2
2
[
m2W I(0, 0, m
2
W ) +
2i
3
m2W
(4π)2
J(m2W )
]
− g
2
4
cos2θW
[
m2ZI(0, 0, m
2
Z) +
2i
3
m2Z
(4π)2
J(m2Z)
]
.
(5.99)
Finally we observe that the QCD contributions to the pure gauge sector of the potential,
given by the diagrams
Fgg(φc) Fggg(φc) Fugugg(φc)
are equal to zero, because the gluon boson (g) and its ghost field (ug) are massless, as a
consequence:
Fgg(φc) = Fggg(φc) = Fugugg(φc) = 0. (5.100)
The integrals Fgg, Fggg and Fugugg are computed in analogous way to (5.92), (5.96) and
(5.98) respectively. You just to need put all vector masses to zero.
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5.2.3 The Vector-Fermion Sector of the Effective Potential
The last contribution to the effective potential comes from V (2l)FV . The diagrams contributing
to this sector are represented in fig. 5.6. We write here only the explicit computation of the
diagram of order h4t g
2
s drawn in graph 5.6 (d). The computation of all electroweak diagrams
(fig. (a) - (c)) follows the same procedure seen in the QCD sector, without including the
Casimir invariants and the colour algebra. For this reason, we just quote the final result.
The diagram of order h4tg
2
s , contained in the QCD contribution to V
(2l)
FV , has the amplitude:
V
(QCD)
V F = −
∫
ddqddp
512pi8
(
gµν
(q2 −m2t )(p2 −m2t )(q + p)2
− (1− ζ)(q + p)µ(q + p)ν
(q2 −m2t )(p2 −m2t )(q + p)2(q + p)2
)
×Tr [(mt − γρqρ)(−igsγνtaij)(mt + γσpσ)(−igsγµtaji)] .
(5.101)
Using the identity taijt
a
ji = C2(3)d(3) in SU(3), the amplitude reduces to:
g2sC2(3)d(3)
512pi8
∫
ddqddp
(
gµν
(q2 −m2t )(p2 −m2t )(q + p)2
− (1− ζ)(q + p)µ(q + p)ν
(q2 −m2t )(p2 −m2t )(q + p)2(q + p)2
)
×Tr [(mt − γρqρ)γν(mt + γσpσ)γµ] .
Computing the trace
Tr [(mt − γρqρ)γν(mt + γσpσ)γµ] = 4
(
m2tg
µν + gµνp.q − qµpν − pµqν) ,
we get:
V
(QCD)
V F =
g2sC2(3)d(3)
512π8
∫
ddqddp
(
4[dm2t + (d− 2)p.q]
(q2 −m2t )(p2 −m2t )(q + p)2
−4[(q + p)
2m2t + (q + p)
2p.q − 2(q + p).q(q + p).p]
(q2 −m2t )(p2 −m2t )(q + p)2(q + p)2
)
.
Applying the identity p.q = 1
2
[(p+ q)2 − p2 − q2] and after a bit of algebra:
g2sC2(3)d(3)
2
4
[
(4 2ε)m2t I(m
2
t , m
2
t , 0) + (1− ε)
{
J(m2t , m
2
t )− 2m2t I(m2t , m2t , 0)
}−(
m2t I(m
2
t , m
2
t , 0) +
1
2
J(m2t , m
2
t )−m2t I(m2t , m2t , 0)−
1
2
[
J(m2t , m
2
t )
])]
.
Finally, recalling that C2(3)d(3) = 4, we obtain:
V
(QCD)
V F = 4g
2
s
[
4m2t I(m
2
t , m
2
t , 0) + 2(1− ε)J(m2t , m2t )
]
.
The renormalized version is:
V
(QCD)
V F = 4g
2
s
[
4m2t Iˆ(m
2
t , m
2
t , 0) + 2Jˆ(m
2
t , m
2
t )− 2εJ(m2t , m2t )
]
. (5.102)
The rest of the diagrams can be computed in analogous way. For instance, the three
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γ Z W g
Figure 5.6: Contributions to vector-scalar sector of the two-loop effective potential. The graph (d)
is the QCD contribution to V
(2l)
FV and represents the higher contribution to the two-loop effective
potential, V (2l).
diagrams in fig. 5.6 (a) gives the same contribution that V (QCD)FV (eq. 5.102), but with a
different coefficient that is function of the electric charge e. Taking into a account that the
electric charge of the quarks type up (ui) is −23 , and the electric charge of the quarks type
down (di) is 13 , one can easily find
V
(γ)
V F =
4
3
e2
[
4m2t Iˆ(m
2
t , m
2
t , 0) + 2Jˆ(m
2
t , m
2
t )− 2εJ(m2t , m2t )
]
, (5.103)
here V (γ)FV represents the sum of the three diagrams with a photonic internal line. The
diagrams in the graph (b) are equal to:
V
(Z)
V F = −3
∑
f
(v2f + a
2
f )Ff(mf , mf , mZ) + (v
2
f − a2f )Gf(mf , mf , mZ), (5.104)
where the sum over f is over all quarks and leptons, and vf and af denote the vector and
axial couplings to the Z boson. For the quarks type up and down, we have
vui =
g
(
1− 8
3
sin2θ
)
4cosθ
, aui =
g
4cosθ
; vdi =
g
(
1− 4
3
sin2θ
)
4cosθ
, adi =
g
4cosθ
,
and for the leptons
vei =
g (1− 4sin2θ)
4cosθ
, aei =
g
4cosθ
; vνi =
g
4cosθ
, aνi =
g
4cosθ
.
The new functions Ff and Gf has the explicit form:
Ff(mf , mf , mZ) = − 1
m2Z
{
−(−2m4Z + 2m2fm2Z)Iˆ(m2f , m2f , m2Z) + 2m2Z Jˆ(m2f , m2f)
−4m2Z Jˆ(m2f , m2Z) +
2
3
m2Z(2m
2
Z − 6m2f )
1
(4π)2
J(m2Z)
−2εm2Z
[
(m2Z − 2m2f)I(m2f , m2f , m2Z) + J(m2f , m2f)− 2J(m2f , m2Z)
]}
, (5.105)
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and
Gf(mf , mf , mZ) = m
2
f
(
6Iˆ(m2f , m
2
f , m
2
Z) + 4
i
(4π)2
J(m2Z)− 4εI(m2f , m2f , m2Z)
)
. (5.106)
Finally, the graph (c), in the limit where all fermion masses are zero except the top quark
mass, gives the contribution:
V
(W )
V F = −
9
2
g2
(
−2m2W Iˆ(0, 0, m2W )−
4i
3(4π)2
J(m2W ) + 2εm
2
W I(0, 0, m
2
W )
)
+
3
2
g2
1
m2t
(
−[m4t − 2m4W +m2tm2W ]Iˆ(m2t , 0, m2W ) +m4t Iˆ(m2t , 0, 0)+
(m2t − 2m2W )Jˆ(m2t , m2W ) +
2
3
m2W (2m
2
W − 3m2t )
i
(4π)2
J(m2W )
2εm2W [(m
2
W −m2t )I(m2t , 0, m2W )− J(m2t , m2W )]
)
. (5.107)
The fermion-vector contribution to the effective potential is the sum
V
(2l)
V F = V
(γ)
V F + V
(Z)
V F + V
(W )
V F + V
(QCD)
V F . (5.108)
5.2.4 The Vector-Scalar Sector of the Effective Potential
The last sector has the three contributions showed in fig. 5.7. The figure (a) represents the
amplitude:
FV S(φc) = G
2
V S
∫
ddp
(2π)d
∫
ddq
(2π)d
gµν
[
gµν
(p2 −m2S)(q2 −m2V )
−
(1− ζ)qµqν
(p2 −m2S)(q2 −m2V )(q2 − ζm2V )
]
. (5.109)
This graph can be easily computed, and gives as result:
FV S(φc) = G
2
V S
[
3Jˆ(m2V , m
2
S)− 2εJ(m2V , m2S) + 2m2V
i
(4π)2
J(m2S)
]
. (5.110)
When one inserts the SM quartic vertices, the graph (a) generates seven Feynman diagrams.
However, the diagram with an internal photonic line vanishes, the other six diagrams are
computed in analogous way that FV S, the main difference is the value of the coefficients
G2V S. For the different contributions the coefficients are:
G2ZH = G
2
ZG0 =
g2
8cos2θ
; G2ZG± =
g2(1− 2sin2θ)2
4cos2θ
; G2WH = G
2
WG0 =
1
4
g2 ; G2WG± =
1
2
g2.
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Figure 5.7: Contributions to vector-scalar sector of the two-loop effective potential.
The diagram (b) represents the amplitude:
FV V ′S(φc) = G
2
V V ′SfV V ′S
= G2V V ′S
∫
ddp
(2π)d
∫
ddq
(2π)d
gµρgνσ
[
gµνgρσ
(p2 −m2S)(q2 −m2V )((p+ q)2 −m2V ′)
− (1− ζ)g
µν(q + p)ρ(q + p)σ
(p2 −m2S)(q2 −m2V )((p+ q)2 −m2V ′)((q + p)2 − ζm2V ′)
− (1− ζ)g
ρσqµqν
(p2 −m2S)(q2 −m2V )((p+ q)2 −m2V ′)(q2 − ζm2V )
+
(1− ζ)qµqν(q + p)ρ(q + p)σ
(p2 −m2S)(q2 −m2V )(q2 − ζm2V )((p+ q)2 −m2V ′)((q + p)2 − ζm2V ′)
]
. (5.111)
Using the same techniques that the above sections we obtain FV V ′S(φc) in terms of the basic
integrals I and J :
fV V ′S(φc) =
1
4m2Vm
2
V ′
{(10m2Vm2V ′ +m4S +m4V +m4V ′ − 2m2Vm2S − 2m2V ′m2S)Iˆ(m2V , m2V ′ , m2S)
+ (2m2Sm
2
V −m4V −m4S)Iˆ(m2V , m2S, 0) + (2m2Sm2V ′ −m4V ′ −m4S)Iˆ(m2V ′, m2S, 0)
+ m4S Iˆ(m
2
S, 0, 0)− (m2V +m2V ′ −m2S)Jˆ(m2V , m2V ′) +m2V ′ Jˆ(m2V , m2S) +m2V Jˆ(m2V ′, m2S)
+ 6m2Vm
2
V ′
i
(4π)2
(J(m2V ) + J(m
2
V ′))− 8m2Vm2V ′εI(m2V , m2V ′ , m2S)}.
Introducing the fields explicitly and evaluating the coefficients G2V V ′S one obtains:∑
V V ′S
FV V ′S = g
2sin4θm2ZfZWG + e
2m2W fWγG +
1
2
g2m2W fWWH +
g2
4cos2θ
m2ZfZZH . (5.112)
The graph (c) represents the amplitude FSS′V (φc) = G2V SS′fSS′V , where:
fSS′V (φc) =
∫
ddp
(2pi)d
∫
ddq
(2pi)d
(p− q)µ(p− q)ν
[ −gµν
(p2 −m2S)(q2 −m2S′)((p + q)2 −m2V )
− (1− ζ)(q + p)
µ(q + p)ν
(p2 −m2S)(q2 −m2S′)((p + q)2 −m2V )((q + p)2 − ζm2V )
]
.
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In terms of the basic integrals I and J we obtain:
fSS′V =
−1
m2V
{−4a2Iˆ(m2S ,m2S′ ,m2V ) + (m2S′ −m2S)2Iˆ(m2S ,m2S′ , 0) − (m2S′ −m2S −m2V )Jˆ(m2S ,m2V )
−(m2S −m2S′ −m2V )Jˆ(m2S′ ,m2V )−m2V Jˆ(m2S ,m2S′) + 2m2V (m2S +m2S′ −
1
3
m2V )
i
(4pi)2
J(m2V )}.
Introducing the cubic vertices one produces five diagrams that can be reduced to:
∑
V V ′S
FV V ′S =
g2
8 cos2 θ
fHGZ +
g2(1− 2 sin2 θ)2
8 cos2 θ
fGGZ +
1
2
e2fGGγ +
1
4
g2 (fHGW + fGGW ) .(5.113)
Finally, the vector-scalar sector of the effective potential can be obtained as the sum of the
terms:
V
(2l)
V S =
∑
SV
FSV +
∑
SS′V
FSS′V +
∑
V V ′S
FV V ′S. (5.114)
To obtain the MS effective potential we need sum all the above computed sectors. This
potential is very important in our analysis. Its analytic expression is useful to compute
the two-loop beta function of the coupling λ, the running λ(µ) from the RGEs, the effec-
tive coupling λeff(φc) from the asymptotic behaviour of V (2l)(φc) when φc ≫ v, and to
obtain the tadpoles contribution to the threshold corrections to the boundary conditions
over λ. However, the sum yields a very large analytic expression, therefore, is necessary
the evaluation by an appropriate code to obtain a numerical result that is function of the
renormalization scale µ¯ and of the classical field φc. Due to all contributions to the potential
V (2l) can be reduced to a superposition of the integrals I(x, y, z) and J(x, y), the potential
has the following form:
V (2l) ≈ c1φ4c + cj2φ4cln
(
m2j
µ¯2
)
+ cij3 φ
4
cln
(
m2i
µ¯2
)
ln
(
m2j
µ¯2
)
, (5.115)
for high values of the Higgs field. We postpone the numerical details to the next chapter,
where the potential and the tadpoles contribution are computed in the SZ renormalization
scheme, and the numerical differences with the MS are presented.
Chapter 6
Tadpoles Contribution in SZ Scheme
I
n the first part of this chapter we compute the two-loop effective potential in the on-
shell Sirlin Zucchini renormalization scheme, where the threshold corrections of the SM
couplings are taken into account. A two-loop contribution can be deduced directly from the
one-loop MS effective potential that we computed in the previous chapter, to get the latter
we will perform the shifts over all couplings by imposing on them the matching conditions.
In the second part we derive the two-loop tadpole contribution to the threshold relation
between the Higgs quartic coupling λ and the Higgs mass mH , using two methods: from
the first derivative of the Higgs effective potential with respect to the classical field and
diagrammatically, using the Tarasov method automatized by the code TARCER.
6.1 Matching Conditions and SZ Effective Potential
The effective potential computed in the Minimal Modified Subtraction Scheme MS is very
well known up two-loop level [15] [16] [109], however the need of studying the vacuum
stability as depending on the threshold corrections made the renormalization scheme MS
unsuitable and an on-shell scheme was preferred, the so called Sirlin-Zucchini (SZ) scheme.
The two-loop effective potential in the SZ scheme can be obtained from the MS effec-
tive potential by making the appropriate shifts over the SM parameters, this procedure is
straightforward but not trivial. The matching conditions obtained in Chapter 4, useful in
the evaluation of the boundary conditions of the RGI effective potential, can be applied to
obtain these shifts. Let see how works. In the Landau gauge, the MS effective potential up
two-loop level has the general form:
V MSeff = −
1
2
m2(µ¯)φ2c +
1
4
λ(µ¯)φ4c + V
(1l)(gi(µ¯)) + V
(2l)(gi(µ¯)), (6.1)
where V (1l) is the one-loop MS potential given by eq. (2.71), and V (2l) is the two-loop MS
potential computed in the above chapter. To obtain the potential in the SZ scheme we need
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to apply the matching conditions like
gi(µ) = gi(sz) − δ(1l)gi(sz)
∣∣
fin
− δ(2l)gi(sz)
∣∣
fin
+∆gi (6.2)
over all MS parameters gi(µ) contained in the potential V MSeff (φc). The additional term ∆gi
is a two-loop finite evanescent contribution coming from the O(ε) part of the shifts when
the SZ parameters entering the 1/ε in the SZ counterterm are expressed in terms of MS
quantities. The subscript fin denotes the finite part of the counterterm δgi(sz), obtained
after subtracting the terms proportional to (d−4)−1+ 1
2
(γ−ln(4π)) i.e. after subtracting the
MS counterterm δgi(µ¯). Ignoring the L-loop terms, with L ≥ 3, the contribution V (2l)(φc)
remains equal to the computed in the above chapter, but with the couplings defined now in
the SZ scheme:
gi(sz) = ki
Gµ√
2
m2i , (6.3)
where m2i are the physical masses. Thus, in V
(2l)(gi(µ¯)) we need to just relabel the couplings.
From the potential V (1l)(gi(µ¯)) there is an additional two-loop contribution due to the one-
loop correction to the coupling δ(1l)gi(sz)
∣∣
fin
when one makes the shift of the parameters. The
terms δ(2l)gi(sz)
∣∣
fin
and ∆gi are disregarded at this order. To illustrate how the additional
two-loop contribution emerges from the shift over the one-loop MS potential we begin by
studying the QCD sector of V (1l)(φc), and then we generalize our results to the complete
SM theory. The only QCD contribution to two-loop Higgs effective potential is through the
Yukawa coupling constant ht(µ) in the Yukawa sector potential:
V
(1)
Y (φc) =
1
64π2
[
−12T 2
(
log
T
µ2
− 3
2
)]
; T =
1
2
h2t (µ)φ
2
c .
More precisely, through the gauge invariant one-loop correction to the ht(µ) obtained from
eq. (6.2)
h2t (µ) = h
2
t(sz) − δ(1l)h2t(sz)
∣∣
fin
+ . . . , (6.4)
where ht(sz) and ht(µ) are the renormalized Sirlin-Zucchini andMS parameters respectively.
If we express the MS parameters in terms of the SZ parameters we obtain:
VY (φc) =
1
64pi2
[
−12
(
1
2
(
h2t(sz) − δ(1l)h2t(sz)
∣∣∣
fin
)
φ2c
)2
×
logh2t(sz)φ2c
2µ2
+ log
1− δ(1l)h2t(sz)
∣∣∣
fin
h2
t(sz)
− 3
2

 ,
which in the perturbative regime is expanded as
VY (φ) =
1
64π2
[
−12
(
T 2(sz) −
[
δ(1)T 2(sz)
]
fin
+
([
δ(1)T(sz)
]
fin
)2)
×logT(sz)
µ2
− 3
2
+
∞∑
n=1
(−1)2n+1
n
 δ(1l)h2t(sz)
∣∣∣
fin
h2t(sz)

n
 , (6.5)
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Figure 6.1: QCD contribution to the one-loop SZ effective potential.
where we have defined[
δ(1)T 2(sz)
]
fin
= 2T(sz)
[
δ(1)T(sz)
]
fin
;
[
δ(1)T(sz)
]
fin
=
1
2
δ(1l)h2t(sz)
∣∣
fin
φ2c . (6.6)
The validity of the perturbativity is up to the Planck scale because the results of recent
analysis [110] have confirmed that all coupling constants have smooth behaviour and are
smaller than unity up to the Planck scale. Up two-loops level, the sum in eq. (6.5) runs up
n = 2 and we have:
VY (φ) =
1
64π2
[
−12
(
T 2(sz)
(
log
T(sz)
µ2
− 3
2
)
+ A
[
δ(1)T 2(sz)
]
fin
+B
([
δ(1)T(sz)
]
fin
)2)]
,
with
A = −1
2
−
(
log
T(sz)
µ2
− 3
2
)
and B =
3
2
+
(
log
T(sz)
µ2
− 3
2
)
.
The terms with the coefficients A and B are the additional two-loop contributions obtained
from the one-loop potential V (1l)(gi(µ¯)) after shifting the MS parameters. According to
equation (4.33) the one-loop correction to the tree-level value of ht is given in terms of the W
self-energy at zero momentum AWW (0), the contribution E and the top mass counterterm
δmt, all of them to one-loop level. To determine only the QCD contribution, we must
compute the top quark self-energy with a gluon internal line contained in δmt and depicted
in fig. (6.1). The value of this diagram is:
ΣQCD(p) =
∫
d4q
(2π)4
(igs)
2γµta
i(qσγσ +mt)
q2 −m2t
γµt
a −i
(p+ q)2
. (6.7)
The product of the SU(3) group matrices ta equals the quadratic Casimir operator, tata =
C2(3)I. The Dirac matrix structure can be reduced using the contraction identities in d
dimensions:
γµ(qσγσ)γµ = −(d − 2)γσqσ ; γµγµ = d. (6.8)
Consequently, ΣQCD(p) can be reduced to
ΣQCD(p) = µ4−dg2sC2(3)
∫
ddq
(2π)d
[
(d− 2)qσγσ
(q2 −m2t )(p+ q)2
+
dmt
(q2 −m2t )(p+ q)2
]
. (6.9)
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mW = 80.384± 0.014 GeV Pole mass of the W boson
mZ = 91.1876± 0.0021 GeV Pole mass of the Z boson
mH = 125.66± 0.34 GeV Pole mass of the higgs
mt = 173.36± 0.65± 0.3 GeV Pole mass of the top quark
v = 246.21971± 0.00006 GeV EW vacuum expectation value
gs(mZ) = 0.1184± 0.0007 MS gauge SU(3)c coupling
Table 6.1: Input values of the SM observables used to fix the SM fundamental parameters.
The tensor and scalar two-point integrals can be reduced to linear combinations of Passarino-
Veltman functions. Therefore,
ΣQCD(p) =
g2sC2(3)
(2π)d
iπ2 × (6.10)
[
(d− 2)γσpσ
(
A0(m
2
t )− (m2t + p2)B0(p2, 0, m2t )
2p2
)
+ dmtB0(p
2, 0, m2t )
]
.
The top quark mass counterterm defined in equation (4.33) is expressed in terms of the
self-energy diagrams δ(1)mt = Re [Σ1(m˜t)] with m˜t = mt− iΓt/2, where mt is the pole mass
of the unstable fermion and Γt its width (a general discussion on the mass counterterm for
unstable fermions is presented in [82]). Then, if we identify the position γσpσ = mt and if
we introduce d = 4− ε and expand around d = 4, the following expression is derived:
ΣQCD(mt) =
g2sC2(3)
(4pi)2
i

(2− ε)mt


m2t
(
1
ε¯
+ 1− lnm
2
t
µ2
)
− 2m2t
(
1
ε¯
+ 2− lnm
2
t
µ2
)
2m2t

+ (4− ε)mt
(
1
ε¯
+ 2− lnm
2
t
µ2
) ,
where 1
ε¯
= 2
ε
− γ + ln(4π). The last relation can be simplified to:
ΣQCD(mt) =
g2sC2(3)
(4π)2
imt
[
3
(
1
ε¯
+ 1− lnm
2
t
µ2
)
+ 1 +O(ε)
]
. (6.11)
Therefore, the QCD contribution to finite term δ(1)h2t(os)
∣∣∣
fin
, using C2(3) = 43 , is:
δ(1)h2t(os)
∣∣QCD
fin
= 4
(
Gµ√
2
m2t
)[
δ(1)m2t
m2t
]QCD
fin
= (6.12)
4
(
Gµ√
2
)
g2sm
2
t
(4π)2
[
8
(
1− lnm
2
t
µ2
)
+
8
3
+O(ε)
]
.
Note that the order of the above contribution is ∼ g2sh2t , therefore the additional term[
δ(1)T 2(sz)
]
fin
= 2T(sz)
[
δ(1)T(sz)
]
fin
∼ g2sh4t has the same order of the QCD contributions to
the two-loop potential V (2l)FV computed in the above chapter (section 5.2.3). This confirms
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j gj aj bj cj dj
1 λ 1 3 3/2 0
2 λ 1 1 3/2 1
3 g2 0 1/4 5/6 5/2
4 G2 0 1/4 5/6 1
5 h2t 0 1/2 3/2 11/2
Table 6.2: Definitions of the coefficients aj , bj , cj and sj .
that the terms with coefficients A and B are actually two-loop terms. Moreover the Sirlin-
Zucchini (SZ) top Yukawa coupling is fixed using the pole mass (mt = ht(sz)v/
√
2 = 173.36±
0.71 GeV ). Using the input values of the SM observables at µ = mt, listed in Table 6.1, the
QCD corrections give the value:
[
δ(1)h2t(sz)
]QCD
fin
= 0.091144. If one includes all contributions
in eq. (4.33) evaluated at µ = mt one finds the value: δ(1)h2t(sz)
∣∣∣
fin
= 0.089118, the QCD
corrections above computed are the dominant two-loop contributions obtained from V (1l),
besides has an opposite sign to the EW corrections.
The same computations can be done for the most relevant SM parameters. If one applies
the matching conditions over the one-loop MS effective potential, V (1l):
V (1l)sz (φc) =
1
64π2
∑
j
(−1)2dj (2dj + 1)
(
aj
(
m2 − δ(1l)m2∣∣
fin
)
+ bj
(
gj − δ(1l)gj
∣∣
fin
)
φ2c
)2
×
lnajm2 + bjgjφ2c
µ2
+ ln
1−
(
aj δ
(1l)m2
∣∣
fin
+ bj δ
(1l)gj
∣∣
fin
φ2c
)
ajm2 + bjgjφ2c
− cj
 ,
where the couplings gj , the coefficients aj , bj , cj and dj are defined in table 6.2. Here
G2 = (g2+g′2), dj is a coefficient depending of the particle j, and cj are constants depending
of the renormalization scheme. Using the definitions: Tj = ajm2 + bjgjφ2c ,
δ(1l)T 2j
∣∣
fin
= 2Tj
(
δ(1l)Tj
∣∣
fin
)
and δ(1l)Tj
∣∣
fin
= aj δ
(1l)m2
∣∣
fin
+ bj δ
(1l)gj
∣∣
fin
φ2c ,
and applying the matching conditions over the one-loop MS effective potential, the SZ
potential V (1l)sz (φc) can be written as:
V (1l)(gi(sz)) + V
(2l)
new =
1
64π2
∑
j
(−1)2dj (2dj + 1)
[
T 2j
(
ln
ajm
2 + bjgjφ
2
c
µ2
− cj
)
(6.13)
+ Aj
(
δ(1l)T 2j
∣∣
fin
)
+Bj
(
δ(1l)Tj
∣∣
fin
)2]
with the new constants:
Aj = −1
2
−
(
ln
ajm
2 + bjgjφ
2
c
µ2
− cj
)
and Bj =
3
2
+
(
ln
ajm
2 + bjgjφ
2
c
µ2
− cj
)
.
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j gj δ
(1l)gj
∣∣
fin
Tj/(GeV )
2 δ(1l)Tj
∣∣
fin
/(GeV )2
1 0.13023 0.00144 (125.66)2 + 0.39069φ2c −1806.99 + 0.00432φ2c
2 0.13023 0.00144 (125.66)2 + 0.13023φ2c −1806.99 + 0.00144φ2c
3 0.42633 0.00705 0.10658φ2c 0.00176φ
2
c
4 0.54863 2.81× 10−4 0.13715φ2c 7.02932× 10−5φ2c
5 0.99144 0.08912 0.49572φ2c 0.04456φ
2
c
Table 6.3: Two-loop contribution obtained from the one-loop potential V (1l) by shifting the
MS parameters at µ¯ = mt.
Using the complete analytical expressions for the one-loop corrections δ(1l)gi(sz) and δ(1l)m2,
exposed explicitly in Appendix D, we obtain the numerical results at µ¯ = mt presented in
table 6.3. The tree-level values of the couplings gi are obtained from the experimental values
of the observables listed in table 6.1.
Finally, from the three level potential we obtain two-loop contributions due to the corrections
δ(2l)λ(sz)
∣∣
fin
and ∆λ, but the shift is trivial here. For high values of the Higgs field, we can
ignore the quadratic terms in φc and the SZ potential has the following form
V SZeff ≈ d1φ4c + dj2φ4cln
(
m2j
µ¯2
)
+ dij3 φ
4
cln
(
m2i
µ¯2
)
ln
(
m2j
µ¯2
)
. (6.14)
The coefficients d1, d
j
2 and d
ij
3 have a simplified expression when we take into account only
the dominant contributions from the strong and the top Yukawa couplings at two-loop level.
The potential reduces to
V SZeff ≈ d1φ4c + d52φ4c ln
(
m25
µ¯2
)
+ d553 φ
4
cln
2
(
m25
µ¯2
)
, (6.15)
where we use m5 = mt and
d1 = λ(sz) −
1
64pi2
(−1)2s5(2s5 + 1)×
[
b25g
2
5c5 −
(
1
2
+ c5
)
h2t
[
δ(1l)h2t(sz)
]QCD
fin
(6.16)
+
(
3
2
− c5
)
1
4
([
δ(1l)h2t(sz)
]QCD
fin
)2]
+
1
(4pi)4
[
72h4t g
2
s −
3
2
h6t
(
23 +
pi2
3
)]
,
dj=52 = (−1)2s5(2s5 + 1)b25g25 + h2t
[
δ(1l)h2t(sz)
]QCD
fin
+
1
4
([
δ(1l)h2t(sz)
]QCD
fin
)2
(6.17)
+
1
(4pi)4
[
24h6t − 64h4t g2s
]
and
d553 =
1
(4pi)4
[
24g2sh
4
t −
9
2
h6t
]
. (6.18)
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Figure 6.2: Topologies of the two-loop tadpoles.
From the above expressions we can easily see that the new two-loop terms obtained from
V (1l)(gi(µ¯)) change the coefficients c1 and c2 of the MS effective potential V MSeff . The com-
plete two-loop SZ effective potential is useful for two reasons. From one side, one can obtain
the instability condition by evaluating the positivity of the effective quartic coupling
λSZeff(φc) = 4d1 + 4d
j
2ln
(
m2j
µ¯2
)
+ 4dij3 ln
(
m2i
µ¯2
)
ln
(
m2j
µ¯2
)
, (6.19)
obtained from the potential (6.14) in the high energy limit φc ≫ mW , where we can make
the approximation:
V SZeff ≈
λSZeff(φc)
4
φ4c . (6.20)
By other side, from the potential is possible compute the tadpoles contribution, T (2), to the
two-loop threshold corrections of the running coupling λ(µ¯).
6.2 The Tadpoles Up Two-Loops Level
The sum of the two-loop Tadpoles (T (2)) is the most important computation in this work.
The determination of T (2) plays a relevant role in the vacuum stability analysis. The major
source of uncertainties in the (meta)stability conditions emerge from the theoretical uncer-
tainty in the determination of the pole massmt, the translation of the Monte Carlo top-quark
mass parameter to the pole mass scheme introduces an additional theoretical uncertainty
of the order of 1 GeV. This uncertainty is obtained when only QCD NNLO radiative cor-
rections are applied. In order to achieve percent level precision the EW part as well as
mixed EW×QCD corrections have to be included in a systematic way. The EW corrections
depends of the vacuum expectation value v(µ), its renormalization requires the explicit in-
clusion of tadpoles in order to make large the EW contribution (the tadpoles represent the
higher EW corrections). The EW corrections have opposite sign relative to the QCD con-
tributions, in this sense, the inclusion of the tadpoles is relevant to make small the total SM
correction. By other side, the tadpoles topologies together with the quantum correction ∆r
are the only contributions to the threshold of λ that can be analytically computed, however
the larger radiative corrections comes from T and the Higgs self-energy ΠHH(m2H) [48].
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Let see now the calculation of T (2). In this section we decided to list in details the explicit
computations due to the absence of analytic expressions in the literature. Without inserting
the vertices and the fields of the SM, there are three types of 1PI topologies that contribute
to the two-loop tadpoles T (2) shown in fig. (6.2). In a general Rζ gauge, when we insert the
vertices of the SM to the topologies (the SM vertices are shown in Appendix A), there are
184 diagrams that contribute to T (2). These diagrams can be assorted in 25 generic classes,
where we have classified the fields as scalar (S), fermion (F), gauge (V) and ghost fields (G).
In the language of FeynArts means without consider the mass and charge for each particle
or the members of each class. We can divide these 25 classes in 5 sectors according to their
diagrammatic origin, in the same way as for the effective potential:
T (2) = T
(2)
S + T
(2)
SF + T
(2)
SV + T
(2)
FV + T
(2)
V . (6.21)
The tadpoles contribution can be computed from the first derivative of the effective potential
with respect to the classical field, φc:
∂V
(2l)
eff
∂(φc)j
∣∣∣∣∣
φc=v
= −T (2l)j , (6.22)
this derivative can be formally do it using the chain rule:
T
(2l)
j = −
∂V
(2l)
eff
∂m2ik
∂m2ik
∂(φc)j
∣∣∣∣∣
φc=v
(6.23)
over the potential, computed in terms of the master integrals B(d)11 (q = 0), A
(d)
1 (q = 0),
J
(d)
111(q = 0) and V1111(q = 0) exposed in section 5.1.3. This implies take the derivatives of
the loop functions:
∂
∂(φc)j
B(m2i , m
2
k) = A(m
2
i , m
2
l , m
2
k)
(
∂m2il
∂(φc)j
+
∂m2kl
∂(φc)j
)
, (6.24)
∂
∂(φc)j
J(m2i , m
2
k) = B(m
2
i , m
2
l )J(m
2
k)
∂m2il
∂(φc)j
+ J(m2i )B(m
2
k, m
2
l )
∂m2kl
∂(φc)j
, (6.25)
and
∂
∂(φc)j
I(m2i , m
2
k, m
2
l ) = V (m
2
i , m
2
s, m
2
k, m
2
l )
∂m2is
∂(φc)j
(6.26)
+ V (m2k, m
2
s, m
2
i , m
2
l )
∂m2ks
∂(φc)j
+ V (m2l , m
2
s, m
2
i , m
2
k)
∂m2ls
∂(φc)j
,
where mij are the undiagonalized masses defined in Appendix A, mj = ajm2 + bjgjφ2c are
the diagonalized field-dependent masses, and where we have defined the new functions
B(x, y) =
µ4−d
(4π)d/2
B
(d)
11 (q = 0) =
1
y − x (J(x)− J(y)) , (6.27)
A(x, y, z) =
B(x, z)− B(x, y)
y − z , and (6.28)
V (x, y, z, w) =
1
y − x (I(x, z, w)− I(y, z, w)) . (6.29)
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To obtain the above expressions we just need to use the trick
∂
∂(φc)j
(
1
k2 −m2ik
)
=
(
1
k2 −m2il
)
∂m2ls
∂(φc)j
(
1
k2 −m2sk
)
(6.30)
over the propagators of the loop functions. Moreover, we use the explicit relations of the first
derivatives regarding to the classical field φc of the loop functions J(x), Jˆ(x, y), Iˆ(x, y, z),
εJ(x, y) and εI(x, y, z) to obtain a numerical evaluation of the renormalized quantity T (2)
straightforwardly from the derivative of the 1PI potential V (2). For J(x) we have:
∂
∂φc
J(x) =
∂
∂x
[
i
x
(4π)2
(
ε
(
1 +
ζ(2)
2
)
+
1
ε
+ 1− ln(x)− εln(x)
)]
∂x
∂φc
.
Here x, y or z represent the field-dependent masses m2j = ajm
2 + bjgjφ
2
c . Solving the
derivative:
∂
∂φc
J(x) =
i
(4π)2
[(
1
ε
− ln(x)
)
− ε
(
ln(x)− ζ(2)
2
)]
∂x
∂φc
, (6.31)
where we include the evanescent term proportional to ε because is necessary to obtain the
next derivative:
∂J(x, y)
∂φc
=
∂J(x)
∂φc
J(y) +
∂J(y)
∂φc
J(x), with
∂J(x)
∂φc
J(y) = − y
(4pi)4
[
1
ε
+
1
ε2
− 1
ε
(ln(x) + ln(y)) + ln(x)ln(y)− 2ln(x) − ln(y) + ζ(2) + 1
]
∂x
∂φc
,
∂J(y)
∂φc
J(x) = − x
(4pi)4
[
1
ε
+
1
ε2
− 1
ε
(ln(y) + ln(x)) + ln(x)ln(y)− 2ln(y)− ln(x) + ζ(2) + 1
]
∂y
∂φc
.
From the above equation we can obtain the derivative of the renormalized quantity Jˆ(x, y):
∂
∂φc
Jˆ(x, y) =
∂J(x, y)
∂φc
− i
(4π)2ε
(
∂y
∂φc
J(x) + y
∂J(x)
∂φc
+
∂x
∂φc
J(y) + x
∂J(y)
∂φc
)
.
Making the subtraction we find:
∂
∂φc
Jˆ(x, y) =
y
(4π)4
[
1
ε2
− ln(x)ln(y) + ln(x)
]
∂x
∂φc
+ (x↔ y), (6.32)
We need also the derivative of the term:
∂
∂φc
εJ(x, y) = − y
(4π)4
[
1 +
1
ε
− (ln(x) + ln(y))
]
∂x
∂φc
+ (x↔ y), (6.33)
Let see now the explicit expressions that involve the derivative of
Iˆ(x, y, z) =
1
(4pi)4
[
− c
2ε2
+
1
2ε
c+
1
2
(
L2 − 4L1 + (y + z − x)ln(y)ln(z)
+(z + x− y)ln(z)ln(x)) + 1
2
(
(y + x− z)ln(y)ln(x) + ξ(x, y, z) + 5c)] ,
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where ξ(x, y, z) = 8b
[
L(θx) + L(θy) + L(θz)− pi2 ln2
]
with b = 12 (2xy+2yz+2zx−x2−y2−z2)1/2.
Besides c = x+ y + z and Lm = xln
m
x+ yln
m
y + zln
m
z. The necessary derivatives are:
∂
∂φc
Iˆ(x, y, z) =
1
(4pi)4
[
− 1
2ε2
+
1
2ε
+
1
2
((
ln(x)− 1)2 + f(x, y, z) + ∂
∂x
ξ(x, y, z)
)]
∂x
∂φc
+ c.p.
(6.34)
with
f(x, y, z) = ln(x)ln(y) + ln(x)ln(z)− ln(y)ln(z) + ln(y) + ln(z),
and where c.p. means cyclic permutations of the three indices x, y and z. The derivative of
ξ(x, y, z) amounts:
∂
∂x
ξ(x, y, z) =
2
b
(y + z − x)
[
L(θx) + L(θy) + L(θz)− π
2
ln2
]
.
Finally, we also need the derivative:
∂
∂φc
εI(x, y, z) =
1
(4π)4
∂
∂φc
[
c
2ε
+
(
3c
2
− L1
)]
, (6.35)
=
1
(4π)4
[
1
2ε
+
1
2
− lnx
]
∂x
∂φc
+ (x→ y) + (x→ z).
For the integrals with identical masses or with vanishes arguments, it is useful to have the
finite terms of the next expressions:
(4pi)2Bˆ(x, x) = −lnx, (6.36)
(4pi)4Iˆ(x, 0, 0) =
1
2
x
(
lnx
)2 − 2xlnx+ 5
2
x+
pi2
6
x, (6.37)
(4pi)4Iˆ(x, x, 0) = x
(
5− 4lnx+ ln2x
)
, (6.38)
(4pi)4Iˆ(x, y, 0) = (y − x)
[
Li2
(y
x
)
− ln
(
x
y
)
ln(y − x) + 1
2
(
lnx
)2 − pi2
6
]
(6.39)
+
5
2
(x+ y)− 2xlnx− 2ylny + xlnxlny,
in addition to the trivial identities J(0) = 0, J(x, 0) = 0 and I(0, 0, 0) = 0. We will
verify analytically the results obtained by the diagrammatically computation of the tadpoles.
For accomplish this check we use the TARCER code [94]. Let us develop our method of
calculation with a brief example, the scalar sector of the two-loop tadpoles.
6.2.1 The Pure Scalar Sector
We begin studying the scalar sector of T (2l). We derive its computation by two different
methods, we compute the first derivative of the scalar sector of the potential V (2l)S , see eq.
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Figure 6.3: Scalar sector of the tadpoles topologies.
(5.66), and then we verify diagrammatically the expression obtained. In the Landau gauge,
this implies compute the next derivatives:
∂I(m2H , m
2
H , m
2
H)
∂φc
= 3
∂I(m2H , m
2
H , m
2
H)
∂m2H
∂m2H
∂φc
, (6.40)
∂I(m2H , m
2
G, m
2
G)
∂φc
=
∂I(m2H , m
2
G, m
2
G)
∂m2H
∂m2H
∂φc
+ 2
∂I(m2H , m
2
G, m
2
G)
∂m2G
∂m2G
∂φc
, (6.41)
∂J(m2H , m
2
H)
∂φc
= 2
∂J(m2H , m
2
H)
∂m2H
∂m2H
∂φc
. (6.42)
To resolve the first two integrals (6.40) and (6.41) we need to use the recurrence relation
(d− 3)I(x, y, y) = ∂J(y)
∂y
(J(x)− J(y)) (6.43)
+ 2x
∂
∂x
I(x, y, y) + x
∂
∂y
I(x, y, y),
and the explicit expressions of the derivative of the field-dependent masses:
∂m2H
∂φc
= 6λφc and
∂m2G
∂φc
= 2λφc. (6.44)
Using the eq. (6.43) we obtain straightforwardly
∂I(m2H , m
2
H , m
2
H)
∂φc
= 3× (d− 3)
3m2H
I(m2H , m
2
H , m
2
H)× 3λφc. (6.45)
The second derivative (6.41) requires a bit more of algebra. From the relation (6.43) we
obtain:
∂I(m2H , m
2
G, m
2
G)
∂m2G
=
(d− 3)
m2H
I(m2H , m
2
G, m
2
G)− 2
∂I(m2H , m
2
G, m
2
G)
∂m2H
. (6.46)
Replacing the above equation in eq. (6.41), we can write:
∂I(m2H , 0, 0)
∂φc
= −2λφc∂I(m
2
H , 0, 0)
∂m2H
+
(d− 3)
m2H
I(m2H , 0, 0)4λφc. (6.47)
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Note that we first apply the derivative and then, when the derivative regard to m2G is solved,
we make the Landau gauge election. Computing explicitly the derivative ∂I(m2H , 0, 0)/∂m
2
H
1
∂I(m2H , 0, 0)
∂m2H
=
(d− 3)
m2H
I(m2H , 0, 0), (6.48)
we obtain:
∂I(m2H , 0, 0)
∂φc
=
(d− 3)
3m2H
I(m2H , 0, 0)× 6λφc. (6.49)
The third derivative (6.42) can be easily obtained by using the relation:
∂J(m2)
∂m2
=
(d− 2)
2m2
J(m2) (6.50)
The result is:
∂J(m2H , m
2
H)
∂φc
=
(d− 2)
2m2H
(
J(m2H)
)2 × 12λφc. (6.51)
Finally to obtain the scalar sector of the tadpoles in the Landau gauge, T (2)S we must to
apply the equation (6.22) over the scalar potential V (2)S , that is:
T
(2l)
S = −
∂
∂φc
[
−3λ2φ2c
(
I(m2H , m
2
H , m
2
H) + I(m
2
H , m
2
G, m
2
G)
)
+
3
4
λ
(
J(m2H , m
2
H)
)]
φc=v
(6.52)
after to apply the derivative, and using the equations (6.45), (6.49) and (6.51), we obtain
the expression,
T
(2l)
S =
9
64
g3m2H
m3W
(d− 2)J(m2H)2 +
3
16
g3m4H
m3W
I(m2H , 0, 0)
+
3
32
g3m4H
m3W
(3d− 7)I(m2H , m2H , m2H). (6.53)
Diagrammatically the above expression can be verify using the TARCER code. When one
inserts the scalar fields over the topologies in fig. (6.3), one obtain 17 Feynman diagrams.
This amplitudes are computed one by one in Appendix E. In the language of TARCER, the
integral I(m2H , m
2
H , m
2
H) = K{1,MH}{1,0}{1,0}.
The above expression are not renormalized. To remove the divergences diagrammatically we
must insert the one-loop sub-divergences depicted in fig. (6.4) and then subtract the overall
divergences with the standard MS procedure. We note that, the tadpoles counterterms can
be obtained too, as the first derivative of the vacuum bubbles counterterms used to remove
the sub-divergences in the effective potential, it is valid for all sectors of the Tadpoles, the
continuous line in fig. (6.4) can be replaced with any of the fields H, G, Z, W, F or U.
1We must be careful in don’t use the recurrence relation (6.43) because is true only for non-zero masses.
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Figure 6.4: Diagrams to remove the sub-divergences in T (2l)
However the sum of the all amplitudes obtained by replacing the fields in the diagrams (6.4)
must be distributed in some of the specific sectors of T (2l). For instance, to renormalize
the sum T (2)S + T
(2)
SF + T
(2)
SV we must insert the counterterms of fig. (6.4) with the fermion
(F), scalar (S) and vector (V) fields and choose the appropriate superposition of some of
its terms. This is a nontrivial procedure, require of an exhaustive and tedious algebra and
the use of some computer assistance. By other side, the diagrammatic relation shows in
fig. (6.4) have an enormous advantage, we verify with TARCER that the first derivative of
the potential V (2l)eff is actually the sum of the tadpoles T
(2l), but TARCER computes T (2l)
with the explicit Laurent expansion in terms of the poles 1/εj, that is without removing the
divergences. In this sense, the verification with TARCER of the relation (6.22) is incomplete.
But this does not imply a problem because we can apply the first derivative with respect to
the classical field over the renormalized quantities of the effective potential. Thus, the use
of the diagrammatic relation of the fig. (6.4) is equivalent to apply the relations (6.31-6.35).
The first method is very efficient to remove the divergences. Using the relations (6.31-6.35)
we obtain, after a bit of algebra, the explicit renormalized value of T (2l)S evaluated at the
electroweak vacuum (φc = v):
T
(2l)
S =
3λm2H
2(4pi)4v
[
41
2
m2H ln
2
(m2H)− 14m2H lnm2H +m2H
(
−11
√
3Cl2
(
2pi
3
)
+
5
6
pi2 + 26
)]
. (6.54)
We now give the explicit results obtained with our code for the other sectors of T (2l). The
computation follows the methodology exposed above. This computation was done in the
Landau gauge, for this reason all vertex couplings with one scalar and two ghost fields are
zero.
6.2.2 The Yukawa Sector
The sum of the individual diagrams contributing to T (2l)SF , represented schematically by fig.
(6.5), can be expressed as the sum of the two contributions with the obvious notation:
T
(2l)
SF = T
(2l)
SS′FF ′ + T
(2l)
FF ′F¯S
. (6.55)
Using the first derivative of the effective potential, the above two contributions to T (2l)SF can
be obtained as:
T
(2l)
SS′FF ′ =
∂V
(2l)
SF
∂m2S′
∂m2S′
∂φc
; T
(2l)
FF ′F¯ S
=
∂V
(2l)
SF
∂m2F ′
∂m2F ′
∂φc
, (6.56)
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Figure 6.5: Yukawa sector of the two-loop tadpoles.
where V (2l)SF can be consulted in section 5.2.1 and where a sum over the repeated indices S
′
and F ′ are understood. The result for arbitrary fermion and scalar masses is:
T
(2l)
SS′FF ′ = G
(1)
SS′FF ′
[
B(m2S′, m
2
S)J(m
2
F ) +B(m
2
S′ , m
2
S)J(m
2
F ′)− I(m2F , m2F ′, m2S′)
−(m2F +m2F ′ −m2S)V (m2S, m2S′, m2F , m2F ′)
]−G(2)SS′FF ′V (m2S, m2S′, m2F , m2F ′), (6.57)
and
T
(2l)
FF ′F¯S
= G
(1)
FF ′F¯S
[
B(m2F , m
2
F ′)J(m
2
F¯ ) +B(m
2
F , m
2
F ′)J(m
2
S)− I(m2F , m2F¯ , m2S)
−(m2F ′ +m2F¯ −m2S)V (m2F , m2F ′, m2F¯ , m2S)
]
+G
(2)
FF ′F¯ S
[
I(m2F , m
2
F¯ , m
2
S)
−m2FV (m2F , m2F ′, m2F¯ , m2S)
]−G(3)
FF ′F¯S
V (m2F , m
2
F ′, m
2
F¯ , m
2
S). (6.58)
Considering only the hard contribution, that is, the amplitude in the limit where the light
fermion masses vanishes and with the external momenta put to zero, the non-zero coefficients
have the values:
G
(1)
H0tt =
3
2
h2t 6λφc ; G
(1)
G0tt =
3
2
h2tλφc ; G
(2)
H0tt = 3h
2
tm
2
t6λφc ; G
(2)
G0tt = −3h2tm2tλφc,
G
(1)
t0tS = 3
√
2h3tmt ; G
(2)
t0tS = 3
√
2h3tmt ; G
(3)
t0tH = 3
√
2h3tm
3
t ; G
(3)
t0tG = −3
√
2h3tm
3
t .
The diagrammatic computation can be easily reduced to the same superposition of the
functions I, J , B and V given by eqs. (6.57) and (6.58) with TARCER code, the result is
the same. The explicit renormalized value of T (2l)SF , derived from equations (6.31-6.35) and
evaluated at the EW vacuum is:
T
(2l)
SF =
3
2
h2t
(4pi)4v
[(−66m4t + 21m2tm2H − 3m4H) ln2(m2t ) + (3m4H − 8m4t − 7m2tm2H) ln2(m2H)
+
(
3m4H + 4m
2
tm
2
H − 16m4t
)
ln(m2t )ln(m
2
H) +
(
76m4t − 27m2Hm2t
)
ln(m2t )
+
(
25m2tm
2
H − 12m4H
)
ln(m2H) +
(
34m4tm
2
H
4m2tm
2
H −m4H
− 16m
6
t
4m2tm
2
H −m4H
− 8m2t + 3m2H
)
ξ(mt,mt,mH)
+15m4H − 8m2Hm2t − 106m4t −
2pi2
3
m4t
]
. (6.59)
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Figure 6.6: Vector sector of the two-loop tadpoles, T (2l)V .
6.2.3 The Gauge Sector
The diagrams contributing to the gauge sector are represented schematically by the fig.
(6.6). The vector sector of T (2l) can be divided in three contributions:
T
(2l)
V = TWV V ′ + TWWV V ′ + TuuV V ′, (6.60)
obtained from the the potential V (2l)V (φc) derived in section (5.2.2) according with
(TWV V ′)j =
∂FWV
∂m2V ′
∂m2V ′
∂ (φc)j
; (TWWVV ′)j =
∂FWWV
∂m2V ′
∂m2V ′
∂ (φc)j
; (TuuV V ′)j =
∂FuuV
∂m2V ′
∂m2V ′
∂ (φc)j
,
where ∂/∂ (φc)j denotes the derivative with respect to the classical scalar field j. We are
only interested in the case where j = H . Note that makes the above derivatives is equivalent
to introduce a mass insertion to each propagator in the vacuum bubble diagrams represented
in fig. (5.5). When the insertion is done over a ghost propagator, the tadpole obtained is
zero because the vertex coupling GuuH vanishes at the Landau gauge. Including only the
non-vanishing couplings the result obtained is:(
T
(2l)
V
)
j
=
∑
a,b,c,d
GabcGdbcGadj
FV (m
2
a, m
2
b , m
2
c)− FV (m2d, m2b , m2c)
m2a −m2d
, (6.61)
where the indices a, b, c, d runs over the vector fields, whereas the index j run on the scalar
fields as was defined in Appendix A. The function FV has the value:
FV (x, y, z) = − 1
16xyz
[
4x3yz + 48xy2z2 −
(
8x3yz − 22xy2z − 22xyz2 + 40
3
x2yz
)
J(x)
− (x2 − 9y2 − 9z2 + 9xy + 9xz + 14yz)xJˆ(y, z)
+ (z − y)2 (y2 + 10yz + z2) Iˆ(0, y, z) + x2 (2yz − x2) Iˆ(x, 0, 0)
+
(−x4 − 8x3y − 8x3z + 32x2yz + 18y2z2) Iˆ(x, y, z)]+ (x↔ y) + (x↔ z).
To the sum (6.61) contributes only the terms with the next non-zero couplings:
GWWA = gsinθW ; GWWZ = gcosθW ; Gu±u±Z =
gcosθW
2
; Gu±uγW = gsinθW ,
Gu±uZW = gcosθW ; GWWH = gmW ; GZZH =
g
cosθW
mZ .
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Figure 6.7: Diagrams contributing to the Scalar-Vector sector of T (2l)
Finally we note that there is not QCD contributions to T (2l) because the functions Fgg, Fggg
and Fugugg are equal to zero as we proved in section 5.2.2 - eq. (5.100). Diagrammatically
this fact is evident because the gluon field g and the ghost field ug are massless.
6.2.4 The Scalar-Gauge Sector
The scalar - vector contribution to T (2l), represented schematically in fig. (6.7), can be
obtained as the sum of the three terms:
T
(2l)
SV = TSS′V + TV V ′S + TSV , (6.62)
where
TSS′V =
∂FSS′V
∂m2j
∂m2j
∂φc
+
∂FSS′V
∂m2a
∂m2a
∂φc
; TV V ′S =
∂FV V ′S
∂m2j
∂m2j
∂φc
+
∂FV V ′S
∂m2a
∂m2a
∂φc
;
TSV =
∂FSV
∂m2j
∂m2j
∂φc
+
∂FSV
∂m2a
∂m2a
∂φc
.
The index a runs over the vector fields and j runs over the scalar fields. Diagrammatically,
the contribution TSS′V is the sum of the diagrams (a), (b), (c) and (d) of the fig. (6.7), the
contribution TV V ′S is the sum of the diagrams (e), (f), (g) and (h), whereas the contribution
TSV is the sum of the diagrams (i) and (j). These terms can be reduced to a superposition
of the renormalized integrals Iˆ(x, y, z), Jˆ(x, y) and J(x) with TARCER. The results are:
(TSS′V )l =
∑
a,i,j,k
1
2
GaijGajkGikl
fSS′V (m
2
i , m
2
j , m
2
a)− fSS′V (m2k, m2j , m2a)
m2i −m2k
(6.63)
+
∑
a,b,i,j
1
4
GaijGbijGabl
fSS′V (m
2
i , m
2
j , m
2
a)− fSS′V (m2i , m2j , m2b)
m2a −m2b
,
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where the function fSS′V is defined as:
fSS′V (x, y, z) = −1
z
[
− (x2 + y2 + z2 − 2xy − 2xz − 2yz) Iˆ(x, y, z) + (x− y)2Iˆ(x, y, 0)
+(x+ z − y)Jˆ(x, z) + (y + z − x)Jˆ(y, z) + zJˆ(x, y)
]
− 2
(
x+ y − z
3
)
J(z).
By other side, the second contribution is:
(TV V ′S)l =
∑
a,b,c,j
1
2
GabjGcbjGacl
fV V ′S(m
2
a, m
2
b , m
2
j )− fV V ′S(m2c , m2b , m2j )
m2a −m2c
(6.64)
+
∑
a,b,i,j
1
4
GabiGabjGijl
fV V ′S(m
2
a, m
2
b , m
2
i )− fV V ′S(m2a, m2b , m2j )
m2i −m2j
,
where fV V ′S is:
fV V ′S(x, y, z) =
1
4xy
[
− (x2 + y2 + z2 + 10xy − 2xz − 2yz) Iˆ(x, y, z) + (x− z)Iˆ(x, 0, z)
+(x− y)2Iˆ(0, y, z)− z2Iˆ(0, 0, z) + (x+ y − z)Jˆ(x, y)− yJˆ(x, z)− xJˆ(y, z)
]
+x+ y + z +
1
2
J(x) +
1
2
J(y) + 2J(z).
To the terms TSS′V and TV V ′S, with l = H , only contributes the couplings:
GWHG = GWGG =
g
2
; GAGG = gsinθW ; GZGG =
1
2
(gcosθW − g′sinθW ) ,
GHHH = GGGH = λφc ; GWWH = gmW ; GZZH =
g
cosθW
mZ .
Finally, the term TSV has the form:
(TSV )l =
∑
a,b,i
1
4
GabiiGablB(m
2
a, m
2
b)J(m
2
i ) +
∑
a,i,j
1
4
GaaijGijlB(m
2
a, m
2
i )J(m
2
j ),
with the additional non-zero couplings:
GWWHH = GWWGG =
g2
4
; GAWGS =
1
2
g2sinθW ; GZWGS =
1
2
g2sinθW tanθW ;
GZZHH = GZZGG =
1
8
g2
cos2θW
.
6.2.5 The Fermion-Gauge Sector
The non-zero diagrams contributing to T (2l)FV are drawn in fig. 6.8. Its amplitude can be
computed as the derivative:
T
(2l)
FV =
∂VFV
∂m2I
∂m2I
∂φc
+
∂VFV
∂m2a
∂m2a
∂φc
.
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Figure 6.8: Fermion - Vector sector of the two-loop tadpoles.
The amplitude obtained is:
T
(2l)
FV =
∑
I,J,L,a
2GaJI G
L
bJmLKy
KIifFV (m
2
I , m
2
J , m
2
a)− fFV (m2L, m2J , m2a)
m2I −m2L
+
1
2
∑
I,J,a,b
GaJI G
I
aJG
abifFV (m
2
I , m
2
J , m
2
a)− fFV (m2L, m2J , m2b)
m2a −m2b
,
where
fFV (x, y, z) = −1
z
[(
x2 + y2 − 2z2 − 2xy + xz + yz) Iˆ(x, y, z)− (x− y)2Iˆ(x, y, 0)
+ (y + 2z − x) Jˆ(x, z) + (x+ 2z − y) Jˆ(y, z)− 2zJˆ(x, y) + 2
(
−xz − yz + z
2
3
)
J(z)
−2xzJ(x) − 2yzJ(y) + (x+ y)2z − z3] .
Introducing the SM couplings and considering only the more relevant contribution coming
from the top quark fermion we can reduce the fermion-vector contribution to the next simple
result:
T
(2l)
FV ≈ 4g2d(3)C(3)4m3tht
[
6− 5ln
(
m2t
µ¯2
)
+ 3ln2
(
m2t
µ¯2
)]
,
where C(3) =
1
2
and d(3) = 3 are the Casimir operator and the dimension of the fundamental
representation of the SU(3) group.
Chapter 7
Conclusions and Perspectives
I
n this thesis we assumed that ATLAS and CMS discover the Higgs boson particle of the
SM with a mass mH = 125.09 ± 0.21(stat) ± 0.11(syst) since several of the properties
of such a resonance do not show any deviation from the SM Higgs. The data obtained do
not exclude any beyond Standard Model scenarios, but currently there is no signal of new
physics at the TeV scale. This situation introduces us in a new precision era in which making
new more precise measurements of the properties of the Standard Model particles and their
interactions will be crucial and hopefully LHC will be answering to that. It is becoming a
conventional wisdom that the SM is a valid just up to same scale ΛP , and maybe P stays
for Planck. This is essentially the point of view adopted in these thesis where we do not give
too much centrality to the naturalness. We remember here that by naturalness one must
expect new physics already at few TeV. However can the pure SM be valid, in the weakly
coupled regime up to the Planck scale? With the discovery ofmH the Higgs quartic coupling
λ at EW scale is indirectly measured, summing it of SM type. To search some clue of what
kind of new physics could emerge and at what scale of energy, it is necessary to make a
very precise analysis of the extrapolation of the SM parameters up to the Planck scale. The
study of the running of the SM parameters at NNLO is nowadays know in [58], including
the evolution of λ up to the Planck scale. We can now review the self-consistency of the SM
by studying the usual scale-dependent properties of the theory: triviality, hierarchy problem
and vacuum stability.
The triviality constraint is related with the high energy behaviour of the running couplings,
when the corresponding couplings have a beta function positive appears the famous Landau
pole that spoils the perturbativity of the theory. The recent value obtained for the Higgs
mass has confirmed that the SM is a self-consistent theory, all coupling constants are free
from Landau singularities up to the Planck scale [58][110]. The SM parameters can be
extrapolated from EW scale to ΛP since all couplings remain perturbative in that range.
By other side, the hierarchy problem i.e. the problem of the quadratic divergences in the
radiative corrections of the Higgs mass and its very high fine-tuning remains without solution
in SM. In fact, if one considers that the new physics occurs only at ΛP there is a naturalness
113
114 CHAPTER 7. CONCLUSIONS AND PERSPECTIVES
fine-tuning of 34 digits, that must be adjusted to obtain the squared Higgs mass value at
EW scale from its value at ΛP . This is due to the quadratic corrections in the energy cut-off
supposed of the order of the Planck’s mass. Of course the hierarchy problem can be just
an aesthetic feature of the theory, but is too a good way to impose constraints over the
scale where the new physics can be occur if one insists with naturalness. Supersymmetry is
considered the way to avoid this large quadratic corrections since the quantum corrections
do not renormalize the superpotential which contains the Higgs mass term. In the minimal
supersymmetric version of the Standard Model (MSSM) there is no fine-tuning problem
because supersymmetry is broken by soft terms [119].
The most intriguing perspectives come from the vacuum stability analysis. By studying the
high energy properties of the RGI Higgs effective potential with the current precision in mH ,
three-loop RG beta functions, two-loop matching conditions and as a function of the mass
pole of the top quark the last published analysis for the the range of values of the Higgs
mass allowing the vacuum stability until the Planck scale is [58]
MH >
[
129.6 + 2.0×
(
Mpolet − 173.35GeV
)
− 0.5×
(
αs(MZ)− 0.1184
0.0007
)
± 0.3
]
GeV.
(7.1)
The main error in (7.1) is coming from the input value of the top-quark mass: ∆MH ∼
2∆Mpolet . Currently the most precise measurement of the top-quark mass has been re-
ported as the world combination of the ATLAS, CMS, CDF and D0 giving Mt = 173.34±
0.27(stat) ± 0.71(syst). With the previous date we would conclude that the EW vacuum
is in a near-critical position between two phases: the metastability and absolute stability.
In terms of the top-quark mass the stability bound is at Mt < (171.36± 0.46)GeV. The
metastability, with a decay time much longer than the age of the universe, is now preferred
at 99.3% CL also if the metastability with a very long lifetime cannot be used as a mo-
tivation for a New Physics. The precision determinations of parameters and the study of
methods to make higher order calculations are more important than ever and will be the
challenges of LHC and ILC.
However the main goal of this thesis has been the study of the analytical methods of com-
putation for the NNLO stability analysis. This includes the explicit computation of the 1PI
Higgs effective potential in the MS scheme (V (2l)eff (φc)) up two-loop level by the Tarasov’s
method and its implementation in Mathematica from TARCER code. Its analytic expression
is useful to us for many reasons. We derived from V (2l)eff (φc) two computation that are not
found in the literature. First, we computed the 1PI effective potential in the Sirlin Zucchini
renormalization scheme at two-loop level. Using the matching conditions obtained from the
threshold relations between the MS couplings and the physical observables of the on-shell
SZ scheme we derived, as discussed deeply in Chapter 6, a new two-loop contribution coming
from applying the shifts over the parameters in the one-loop MS effective potential. The
higher contribution of this potential comes from the QCD corrections to the Yukawa sector,
the dominant terms are of the order ∼ g2sh4t .
The second contribution of this work is the analytic computation of the sum of the tadpoles
at two-loop level. We consider relevant its explicit computation because the tadpole topolo-
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gies are deeply related with the renormalization of the EW vacuum expectation value (v)
and it is a cornerstone in the determination of the top quark pole mass, the EW correc-
tions due to the tadpoles are the higher EW contribution in the threshold corrections to the
boundary conditions over λ and therefore play an important role in the vacuum stability
analysis. The tadpoles topologies can be obtained from the first derivative of the Higgs
effective potential with respect to the classical field. This implies to obtain the derivative
of the master integrals introduced in the computation of the effective potential i.e. in the
reduction of the zero-point two-loop Feynman diagrams. We compute this expressions in
order to obtain T (2) straightforwardly for the 1PI MS effective potential. As we don’t have
any reference of the analytic expression of T (2), we accomplish the check of our computa-
tion from the diagrammatic calculation of the tadpoles at two-loop level. The complete
contribution of tadpoles require the evaluation of 161 diagrams in the Rζ gauge, therefore
we use computer codes to get the final expression; the code FeynArts, to generate the am-
plitudes, and TARCER code to reduce the tensorial integrals as a superposition of some
master integrals. We conclude that the result is the same by the two methods, however
it is not evident. The analytic expressions obtained look different, thus it is necessary to
use of appropriate recurrence relations over the result to verify its equality. The recurrence
relations are obtained from the IBP (Integration by parts) method. A more technical issue
is the renormalization of the tadpoles, its amplitudes has mixed non-local UV divergences
i.e. we find in the negative order of the Laurent expansions terms of the form lni(m2i )/ε
j. As
a consequence, we need first renormalize the sub-divergences using the results of one-loop
diagrams, so by inserting the counter-terms at one-loop level, which will eliminate the mixed
non-local terms, and the remaining overall divergences of the graph can then be subtracted
by a suitable genuine two-loop counterterms. This analytical procedure is not trivial, it re-
quires large algebraic cancellations that must be done very carefully. In this sense, the use of
the effective potential is more efficient. The process of removing divergences in the effective
potential is equivalent to making suitable transformations over the master integrals, whose
derivatives with respect to the classical field are straightforward. Moreover the number of
diagrams to compute is less. The complete contribution of V (2l)eff (φc) requires the evaluation
of 67 diagrams in the Rζ gauge.
We have some research perspectives for the future, motivated by the actual status of the
vacuum stability analysis and recent discussions with the group of Prof. Gino Isidori at the
University of Zurich, where the final stage of this work has been done, thanks to a grant
provided by Universidad Nacional de Colombia. The EW vacuum of SM is very likely to
be metastable, and we think that a more accurate measurement of the top quark mass and
its uncertainty will lead to a confirmation of the meta-stability of the SM. If the model is
extended with the inclusion of new physics at 1013−1014 GeV range, an upper bound on the
masses of the new degrees of freedom can be derived by the requirement that the electroweak
vacuum has a lifetime longer than the age of the Universe. In particular, it is interesting
to analyse the impact of the neutrinos models, Seesaw I - III, on the instability region of
the Higgs sector. G. Isidori et. al. obtained upper bounds on the right handed neutrinos
in a Seesaw-I scenario [120]. Their analysis was done with the inclusion of the one-loop
beta function of the Yukawa coupling of the new right-handed neutrinos (hν), and two-loop
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beta functions for all SM couplings (gi). Kobakhidze and Spencer [121] investigated vacuum
stability within type-II seesaw and left-right symmetric models. We plan to extend the above
mentioned analysis by including in the vacuum stability analysis the two-loop anomalous
dimension for hν , and three loop beta functions for all the couplings gi. Moreover, there
is no conclusive analysis in this direction for the three Seesaw model, their impact on the
stability regions are unknown. Another direction of research would be the possibility that
the Standard Model (SM) is valid up to the Planck scale, i.e. that new physics occurs only
around ΛP . For a metastable EW vacuum also in this case it would be interesting to study
the impact of the new physics interactions on its lifetime. The stability phase diagram of the
model must be independent on the new physics, this imposes constraints on the physics that
can manifest at Planck scale [122]. Finally, the study of Higgs inflation scenarios, all based
on results obtained neglecting new physics interactions, are worth to be explored [123].
Appendix A
The SM at Symmetric Phase
In this appendix we present a brief introduction to the Standard Model (SM) of the strong
and electroweak interactions before electroweak symmetry breaking. This will allow us to
fix the notation which will be used later on. The GWS electroweak theory which describes
the electromagnetic and weak interactions between quarks and leptons, is a Yang–Mills
theory based on the symmetry group SU(2)L ×U(1)Y. Combined with the SU(3)C QCD
gauge theory for the strong interactions between quarks, it provides a unified model of these
three forces known as the Standard Model. The model at symmetric phase has two kinds
of fields. There are first the matter fields, that is, the three generations of left-handed and
right-handed chiral quarks and leptons, fL,R = 12(1∓ γ5)f . The left-handed fermions are in
weak isodoublets, T3 = ±12 , while the right-handed fermions are in weak isosinglets, T3 = 0.
We will assume that the neutrinos are massless fermions and therefore appear only with
their left-handed components.
L1 =
(
νe
e−
)
L
, eR1 = e
−
R , Q1 =
(
u
d
)
L
, uR1 = uR , dR1 = dR
L2 =
(
νµ
µ−
)
L
, eR2 = µ
−
R , Q2 =
(
c
s
)
L
, uR2 = cR , dR2 = sR
L3 =
(
ντ
τ−
)
L
, eR3 = τ
−
R , Q3 =
(
t
b
)
L
, uR3 = tR , dR3 = bR
(A.1)
Besides, there are the gauge fields corresponding to the spin-one bosons that mediate the
interactions. In the electroweak sector, we have the field Bµ which corresponds to the
generator Y of the U(1)Y group and the three fieldsW 1,2,3µ which correspond to the generators
T a (with a=1,2,3) of the SU(2)L group. The matrices T a are in the representation of the
multiplet the covariant derivative is acting on. When it acts on the gauge singlet fR we have
T a ≡ 0, and when it acts on the doublets Li or Qi, T a are in fact equivalent to half of the
non-commuting 2× 2 Pauli matrices:
T a =
1
2
τa ; τ1 =
(
0 1
1 0
)
, τ2 =
(
0 −i
i 0
)
, τ3 =
(
1 0
0 −1
)
(A.2)
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with the commutation relations between these generators given by
[T a, T b] = iǫabcTc and [Y, Y ] = 0 (A.3)
where ǫabc is the antisymmetric tensor. Y (ψ) is a quantum number, usually called the weak
hypercharge, to be specified for each field ψ. Since the SU(2) is a chiral group, it acts in
a different way on left-handed and right-handed fermions, therefore, it is natural to allow
for the possibility of assigning different hypercharge quantum numbers to the left and right
components of the same fermion field. In general, for a generic fermion with charge Qf , in
units of the positron charge +e, and third component of the weak isospin T3 (1/2 for νeL ,
−1/2 for eL, 0 for νeR and eR), the fermion hypercharge, defined in terms of the T3 and the
electric charge is given by
Yf = 2(Qf − T3). (A.4)
Is custom, assign the quantum numbers Y in such a way that the electromagnetic interaction
term appear in the SM Lagrangian. To do this, one performed the Weinberg rotation by an
angle θW in the space of the two neutral gauge fields W 3µ , B
µ:
Aµ = BµcosθW +W
µ
3 sinθW
Zµ = −BµsinθW +W µ3 cosθW , (A.5)
and choose Y (L), Y (νeR) and Y (eR) so that A
µ couples to the electromagnetic current
Jµem = −e(e¯RγµeR + e¯LγµeL). The remaining terms of the Lagrangian will define the weak
neutral current coupled to the other neutral vector boson Zµ. After some algebra, one find:
Y (L) = −1, Y (eR) = −2, Y (νeR) = 0, Y (Q) =
1
3
, Y (uR) =
4
3
, Y (dR) = −2
3
. (A.6)
Moreover, the quarks are triplets under the SU(3)C group while leptons are color singlets,
this leads to the relation ∑
f
Yf=
∑
f
Qf =0 (A.7)
which ensures the cancellation of chiral anomalies within each generation, thus, preserving
the renormalizability of the electroweak theory [111].
In the strong interaction sector, there is an octet of gluon fields G1,··· ,8µ which correspond to
the eight generators of the SU(3)C group, equivalent to half of the eight 3×3 anti-commuting
Gell–Mann matrices, and which obey the relations
[T a, T b] = ifabcTc with Tr[T
aT b] =
1
2
δab (A.8)
where the tensor fabc is for the structure constants of the SU(3)C group and where we have
used the same notation as for the generators of SU(2) as little confusion should be possible.
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The field strengths are given by
Gaµν = ∂µG
a
ν − ∂νGaµ + gs fabcGbµGcν
W aµν = ∂µW
a
ν − ∂νW aµ + g ǫabcW bµW cν
Bµν = ∂µBν − ∂νBµ (A.9)
where gs, g and g′ are, respectively, the coupling constants of SU(3)C, SU(2)L and U(1)Y.
Because of the non-abelian nature of the SU(2) and SU(3) groups, there are self-interactions
between their gauge fields, Vµ ≡Wµ or Gµ, leading to triple and quartic gauge couplings
•Vσ
Vµ
Vν
: GV V V = igiTr(∂νVµ − ∂µVν)[Vµ, Vν] ,
•Vρ
Vσ
Vµ
Vν
: GV V V V =
1
2
g2i Tr[Vµ, Vν]
2 .
The matter fields ψ are minimally coupled to the gauge fields through the covariant derivative
Dµ which, in the case of quarks, is defined as
Dµψ =
(
∂µ − igsTaGaµ − igTaW aµ − ig′
Yq
2
Bµ
)
ψ (A.10)
and which leads to an interaction Lagrangian between the fermion and gauge fields Vµ
•f¯
f
Vµ
: GffV = −giψVµγµψ .
The SM Lagrangian at symmetric phase is then given by
LSM = −1
4
GaµνG
µν
a −
1
4
W aµνW
µν
a −
1
4
BµνB
µν (A.11)
+L¯i iDµγ
µ Li + e¯Ri iDµγ
µ eRi + Q¯i iDµγ
µQi + u¯Ri iDµγ
µ uRi + d¯Ri iDµγ
µ dRi
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This Lagrangian is invariant under local SU(3)C × SU(2)L ×U(1)Y gauge transformations
for fermion and gauge fields. In the case of the electroweak sector, for instance, one has
L(x)→ L′(x) = eiαa(x)Ta+iβ(x)Y L(x) , R(x)→ R′(x) = eiβ(x)YR(x)
~Wµ(x)→ ~Wµ(x)− 1
g
∂µ~α(x)− ~α(x)× ~Wµ(x) , Bµ(x)→ Bµ(x)− 1
g′
∂µβ(x) (A.12)
At the symmetric phase the gauge fields and the fermions fields are massless. In the case
of strong interactions, the gluons are indeed massless particles while mass terms of the
form mqψψ can be generated for the colored quarks and for the leptons in an SU(3) gauge
invariant way, however, in the case of electroweak interactions if we add mass terms the
theory will have problems of renormalizability.
The SM at Broken Phase
In this section let us write the Lagrangian of the SM after spontaneous symmetry breaking.
We write the quantum fields of the theory with the next general notation. For a set of
real scalars we use the notation φ′i, for two-component Weyl fermions ψ
′
I , and for vector
fields A′µa . The indices i, j, k, . . . represent scalar flavor indices; I, J,K, . . . are fermion flavor
indices; and a, b, c, . . . run over the adjoint representation of the gauge group. Space-time
vector indices are written as Greek letters µ, ν, ρ, . . ., we use a metric with signature (− +
+ +). The conventions for the quantum fields follow [112]. The primes are used to indicate
that these fields are not squared-mass eigenstates. The kinetic part of the undiagonalized
Lagrangian includes
−L = 1
2
m2ijφ
′
iφ
′
j +
1
2
(mIJψ′Iψ
′
J + c.c.) +
1
2
m2abA
′µ
a A
′
µb. (A.13)
The undiagonalized matrix m2ij = (m
2 + λω2)δij + 2λωiωj is the real symmetric matrix
described in Chapter 2 for the scalar sector, in analogous way m2ab is a real symmetric matrix
and m2IJ is a Hermitian matrix that depend on the classical background scalar fields. In
order to calculate the effective potential, we need to diagonalize to squared-mass eigenstate
bases φi, ψI , Aµa . This can be done by using orthogonal rotation matrices N
(S), N (V ) for the
scalar and vector degrees of freedom, and a unitary matrix N (F ) for the fermion degrees of
freedom. The rotations
φ′i = N
(S)
ji φj, (A.14)
ψ′I = N
(F )∗
JI ψJ , (A.15)
Aµ′a = N
(V )
ba A
µ
b , (A.16)
are chosen such that:
N
(S)
ik m
2
klN
(S)
jl = δijm
2
i , (A.17)
N
(F )
IK m
2
KLN
(F )∗
JL = δIJm
2
I , (A.18)
N (V )ac m
2
cdN
(V )
bd = δabm
2
a. (A.19)
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Here m2i , m
2
I and m
2
a are respectively the scalar, fermion, and vector squared-mass eigenval-
ues which will appear in the effective potential. In the Standard Model, the diagonalizations
just described can be done analytically. Now the interaction terms in a general renormaliz-
able theory can be written in terms of the squared-mass eigenstate fields as
LS = −Gijkφiφjφk − 1
4
Gijklφiφjφkφl, (A.20)
LSF = −1
2
yIJkψIψJφk + c.c., (A.21)
LSV = −1
2
GabiA
a
µA
µbφi − 1
4
GabijA
a
µA
µbφiφj −GaijAaµφi∂µφj, (A.22)
LFV = GaJI Aaµψ†IσµψJ , (A.23)
Lgauge = GabcAaµAbν∂µAνc −
1
4
Gabeg
cdeAµaAνbAcµA
d
ν +GabcA
a
µu
b∂µuc, (A.24)
where ua and ua are massless (in Landau gauge) ghost fields. This defines the field-dependent
couplings to be used in the two-loop effective potential calculation. The scalar interaction
couplings Gijk and Gijkl are each completely symmetric under interchange of indices, and
real. The Yukawa couplings yIJk are symmetric under interchange of the fermion flavour
indices I, J . The remaining couplings all have their origins in gauge interactions. The
vector-scalar-scalar coupling Gaij is antisymmetric under interchange of i, j. The pure gauge
interaction Gabc is completely antisymmetric; it is determined by the original gauge coupling
g, the antisymmetric structure constants fabc of the gauge group, and N (V ), according to
Gabc = gf
efgN (V )ae N
(V )
bf N
(V )
cg . (A.25)
Similarly, if the fermions ψ′I transform under the gauge group with representation matrices
(T a)JI , then the vector-fermion-fermion couplings are
GaJI = g(T
b)KLN
(F )∗
JK N
(F )
IL N
(V )
ab . (A.26)
Note that even the dimensionless couplings generically depend on the classical scalar back-
ground fields φc, through their dependence on the rotation matrices N (S), N (F ), and N (V ).
Instead writing here the explicit expression of the SM Lagrangian and its interactions, we
present all the vertices of the minimal SM in the Rζ gauge. We use a few conventions: the
gauge parameters in the Rζ gauge are ζ , ζZ and ζA, we denote sine (cosine) of the weak
mixing angle with SθW (CθW ). Qf , I
(3)
f denote the electric charge and the third component
of isospin of a fermion. Finally we use the abbreviations γ± = 1 ± γ5, vf = I(3)f − 2QfS2θW
and af = I
(3)
f .
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Electroweak fermionic Feynman rules:
ieQfγµ i g
2
√
2
γµγ+ i
g
cθW
γµ(vf + afγ5)
− gmf
2mW
igI
(3)
f
mf
mW
γ5 i
g
2
√
2
(
md
mW
γ+ − mumW γ−
)
A
f
f
W−
µ
u
d
Z
µµ
f
f
H
f
f
G
f
f
G−
u
d
Electroweak trilinear vertices:
(Z, A)
W+
W−
p, µ
k, β
q, α
g(CθW , SθW ) [gµα(p− q)β + gαβ(q − k)µ + gµβ(k − p)α]
(Z, A)
µ
G+
W−
ν
ig
(
S2θW
CθW
, − SθW
)
mWgµν
(Z, A)
µ
G−
W+
ν
ig
(
−S
2
θW
CθW
, SθW
)
mWgµν
H
W+
W−
µ
ν
−gmWgµν
Z
µ
ν
Z
H
−g mW
C2θW
gµν
W−
µ
G−
G+
q
k
1
2g(q − k)µ
W+
µ
G0
G−
q
k
1
2
g(q − k)µ
(Z, A)
µ
G−
k
q
G+
g
(
C2θW
−S2θW
2CθW
, SθW
)
(q − k)µ
Z
µ
H
G0
q
k
i
2
g
CθW
(q − k)µ i
2g(q − k)µ i2g(q − k)µ
− i2g
m2H
mW
− i2g
m2H
mW
−3
2
g
m2H
mW
W−
µ
H
G+
k
q
W+
µ
H
G−
k
q
G0
H
G0
G−
G+
H
H
H
H
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Electroweak quadri-linear vertices:
µ
β
ν α
(Z, A)
W−
W+
−g2
(
C2θW , S
2
θW
)
[2gµνgαβ − gµαgνβ − gµβgνα] −g2CθWSθW [2gµνgαβ − gµαgνβ − gµβgνα]
A
Z
µ
ν α
β W+
W−
−g2 [2gµνgαβ − gµαgνβ − gµβgνα]
W−
W−
W+
W+
µ
ν
α
β
(Z, A)
µ
ν
G+
G−
g2
(
−(C
2
θW
−S2θW )
2
2C2θW
, − 2S2θW
)
gµν
A
Z
µ
ν
G+
G−
−g2 SθWCθW (C
2
θW
− S2θW )gµν
A
W−
(G0, H)
G±
µ
ν
1
2(1, ± i)g2SθW gµν
Z
Z
µ
ν
(G0, H)
(G0, H)
−1
2
g2
C2θW
gµν
Z
(W−, W+)
(
(G0, H) ; (G0, H)
)
(G+ ; G−)
µ
ν
−12 ((1,−i) ; (1, i)) g2
S2θW
CθW
gµν
W−
W+
µ
ν
(G+, G0, H)
(G−, G0, H)
−12(1, 1, 1)g2gµν
G0
G0
(G0, H)
(G0, H)
−14(3, 1)g2
m2H
m2W
(G0, H)
(G0, H)
G+
G−
−14(1, 1)g2
m2H
m2W
G−
G+
G+
G−
−12g2
m2H
m2W
H
H
H
H
−3
4
g2
m2H
m2W
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Non-zero trilinear vertices involving FP ghosts in Landau gauge:
(Z, A)
(p, µ)
u−
u−
p
g 1ζ (CθW , SθW ) pµ −g 1ζ (CθW , SθW ) pµ
−g 1ζ (CθW , SθW ) pµ g 1ζ (CθW , SθW ) pµ
−g
(
CθW
ζZ
,
SθW
ζA
)
pµ
g
(
CθW
ζZ
,
SθW
ζA
)
pµ
(Z, A)
µ
u+
u+
p W+
µ
u(Z, A)
u−
p
W−
µ
u−
u(Z, A)
p W+
µ
u+
u(Z, A)
p W−
u(Z, A)
p
u+
µ
QCD vertices:
g
g
a, µ
c, ρ
g
g
−ig2s
[
fabef cde(gµρgνσ − gµσgνρ) + facef bde(gµνgρσ − gµσgνρ) + fadef bce(gµνgρσ − gµρgνσ)]
b, ν
d, σ
g
gg
p
k
q
a, µ
b, ν c, ρ
gsf
abc [gµν(k − p)ρ + gνρ(p− q)µ + gρµ(q − k)ν ]
g
ff ugug
g
igsγ
µT a
a, µ b, µ
a cp
gsf
abcpµ
Appendix B
Beta Functions and Anomalous
Dimensions of SM
As we mentioned in the last section of the Chapter 2, we can compute the beta function
of the coupling λ from the non-improved effective potential (see eq. (2.71)) that, up to
one-loop order, have the explicit form:
V (φc) =
1
2
m2φ2c +
1
4
λφ4c +
1
64π2
[
H2
(
ln
H
µ2
− 3
2
)
+ 3G2
(
ln
G
µ2
− 3
2
)
(B.1)
+ 6W 2
(
ln
W
µ2
− 5
6
)
+ 3Z2
(
ln
Z
µ2
− 5
6
)
− 12T 2
(
ln
T
µ2
− 3
2
)]
,
where
H = m2 + 3λφ2c; G = m
2 + λφ2c ; W =
1
4
g2φ2c ; Z =
1
4
(g2 + g′2)φ2c ; T =
1
2
h2tφ
2
c .
The effective potential is invariant under renormalization scale transformations,
dV (φc)
dt
= −
∑
n
1
n!
[
dΓ˜n(0)
dt
φnc + Γ˜n(0)
dφnc
dt
]
= 0,
as a consequence of the Callan-Symanzik equation for the 1PI Green’s functions(
∂
∂t
+ βgi
∂
∂gi
+m2γm
∂
∂m2
+ nγ
)
Γ˜n = 0. (B.2)
Here t = lnµ2 represent the dependence of the energy scale, and γ is the anomalous di-
mension of the field φc. The first derivative of the potential V (φc) with respect to t can
be computed explicitly by differentiating eq. (B.2). Neglecting two-loops terms of order
O(g3i = λ
3, g6, g4g′2, g4h2t , etc.), we obtain
dV (φc)
dt
=
1
2
m2φ2c
[
γm + 2γ − 12λ
32π2
]
+
1
4
φ4c
{
βλ + 4λγ − 1
16π2
[
12λ2 +
3
8
g4 +
3
16
(g2 + g′2)2 − 3h4t
]}
,
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and therefore
βλ + 4λγ =
1
16π2
[
12λ2 +
3
8
g4 +
3
16
(g2 + g′2)2 − 3h4t
]
,
γm + 2γ =
12λ
32π2
. (B.3)
We have two equations for three variables: βλ, γm and γ. We need to compute explicitly
one of them to obtain the others two from the system of equations (B.3); we choose γ. The
anomalous dimension γ can easily be determined from the Higgs self-energy. Let see this in
more detail.
When one makes a shift of the renormalization scale, in such way that:
µ2 → µ2 + δµ2,
gi → gi + δgi,
m2 → m2 + δm2,
H → H ′ = (1 + δη)H,
then, the n-points 1PI Green’s functions transforms as:
Γ˜n → Γ˜n + δΓ˜n = (1 + nδη)Γ˜n.
Like Γ˜n is a function of µ2, gi and m2, we may use the chain rule to obtain
δΓ˜n =
∂Γ˜n
∂µ2
δµ2 +
∂Γ˜n
∂gi
δgi +
∂Γ˜n
∂m2
δm2 = nδηΓ˜n.
If we multiply by µ2/δµ2 on both side of the above equation, we obtain the Callan-Symanzik
equation given by the formula (B.2), where
γ = −µ2 δη
δµ2
. (B.4)
To obtain an explicit result for γ, we need to give some meaning to δη. We know that a
shift in the scale µ change the field H by H ′ in such way that
δηH = H ′ −H,
where H ′ is the field at µ2 + δµ2 i.e. H ′ = Z−1/2φ (µ
2 + δµ2)H0, while H is the field at µ2
i.e. H = Z−1/2φ (µ
2)H0. The renormalization constant Zφ renormalized the bare field H0 as
is usual in the on-shell schemes. Therefore, we have the next identity:
δη =
Z
−1/2
φ (µ
2 + δµ2)− Z−1/2φ (µ2)
Z
−1/2
φ (µ
2)
. (B.5)
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= +1PI
∑
(p2) =
Figure B.1: The renormalized two-points Green function.
Now, for δµ2 close to zero, and replacing the eq. (B.5) in eq. (B.4), we obtain
γ = − µ
2
Z
−1/2
φ (µ
2)
∂Z
−1/2
φ (µ
2)
∂µ2
=
1
2
µ2
Zφ(µ2)
∂Zφ(µ
2)
∂µ2
.
Is usually express the renormalization constant as Zφ = 1+ δZφ. Thus, neglecting two-loop
contributions, we find
γ =
1
2
∂
∂(lnµ2)
δZφ.
The counter-term δZφ can be computed from the two-points Green’s function Σ(p2), repre-
sented schematically by Figure B.1. From the renormalized version of Higgs sector of the
SM Lagrangian and up one-loop level, is very easy to see that1
Σ(p2) = Σ(0) + Σ′(0)p2 + Σ˜(p2) + i(δm2H − p2δZφ),
where Σ˜(p2) is the finite part of the self-energy, Σ(0) and Σ′(0) = ∂Σ
∂p2
∣∣∣
p2=0
are the coefficients
that contain the divergences, and δm2H and δZφ are the counter-terms associated to the
renormalization scheme. To fix the finite part of the counter-terms we impose the conditions:
Σ˜(0) = 0 ;
∂Σ˜(p2)
∂p2
∣∣∣∣∣
p2=0
= 0.
From the second condition we have
δZφ = iΣ
′(0).
Explicitly, at the Landau gauge, the coefficient of p2 in the Higgs self-energy is
Σ′(0) =
−i
(4π)2
(
3
4
G2 +
3
2
g2 − 3h2t
)(
1
ε
− ln 1
µ2
)
.
1The constant Zφ appears in the kinetic term of the renormalized Higgs Lagrangian,
Zφ
2
∂µH∂
µH +
1
2
(m2H + δm
2
H)H
2.
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With the above expression is easy to see that to one-loop level
γ =
1
(4π)2
(
3
8
G2 +
3
4
g2 − 3
2
h2t
)
. (B.6)
Now, after a bit of algebra, we obtain from eq. (B.3) and eq. (B.6) the beta function of λ
and the function γm:
βλ =
1
(4π)2
(
12λ2 +
3
8
g4 +
3
16
(g2 + g′2)2 − 3h4t − 3λg2 −
3
2
λ(g2 + g′2) + 6λh2t
)
, (B.7)
γm =
1
(4π)2
(
6λ− 3
4
(g2 + g′2)− 3
2
g2 + 3h2t
)
. (B.8)
As was mentioned in the first chapter, the RGI potential is completely determined if one
find the running coupling λ(Λ). This required the knowledge of βλ together with the renor-
malization group equations for the others coupling constants of the theory. For this reason,
we list here the beta functions for the gauge and Yukawa couplings to one-loop level in the
MS scheme [113, 42]:
dg
dt
=
1
32π2
(
−19
6
g3
)
, (B.9)
dg′
dt
=
1
32π2
(
41
6
g′3
)
, (B.10)
dgs
dt
=
1
32π2
(−7g3s) , (B.11)
dht
dt
=
1
32π2
[
9
2
h3t −
(
8g2s +
9
4
g2 +
17
12
g′2
)
ht
]
. (B.12)
The two-loop gauge, Yukawa and Higgs self-coupling beta functions are in [114], see also
Ref. [16]. Finally the corresponding gauge coupling beta function of the strong interaction
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part is known up to four-loop order [115]. The beta functions to two-loop order are:
32π2β
(2)
λ = −312λ3 − 144λ2h2t + 36λ2(3g2 + g′2)− 3λh4t + λh2t
(
80g2s +
45
2
g2 +
85
6
g′2
)
−73
8
λg4 +
39
4
λg2g′2 +
629
24
λg′4 + 30h6t − 32h4tg2s −
8
3
h4t g
′2 − 9
4
h2t g
4
+
21
2
h2t g
2g′2 − 19
4
h2tg
′4 +
305
16
g6 − 289
48
g4g′2 − 559
48
g2g′4 − 379
48
g′6, (B.13)
32π2β
(2)
ht
= ht
(
−12h4t + h2t
(
131
16
g′2 +
225
16
g2 + 36g2s − 12λ
)
+
1187
216
g′4
−3
4
g2g′2 +
19
9
g′2g2s −
23
4
g4 + 9g2g2s − 108g4s + 6λ2
)
, (B.14)
32π2β
(2)
g′ = g
′3
(
199
18
g′2 +
9
2
g2 +
44
3
g2s −
17
6
h2t
)
, (B.15)
32π2β(2)g = g
3
(
3
2
g′2 +
35
6
g2 + 12g2s −
3
2
h2t
)
, (B.16)
32π2β(2)gs = g
3
s
(
11
6
g′2 +
9
2
g2 − 26g2s − 2λ2t
)
, (B.17)
and the function γm to two-loop level is:
γ(2)m = −
1
(16π2)2
(
− 30λ2 − 36λh2t + 12λ(3g2 + g′2)−
27
4
h4t + 20g
2
sh
2
t +
45
8
g2h2t
+
85
24
g′2h2t −
145
32
g4 +
15
16
g′2g2 +
157
96
g4
)
. (B.18)
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Appendix C
FeynArts
FeynArts [90] is a Mathematica package for the generation and visualization of Feynman
diagrams and amplitudes. Mathematica is a basic programming language that makes it
straightforward to use intermediate results of FeynArts in a variety of ways, for instance,
the amplitudes computed can be exported to FeynCalc to make the Dirac algebra and then
algebraical and numerical computations. This appendix gives an overview of the principal
functions of FeynArts, useful to compute one-loop and two-loop Feynman amplitudes.
C.1 Generation of Amplitudes
The current version of FeynArts is FeynArts 3 .5 , it uses almost the same syntax, though
with many extensions of the launched version, so it is advisable to get the latest version. In
any case, the generation of amplitudes is a three-steps process. In the first step, the distinct
topologies for a given number of loops and external legs are produced using the code:
T1 = CreateTopologies[1, 2 → 2]
This process is a purely topological task and requires no quantum fields input. The internal
algorithm starts from given zero-leg topologies of the requested loop order and successively
adds legs.
In the second step, the fields are inserted over the topologies in all admissible ways according
to a model’s particle content that is read from a Model File. This step is implemented with
the code:
F1 = InsertFields[T1, {F[2,{2}], F[1,{2}]} → {F[2,{1}], F[1,{1}]}
Finally, the Feynman rules are applied with
Amp1 = CreateFeynAmp[F1]
131
132 APPENDIX C
The field labelling above is the one of the default model, SM.mod, and corresponds to the
muon decay µ + νµ → e + ν¯e, where µ and e are the second and first members of the
massive leptons class F[2], and F[1,{ }] is the neutrinos class. The particle content of
SM.mod is summarized in Appendix B of ref. [90]. This notation is part of the more general
concept of field levels:
• The Generic Level determines the space–time properties of a field, e.g. a fermion F. It
also fixes the kinematic properties of the couplings. For example, the FFS coupling is
of the form G+ω+ +G−ω−, where ω± = (1± γ5)/2, with coefficients G± that depend
on model parameters only.
• The Classes Level specifies the particle up to ‘simple’ index substitutions, e.g. the
down-type quark class F[4] (where the generation index is not yet given).
• The Particles Level spells out any indices left unspecified, e.g. the bottom quark
F[4,{3}].
The diagrams returned by CreateTopologies and InsertFields can be drawn with Paint,
with output as Mathematica Graphics object, PostScript, or LATEX. LATEX code produced
by Paint can be post-processed with the FeynEdit editor [116] or with JaxoDraw [117]. We
prefer JaxoDraw 2.0 for draw the diagrams in publications. A diagram in the output is
encoded as FeynAmp[Id,Lm,Amp, Ins]. For illustration, consider the diagram
γ
γ
G+
G−
• Id is an identifier for bookkeeping, e.g. GraphID[Topology == 1, Generic == 1],
• Lm identifies the loop momenta in the form Integral[q1],
• Amp is the generic amplitude,
I
32 Pi4
RelativeCF ➀
FeynAmpDenominator[
1
q12 −Mass[S[Gen3]]2 ,
1
(−p1 + q1)2 −Mass[S[Gen4]]2 ] ➁
(p1 - 2 q1)[Lor1] (-p1 + 2 q1)[Lor2] ➂
ep[V[1],p1,Lor1] ep∗[V[1],k1,Lor2] ➃
G
(0)
SSV [(Mom[1]-Mom[2])[KI1[3]]] G
(0)
SSV [(Mom[1]-Mom[2])[KI1[3]]] ➄
where individual items can easily be identified: ➀ prefactor, ➁ loop denominators,
➂ coupling structure, ➃ polarization vectors, ➄ coupling constants.
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• Ins is a list of rules substituting the unspecified items in the generic amplitude,
{ Mass[S[Gen3]], Mass[S[Gen4]],
G
(0)
SSV [(Mom[1]-Mom[2])[KI1[3]]],
G
(0)
SSV [(Mom[1]-Mom[2])[KI1[3]]], RelativeCF →
Insertions[Classes][MW, MW, I EL, -I EL, 2 ] }
C.1.1 Model Files
The Model Files are ordinary Mathematica text files loaded by FeynArts during model
initialization. They supply certain objects, e.g. M$ClassesDescription, the list of particles,
and M$CouplingMatrices, the list of couplings. Generic (.gen) and Classes (.mod) Model
Files store the kinematic and constant part of the coupling, respectively.
FeynArts further distinguishes Basic and Partial (Add-On) Model Files. Basic Model Files,
such as SM.mod, MSSM.mod, can be modified by Add-On Model Files, as in
InsertFields[..., Model → "MSSMQCD", "FV"]
This loads the Basic Model File MSSMQCD.mod and modifies it through the Add-On Model
File FV.mod (non-minimal flavour violation). The brace notation works similarly for Generic
Model files. The Add-On Model File typically modifies (rather than overwrites) its objects.
FeynArts itself includes the ModelMaker tool which turns a suitably defined Lagrangian
into a Model File. For further details of model construction the reader is referred to the
respective manuals.
C.1.2 Enhanced Diagram Selection
In recent FeynArts versions, many functions have been added or extended to ease diagram se-
lection: DiagramSelect, DiagramGrouping, DiagramMap, DiagramComplement. Also new or
extended are many ‘filter functions’ which simplify the construction of sophisticated filters for
the selection functions above: Vertices, FieldPoints, FermionRouting, FeynAmpCases,
FieldMatchQ, FieldMemberQ, FieldPointMatchQ, FieldPointMemberQ.
To pick just two examples: the selection of wave-function corrections (WFc) has become
more flexible. The exclusion of WFc can be specified individually for every external leg,
CreateTopologies[..., ExcludeTopologies → WFCorrections[1|3]]
The filter function WFCorrectionFields returns the in- and out-fields of the self-energy
constituting the WFc. It solves the problem of treating WFc with same outer particles
(usually omitted) and different particles (kept unless some on-shell scheme is employed)
differently, e.g.
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DiagramSelect[..., UnsameQ@@ WFCorrectionFields[##] &]
✔
H
W
h0
G
νl
el
✘
H
W
h0
W
νl
el
The new filter function FermionRouting can be used to select diagrams according to their
fermion structure, e.g.
DiagramSelect[..., FermionRouting[##] === {1,3, 2,4} &]
selects only diagrams where external legs 1–3 and 2–4 are connected through fermion lines.
✔
1
2
3
4 ✘
1
2
3
4
Appendix D
Weak Scale Thresholds at One-Loop
In this appendix we summarise the one-loop corrections δ(1l)gi and δ(1l)m2 to the SM pa-
rameters. The one-loop computations are in the Feynman gauge: ζ = 1. We recall that
δ(1l)gi is a gauge-independent quantity. Our expressions for δ(1l)gi are equivalent to the well
known expressions in the literature [58]. We write δ(1l)gi in terms of finite parts of the the
Passarino-Veltman functions
A0(M) =M
2(1−lnM
2
µ2
) , B0(p;M1,M2) = −
∫ 1
0
ln
xM21 + (1− x)M22 − x(1− x)p2
µ2
dx .
(D.1)
Below we work in the limit where the fermion masses are zero excluding the top quark mass
mt.
D.1 The Higgs Self-Coupling
From the correction to the pole Higgs mass
δ(1)m2H +
T (1)
vos
=
1
(4πv)2
Re
[
6m2t (4m
2
t −m2H)B0(mH ;mt, mt) +
−(m4H − 4m2Hm2W + 12m4W )B0(mH ;mW , mW ) + 2m2HA0(mW ) +
−1
2
(
m4H − 4m2Hm2Z + 12m4Z
)
B0(mH ;mZ , mZ) +m
2
HA0(mZ) +
−9
2
m4HB0(mH ;mH , mH) + 4(2m
4
W +m
4
Z)−m4H
]
, (D.2)
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and from the one-loop correction to muon decay
∆r
(1)
0
∣∣∣
fin
=
1
(4piV )2
[
3m2t −m2W −
m2Z
2
− m
2
H
2
+
3m2WA0(mH)
m2H −m2W
+
6m2W − 3m2Z
m2W −m2Z
A0(mZ) +
−6A0(mt) +
(
9− 3m
2
H
m2H −m2W
− 3m
2
W
m2W −m2Z
)
A0(mW ) + 2A0(mW ) +A0(mZ)
]
(D.3)
we obtain the one-loop correction δ(1l)λ(µ) according with eq. (4.54):
δ(1l)λ(µ) =
1
(4π)2v4
Re
[
3m2t (m
2
H − 4m2t )B0(mH ;mt, mt) + 3m2HA0(mt) + (D.4)
+
1
4
(
m4H − 4m2Hm2Z + 12m4Z
)
B0(mH ;mZ , mZ) +
m2H(7m
2
W − 4m2Z)
2(m2Z −m2W )
A0(mZ) +
+
1
2
(m4H − 4m2Hm2W + 12m4W )B0(mH ;mW , mW )−
3m2Hm
2
W
2(m2H −m2W )
A0(mH) +
+
m2H
2
(
−11 + 3m
2
H
m2H −m2W
− 3m
2
W
m2Z −m2W
)
A0(mW ) +
+
9
4
m4HB0(mH ;mH , mH) +
1
4
(m4H +m
2
H(m
2
Z + 2m
2
W − 6m2t )− 8(m4Z + 2m4W ))
]
.
D.2 The Quadratic Higgs Term
The correction is obtained from eq. (4.46):
δ(1l)m2(µ) =
1
(4π)2v2
Re
[
6m2t (m
2
H − 4m2t )B0(mH ;mt, mt) + 24m2tA0(mt) +
+(m4H − 4m2Hm2W + 12m4W )B0(mH ;mW , mW )− 2(m2H + 6m2W )A0(mW ) +
+
1
2
(
m4H − 4m2Hm2Z + 12m4Z
)
B0(mH ;mZ , mZ)− (m2H + 6m2Z)A0(mZ) +
+
9
2
m4HB0(mH ;mH , mH)− 3m2HA0(mH)
]
. (D.5)
D.3. THE TOP YUKAWA COUPLING 137
D.3 The top Yukawa Coupling
The gauge-invariant one-loop correction to the top Yukawa coupling is obtained from eq.
(4.33)
δ(1l)ht(µ) =
mt√
2v3(4pi)2
Re
[
− (m2H − 4m2t )B0 (mt;mH ,mt) +
+
m2t
(
80m2Wm
2
Z − 64m4W − 7m4Z
)
+ 40m2Wm
4
Z − 32m4Wm2Z − 17m6Z
9m2tm
2
Z
B0 (mt;mt,mZ) +
+
(
m2tm
2
W +m
4
t − 2m4W
)
m2t
B0 (mt; 0,mW ) + (D.6)
+
(
3m2H
m2H −m2W
+
2m2W
m2t
+
3m2W
m2W −m2Z
− 10
)
A0 (mW ) +
(
3m2W
m2W −m2H
+ 1
)
A0 (mH) +
+
(
36m2tm
2
Z − 56m2Wm2Z + 64m4W − 17m4Z
)
9m2tm
2
Z
A0 (mt) +
+
(
3m2W
m2Z −m2W
+
32m4W − 40m2Wm2Z + 17m4Z
9m2tm
2
Z
− 3
)
A0 (mZ) +
+
m2H
2
− 3m2t − 9m2W +
7m2Z
18
+
64m4W
9m2Z
]
+
mt√
2v(4pi)2
g23
(
−8A0 (mt)
m2t
− 8
3
)
.
D.4 The Weak Gauge Couplings
The one-loop correction to the SU(2)L gauge coupling is obtained from eq. (4.30):
δ(1l)g(µ) =
2mW
(4pi)2v3
Re
[(
m4H
6m2W
− 2m
2
H
3
+ 2m2W
)
B0 (mW ,mH ,mW ) +
+
(
− m
4
t
m2W
−m2t + 2m2W
)
B0 (mW , 0,mt) +
+
1
6
(
−48m
4
W
m2Z
+
m4Z
m2W
− 68m2W + 16m2Z
)
B0 (mW ,mW ,mZ) + (D.7)
+
1
6
(
m2H
(
9
m2H −m2W
+
1
m2W
)
+
m2Z
m2W
+m2W
(
9
m2W −m2Z
+
48
m2Z
)
− 27
)
A0 (mW ) +
+
(
2− m
2
H
(
m2H + 8m
2
W
)
6m2W
(
m2H −m2W
))A0 (mH) + ( m2t
m2W
+ 1
)
A0 (mt) +
+
1
6
(
24m2W
m2Z
− m
2
Z
m2W
+
9m2W
m2Z −m2W
− 17
)
A0 (mZ) +
+
1
36
(
−3m2H + 18m2t +
288m4W
m2Z
− 374m2W − 3m2Z
)]
.
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The one-loop correction to the U(1)Y gauge coupling is obtained from eq. (4.31):
δ(1l)g′(µ) =
2
√
m2Z −m2W
(4pi)2v3
Re
[(
88
9
− 124m
2
W
9m2Z
+
m2H + 34m
2
W
6(m2Z −m2W )
)
A0 (mZ) +
+
m2H − 4m2W
2(m2H −m2W )
A0 (mH) +
(
−7
9
− m
2
t
m2Z −m2W
+
64m2W
9m2Z
)
A0 (mt) +
+
m4H + 2m
2
W (m
2
W − 15m2Z) + 3m2H(2m2W + 7m2Z)
6
(
m2H −m2W
) (
m2W −m2Z
) A0 (mW ) +
−m
4
t +m
2
Wm
2
t − 2m4W
m2W −m2Z
B0 (mW , 0,mt)− m
4
H − 4m2Zm2H + 12m4Z
6(m2W −m2Z)
B0 (mZ ,mH ,mZ) +
+
m4H − 4m2Wm2H + 12m4W
6(m2W −m2Z)
B0 (mW ,mH ,mW ) + (D.8)
+
m6Z − 48m6W − 68m2Zm4W + 16m4Zm2W
6m2Z
(
m2W −m2Z
) B0 (mW ,mW ,mZ) +
+
1
9
(
−23m2W + 7m2t + 17m2Z −
64m2tm
2
W
m2Z
− 9m
2
W (m
2
t −m2W )
m2Z −m2W
)
B0 (mZ ,mt,mt) +
+
m6Z − 48m6W − 68m2Zm4W + 16m4Zm2W
6m2Z
(
m2Z −m2W
) B0 (mZ ,mW ,mW ) +
+
1
36
(
576m4W
m2Z
− 242m2W − 3m2H + 257m2Z +
36m4W
m2Z −m2W
+m2t
(
82− 256m
2
W
m2Z
))]
.
D.5 Numerical Results at µ = mt
All the δ(1l)gi have the numerical values for µ = mt:
δ(1l)λ = −0.22716/(4π)2, δ(1l)ht = ht(os)[0.4000− 323 g2s ]/(4π)2,
δ(1l)g = g(os)[−2.611]/(4π)2, δ(1l)g′ = g′(os)[−0.0824]/(4π)2.
(D.9)
Appendix E
Reduction of Two-Loop Integrals With
TARCER
TARCER is an implementation in Mathematica, as part of the code FEYNCALC, of the
algorithm of O.V. Tarasov for the reduction of two-loop integrals with arbitrary masses to a
small group of master integrals using the complete set of recurrence relations, that contain
as special case the IBP’s method, given in [92]. His main purpose is reduce the general type
of integrals (the Mathematica notation is listed first always)
TFI[d, q2, ∆q, {a, b}, {u, v, r, s, t}, {{ν1, m1}, {{ν2, m2}, . . . , {ν5, m5}}] =
1
πd
∫ ∫
ddk1d
dk2 (∆k1)
a (∆k2)
b (k21)
u (k22)
v (qk1)
r (qk2)
s (k1k2)
t
[k21 −m21]ν1 [k22 −m22]ν2 [k23 −m23]ν3 [k24 −m24]ν4 [k25 −m25]ν5
, (E.1)
to basic integrals. Where we use the abbreviations k3 = k1−q, k4 = k2−q and k5 = k1−k2.
The exponents a, . . . , t and the indices ν1, . . . , ν5 are assumed to be nonnegative integers
and ∆ denotes a lightlike vector with ∆2 = 0. If a mass vanishes the argument {νj , 0} of
TFI may be replaced by the index νj alone, and if some of the subsets {a, b} or {u, v, r, s, t}
of exponents vanish, we can remove this argument of the Mathematica function TFI and
use the reduced notation
TFI[d, q2, ∆q, {0, 0}, {u, v, r, s, t}, {{ν1, 0}, {ν2, m2}, . . . , {ν5, m5}}]
= TFI[d, q2, {u, v, r, s, t}, {ν1, {ν2, m2}, . . . , {ν5, m5}}] . (E.2)
In the course of reduction, all scalar products in the numerator will be eliminated. If only
scalar integrals are present, we can express all basis integrals in terms of following input
TARCER functions in Mathematica notation (keep the notation in line with the Chapter 5) :
TFI[d, q2, {{ν1, m1}, {ν2, m2}, . . . , {ν5, m5}}] =
F (d)ν1ν2ν3ν4ν5 =
1
πd
∫ ∫
ddk1d
dk2
[k21 −m21]ν1 [k22 −m22]ν2 · · · [k25 −m25]ν5
, (E.3)
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TVI[d, q2, {{ν1, m1}, {ν2, m2}, {ν3, m3}, {ν4, m4}}] =
V (d)ν1ν2ν3ν4 =
1
πd
∫ ∫
ddk1d
dk2
[k25 −m21]ν1 [k22 −m22]ν2 [k23 −m23]ν3 [k24 −m24]ν4
, (E.4)
TJI[d, q2, {{ν1, m1}, {ν2, m2}, {ν3, m3}}] =
J (d)ν1ν2ν3 =
1
πd
∫ ∫
ddk1d
dk2
[k21 −m21]ν1 [k25 −m22]ν2 [k24 −m23]ν3
, (E.5)
TJI[d, 0, {{ν1, m1}, {ν2, m2}, {ν3, m3}}] =
K(d)ν1ν2ν3 =
1
πd
∫ ∫
ddk1d
dk2
[k21 −m21]ν1 [k25 −m22]ν2 [k22 −m23]ν3
(E.6)
and
TBI[d, q2, {{ν1, m1}, {ν2, m2}}] =
B(d)ν1ν2 =
1
πd/2
∫
ddk1
[k21 −m21]ν1 [k23 −m22]ν2
, (E.7)
TAI[d, 0, {{ν1, m1}}] =
A(d)ν1 =
1
πd/2
∫
ddk1
[k21 −m21]ν1
. (E.8)
To performs the complete reduction to the set of basic integrals, TARCER use the function
TarcerRecurse. It can be applied to any expression involving the functions TFI, TVI, TJI,
TBI and TAI whose first argument is a symbol d. Its usage is as follows. In the first step the
numerator of the integrand in the TFI-integrals is simplified as far as possible by standard
manipulations until an irreducible numerator of the form (∆k1)a (∆k2)b (pk1)r (pk2)s results.
In the next step TarcerRecurse rewrites the integrals containing irreducible numerators in
terms of scalar integrals in higher space-time dimension by employing an operator T that is
a polynomial in the operator d+ representing a shift d→ d+2 in dimension and in the mass
derivatives ∂j = ∂/∂m2j , and then, using the Tarasov recurrence relations, reduced again
these integrals to scalar integrals in the original space-time dimension as was described in
Chapter 5. Once all irreducible numerators are eliminated and all integrals are reduced to
original space-time dimension d, the next step taken by the function TarcerRecurse is to
repeatedly apply the recurrence relations that reduce the exponents of the scalar propagators
in the integrals until no further reduction is possible. All recurrence relations explicitly or
implicitly given by Tarasov are implemented.
For a simple example, consider the next two-loops tadpole in the Landau gauge:
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H
H
H
G0
G0
=
3g3m6H
32m3W
∫ ∫ ddk1ddk2
(2π)d(2π)d
1
[k21 −m2H ][k21 −m2H ][k22][(k2 − k1)2]
Application of TarcerRecurse to the corresponding input form of above tadpole integral
yields:
T1 = (3e3m6
H
/32m3
W
Sin3θW) ∗ TarcerRecurse[TFI[d, 0, {{2, mH}, {1, 0}, 0, 0, {1, 0}}]]
3(d− 3)e3m4HK(d){1,mH},{1,0},{1,0}
32m3WSin
3θW
(E.9)
The function TarcerExpand inserts explicit results for some basis integrals as specified by
the option TarcerReduce. A second argument to TarcerExpand must be given in form of a
rule, like d→ 4− ε. Then an expansion of the first argument of TarcerExpand in the sole
variable specified ε around 0 will be performed.
Applying TarcerExpand to T1 yields:
TarcerExpand[T1, d→ 4− ε, 0]
e3m6H
m3WSin
3θW
(m2H)
−εS2ε
(
− 3
16ε2
− 3
32ε
− 9ζ(2)
64
− 3
64
)
(E.10)
Here Sε = eγE (d−4)/2 is used, where γE is the Euler-constant.
Let us see another example. The scalar sector of the two-loop tadpoles, this result is in
agreement with the obtained in the Chapter 6. The complete code to obtain the sum of the
17 diagrams of the scalar sector is:
$LoadPhi = False
False
$LoadTARCER = True
True
$LoadFeynArts = True
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True
<< HighEnergyPhysics`FeynCalc`
FeynArts 3.9 patched for use with FeynCalc
tp2 = CreateTopologies[2, 1→ 0,ExcludeTopologies→ Internal]
SetOptions[FourVector,FeynCalcInternal→ False]
{Dimension→ 4,FeynCalcInternal→ False}
FDT = InsertFields[tp2, S[1]→ {},ExcludeParticles→ {F, V, U}, InsertionLevel→ {Classes}];
AMP = CreateFeynAmp[FDT];
creating amplitudes at level(s) {Classes}
> Top. 1: 9 Classes amplitudes
> Top. 2: 5 Classes amplitudes
> Top. 3: 3 Classes amplitudes
in total: 17 Classes amplitudes
AMP[[1]](
Integral[q1, q2],
9EL3MH4FeynAmpDenominator
(
1
(q1)2−MH2
, 1
(q1)2−MH2
, 1
(q2)2−MH2
)
8192pi8MW3SW3
)
T1 = (9 ∗ EL∧3 ∗MH∧4/(32 ∗MW∧3 ∗ SW∧3)) ∗ TarcerRecurse[TFI[d, 0, {{1,MH}, {2,MH}, 0, 0, 0}]]
9(d−2)EL3MH2
(
A
(d)
{1,MH}
)
2
64MW3SW3
T1F = TarcerExpand[T1, d->4− ε, 0]
EL3MH6(MH2)
−ε
Sε2
MW3SW3
.
(
− 9
8ε2
− 9
16ε
− 9ζ(2)
32
− 9
32
)
AMP[[2]](
Integral[q1, q2],
3EL3MH4FeynAmpDenominator
(
1
(q1)2−MZ2
, 1
(q1)2−MZ2
, 1
(q2)2−MZ2
)
8192pi8MW3SW3
)
T2 = (3 ∗ EL∧3 ∗MH∧4/(32 ∗MW∧3 ∗ SW∧3)) ∗ (1/(4 ∗ Pi)∧d)TarcerRecurse[TFI[d, 0, {{1, 0}, {2, 0}, 0, 0, 0}]]
0
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AMP[[3]](
Integral[q1, q2],
3EL3MH4FeynAmpDenominator
(
1
(q1)2−MH2
, 1
(q1)2−MH2
, 1
(q2)2−MZ2
)
8192pi8MW3SW3
)
T3 = (3 ∗ EL∧3 ∗MH∧4/(32 ∗MW∧3 ∗ SW∧3)) ∗ (1/(4 ∗ Pi)∧d)TarcerRecurse[TFI[d, 0, {{1, 0}, {2,MH}, 0, 0, 0}]]
0
AMP[[4]](
Integral[q1, q2],
EL3MH4FeynAmpDenominator
(
1
(q1)2−MZ2
, 1
(q1)2−MZ2
, 1
(q2)2−MH2
)
8192pi8MW3SW3
)
T4 = (1 ∗ EL∧3 ∗MH∧4/(32 ∗MW∧3 ∗ SW∧3)) ∗ (1/(4 ∗ Pi)∧d)TarcerRecurse[TFI[d, 0, {{1,MH}, {2, 0}, 0, 0, 0}]]
0
AMP[[5]](
Integral[q1, q2],
EL3MH4FeynAmpDenominator
(
1
(q1)2−MW2
, 1
(q1)2−MW2
, 1
(q2)2−MW2
)
1024pi8MW3SW3
)
T5 = (1 ∗ EL∧3 ∗MH∧4/(4 ∗MW∧3 ∗ SW∧3)) ∗ (1/(4 ∗ Pi)∧d)TarcerRecurse[TFI[d, 0, {{1, 0}, {2, 0}, 0, 0, 0}]]
0
AMP[[6]](
Integral[q1, q2],
3EL3MH4FeynAmpDenominator
(
1
(q1)2−MH2
, 1
(q1)2−MH2
, 1
(q2)2−MW2
)
4096pi8MW3SW3
)
T6 = (3 ∗ EL∧3 ∗MH∧4/(16 ∗MW∧3 ∗ SW∧3)) ∗ (1/(4 ∗ Pi)∧d)TarcerRecurse[TFI[d, 0, {{1, 0}, {2,MH}, 0, 0, 0}]]
0
AMP[[7]](
Integral[q1, q2],
EL3MH4FeynAmpDenominator
(
1
(q1)2−MZ2
, 1
(q1)2−MZ2
, 1
(q2)2−MW2
)
4096pi8MW3SW3
)
T7 = (1 ∗ EL∧3 ∗MH∧4/(16 ∗MW∧3 ∗ SW∧3)) ∗ (1/(4 ∗ Pi)∧d)TarcerRecurse[TFI[d, 0, {{1, 0}, {2, 0}, 0, 0, 0}]]
0
AMP[[8]](
Integral[q1, q2],
EL3MH4FeynAmpDenominator
(
1
(q1)2−MW2
, 1
(q1)2−MW2
, 1
(q2)2−MH2
)
4096pi8MW3SW3
)
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T8 = (1 ∗ EL∧3 ∗MH∧4/(16 ∗MW∧3 ∗ SW∧3)) ∗ (1/(4 ∗ Pi)∧d)TarcerRecurse[TFI[d, 0, {{1,MH}, {2, 0}, 0, 0, 0}]]
0
AMP[[9]](
Integral[q1, q2],
EL3MH4FeynAmpDenominator
(
1
(q1)2−MW2
, 1
(q1)2−MW2
, 1
(q2)2−MZ2
)
4096pi8MW3SW3
)
T9 = (1 ∗ EL∧3 ∗MH∧4/(16 ∗MW∧3 ∗ SW∧3)) ∗ (1/(4 ∗ Pi)∧d)TarcerRecurse[TFI[d, 0, {{1, 0}, {2, 0}, 0, 0, 0}]]
0
AMP[[10]](
Integral[q1, q2],
27EL3MH6FeynAmpDenominator
(
1
(q1)2−MH2
, 1
(q1)2−MH2
, 1
(q2)2−MH2
, 1
(q2−q1)2−MH2
)
8192pi8MW3SW3
)
T10 = (27 ∗ EL∧3 ∗MH∧6/(32 ∗MW∧3 ∗ SW∧3)) ∗ TarcerRecurse[TFI[d, 0, {{2,MH}, {1,MH}, 0, 0, {1,MH}}]]
9(d−3)EL3MH4K (d)
{1,MH}{1,MH}{1,MH}
32MW3SW3
AMP[[11]](
Integral[q1, q2],
3EL3MH6FeynAmpDenominator
(
1
(q1)2−MH2
, 1
(q1)2−MH2
, 1
(q2)2−MZ2
, 1
(q2−q1)2−MZ2
)
8192pi8MW3SW3
)
T11 = (3 ∗ EL∧3 ∗MH∧6/(32 ∗MW∧3 ∗ SW∧3)) ∗ TarcerRecurse[TFI[d, 0, {{2,MH}, {1, 0}, 0, 0, {1, 0}}]]
3(d−3)EL3MH4K (d)
{1,MH}{1,0}{1,0}
32MW3SW3
T11F = TarcerExpand[T11, d->4− ε, 0]
EL3MH6SGlobal`ε
2(MH2)
−ε
MW3SW3
.
(
− 3
16ε2
− 3
32ε
− 9ζ(2)
64
− 3
64
)
AMP[[12]](
Integral[q1, q2],
EL3MH6FeynAmpDenominator
(
1
(q1)2−MZ2
, 1
(q1)2−MZ2
, 1
(q2)2−MH2
, 1
(q2−q1)2−MZ2
)
4096pi8MW3SW3
)
T12 = (1 ∗ EL∧3 ∗MH∧6/(16 ∗MW∧3 ∗ SW∧3)) ∗ TarcerRecurse[TFI[d, 0, {{2, 0}, {1,MH}, 0, 0, {1, 0}}]]
− (d−3)EL
3MH4K
(d)
{1,MH}{1,0}{1,0}
16MW3SW3
T12F = TarcerExpand[T12, d->4− ε, 0]
EL3MH6(MH2)
−ε
Sε2
MW3SW3
.
(
1
8ε2
+ 1
16ε
+ 3ζ(2)
32
+ 1
32
)
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AMP[[13]](
Integral[q1, q2],
3EL3MH6FeynAmpDenominator
(
1
(q1)2−MH2
, 1
(q1)2−MH2
, 1
(q2)2−MW2
, 1
(q2−q1)2−MW2
)
4096pi8MW3SW3
)
T13 = (3 ∗ EL∧3 ∗MH∧6/(16 ∗MW∧3 ∗ SW∧3)) ∗ TarcerRecurse[TFI[d, 0, {{2,MH}, {1, 0}, 0, 0, {1, 0}}]]
3(d−3)EL3MH4K (d)
{1,MH}{1,0}{1,0}
16MW3SW3
T13F = TarcerExpand[T13, d->4− ε, 0]]
EL3MH6(MH2)
−ε
Sε2
MW3SW3
.
(
− 3
8ε2
− 3
16ε
− 9ζ(2)
32
− 3
32
)
AMP[[14]](
Integral[q1, q2],
EL3MH6FeynAmpDenominator
(
1
(q1)2−MW2
, 1
(q1)2−MW2
, 1
(q2)2−MH2
, 1
(q2−q1)2−MW2
)
2048pi8MW3SW3
)
T14 = (1 ∗ EL∧3 ∗MH∧6/(8 ∗MW∧3 ∗ SW∧3)) ∗ TarcerRecurse[TFI[d, 0, {{2, 0}, {1,MH}, 0, 0, {1, 0}}]]
− (d−3)EL
3MH4K
(d)
{1,MH}{1,0}{1,0}
8MW3SW3
T14F = TarcerExpand[T14, d->4− ε, 0]
EL3MH6(MH2)
−ε
Sε2
MW3SW3
.
(
1
4ε2
+ 1
8ε
+ 3ζ(2)
16
+ 1
16
)
AMP[[15]](
Integral[q1, q2],
3EL3MH4FeynAmpDenominator
(
1
(q1)2−MH2
, 1
(q2)2−MH2
, 1
(q1+q2)2−MH2
)
4096pi8MW3SW3
)
T15 = (3 ∗ EL∧3 ∗MH∧4/(16 ∗MW∧3 ∗ SW∧3)) ∗ TarcerRecurse[TFI[d, 0, {{1,MH}, {1,MH}, 0, 0, {1,MH}}]]
3EL3MH4K
(d)
{1,MH}{1,MH}{1,MH}
16MW3SW3
AMP[[16]](
Integral[q1, q2],
EL3MH4FeynAmpDenominator
(
1
(q1)2−MH2
, 1
(q2)2−MZ2
, 1
(q1+q2)2−MZ2
)
4096pi8MW3SW3
)
T16 = (1 ∗ EL∧3 ∗MH∧4/(16 ∗MW∧3 ∗ SW∧3)) ∗ TarcerRecurse[TFI[d, 0, {{1,MH}, {1, 0}, 0, 0, {1, 0}}]]
EL3MH4K
(d)
{1,MH}{1,0}{1,0}
16MW3SW3
T16F = TarcerExpand[T16, d->4− ε, 0]
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EL3MH6(MH2)
−ε
Sε2
MW3SW3
.
(
− 1
8ε2
− 3
16ε
− 3ζ(2)
32
− 7
32
)
AMP[[17]](
Integral[q1, q2],
EL3MH4FeynAmpDenominator
(
1
(q1)2−MH2
, 1
(q2)2−MW2
, 1
(q1+q2)2−MW2
)
2048pi8MW3SW3
)
T17 = (1 ∗ EL∧3 ∗MH∧4/(8 ∗MW∧3 ∗ SW∧3)) ∗ TarcerRecurse[TFI[d, 0, {{1,MH}, {1, 0}, 0, 0, {1, 0}}]]
EL3MH4K
(d)
{1,MH}{1,0}{1,0}
8MW3SW3
T17F = TarcerExpand[T17, d->4− ε, 0]
EL3MH6(MH2)
−ε
Sε2
MW3SW3
.
(
− 1
4ε2
− 3
8ε
− 3ζ(2)
16
− 7
16
)
T = T1+ T11+ T12+ T13+ T14+ T16+ T17
9(d−2)EL3MH2
(
A
(d)
{1,MH}
)
2
64MW3SW3
+
3(d−3)EL3MH4K (d)
{1,MH}{1,0}{1,0}
32MW3SW3
+
3EL3MH4K
(d)
{1,MH}{1,0}{1,0}
16MW3SW3
TFP = TarcerExpand[T, d->4− ε, 0] + FullSimplify[T10+ T15]
3(3d−7)EL3MH4K (d)
{1,MH}{1,MH}{1,MH}
32MW3SW3
+
EL3MH6(MH2)
−ε
Sε2
MW3SW3
.
(
− 27
16ε2
− 39
32ε
− 45ζ(2)
64
− 63
64
)
Appendix F
Computation of D(α) and Q(α, a1, a2)
In this appendix we are going to prove that
G(d)(q2, a1, a2) = i
2
(π
i
)d 5∏
j=1
i−νj
Γ(νj)
∫ ∞
0
dαjα
νj−1
j
[D(α)]
d
2
× exp
[
i
(
Q(α, a1, a2)
D(α)
−
5∑
l=1
αl(m
2
l − iǫ)
)]
,
(F.1)
where
D(α) = α5(α1 + α2 + α3 + α4) + (α1 + α3)(α2 + α4), (F.2)
Q(α, a1, a2) = A(α, a1, a2)q
2 +B(α, a1, a2), (F.3)
with
A(α, a1, a2) = (α1 + α2)(α3 + α4)α5 + α1α2(α3 + α4) + α3α4(α1 + α2)
B(α, a1, a2) = (qa1)Q1 + (qa2)Q2 + a
2
1Q11 + a
2
2Q22 + (a1a2)Q12
and
Q1 = α3α5 + α4α5 + α2α3 + α3α4,
Q2 = α4α5 + α3α5 + α1α4 + α3α4,
−4Q11 = α2 + α4 + α5,
−4Q22 = α1 + α3 + α5,
−2Q12 = α5. (F.4)
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To compute the explicit expressions (F.2) and (F.3), we begin with the α -representation of
the integral (5.3)
G(d)(q2, a1, a2)=
∫ ∫
ddk1d
dk2
5∏
j=1
i−νj
Γ(νj)
∫ ∞
0
dαjα
νj−1
j e
iαj(k
2
j−m2j+iε) exp [ia1k1 + ia2k2] .
(F.5)
We can rewrite the above expression as
G(d)(q2, a1, a2)=
5∏
j=1
i−νj
Γ(νj)
∫ ∞
0
dαjα
νj−1
j e
i
∑5
i=1 αi(−m2i+iε)
×
∫ ∫
ddk1d
dk2 exp
[
i
5∑
i=1
αik
2
i + ia1k1 + ia2k2
]
. (F.6)
In (F.6) consider the sub-integral:
∫ ∫
ddk1d
dk2 exp
[
i
5∑
i=1
αik
2
i + ia1k1 + ia2k2
]
= (F.7)
∫
ddk1e
[iα1k21+iα3(k1−q)2+ia1k1]
∫
ddk2e
[iα2k22+α4(k2−q)2+α5(k1−k2)2+ia2k2],
where we use that k3 = k1−q, k4 = k2−q and k5 = k1−k2. The integral on the momentum
k2 is a Gaussian integral that, using the d -dimensional Gaussian integration formula (5.5),
can be put in the form:∫
ddk2e
i(Mk22+2pk2+α4q2+α5k21) = i
( π
iM
)d/2
exp
{
−i p
2
M
}
ei(α4q
2+α5k21) (F.8)
with
M = α2 + α4 + α5 ; p =
a2
2
− α5k1 − α4q.
Therefore,
∫ ∫
ddk1d
dk2 exp
[
i
5∑
i=1
αik
2
i + ia1k1 + ia2k2
]
=
i
( π
iM
)d/2 ∫
ddk1e
[iα1k21+iα3(k1−q)2+ia1k1+α5k21+α4q2] exp
{
−i p
2
M
}
. (F.9)
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After some algebra and using (5.5) we obtain
∫ ∫
ddk1d
dk2 exp
[
i
5∑
i=1
αik
2
i + ia1k1 + ia2k2
]
=
i2
( π
iM
)d/2 ( π
iN
)d/2
exp
{
−i t
2
N
}
e[i(α4+α3−α
2
4/M)q
2+i(α4α2/M)q−ia22/4M], (F.10)
with
N = α1 + α3 + α5 − α
2
5
M
; t =
1
2
(
a1 +
α5a2
M
− 2α3q − 2α4α5
M
q
)
.
By replacing (F.10) into (F.6) we find:
G(d)(q2, a1, a2) = i
2
(π
i
)d 5∏
j=1
i−νj
Γ(νj)
∫ ∞
0
dαjα
νj−1
j e
i
∑5
i=1 αi(−m2i+iε)
×
(
1
MN
)d/2
exp
{
i
(
c0 + c1q + c2q
2
)}
, (F.11)
where
c0 = a
2
1
(
− 1
4N
)
+ a22
(
− 1
4M
− α
2
5
4M2N
)
+ a1a2
(
− α5
2MN
)
,
c1 = a1
(α3
N
+
α4α5
MN
)
+ a2
(
α4
M
+
α3α5
MN
+
α4α
2
5
M2N
)
, and
c2 = α4 + α3 − α
2
4
M
− α
2
4α
2
5
M2N
− α
2
3
N
+
2α3α4α5
MN
.
Defining the function D(α) by:
D(α) = MN = (α2 + α4 + α5)
(
α1 + α3 + α5 − α
2
5
M
)
= α5(α1 + α2 + α3 + α4) + (α2 + α4)(α1 + α3), (F.12)
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and the function Q(α, a1, a2) by:
Q(α, a1, a2) = D(α)(c0 + c1q + c2q
2)
= a21
(
−M
4
)
+ a22
(
−N
4
− α
2
5
4M
)
+ a1a2
(
−α5
2
)
+
qa1 (α3M + α4α5) + qa2
(
α4N + α3α5 +
α4α
2
5
M
)
+
q2
(
α4MN + α3MN − α24N −
α24α
2
5
M
− α23M + 2α3α4α5
)
, (F.13)
it is easy to recognize that we obtained the claimed statement (F.1). In fact
G(d)(q2, a1, a2)= i
2
(π
i
)d 5∏
j=1
i−νj
Γ(νj)
∫ ∞
0
. . .
∫ ∞
0
dαjα
νj−1
j
[D(α)]
d
2
× exp
[
i
(
Q(α, a1, a2)
D(α)
−
5∑
l=1
αl(m
2
l −iǫ)
)]
,
(F.14)
where
Q(α, a1, a2) = [(α1 + α2)(α3 + α4)α5 + α1α2(α3 + α4) + α3α4(α1 + α2)]q
2
+ (qa1)Q1 + (qa2)Q2 + a
2
1Q11 + a
2
2Q22 + (a1a2)Q12,
(F.15)
and
Q1 = α3M + α4α5 = α3α5 + α4α5 + α2α3 + α3α4,
Q2 = α4N + α3α5 +
α4α
2
5
M
= α4α5 + α3α5 + α1α4 + α3α4,
−4Q11 = M = α2 + α4 + α5,
−4Q22 = N + α
2
5
M
= α1 + α3 + α5,
−2Q12 = α5. (F.16)
Appendix G
ε-Expansion of One-Loop Two-Point
Feynman Diagrams
In this appendix we will expose a geometrical way to calculate the dimensionally regulated
two-point one-loop integral (Figure G.1)
B
(d)
11 =
∫
ddp
πd/2
1
((p+ p1)2 −m21)((p+ p2)2 −m22)
(G.1)
using the Laurent expansion up to first order in ε. We begin with the usual Feynman
parametric representation for the propagators
B
(d)
11 =
∫
ddp
πd/2
∫ 1
0
∫ 1
0
dx1dx2
δ(x1 + x2 − 1)
(x1A1 + x2A2)2
, (G.2)
where
A1 = (p+ p1)
2 −m21 ; A2 = (p+ p2)2 −m22.
p + p1
p + p2
p1 − p2 p1 − p2
Figure G.1: Topology for two-point one-loop scalar integral.
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Therefore, the denominator can be written as
x1A1 + x2A2 = x1((p+ p1)
2 −m21) + x2((p+ p2)2 −m22)
= x1(p+ p1)
2 + x2(p + p2)
2 −
2∑
i=1
m2ixi. (G.3)
After some trivial algebra and using that x1 + x2 = 1 we can put the denominator in the
form:
x1A1 + x2A2 = l
2 +∆, (G.4)
where
l = (p+ p2) + x1(p1 − p2),
∆ = −x21(p1 − p2)2 + x1p21 + x1p22 − 2x1p2p1 −
2∑
i=1
m2ixi,
= x1x2(p1 − p2)2 −
2∑
i=1
m2ixi.
Defining k12 = (p1 − p2) we have for ∆:
∆ =
2∑
j=1,j<l
2∑
l=1
xjxlk
2
jl −
2∑
i=1
xim
2
i . (G.5)
In this way, the integral (G.2) can be put in the form:
B
(d)
11 =
∫ 1
0
∫ 1
0
dx1dx2
∫
ddl
πd/2
δ(x1 + x2 − 1)
[l2 +∆]2
,
= Γ
(
2− d
2
)∫ 1
0
∫ 1
0
2∏
i=1
dxi
δ(
∑2
j=1 xj − 1)
∆2−d/2
. (G.6)
Now, using
∑2
i=1 xi = 1 can be rewriting ∆ in a homogeneous form,
∆ = x1x2k
2
12 − (x1 + x2)(x1m1 + x2m2)
= −(x21m21 + x22m22)− 2x1x2
(m21 +m
2
2 − k212)
2m1m2
m1m2
= −
[
2∑
i=1
x2im
2
i + 2
2∑
j=1,j<l
2∑
l=1
xjxlmjmlcjl
]
, (G.7)
where cjl =
m2j +m
2
l − k2jl
2mjml
, i.e.
k2jl = m
2
j +m
2
l − 2mjmlcjl. (G.8)
APPENDIX G 153
M
τ12
m1
m2
K12
M
1
2
τ12
(a) (b)
Figure G.2: Two-point case: (a) the basic triangle and (b) the arc τ12 [103]
In the region between k2jl = (mj−ml)2 and k2jl = (mj+ml)2, we have |cjl| < 1, and therefore
in this region cjl can be understood as cosines of some angles τjl,
cjl = cos τjl =
{
1, k2jl = (mj −ml)2
−1, k2jl = (mj +ml)2 . (G.9)
The corresponding angles τjl are
τjl = arccos(cjl) = arccos
(
m2j +m
2
l − k2jl
2mjml
)
=
{
0, k2jl = (mj −ml)2
π, k2jl = (mj +ml)
2 . (G.10)
Then the expression (G.8) is just the law of cosines represented geometrically by the Fig-
ure G.2. If we plot the height of the triangle on the Figure G.2 (a) and we call it m0, we
obtain the two right triangles:
m1 m0 m0 m2
β
τ02τ01
α
so that
sinτ12
k12
=
sinβ
m1
=
m0
m1m2
, (G.11)
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therefore m0 =
m1m2sinτ12
k12
. By other side, we have the additional relations
cosτ01 =
m0
m1
; cosτ02 =
m0
m2
. (G.12)
After apply the above substitutions and evaluate the delta function, the integral (G.6)
becomes:
B
(d)
11 = Γ
(
2− d
2
)∫ 1
0
dx1
1
[x21m
2
1 + (1− x1)2m22 + 2x1(1− x1)m1m2c12]2−
d
2
. (G.13)
The denominator ∆ must be modified again in a convenient way:
∆ = x21(m
2
1 +m
2
2 − 2m1m2c12) + x1(2(m1m2c12 −m22)) +m22
= (x1 − x+)(x1 − x−) (G.14)
where
x± =
−b2 ±
√
b2 − 4k212m22
2k212
, (G.15)
with b = 2(m1m2c12−m22) = m21−m22− k212. The discriminant D2 = b2− 4k212m22 is just
the well known Kallen’s function
D2 = λ(m21, m
2
2, k
2
12) = m
4
1 +m
4
2 + k
4
12 − 2(m21m22 +m21k212 +m22k212).
Using that sin2τ12 = 1− cos2τ12, one can easily show that
m21m
2
2sin
2τ12 =
−λ(m21, m22, k212)
4
.
Employing the equation (G.11) we find
λ(m21, m
2
2, k
2
12) = −4m20k212.
Thus, we have two complex roots:
x± =
k212 +m
2
2 −m21
2k212
± im0
k12
.
Now, we rewrite the denominator as
∆ = (x1 − x+)(x1 − x−) = (a + ib)(a− ib) = a2 + b2, (G.16)
where
a = x1 − k
2
12 +m
2
2 −m21
2k212
; b =
m0
k12
.
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If we make the substitution a = btanθ, then dx1 = m0k12 sec
2θdθ, ∆ = m
2
0
k212
cos−2θ and the
integral (G.13) becomes
B
(d)
11 = Γ
(
2− d
2
)(
m0
k12
)d−3 ∫ θ2
θ1
dθ
dθ
cosd−2θ
. (G.17)
To understood the integration limits in the above equation we use the substitution
tanθ =
x1 − ((k212 +m22 −m21)/2k212)
m0/k12
.
When x1 = 0 , θ = θ1
∴ tanθ1 = −k
2
12 +m
2
2 −m21
2m0k12
= − tanτ02. (G.18)
When x1 = 1 , θ = θ2
∴ tanθ2 = −k
2
12 −m22 +m21
2m0k12
= tanτ01. (G.19)
In this way
B
(d)
11 = Γ
(
2− d
2
)(
m0
k12
)d−3 ∫ τ01
−τ02
dθ
dθ
cosd−2θ
. (G.20)
That can be written finally as:
B
(d)
11 = Γ
(
2− d
2
)(
m0
k12
)d−3 {
Ω
(2;d)
1 + Ω
(2;d)
2
}
, (G.21)
where
Ω
(2;d)
i =
∫ τ0i
0
dθ
cosd−2θ
. (G.22)
The integral Ω(2;d)i is known in terms of hypergeometric functions [103]. Expanding, we get:∫ τ
0
dθ
cosd−2 θ
=
∞∑
j=0
(4− d)j
j!
∫ τ
0
dθ
cos2 θ
lnj(cos θ) =
∞∑
j=0
(d− 4)j
j!
fj(τ), (G.23)
where
fj(τ) ≡ (−1)j
∫ τ
0
dθ
cos2 θ
lnj(cos θ). (G.24)
The three first lowest terms of the expansion are [103]
f0(τ) = tan τ, (G.25)
f1(τ) = − tan τ ln(cos τ)− tan τ + τ, (G.26)
f2(τ) = tan τ
[
ln2(cos τ)+2 ln(cos τ)+2
]− 2τ(1−ln 2)− Cl2 (π−2τ) . (G.27)
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The Clausen function of order 2 Cl2(x) has the following integral representation
Cl2(x) = −
∫ x
0
log
(
2 sin
t
2
)
dt, (G.28)
and satisfies the following relations
Cl2 (θ) = −2L
(
π − θ
2
)
+ (π − θ) ln 2, L(θ) = −1
2
Cl2 (π − 2θ) + θ ln 2, (G.29)
with L(θ) the Lobachevsky function, defined in equation (H.42) of Appendix H. If we con-
sider dilogarithm of a general complex argument, the Clausen function is related to the
imaginary part of the dilogarithm:
Cl2(θ) = Im
[
Li2
(
eiθ
)]
=
1
2
[Cl2(2θ) + Cl2(2ω) + Cl2(2ξ)] (G.30)
with tanω = sinθ/(1−cosθ) and ξ = π−θ−ω. More detailed information about dilogarithm
and related functions can be found in [118].
Appendix H
Evaluation of J
(d)
111(q
2 = 0)
In this appendix we solve the integral J (d)111(0) (with three different masses m
2
1 = x, m
2
2 = y
and m23 = z) using the Tarasov method exposed in Chapter 5, in conjunction with the
method of characteristics used in [16] by C. Ford and I. Jack.
We start from the Tarasov identity (5.29) applied to J (d)111(0) for a particular election of
parameters xl:
0 =
∫ ∫
ddk1 d
dk2
2∑
r=1
∂
∂kµr
[
kµ1 − kµ2
(k21 − x)(k22 − y)((k1 + k2)2 − z)
]
. (H.1)
From Equation (H.1) it follows that
(d− 3)J (d)111 + κ(x, y, z)− 2xJ (d)211 − (z + x− y)J (d)112 = (H.2)
(d− 3)J (d)111 − κ(x, y, z)− 2yJ (d)121 − (y + z − x)J (d)112
where
κ(x, y, z) = −A(d)2 (z)(A(d)1 (x)− A(d)1 (y)).
Now from Equation (H.2) and similar equations produced by (x, y, z) cyclic permutations,
we obtain the system of equations:
κ(x, y, z) = xJ
(d)
211 − yJ (d)121 + (x− y)J (d)112
κ(y, z, x) = yJ
(d)
211 − zJ (d)121 + (y − z)J (d)112
κ(z, x, y) = zJ
(d)
211 − xJ (d)121 + (z − x)J (d)112 (H.3)
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The α-parametric representation G(d)(0, 0, 0) given by the relation (F.1) shows that J (d)111(0)
is invariant under cyclic permutations of the masses (x, y, z). Therefore, if we perform the
sum of the three equations in (H.3), we obtain
(y − z)J211 + (z − x)J121 + (x− y)J112 = K(x, y, z), (H.4)
where we has defined
K(x, y, z) = κ(x, y, z) + κ(y, z, x) + κ(z, x, y).
Using the expansion (5.65) for A(d)1 and his first derivative
A
(d)
2 (z) =
∂A1(z)
∂z
= iΓ(2− d
2
)(z)
d
2
−2, (H.5)
is easy obtain the explicit value of K(x, y, z). The expansion obtained is:
K(x, y, z) = −Γ(2− d
2
)Γ(1− d
2
) (H.6)
× [(zx)d/2−2(z − x) + (xy)d/2−2(x− y) + (yz)d/2−2(y − z)] .
To solve the first-order partial differential equation (H.4) we use the method of characteristic
described in Chapter 2. If a particular parametrization t of the curves is fixed, the equations
of the characteristic curve is the system of ordinary differential equations:
dt =
dx
y − z =
dy
z − x =
dz
x− y =
dJ111
K
, (H.7)
subject to initial conditions x = X, y = Y and z = 0 (at t = 0), where we will suppose
without loss of generality that X ≥ Y . We then have:
J111(x, y, z) = J111(X, Y, 0) +
∫ t
0
dt′K(x(t′), y(t′), z(t′)). (H.8)
Using equation (H.4) and equation (H.7), we can rewrite equation (H.8) as
J111(x, y, z) = J111(X, Y, 0)− Γ′
[∫ x
X
dx (yz)
d
2
−2 +
∫ y
Y
dy (zx)
d
2
−2 +
∫ z
0
dz (xy)
d
2
−2
]
, (H.9)
where
Γ′ = Γ(2− d
2
)Γ(1− d
2
).
From characteristic equations (H.7) it follows that for all t
x2 + y2 + z2 = d2 = X2 + Y 2 (H.10)
x+ y + z = c = X + Y (H.11)
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where c and d are constants. Squaring c we obtain
c2 − d2 = 2xy + 2yz + 2xz = 2(x+ y + z)z − 2z2 + 2xy = 2cz − 2z2 + 2xy, (H.12)
therefore,
xy = z2 − cz + 1
2
(c2 − d2) = z2 − cz + c
2
4
−
(
d2
2
− c
2
4
)
=
( c
2
− z
)2
−
(
d2
2
− c
2
4
)
= s2 − a2, (H.13)
where
s =
c
2
− z ; a =
√
d2
2
− c
2
4
=
1
2
(X − Y ) = 1
2
(x2 + y2 + z2 − 2xy − 2yz − 2zx) 12 .
(H.14)
Similar equations for yz and zx are satisfied. Making the variable change (H.14) (at z = 0,
s = c/2 and at z = z → s = c/2− z) hence equation (H.9) becomes
J111(x, y, z) = J111(X, Y, 0)− Γ′
[(∫ x− c
2
a
+
∫ a
c
2
−y
+
∫ c
2
c
2
−z
)
ds (s2 − a2) d2−2
]
. (H.15)
We must evaluate J111(X, Y, 0). By elementary methods it is also tricky to evaluate, hence
we employ the method of characteristics once again. J111(X, Y, 0) satisfies the PDE
K(X, Y, 0) = Y J211 −XJ121. (H.16)
Thereby, we most solve the ODE’s system
dt =
dX
Y
= −dY
X
=
dJ111(X, Y, 0)
K
, (H.17)
subject to initial conditions Y = 0 and X = X − Y at t = 0. The general solution is:
J111(X, Y, 0) = J111(X − Y, 0, 0) +
∫ t
0
dt′K(X(t′), Y (t′), 0), (H.18)
where
K(X, Y, 0) = −Γ′
{
(XY )
d
2
−2(X − Y )
}
.
Using the equation (H.17), the integral J111(X, Y, 0) can be written as:
J111(X, Y, 0) = J111(X − Y, 0, 0) + Γ′
[∫ Y
0
dY (XY )
d
2
−2 +
∫ X
X−Y
dX (XY )
d
2
−2
]
. (H.19)
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In this case
XY =
1
2
(c2 − d2) = 1
4
c2 −
(
d2
2
− c
2
4
)
= s2 − a2, (H.20)
with
s =
c
2
=
X + Y
2
; a =
√
d2
2
− c
2
4
=
1
2
(X − Y ). (H.21)
Making the variables change given by the l.h.s. of (H.21), the integrals in equation (H.19)
transforms in∫ Y
0
dY (XY )
d
2
−2 +
∫ X
X−Y
dX (XY )
d
2
−2 −→ 2
∫ 1
2
(X+Y )
X
2
ds (s2 − 1
4
(X − Y )2) d2−2 (H.22)
=
∫ 1
2
(X+Y )
1
2
(X−Y )
ds (s2 − 1
4
(X − Y )2) d2−2.
Therefore, we finally obtain
J111(X, Y, 0) = J111(X − Y, 0, 0) + Γ′
∫ 1
2
(X+Y )
1
2
(X−Y )
ds
[
s2 − 1
4
(X − Y )2]d2−2. (H.23)
Substituting equation (H.23) in equation (H.15) and using equation (H.11) and equation
(H.14) we obtain
J111(x, y, z) = J111(X − Y, 0, 0)− Γ′
[(∫ x− c
2
a
+
∫ a
c
2
−
∫ c
2
−y
a
−
∫ c
2
−z
c
2
)
ds (s2 − a2) d2−2
]
= J111(2a, 0, 0) + Γ
′
[
F (
c
2
− y) + F ( c
2
− z)− F (x− c
2
)
]
, (H.24)
where
F (w) =
∫ w
a
ds (s2 − a2) d2−2. (H.25)
Since J111(2a, 0, 0) can be evaluated by elementary methods, we have reduced the problem
to a single integral, F (w). However equation (H.24) is only valid in the region a2 ≥ 0. In
the region a2 ≤ 0, it is possible to derive the following form of the solution:
J111(x, y, z) = −J111(2b, 0, 0) sin πd
2
+ Γ′
[
G(
c
2
− x) +G( c
2
− y) +G( c
2
− z)
]
(H.26)
where
G(w) =
∫ w
0
ds (s2 + b2)
d
2
−2 and b2 = −a2. (H.27)
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Note that for a2 = 0, which in x, y, z space is a cone with its apex at the origin, the integral
is trivial. By other side, the integral J111(m, 0, 0) can be computed using the standard
Feynman parameters
1
[k22 − y][(k1 + k2)2 − z]
=
∫ 1
0
dx
1
[x((k1 + k2)2 − z) + (1− x)(k22 − y)]2
, (H.28)
therefore
J111(m, 0, 0) =
1
πd
∫
ddk1
[∫ 1
0
dx
∫
ddl
1
[l2 −∆]2
]
1
(k21 −m)
, (H.29)
where we make the substitutions l = k2 + k1x and ∆ = k21x(x − 1). Solving the integral
between brackets and using the relations
1
(k21 −m)2(k21)2−d/2
=
∫ 1
0
dw
w1−d/2
[wk21 + (1− w)(k21 −m)]3−d/2
× Γ(3− d/2)
Γ(2− d/2)Γ(1) , (H.30)
we obtain
J111(m, 0, 0) =
1
πd
∫ 1
0
dx
iπd/2Γ(2− d/2)
Γ(2)
(
1
x(x− 1)
)2−d/2
×
∫ 1
0
dw
∫
ddk1
w1−d/2
[k21 − (1− w)m]3−d/2
Γ(3− d/2)
Γ(2− d/2)Γ(1) . (H.31)
Recalling that∫
ddk1
1
[k21 − (1− w)m]3−d/2
= πd/2
(−1)3−d/2iΓ(3− d)
Γ(3− d/2)
(
1
(1− w)m
)3−d
(H.32)
we find after some algebra:
J111(m, 0, 0) = −Γ(3− d)
∫ 1
0
dxxd/2−2(1− x)d/2−2
∫ 1
0
dww1−d/2(1− w)d−3
(
1
m
)3−d
.
(H.33)
But the Beta function is defined by
B(α, β) =
∫ 1
0
dzzα−1(1− z)β−1, (H.34)
and satisfies the important relation
B(α, β) =
Γ(α)Γ(β)
Γ(α + β)
; α, β > 0, (H.35)
then we can easily find that
J111(m, 0, 0) = −
Γ(2− d
2
)Γ(3− d)Γ(d
2
− 1)2
Γ(d
2
)
(
m
)d−3
. (H.36)
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Using the equation (H.36) and writing
(s2 + b2)
d
2
−2 = 1 + (
d
2
− 2) ln(s2 + b2) + 1
2
(d/2− 2)2 ln2(s2 + b2) + ... (H.37)
we obtain from equation (H.26) that
J111(x, y, z) = +
c
2(d/2− 2)2 +
1
(d/2− 2)
(3c
2
− L1
)
+
1
2
[
L2 − 6L1 + (y + z − x)lnylnz
+ (z + x− y)lnzlnx+ (y + x− z)lnylnx+ ξ(x, y, z) + c(7 + ζ(2))
]
(H.38)
where
Lm = xln
m
x+ yln
m
y + zln
m
z, (H.39)
with
lnX = lnX + γ, (H.40)
and
ξ(x, y, z) = 8b
[
L(θx) + L(θy) + L(θz)− π
2
ln 2
]
. (H.41)
L(t) is Lobachevsky’s function [103], defined as
L(t) = −
∫ t
0
dx ln cos x. (H.42)
The angles θx, θy, θz are given by
θx = tan
−1( c2 − x
b
)
etc. (H.43)
Equation (H.41) is valid only in the region a2 ≤ 0 (ie. inside the cone). For a2 > 0, we
obtain from equation (H.24) a result identical to equation (H.38) except that now
ξ(x, y, z) = 8a [−M(−θx) +M(θy) +M(θz)] (H.44)
where
M(t) = −
∫ t
0
dx ln sinh x (H.45)
and θx, θy, θz are given by
θx = coth
−1( c2 − x
a
)
. (H.46)
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