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Abstract In this paper we develop random block coordinate gradient descent
methods for minimizing large scale linearly constrained separable convex prob-
lems over networks. Since we have coupled constraints in the problem, we devise
an algorithm that updates in parallel τ ≥ 2 (block) components per iteration.
Moreover, for this method the computations can be performed in a distributed
fashion according to the structure of the network. However, its complexity per
iteration is usually cheaper than of the full gradient method when the number of
nodes N in the network is large. We prove that for this method we obtain in expec-
tation an ǫ-accurate solution in at most O(Nτǫ ) iterations and thus the convergence
rate depends linearly on the number of (block) components τ to be updated. For
strongly convex functions the new method converges linearly. We also focus on
how to choose the probabilities to make the randomized algorithm to converge
as fast as possible and we arrive at solving a sparse SDP. Finally, we describe
several applications that fit in our framework, in particular the convex feasibility
problem. Numerically, we show that the parallel coordinate descent method with
τ > 2 accelerates on its basic counterpart corresponding to τ = 2.
1 Introduction
The performance of a network composed of interconnected subsystems can be im-
proved if the traditionally separated subsystems are optimized together. Recently,
coordinate descent methods have emerged as a powerful tool for solving large data
network problems: e.g. resource allocation [7,17], coordination in multi-agent sys-
tems [5, 7, 18], estimation in sensor networks or distributed control [10], image
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processing [3,4,19] and other areas [6,13,15]. The problems we consider in this pa-
per have the following features: the size of data is big so that usual methods based
on whole gradient computations are prohibitive. Moreover the incomplete structure
of information (e.g. the data are distributed over the nodes of the network, so that
at a given time we need to work only with the data available then) may also be
an obstacle for whole gradient computations. In this case, an appropriate way to
approach these problems is through coordinate descent methods. These methods
were among the first optimization methods studied in literature but until recently
they haven’t received much attention.
The main differences in all variants of coordinate descent methods consist in the
criterion of choosing at each iteration the coordinate over which we minimize the
objective function and the complexity of this choice. Two classical criteria used
often in these algorithms are the cyclic and the greedy coordinate descent search,
which significantly differs by the amount of computations required to choose the
appropriate index. For cyclic coordinate search estimates on the rate of conver-
gence were given recently in [2], while for the greedy coordinate search (e.g. Gauss-
Southwell rule) the convergence rate is given e.g. in [16]. One paper related to our
work is [1], where a 2-coordinate greedy descent method is developed for minimiz-
ing a smooth function subject to a single linear equality constraint and additional
bound constraints on the decision variables. Another interesting approach is based
on random choice rule, where the coordinate search is random. Recent complex-
ity results on random coordinate descent methods for smooth convex objective
functions were obtained in [7, 12]. The extension to composite convex objective
functions was given e.g. in [8, 14]. These methods are inherently serial. Recently,
parallel and distributed implementations of coordinate descent methods were also
analyzed e.g. in [6, 9, 10, 15].
Contributions: In this paper we develop random block coordinate gradient descent
methods suited for large optimization problems in networks where the information
cannot be gather centrally, but rather it is distributed over the network. Moreover,
in our paper we focus on optimization problems with linearly coupled constraints
(i.e. the constraint set is coupled). Due to the coupling in the constraints we
introduce a τ ≥ 2 block variant of random coordinate gradient descent method,
that involves at each iteration the closed form solution of an optimization problem
only with respect to τ block variables while keeping all the other variables fixed.
Our approach allows us to analyze in the same framework several methods: full
gradient, serial random coordinate descent and any parallel random coordinate
descent method in between. For this method we obtain for the expected values of
the objective function a convergence rate O( Nτk ), where k is the iteration counter
and N is the number of nodes in the network. Thus, the theoretical speedup in
terms of the number of iterations needed to approximately solve the problem, as
compared to the basic method corresponding to τ = 2, is an expression depending
on the number of components τ to be updated (processors) and for a complete
network the speedup is equal to τ (number of components updated). This result
also shows that the speedup achieved by our method on the class of separable
problems with coupling constraints is the same as for separable problems without
coupling constraints. For strongly convex functions we prove that the new method
converges linearly. We also focus on how to choose the probabilities to make the
randomized algorithm to converge as fast as possible and we arrive at solving
sparse SDPs. While the most obvious benefit of randomization is that it can lead
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to faster algorithms, either in worst case complexity analysis and/or numerical
implementation, there are also other benefits of our algorithm that are at least as
important: e.g., the use of randomization leads to a simpler algorithm that is easier
to analyze, produces a more robust output and can often be organized to exploit
modern computational architectures (e.g distributed and parallel computers).
Contents: The paper is organized as follows. In Section 2 we introduce our opti-
mization model and assumptions. In Section 3 we propose a random block coor-
dinate descent algorithm and derive the convergence rate in expectation. Section
4 provides means to choose optimally the probability distribution. In Section 5
we discuss possible applications and we conclude with some preliminary numerical
results in Section 6.
Notation: We work in the space RN composed by column vectors. For x, y ∈
R
N denote the standard Euclidian inner product 〈x, y〉 = xT y and the Euclidian
norm ‖x‖ = 〈x, x〉1/2. For symmetric matrices X,Y we consider the inner product
〈X,Y 〉 = trace(XY ). We use the same notation 〈·, ·〉 and ‖·‖ for spaces of different
dimension. We define the partition of the identity matrix: IN = [e1 · · · eN ], where
ei ∈ RN . Then, for any x ∈ RN we write x =∑i eixi. Moreover, Dx denotes the
diagonal matrix with the entries x on the diagonal and x−1 = [x−11 · · ·x−1N ]T . We
denote with e ∈ RN the N−dimensional vector with all entries equal to one. For
a positive semidefinite matrix W ∈ RN×N we consider the following order on its
eigenvalues 0 ≤ λ1 ≤ · · · ≤ λN and ‖x‖2W = xTWx.
2 Problem formulation
We consider large data network optimization problems where each agent in the
network is associated with a local variable so that their sum is fixed and we need
to minimize a separable convex objective function:
f∗ = min
xi∈R
f1(x1) + · · ·+ fN (xN )
s.t.: x1 + · · ·+ xN = 0.
(1)
For convenience, we will focus on scalar convex functions fi : R → R, i.e. xi ∈ R,
in the optimization model (1). However, our results can be easily extended to the
block case, when xi ∈ Rn, with n ≥ 1, using the Kronecker product. Moreover,
constraints of the form α1x1 + · · · + αNxN = b, where xi ∈ Rn and αi ∈ R, can
be easily handled in our framework by a change of coordinates.
Optimization problems with linearly coupled constraints (1) arise in many areas
such as resource allocation [7, 17], coordination in multi-agent systems [5, 7, 18],
image processing [3, 4, 10, 19] and other areas [6, 13, 15]. For problem (1) we asso-
ciate a network composed of several nodes [N ] = {1, · · · , N} that can exchange
information according to a communication graph G = ([N ],E), where E denotes
the set of edges, i.e. (i, j) ∈ E ⊆ [N ]× [N ] models that node j sends information
to node i. We assume that the graph G is undirected and connected. For an integer
τ ≥ 2, we also define with Pτ the set of paths of τ vertices in the graph. Note
that we have at most
(
τ
N
)
paths of τ vertices in a graph. The local information
structure imposed by the graph G should be considered as part of the problem
formulation.
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Our goal is to devise a distributed algorithm that iteratively solves the convex
problem (1) by passing the estimate of the optimizer only between neighboring
nodes along paths of τ vertices. There is great interest in designing such distributed
and parallel algorithms, since centralized algorithms scale poorly with the number
of nodes and are less resilient to failure of the central node. We use the notation:
x = [x1 · · ·xN ]T and f(x) = f1(x1) + · · ·+ fN (xN ).
Let us define the extended subspace S ⊆ RN and its orthogonal complement
T ⊆ RN :
S =
{
x :
N∑
i=1
xi = 0
}
, T = {u : u1 = · · · = uN}.
The basic assumption considered in this paper is:
Assumption 2.1 We assume that each function fi is convex and has Lipschitz
continuous gradient with constants Li > 0, i.e. the following inequality holds:
‖∇fi(xi)−∇fi(yi)‖ ≤ Li‖xi − yi‖ ∀xi, yi ∈ R. (2)
From the Lipschitz property of the gradient (2), the following inequality holds for
all xi, di ∈ R [11]:
fi(xi + di) ≤ fi(xi) + 〈∇fi(xi), di〉+ Li
2
‖di‖2. (3)
We denote with X∗ the set of optimal solutions for problem (1). Note that x∗ is
optimal solution for (1) if and only if:
N∑
i=1
x∗i = 0, ∇fi(x∗i ) = ∇fj(x∗j ) ∀i 6= j ∈ [N ].
3 Random coordinate descent algorithms
In this section we devise randomized block coordinate gradient descent algorithms
for solving the separable convex problem (1) and analyze their convergence. Since
we have coupled constraints in the problem, the algorithm has to update in parallel
τ ≥ 2 components per iteration. Usually, the algorithm can be accelerated by
parallelization, i.e. by using more than one pair of coordinates per iteration. Our
approach allows us to analyze in the same framework several methods: full gradient
(τ = N), serial random coordinate descent (τ = 2) and any parallel random
coordinate descent method in between (< 2τ < N). Let us fix N ≥ τ ≥ 2 and we
denote with N ∈ Pτ a path of τ vertices in the connected undirected graph G. We
also assume available a probability distribution pN over the set Pτ of paths of τ
vertices in the graph G. Then, we can derive a randomized τ coordinate descent
algorithm where we update at each iteration only τ coordinates in the vector x.
Let us define N = (i1, · · · iτ ) ∈ Pτ , with il ∈ [N ], sN = [si1 · · · siτ ]T ∈ Rτ ,
LN = [Li1 · · ·Liτ ]T ∈ Rτ and ∇fN = [∇fi1 · · · ∇fiτ ]T ∈ Rτ . Under assumption
(2) the following inequality holds:
f(x+
∑
i∈N
eisi) ≤ f(x) + 〈∇fN (x), sN 〉+ 1
2
‖sN‖2DLN . (4)
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Based on the inequality (4) we can devise a general randomized τ coordinate
descent algorithm for problem (1), let us call it RCDτ . Given an x in the feasible
set S, we choose the coordinate τ -tuple N ∈ Pτ with probability pN . Let the next
iterate be chosen as follows:
x+ = x+
∑
i∈N
eidi,
i.e. we update τ components in the vector x, where the direction dN is determined
by requiring that the next iterate x+ to be also feasible for (1) and minimizing
the right hand side in (4), i.e.:
dN = arg min
sN :
∑
i∈N si=0
f(x) + 〈∇fN (x), sN 〉+ 1
2
‖sN‖2DLN
or explicitly, in closed form:
di =
1
Li
∑
j∈N
1
Lj
(∇fj(xj)−∇fi(xi))∑
j∈N
1
Lj
∀i ∈ N .
In conclusion, we obtain the following randomized τ coordinate gradient descent
method:
Algorithm RCDτ
1. choose τ -tuple Nk = (ik1 , · · · ikτ ) with probability pN
2. set xk+1i = x
k
i ∀i /∈ Nk and xk+1i = xki + dki ∀i ∈ Nk.
Clearly, algorithm RCDτ is distributed since only neighboring nodes along a path
in the graph need to communicate at each iteration. Further, at each iteration
only τ components of x are updated, so that our method has low complexity per
iteration. Finally, in our algorithm we maintain feasibility at each iteration, i.e.
xk1 + · · · + xkN = 0 for all k ≥ 0. The random choice of coordinates makes the
algorithm adequate for parallel and distributed implementations and thus more
flexible than greedy coordinate descent methods [1, 16]. In particular, for τ = 2,
we choose one pair of connected nodes (ik, jk) ∈ E with some given probability
pikjk and obtain the following basic iteration:
xk+1 = xk +
1
Lik + Ljk
(eik − ejk)
(
∇fjk(xkjk)−∇fik(xkik)
)
.
Note that our algorithm belongs to the class of center-free methods (in [17] the
term center-free refers to the absence of a coordinator) with the following iteration:
xk+1i = x
k
i +
∑
j∈N
wkij
(
∇fj(xkj )−∇fi(xki )
)
∀i ∈ [N ], (5)
with appropriate weights wkij . Based on the inequality (4) and the optimality
conditions for the subproblem corresponding to dN , the following decrease in the
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objective function values can be derived:
f(x+) ≤ f(x)−
∑
i∈N
∣∣∣∑j∈N 1Lj (∇fj(xj)−∇fi(xi))
∣∣∣2
2Li(
∑
j∈N
1
Lj
)2
= f(x)− 1
2
∇f(x)TGN∇f(x),
where the matrix GN is defined as follows:
GN = D
−1
LN
− 1∑
i∈N 1/Li
L−1N (L
−1
N )
T , (6)
where, with an abuse of notation, LN ∈ RN denotes the vector with components
zero outside the index set N and components Li for i ∈ N . Therefore, taking the
expectation over the random τ -tuple N ∈ Pτ , we obtain the following inequality:
E[f(x+) | x] ≤ f(x)− 1
2
∇f(x)TGτ∇f(x), (7)
where Gτ =
∑
N∈Pτ pNGN and can be interpreted as a weighted Laplacian for
the graph G. From the decrease in the objective function values given above,
it follows immediately that the matrix Gτ is positive semidefinite and has an
eigenvalue λ1(Gτ ) = 0 with the corresponding eigenvector e ∈ T . Since the graph is
connected, it also follows that the eigenvalue λ1(Gτ ) = 0 is simple, i.e. λ2(Gτ ) > 0.
On the extended subspace S we now define a norm that will be used subsequently
for measuring distances in this subspace. We define the primal “norm” induced by
the positive semidefinite matrix Gτ as:
‖u‖Gτ =
√
uTGτu ∀u ∈ RN .
Note that ‖u‖Gτ = 0 for all u ∈ T and ‖u‖Gτ > 0 for all u ∈ Rn \ T . On the
subspace S we introduce its extended dual norm:
‖x‖∗Gτ = max
u∈RN :‖u‖Gτ≤1
〈x, u〉 ∀x ∈ S.
Using the definition of conjugate norms, the Cauchy-Schwartz inequality holds:
〈u, x〉 ≤ ‖u‖G2 · ‖x‖∗G2 ∀x ∈ S, u ∈ RN .
Let us define the average value: uˆ = 1N
∑N
i=1 ui. Then, the dual norm can be
computed for any x ∈ S as follows:
‖x‖∗Gτ = max
u∈RN : 〈Gτu,u〉≤1
〈x, u〉 = max
u:〈Gτ (u−uˆe),u−uˆe〉≤1
〈x, u− uˆe〉
= max
u:〈Gτu,u〉≤1,
∑
N
i=1
ui=0
〈x, u〉 = max
u:〈Gτu,u〉≤1,eTu=0
〈x, u〉
= max
u:〈Gτu,u〉≤1,uT eeTu≤0
〈x, u〉
= min
ν,µ≥0
max
u∈RN
[〈x, u〉+ µ(1− 〈Gτu, u〉)− ν〈eeTu, u〉]
= min
ν,µ≥0
µ+ 〈(µGτ + νeeT )−1x, x〉 = min
ν≥0
min
µ≥0
[µ+
1
µ
〈(Gτ + ν
µ
eeT )−1x, x〉]
= min
ζ≥0
√
〈(Gτ + ζeeT )−1x, x〉.
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In conclusion, we obtain an extended dual norm that is well defined on subspace S:
‖x‖∗Gτ = min
ζ≥0
√
〈(Gτ + ζeeT )−1 x, x〉 ∀x ∈ S. (8)
Using the eigenvalue decomposition of the positive semidefinite matrix Gτ =
Ξdiag(0, λ2, · · · , λN )ΞT , where λi are its positive eigenvalues and Ξ = [e ξ2 · · · ξN ]
such that 〈e, ξi〉 = 0 for all i, then:
(Gτ + ζee
T )−1 = Ξdiag(ζ‖e‖2, λ2, · · · , λN )−1ΞT .
From (8) it follows immediately that our defined norm has the following closed
form expression:
‖x‖∗Gτ =
√
xTG+τ x ∀x ∈ S, (9)
where G+τ = Ξdiag(0,
1
λ2
, · · · , 1λN )Ξ
T denotes the pseudoinverse of the matrixGτ .
3.1 Convergence rate: smooth case
In order to estimate the rate of convergence of our algorithm in the smooth case
(Assumption 2.1) we introduce the following distance that takes into account that
our algorithm is a descent method:
R(x0) = max
{x∈S:f(x)≤f(x0)}
min
x∗∈X∗
‖x− x∗‖∗Gτ ,
which measures the size of the level set of f given by x0. We assume that this
distance is finite for the initial iterate x0. After k iterations of the algorithm, we
generate a random output (xk, f(xk)), which depends on the observed implemen-
tation of random variable:
ηk = (N0, · · · ,Nk).
Let us define the expected value of the objective function w.r.t. ηk:
φk = E
[
f(xk)
]
.
We now prove the main result of this section, i.e. sublinear convergence in mean
for the smooth convex case:
Theorem 3.1 Let Assumption 2.1 hold for the optimization problem (1) and the
sequence (xk)k≥0 be generated by algorithm RCDτ . Then, we have the following
sublinear rate of convergence for the expected values of the objective function:
φk − f∗ ≤ 2R
2(x0)
k
. (10)
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Proof Recall that all our iterates are feasible, i.e. xk ∈ S. From convexity of f and
the definition of the norm ‖ · ‖Gτ on the subspace S, we get:
f(xl)− f∗ ≤ 〈∇f(xl), xl − x∗〉 ≤ ‖xl − x∗‖∗Gτ ‖∇f(xl)‖Gτ
≤ R(x0) · ‖∇f(xl)‖Gτ ∀l ≥ 0.
Combining this inequality with (7), we obtain:
f(xl)− E
[
f(xl+1) | xl
]
≥ (f(x
l)− f∗)2
2R2(x0) ,
or equivalently
E
[
f(xl+1) | xl
]
− f∗ ≤ f(xl)− f∗ − (f(x
l)− f∗)2
2R2(x0) .
Taking the expectation of both sides of this inequality in ηl−1 and denoting ∆l =
φl − f∗ leads to:
∆l+1 ≤ ∆l − ∆
2
l
2R2(x0) .
Dividing both sides of this inequality with ∆l∆l+1 and taking into account that
∆l+1 ≤ ∆l (see (7)), we obtain:
1
∆l
≤ 1
∆l+1
− 1
2R2(x0) ∀l ≥ 0.
Adding these inequalities from l = 0, · · · , k−1 we get that 0 ≤ 1∆0 ≤ 1∆k − k2R2(x0)
from which we obtain the statement (10) of the theorem. ⊓⊔
Theorem 3.1 shows that for smooth convex problem (1) algorithm RCDτ has sub-
linear rate of convergence in expectation but with a low complexity per iteration.
More specifically, the complexity per iteration is O(τnf + τ), where nf is the
maximum cost of computing the gradient of each function fi and τ is the cost of
updating x+. We assume that the cost of choosing randomly a τ -tuple of indices
N for a given probability distribution is negligible (e.g. for τ = 2 the cost is lnN).
3.2 Convergence rate: strongly convex case
Additionally to the assumption of Lipschitz continuous gradient for each function
fi (see Assumption (2.1)), we now assume that the function f is also strongly
convex with respect to the extended norm ‖ · ‖∗Gτ with convexity parameter σGτ
on the subspace S. More precisely, the objective function f satisfies for all x, y ∈ S:
f(x) ≥ f(y) + 〈∇f(y), x− y〉+ σGτ
2
(‖x− y‖∗Gτ )2 . (11)
We now derive linear convergence estimates for algorithm RCDτ under the addi-
tional strong convexity assumption:
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Theorem 3.2 Let Assumption (2.1) hold and additionally we assume f to be also
σGτ -strongly convex function with respect to norm ‖ · ‖∗Gτ (see (11)). Then, for
the sequence (xk)k≥0 generated by algorithm RCDτ we have the following linear
estimate for the convergence rate in expectation:
φk − f∗ ≤ (1− σGτ )k
(
f(x0)− f∗
)
. (12)
Proof From (7) we have:
2
(
f(xk)− E
[
f(xk+1) | xk
])
≥ ‖∇f(xk)‖2Gτ .
On the other hand, minimizing both sides of inequality (11) over x ∈ S we have:
‖∇f(y)‖2Gτ ≥ 2σGτ (f(y)− f∗) ∀y ∈ S
and for y = xk we get:
‖∇f(xk)‖2Gτ ≥ 2σGτ
(
f(xk)− f∗
)
.
Combining the first inequality with the last one, and taking expectation in ηk−1
in both sides, we prove the statement of the theorem. ⊓⊔
We notice that if fi’s are strongly convex functions with respect to the Euclidian
norm, with convexity parameter σi, i.e.:
fi(xi) ≥ fi(yi) + 〈∇fi(yi), xi − yi〉+ σi
2
|xi − yi|2 ∀xi, yi, i ∈ [N ],
then the whole function f =
∑
i fi is also strongly convex w.r.t. the extended
norm induced by the positive definite matrix Dσ, where σ = [σ1 · · ·σN ]T , i.e.:
f(x) ≥ f(y) + 〈∇f(y), x− y〉+ 1
2
‖x− y‖2Dσ ∀x, y.
Note that in this extended norm ‖ · ‖Dσ the strongly convex parameter of the
function f is equal to 1. It follows immediately that the function f is also strongly
convex with respect to the norm ‖ · ‖∗Gτ with the strongly convex parameter σGτ
satisfying:
σGτD
−1
σ  Gτ + ζeeT ,
for some ζ ≥ 0. In conclusion, the strong convexity parameter σGτ needs to satisfy
the following LMI:
σGτ IN  D1/2σ (Gτ + ζeeT )D1/2σ . (13)
Finally, we should notice that we can also easily derive results showing that the
problem is approximately solved with high probability in both situations, smooth
and/or strongly convex case, see e.g. [7] for details.
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3.3 How the number of updated blocks τ enters into the convergence rates
Note that matrix Gτ depends directly on the number of components τ to be up-
dated and therefore, R(x0) is also depending on τ . Moreover, the convergence rate
can be explicitly expressed in terms of τ for some specific choices for probabilities
and for the graph G. In particular, let us assume a complete graph G and that we
know some constants Ri > 0 such that for any x satisfying f(x) ≤ f(x0) there
exists an x∗ ∈ X∗ such that:
|xi − x∗i | ≤ Ri ∀i ∈ [N ],
and recall that L = [L1 · · ·LN ]T and DL is the diagonal matrix with entries on the
diagonal given by the vector L. Moreover, let us consider probabilities depending
on the Lipschitz constants Li for any path N ∈ Pτ of τ vertices in the complete
graph G, defined as:
pLN =
∑
i∈N 1/Li∑
N∈Pτ
∑
i∈N 1/Li
. (14)
Theorem 3.3 Under Assumption 2.1 and for the choice of probabilities (14) on
a complete graph G, the following sublinear convergence rate for algorithm RCDτ
in the expected values of the objective function is obtained:
φk − f∗ ≤ N − 1
τ − 1 ·
2
∑
i LiR
2
i
k
.
Proof Using the definition of the indicator function 1N , we can see that:
Σ−1τ =
∑
N∈Pτ
∑
i∈N
1
Li
=
(τ
N
)∑
j=1
∑
i∈Nj
1
Li
=
(τ
N
)∑
j=1
N∑
i=1
1Nj (i)
1
Li
=
N∑
i=1
1
Li


( τ
N
)∑
j=1
1Nj (i)

 = N∑
i=1
1
Li
(
τ − 1
N − 1
)
.
Thus, using Gτ =
∑
N∈Pτ pNGN and the expression of GN given in (6), we can
derive that matrix Gτ has the following expression:
Gτ =
1
Σ−1τ
∑
N∈Pτ
[∑
i∈N
1
Li
D−1LN − L−1N (L−1N )T
]
=
1
Σ−1τ
( τ
N
)∑
j=1

∑
i∈Nj
1
Li
D−1LNj − L
−1
Nj (L
−1
Nj )
T


=
1
Σ−1τ
(
τ − 2
N − 2
)[
N∑
i=1
1
Li
D−1L − L−1(L−1)T
]
=
τ − 1
N − 1
[
D−1L −
1
eTL−1
L−1(L−1)T
]
,
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Using the previous expression for Gτ in (9), we get:
(‖x‖∗Gτ )2 =
N − 1
τ − 1
∑
i∈[N]
Li|xi|2 ∀x ∈ S. (15)
Using the definition for Ri and the expression (15) for the norm on S, we obtain:
R2(x0) ≤ R2(R) = N − 1
τ − 1
∑
i∈[N]
LiR
2
i ,
where R = [R1 · · ·RN ]T . Using this expression for R(x0) in Theorem 3.1 we get
the statement of the theorem. ⊓⊔
Note that for τ = N we recover the convergence rate of the full gradient method,
while for τ = 2 we get the convergence rate of the basic random coordinate descent
method. Thus, the theoretical speedup of the parallel algorithm RCDτ in terms of
the number of iterations needed to approximately solve the problem, as compared
to the basic random coordinate descent method, is equal in this case to τ - the
number of components to be updated (number of processors available). This result
also shows that the speedup achieved by our method on the class of separable
problems with coupling constraints is the same as for separable problems without
coupling constraints.
For the strongly convex case, we note that combining the Lipschitz inequality (3)
with the strong convex inequality (11) we get:∑
i∈[N]
Li|xi − yi|2 ≥ σGτ
(‖x− y‖∗Gτ )2 ∀x, y ∈ S.
Now, if we consider e.g. a complete graph and the probabilities given in (14), then
using the expression for the norm ‖ · ‖Gτ given in (15) we obtain σGτ ≤ τ−1N−1 .
Thus, in the strongly convex case the linear convergence rate in expectation (12)
can be also expressed in terms of τ .
4 Design of optimal probabilities
We have several choices for the probabilities (pN )N∈Pτ corresponding to paths
of τ vertices in the complete graph G, which the randomized coordinate descent
algorithm RCDτ depends on. For example, we can choose probabilities dependent
on the Lipschitz constants Li:
pαN =
∑
i∈N L
α
i
Σατ
, Σατ =
∑
N∈Pτ
∑
i∈N
Lαi , α ∈ R. (16)
Note that for α = 0 we recover the uniform probabilities. Finally, we can design
optimal probabilities from the convergence rate of the method. From the definition
of the constants Ri it follows that:
R(x0) ≤ R(R) = max
x∈S,|xi|≤Ri
‖x‖∗Gτ , with Gτ =
∑
N∈Pτ
pNGN .
12 I. Necoara, Yu. Nesterov and F. Glineur
We have the freedom to choose the matrix Gτ that depends linearly on the prob-
abilities pN . For the probabilities (pN )N∈Pτ corresponding to paths of τ vertices
in the complete graph G we define the following set of matrices:
M =
{
Gτ : Gτ =
∑
N∈Pτ
pNGN , GN = D
−1
LN
− 1∑
i∈N 1/Li
L−1N (L
−1
N )
T
}
.
Therefore, we search for the probabilities pN that are the optimal solution of the
following optimization problem:
R∗(x0) = min
pN
R(x0) ≤ min
pN
R(R) = min
Gτ∈M
max
x∈S,|xi|≤Ri
‖x‖∗Gτ .
Let us define R = [R1 · · ·RN ]T and ν = [ν1 · · · νN ]T . In the next theorem we derive
an easily computed upper bound on R∗(x0) and we provide a way to suboptimally
select the probabilities pN :
Theorem 4.1 Let Assumption 2.1 hold. Then, a suboptimal choice of probabili-
ties (pN )N∈Pτ can be obtained as a solution of the following SDP problem whose
optimal value is an upper bound on R∗(x0), i.e.:
(R∗(x0))2 ≤ min
Gτ∈M,ζ≥0,ν≥0
{
〈ν,R2〉 :
[
Gτ + ζee
T IN
IN Dν
]
 0
}
. (17)
Proof Using the definition of R(R) and of the norm ‖ · ‖∗G2 we get:
min
pN
(R(R))2 ≤ min
Gτ∈M
max
x∈S,‖xi‖≤Ri
(‖x‖∗Gτ )2
= min
Gτ∈M
max
x∈S,‖xi‖≤Ri
min
ζ≥0
〈(Gτ + ζeeT )−1x, x〉
= min
Gτ∈M,ζ≥0
max
x∈S,‖xi‖≤Ri
〈(Gτ + ζeeT )−1x, x〉
= min
Gτ∈M,ζ≥0
max
x∈S,‖xi‖≤Ri
〈(Gτ + ζeeT )−1, xxT 〉
= min
Gτ∈M,ζ≥0
max
X∈X
〈(Gτ + ζeeT )−1, X〉,
where X = {X : X  0, rankX = 1, 〈eeT , X〉 = 0, 〈X,Eii〉 ≤ R2i ∀i} and
Eii = eie
T
i . Using the well-known relaxation from the SDP literature, we have:
min
pN
(R(R))2 ≤ min
Gτ∈M,ζ≥0
max
X∈Xr
〈(Gτ + ζeeT )−1, X〉,
where Xr = {X : X  0, 〈eeT , X〉 = 0, 〈X,Eii〉 ≤ R2i ∀i}, i.e. we have removed
the rank constraint: rankX = 1. Then, the right hand side of the previous opti-
mization problem can be reformulated equivalently, using Lagrange multipliers, as
follows:
min
Gτ∈M,ζ≥0
max
X∈Xr
〈(Gτ + ζeeT )−1, X〉
= min
Gτ∈M,ζ,ν≥0,Z0,θ∈R
max
X∈RN×N
[
〈(Gτ + ζeeT )−1 + Z + θeeT , X〉
+
N∑
i=1
νi(R
2
i − 〈X,Eii〉)
]
.
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where ν = [ν1 · · · νN ]T . Rearranging the terms, we can write the previous convex
problem equivalently:
min
Gτ∈M,θ∈R,Z0,ζ,ν≥0
[∑
i
νiR
2
i
+ max
X∈RN×N
〈(Gτ + ζeeT )−1 + Z + θeeT −
∑
i
νiEii, X〉
]
= min
(Gτ ,Z,ζ,ν,θ)∈F
∑
i
νiR
2
i ,
where the feasible set is described as: F = {(Gτ , Z, ζ, ν, θ) : Gτ ∈ M, θ ∈ R, Z 
0, ζ, ν ≥ 0, (Gτ + ζeeT )−1+Z+ θeeT −∑i νiEii = 0}. Moreover, since Z  0, the
feasible set can be rewritten as:
{
(Gτ , ζ, ν, θ) : Gτ ∈M, θ ∈ R, ζ, ν ≥ 0,
∑
i
νiEii − (Gτ + ζeeT )−1 − θeeT  0
}
.
We observe that we can take θ = 0 and then we get the feasible set:
{
(Gτ , ζ, ν) : Gτ ∈M, ζ, ν ≥ 0, Gτ + ζeeT  D−1ν
}
.
In conclusion, we obtain the following SDP:
min
pN
(R(R))2 ≤ min
Gτ∈M,ζ,ν≥0,Gτ+ζeeTD−1ν
〈ν,R2〉.
Finally, the SDP (17) is obtained from Schur complement formula applied to the
previous optimization problem. ⊓⊔
Since we assume a connected graph G, we have that λ1(Gτ ) = 0 is simple and
consequently λ2(Gτ ) > 0. Then, the following equivalence holds:
Gτ + t
eeT
‖e‖2  tIN if and only if t ≤ λ2(Gτ ), (18)
since the spectrum of the matrix Gτ + ζee
T is {ζ‖e‖2, λ2(Gτ ), · · · , λN (Gτ )}. It
follows that ζ = t‖e‖2 , νi =
1
t for all i, and Gτ such that t ≤ λ2(Gτ ) is feasible for
the SDP problem (17). We conclude that:
(
R∗(x0)
)2 ≤ min
Gτ∈M,ζ,ν≥0,Gτ+ζeeTD−1ν
〈ν,R2〉
≤ min
Gτ∈M,t≤λ2(Gτ )
N∑
i=1
R2i
1
t
≤
∑
iR
2
i
λ2(Gτ )
∀Gτ ∈M. (19)
Then, according to Theorem 3.1 we obtain the following upper bound on the rate
of convergence for the expected values of the objective function in the smooth
convex case:
φk − f∗ ≤ 2
∑N
i=1R
2
i
λ2(Gτ ) · k ∀Gτ ∈M. (20)
14 I. Necoara, Yu. Nesterov and F. Glineur
From the convergence rate for algorithm RCDτ given in (20) it follows that we
can choose the probabilities such that we maximize the second eigenvalue of Gτ :
max
Gτ∈M
λ2(Gτ ).
In conclusion, in order to find some suboptimal probabilities (pN )N∈Pτ , we can
solve the following simpler SDP problem than the one given in (17):
Corollary 4.1 From (18) we get for the smooth case that a suboptimal choice of
probabilities (pN )N∈Pτ can be obtained as a solution of the following SDP problem:
p∗N = arg max
t,Gτ∈M
{
t : Gτ  t
(
IN − ee
T
‖e‖2
)}
. (21)
Note that the matrices on both sides of the LMI from (21) have the common
eigenvalue zero associated to the eigenvector e, so that this LMI has empty interior
which can cause problems for some classes of interior point methods. We can
overcome this problem by replacing the LMI constraint in (21) with the following
equivalent LMI:
Gτ +
eeT
‖e‖2  t
(
IN − ee
T
‖e‖2
)
.
Finally, when the functions fi are σi-strongly convex, from Theorem 3.2 and the
LMI (13) it follows that in order to get a better convergence rate we need to search
for σGτ as large as possible. Therefore, we get the following result:
Corollary 4.2 For the strongly convex case the optimal probabilities are chosen
as the solution of the following SDP problem:
p∗N = arg max
σGτ ,ζ≥0,Gτ∈M
{
σGτ : σGτ IN  D1/2σ (Gτ + ζeeT )D1/2σ
}
. (22)
In [17], the authors propose a (center-free) distributed scaled gradient method in
the form (5) to solve the separable optimization problem (1) with strongly convex
objective function, where at each iteration the full gradient needs to be computed.
A similar rate of convergence is obtained as in Theorem 3.2 under the Lipschitz
and strong convexity assumption on f , where the weights are designed by solving
an SDP in the form (22). Our randomized algorithm also belongs to this class of
methods and for τ = N we recover a version of the method in [17]. Moreover,
our convergence analysis covers the smooth case, i.e. without the strong convexity
assumption.
5 Applications
Problem (1) arises in many real applications, e.g. image processing [3, 4, 19], re-
source allocation [7,17] and coordination in multi-agent systems [7,18]. For exam-
ple, we can interpret (1) as N agents exchanging n goods to minimize a total cost,
where the constraint
∑
i xi = 0 is the equilibrium or market clearing constraint.
In this context [xi]j ≥ 0 means that agent i receives [xi]j of good j from exchange
and [xi]j < 0 means that agent i contributes |(xi)j | of good j to exchange. It can
be also viewed as the distributed dynamic energy management problem: N devices
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exchange power in time periods t = 1, · · · , n. Furthermore, xi ∈ Rn is the power
flow profile for device i and fi(xi) is the cost of profile xi (and usually encodes
constraints). In this application the constraint
∑
i xi = 0 represents the energy
balance (in each time period).
Problem (1) can also be seen as the dual corresponding to an optimization of a sum
of convex functions. Consider the following primal convex optimization problem
that arises in many engineering applications:
g∗ = min
v∈∩N
i=1
Qi
g1(v) + · · ·+ gN (v), (23)
where gi are all σi-strongly convex functions and Qi ⊆ Rn are convex sets. De-
note with v∗ the unique optimal solution of problem (23). This problem can be
reformulated as:
min
ui∈Qi,ui=v ∀i∈[N]
g1(u1) + · · ·+ gN (uN ).
Let us define u = [uT1 · · ·uTN ]T and g(u) = g1(u1)+ · · ·+gN (uN). By duality, using
the Lagrange multipliers xi for the constraints ui = v, we obtain the equivalent
convex problem (1), where fi(xi) = g˜
∗
i (xi) and g˜
∗
i is the convex conjugate of the
function g˜i = gi + 1Qi , i.e.
fi(xi) = max
ui∈Qi
〈xi, ui〉 − gi(ui) ∀i. (24)
Further we have f∗+g∗ = 0. Note that if gi is σi-strongly convex, then the convex
conjugate fi is well-defined and has Lipschitz continuous gradient with constants
Li =
1
σi
(see [11]), so that Assumption 2.1 holds. A particular application is the
problem of finding the projection of a point v0 in the intersection of the convex
sets ∩Ni=1Qi ⊆ Rn. This problem can be written as an optimization problem in the
form:
min
v∈∩N
i=1
Qi
p1‖v − v0‖2 + · · ·+ pN‖v − v0‖2,
where pi > 0 such that
∑
i pi = 1. This is a particular case of the separable problem
(23). Note that since the functions gi(v) = pi‖v − v0‖2 are strongly convex, then
fi have Lipschitz continuous gradient with constants Li = 1/pi for all i ∈ [N ].
We now show how we can recover an approximate primal solution for the primal
problem (23) by solving the corresponding dual problem (1) with algorithmRCDτ .
Let us define for any dual variable xi the primal variable:
ui(xi) = arg min
ui∈Qi
gi(ui)− 〈xi, ui〉 ∀i ∈ [N ].
Let us define vˆ∗ = e⊗v∗, where ⊗ is the Kronecker product, and the norm ‖u‖2Dσ =∑
i σi‖ui‖2. Moreover, let σmin = mini σi and λN the largest eigenvalue of Gτ .
Furthermore, for simplicity of the presentation we consider the initial starting
point x0 = 0. Then, we can derive convergence estimates on primal infeasibility
and suboptimality for (23).
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Theorem 5.1 For the convex optimization problem (23) we assume that all func-
tions gi are σi-strongly convex. Let x
k be the sequence generated by algorithm
RCDτ for solving the corresponding dual problem (1) and the primal sequence
uk = u(xk). Then, we have the following convergence estimates in the expected
values on primal infeasibility and suboptimality:
E
[
‖uk − vˆ∗‖2Dσ
]
≤ 4R
2(x0)
k
and E
[
|g(uk)− g∗|
]
≤ 4R
2(x0)λN
σmin
√
k
.
Proof Since all the functions gi are σi-strongly convex, then the objective function∑N
i=1 gi(ui) − 〈xi, ui〉 is also 1-strongly convex in the variable u w.r.t. the norm
‖u‖2Dσ =
∑
i σi‖ui‖2. Using this property and the expression of ui(xi), we obtain
the following inequalities:
1
2
‖u(x)− vˆ∗‖2Dσ =
N∑
i=1
σi
2
‖ui(xi)− v∗‖2
≤
(
N∑
i=1
gi(v
∗)− 〈xi, v∗〉
)
−
(
N∑
i=1
gi(ui(xi))− 〈xi, ui(xi)〉
)
(25)
= (−f∗)− (−f(x)) = f(x)− f∗ ∀x ∈ S.
Now, let us consider for x the sequence xk generated by algorithm RCDτ and let
uk = u(xk). We note that uk+1i = u
k
i for all i ∈ [N ] \Nk and uk+1i = ui(xk+1i ) for
all i ∈ Nk. Taking expectation over the entire history ηk and using Theorem 3.1,
we get an estimate on primal infeasibility:
E[‖uk − vˆ∗‖2Dσ ]≤2E[f(xk)− f∗]=2(φk − f∗)≤
4R2(x0)
k
.
Moreover, for deriving estimates on primal suboptimality, we first observe:
‖u‖Gτ ≤
λN
σmin
‖u‖Dσ ∀u,
and combining with (25) we get:
‖u(x)− vˆ∗‖Gτ ≤
λN
√
2(f(x)− f∗)
σmin
. (26)
For the left hand side suboptimality, we proceed as follows:
f(x∗) = 〈x∗, vˆ∗〉 − g(vˆ∗)
= max
ui∈Qi
〈x∗, u〉 − g(u) ≥ 〈x∗, u(x)〉 − g(u(x)),
which leads to the following relation:
g(u(x))− g∗ ≥ 〈x∗, u(x)− vˆ∗〉 ≥ −‖x∗‖∗Gτ ‖vˆ∗ − u(x)‖Gτ
(26)
≥ −‖x∗‖∗Gτ
λN
√
2(f(x)− f∗)
σmin
∀x ∈ S. (27)
Secondly, from the definition of the dual function, we have:
f(x) = 〈x, u(x)〉 − g(u(x)) ∀x ∈ S.
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Subtracting f∗ = f(x∗) from both sides and using the complementarity condition
〈x∗, u(x∗)〉 = 0, where u(x∗) = vˆ∗, we get the following relations:
g(u(x))− g∗ = 〈x, u(x)〉 − f(x) + f∗
= f(x∗)− f(x) + 〈x− x∗, u(x∗)〉+ 〈x, u(x)− u(x∗)〉
= f(x∗) + 〈x− x∗,∇f(x∗)〉 − f(x) + 〈x, u(x)− u(x∗)〉
≤ 〈x, u(x)− u(x∗)〉 ≤ ‖x‖∗Gτ‖vˆ∗ − u(x)‖Gτ
≤ (‖x− x∗‖∗Gτ + ‖x∗‖∗Gτ ) ‖u(x)− vˆ∗‖Gτ
(26)
≤ (‖x− x∗‖∗Gτ + ‖x∗‖∗Gτ ) λN
√
2(f(x)− f∗)
σmin
,
valid for all x ∈ S and x∗ ∈ X∗, where in the first inequality we used convexity
of the function f and the relation ∇f(x) = u(x), and in the second inequality
the Cauchy-Schwartz inequality. Now, using the definition of R(x0) and that x0 =
0, replacing x with the sequence xk in the previous derivations and taking the
expectation over the entire history ηk, we obtain a bound on primal suboptimality:
E[|g(uk)− g∗|] ≤ E
[(
‖xk − x∗‖∗Gτ + ‖x∗‖∗Gτ
) λN√2(f(xk)− f∗)
σmin
]
≤ 2R(x
0)λN
σmin
√
2E[f(xk)− f∗] ≤ 4R
2(x0)λN
σmin
√
k
,
which gives us a convergence estimate for primal suboptimality for problem (23).
⊓⊔
In conclusion, the expected values of the distance between the primal generated
points uki ∈ Qi and the unique optimal point v∗ ∈ ∩iQi of (23), i.e. E[‖uki − v∗‖],
is less than O( 1√
k
). Similar convergence rates for other projection algorithms for
solving convex feasibility problems have been derived in the literature, see e.g. [3,4].
6 Numerical experiments
In this section we report some preliminary numerical results on solving the opti-
mization problem (1), where the functions fi are taken as in paper [17]:
fi(xi) =
1
2
ai(xi − ci)2 + log(1 + exp(bi(xi − di))) ∀i ∈ [N ], (28)
where the coefficients ai ≥ 0, bi, ci and di are generated randomly with uniform
distributions on [−15, 15]. The second derivatives of these functions have the
following expressions:
f
′′
i (xi) = ai +
b2i exp(bi(xi − di))
(1 + exp(bi(xi − di)))2 ,
which have the following lower and upper bounds:
σi = ai and Li = ai +
1
4
b2i .
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We assume that the sum of the variables if fixed to zero, i.e.:
N∑
i=1
xi = 0.
In all our numerical tests we consider a complete graph and Lipschitz dependent
probabilities as in (14) (if not specified otherwise).
In the first set of experiments, we solve a single randomly generated problem
with N = 104 nodes for τ = 2, 4 and 7 cores in parallel using MPI. The Fig. 1
displays the evolution of f(xk)− f∗ along normalized iterations k/N of algorithm
RCDτ . From the plot we can observe that increasing the number of cores reduces
substantially the number of full iterations k/N .
Fig. 1 Typical performance of algorithm RCDτ for different numbers of updated variables
(processors) τ : evolution of f(xk)− f∗ along normalized iterations k/N , with τ = 2, 4 and 7.
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Then, we tested algorithm RCD2, i.e. τ = 2, and thus at each iteration we choose
a pair of nodes in the graph (i, j) ∈ E with probability pij and then update only
the components i and j of x as follows:
x+i = xi +
1
Li+Lj
(∇fj(xj)−∇fi(xi)) , x+j = xj +
1
Li+Lj
(∇fi(xi)−∇fj(xj)) .
We consider three choices of the probabilities in Fig. 2 for algorithm RCD2: uni-
form probability, probabilities depending on Lipschitz constants as given in (14)
and optimal probabilities obtained from solving the SDP (21). As we expected, the
method based on choosing the optimal probabilities has the fastest convergence.
Finally, we compare our algorithm RCD2, i.e. τ = 2, for two choices for the
probabilities pij (uniform and Lipschitz dependent probabilities (14)) with the
full gradient method and the center-free gradient method with Metropolis weights
proposed in [17]. The global Lipschitz constant in the full gradient is taken as
Lmax = maxi Li. Note that the computations of the local Lipschitz constant Li
required by algorithm RCDτ can be done locally in each node for the correspond-
ing function fi, while computing the global Lipschitz constant Lmax for projected
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Fig. 2 Evolution of f(xk)− f∗ along full iterations for algorithm RCD2 for different choices
for the probability: uniform probabilities, Lipschitz dependent probabilities as given in (14)
and optimal probabilities obtained from solving the SDP problem (21).
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Fig. 3 Evolution of f(xk) − f∗ along full iterations for the methods: projected gradient,
center-free gradient method with Metropolis weights [17] and algorithm RCDτ with uniform
and Lipschitz dependent probabilities for τ = 2.
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gradient method on problems of very large dimension is difficult. We have also
implemented the center-free gradient method with Metropolis weights from [17]:
x+i = xi +
∑
j∈Ni
wij(∇fj(xj)−∇fi(xi)) ∀i ∈ [N ],
where Ni are the neighbors of node i in the graph and the weights satisfy the
relation:
∑
j∈Ni wij = 0. In Fig. 3 we plot the evolution of f(x
k) − f∗ along
full iterations k/N for the following methods: the center-free gradient algorithm
from [17] with the Metropolis weights, the full projected gradient algorithm and the
RCD2 algorithm with uniform and Lipschitz dependent probabilities. We clearly
see that the best accuracy is achieved by the RCD2 algorithm with Lipschitz
dependent probabilities.
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7 Conclusions
In this paper we have derived parallel random coordinate descent methods for min-
imizing linearly constrained convex problems over networks. Since we have coupled
constraints in the problem, we have devised an algorithm that updates in parallel
τ ≥ 2 (block) components per iteration. We have proved that for this method
we obtain in expectation an ǫ-accurate solution in at most O(Nτǫ ) iterations and
thus the convergence rate depends linearly on the number of (block) components
to be updated. Preliminary numerical results show that the parallel coordinate
descent method with τ > 2 accelerates on its basic counterpart corresponding to
τ = 2. For strongly convex functions the new method converges linearly. We have
also provided SDP formulations that enable us to choose the probabilities in an
optimal fashion.
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