Abstract. The aim of this paper is to obtain sharp estimates from below of the measure of the set of divergence of the m-fold Fourier series with respect to uniformly bounded orthonormal systems for the so-called G-convergence and λ-restricted convergence. We continue the study begun in a previous work.
Introduction.
The purpose of the present paper is to generalize to the multi-dimensional case the following two theorems proved by one of the authors [3] . A detailed survey of the results about divergent Fourier series for the trigonometric and other orthonormal systems (ONS) can be found in [6] and [3] . We would like to mention that the starting point for the study of divergent orthogonal Fourier series was Kolmogorov's [5] proof of the existence of an almost everywhere divergent Fourier series with respect to the trigonometric system. Before presenting our results we make a few remarks on the above theorems. The reader should observe that in the one-dimensional case the exact estimate from below of the measure of the set of divergence for a Fourier series is the same in the classes of uniformly bounded complete orthonormal systems (CONS) and uniformly bounded ONS. For m-fold series, as will be shown in the present paper, the corresponding estimates are different. However, we show that in both cases the estimates are sharp.
Another new phenomenon in the multi-dimensional case concerns sets of positive measure where some complete uniformly bounded orthonormal system can converge almost everywhere. According to Theorem B for any measurable set with incomplete measure there exists a uniformly bounded CONS such that the given set has the desired property. In the multi-dimensional case, it will be shown that not every set of positive measure can be a set of convergence for m-fold Fourier series with respect to a uniformly bounded CONS.
It is well known that in the multi-dimensional case one can consider various partial sums of the Fourier series of an integrable function. The aim of this paper is to obtain sharp estimates from below for the measure of the set of divergence of the m-fold Fourier series with respect to uniformly bounded orthonormal systems for the so-called G-convergence and λ-restricted convergence, which will be defined in the next section. G-convergence and λ-restricted convergence are more general than, respectively, the spherical and cubical convergence for m-fold series. In a previous work [1] the authors have studied the same question for cubic partial sums. In the next section, after giving the precise notation, we comment on the results obtained in that work.
Notation and results. Let
, one can consider its Fourier expansion with respect to the system Φ(m), i.e. the m-fold Fourier series
where
In the multi-dimensional case, for different types of partial sums of the series (1) the results can be quite different. In many questions of convergence of multiple series, if one deals with the so-called cubic partial sums the results are very close to the one-dimensional case. For the series (1) the cubic partial sums are defined as follows:
where N ∈ N. If the partial sums (2) converge in some sense (pointwise on a given set, in measure, in some metric) as N → ∞ then the series (1) is said to converge cubically in the same sense. Otherwise, it diverges cubically in the relevant sense.
We are going to study multi-variate series with respect to an
In what follows, we will denote by χ E (·) the characteristic function of the set E. The Lebesgue measures on R and R m , m ≥ 2, will be denoted by µ and µ m , respectively.
In a previous article [1] we have obtained the following results: 
The following example shows that the estimate of the measure of the set of divergence in Theorem D cannot be strengthened. For any M > 1 one can define the following orthonormal system Ψ . Let
is the Walsh system. Evidently the Fourier series with respect to the system Ψ (m) converges on [ 
for any regular method of summation, in particular in any sense considered in this paper, and
The sharpness of the estimate of the measure of the set of divergence in Theorem C is more complicated. Luckily the example constructed in [3] for this purpose in the one-dimensional case works also in the multi-dimensional case. In [1] 
If the partial sums (4) converge in some sense (pointwise on a given set, in measure, in some metric) as |k| → ∞, where k satisfies (5), then the series (1) is said to converge λ-restrictively in the same sense. Otherwise, it diverges λ-restrictively in the relevant sense.
In the present paper we prove the following In the proof we use the system constructed in [3] . The study of the so-called spherical partial sums
where R > 1, usually leads to results that in many cases are surprisingly different from the results for cubic partial sums.
In the present paper we give sharp estimates for the sets of divergence for some general methods of summation which of course include the spherical convergence.
Let
exists in some sense, we will say that the series (1) G-converges in the same sense. Otherwise, it G-diverges in the indicated sense.
Let m ≥ 2. Denote by A(m) the class of closed convex sets in [0, 1]
The following two theorems hold.
and let Φ(m) be the corresponding product system. Then for any A ∈ A(m) there exists a function
The example constructed above shows the sharpness of the estimate in Theorem 3. The sharpness of Theorem 2 is proved for sets that belong to A(m) under an additional condition.
We will use the following notation. If A ∈ A(m) then for j = 1, . . . , m we put
The following obvious proposition explains the choice of the class A(m). Indeed, for m = 3 one can easily verify that the set
The following result holds. We would like to indicate the differences that appear in the description of sets of convergence for the one-dimensional and multi-dimensional cases. First let us define precisely what we mean by a set of convergence.
m a closed set. We will say that a measurable set
) the multiple Fourier series of f with respect to the system Φ(m) G-converges (resp. λ-restrictively converges) almost everywhere on the set E.
In the one-dimensional case, according to Theorem B, any set of measure 1 − 1/M 2 can be a set of convergence for some CONS uniformly bounded by M.
By Theorem A we easily obtain the following assertion about sets of G-convergence and λ-restricted convergence.
is an orthonormal system on [0, 1] that satisfies (3), then the measure of the projection of E on any coordinate axis is less than or equal to 1 − 1/M 2 .
In particular, we have the following concrete result. 3. Divergence. In this section we prove Theorems 2 and 3. For this purpose we need a variant of the Saks Resonance Theorem (cf. [2] ). Denote by L 0 X (dν) the space of measurable ν-almost everywhere finite functions defined on X with the quasi-norm
and also
The following simple result will be useful in the proofs of Theorems 2 and 3. 
Proof. According to the definition of β(A) we have
Since A is convex we see that for any j ∈ [2, m],
Again using the convexity of A we obtain
Hence, since A ∈ A(m), we obtain (7).
Proof of Theorem 2. Note that since
converges in the L 2 -metric and consequently in measure to χ [0, 1] . Hence, some sequence of partial sums of the series converges a.e. on [0, 1] to χ [0, 1] . This means that for a given γ > 0 there exists a polynomial
By Theorem A we find a measurable subset
and the Fourier series of g with respect to the system Φ unboundedly diverges on E.
The conditions imposed on the sets that belong to the class A(m) are symmetric with respect to the axes, thus the assertion of Lemma 1 remains true if in the formulation we take any coordinate l (1 ≤ l ≤ m) instead of the first coordinate. For any
where n is the greatest natural number for which
By the above observation about Lemma 1 we have n > α l (A) · N − (m − 1)β(A)ν − 1. Hence, for the function F defined in (10) we get the estimate
Hence the Fourier series of f l (x) with respect to Φ(m) unboundedly Adiverges on
By (9) and Theorem F, for any any
m ) whose Fourier series with respect to Φ(m) unboundedly A-diverges a.e. on the set
Another application of Theorem F yields a function f ∈ L([0, 1]
To finish the proof of Theorem 2 we only need to check that
Proof of Theorem 3. The proof is similar to the proof of Theorem 2. Let g and E be as in the latter proof. Now we define a function of m variables
Then it follows that 
Convergence
Proof of Theorem 1. Without loss of generality we may assume that
, since in general using the function ξ(x) = µ((0, x) ∩ E) one can establish a measure-preserving mapping of E onto the segment [0, µ(E)]. For simplicity of notation we suppose M = √ 2. Under the above assumptions we can show that the system {η n } ∞ n=1 constructed in [3] can serve as an example which proves the assertion of Theorem 1. One only needs to use the fact that the m-fold Fourier-Haar series λ-restrictively converges almost everywhere and to repeat the proof of Theorem E with simple modifications.
But there is also another way to prove Theorem 1, which seems simpler. We can define a permutation of the system {η n } ∞ n=1 such that for the resulting system Ψ , λ-restrictive convergence of the multiple Fourier series of any integrable function with respect to Ψ (m) follows from the cubical convergence of the series with respect to the product system of {η n } ∞ n=1 . We are going to use the same idea in the proof of Theorem 4. To avoid repetition we will give here only a vague idea of the proof. For the reader who is going to read the proof of Theorem 4 it will be useful to get acquainted with the idea of the proof in a geometrically simpler case.
To present that idea we recall the following property of the system {η n } ∞ n=1 (see [3] ): there exist a sequence of measurable sets
and an infinite subsystem
such that for every r there is N r for which (12) η ν k (x) = 0 for all x ∈ A r and k ≥ N r .
be the increasing subsequence of natural numbers such that
and for any j ∈ N with 2
According to the construction of the system Ψ, for any λ ≥ 1 and n ∈ N we can find N = N (λ, n) such that for any k = (k 1 , . . . , k m ) that satisfies (5) and min 1≤i≤m k i ≥ N, the partial sum
is equal on A n to some cubic partial sum of the Fourier series of f with respect to the m-fold product system of {η n } ∞ n=1 plus a number, depending only on m, of additional terms, which can be estimated by maximal functions using the inequalities for cubic partial sums established in [1] . Now we turn to the proof of Theorem 4, where this idea will be realized in a more complicated situation.
Proof of Theorem 4. Again as in the proof of Theorem 1, without loss of generality, we may assume that
We also assume that α(A) = 1.
First of all we point out all those properties of {η n } ∞ n=1 which will allow us to prove Theorem 4.
We will use some properties of the Haar system. The Haar functions may be defined in the following manner: For all t ∈ [0, 1], let h 1 (t) = 1, and for k = 0, 1, 2, . . .
otherwise,
k . The support of the Haar function h n will be denoted by ∆ n or ∆
The system {η n } ∞ n=1 is constructed so that for a certain increasing sequence {l j } ∞ j=0 of numbers with l 0 = 1 there exist numbers 1 ≤ κ n < 2 n such that lim n→∞ κ n 2 n = 1 and for n = 2, 3, . . .
then for all n = 2, 3, . . .
One has to observe that
By Schauder's lemma about the partial sums of Fourier-Haar series and (17), (18) we obtain
where k n (j) = (k n (j), . . . , k n (j)), and M m (f, x) is the standard maximal function taken over cubes with sides parallel to the axes in [0, 1] k . We notice that A n ⊂ A n+1 ⊂ . . . → (0, 1/2), off a denumerable set. Thus we have to take care of the partial sums S l (f, x), where l = (l, . . . , l) and l n−1 < l ≤ k n (κ n ). So we can suppose in our further deduction that the numbers n and j are fixed; for simplicity we suppress them in the notation.
n , and for any x ∈ A n , x ∈ Υ denote by ∆(x) the largest dyadic interval where all the functions on the right side of (17) are constant and x ∈ ∆(x).
The partial sums of the Fourier series of a function φ with respect to the system {η n } ∞ n=1 also have the following property: for all n = 2, 3, . . .
where r n (t) = sgn(sin 2 n πt), n ∈ N, are the Rademacher functions and N n is some natural number. It was shown in [4] that for x ∈ A n ,
Finally, in [4] it was also shown that for all n = 2, 3, . . .
, and all x ∈ A n ,
Using (20), (21) and (17) we find that for all l (k n (j) < l ≤ k n (j + 1)),
The last formula follows immediately from (17) upon recalling Schauder's lemma about the partial sums of Fourier-Haar series. From (24) we deduce that if x ∈ A m n and x ν ∈ Υ for all 1 ≤ ν ≤ m, then 
In [1] we have proved that
where M k (F, u) is the standard maximal function of F taken over cubes with sides parallel to the axes in [0, 1] k ; the first sum is taken over all possible subsets ω ⊂ θ, c ω = card ω, ω = θ \ ω; the second sum is taken over all pos-
If x ∈ Υ m , as above we obtain an estimate similar to (27). Now, in order to construct the rearrangement of the system {η n } ∞ n=1 which will satisfy the conditions of Theorem 4 we divide it into two parts: ψ p k = η n k for all k ≥ 2 and for any natural j such that p k−1 < j < p k , p 0 = 1, we put (30) ψ j = η m j−k . Denote the resulting system by Ψ.
Further we have to apply the following simple statement.
Proof. Note that
By (28) Thus we can write Hence by (27), the proof of Lemma 3 is finished.
