We report a fully general technique addressing a long standing challenge of calculating conformational free energy differences between various states of a polymer chain from simulations using explicit solvent force fields. The main feature of our method is a special mapping variable, a path coordinate, which continuously connects two conformations. The path variable has been designed to preserve locality in the phase space near the path endpoints. We avoid the problem of sampling the unfolded states by creating an artificial confinement ''tube" in the phase space that prevents the molecule from unfolding without affecting the calculation of the desired free energy difference. We applied our technique to compute the free energy difference between two native-like conformations of the small protein Trp-cage using the CHARMM force field with explicit solvent. We verified this result by comparing it with an independent, significantly more expensive calculation. Overall, the present study suggests that the new method of computing free energy differences between polymer chain conformations is accurate and highly computationally efficient.
Introduction
Within the energy landscape paradigm, the protein native state is naturally viewed as a multitude of nested conformational basins, that are dynamically explored during protein function [1] [2] [3] [4] [5] [6] [7] . This functional landscape represents only a small fraction of the larger folding landscape -which includes denatured conformations [2] (see Fig. 1 ). On the scale of the whole folding landscape, it is possible to describe folding dynamics through the statistical properties of the landscape. However, in the case of protein functional motions and native dynamics, the specific details of the functional landscape play an important role, necessitating detailed characterization of the landscape at a relatively high energetic resolution, corresponding to the structural resolution of $ 1 Å. For example, such topographical maps [2] may be needed, to investigate transitions in allosteric proteins, which undergo global conformational rearrangements upon local perturbation such as ligand binding. In some cases, allosteric switching is thought to modulate enzymatic rates [8] . Thus, elucidation of functional landscapes may help to understand how targeted point mutations influence catalytic activities [9] and may shed light on large scale phenomena, such as molecular motor functioning [10] .
The energy landscape is a function of a large number of conformational and solvent degrees of freedom. In practical applications, the landscape is projected into one or several collective degrees of freedom, to allow physically meaningful interpretation of the chain dynamics. The present work provides the solution for a simpler problem: how to calculate the free energy difference between two specific conformations, A and B, of a polymer chain in a simulation with explicit solvent? Solving this problem is a step towards building a reduced representation of energy landscape and would not only help shed light on the biological processes mentioned above, but it would also aid in the development of atomistic and coarse-grained force fields, by allowing researchers to compare the free energy differences among the same conformations computed with different force fields and representations.
The attempts for addressing the challenge of calculating conformational free energies of molecules and macromolecules have a long history. A popular molecular mechanics/Poisson-Boltzmann/ surface area (MM/PBSA) technique is based on generating a representative set of conformations with explicit solvent and then removing solvent and estimating free energy as a sum of several terms [11] . This technique is based on several uncontrolled approximations that may potentially limit its applicability [12] , such as reliance on continuum electrostatics calculations to estimate part of polymer's solvation free energy, where these types of estimates can sometimes be quantitatively inaccurate [13] . A similar method, ES/IS, avoids using the Poisson-Boltzmann equation, and instead collects statistical averages computed from explicit simulations [14] . However, some of the terms in the free energy ansatz are still estimated by employing implicit continuum models of the solvent [14] . Some newer techniques like the deactivated morphing method [15] , which is based on using a series of unphysical intermediates states between conformations A and B, use fully explicit solvent. The deactivated morphing method has been used to calculate the free energy difference between folded and misfolded states of human Pin1 WW domain [16] . However, high (thousands of k B T) free energy differences separating the unphysical states require extremely thorough sampling, pointing to a potentially very fast growth of computational cost with the system size. Structurally based umbrella sampling techniques have also been employed [17, 18] , however, certain technical problems elaborated below significantly limit their domain of applicability.
To the best of our knowledge, the technique presented in this paper is devoid of any of the drawbacks mentioned above. It is fully general, takes the solvent into account explicitly, does not rely on any uncontrolled approximation (other than those intrinsic to any particular force field) and allows tuning of the conformational resolution. The method is accurate and computationally efficient. In certain cases, the full free energy profile for a transition may be obtained rather than just the free energy difference between two conformations.
Let point A in the phase space of a polymer chain be defined by precise coordinates of all the atoms of the chain. Point A has a finite entropy, and therefore statistical weight, due to solvent degrees of freedom. Point A only represents a point in polymer's conformational phase space, but it is expanded to a small region in the full phase space of the system. Furthermore, physically meaningful questions most often imply that conformation A includes not only the point A in conformational phase space, but also some finite size locale around point A. The latter is often called a conformational basin. The basin size depends on the question of interest and relevant physical considerations: for example, it could be defined by extent of atomic vibrations or by the experimental error in determining the structure of A. It may also be defined by the features of the particular local minimum on the energy landscape, such as its width and depth compared with thermal energy. The method that we report here does not provide explicit constraints on structural similarity within a basin, as these will vary between studies. Instead, it provides means to calculate the free energy difference between the A and B basins, once those are defined based on other physical considerations. Thus, by ''conformation A" we mean some well-defined neighborhood of point A, its conformational basin, and by ''free energy of A" we mean the logarithm of statistical weight of this basin.
Many techniques for calculating free energy differences (such as umbrella sampling) require the free energy of the system to be computed as a function, FðnÞ, of a dynamical variable n, where common examples of n include density, magnetization, and radius of gyration. It is defined by a set of phase space variables and reflects the state of the system at any moment in time. Umbrella sampling is a way to sample low-populated regions of the free energy profile FðnÞ by restricting trajectories to the narrow regions of the profile with parabolic potential U ¼ kðn À n 0 Þ 2 . These regions are called umbrella windows, and the name comes from parabolic shape of the potential [20] . Coming up with an appropriate scalar variable n (that we will refer to as a path coordinate) for the problem of a transition between two polymer conformations is a non-trivial task. In this paper we present a method that solves this problem. The path coordinate has to keep most of the relevant information contained in the multitude of conformational and solvent degrees of freedom and simultaneously discriminate between A and B. In addition, both conformations A and B must correspond to finite segments of the n space, which means that conformations similar to A must have n close to nðAÞ and vice versa, a region of n % nðAÞ must only contain conformations similar to A (the statement has to be true for conformation B as well). In some cases, the topology of the landscape or allosteric motions themselves can provide a good, physically meaningful collective coordinate [21, 22] . The new path coordinate that we propose works for general case. It is local in the conformational phase space near points A and B and is highly resolved in discriminating them. We tested the method on two conformations from the native ensemble of a 20-residue protein Trp-cage [23] at temperature 282 K. The resulting free energy difference between them was found to be 0:43 kcal=molð0:77 k B TÞ. We also calculated the same free energy difference with an independent, more computationally expensive technique resulting in 0:45 kcal=molð0:81 k B TÞ and confirming the accuracy of the method within 5%. Any path coordinate is destined to have a range of values that contains all the unfolded states which are equally unrelated to either A or B. The phase space volume corresponding to this region is huge. Nevertheless, in general it must be sampled to obtain a free energy profile between A and B, unless energy landscape of the molecule has some intricate self-averaging property. Under specific circumstances, this may be the case in proteins, for example, when A and B correspond to an actual allosteric transition, but in general the sampling of this region might be problematic, particularly considering the computational cost of all-atom explicit solvent simulation techniques on currently available computational resources. We have conceived a solution of this problem by creating an artificial confinement in the phase space that prevents the molecule from unfolding without affecting the calculation of the desired free energy difference. Along with introducing the new path coordinate, this constitutes a new technique which is the main result of the current work.
Summarizing, in this article, we report a fully general and computationally efficient technique for finding conformational free energy differences between various states of a protein chain from all-atom explicit solvent molecular dynamics simulations. We applied our technique to compute the free energy difference between two conformations of Trp-cage (NLYIQWLKDGGPSSGRPPPS) native ensemble, using the CHARMM force field with explicit solvent. We compared the results with those derived from an alternative, independent method, which is computationally much more expensive, revealing the remarkable efficiency and accuracy of the proposed technique.
The path coordinate and confining of the trajectories
To chart the native state in high resolution it is necessary to use some distance measure, sðX; YÞ, between the points of The protein folding energy landscape is schematically shown in the shape of a funnel [19] . The bottom of the funnel, containing the native, functional landscape, is zoomed in on the right. The new technique presented in this work allows to choose two conformations, A and B, from the native ensemble and calculate the free energy difference between them.
conformational phase space, to quantify similarity between any two conformations X and Y. Examples of such measures include root-mean-square-deviation of corresponding atomic coordinates (RMSD), contact order, fraction of shared contacts (q), and fraction of shared dihedral angles. With such measure it is possible to map the whole conformational state on a single variable, i.e. to define the variable for an arbitrary conformation X. This variable is the similarity sðX; NÞ between X and a preliminary chosen specific conformation N. This idea is used in protein folding with N being the native state [24] . The sðX; NÞ is then the coordinate that describes folding. Since in our problem the two states may be very similar, as it happens in the native basin, we need a much higher resolution, and the one taking into account the conformational changes transverse to folding (i.e. transverse to sðX; NÞ) [2] . One way to increase the resolution is to use two variables instead of one, sðX; AÞ and sðX; BÞ, the similarities to two specific conformations [25] , mapping now the conformational phase space onto a 2D-plane (see Fig. 2 ). Depending on particular choice of sðX; YÞ this variable may have different ranges. In many cases it changes from 0 (X and Y are totally different) to 1 (X is the same as Y). Fig. 2 assumes such a case: both sðX; AÞ and sðX; BÞ can change from 0 to 1, mapping thus the whole conformational phase space onto a square. Area near the origin corresponds to conformations highly dissimilar to both A and B (sðX; AÞ % sðX; BÞ % 0). If A and B are both folded states belonging to the native ensemble (for instance, two allosteric states), the origin will contain all the unfolded states (since these states are dissimilar from the folded states). A and B then will be similar (sðA; BÞ % 1) and close to the upper right corner of the square. Then the diagonal of the square (sðX; AÞ ¼ sðX; BÞ) will correspond to the folding coordinate line, and motions perpendicular to this diagonal will be transverse to folding. Fig. 2b illustrates such a case: A and B are two structures from the native ensemble of a small protein Trp-cage. The structural resolution of the native region (upper right corner) is much higher than that of unfolded region near the origin.
The most obvious path coordinate would be n d ðXÞ ¼ sðX; AÞ À sðX; BÞ; ð1Þ but it lacks the aforementioned property of locality near A and B which is compulsory. We want nðXÞ ¼ nðAÞ AE dn to only include conformations similar to A, so that sðX; AÞ ¼ sðA; AÞ AE ds with ds being small [26] . However, the difference based definition of path coordinate n d (Eq. (1)) permits arbitrary large changes to both terms in the difference as long as the difference itself stays the same. In other words, the whole strip that is highlighted in white in Fig. 2b will contribute to free energy of conformation A, including the unrelated unfolded conformations near the origin. We propose a path coordinate that remains local around the conformations of interest: A one-dimensional dynamical variable necessarily partitions the phase space into multidimensional iso-surfaces. In both cases on this figure iso-surfaces around n d % 0 (a green stripe) and n g % 0 (the large green area) contain all the unfolded states. This is the case with any one-dimensional path coordinate. Our method solves this problem with the confinement potential ''tube".
centered on conformation A (with coordinates on the 2D plane sðA; AÞ ¼ 1 and sðA; BÞ) ( Fig. 2c and d) . In this coordinate constant elevation strips form local regions of width r g near points A and B. Note that it is not necessary for both gaussians to have the same width r g .
We chose a small protein, Trp-cage, to test our method. Trpcage is one of the smallest known proteins (20 residues) with a set of native structures reported by an earlier NMR study [23] . We chose the two most dissimilar structures in this set as points A and B. Despite the fact that we had allosteric states in mind while developing the method, these Trp-cage states are not expected to represent deep minima, but are simply used to test our approach. Furthermore, although allosteric states are typically minima with a barrier separating them, our method is more general and can be applied to any two arbitrarily defined conformational states, even if they are not minimum energy structures. Our technique allows computation of the correct ratio of thermal probabilities to find the system in either of these states, or the free energy difference. Free energy differences between conformations which are not deep minima may be used for example to gauge the accuracy of coarsegrained force-fields, by comparing with the corresponding results from atomistic simulations. Likewise, our technique may be used with many different similarity measures, sðX; YÞ. In this work, we chose the fraction of common contacts qðX; YÞ to quantify similarity between structures X and Y, or more precisely sðX; YÞ ¼ qðX;
where r X ij and r Y ij indicate the distances between ith and jth atom in conformations X and Y, respectively, and normalization factor N is equal to the number of atom pairs used to compare structures X and Y. In the example with Trp-cage we included carbons C a , C b , C c , C d , C , and C z (78 atoms total) in the summation. Gaussian function in Eq. (3) smoothes the boundary between a ''contact" and ''no contact". Further in the text we use the following notation: Q A qðX; AÞ; Q B qðX; BÞ; n g n g ðQ A ; Q B Þ n g ðXÞ:
The comparison of locality between the previous, difference based path coordinate n d and the newly proposed gaussian based path coordinate n g is shown in Fig. 3 . Patches of different colors correspond to different windows of umbrella sampling (that keep the path coordinate localized). It can be seen from Fig. 3a that the previously reported coordinate n d indeed forces the trajectories to sample a stripe-like region of the 2D (Q A ; Q B ) plane. The n d windows that contain conformations A and B also group with them unrelated, partially unfolded structures. In comparison, when using the new path coordinate n g , the window that contains A is local, as shown in Fig. 3b , and the trajectory in this windows does not stray far from A, keeping the conformations unrelated to A from this window.
The new path coordinate n g constitutes the essence of the technique reported here. However, there is another major feature that might be needed for efficient calculations under specific circumstances. Note that the conformational phase volume as a function of n g is not constant: it is much larger in the region n g % 0, which contains all the unfolded states and decreases rapidly towards the endpoints n g ¼ 1 and n g ¼ À1. In principle, the n g % 0 umbrella windows have to be thoroughly sampled as well which may represent a problem with large proteins and explicit solvent force fields. However, if one is interested only in free energy difference between conformations A and B and not in the full free energy profile between them, this problem can be side-stepped. It is possible to confine the sampling trajectories inside an artificial ''tube" that envelops a presumptive path between the states. This can be done by adding an appropriate confinement potential V c to the Hamiltonian, H 0 ¼ H þ V c . V c should be chosen in such a way that the conformational basins of A and B are not affected (V c ðAÞ % V c ðBÞ % 0). Using the modified Hamiltonian, the free energy difference between the conformations A and B is
where b ¼ 1=kT, C represents the whole conformational space and C A and C B indicate the phase volumes of conformations A and B.
If we set V c ¼ 0 (below desirable marginal error, e.g. less than 0.01 kcal/mol) everywhere in C A and C B , then
, thus, V c will not affect the free energy difference we are calculating. In our test example with Trp-cage we chose a V c that won't allow the trajectories to unfold. On the (Q A ; Q B ) square this would mean preventing the trajectories from going towards the origin, keeping them in the upper right corner, corresponding to the native region. Thus V c can be visualized as a wall of cylindrical shape surrounding the upper right corner of the phase space square (Q A ; Q B ). Keeping the radius of the cylinder small would aid computational efficiency, but it should be large enough to not touch the conformational basins of A and B and to allow sufficient overlap between umbrella windows (see Section 5 and Fig. 5 ).
Results
For the two conformations of Trp-cage that we chose to test the method qðA; BÞ ¼ 0:88 (Fig. 4) . We chose the value of parameter r g in Eq. (2) shown as a black solid curve in Fig. 4b . This 1D profile was calculated using 108 umbrella windows that are each 1.2 ns long. High conformational entropy in the region n g % 0 is the thermodynamic factor which tends to lower that region's free energy. However, we are mainly interested in obtaining the free energy difference between the conformations A and B (marked by rectangles). As discussed in introduction, these correspond to finite segments of the path coordinate n g line. The size of these segments is not set by our method and must be chosen based on other considerations, such as magnitude of atomic vibrations. If the structures for A and B are obtained from experiment, the size may be defined by experimental precision. For a given segment size, though, our procedure provides a definite answer. It makes physical sense to choose a segment size that corresponds to a conformational basin, the local minimum on the free energy landscape, providing there is one. We chose the sizes to be Dn g ¼ 0:2. To calculate the free energy of a segment, we sum the partition functions of all the states within it: Z A ¼ R To independently verify this result we also constructed a 2D free energy surface as a function of Q A and Q B (Fig. 4a) . 2D FES calculations are much more expensive computationally [27] [28] [29] . For these calculations, 922 umbrella windows are needed, 1.2 ns each resulting in over 1 ls of total simulation time (compared to $ 100 ns simulation time for the 1D profile). To compare free energies from 1D free energy profile Fðn g Þ and from 2D free energy surface FðQ A ; Q B Þ we integrated the 2D FES numerically using
The profile obtained from the 2D surface FðQ A ; Q B Þ yields 0:45 kcal=mol ð0:81 k B TÞ free energy difference between the basins, to be compared with 0:43 kcal=mol ð0:77 k B TÞ obtained from 1D Fðn g Þ calculations. The difference is within 5%, indicating that the method is highly accurate. The best way to estimate the error bars for the graph in Fig. 4b would be to perform several independent simulation runs. Since that is computationally expensive in explicit solvent force field, instead we carried out five independent runs of the same system in simple implicit solvent, modeled by dielectric medium with ¼ 80. The standard error for the mean estimated from these five runs turned out to be less than 0.05 kcal/mol.
Discussion
The new method presented for computing free energy differences between polymer chain conformations has several advantages compared to previous approaches. The technique is general and does not involve calculations with unphysical states of the molecule (other than forcing the system to visit states that are poorly accessible thermally). It has adjustable structural resolution, that can be changed depending on the nature of the two conformations of interest. The resolution can be changed by increasing or decreasing the set of atoms whose positions enter into the definition of sðX; YÞ. For instance, partially unfolded states of proteins would require coarser treatment, than the one in the example here: sidechain rearrangements should be considered as not changing the conformation, because they would occur on the same timescale as solvent motions.
The enveloping ''tube" for the pathway between A and B is not as artificial construct as it may seem at first glance, at least regarding proteins. In real allosteric transitions proteins do not unfold (or do so only partially), which means a natural tendency to stay in the region of the energy landscape we are trying to sample. Thus, many proteins would naturally sample a well-defined path if the umbrella window sampling times are not too long, which would allow escape over kinetic barriers surrounding the dominant path. In this case, an externally introduced confining tube would serve only as a ''guard rail" for the trajectory rather than a wall that cuts a part of phase space off. In the example presented in the paper we used the following considerations to find a functional form for V c that would approach such ideal case. First, the tube has to allow sufficiently many pathways connecting A and B, so that there is enough overlap between the umbrella windows. Then, the rate of transition between neighboring windows (with V c on) multiplied by the simulation time inside a window must be larger than unity. However, this should not be an excessively large number, since it is a gauge for the sampling problem that the tube is meant to solve. Thus, some optimal width tube needs to be devised around the steepest descent path between the end points. Since this path is not known a priori, we probed the phase space with short time umbrella windows, thus ''seeing" where the trajectory ''prefers" to go (Fig. 3b) , until we observe a continuous path between A and B. The areas where the system spends most of its time are grouped around the steepest descent path, forming the shape of the tube (see Section 5). A more general procedure for constructing an adjustable confinement tube and making sure that its main purpose is to be a ''guard rail" would allow the calculation of realistic transition pathways between the states, not just the free energy difference, with high computational efficiency. Thus, if the system naturally wants to go from A to B, the tube acts as a ''guard rail", and we can recover the real transition pathway with a free energy profile along the pathway. In the opposite case, when system does not want to go from A to B, we may need to force it with the confinement tube, and then we recover just the free energy difference. Root-mean-square-deviation of atom positions (RMSD) is widely used as a similarity measure between two conformations, s. Our method is formulated in terms of general sðX; YÞ, so RMSD could also be used. The plot corresponding to Fig. 2 would look somewhat differently (the whole quadrant instead of square with the native region near the origin) but with the same main features. We preferred to use fraction of native contacts qðX; YÞ for the following reasons. q is a two-point parameter, comparing the distances between pairs of atoms, while RMSD compares the coordinates of each atom individually (after proper alignment). Use of q does not require this preliminary alignment of the structures. As the contact energy plays crucial role in proteins, q is more correlated with protein physics than RMSD. For example, if one imagines two conformations having two a-helices, that are close in one of them and apart in the other one, then RMSD between them will be very large, suggesting no structural similarity, while q will still show the similarities of individual helices.
In fact, umbrella sampling with the path coordinate n d (Eq. (1)) and RMSD in the role of s has been used to calculate free energy difference between A-and B-forms of DNA [17] and free energy mapping of allosteric switching between the open and the closed forms of adenylate kinase upon ligand binding [18] . As discussed above, this technique has the non-locality problem, that we have solved by introducing a new path coordinate in this paper. Along with the confinement idea, our technique is fully general, adjustable to high resolution, computationally efficient and does not operate on unphysical states of the system. The method can be used for an arbitrary pair of states, without the naturally existing transition path between them, like in the current work, to compute free energy differences between two protein conformations. In addition, a straightforward generalization should allow computing the whole free energy profile for the transition path between two states, when this transition occurs in nature.
Methods
All atomistic molecular dynamics (MD) simulations were carried out using LAMMPS [30] (large-scale atomic/molecular massively parallel simulator) using CHARMM27 protein-lipid force field with explicit solvent [31] . Trp-cage was placed in a 50 Â 50 Â 50 Å 3 box with 2275 water molecules (TIP3P model) and the counterions, 5Na þ and 6Cl À in order to mimic the physiological conditions. The system was prepared in NAMD using the standard protocol [32] . The system was heated up to 282 K and equilibrated for 800 ps using targeted MD to keep the innate NMR structures. Next, NPT simulations were carried out in LAMMPS for 60 ps with targeted MD to bring the conformation to a specific umbrella window. Finally, for each of the windows, 1.2 ns long NPT simulations were carried out, where the last 1 ns was used for data analysis. The confinement potential for the ''tube" enveloping the trajectory is constructed as follows. In the case of Trp-cage, the upper right corner of the (Q A ; Q B ) square is naturally devoid of states, thus, we only need to confine the trajectory from the side of lower values of Q A and Q B . We placed a cylindrical ''wall" around upper right corner of conformation space square (Fig. 4a) , that confines the trajectories to the upper right corner. The ''wall" (actually, a sharp step with finite width) was implemented by a hyperbolic tangent of a distance from the upper right corner of the phase space square ðQ A ¼ 1; Q B ¼ 1Þ:
The parameters e, k and l, that were chosen as 10 kcal/mol, 5 Â 10 3 and 0.135, respectively, satisfy the conditions of good overlap between umbrella windows, but, eliminate a huge number of intermediate states.
