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1 Introduction
We are concerned with existence and uniqueness of bounded solutions to the
following fractional sublinear equation:
(−∆)
σ
2 u = ρ uα in RN . (1.1)
The nonlocal operator (−∆)
σ
2 is the fractional Laplacian of order σ/2 with
σ ∈ (0, 2), N ≥ 2. Thus the following representation in terms of a singular
integral holds:
(−∆)σ/2g(x) = CN,σ P.V.
∫
RN
g(x)− g(z)
|x− z|N+σ
dz, (1.2)
for any g belonging to the Schwartz class, where CN,σ is an appropriate
positive normalization constant depending on N and σ (see (3.4)). The
function ρ is nonnegative and bounded in RN , and decays at infinity fast
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enough; furthermore, 0 < α < 1. If we replace the nonlocal operator in (1.1)
by the Laplace operator ∆, then we obtain the following sublinear elliptic
equation:
−∆u = ρ uα in RN , (1.3)
which, together with its counterpart in bounded domains of RN completed
with Dirichlet boundary conditions, has been extensively studied in the lit-
erature (see [4], [5], [14], [15], [17], [18], [21]). In particular, in [4], existence
and uniqueness of bounded solutions to equation (1.3) have been established,
under the assumption ρ ∈ L∞loc(R
N ), ρ ≥ 0. More precisely, in [4] it has been
shown that existence of solutions to problem (1.3) holds if and only if the
linear problem
−∆U = ρ in RN (1.4)
admits a bounded solution; moreover, the solution is unique in the class of
solutions v satisfying lim inf |x|→∞ v(x) = 0 . Whereas, asymptotic behavior
as |x| → ∞ of solutions to equation (1.3) has been addressed in [14], [15] and
[18], under appropriate assumptions on ρ.
Recently, also the analysis of fractional semilinear elliptic equations have
attracted the attention of various authors (see, e.g., [2], [3], [8], [6], [7], [10],
[24]). In particular, for further references we point out that in [2], [3] existence
and multiplicity of solutions have been studied for the problem{
(−∆)
σ
2 u = up + λuq x ∈ D
u = 0 x ∈ ∂D,
where D ⊂ RN is a bounded domain with smooth boundary ∂D, 0 < q ≤
1, 1 < p ≤ N+σN−σ , N > σ, λ > 0. To the best of our knowledge, fractional
sublinear equations in the all RN , such as (1.1), have not been studied so far.
Clearly, as well as in the local case (that is, for σ = 2), when considering this
type of equations in the all RN several differences with respect to the case of
bounded domains occur.
The analysis of the elliptic equation (1.3) is strictly related (see [16]) to
the asymptotic behavior of solutions of the Cauchy problem for the porous
medium equation with variable density ρ:{
ρ ∂tu = ∆ [u
m] x ∈ RN , t > 0
u = u0 x ∈ R
N , t = 0
(1.5)
with m = 1/α, ρ > 0. The question if analogous results hold for problem{
ρ ∂tu+ (−∆)
σ
2 [um] = 0 x ∈ RN , t > 0
u = u0 x ∈ R
N , t = 0
(1.6)
is not the content of the present work, and still remains to be answered.
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On the other hand, let us mention that in the following, we shall use
existence and uniqueness results proved in [20] for problem (1.6) (see also
[19]), in order to show uniqueness of solutions to (1.1).
We describe next how the paper is organized and outline the main contri-
butions. In Section 2 we recall the needed mathematical background about
the fractional Laplacian, its realization through the harmonic extension, both
in bounded domains and in the whole space, and give the precise notion of
solution we will deal with. As well as in [2], [3] we will consider energy solu-
tions. Consequently, we need to suppose that N > 2σ to prove some results
(see Remark 3.9). In Section 3 we perform a detailed and self-contained
analysis of the linear problem
(−∆)
σ
2U = ρ in RN , (1.7)
establishing existence and uniqueness of solutions. Boundedness of solutions
and behavior at infinity of solutions is investigated as well; in particular a
decay estimate at infinity is shown using some results in [22]. In Section 4 we
study existence of solutions to equation (1.1). More precisely, we prove that
existence of bounded solutions to the linear equation (1.7) is sufficient (see
Theorem 4.1) to existence of solutions to (1.1). This somehow rephrases, in
the nonlocal framework, some results obtained in [4] for the local problem
(1.3). Finally in Section 5, by exploiting uniqueness results for problem (1.6)
proved in [20], we show uniqueness of solutions of (1.3) satisfying a decay
condition at infinity; see Theorem 5.6.
2 Mathematical background
We always make the following assumption:

(i) ρ ∈ L∞(RN ), ρ ≥ 0 a.e. in RN , ρ 6≡ 0
(ii) 0 < σ < 2
(iii) 0 < α < 1.
(A0)
Furthermore, about ρ = ρ(x), we suppose that the following decay condition
at infinity holds:
there exist Cˇ > 0, Rˇ > 0 and β ∈ (N,∞) such that
ρ(x) ≤ Cˇ|x|−β for all x ∈ RN\BRˇ.
(A1)
Let us introduce the following sets:
L1ρ(R
N ) :=
{
f measurable in RN
∣∣∣ ‖f‖L1ρ(RN ) :=
∫
RN
f ρ dx <∞
}
,
L+ρ (R
N ) :=
{
f ∈ L1ρ(R
N )
∣∣∣ f ≥ 0} .
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The fractional Laplace operator (−∆)σ/2 can be defined in many different
ways, one of which relies on the Fourier transform. For any g in the class of
Schwartz functions, if (−∆)σ/2g = h then
hˆ(ξ) = |ξ|σ gˆ(ξ). (2.1)
When, as in the present situation, σ varies in the open interval (0, 2) then
representation (1.2) holds.
2.1 Problem in the all space
Multiplying the nonlocal partial differential equation in (1.1) by a test func-
tion ϕ compactly supported in RN , integrating by parts, taking into account
(2.1) and using the Plancherel’s Theorem, we discover that∫
RN
ρ uαϕdx−
∫
RN
(−∆)σ/4u (−∆)σ/4ϕdx = 0. (2.2)
We denote by H˙σ/2(RN ) the fractional Sobolev space obtained by com-
pleting C∞0 (R
N ) with the norm ‖ψ‖H˙σ/2 = ‖(−∆)
σ/4ψ‖L2(RN ).
Definition 2.1. A solution to equation (1.1) is a function u ≥ 0 such that:
• u ∈ H˙σ/2(RN ) ∩ L∞(RN ) ;
• for any ϕ ∈ C∞0 (R
N ) identity (2.2) holds.
2.2 Problem in bounded domains
Let D be a bounded domain in RN with smooth boundary ∂D. We use next
a spectral decomposition to define the fractional operator (−∆)σ/2 in D. Let
{ξn}
∞
1 be an orthonormal basis of L
2(D) made by eigenfunctions of −∆ in D
completed with homogeneous Dirichlet boundary conditions, and let {λn}
∞
1
be the sequence of the corresponding eigenvalues. For any u ∈ C∞0 (D)
(−∆)σ/2u :=
∞∑
n=1
λσ/2n un ξn in D ,
where u =
∑∞
n=1 un ξn in L
2(D). By density, (−∆)σ/2u can be also defined
for u belonging to the Hilbert space
H
σ/2
0 (D) :=
{
u ∈ L2(D)
∣∣∣ ‖u‖2
H
σ/2
0
(D)
:=
∞∑
n=1
λσ/2n u
2
n <∞
}
.
We then consider the problem{
(−∆)
σ
2 u = ρ uα in D
u = 0 in ∂D.
(2.3)
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Definition 2.2. A solution to problem (2.3) is a function u ≥ 0 such that:
• u ∈ H
σ/2
0 (D) ∩ L
∞(D);
• for any ϕ ∈ C∞0 (D) identity (2.2) holds with R
N replaced by D.
3 The linear problem
In this Section we study the linear problem
(−∆)
σ
2U = ρ in RN . (3.1)
Definition 3.1. A solution to problem (3.1) is a function U such that:
• U ∈ H˙σ/2(RN ) ∩ L∞(RN );
• for any ϕ ∈ C∞0 (R
N ) there holds∫
RN
ρϕdx−
∫
RN
(−∆)σ/4U (−∆)σ/4ϕdx = 0. (3.2)
We also introduce the linear problem in a bounded domain D ⊂ RN ,{
(−∆)
σ
2 U = ρ in D
U = 0 in ∂D.
(3.3)
Definition 3.2. A solution to problem (3.3) is a function U such that:
• u ∈ H
σ/2
0 (D) ∩ L
∞(D);
• for any ϕ ∈ C∞0 (D) identity (3.2) holds with R
N replaced by D.
We introduce the following property:
there exits a solution U to (3.1). (H)
3.1 Existence of solutions to the linear problem
Let
Kσ(x) := CN,σ
1
|x|N−σ
(x ∈ RN \ {0})
be the Riesz kernel, where
CN,σ := 2
σ−1σ
Γ
(
(N + σ)/2
)
πN/2Γ
(
(1− σ)/2
) . (3.4)
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As well as for the standard Laplace operator, a solution to problem (3.1) can
be constructed by convolving such a kernel with the function ρ, that is
(Kσ ∗ ρ)(x) = CN,σ
∫
RN
ρ(y)
|x− y|N−σ
dy .
We are interested in determining conditions to be imposed on ρ such that
property (H) is satisfied.
Remark 3.3. (i) It is direct to check that (see, e.g., [23])
(
Kσ ∗ ρ
)
(x) is
finite at any x ∈ RN if and only if∫
RN
|ρ(y)|
1 + |y|N−σ
dy <∞ and
∫
B(x,1)
|ρ(y)|
|x− y|N−σ
dy for any x ∈ RN .
(ii) As a consequence of (i), when ρ ∈ L∞loc(R
N ),
(
Kσ ∗ ρ
)
(x) is finite at
any x ∈ RN if and only if it is finite at some x0 ∈ R
N .
(iii) From (i) it immediately follows that if ρ ∈ L∞(RN ) and
(
Kσ ∗ ρ
)
(0) <
∞, then Kσ ∗ ρ ∈ L∞(RN ). In fact, in this case∫
B(x,1)
|ρ(y)|
|x− y|N−σ
dy ≤ ‖ρ‖L∞(RN )
∫
B(0,1)
dz
|z|N−σ
,
for any x ∈ RN .
(iv) From (iii) it follows that when (A0) and (A1) are satisfied, then K
σ ∗
ρ ∈ L∞(RN ).
It is direct to obtain the next
Proposition 3.4. Assume (A0)–(i),(ii). If
Kσ ∗ ρ ∈ L∞(RN ) ∩ H˙σ/2(RN ) , (3.5)
then Kσ ∗ ρ solves equation (3.1). Thus, property (H) is satisfied.
Moreover, we have the following result.
Proposition 3.5. If (A0)-(A1) are verified and N > 2σ, then condition
(3.5) holds.
Proof . For any p > 1, by the Hardy-Littlewood-Sobolev inequality (see,
e.g., [1]),
‖Kσ ∗ ρ‖Lp∗(RN ) ≤ Cp‖ρ‖Lp(RN ) , (3.6)
where p∗ = NpN−σp and Cp is a proper positive constant. In view of (A0) −
(A1), ρ ∈ L
p(RN ) for any p ∈ [1,∞]. This combined with (3.6) and the
On a fractional sublinear elliptic equation with a variable coefficient 7
hypothesis N > 2σ implies that both Kσ ∗ ρ and ρ belong to L2(RN ). Thus,
from Proposition 3.1.7 and Theorem 1.1.1 of [1] it is immediate to deduce
that Kσ ∗ ρ ∈ H˙σ/2(RN ). Hence, from Proposition 3.4 and Remark 3.3-(iv)
the conclusion follows. 
From [22] the following lemma can be deduced (see [20, Corollary 5.4]).
Lemma 3.6. Let N ≥ 2. Let assumptions (A0), (A1) be satisfied. Then
(Kσ ∗ ρ)(x) → 0 as |x| → ∞ . (3.7)
More precisely, for some C > 0, we have:
(Kσ ∗ ρ)(x) ≤ C|x|σ−ν−
N
r for all x ∈ RN , (3.8)
provided N2 (2− σ) < ν < N and
max
{
2
σ
,
N
β − ν
}
< r <
N
N − ν
. (3.9)
For further references, let us consider problem{
(−∆)
σ
2 UR = ρ in BR
UR = 0 in ∂BR.
(3.10)
Suppose that (A0) is satisfied. Note that for each R > 0 problem (3.10)
admits a unique solution UR; moreover, by strong maximum principle (see
[10]), UR > 0 in BR, and
UR(x) =
∫
BR
GR(x, y)ρ(y) dy
where GR is the Green function of the operator (−∆)
σ/2 in the domain BR,
completed with zero Dirichlet boundary conditions on ∂BR (see, e.g. [13]).
Since UR ≥ 0 in BR for any R > 0, if R1 < R2, then UR2 is a supersolution
to problem {
(−∆)
σ
2 U = ρ in BR1
U = 0 in ∂BR1 .
So, by comparison principles,
0 ≤ UR1 ≤ UR2 in BR1 .
By results in [13], GR(x, y) ≤ C˜K
σ(|x − y|), for some positive constant C˜
independent of R. So
UR(x) ≤ C˜(K
σ ∗ ρ)(x) (x ∈ RN ) . (3.11)
8 F. Punzo and G. Terrone
3.2 Uniqueness for the linear problem
Lemma 3.7. Let assumptions (A0), (A1) be satisfied; let N > 2σ. If U is
a bounded solution to problem (3.1), such that U(x) → 0 as |x| → ∞, then
it coincides with Kσ ∗ ρ.
Proof. Set
Ω := RN+1+ = {(x, y) : x ∈ R
N , y > 0}, Γ := Ω ∩ {y = 0} ≡ RN ,
and let Xσ(Ω) be the completion of C∞0 (Ω¯) with the norm
‖v‖Xσ(Ω) =
(
µσ
∫
Ω
y1−σ|∇v|2 dxdy
) 1
2
,
where µσ :=
2σ−1Γ(σ/2)
Γ(1−σ/2) . Given a function f ∈ X
σ(Ω) we denote by f |Γ its
trace on Γ.
LetW := E(U) be the σ–harmonic extension of U to the upper half-space
Ω that is, the unique smooth and bounded solution W (x, y) of the problem

div
{
y1−σ∇W
}
= 0 (x, y) ∈ Ω,
∂W
∂yσ
= ρ x ∈ Γ,
(3.12)
where
∂W
∂yσ
(x, 0) := µσ lim
y→0+
y1−σ
∂W
∂y
.
A solution to problem (3.12) is a pair of functions (U,W ) such that W ∈
Xσ(Ω) ∩ L∞(Ω), W |Γ = U and for any ϕ ∈ C
∞
0 (Ω¯) there holds∫
Γ
ρϕ(x, 0) dx = µσ
∫
Ω
y1−σ〈∇ϕ,∇W 〉dxdy. (3.13)
Set also W¯ := E(Kσ∗ρ) and W˜ :=W−W¯ . Take a sequence ϕn ⊂ C
∞
0
(
Ω¯
)
such that ϕn → W˜ as n→∞ in X
σ
0 (Ω). By (3.13), for all n ∈ N, we have∫
Ω
y1−σ〈∇W˜ ,∇ϕn〉dxdy = 0.
Sending n→∞, we get ∫
Ω
y1−σ|∇W˜ |2dxdy = 0,
so W˜ is constant in Ω. Furthermore, in view of (3.7), we have that W¯ (x, 0) =
(Kσ ∗ ρ)(x)→ 0 as |x| → ∞. Thus, taking into account that by assumption
W (x, 0) = U(x) → 0 as |x| → ∞, we deduce that W˜ (x, 0) → 0 as |x| → ∞.
This implies the identity W˜ ≡ 0 and thus the statement.
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Lemma 3.8. Let assumptions (A0), (A1) be satisfied; let N > 2σ. Let U be
a solution to
(−∆)σ/2U ≤ ρ in RN (3.14)
such that U(x)→ 0 as |x| → ∞. In addition, suppose that f := (−∆)σ/2U ∈
L∞(RN ). Then
U ≤ Kσ ∗ ρ in RN . (3.15)
Proof. Let g := (−∆)σ/2(Kσ ∗ ρ− U). Thus
g ≥ 0 in RN . (3.16)
Consider the equation
(−∆)σ/2V = g in RN . (3.17)
Note that g = ρ− f. Thus, in view of hypothesis (A1) and the fact that f ∈
L∞(RN ), from Remark 3.3 we can infer thatKσ∗g ∈ L∞(RN ). Furthermore,
since 0 ≤ g ≤ ρ, and ρ ∈ L1(RN ), it also follows that Kσ ∗ g ∈ L1g(R
N ). So,
by Proposition 3.4, Kσ ∗ g is a bounded solution to equation (3.17). Since
g ≤ ρ, from Lemma 3.6 and (3.16) it follows that
(
Kσ ∗ g
)
(x) → 0 as
|x| → ∞. Clearly, Kσ ∗ ρ− U is a bounded solution to equation (3.17) such
that
[(
Kσ ∗ ρ
)
(x) − U(x)
]
→ 0 as |x| → ∞. From Lemma 3.7 we deduce
that
Kσ ∗ ρ− U = Kσ ∗ g in RN .
Now, from (3.16) the conclusion follows.
Remark 3.9. Note that since the proof of Lemma 3.8 usesKσ∗ρ ∈ H˙σ/2(RN ),
we need the hypothesis N > 2σ. We stress the fact that the content of such
lemma will be important to prove Theorem 5.7, which deals with ρ ≥ 0.
4 Existence results
Our goal is to prove the following:
Theorem 4.1. Let assumption (A0) be satisfied. If (3.5) holds and K
σ ∗ρ ∈
L1ρ(R
N ), then there exists a solution u to problem (1.1). Furthermore, for
some C > 0,
u(x) ≤ C|x|σ−ν−
N
r for all x ∈ RN , (4.1)
with ν, r as in Lemma 3.6.
Remark 4.2. In view of Proposition 3.5, we have that if (A0) and (A1) are
satisfied, and N > 2σ, then (3.5) holds and Kσ ∗ ρ ∈ L1ρ(R
N ).
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In the sequel, for any R > 0, we shall make use of problem{
(−∆)
σ
2 uR = ρ u
α
R in BR
uR = 0 in ∂BR.
(4.2)
Now, we state some results concerning problem (4.2), that can be proved
by standard methods (see [3]). To begin with, by the classical procedure of
sub– and super solutions, next Lemma can be deduced (see [2, Lemma 3.1]
or [3, Lemma 4.2]).
Lemma 4.3. Let assumption (A0) be satisfied. Let u1 and u2 be respectively
a subsolution and a supersolution to problem (2.3), and assume that u1 ≤ u2
in D. Then there exists u solution to problem (2.3) such that u1 ≤ u ≤ u2
in D.
The following comparison result can be easily deduced by the same argu-
ments as in [3, Lemma 4.3] .
Lemma 4.4. Let assumption (A0) be satisfied. Let u1 and u2 be respectively
a subsolution and a supersolution to problem (2.3), and assume that u1, u2 >
0. Then u1 ≤ u2 in D.
Moreover, the next existence result holds.
Proposition 4.5. Let assumption (A0) be satisfied. Then for any R > 0
there exists a solution uR to problem (4.2).
Proof. Consider the functional J : H˙σ/2(BR)→ R defined as
J(w) :=
1
2
∫
BR
∣∣(−∆)σ4 w∣∣2 dx− 1
α+ 1
∫
BR
ρwα+1 dx
In view of Definition 2.2, it is well defined, bounded from below and coercive
in H˙σ/2(BR). Then by standard tools, the conclusion follows.
Now we can prove Theorem 4.1.
Proof of Theorem 4.1. For any R > 0, by Proposition 4.5 a solution uR to
problem (4.2) exists. Moreover, by Lemma 4.4 it is unique. By strong maxi-
mum principle,
uR > 0 in BR . (4.3)
Observe that
R < R′ ⇒ uR ≤ uR′ in BR. (4.4)
In fact, in view of (4.3), uR′ is a supersolution to (4.2). Then uR ≤ uR′ .
Let UR be the solution to problem (3.10). Due to (3.11), for C ≥ (C˜‖K
σ∗
ρ‖L∞(BR))
α
1−α , CUR is a supersolution to problem (4.2). In fact, for any
ϕ ∈ C∞0 (BR),∫
RN
(−∆)σ/4(CUR) (−∆)
σ/4ϕdx =
∫
RN
C ρϕdx ≥
∫
RN
ρ (CUR)
α ϕdx.
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Hence,
0 ≤ uR ≤ CUR in BR. (4.5)
From (4.4), (4.5) and (3.11) it follows that there exists
u := lim
R→∞
uR in R
N ;
furthermore, u ∈ L∞(RN ) and (4.1) holds true.
For each R > 0, take a sequence {ϕn} ⊂ C
∞
0 (BR), ϕn → uR in H˙
σ/2
0 (BR)
as n→∞. From Definition 2.2, for each R > 0, for all n ∈ N, we have:∫
BR
(−∆)σ/4uR (−∆)
σ/4ϕn dx =
∫
BR
ρ uαR ϕn dx.
Letting n→∞ we obtain:∫
BR
|(−∆)σ/4uR|
2 dx =
∫
BR
ρ uα+1R dx . (4.6)
Take any open subset V ⊂ RN and select R0 > 0 so big that V ⊂ BR0 . From
(4.5), (3.11) and (H), since Kσ ∗ ρ ∈ L∞(RN ) ∩ L1ρ(R
N ) ∩ H˙σ/2(RN ), there
exists C > 0, independent of R, such that∫
BR
ρ uα+1R dx ≤ C for any R > 0. (4.7)
Therefore (4.6) implies∫
BR
|(−∆)σ/4uR|
2 dx ≤ C for any R > 0. (4.8)
By letting R → ∞ in (4.7) and (4.8), we obtain (2.2), u ∈ H˙σ/2(RN ) ∩
L∞(RN ). This completes the proof.
Remark 4.6. Assume that ρ satisfies (A0), (A1); let N > 2σ. Then the
solution constructed in Theorem 4.1 satisfies the following identity:
u(x) =
∫
RN
ρ(y)uα(y)
|x− y|N−σ
dy.
In fact, let f(x) := ρ(x)uα(x) (x ∈ RN ), and consider the equation
(−∆)σ/2v = f in RN . (4.9)
Since u ∈ L∞(RN ) and ρ satisfies (A0), (A1), we have that v = K
σ ∗ f ∈
L∞(RN ) ∩ L1f(R
N ). By Proposition 3.4, v is a solution to equation (4.9).
Since u is nonnegative and bounded, from Lemma 3.6 it follows that v(x)→ 0
as |x| → ∞. Clearly, the same holds for u (see (4.1)). Thus, from Lemma
3.7 the conclusion follows.
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Remark 4.7. The dependence of the solution of problem (1.1) upon ρ is
monotone increasing. In fact, if ρ1 ≤ ρ2 and u1 and u2 are the corresponding
solutions of (1.1), then u2 is a supersolution to{
(−∆)
σ
2 u = ρ1 u
α in BR
u = 0 on ∂BR.
Thus the sequence v1,R of function approximating u1 satisfy v1,R ≤ u2 in
BR. Passing to the limit as R→∞ we get u1 ≤ u2.
5 Uniqueness results
5.1 Fractional porous medium equation with variable
density
For later use we introduce next a fractional porous medium equation and
recall some results established in [20]. Consider the following nonlinear non-
local Cauchy problem:{
ρ ∂tu+ (−∆)
σ
2 [um] = 0 x ∈ RN , t > 0
u = u0 x ∈ R
N , t = 0.
(5.1)
The parameter m is greater or equal to 1, and we will take later m = 1/α.
Definition 5.1. A solution to problem (5.1) is a function u ≥ 0 such that:
• u ∈ C([0,∞);L1ρ(R
N )) and um ∈ L2
loc
((0,∞) : H˙σ/2(RN ));
• for any T > 0, ψ ∈ C10 (R
N × (0, T )) there holds
∫ T
0
∫
RN
ρ u ∂tψ dxdt−
∫ T
0
∫
RN
(−∆)σ/4(um) (−∆)σ/4ψ dxdt = 0;
• u(·, 0) = u0 almost everywhere.
The previous definitions can be adapted to consider problem (5.1) in
bounded domains. Let R > 0, u0 ∈ L
1
ρ(BR) and consider the problem

ρ ∂tu+ (−∆)
σ
2 [um] = 0 x ∈ BR, t > 0,
u = 0 x ∈ ∂BR, t > 0,
u = u0 x ∈ BR, t = 0.
(5.2)
Definition 5.2. A solution to problem (5.2) is a function u ≥ 0 such that:
• u ∈ C([0,∞);L1ρ(BR)) and u
m ∈ L2
loc
((0,∞) : H˙σ/2(BR));
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• for any T > 0, ψ ∈ C10 (BR × (0, T )) there holds∫ T
0
∫
BR
ρ u ∂tψ dxdt =
∫ T
0
∫
BR
(−∆)σ/4um (−∆)σ/4ψ dxdt; (5.3)
• u(·, 0) = u0 almost everywhere in BR.
Observe that comparison principles hold for problem (5.2) (see [20]).
Moreover, the existence of the minimal solution to problem (5.1) has been
established in [20], together with some uniqueness results, among which we
recall for later use the following:
Proposition 5.3. Let N ≥ 2. Let assumptions (A0), (A1) be satisfied.
Moreover, suppose that ρ > 0 in RN , u0 ∈ L
∞(RN )∩L+ρ (R
N ), m ≥ 1. Then
there exists the minimal nonnegative solution u to problem (5.1); moreover,∫ t
0
(
u(x, s)
)m
ds ≤ C|x|σ−ν−
N
r
for almost every x ∈ RN \BR¯ (R¯ > 0), t > 0,
for some C > 0, with ν, r as in Lemma 3.6.
(5.4)
Furthermore, suppose that u is a solution to problem (5.1) such that, for any
T > 0, ∫ t
0
(
u(x, s)
)m
ds ≤ CT |x|
σ−ν−Nr
for almost every x ∈ RN \BR¯ (R¯ > 0), t ∈ (0, T ),
for some CT > 0, with ν, r as in Lemma 3.6.
(5.5)
Then u ≡ u .
Proof. See [20, Theorem 5.9]
5.2 Uniqueness of solutions for the elliptic problem
Lemma 5.4. Let u1 and u2 respectively a subsolution and a supersolution
of (1.1). Then there exists u solution to (1.1) such that u1 ≤ u ≤ u2 in R
N .
Proof. Thanks to Lemma 3.8, we can apply the standard technique of mono-
tone iteration in the whole RN , and get the conclusion (note that the same
argument has been applied in the proof of [4, Theorem 2]).
Lemma 5.5. Let ρ1 and ρ2 satisfying (A0)–(i), (A1), and assume ρ1 ≤ ρ2.
Let N > 2σ. Then, for any u1 bounded solution to
−(∆)
σ
2 u1 = ρ1 u
α
1 in R
N
there exists u2 bounded solution to
(−∆)
σ
2 u2 = ρ2 u
α
2 in R
N (5.6)
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such that
u2(x) ≤ C|x|
σ−ν−Nr , u1 ≤ u2 in R
N (5.7)
for some C > 0, with ν and r as in Lemma 3.6.
Proof. Set
C˜ =
(
‖u1‖L∞(RN )
)α
.
Then
(−∆)
σ
2 u1 ≤ ρ2 u
α
1 ≤ C˜ρ2 in R
N .
The function V := C¯(Kσ ∗ ρ2) satisfies, for C¯ > C˜ sufficiently large,
(−∆)
σ
2 V = C¯ρ2 ≥ ρ2V
α in RN .
Thus u1 and V are respectively a subsolution and a supersolution of the same
problem:
(−∆)
σ
2U = C¯ρ2 in R
N .
By Lemma 3.8, u1 ≤ V in R
N . Hence from Lemma 5.4 there exists a solution
u2 to problem (5.6) such that
u1 ≤ u2 ≤ V in R
N .
So, from Lemma 3.6 we get (5.7). This completes the proof.
We establish first uniqueness under the stronger assumption that ρ > 0:
Proposition 5.6. Assume (A0), (A1); let N > 2σ. Suppose further that
ρ > 0. Let u be the minimal bounded solution to problem (1.1) provided by
Theorem 4.1. Let u be any other bounded solution to problem (1.1) such that
u(x) ≤ C|x|σ−ν−
N
r ,
for some C > 0, with r and ν as in Lemma 3.6. Then u = u in RN .
Proof. Set m := 1/α and
Cm := (m− 1)
− 1m−1 .
Let vR(x, t) be the solution to

ρ
∂vR
∂t
+ (−∆)
σ
2 [vmR ] = 0 x ∈ BR, t > 0,
vR = 0 x ∈ ∂BR, t > 0,
vR(x, 0) = Cmu
1
m x ∈ BR.
(5.8)
Observe that the function
u˜(x, t) :=
Cm
(t+ 1)
1
m−1
u
1
m (x)
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solves
ρ
∂u˜
∂t
+ (−∆)
σ
2 [u˜m] = 0, in RN × (0,∞).
Moreover, u˜ is a supersolution to problem (5.8). Thus, by comparison prin-
ciples,
vR ≤ u˜ in BR × (0,∞). (5.9)
Notice that for any R > 0
ess inf
BR
u > 0.
Then we can select τR > 0 such that
u
1
m
τ
1
m−1
R
> u
1
m in BR.
We have
uˇ(x, t) :=
Cmu
1
m
(t+ τR)
1
m−1
≤
Cmu
1
m
t
1
m−1
=: u˜(x, t) in BR × (0,∞);
moreover uˇ is a supersolution to (5.8) thus, by comparison principles we get
vR ≤ uˇ ≤ u˜ in BR × (0,∞). (5.10)
Now, by results in [20] there exists the limit
v∞ := lim
R→∞
vR;
the function v∞ solves
ρ
∂v∞
∂t
+ (−∆)
σ
2 [vm∞] = 0 x ∈ R
N , t > 0,
vR(x, 0) = Cmu
1
m x ∈ RN ,
(5.11)
and satisfies the inequality
vm∞(x, t) ≤ C|x|
σ−ν−Nr (x ∈ RN , t > 0) (5.12)
for some C > 0, with ν and r as in Lemma 3.6. Then, by passing to the limit
as R→∞ in (5.9),
v∞ ≤ u˜ in R
N × (0,∞).
Notice that, as well as v∞, the function u˜ solves (5.11) and satisfies the
inequality (5.12). Then, by Proposition 5.3
v∞ = u˜ in R
N × (0,∞).
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Passing to the limit as R→∞ in (5.10), we obtain
v∞ ≤ u˜ in R
N × (0,∞)
which in turns entails
u
1
m
u
1
m
≤
(t+ 1)
1
m−1
t
1
m−1
.
As t→ +∞ we get
u
1
m ≤ u
1
m in RN .
Since u is minimal it follows that u = u.
We discuss now the general case in which ρ ≥ 0.
Theorem 5.7. Assume (A0), (A1); let N > 2σ. Let u and u be as in
Proposition 5.6. Then u = u in RN .
Proof. Let h ∈ C∞(RN ) ∩ L∞(RN ) ∩ L1(RN ), h > 0, and define for any
ǫ > 0,
ρǫ := ρ+ ǫh.
By Lemma 5.5 there exists uǫ solving
− (∆)
σ
2 uǫ = ρǫ u
α
ǫ in R
N (5.13)
and verifying the following inequalities in RN :
uǫ(x) ≤ C|x|
σ−ν−Nr ,
u ≤ uǫ, (5.14)
for some C > 0, with ν and r as in Lemma 3.6. Thanks to Proposition 5.6
such uǫ is the unique solution of (5.13). Let uǫ,R and uR be the positive
solutions to {
(−∆)
σ
2 uǫ,R = ρǫ u
α
ǫ,R in BR
uǫ,R = 0 in ∂BR,
(5.15)
and {
(−∆)
σ
2 uR = ρ u
α
R in BR
uR = 0 in ∂BR.
(5.16)
So, for any ϕ ∈ C∞0 (BR), ϕ = 0 on ∂BR,∫
BR
ρǫ u
α
ǫ,R ϕ(x, 0) dx =
∫
BR
(−∆)
σ
4 ϕ(−∆)
σ
4 uǫ,R dxdy; (5.17)∫
BR
ρ uαR ϕ(x) dx =
∫
BR
(−∆)
σ
4 ϕ(−∆)
σ
4 uR dx . (5.18)
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It is easily seen that (5.17) holds true with ϕ = uR, while (5.18) holds true
with ϕ = uǫ,R; so, we obtain:
∫
BR
ρǫ u
α
ǫ,R uR(x) dx =
∫
BR
(−∆)
σ
4 uǫ,R(−∆)
σ
4 uR dx
=
∫
BR
ρ uαR uǫ,R(x) dx. (5.19)
Hence,∫
BR
ρ uǫ,Ru
α
R(u
1−α
ǫ,R − u
1−α
R ) dx =
∫
BR
ρ
[
uǫ,R u
α
R − u
α
ǫ,R uR
]
dx
=
∫
BR
[
ρǫ u
α
ǫ,R uR − ρ u
α
ǫ,R uR
]
dx
=
∫
BR
(ρǫ − ρ)u
α
ǫ,R uR dx
≤
∫
BR
ǫ h uαǫ,R uR dx ≤ Cǫ‖h‖L1(RN ) ≤ Cǫ
for some C > 0 independent of R. Passing to the limit as R→∞ and taking
into account (5.14) we get
∫
RN
ρ uα uα (u1−α − u1−α) dx ≤
∫
RN
ρ uαǫ u
α (u1−αǫ − u
1−α) dx
≤ lim
R→∞
∫
BR
ρ uǫ,R u
α
R(u
1−α
ǫ,R − u
1−α
R ) dx ≤ Cǫ. (5.20)
Since u ≥ u, by sending ǫ→ 0+ in (5.20) we discover∫
RN
ρ uα uα (u1−α − u1−α) dx = 0.
Hence ρuα = ρuα in RN , which implies
(−∆)
σ
2 (u− u) = ρ (uα − uα) = 0 in RN .
By uniqueness of solutions for the linear problem (see Lemma 3.7), we con-
clude that u = u in RN .
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