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The field of cancer diagnostics has always been one of the most complex and challenging
areas in biomedical research, and there has been an increasing demand for more advanced
clinical diagnostic equipment over the past four decades. In this thesis, a custom-made
coaxial bioimpedance sensor was used, in combination with computer-aided pattern recog-
nition tools, to identify cancer in tissue samples obtained from the formalin-fixed kidney of
a 60 year-old male patient. Impedance data was collected using the coaxial sensor at 401
logarithmically-spaced frequency points ranging from 10 kHz to 100 MHz. Principle Com-
ponent Analysis and Naive Bayes Classification techniques were employed to test whether
bioimpedance could discriminate between the cancer and non-cancer tissue within the spec-
imen. The classification model was trained using measurement data from cancer and non-
cancer sections of the sample. The models were then tested using cross validation techniques.
It was concluded that the Naive Bayes classifier could discriminate cancer from normal sam-
ples using capacitance and conductance data.
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Impedance describes the response of a system against an alternating electric field at its
input. Impedance is composed of two parts, namely, resistance and reactance. Resistance is a
measure of how much a medium opposes the flow of electric current, and reactance is related
to how a system responds to the changes in the electric field. Mathematically, electrical
impedance is the ratio between alternating electric potential to alternating current. As
shown in figure 1.1, impedance is a complex measure of the resistance, R, and reactance, X.
The impedance can be expressed in the complex impedance plane using rectangular form, Z
= R + iX, or in the polar form using the magnitude |Z|, and the phase angle θ.
Z = |Z|eiθ (1.1)
where |Z|= (R2 +X2)0.5, and θ = arctan(X
R
).
Figure 1.1. Representation of a complex number in rectangular form
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1.2. Bio-Impedance
Impedance spectroscopy (IS) is a technique for measurement of the electrical properties
of a material under test. IS involves measurement of the resistance and reactance of a
system using a test equipment, such as a LCR meter, and the subsequent analysis of the
material response to yield useful information about the physiochemical properties of the
system. Analysis is generally carried out in the frequency domain, although measurements
are sometimes made in the time domain and converted into the frequency domain by Laplace
Transform.
Many structural properties of tissues such as shape, size, and orientation of cells in a
tissue can be observed by a microscope. Disorders, such as neoplasia, affect these structural
properties, and therefore, examining tissue sections under microscope, these changes can
be interpreted by a pathologist. However, histopathologic examination is subjective, and
usually histopathologic analysis does not involve any quantitative information. Impedance
spectroscopy offers a quantitative way of examining changes related to disorders, provided
that suitable measurement equipments and biophysical models are selected.
Tissues, in general, are composed of three main elements: Cells, Extracellular Matrix,
and Water. In mammalian tissues, cells consist of a cell membrane, cytoplasm, and a nucleus.
Cells membrane is a lipid bilayer with embedded proteins, which act as an electrochemical
barrier to allow certain ions to pass through while preventing others to cross the membrane.
Electrically, the cell membrane is a leaky capacitor, where lipid bilayer has a high resistance
and ion channels on the cell membrane have relatively lower resistance. Cell nucleus is
enclosed by a double lipid membrane, and cytoplasm bears numerous organelles and proteins
suspended in water. Cells are in constant interaction with the environment pumping in
and out ions to regulate cell function. Cytoplasm and extracellular water are resistors
in electrical terms, where the ionic content governs the resistive behavior. At different
measurement frequencies, different elements in a tissue sample governs the tissue electrical
response, paving the way to diagnose different components of tissues with varying frequencies.
Also, as it is shown in figure 1.2, as frequency of the measurement signal increases, the
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penetration ability of the measurement wave through substances will increase [11]. This
means signals with higher frequencies can penetrate through the cell membrane and can
be used to measure properties of the membrane and intracellular components, weheras low
frequencies can be used to measure the properties of extracellular fluids. Therefore, a set of
impedance values within a frequency spectrum can provide detailed information about the
properties of different layers in a tissue [1, 7].
Figure 1.2. Electrical current through a tissue sample at low and high measurement frequen-
cies. At low frequencies the current probes the extracellular region, and at high frequencies
the current penetrates the cell membrane.
The electrical properties of biological tissues have been an area of interest for scientists in
field of bioengineering. Physical and chemical properties of cells determines the pathway of
current flow. Therefore, electrical property measurements of cells and tissues are important
in diagnosis of various types of cell disorders [2, 4]. Furthermore, the electrical properties of
cells can also aid in understanding of fundamental principles of biological systems. In this
regard, bioimpedance spectroscopy is a vivid technique in the fields such as electrophysiology
and biophysics. In fact, existence of cell membrane was first proven by dielectric studies on
cell suspensions. Bio-impedance measurements are often conducted as frequency sweeps,
which results in a large number of data point containing correlated and redundant data.
Often statistical methods and biophysical tissue models are needed for data interpretation
and reduction. Selection of statistical method depend on the nature of the data and purpose
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of the study [5]. One of the active research area in bioimpedance field is the development of
statistical and biophysical methods to predict the electrical behavior of a biological system.
1.3. Polarization Mechanisms
Dielectric materials polarize when subjected to an electric field. Polarization involves
alignment of charge pairs (dipoles) parallel to the field. The typical mechanisms that cause
polarization in biological tissues are oriental polarization, deformation polarization, interfa-
cial (Maxwell-Wagner) polarization, and counterion polarization. The first two polarization
mechanisms are due to molecular and atomic effects, respectively. Interfacial polarization is
due to the charge build-up at the interfaces between electrically dissimilar materials. The
counterion polarization is a result of the movement of free charges around charged surfaces.
In order to illustrate these polarization mechanisms, a schematic of a model cell that is
subjected to an uniform electric field is given in figure 1.3. In this simple cell model, cell cy-
toplasm includes permanent dipoles representing polar molecules in the cell; cell membrane
is negatively charged by stationary charges, and the surface charge is screened by the ions
in the electric double layer [17]. Prior to the application of the electric field, the system is
in equilibrium, the dipoles are randomly oriented through the cytoplasm, and charges are
stationary (Stage 1 in figure 1.3). Once the electric field is turned on, several changes in the
location and orientation of the charges occur. The initial response of a cell is the orientation
of the dipoles in the cell cytoplasm (Stage 2 in figure 1.3). Second, charges build up at
the interfaces, leading to interfacial polarization (Stage 3 in figure 1.3). Lastly, ions in the
electric double layer displace, forming a dipole as large as the cell (Stage 4 in figure 1.3).
These responses by the model cell occur at time periods on the order of nanoseconds, mi-
croseconds, and milliseconds after the initiation of the electric field, respectively. As cells
polarize in time, the changes are reflected as changes in capacitance and conductance of the
system. The capacitance is highest when all the polarization mechanisms are active (Stage
4 in figure 1.3), and conductance is the highest at the stage when the electric field is absent.
These changes in capacitance and conductance could be measured by the equipment that
4
acquires data in time or frequency domain. If the frequency domain measurements are per-
formed, a wide measurement frequency spectrum is required to capture all the polarization
mechanisms in figure 1.3. In this work, frequency domain measurements in the range of 10
kHz to 100 MHz are employed to probe interfacial polarization characteristics of biological
tissues.
Figure 1.3. Four stages in the polarization of a model cell that is exposed to a uniform
electric field
1.4. Applications of Impedance Spectroscopy
IS is non-invasive, cost effective, and accurate. This makes IS a suitable method to be
used in health monitoring and medical diagnostics. For instance, nutritional status and body
hydration of dialysis patients needs to be monitored constantly. Several products have been
introduced to the market, where one of them is a vest equipped with impedance measurement
system that can measure the impedance of skin at certain locations in order to estimate the
water and nutrition level of patients’ body [6, 8].
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Impedance spectroscopy can also be used in food industry to measure the salt level in
food. For instance, in a study, salt concentration was measured using IS in a pork chop
sample and the results were compared to those of the conventional method. Two stainless
steel electrodes with length of 60 mm were used in this study. The electrodes were insulated
except 1 cm long region at the tips. The electrodes were inserted into the pork chop at four
different depths (4 mm, 10 mm, 20 mm, and 25 mm). The measurement results showed
that the salt level was correlated with the impedance value such that as salt concentration
increased, the impedance value decreased [10].
The applications of impedance spectroscopy is not limited to bioscience only. Chlorine
penetration in reinforced concrete can cause corrosion in the steel reenforcement bars. As
corrosion occurs at the surface of the bars, shape and size of the teeth of reinforcement
bars change. This will result in weakening the bars that may lead to structure failure. In
2004, a group of scientists at the University of La Rochelle, France have discovered that
corrosion level of reinforced steel bars in concrete can be measured by IS. As a result, the
threshold of chloride concentration on the surface of steel was found using frequent domain
measurements. Accordingly, IS can also provide real time data for predicting the status of
concrete structures [14].
In many instances, impedance data contains large amount of information about the
subject under study. The acquired data includes independent observations, repetitions,
and frequency data, which could include correlated data. Furthermore, the measurement
data is often corrupted by measurement noise. Therefore, a method is needed to filter noise
and to extract essential impedimetric features of the subject under study. Among many,
one of the widely used methods to translate complex impedance data into more simpler and
understandable information is PCA [15].
The objective of this thesis is to utilize Principle Component Analysis (PCA) and Naive
Bayes Classification (NBC) techniques to extract the most important features of the impedance
data and to test whether bioimpedance could discriminate between tissue types. For this
purpose, wide frequency measurements (10 kHz -100 MHz) were made using a bench-top
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impedance analyzer and a custom built open-ended coaxial sensor. Series of experiments
were conducted on a fixed human kidney that was obtained from a kidney cancer patient.
The samples were borrowed temporarily from the Department of Pathology at the University
of Texas Southwestern Medical Center. Impedance measurements were made on the cancer-
ous and normal spots in the samples. The feature extraction and classification algorithms





The experimental setup consisted of a Hewlett Packard 4194A impedance analyzer, a
41941A impedance probe kit, a custom built open-ended coaxial sensor, and a probe holder
assembly. The analyzer and the probe kit that were used to measured impedance at 401 log-
arithmically spaced frequency points in between 10 kHz and 100 MHz are shown in figure 2.1.
Pictures of the custom built coaxial sensor and the probe holder are shown in figure 2.2. The
impedance analyzer was connected to a desktop computer that was equipped with MATLAB
(R2014B, Mathworks, MA).
Figure 2.1. HP 4194A impedance analyzer and 41941A impedance probe kit
This configuration enabled the computer to command the impedance analyzer and to
acquire impedance data. A copy of the MATLAB script used to acquire data is provided in
Appendix-A. Figure A.1 shows the MATLAB program that was used for data acquisition.
The script allowed to adjust measurement parameters such as frequency range, input voltage,
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output type, and number of sweeps for each measurement. The impedance analyzer was set
to maintain 0.5 volt input signal within the frequency range and at all frequency increments.
All custom equipment were built at the machine shop of Mechanical Engineering Department
at Southern Methodist University. At first, the probe was calibrated using open-short-
load calibration kit provided by the impedance analyzer manufacturer. Calibration was
performed in the frequency range of 10 kHz to 100 MHz. Calibration compensated for the
connectors and the cables in the impedance probe kit. This procedure was repeated before
every experiment, after the impedance analyzer was turned on at least for 30 minutes.
2.1.1. Sensor Fabrication
The custom built coaxial sensor shown in figure 2.2 is made of an inner electrode, an outer
electrode, insulator, and a F-type connector for connection to the HP 41941A impedance
probe. The inner electrode was a round 1.5 cm long brass bar with 0.7mm diameter. The
outer electrode was made of a 1.5 cm long brass pipe with an outer diameter of 3.22 mm
and with a wall thickness of 0.5 mm. The electrical insulator between the inner and outer
electrodes was Teflon. The assembly was designed to be water-proof.
Figure 2.2. The probe holder (left) and the coaxial sensor (right)
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The probe holder consisted of two translational stages to control probe movement in
lateral axes and a linear rail guide that restricted the probe movement in the vertical axis.
The probe holder was useful to maintain a desired distance between the sensor tip and
samples. The probe holder was fabricated using Poly(methyl methacrylate) base, where the
samples were located, an adjustable steel rack for small movements of the probe, a vertical
rail made of aluminum, and a probe housing made of aluminum equipped with an adjustment
bolt.
2.1.2. Electrode Modification
The electrodes were electroplated with gold for electrochemical stability. The gold plated
electrodes were further modified using electrochemical deposition of gold. Electrochemical
deposition to generate a rough gold surface at the probe tip decreases the electrode polariza-
tion effect by increasing the surface area of the electrodes [12]. The electrode polarization is a
parasitic effect that is due to the charge accumulation at the electrode/electrolyte interface.
Accumulated charge causes a large interfacial impedance that masks sample impedance at
low frequencies. The electrode polarization effect shifted to lower frequencies as electrode
surface became rougher.
Three-electrode potentiostat/galvanostat system was used for electrochemical deposition
and electroplating (EZstatPro, Nuvant, IN). In this particular setup, current flows between
the working electrode (brass) and a platinum counter electrode (MW- 4130, BASI, IN),
where the potential at the working electrode is controlled with reference to a Ag/AgCl
electrode (MF-2052, BASI, IN). For electroplating, brass electrode surface was cleaned with
water-detergent solution in an ultrasonic bath (Fisherbrand FB11201, NH) initially. Then,
electroplating was performed at 200 mA for a duration of 2 minutes. The electrochemical cell
unit was placed on a heater (Fisher Scientific Model HP88857200), which was set to 60 ◦C,
and gold electroplating was initiated at -4V for a duration of 20 minutes. Gold electroplated
brass electrodes were electrochemically coated in 1 mg/ml Sodium Tetrachloroaurate (III)
(AuCl4 Na 2H2O) (Sigma Aldrich) solution using the deposition setup in the potentiostatic
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mode. Depositions were conducted at -0.7 V for 3600 seconds [12].
2.1.3. Principle of Operation
The open-ended coaxial sensor was laid vertically on samples. At this configuration, the
electric field that formed between the inner and outer electrodes penetrated into samples.
Figure 2.3 shows representative electrical field lines that forms between the two electrodes
when energized. Any substance that is placed in the path of the electric field alters the current
measured by the impedance analyzer proportional to its electrical properties. The dispersion
characteristics of the tissue samples in the interfacial polarization range was measured by re-
peating measurements at 401 logarithmically spaced points. The electrode modification step
and the frequency range used in this study enabled observation of the interfacial polarization
clearly.
Figure 2.3. A schematic showing the cross sectional view of the open ended coaxial sensor
2.2. Samples Under Study
Samples under study were three different sections from a cancerous kidney removed from
a 60 year-old male patient. Each sample contained normal and cancerous parts. The samples
were previously fixed by 10% neutral buffered formalin. Formalin is a colorless, flammable,
and sharp smelling liquid. The purpose behind fixing a tissue is to preserve it from putre-
faction or autolysis. Proteins and nucleic acids are the fundamental macromolecules that
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contribute to the parameters such as shape and size of a tissue. Fixation permanently sus-
pends biochemical reactions inside the cells and may enhance mechanical strength of the
tissues [16].
Before every experiment, each sample was removed from the container filled with formalin
and washed with deionized (DI) water. The samples were kept moist during the experiments
by constantly wetting the tissue surfaces with DI water. The use of DI water also lessened
the parasitic effects of the electrode polarization, as the strength of the electrode polarization
is proportional to ionic strength of the electrolyte that is in contact with the sensor. After
each experiment, the samples were returned into their storage containers, and completely
submerged into formalin. It is also wroth to note that all organs fixed by the formalin be-
comes stiffer than what is expected from a living organ. Several spots, corresponding to
normal and cancer parts, were assigned identification numbers, and measurements were con-
ducted at the identified points. After the sensor assembly was placed on the predetermined
measurement spot, the sensor applied a pressure to the tissue proportional to its own weight.
This was done to ensure having a constant pressure for all measurements.
Figure 2.4 shows the three sections of the kidney. While sections B and C had both normal
and cancerous parts, section A contained only normal parts, specifically renal column, cortex,
medula, and minor calyx. Section B contained renal cell carcinoma and cortex. Section C
had renal cell carcinoma, cortex, capsule, and perirenal adipose tissue. Measurements were
conducted on all the three sections, at all the parts except the renal capsule and perirenal
adipose tissue. The impedance data was grouped into two, namely normal and cancer, where
data from renal cell carcinoma formed the cancer group and the rest of the data formed the
normal group. For convenience, each of the spots were labeled by an identification number as
shown in figure 2.5. The data is organized as a matrix in MATLAB, where each observation
corresponded to a row, and columns were for 401 frequency points. Following acquisition
of the impedance data, capacitance (C) and conductance (G) were calculated. The data
was saved in the matrix form, and principal component analysis is performed on the data to
extract the essential features of the impedance measurements.
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Figure 2.4. The three sections of the human kidney sample. The labels show names for the
different sections in the kidney sample
Figure 2.5. Measurement spots in the kidney sample. Each measurement is associated with
an identification number
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2.3. Principal Component Analysis (PCA)
Principal Component Analysis is a method for reducing n number of variables to r number
of linearly independent variables by identifying most influential variables in a given data set
and by eliminating the redundant information. In order to find principal component(s), the
first step is to calculate the variances and covariances of the given data set. Consider the
following measurement matrix of capacitance composed of n number of frequency points and
m number of observations (C¯)
C1ω1 C2ω1 C3ω1 C4ω1 · · · Cmω1
C1ω2 C2ω2 C3ω2 C4ω2 · · · Cmω2
C1ω3 C2ω3 C3ω3 C4ω3 · · · Cmω3







C1ωn C2ωn C3ωn C4ωn · · · Cmωn

In the above matrix, Cmωn represents the capacitance value obtained at n
th frequency


















































· · · σ2CωnCωn

Notice that σ2C is a symmetric matrix. All the elements of main diagonal of the matrix are
variance scores and all the elements of off-diagonal are covariance scores. If an off-diagonal
element like σ2Cω1Cω3 is a very small number, it means that the two comparing elements (Cω1
and Cω3) are orthogonal to one another, and therefore, they have no correlation and thus,
they are worth being studied since each of them contains unique information. However, if
the off-diagonal values are too large, then the two elements (Cω1 and Cω3) are correlated.
Therefore, they are redundant and need to be eliminated. On the contrary, if a variance is
large, it indicates a great amount of change in that particular frequency, and therefore, it
needs to be kept. Similarly, if a variance is small, it is an indication of small changes, and
therefore, it can be eliminated. An optimal covariance matrix should be a diagonal matrix.
Let’s consider a new frame of reference by introducing the new matrix Y for the set of
existing measurement C¯ such that:
Y¯ = SC¯, (2.2)
where S is a matrix that transforms the measurement matrix C¯.
Once such a transformation is performed, it is desired that each column in matrix Y
represents a single observation in eigenvector space. The covariance matrix is expanded
using eigenvalues and eigenvectors to find a suitable transformation matrix.
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C¯C¯T = UΛUT (2.3)
In the above equation, Λ is a diagonal matrix with eigenvalues and U is the eigenvector
matrix of C¯C¯T . The eigenvector matrix U is used to diagonalize the covariance matrix of Y
such that the following hold true.
S = UT (2.4)
The covariance matrix of Y can be calculated as follows.
σ2Y =
1
n− 1 Y¯ Y¯
T (2.5)
Then equation 2.5 will result in the following n x n diagonal matrix.

σ2Yω1Yω1 0 0 · · · 0
0 σ2Yω2Yω2 0 · · · 0






0 0 0 · · · σ2YωnYωn

Notice that σ2Y has the largest possible values on its main diagonal and zeros on its off-
diagonals. The elements on the main diagonal are in fact eigenvalues of the observations
C¯ [9, 15].
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MATLAB was used to calculate the eigenvalues and eigenvectors of the measurement
matrices. Once the eigenvalues and eigenvectors were known, principal component scores
were calculated using the below formula for the comparison of the data between normal and
cancer groups.
X = UT (C − C¯) (2.6)
While all the above procedure was shown for capacitance observations, the same com-
putation was also conducted separately for conductance data of each observation. Both
capacitance and conductance were considered for classification of samples.
2.4. Naive Bayes Classifier (NBC)
Naive Bayes classifier is a type of Bayesian classification, which calculates the probability
of occurrence of a certain condition for a given set of data. The method is based on the
assumption that a feature of a certain class is independent of other features of that class. For
instance, if apple is defined for the classifier as red, round, and 3.5 inch in diameter, regardless
of whether these features depend on each other or not, or if additional features exist, the
classifier considers the features stated above to independently contribute to probability of
the fruit being an apple. Therefore, NBC does not engage with complexities that exist due
to the correlation of the features. Thus, this technique is called Naive Bayes.
In this particular study, Naive Bayes classifier was used to determine the probability of
a tissue sample being cancerous based on its measured impedance features. The principal
component scores were then used to train a Naive Bayes model. In the training, every given
set of data was defined as either normal or cancerous. This allowed the model to associate
some impedance features with cancer and some others with normal. Obviously, the more
data points will be used to train the model, the more accurate the model will become. The
model was then tested by calculating confusion matrices. Figure A.4 shows the MATLAB
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code used for the Naive Bayes model trainings and tests.
The first requirement for applying the NBC is to have a set of linearly independent
data. This requirement was met by conducting PCA. Then, in the most basic form, the
probability of occurrence of certain class (c) given an impedance data (x) was calculated
using the following equation [13].
P (c | x) = P (x | c)P (c)
P (x)
(2.7)
In the above equation P (c | x) represents the posterior probability, P (x | c) represents
the likelihood function, P (c) represents the class prior probability, and P (x) represents the
predictor prior probability. The posterior probabilities were calculated using MATLAB and
the following formulation for the posterior distribution of class k.
P (c = k | x1, x2, ..., xm) =
pi(c = k)
∏m
j=1 P (xj | c = k)∑t
k=1 pi(c = k)
∏m
j=1 P (xj | c = k)
(2.8)
In the above equation x1 , x2, . . , xm are predictors of an observation (principle
component scores), t is the number of classes, and pi(c | k) is the prior probability that a
class index is k. Kernel smoothing was used to calculate the probability density function
of the principle component scores (likelihood function) in a nonparametric way. Kernel
distribution can be used when a set of data can not be properly described by a parametric
distribution, such as normal distribution, or when no assumptions could be made about the
distribution of data. The Kernel distribution uses a smoothing function and a bandwidth












In the above equation, b is the sample size, K is the Kernel smoothing function, index i
is for data points, and h is the bandwidth. The kernel smoothing function K is a symmetric
function that is chosen to be a unimodal probability function. In other words, for a given
value of p, the function K(x) monotonically increases for all x < p, and monotonically
decreases for all x > p, while satisfying the following condition [18].
∫
K(x)dx = 1 (2.10)
The kernel smoothing function determines the shape of the curve that describes the
distribution. This is similar to a probability density function (PDF) in which the sample
data is used to generate a function that represents the probability distribution. But unlike
a PDF, that represents a parametric function, the Kernel distribution sums the component
smoothing functions per each individual data points in order to produce a continues function.
The smoothness of the resulting probability density curve can be controlled by the band-
width value. A smaller bandwidth value produces a sharp distribution curve, where multiple
peaks might appear in the curve. A larger bandwidth produces a curve almost identical to
the normal distribution function curve. Smoothness resulting from large bandwidth values
may potentially eliminate important features of data. Although the bandwidth was mainly
used to adjust the kernel distribution, it was realized that the confusion matrices were also
affected significantly with changes in bandwidth. After many trial and errors, the band-
widths for both capacitance ad conductance data were set to be 3.9647× 10−10. Confusion
matrices were used to test the performance of NBC. Each row in this matrix represents
a certain class. The columns, however, shows the predictions of the classifier. Confusion
matrix is a function of data used to build the likelihood function, the prior distributions,
and the bandwidth of the kernel distribution. A sample confusion matrix is provided for
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explanation. Figure 2.6 illustrates a confusion matrix when NBC is applied to a capacitance
data for a random bandwidth value of 6.6078× 10−11.
Figure 2.6. Confusion matrix explanation
Notice that in figure 2.6, the sum of the elements of the first row is 23, which is the
total number of observations on normal samples. Similarly, sum of the elements of second
row is 15, which is the total number of measurements on cancer samples. The first column,
represents total number of measurements that was predicted to be normal by the Naive
Bayes classifier, and the second column, represents total number of measurements that was
predicted to be cancer by the classifier. The ideal confusion matrix will be a diagonal matrix,
which means that the predictor is performing with 100% accuracy. The accuracy of confusion
matrix shown in figure 2.6 can be calculated as follows.
Accuracy =
(20 + 13)
(20 + 3 + 2 + 13)





Conductance and capacitance of DI water and air were measured initially in order to
be used as a baseline when interpreting measurement results. These measurements are
useful in the following ways. If tip of the sensor did not have a proper contact with the
measured sample, then measurements reflected characteristics of either DI water or air.
Therefore, knowing the characteristics of DI water and air helped in determining the faulty
measurements. In order to have more accurate results, capacitance and conductance of water
and air was each measured at least five times. Then the average of the measurements were
calculated. Figure 3.1 through Figure 3.4 are the plots for the average values of conductance
and capacitance spectra for air and DI water.
Figure 3.1. Average capacitance spectra of DI water
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Figure 3.2. Average conductance spectra of DI water
Figure 3.3. Average capacitance spectra of air
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Figure 3.4. Average conductance spectra of air
3.2. Measured Data of Kidney
The raw capacitance and conductance data for all measurements made on the Kidney
sample is shown in Figure 3.5 and in Figure 3.6. The capacitance data decreased from nF
range at 10 kHz to pF range at 100 MHz for both normal and cancer samples. Data from
cancer samples exhibit slightly larger capacitance than normal tissues at frequencies below
10 MHz, but as the frequency increases, the capacitance values tend to converge to 10−11 F.
In contrast to the capacitance data, the conductance data collected from both normal and
cancer tissues, exhibit an increase throughout the frequency range. Conductance data from
cancer tissues exhibit greater conductance values than those of normal tissues on average.
Unlike the capacitance data, conductance data did not converge to a constant value at the
low and high ends of the frequency spectrum.
The average capacitance plots of kidney samples are shown in Figure 3.7. It is evident
from the figure that the average capacitance of cancer samples is larger than that of the
normal samples at frequencies lower than 10 MHz. The highest value of capacitance for
normal cells is around 7 × 10−10 F at 10 kHz, and highest value of capacitance for cancer
cells is slightly more than 10−9 F at 10 kHz. The capacitance value for both normal and
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Figure 3.5. The capacitance spectra for the normal and cancer sections on the kidney sample.
Each line corresponds to a measurement. The continuous line is for the normal sections, and
the line with circular markers is for the cancer sections.
Figure 3.6. The conductance spectra for the normal and cancer sections on the kidney
sample. Each line corresponds to a measurement. The continuous line is for the normal
sections, and the line with circular markers is for the cancer sections.
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Figure 3.7. The average capacitance spectra for the normal and cancer sections on the
kidney sample. The continuous line is for the average of the normal sections, and the line
with circular markers is for the average of the cancer sections.
cancer cells converges to 10−11 F at 100 MHz. The average conductance plots of kidneys
samples are shown in figure 3.8. It is deduced from the plots that the average conductance of
cancer samples is higher than normal cells at all the frequency range and almost a constant
difference in conductance is maintained throughout the frequency spectrum. The highest
value of conductance for normal samples is around 8 × 10−4 S at 100 MHz, and highest
value of conductance for cancer samples is around 10−3 S at 100 MHz. The lowest value of
conductance for normal and cancer samples is around 10−4 S at 10 kHz.
In order to compare normal and cancer data, principal component analysis was applied
on the raw data. Principal component analysis identifies the most influential parameters
that best represent the raw impedance data. Figure 3.9 shows the percentage of the total
variance explained by principal components in capacitance data of kidney. The figure shows
that 95.75% of the variations in the capacitance data can be explained by the first principal
component, 1.1% of variations can be explained by the second principal component, and
less than 0.5% of variations is explained by the third principal component. In this work,
principal components that explained less than 1% of the variation in the data is neglected
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Figure 3.8. The average conductance spectra for the normal and cancer sections on the
kidney sample. The continuous line is for the average of the normal sections, and the line
with circular markers is for the average of the cancer sections.
in the further analysis. Therefore, the capacitance data is explained by the first 2 principal
components. Figure 3.10 shows the percentage of the total variance explained by principal
components in kidney conductance data. The figure shows that 90.78% of the variations
in the conductance data can be explained by the first principal component, 7.56% of the
variations by the second principal component, and 1.46% of the variations can be explained
by the third principal component. Thus, the capacitance data is explained by the first 3
principal components.
The principal component scores are plotted in scatter plots to visualize the clustering
of measurements. Only two principal component scores of conductance data is shown for
brevity in the scatter plots. The principal component scores of capacitance data along with
the measurement spot’s identification numbers are shown in Figure 3.11. The measurement
spots 1 through 23 represent the normal samples and measurement spots 24 through 38
represent the cancer samples. The horizontal axis of this plot is for the first principal
component score, and the vertical axis represents the second principal component score. The
principal component scores of the normal samples range between −2.5×10−9 and 1.5×10−9
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Figure 3.9. Percentage of total variance explained by PCA in kidney capacitance data
Figure 3.10. Percentage of total variance explained by PCA in kidney conductance data
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Figure 3.11. Principal component scores of kidneys’ capacitance data
with respect to the first principal component, and between −4 × 10−10 and 2.5 × 10−10
with respect to the second principal component. The principal component scores of the
cancer samples range between −1 × 10−9 and 3.5 × 10−9 with respect to the first principal
component, and between −3 × 10−10 and 3 × 10−10 with respect to the second principal
component.
Figure 3.12. Principal component scores of kidney’s conductance data
28
The principal component scores of the conductance data along with the measurement
spot’s identification numbers are shown in Figure 3.12. The principal component scores
of the normal samples range between −3 × 10−3 and 2 × 10−3 with respect to the first
principal component, and between −1 × 10−3 and 1.5 × 10−3 with respect to the second
principal component. The principal component scores of the cancer samples range between
−1.5 × 10−3 and 3.5 × 10−3 with respect to the first principal component, and between
−1 × 10−3 and 1 × 10−3 with respect to the second principal component. For both the
capacitance and conductance data differences between the cancer and normal samples are
evident along the first principal component axis.
3.3. Reconstruction of Original Data from Principal Components
In order to verify that the principal components are able to represent the original data
at the desired accuracy, the capacitance and conductance spectra were reconstructed using
the first two or three principal components. The results are then compared to the original
capacitance and conductance spectra. For brevity, only reconstructed data of the two random
measurement spots are given.
Figure 3.13. Reconstructed capacitance data using the first two principal components of the
measurement spot 15 data. The original capacitance data is shown by the continuous line
and the reconstructed data by the dashed line.
29
Measuring spot 15, which represents the normal tissue, and measuring spot 35, which
represents cancer tissue, were randomly selected. Then capacitance data for both measuring
spots were reconstructed based on first two principal components. The conductance data for
both measuring spots, however, were reconstructed based on first three principal components.
Figure 3.13 shows comparison of capacitance data collected from measuring spot 15 with its
reconstructed model using the first two principal components. It is evident that the model is
able to simulated the original data with minor divinations from the original values between
frequencies 1 MHz and 10 MHz.
Figure 3.14. Reconstructed conductance data using the first three principal components of
the measurement spot 15 data. The original conductance data is shown by the continuous
line and the reconstructed data by the dashed line.
Figure 3.14 shows comparison of conductance data collected from measuring spot 15 with
its reconstructed model using the first three principal components. It is evident that the
error is significantly smaller than that of the model used to represent the capacitance data.
Figure 3.15 shows comparison of capacitance data collected from measuring spot 35 with
its reconstructed model using the first two principal components. The error is slightly greater
than what was observed in reconstructed capacitance data of measuring point 15. The error
mostly occurs within the frequency range of 100 kHz and 10 MHz. Figure 3.16 shows
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Figure 3.15. Reconstructed capacitance data using the first two principal components of the
measurement spot 35 data. The original capacitance data is shown by the continuous line
and the reconstructed data by the dashed line.
Figure 3.16. Reconstructed conductance data using the first three principal components of
the measurement spot 35 data. The original conductance data is shown by the continuous
line and the reconstructed data by the dashed line.
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comparison of conductance data collected from measuring spot 35 with its reconstructed
model using the first three principal components. The error is slightly greater than what
was observed in reconstructed conductance data of measuring point 15.
3.4. Naive Bayes Classifier
The first step towards performing Naive Bayes classification is to construct the likeli-
hood functions to obtain the probability densities of the predictors. The probability density
functions are constructed using Kernel distributions. In the interpretation of the probability
distribution results below, different locations on the graph will be given by the principal
component scores (1stPC , 2ndPC). For instance, if the first principal component score of
a data point is −3 × 10−3, and its second principal component score is 2 × 10−3, it will be
refereed to that point as (-3,2). Figure 3.17 shows the scatter of the scores and the esti-
mated probability distribution. The point (0.25,0) indicates the most probable location for
the capacitance data to be classified as normal. The second peak in the distribution is at
point (-2,0).
Figure 3.17. Kernel distribution of the capacitance data of normal tissue samples
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Figure 3.18. Kernel distribution of the capacitance data of cancer tissue samples
Figure 3.19. Kernel distribution of the conductance data of normal tissue samples
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Figure 3.18 shows the probability distribution of cancer capacitance data with respect
to the first and second principal component scores. The point (-0.5,0) indicates the most
probable location for the capacitance data to be classified as cancer. The second peak in
the distribution is at point (2,0). Figure 3.19 shows the probability distribution of normal
conductance data with respect to the first and second principal component scores. The point
(-0.1,-0.25) indicates the most probable location for the conductance data to be classified as
normal. The second peak in the distribution is at point (-2.5,0).
Figure 3.20. Kernel distribution of the conductance data of cancer tissue samples
Figure 3.20 shows the probability distribution of cancer conductance data with respect
to the first and second principal component scores. The point (0,3) indicates the most
probable location for the conductance data to be classified as cancer. The second peak in
the distribution is at point (2.25,0.75). It is evident that in all cases, the classier is relying
heavily on first principal component to perform.
Once the predictor distributions are formulated using the Kernel distributions, the Naive
Bayes classifier is used to compute the posterior distributions. The posteriors were calculated
separately for capacitance and conductance distributions. The classifier was tested for each
training data, and the results are summarized in the confusion matrix format. Figure 3.21
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Figure 3.21. Confusion matrix for the Naive Bayes classification using capacitance data
shows the confusion matrix for capacitance data using the bandwidth value of 0.05. Accord-
ing to the results, from the total of 23 normal capacitance data, the Naive Bayes method
classified 16 as normal correctly and 7 as cancer falsely. The performance of Naive Bayes
method was superior when making predictions on cancer capacitance data. From total of 15
given cancer data, Naive Bayes classified 14 as cancer correctly and 1 as normal falsely. The
accuracy of confusion matrix for capacitance data was calculated as 78.9%. Figure 3.22
Figure 3.22. Confusion matrix for the Naive Bayes classification using conductance data
shows the confusion matrix generated for conductance data using the bandwidth value of
0.05. The figure implies that from the total of 23 normal capacitance data, the Naive Bayes
classified 19 as normal correctly and 4 as cancer falsely. This is considered as an improve-
ment in comparison with what was shown on figure 3.21. From total of 15 given cancer
data, Naive Bayes classified 13 as cancer correctly and 2 as normal falsely. The accuracy of




In summary, kidney’s normal samples exhibited significantly lower conductance values
in comparison to those of the kidney’s cancer samples. The normal samples also exhibited
lower capacitance values in comparison to those of the cancer samples at frequencies below
10 MHz. The first principal component explained more than 90% of variances in all types
of the data, and therefore, the Naive bayes classifier depended heavily on the first principal
components to make predictions. According to the confusion matrices, the conductance data
yielded more accurate results for the prediction of the posterior probabilities. Comparing the
overall performance of Naive Bayes on capacitance and conductance data, it was concluded
that conductance data was more reliable to be used for cancer prediction.
One of the challenges that users will face when using the coaxial sensor as a hand-held
instrument, is to maintain a constant pressure between the sensor’s tip and samples. As
a future improvement, this can be resolved by adding a pressure controlled switch in the
probe assembly such that the measurement signal will only be transmitted to the impedance
analyzer if a predefined range of pressure is maintained at the contact surfaces. Furthermore,
other feature extraction and classifier models, such as expansion into orthogonal functions




Figure A.1. MATLAB Code Used for Data Acquisition
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Figure A.2. MATLAB Code Used for Raw and Average Plots (page 1/2)
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Figure A.3. MATLAB Code Used for Raw and Average Plots (page 2/2)
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Figure A.4. MATLAB Code Used for Kernel and confusion matrix
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