Random numbers are widely used in the fields of computer, digital signature, secure communication and information security. Especially in recent years, with the large-scale application of smart card and the demand of information security, the demand for high-quality random number generator is increasingly urgent. With the development of the theory of non-linear systems, the design of pseudorandom number generator (PRNG) for chaotic behavior of non-linear systems provides a new theoretical basis and implementation method. This paper presents a PRNG based on a no-equilibrium four-wing memristive hyperchaotic system (FWMHS) and its implementation on Field Programmable Gate Array (FPGA) board. In order to increase the output throughput and the statistical quality of the generated bit sequences, we propose the PRNG design which uses a dual entropy sources architecture with FWMHS and Bernoulli map. Simulation and experimental results verifying the feasibility of the FWMHS are also given. Then, the proposed PRNG system is modeled and simulated on the Vivado 2018.3 platform, and implemented on the Xilinx ZYNQ-XC7Z020 FPGA evaluation board. The maximum operating frequency has been achieved as 135.04 MHz with a speed of 62.5 Mbit/s. Finally, we have experimentally verified that the binary data obtained by this dual entropy sources architecture pass the tests of NIST 800.22, ENT and AIS.31 statistical test suites with XOR function post-processing for a high throughput speed. The security analysis is carried out by means of dynamical degradation, key space, key sensitivity, correlation and information entropy. Statistical tests and security analysis show that it has good pseudorandom characteristics and can be used in chaos-based cryptographic applications at hardware or software implementation.
I. INTRODUCTION
With the popularity of personal computers and networks, electronic commerce, digital signatures, multimedia communications and other fields have developed rapidly. At the same time, information security issues in these areas are
The associate editor coordinating the review of this manuscript and approving it for publication was Ludovico Minati . also getting more and more attention [1] - [5] . Almost all fields of cryptography require values that are unknown to an attacker [6] - [10] . Obviously, the best choice is random number (RN). Random number generators (RNGs) are widely used in many fields. For example, in asymmetric (public key) algorithms such as RSA, DSA and Diffie-Hellman, they are used to generate public or private keys and generate keys in symmetric and hybrid cryptosystems [11] - [14] .
RNG can be basically divided into two categories: true random number generator (TRNG) by using physical process (non-deterministic) and pseudorandom number generator (PRNG) by using mathematical algorithms (deterministic) [15] . TRNG uses processes of nondeterministic physical properties, such as thermal noise, photon noise, quantum random processes, frequency jitter in oscillators and chaotic oscillator [16] - [19] . They can be digitally sampled and post-processing techniques can be implemented to improve randomness. TRNG should be non-reproducible, unpredictable and statistically unbiased. PRNG uses deterministic digital processes through digital algorithms, which are based on algorithms that generate pseudo-random decision sequences from an initial value called seed in mathematical processes. PRNG should have good statistical characteristics, fast execution time, repeatability and reproducibility, and its security must be based on the difficulty of solving related mathematical problems [15] , [20] .
Because of the sensitivity of chaos to initial conditions and the unpredictability of long-term behavior, it is proved that chaos exists in almost all engineering fields [21] - [27] .
With the further study of chaos theory, chaotic systems have been widely used in many fields, such as synchronization [28] - [32] , secure communication [33] - [38] , cryptography [39] - [42] , artificial neural network [43] - [47] , image processing [48] - [52] and RNGs [53] - [57] . Among them, chaos generator is one of the most fundamental structures in the application of chaos engineering. Recently, many literatures have introduced the design method of PRNGs based on chaos theory [56] , [57] . In [56] , a PRNG integrated circuit is designed with an adoption of Logistic map and a feedback mechanism is introduced to increase the cycle length of the digitized chaotic map. The simulation results show that the nonlinear feedback Boolean function can be a suitable randomness source and can pass the standard statistical tests. In [57] , a chaos-based logistic map PRNG is designed using a reseeding-mixing method which can extend the system period length and enhance the statistical properties. The reseeding-mixing PRNG is implemented in the TSMC 0.18-µm 1P6M CMOS process that attains the best throughput rate of 6.4 Gb/s compared with other nonlinear PRNGs. The generated random sequences pass the NIST SP800. 22 statistical tests including ratio test and U-value test. Considering the technologies of [56] and [57] , chaotic PRNG based on IC can achieve the highest performance. However, the implementation based on IC do not guarantee a flexible use. In addition, the prototype design and test cost of the system are also very high [58] - [63] . Only in the case of mass production, the system cost can be greatly reduced. The structures of the Field Programmable Gate Array (FPGA) chip are relatively flexible because it can run in parallel [64] . Moreover, the design and test cycle cost of the FPGA chips are extremely low. In order to increase and expand engineering applications based on chaos, current chaotic systems should be diversified and supported by flexible architecture [54] . With the digitalization and reconfiguration of the FPGA, the chaotic system and its application can be more flexible.
In recent years, there exist several studies related to FPGA-based PRNG designs of chaotic systems [20] , [64] - [66] . In [20] , four chaotic maps: Bernoulli shift map, tent, zigzag, and Borujeni maps are selected to implement a PRNG. The binary sequences obtained from these maps are analyzed with FPGA, and the randomness of the generated binary sequences with the NIST test suite 800.22 both in floating point and fixed point arithmetic is validated. In [65] , a novel FPGA-based PRNG is proposed by using Lorenz and Lü chaotic systems. These two systems are used to generate four different three-dimensional chaotic attractors. The output attractor of the proposed PRNG can be reconfigured using an effective hard-wire shift and multiplexing scheme during real-time operation. In [66] , a high-speed PRNG model is implemented on the FPGA by using enhanced Henon map, which has been passed by a comprehensive security analysis. The random bit set generated by PRNG is further verified by NIST 800.22 statistical tests, which proves that the design can be used in cryptographic applications.
As a complex dynamic behavior, hyperchaos is more complex than chaotic behavior, and has higher application potential in the fields of secure communication and information security [67] - [70] . Reference [71] presents a PRNG using a hyperchaotic system with bigger Lyapunov exponent. Then the self-shrinking generator is used to perturb the hyperchaotic sequences to decrease the period degeneration and improve the performance of the sequences. In order to generate high quality true RNs at a fast rate, a new PRNG based on a hyperchaotic multi-scroll piecewise linear system is introduced in [72] . The generated random numbers were evaluated using the NIST statistical test suite. The results show that the method can generate RNs at a high rate while guaranteeing the statistical quality.
The memristor is a non-linear element proposed by Chua [73] in 1971 to describe the relationship between charge and flux based on the completeness of the circuit. It was successfully implemented by Strukov et al. [74] . Memristor is a new type of electronic device. Because of its unique memory, the memristor chaotic system constructed by memristor has more complex nonlinear dynamic phenomena than the general chaotic system [75] - [80] . The memristor chaotic system not only shows sensitivity in circuit parameters, but also varies with the initial value of memristor. Using the nonlinearity and memory characteristics of memristors as feedback terms of hyperchaotic systems, complex nonlinear dynamic phenomena (like four-wing attractor) can be generated, which provides a new development space for the design of hyperchaotic systems [81] - [86] . Moreover, the random sequence generated by the memristor hyperchaotic system is more difficult to predict than the general chaotic signal. In [87] , a PRNG based on a 1-D memristor-based Cellular Automata (CAs) array is presented. The memristor device is considered to be the basic module of a CA cell circuit implementation, performing as a combined memory and processing element to implement CA-based circuits. Up to now, no PRNG based on memristor hyperchaotic system has been proposed with the author's knowledge.
In the present paper, based on a no-equilibrium four-wing memristive hyperchaotic system (FWMHS) introduced in [88] , a PRNG used in FPGA-based design is proposed. Most importantly, the novel PRNG uses a dual entropy sources architecture with FWMHS and Bernoulli map to increase the output throughput and the statistical quality of the generated bit sequences. The results obtained from FPGA-based FWMHS have been compared with the computer-based results. Then, the proposed PRNG is modeled and simulated on Vivado 2018.3 platform, and implemented on Xilinx ZYNQ-XC7Z020 FPGA evaluation board while the XOR function is used for post-processing. The experimental results are consistent with expectations. The bit sequence of the proposed PRNG successfully passes all statistical tests of NIST 800.22, ENT and AIS.31 test suites, and the ultimate output bit rate is 62.5 Mbps. Finally, the security analysis is carried out by means of dynamical degradation, key space, key sensitivity, correlation and information entropy.
The rest of the paper is organized as follows. The mathematical models of a no-equilibrium FWMHS and Bernoulli map are illustrated in Section II. In Section III, the FPGA-based model of FWMHS is introduced and simulation results of FPGA-based model are presented. In Section IV, the architecture of the PRNG is illustrated, and the implementation of the proposed PRNG on the FPGA platform is discussed. Experimental and statistics tests results for the validation of the architecture are also presented. The security analysis are presented in Section V. Finally, this paper is concluded in Section VI.
II. THE MATHEMATICAL MODELS OF FWMHS AND BERNOULLI MAP A. A NO-EQUILIBRIUM FWMHS
The four-wing hyperchaotic system based on a memristor is a research hotspot at present. Many different four-wing hyperchaotic systems based on a memristor have been introduced successively [81] , [82] , [88] . Recently, a no-equilibrium FWMHS was proposed in [88] by considering a control parameter. The FWMHS shows both the no equilibrium and line equilibrium conditions for different values of the control parameter. This system is given by the following equation
where
and where x, y, z, w are state variables and W (w) is the memductance, that represents the non-linearity of the flux-controlled memristor with parameters m and n. Q is the control parameter, when Q = 0, the FWMHS exhibits hyperchaotic attractors without equilibrium points; When Q = 0, the system has a line equilibrium in (0, 0, 0, w) and this line equilibrium is consisting of infinite unstable [88] . To obtain a hyperchaotic behavior, system parameters are chosen as a = 0.35, b = −10, c = −0.6, d = 0.3, e = −1.6, f = 2, g = 0.1, m = 0.1, n = 0.01, p = 0.2 and Q = 0.01 and the initial conditions are determined as [0.1, 0.1, 0.1, 0.1], the system has a typical four-wing hyperchaotic attractor, as shown in Fig. 1 . With respect to performed analysis, the Lyapunov exponents have been calculated as LE1 = 0.1032, LE2 = 0.0149, LE3 = 0 and LE4 = −1.996 when Q = 0.01. As can be seen on the results, since the signs of the Lyapunov exponents (LE1, LE2, LE3, LE4) are (+, +, 0, −), respectively, the four-wing memristive chaotic system is hyperchaotic.
Multistability refers to coexisting of multiple attractors depending on different initial conditions, which is the inherent characteristic of nonlinear systems and shows the rich multiple steady state of the nonlinear dynamic system. In order to study the multistability of the FWMHS, we change the initial conditions and control parameter Q, and keep the system other parameters unchanged to observe the attractor phenomenon, and find that the system has hidden and multistable attractors [88] . When −0.05055 < Q < 0.0513, we can see coexisting attractor with a limit cycle and coexisting attractors of Q = 0.0505 as shown in Fig. 2 (a). We also observed coexisting period-8 oscillations of Q = −0.0508 is shown in Fig. 2(b) . 
B. BERNOULLI MAP
Bernoulli map consists of two piecewise linear parts separated by a discontinuity point, as shown in Fig. 3 . In mathematical terms, Bernoulli map is defined as
where B is the chaos control parameter, and when 1 ≤ B ≤ 1.4, the sequence of Bernoulli map will appear multiple periodic points, and when 1.4 < B ≤ 2, the map will appear chaotic state, and all trajectory points will be linked together.
Bernoulli map not only has uniform probability density distribution function, but also has similar time probability density distribution and statistical probability density distribution, which makes it have good ergodicity. Random bits are generated by means of a threshold comparator, which is the defined as
where T h is a threshold parameter, and the comparator uses to divide the phase space into two bit generating partitions.
In order to achieve the best quantization effect, according to the distribution characteristics of Bernoulli's iteration value, T h is 0. When B = 1.75, the sequence generated iteratively by Bernoulli map, as shown in Fig. 4 (a), and by sampling and quantizing Bernoulli map, the random bits stream is generated, as shown in Fig. 4 (b). 
III. THE FPGA-BASED MODEL OF FWMHS
As an important kind of integrated circuit chip, FPGA is widely used in communication, information security, industry, automobile, Internet of Things, artificial neural networks, consumer electronics, image processing, artificial intelligence and chaotic systems design [89] - [94] . There are many algorithms to solve differential equations in literature, such as Euler, Heun, RK4 and RK5 butcher. RK4 is a derivative of Runge-Kutta basic model, which is used to solve ordinary differential equations with high accuracy, and mostly has proved itself superior to other solutions. 
Four equations of FWMHS are substituted into Eq. (5), and the four state variables (x, y, z, w) of FWMHS are solved respectively, as shown in Eq. (6) . Where K i1 , K i2 , K i3 , K i4 (i = x, y, z, w) parameters in Eq. (6) representation the slope of RK4 method for the System (1). When t = 0, the initial values of x k , y k , z k and w k in numerical model are chosen as x 0 = 0.1, y 0 = 0.1, z 0 = 0.1, w 0 = 0.1.
B. FPGA IMPLEMENTATION According to the high-precision 32-bit IEEE 754-1985 floating-point standard, FWMHS is modeled as a system based on FPGA by using RK4 algorithm in VHDL language. The IP core generator developed by Vivado 2018.3 design tool system is used to design multiplier, subtractor and adder for chaotic oscillator based on FPGA, which conforms to IEEE 754-1985 standard. The flow block diagram of chaotic signal generator based on FPGA implemented by RK4 algorithm is shown in Fig. 5 . As shown in Fig. 5 , the designed system has three inputs and two outputs (y−z phase portrait).
Run and Clk are the inputs of the system, and they are one bit signals, which are used for synchronization between the timing of all units and other units. h is an 32-bit input signal, which defines the step size. This signal is realized from outside, which makes the design more flexible.
The flow block diagram is composed of three units like FWMHS oscillator, floating to fixed and DAC unit. The oscillator unit has three input signals, which are 1-bit Run, Clk and 32bit h. At the outputs end of the FWMHS oscillator based on RK4 are four 32-bit output signals (X _Out, Y _Out, Z _Out and W _Out) at floating-point standards, and XYZW _Ready signals provide clock and enable signals for DAC unit. These signals are equivalent to x, y, z and w variables of FWMHS. When the output of the chaotic oscillator produces the first value, the value of XYZW _Ready is ''1'', and then the input of the multiplexer unit (MUX) receives the output signals from the oscillator. The inputs of floating to fixed-point unit are four 32-bit output signals of the oscillator unit, which converts the outputs of the previous unit into 14-bit unsigned fixed-point. The DAC unit converts the digital signals generated by the FWMHS into analog signals and outputs them to the oscilloscope.
In practical experiments, we choose Y _Out and Z _Out to output to the dual-channel DAC module, and then output to the oscilloscope. Fig. 6 shows the block diagram of the FWMHS oscillator using RK4 algorithm. x 0 , y 0 , z 0 and w 0 signals are the initial conditions (I · C · ) for the system to start running. In the design, they are defined as 32-bit symbolic floating-point numbers, which are determined internally by the user.
The purpose of MUX is to select the external initial conditions at the start or the internal values provided by RK4-based FWMHS oscillator unit in successive steps [51] . In the successive steps after the start of operation, the signals (x k+1 , y k+1 , z k+1 and w k+1 ) generated by the oscillator unit are used as the feedback inputs of the MUX, as the input signals (x k , y k , z k and w k ) of the next step. The oscillator unit consists of six modules: K 1, K 2, K 3, K 4, ys and filter. K 1, k2, K 3 and K 4 modules are used to calculate the values of K i1 , K i2 , K i3 , K i4 (i = x, y, z, w), and ys module is used to calculate the values of x k+1 , y k+1 , z k+1 and w k+1 . When ys does not produce the final required calculation results, the filter unit will prevent unnecessary values from reaching the output.
C. FPGA TEST RESULTS
The FWMHS based on RK4 is synthesized on Xilinx ZYNQ-XC7Z020 chip. The use of the chip source and the clock speed of the FWMHS are calculated. Using Vivado 2018.3 design tool, the data processing duration of the FWMHS designed in this paper is determined. The X _Out, Y _Out, Z _Out and W _Out signals are equivalent to the x, y, z and w signals in the FWMHS. The chaotic oscillator is discretized on the FPGA using Vivado 2018.3 design tool. Although 32-bit floating-point standard is adopted in the system design to detect the time series values of these signals more easily, Vivado simulation results are displayed in hexadecimal digital format. The results of the Xilinx Isim simulator for FWMHS are shown in Fig. 7 when h = 0.001. The system runs in pipeline mode and produces x, y, z and w signals after every 320 clock cycles. The chip statistics of chaotic oscillator implemented on FPGA are shown in Table 1 . The minimum working period of FWMHS signal generator based on FPGA is 7.405 ns. Finally, the Y _Out and Z _Out signals obtained from the RK4-based FPGA design of FWMHS are recorded in a file in the form of 32-bit floating-point hexadecimal number during the test step, which is given in Table 2 . The y − z phase portrait of the output signals are obtained using the data set generated in decimal format by FWMHS based on FPGA given in Table 2 . A picture of the y − z phase portrait obtained from the hardware implementation of the RK4-based FWMHS on FPGA is shown in Fig. 8 . The results show that the phase portrait obtained by the model based on MATLAB and FPGA have good consistency.
IV. DESIGN AND FPGA IMPLEMENTATION OF THE PRNG
The proposed PRNG incorporates four units: entropy source, sampling, quantization (comparator) and post-processing, the architecture is shown in Fig. 9 , where a dual entropy sources is consisting of the FWMHS and Bernoulli map. Due to the difference of random numbers produced by chaotic oscillator and Bernoulli map in each iteration, two clock signals Clk1 and Clk2 with different sampling frequencies are designed in the implementation of FPGA. When sampling the four 32-bit floating-point signals (X _Out, Y _Out, Z _Out and W _Out) generated by the chaotic oscillator, we select the bits between 0 and 21 for sampling and output to the next step. In the quantization unit, two, three and all (four) 22-bit signals are simultaneously pre-processed by XOR function so that the chaotic oscillator generates 242-bit random numbers in each iteration period. The Bernoulli map is sampled and compared according to the sampling frequency of Clk2 and the threshold value T h , and the output bit stream is sent to the post-processing unit. Then, the two bitstreams generated by the dual entropy sources are post-processed. The post-processor is used to improve the randomness of bit sequences generated by PRNG. In this design, XOR function is used as post-processing to reduce the utilization rate of the resources of the FPGA. The PRNG design steps are shown in Algorithm 1 as pseudocode. When PRNG is implemented on FPGA, we take the period of Clk1 as 484 clock cycles, and the period of Clk2 as 2 clock cycles. For each iteration, Fig. 10 . After synthesizing Verilog code, the FPGA editor gives a maximum operating frequency of 135.04 MHz. As can be seen in Fig. 10 , the realized bit output rate is 62.5 Mbps. The statistics of the design of PRNG based on FPGA chips obtained from Vivado 2018.3 are given in Table 3 . The experimental setup and the visualization on the oscilloscope of a typical output of the proposed PRNG is shown in Fig. 11 . RN performance evaluation is an important aspect of RNGs, because it is necessary to test and evaluate the randomness and statistical characteristics of pseudo-random generators to determine whether they can be used in cryptographic applications. Statistical tests of RNs use samples to infer the overall situation. Generally, in order to get the most accurate overall situation through sample analysis, it is always possible to sample the population to be tested several times. At present, some commonly used test standards are used to verify the randomness of bit streams, such as the Federal Information Processing Standard (FIPS 140.1 The ENT test set consists of five statistical tests to evaluate the PRNG which applies various tests to byte sequences stored in files and reports the results of these tests. For ENT test suite, if the results of a numerical sequence deviate too far from the ideal values listed in Table 5 , it will fail. Table 5 shows the results of randomness test, and the proposed PRNs can successfully pass all tests.
In AIS.31 test, RNG is divided into two levels: P1 and P2, in which P2 requires higher requirements and is downward compatible with P1. According to the requirements of AIS.31 standard, the internal random sequence must be able to pass the P1 class test, which refers to the internal RNs passing six tests. The test methods applied to P1 include 6 tests: T0 to T5. For tests from T1 to T5 (excluding T0), the length of the sample sequence is set to 20000 bits and 257 rounds are conducted respectively. If internal RNs pass the T0 to T5 test, it is determined that internal RNs belong to P1. The results of internal RNs passing P1 class test are listed in Table 6 .
In Table 7 , the proposed PRNG is compared with RNGs in recent literature. It can be seen that in the proposed PRNG, the output speed can reach 62.5 Mbits/s when the maximum clock of RNG implemented by FPGA is 135.04 MHz using FWMHS and Bernoulli map as dual entropy sources. Compared with the methods proposed in the table, the proposed PRNG runs faster and can be applied to various embedded systems based on chaos, including cryptography and secure communication.
V. SECURITY ANALYSIS A. DYNAMICAL DEGRADATION
In real life, there are always some deviations between the chaotic system we study and the real chaotic system. No matter how high-precision computer is used, it can not accurately simulate every state of the chaotic system. For chaotic sequences, the chaotic systems used are all realized with limited precision. Limited by the limited precision, the chaotic sequence will show the chaotic degradation behavior, which makes the periodicity and pseudorandomness of the sequence worse, so it is not suitable for security encryption and this phenomenon is called the limited precision effect. So the researchers naturally think of improving the realization accuracy of chaotic system to avoid its dynamical degradation. In 1988, Martelli et al. [95] discovered the relationship between the average cycle length T of the periodic orbit of the system and the realization accuracy L, that is T ∼ ε −d / 2 , where ε = 2 −L , d is the correlation dimension of the chaotic attractor. It can be seen that the average length of system orbit period will increase exponentially with the increase of calculation accuracy. But there are a lot of orbits with cycle length less than the average cycle length in the system at the same time, so improving the accuracy can only improve the dynamical degradation phenomenon, which can not be completely eradicated. Although it can't solve the problem of limited precision and get the ideal pseudo chaos sequence at once, it can be used to improve the security of the algorithm in practical application.
B. KEY SPACE
In order to protect the confidentiality of information against cryptanalysis, it is very important to choose the size of key space. The larger the key space, the higher the encryption intensity, and the more suitable for information encryption. Otherwise, too small key space is vulnerable to exhaustive attack, so the key password is deciphered. In this paper, the PRNG is constructed by using continuous high-dimensional chaotic system and discrete mapping to increase the required key space. The high-dimensional chaotic system has many parameters, is sensitive to the boundary conditions and the initial value of the system, and has a large relative key space, which will have a better application prospect in information encryption than the low-dimensional chaotic system.
In most PRNGs using chaotic mapping in continuous space, the key space depends on the precision of floating-point number. According to IEEE floating point standard [96] , the key consists of 15 16-bit single precision floating-point numbers of FWMHS initial conditions {x (0) , y (0) , z (0) , w (0)} and system parameters {a, b, c, d, e, f , g, m, n, p, Q}, and 2 16-bit single precision floating-point numbers of Bernoulli map initial condition x n+1 (0) and parameter B. In this method, the keys ares 240 bits. That is to say, the key spaces of this method are 2 240 , which is much larger than 2 128 , so it can effectively resist exhaustive attack.
C. KEY SENSITIVITY
Chaos is very sensitive to the initial conditions, so the PRNG based on chaos should also be sensitive to the key to produce good random number. In this test, we give an original key as a benchmark key to generate a pseudo-random sequence of 1000 bits. We change the initial condition x(0) and the value of parameter a slightly by 10 −8 .
(1) x(0) = 0.1: a sequence S 1 with 1000 bits is generated, then a new sequence S 2 by slight modification of the initial condition x (0) = 0.1 × 10 −8 is generated;
(2) a = 0.25: a sequence S 3 with 1000 bits is generated, then a new sequence S 4 by slight modification of the system parameter a = 0.25 × 10 −8 is generated.
In this test, the bit change rate can be used to measure its sensitivity to the key [97] - [99] , that is, when the key changes slightly, the number of bits in the sequence generated by the PRNG is different. The ideal bit change rate is 50% and the closer the simulation result is to 50%, the better the sensitivity of PRNG to initial value is. If the length of two pseudo-random sequences S 1 and S 2 with different initial values is n, then the corresponding bit change rate is defined as:
where S 1t and S 2t are the t-bit values of chaotic pseudorandom S 1 and S 2 respectively. The change of bit change rate P with initial value and parameter change i(i = x, a) of the system is shown in Table 8 . It can be seen that when the initial value and parameters of the system are only small changes of 10 −8 , the bit change rate of the pseudo-random sequence is very close to the ideal 50%, which shows that the PRNG is very sensitive to the initial values and parameters of the chaotic system and mapping. Fig. 12 (a) is the time domain waveforms of x when the initial conditions are x(0) = 0.1 and x(0) = 0.10000000001. Fig. 12(b) shows the time domain waveforms of x of system parameter a = 0.25 and a = 0.25000001. It can be seen that with the increase of iteration times, the sensitivity of initial value and parameter becomes more and more obvious.
D. CORRELATION
Correlation is an important method to measure the randomness of two sequences generated by adjacent keys. In order to further verify the sensitivity of the design method to the initial key, the correlation between the two sequences generated by the similar key is observed. The correlation coefficient measures the statistical relationship between the two pseudo-random sequences, and then uses the correlation coefficient to carry on the simulation test. If the generated sequence is random, its autocorrelation graph is δ function, and the autocorrelation graph should be all zero. For two sequences X = {x 0 , x 1 , · · ·, x n−1 } and Y = {y 0 , y 1 , · · ·, y n−1 }, the correlation between the two sequences can be expressed as follows:
N is the length of the sequence. C XY ∈ (−1, 1), Here we calculated that C XY = 1.98 × 10 −4 , then we can assume that there is no correlation between X and Y , therefore, the sensitivity of chaotic system to small changes of parameters is high. Fig. 13 shows the correlation between the pseudo-random sequence generated by the original key and the 10 pseudorandom sequences generated by the randomly selected 10 keys. The uniform results of 10 experiments close to 0 verify that there is no correlation between the pseudo-random sequences generated by this method.
E. INFORMATION ENTROPY
Information entropy determines the unpredictability of some messages and it is a measure of the uncertainty of the random bit stream generated by our proposed structure. When the random bit stream is uniformly distributed, the entropy is the largest. It is very important in safety analysis, high entropy means a robust pseudorandom generator, while low entropy means a weak pseudorandom generator with certain predictability. The entropy H (x) of a sequence x can be estimated using the following expression
where N is the number of bits of each element of sequence x, 2 N is all possible symbols in the sequence, x i is 2 N different symbols in sequence x, p(x i ) represents the probability of distribution of element x i in sequence x. If sequence x has 2 N possible elements, the entropy should be H (x) = N . Fig. 14 shows the entropy of 51 random sequences, and the average entropy of 51 random sequences is 0.9998. Therefore, the sequence is unpredictable. 
VI. CONCLUSION
In this article, first of some dynamic behaviours of a FWMHS with no-equilibrium points and Bernoulli map were basically analyzed. Then, the FWMHS has been numerically modeled by VHDL using RK4 algorithm, one of the most popular numerical differential equation decryption methods in literature. Additionally, oscilloscope screen image obtained from FPGA has confirmed the results obtained from numerical model. Finally, a new PRNG based on the combination of a dual entropy sources architecture with FWMHS and Bernoulli map was discussed. PRNG has been implemented on FPGA and proved to be able to generate random bit streams with an output bit rate of 62.5 Mbit/s. Statistical tests and security analysis show that the binary sequences have good pseudorandom characteristics and it has been proved that the design can be used in cryptographic applications. 
