A methodology is presented to characterize the crystallographic texture of atomic configurations on the basis of Euler angles. Texture information characterized by orientation map, orientation distribution function, texture index, pole figure and inverse pole figure is obtained. The paper reports the construction and characterization of the texture of nanocrystalline configurations with different grain numbers, grain sizes and percentages of preferred orientation. The minimum grain number for texture-free configurations is $2500. The effect of texture on deducing grain size from simulated X-ray diffraction curves is also explored as an application case of texture analysis. In addition, molecular dynamics simulations are performed on initially texture-free nanocrystalline Ta under shock-wave loading, which shows a h001i + h111i double fiber texture after shock-wave compression.
Introduction
For polycrystalline solids in the real world, texture is ubiquitous. Crystallographic texture in a polycrystalline solid can impact its elastic constants, yield and fracture strengths, electrical conductivity, light refraction, wave propagation, and so on, owing to the structural anisotropy caused by texture (Suwas & Ray, 2014) . Deformation of a crystallite is always accompanied by a change in crystallographic orientation (Bunge, 1982) .
Orientation maps (OMs), orientation distribution functions (ODFs), pole figures (PFs) and inverse pole figures (IPFs) are widely used to present quantitative information on texture. ODFs and PFs, which provide overall quantification of texture, are the most interesting in texture analysis (Suwas & Ray, 2014) . Molecular dynamics (MD) simulations are widely used (Yamakov et al., 2002; Li et al., 2010; Tang et al., 2017) to investigate deformation and structure-property relations, where texture inevitably plays a key role. However, conventional MD analysis relies largely on a local-structure type analysis of atoms (Stukowski, 2012) , with such methods as common neighbor analysis (Honeycutt & Andersen, 1987) , the entrosymmetry parameter (Kelchner et al., 1998) and bond-angle analysis (Ackland & Jones, 2006) , providing little quantified texture information. Recently, an atomic orientation imaging mapping (OIM) method was developed, based on Euler angles (Rudd, 2010) . However, its simplified color coding is not comparable with that used in conventional electron backscatter diffraction (EBSD) packages such as HKL Channel 5 (Day & Trimby, 2004) , so it is difficult to make ISSN 1600-5767 # 2018 International Union of Crystallography a quantitative comparison between simulations and EBSD measurements. Another OIM technique was based on the orientational order parameter (Ravelo et al., 2013) ; Euler angles are not determined so it cannot calculate ODFs. Recent work by Wang et al. (2015) applied an experiment-compatible OIM method to analyze the deformation of nanocrystalline Al, but rigorous quantitative characterization of texture in large atomic systems is still missing. For instance, the questions of how to characterize the texture of a polycrystalline atomic configuration with quantitative PFs, IPFs and ODFs, how to generate an atomic configuration without texture, and how many randomly oriented grains are required to achieve sufficient statistical reliability have long been ignored in MD simulations. Without a quantitative characterization of the texture of an atomic configuration, it would be difficult to separate microstructure effects (e.g. texture) from other factors (e.g. strain rate and loading path) in deformation, damage and phase transitions often studied with large-scale MD simulations (Bringa et al., 2005; Rupert et al., 2009; Luo et al., 2010) . Developing methodologies for the quantitative characterization of the texture of atomic configurations with PFs, IPFs and ODFs is highly desirable.
Single-shot X-ray diffraction (XRD) measurements are necessary in dynamic experiments (Luo et al., 2012; Fan et al., 2016; Briggs et al., 2017) or in cases where orientation averaging is not feasible. If a sample is textured in such measurements, the two-dimensional diffraction patterns depend strongly on the sample texture (McGonegle et al., 2015) . Moreover, in nanocrystalline cases, the sizes and shapes of the grains have an inevitable influence on the diffraction patterns (Ungá r, 2001). However, their exact effects on diffraction analysis have not been carefully investigated owing to the lack of methodologies for the rigorous characterization and construction of atomic configurations with controlled texture, as mentioned above.
Ta is a typical body-centered cubic metal for studying deformation mechanisms under dynamic compression and has been investigated both experimentally (Livescu et al., 2012; Escobedo et al., 2014) and in simulations (Ravelo et al., 2013; Tang et al., 2017) . However, the texture evolution of Ta under shock compression is still unknown owing to the lack of in situ diagnostics to characterize texture during shock compression, limited by the ultra-short event durations (Livescu et al., 2012) . MD simulation is ideal to simulate the shock process for nanocrystalline Ta, for which a quantitative texture characterization is still unavailable.
In this work, we present a methodology for the rigorous characterization of the texture of an atomic configuration based on Euler angles without any a priori knowledge of grain size distribution, shape distribution and other extra information required in model-based methods. With this methodology, the OM, ODF, texture index (J ODF ), PF and IPF are calculated with Euler angles as input. We construct and characterize nanocrystalline configurations with different grain numbers and grain sizes, or with controlled percentages of preferred orientation. A grain number of $2500 is found to be sufficient to achieve J ODF ' 1 (texture free). We then apply the methods for texture characterization and control the preferred orientation of the atomic configurations to study the effect of texture on deducing grain size from simulated single-shot XRD curves. Such simulations are particularly helpful for interpreting single-shot XRD measurements on textured samples. In addition, we perform MD simulations to examine the texture evolution of initially texture-free nanocrystalline Ta under shock compression, which shows a mix of h001i and h111i fiber textures upon compression. The methodology can be further applied to the investigation of nanocrystalline texture evolution under various conditions in MD and other atomistic simulations.
Methodology

Orientation mapping
There are a multitude of crystallographic structures in nanocrystalline solids, and here we take face-centered cubic (f.c.c.) and body-centered cubic (b.c.c.) structures as examples to illustrate the methodology.
For an f.c.c. solid such as Cu, the local crystallographic orientation around one atom is defined by the atom itself (central atom) and its 12 nearest neighbors, i.e. the h110i crystal direction vectors, within a perfect f.c.c. lattice (Fig. 1) . Among the 12 vectors, the vector forming the smallest angle with [110] sample is defined as [110] crystal . We then choose the vector which makes the smallest angle with ½110 sample , among the vectors perpendicular to [110] crystal , as ½110 crystal . Thus, the local crystal system is constructed with three crystal axes described by the vectors obtained above:
In a b.c.c. lattice, the central atom has eight nearest neighbors, corresponding to eight h111i crystal direction vectors. Similarly, the three crystal axes are described as A central atom (red) and its 12 nearest neighbors (blue) within a perfect f.c.c. lattice. The sample and crystal coordinate systems are defined. RD is the rolling direction, ND the normal direction and TD the transverse direction.
wherem m andn n refer to the unit vectors of [111] crystal and ½111 crystal , respectively. Let i , i and i (i ¼ 1; 2; 3Þ represent the angles between each crystal-system axis and the three sample-system axes ( Fig. 1) 
Theĝ g matrix represents a rotation from the sample coordinate system to the crystal coordinate system; its components can be obtained from the dot product of the unit vectors of a sample axis and a crystal axis defined for the central atom. For example,
Each column of theĝ g matrix is in fact a projection of one of the sample-system axes onto the crystal system of the central atom. Thus, the central atom can be colored on the basis of one of the columns of theĝ g matrix in RGB colors to indicate its crystal-system direction along the reference sample-system axis. The first, second and third columns correspond to the x, y and z axes in the sample coordinate system, respectively. Theĝ g matrix can also be expressed in terms of Euler angles ' 1 , È and ' 2 (Bunge, 1982) aŝ
Thus, the Euler angles for each atom can be extracted from the above matrix:
Similar to experimental EBSD analysis, we use these Euler angles for each atom to perform atomic scale EBSD analysis and to obtain texture information for an atomic configuration. MTEX is a versatile MATLAB software package for quantitative texture analysis, including ODFs, PFs and EBSD (Hielscher & Schaeben, 2008; Bachmann et al., 2011; Mainprice et al., 2015) . The Euler angles calculated for each atom as mentioned above can be input into MTEX along with the atomic coordinates. Treating each atom as a voxel of a threedimensional EBSD configuration, the ODF of an atomic system can be extracted, and PFs and IPFs can be plotted with the ESBD analysis function included in MTEX. Once Euler angles for each atom have been extracted, the texture of the atomic system can also be analyzed with other well established software.
To validate this methodology, three Cu single-crystal atomic configurations are constructed to represent typical f.c.c. texture components: cube (100) [010] , copper (112) [111] and Goss (110) [001] . Their corresponding PFs, obtained through Euler angle calculation and MTEX, are plotted in Fig. 2 and they are identical to 'analytical solutions' (Kocks et al., 1998) .
Atomistic modeling
Texture-free atomic configurations and those with designed textures are often needed as a reference or for exploring the effect of texture on physical properties, e.g. in MD simulations and other atomistic simulations. Thus, having the ability to characterize and control the texture of a nanocrystalline solid is highly desirable.
The Voronoi tessellation method is widely used in polycrystalline construction (Voronoi, 1908; Okabe et al., 1992; Li, 2003; Luo et al., 2006; Wang et al., 2015) . Normally, it involves three steps: (i) assign grain center position and grain rotation angles to each grain; (ii) build a grain whose three crystallographic axes are parallel to the three sample axes at the origin of the sample coordinate system, and then translate and rotate the grain to the position and orientation assigned in step (i); (iii) search for atom pairs where atoms are too close to each other and then delete one atom of such a pair.
To assign random grain orientations, Euler angles are generated as
where Ç i is a random number in the range [0, 1] (Gruber et al., 2009) . In this way, we construct a 2500-grain nanocrystalline Cu configuration (13 706 633 atoms) with a mean grain size of 4 nm. Its corresponding three-dimensional OM, PFs and IPFs, presented in the first row of Fig. 3 , all show a uniform intensity distribution, and thus excellent randomness in grain orientation.
Since orientation distribution is a statistical concept, the influence of grain number cannot be neglected for texture analysis. The severity of texture can be characterized with the texture index of the ODF, J ODF (Bunge, 1982; Mainprice et al., 2015) :
where f(g) is the ODF and dg is the normalized orientation element of Euler space. For a statistically completely random system, J ODF = 1. We also construct two more systems with identical grain sizes and random orientation distributions but different grain numbers (250 and 50) (Fig. 3a) . The J ODF values for the three systems with 2500, 250 and 50 grains are 1.1523, 2.6284 and 9.5913, respectively. Although all these configurations have randomly distributed ' 1 , ' 2 and cos È, their J ODF increases with decreasing grain number, and the PFs and IPFs become spottier (Figs. 3b and 3c ). Therefore, a random distribution of grain orientation in a particular configuration does not necessarily guarantee a statistically uniform distribution. The grain number should be sufficiently large if statistical quantities are concerned. Normalized grain size distribution function of the systems containingHowever, an immediate question is how many grains are sufficient to represent good statistics? We thus construct eight random configurations with identical mean grain sizes (4 nm), Gaussian grain size distributions (Fig. 4) and orientation distributions but different grain numbers, ranging from 50 to 20 000. Here, a Gaussian grain size distribution is taken as an example with mathematical clarity which was reported in a previous experiment (Martín-Palma et al., 2002) . The corresponding J ODF values are obtained and plotted against grain number (Fig. 5) . J ODF decreases rapidly with increasing grain number, and approaches 1 asymptotically as expected. For a grain number above 2500, J ODF can be approximated as 1 (dashed line). As demonstrated previously (Engler, 2009 ), a relative mean-square deviation of 10-20% from the expected ODF provides good accuracy for a subsequent texture simulation. Thus, a configuration is considered texture free if J ODF is in the range 1-1.2. J ODF = 1.15 is chosen here, which corresponds to a grain number of 2500 (J ODF = 1.1523, with 15.23% deviation).
Application cases
As application cases, we characterize the texture of nanocrystalline configurations with different grain sizes and percentages of preferred orientation, and investigate the effect of texture on single-shot X-ray diffraction curves, and the texture evolution of shock-compressed nanocrystalline Ta.
Many dynamic synchrotron and X-ray free-electron laser diffraction measurements are single shot (no orientation averaging), and interpretation of such diffraction curves requires particular caution when extracting lattice strain from peak shift and grain size from peak broadening. For the latter, the Scherrer equation (Scherrer, 1918; Langford & Wilson, 1978) ,
is an initial model established to estimate grain size from diffraction peak broadening, and is still widely used because of its ease of use. Here the 'true' crystallite size, p, is defined as the cube root of the mean grain volume, is the wavelength of the incident X-rays, b is the breadth of the diffraction peak (in radians) and is the Bragg angle. In contrast to such methods as the modified Warren-Averbach method (Groma et al., 1988) and whole powder pattern modeling (Scardi & Leoni, 2002) , the Scherrer equation does not consider the broadening induced by strain (Tian & Atzmon, 1999) . However, given its heavy practical use, the accuracy of the Scherrer equation for strain-free nanocrystalline solids and its applicability to textured nanocrystalline solids are still of interest and should be quantified, not only as a demonstration of the capabilities of the atomic texture characterization method presented above, but also as a note of caution when estimating nanocrystalline grain sizes from single-shot XRD measurements. Many efforts have been made to obtain the correct K for a given hkl and crystallite shape (Scherrer, 1918; Murdock, 1930; Patterson, 1939; Wilson, 1962 Wilson, , 1969 Lele & Anantharaman, 1966; Louë r et al., 1972; Langford & Wilson, 1978) . For example, Langford & Wilson (1978) summarized the Scherrer constants corresponding to different hkl and different crystallite shapes for each peak breadth definition; the FWHM Scherrer constants, K ! , for the {111} and {200} planes in cubic crystallites are 0.8551 and 0.8859, respectively.
In order to obtain diffraction curves for applying the Scherrer equation, we calculate the scattering intensity from an ensemble of N atoms via
where the structure factor
Here, r j is the position of atom j in real space and k is the scattering vector in reciprocal space; f j is the atomic scattering factor for X-rays. The Scherrer equation is supposedly applicable to nanocrystalline solids or powders with a grain size below 100 nm and without preferred orientation. Here, given nanocrystalline configurations with a known texture, we can examine the validity of the Scherrer equation against different textures, elucidate the conditions where it is applicable, and estimate the errors if it is not.
Random orientations
For systems without a preferred orientation, we construct three nanocrystalline Cu configurations with identical grain orientation distributions and grain numbers (2500) but with different mean grain sizes (4, 8 and 12 nm) using the method described in x2.2. The total numbers of atoms are 13 706 633, 112 697 372 and 376 735 542, respectively. The grain size distribution of these systems obeys a well defined Gaussian distribution, as shown in Fig. 4 . Their (100), (110) and (111) PFs are calculated and the corresponding two-dimensional XRD patterns are simulated. To obtain the corresponding PFs, the Euler angles for each individual atom are calculated using equations (1), (4) J ODF plotted versus grain number at the fixed mean grain size (4 nm).
incident direction of the X-rays ( = 1.54 Å ) is parallel to the rolling direction (RD). Since these three systems have identical grain orientation distributions (J ODF ' 1.1523), only the PFs and two-dimensional XRD patterns of the 4 nm system (S1) are presented in the first row of Fig. 6 . The uniform intensities, as shown in the PFs and Debye-Scherrer rings, indicate sufficient randomness in grain orientation.
Diffraction curves, Ið2Þ, are obtained via azimuthal integration of the two-dimensional XRD patterns. Each diffraction peak is fitted with a pseudo-Voigt function:
Here, x and y refer to 2 and the scattering intensity, respectively; y 0 is the offset, m u is the profile shape factor, x c is the peak center, A is the peak area and ! is the FWHM. The pseudo-Voigt fits are plotted in Fig. 7(a) , showing that the peak width or broadening of the Bragg peaks increases with decreasing grain size. Since instrumental and straininduced broadening are irrelevant here, the peak broadening observed is attributed to grain size only. Taking ! as b, we obtain p from equation (9) with known K ! (Langford & Wilson, 1978) . p* is calculated directly from the atomic configurations. Given p*, b and , K* is obtained from equation (9) as the Scherrer constant for each of these three random configurations, and varies in a narrow range of 0.82-0.85 for {111} and 0.86-0.88 for {200}. The results are listed in Table 1 .
The p values obtained from the Scherrer equation deviate slightly from p* (by 1-4%; Table 1 ). The agreement attests to the validity of our simulation and to the accuracy of the Scherrer equation in special cases (random orientation and cubic/spherical grain shape). The minor differences can be attributed to (i) the grain shapes in our configurations, which are random and statistically equiaxial, but deviate from cubic/ spherical shapes; and (ii) the lack of orientation averaging in calculating the diffraction curves, since our simulations are intentionally 'single shot', so those grains not satisfying Bragg's law do not contribute to the diffraction curves.
Preferred orientation
Preferred orientation or texture is expected to have a pronounced effect on the diffraction patterns of nanocrystalline solids. To make quantitative connections between them, we construct two systems, S2 and S3, with the same grain sizes and grain numbers as S1 but different percentages of preferred orientation. The percentage of preferred orientation is defined as
where N o is the number of grains with a preferred orientation and N g is the number of grains in the system. These two configurations are constructed by randomly replacing some grains in S1 with grains of specific orientation, (112) [111] , to achieve a certain percentage of preferred orientation. has values of 10 and 60%, and J ODF = 4.7000 and 114.1081, for S2 and S3, respectively. PFs and two-dimensional XRD patterns for systems S1-S3 are shown in Fig. 6 . The PFs indicate strong copper texture components in S2 and S3. Consistently high intensity spots are also evident in the twodimensional XRD patterns of S2 and S3, in sharp contrast with S1.
To evaluate the influence of preferred orientation on grain size estimation, diffraction curves for S1, S2 and S3 are obtained by p* is the cube root of the mean grain volume, calculated from the atomic configuration. p is the grain size calculated from equation (9). K* is the Scherrer constant calculated from equation (9) with p*. K ! is the 'analytical solution' of the FWHM Scherrer constant. integrating the two-dimensional XRD patterns and fitted with a pseudo-Voigt function [equation (12)]. The diffraction curves and fitting results are shown in Fig. 7(b) and Table 2 , respectively. Since systems S1-S3 have the same grain numbers and size distributions, the diffraction curves remain unnormalized. With increasing , the intensity of the {111} peak increases, while that of the {200} peak drops, since the number of corresponding reflecting planes which satisfy Bragg's law increases or decreases; the {111} peak broadens and shifts toward lower angles. However, preferred orientation is not normally expected to induce such a peak shift. When a crystallite is small (below 1000-5000 Å ) (Warren, 1969; Ungá r, 2001; Chapman et al., 2011) , its node broadening in reciprocal space is considerable. Therefore, the scattering intensity does not drop to zero when there is a small deviation () in the incident angle from the Bragg angle , and a minor peak shift results, accompanied by a reduction in intensity. Since the incident direction of the X-rays is assumed to be parallel to the RD, the X-rays are incident along ½111 crystal and make an angle of 0 = 19.47 with the {111} planes for grains with preferred orientation (112) [111] . The Bragg angle corresponding to {111} for random orientation (S1) is 21.64 . So = À 0 = 2.17 . This deviation in the Bragg angle leads to an overlapping of two reciprocal-lattice nodes, one from the grains with the preferred orientation and the other from grains with random orientations, as well as a peak shift of 0.54 to smaller 2 and increased intensity compared with the Bragg peak. With increasing , the {111} peak shifts to a lower angle from its Bragg angle (corresponding to = 0) with an increased intensity, and the {200} peak becomes weaker (Fig. 7b) . The left shift of the {111} peak also contributes to its broadening. The curve from the grains with preferred orientation and that from the rest of the grains with random grain orientations in the 60% preferred-orientation atomic configuration are presented separately in Fig. 7(b) . Evidently, it is the grains with preferred orientation that contribute to the peak shift. The values of p*/p listed in the last column of Table 2 indicate that the deviation in p increases with the percentage of preferred orientation. The error for the grain size deduced from equation (9) is up to 10%.
However, preferred orientation does not necessarily result in peak changes as discussed above. The changes observed here are essentially due to the 'just right' deviation () from the Bragg angle () and small grain size. If the deviation is large, the influence of preferred orientation will be negligible owing to the negligible intensities from grains with preferred orientation. And for a large grain size, the influence of preferred orientation will also be negligible even for small deviations, because of its narrow reciprocal-lattice node.
The commonly used Scherrer equation [equation (9)] is valid only for a polycrystalline system with regular-shaped grains and a random orientation distribution. For irregular grain shapes, the Scherrer constant K corresponding to specific hkl should be deduced from simulations as presented above.
Texture evolution of nanocrystalline Ta under shock compression
As a prototypical b.c.c. metal, Ta has been investigated for deformation mechanisms under extreme conditions, as well as for applied purposes. Since texture plays an important role in deformation, knowledge of texture evolution is always in demand. However, it is difficult to measure texture evolution experimentally in situ (Livescu et al., 2012) . We are thus motivated to examine the texture changes in nanocrystalline Ta under shock compression with MD simulations. Table 2 Parameters relevant to the Scherrer equation for the systems with different percentages of preferred orientation.
is the percentage of preferred orientation. p is the grain size calculated from equation (9). K* is the Scherrer constant calculated from equation (9) with p*. K ! is the 'analytical solution' of the FWHM Scherrer constant. p* is 40.16 Å for all three of these configurations. Figure 7
Pseudo-Voigt fits of the X-ray diffraction curves integrated from twodimensional patterns for the systems with (a) different grain sizes and (b) different percentages of preferred orientation. In panel (b), the diffraction curves from grains with and without preferred orientation in the 60% preferred-orientation atomic configuration are shown separately.
We use the large-scale atomic/molecular massively parallel simulator (LAMMPS; Plimpton, 1995) for MD simulations. The atomic interactions are described with an embedded-atom method potential (Ravelo et al., 2013) . The initial nanocrystalline Ta configuration containing 2500 grains of random orientation is constructed using the method discussed in x2.2. The mean grain size is 6.3 nm. The dimensions of the initial configuration are about 95 Â 80 Â 80 nm, corresponding to $33 million atoms. The initial configuration is first relaxed at 0 K and then annealed with the constant-pressure-temperature ensemble under three-dimensional periodic boundary conditions at 300 K and zero pressure (Fig. 8a) . Shock compression simulations are performed with the microcanonical ensemble. The shock-loading direction is along the x axis; periodic boundary conditions are applied along the y and z axes, while a free boundary is applied along the x axis. The time step for integration of the equation of motion is 1 fs. A small region on the left-hand side of the sample is set as a piston to impose shock loading (Holian & Lomdahl, 1998) . The interactions between the piston and the rest of the atoms in the configuration are described with the same interatomic potential, while the atoms in the piston do not participate in molecular dynamics. Similar simulation details have been presented elsewhere (Tang et al., 2017) .
A shock wave is generated by the piston moving at u p = 0.75 km s À1 starting at t = 0 ps. At 21 ps, the shock wave traverses the whole configuration (Fig. 8b) . The Euler angles for the configurations prior to and after shock compression are obtained using equations (2), (4) and (6). The color coding of Fig. 8 is based on local crystallographic orientations relative to the x axis, derived from the first column of theĝ g matrix [equation (5)], calculated from Euler angles and represented in RGB colors. A pronounced feature of plastic deformation is deformation twinning within the grains with their {110} planes perpendicular to the loading direction.
PFs and IPFs are plotted with the calculated Euler angles in Fig. 9 . For the initial configuration, PFs and IPFs along the compression direction show a uniform intensity distribution, indicating no preferred orientations. After shock compression, the intensities concentrate on the north and south poles in the {100} PF. One straight band at the equator and two curved bands near the poles appear in the {110} PF (indicated by arrows), and two curved bands with intensity concentration on the poles also appear in the {111} PF (arrows). The intensities of the h001i and h111i directions are enhanced in the IPFs. The PFs and IPFs after compression show a double fiber texture, i.e. h001i and h111i fiber textures along the compression direction. Both the h001i and h111i fiber textures are relatively weak, and the h001i fiber texture is slightly sharper than the h111i fiber texture. Similar texture was also found in b.c.c. steel under quasi-static uniaxial compression (Onuki et al., 2012) . The formation of h001i fiber texture is related to twinning induced by shock compression. As shown in Fig. 8(b) , the h001i directions within the twin bands are mostly aligned along the x axis. The small volume fraction of twins leads to the weak h001i fiber texture overall. On the other hand, the weaker h111i fiber texture is formed via localized grain rotation.
Conclusions
We have presented a methodology to quantify the texture of atomic configurations in terms of the OM, PF, IPF, ODF and J ODF , and have characterized the texture of nanocrystalline configurations with different grain numbers, grain sizes and percentages of preferred orientation. We have investigated the effect of texture on single-shot X-ray diffraction curves and the texture evolution of shock-compressed Snapshots of nanocrystalline Ta under shock compression along the x direction, showing configurations (a) prior to and (b) after shock compression. Color coding is based on local crystallographic orientations relative to the x axis.
Figure 9
Pole figures and inverse pole figures (a) prior to and (b) after shock compression.
nanocrystalline Ta. In particular, we reach the following conclusions: (i) The minimum grain number required is approximately 2500 to construct a texture-free nanocrystalline configuration with a Gaussian grain size distribution.
(ii) For texture-free nanocrystalline systems with quasiequiaxial grains, the Scherrer equation is of high accuracy for deducing grain size from single-shot diffraction curves.
(iii) For textured nanocrystalline systems with quasiequiaxial grains, the error increases with increasing percentage of preferred orientation, when applying the Scherrer equation to single-shot diffraction curves for the cases explored.
(iv) For single-shot XRD measurements, caution should be exercised in interpreting diffraction patterns, and grain shape (as well as grain number) and texture should be considered.
(v) For initially texture-free nanocrystalline Ta, shock compression induces a h001i + h111i double fiber texture.
