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Kapitel 1 Einleitung 1
Kapitel 1
Einleitung
Der faseroptische Rotationssensor ist ein Inertialsensor. Inertiale Messsysteme wer-
den zur Navigation, Regelung und Fu¨hrung von bewegten Objekten wie Luft-,
Wasser-, Land- und Raumfahrzeugen eingesetzt.
Bei der inertialen Navigation wird aus dem bekannten Anfangszustand die Position,
die Geschwindigkeit und die Lage durch Integration der Messdaten u¨ber die Zeit
bestimmt. Fu¨r die Navigation in drei Dimensionen ist dazu die Kenntnis von je drei
orthogonalen Linearbeschleunigungen und Rotationsraten notwendig. Wa¨hrend zur
Detektion von Linearbeschleunigungen Beschleunigungsmesser verwendet werden,
werden Drehraten mittels Rotationssensoren, oder auch Kreisel genannt, erfasst. Der
faseroptische Rotationssensor (Fiber Optic Gyroscope - FOG) ist nur ein Vertre-
ter dieser Gruppe. Grundsa¨tzlich ist die Navigation mit einem Inertialnavigations-
system (INS) vo¨llig autonom durchfu¨hrbar, d.h. eine beabsichtigte oder unbeabsich-
tigte Sto¨rung von außen ist nicht mo¨glich. INS liefern jedoch nur kurzzeitgenaue Po-
sitionsbestimmungen, da Messfehler aufgrund der Integration mit der Zeit anwach-
sen. Abhilfe schafft hier eine Stu¨tzung durch externe Referenzen, die eine absolute
Positionsbestimmung erlauben. Bestes Beispiel dafu¨r sind die Positions- und Ge-
schwindigkeitsdaten des Satelliten-Navigationssystems Global Positioning System
(GPS)[1].
1.1 Anforderungen und Einsatzbereiche
Die Gu¨te der Inertialsensoren bestimmt somit, wie lange ohne externe Informa-
tionen mit ausreichender Genauigkeit navigiert werden kann. Die Messfehler, hier
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werden nur die der Rotationssensoren betrachtet, werden durch die Gro¨ßen Bias,
Skalenfaktor-Fehler und Angle Random Walk (ARW) spezifiziert. Der Bias gibt
den Nullpunktsfehler und dessen Drift an. Der ARW ist eine Maßzahl fu¨r das
Messrauschen. Die schnelle Erfassung großer Dynamik wird hauptsa¨chlich durch
das Rauschen begrenzt, wa¨hrend fu¨r la¨ngere Navigation ohne Stu¨tzung die Bias-
und Skalenfaktor-Schwankungen ausschlaggebend sind.
Obwohl jede Applikation mit den damit verbundenen Trajektorien ihre spezielle An-
forderung bestimmt, werden die Anwendungen u¨blicherweise in drei Gu¨teklassen
eingeteilt[2]:
Navigation Grade Hier findet die Navigation ausschließlich mit Inertialsensoren
statt. In der Luftfahrt, in der Sicherheit die ho¨chste Priorita¨t besitzt, ist es Vor-
schrift, dass vo¨llig bordautonom navigiert werden kann, da externe Informatio-
nen nicht verla¨sslich genug sind. Dieser Bereich stellt die ho¨chsten Anforde-
rungen, insbesondere ist eine hohe Langzeit-Stabilita¨t erforderlich. Eine Bias-
Drift von 0.01 ◦/h und deutlich darunter ist notwendig. Das Rauschen bzw. der
ARW muss kleiner als 0.001 ◦/
√
h sein und Skalenfaktor-Fehler sollten weniger
als 10 ppm betragen. Diese Zahlen stellen aber nur eine Obergrenze dar, denn
einige Anwendungen erfordern bis zu 2 Gro¨ßenordnungen kleinere Werte. Bei-
spielsweise werden fu¨r die Untersee-Navigation, bei der keine Stu¨tzung durch
GPS mo¨glich ist, 0.0001 ◦/h verlangt. Fu¨r Raumfahrt-Anwendungen muss die
Bias-Drift kleiner als 0.001 ◦/h sein[3, 4]. Im Luft- und Raumfahrt-Bereich stellt
auch der dynamische Bereich eine kritische Gro¨ße dar. Die gro¨ßten zu messen-
den Drehraten ko¨nnen einige 100 ◦/s betragen, so dass sich der Dynamikbereich
u¨ber bis zu acht Gro¨ßenordnungen erstrecken muss.
Tactical Grade Typische Einsatzgebiete von Tactical Grade IMUs sind die Lage-
regelung, z.B. von Satelliten, und die Fu¨hrung von Lenkflugko¨rpern, die nur
fu¨r kurze Flu¨ge vorgesehen sind. Weiterhin ko¨nnen sie fu¨r Navigationssysteme
ausreichend sein, die durch Satelliten-Navigation gestu¨tzt werden. Die Anfor-
derungen sind hier etwa einen Faktor 10-100 geringer als fu¨r den Navigation
Grade.
Rate Grade Hier handelt es sich um Sensoren mit einer Bias-Drift gro¨ßer als 100 ◦/h
und relativ großem Rauschen, anknu¨pfend an den Tactical Grade. Ein Beispiel
fu¨r eine Anwendung ist die Steuerung von Smart Ammunition, bei deren Ein-
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satz sehr große Beschleunigungen auftreten ko¨nnen, was sehr robuste und be-
schleunigungsunabha¨ngige Sensoren erfordert. Ein weiteres Einsatzgebiet ist
die Navigation im Automobil-Bereich. Hier erfolgt die Navigation vorwiegend
mit GPS und mit dem Wissen, dass sich Kraftfahrzeuge hauptsa¨chlich auf in
Karten verzeichneten Straßen bewegen (Map Matching). Rate Grade Sensoren
werden auch zur Stabilisierung von Geschu¨tzen, Kameras o.a¨. eingesetzt.
Daneben existieren noch weitere Anwendungsbereiche mit sehr speziellen Anforde-
rungen, beispielsweise befasst man sich in der Grundlagenforschung mit der hochge-
nauen Vermessung der Pra¨zessions- und Nutationsbewegungen der Erdachse. Wei-
tere Bedingungen, wie Vibrationen, extreme Beschleunigungen, der zur Verfu¨gung
stehende Raum, der Temperaturbereich, das Gewicht und die Leistungsaufnahme,
mu¨ssen in Betracht gezogen werden.
Alle Anforderungsbereiche wurden durch mechanische Kreisel abgedeckt, die auf
der Drehimpuls-Erhaltung einer rotierenden Masse basieren. Ausgenutzt wird die-
se Technik seit der Mitte des letzten Jahrhunderts. Aufgrund des eingeschra¨nkten
dynamischen Bereichs der Sensoren und beschra¨nkter Rechnerleistung war fu¨r den
Navigation Grade eine kardanisch aufgeha¨ngte, im Raum stabilisierte Plattform er-
forderlich. Diese Sensorsysteme haben einen hohen Entwicklungsstand erreicht, sie
sind jedoch prinzipbedingt verschleißanfa¨llig und erfordern kurze Wartungsinterval-
le.
Der Navigation Grade ist zur Zeit den sehr teuren Laserkreiseln (Ring Laser Gyros-
cope - RLG) vorbehalten. Die Bezeichnung
”
Kreisel“ fu¨r inertiale Rotationssensoren
im Allgemeinen wurde beibehalten, auch wenn diese keine rotierende Masse mehr
verwenden. Neue Flugzeugtypen werden zu Navigationszwecken mit diesen tech-
nisch ausgereiften Sensoren ausgestattet. Der sehr große dynamische Bereich erlaubt
eine kostensparende ko¨rperfeste Installation (Strapdown-System). Zur Erreichung
einer großen Genauigkeit mu¨ssen die RLGs zur Vermeidung des Lock-In-Effekts
einen mechanischen Dither verwenden, wodurch ihre Robustheit reduziert wird.
Fu¨r den Bereich niedriger Anforderungen, den Rate Grade, werden seit einigen
Jahren neben den piezovibrierenden (PVG) Kreiseln zunehmend mikromechani-
sche Drehraten-Sensoren (MEMS) eingesetzt. Diese Sensoren verwenden die Eigen-
schaft, dass eine schwingende Masse bei Rotation ihre Schwingungsebene vera¨ndert.
MEMS sind die kostengu¨nstigste Alternative, allerdings kann ihre große Abha¨ngig-
keit von Linearbeschleunigungen ihrem Einsatz entgegenstehen.
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Fu¨r den Tactical Grade waren lange Zeit die mechanisch arbeitenden dynamisch
abgestimmten Kreisel (DTG) die einzige Alternative. RLG sind ha¨ufig zu teuer,
wa¨hrend die vibrierenden bzw. mikromechanischen Kreisel die Anforderungen nicht
erfu¨llen.
Faseroptische Rotationssensoren sind aufgrund ihrer theoretisch großen Empfind-
lichkeit und ihres Aufbaus, der vo¨llig ohne bewegliche Teile auskommt, prinzipiell
fu¨r alle Anforderungsbereiche geeignet. Sie sind sehr robust und praktisch wartungs-
frei. Der Dynamikbereich ist ebenso groß wie der der RLGs, und der zur Verfu¨gung
stehende Messbereich kann leicht den Erfordernissen angepasst werden.
FOGs sind im Tactical Grade mittlerweile der am ha¨ufigsten eingesetzte Sensortyp.
Sie werden in Flugzeugen in einem zweiten System, neben einem INS mit Laser-
kreiseln, zur Lageregelung und als Backup-System verwendet. Fu¨r diesen Bereich
wird versucht, die Kosten zu optimieren, beispielsweise durch eine Senkung der
Ausschussrate in der Produktion, was durch ein optimiertes Design erreicht werden
ko¨nnte. Im Rate Grade ko¨nnen sie jedoch meist mit den einfacheren und gu¨nstige-
ren MEMS nicht konkurrieren, wobei hier allerdings ihre geringe Sensitivita¨t fu¨r
Linearbeschleunigungen fu¨r spezifische Anwendungen von Vorteil sein kann. Dieser
Bereich soll durch FOGs mit Low-Cost-Komponenten und vereinfachter Technik
abgedeckt werden.
Die Erreichung des Navigation Grade ist das Ziel der derzeitigen Forschung und
Entwicklung, die von der theoretisch sehr großen Genauigkeit des faseroptischen
Rotationssensors angetrieben wird. FOGs mit entsprechenden Spezifikationen wur-
den auch schon demonstriert[5, 6], allerdings handelte es sich dabei um Prototypen,
die nicht in Serie produziert worden sind.
1.2 Optische Rotationssensoren
Der Erfassung einer Drehung mittels Licht liegt der Sagnac-Effekt zugrunde. Sagnac
hat 1913 erstmals demonstriert, dass Licht, das in entgegengesetzten Richtungen eine
rotierende Fla¨che umla¨uft, eine Phasenverschiebung erfa¨hrt[7]. Sagnacs Aufbau war
allerdings weit entfernt von einem einsetzbaren Gera¨t zur Messung von Drehraten.
Zur Erho¨hung der Empfindlichkeit muss die Fla¨che, die umlaufen wird, vergro¨ßert
werden. 1925 konnten Michelson und Gale zwar die Erdrotation messen, allerdings
hatte ihr Interferometer einen Umfang von 2 km[8].
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Erst die Erfindung des Lasers ermo¨glichte neue Sensoren mit geometrischen
Ausmaßen und mechanischer Stabilita¨t, die eine praktische Nutzung erlaubten.
Zuna¨chst wurde 1962 das Prinzip des Laserkreisels demonstriert[9]. Diese Senso-
ren versta¨rken das Licht in einer ringfo¨rmigen, geschlossenen Kavita¨t. Dabei wird
die Fla¨che, die den Sagnac-Effekt ausmacht, durch vielfache Umla¨ufe vergro¨ßert.
Innerhalb von nur zwei Jahrzehnten haben diese Sensoren einen außergewo¨hnlich
hohen Entwicklungsstand erreicht.
Faseroptische Rotationssensoren steigern den Sagnac-Effekt durch Verwendung ei-
ner langen Faserspule. Die Phasendifferenz wird interferometrisch erfasst. 1976 wur-
de der erste Prinzipnachweis durchgefu¨hrt[10], was der Beginn einer noch immer an-
dauernden Forschungs- und Entwicklungsarbeit gewesen ist. Diese fu¨hrte zum Mini-
mum Reciprocal Configuration genannten Aufbau[11], der sich bewa¨hrt hat und als
Ausgangspunkt weiterer Optimierungen verwendet wurde und wird.
Der Aufbau des faseroptischen Rotationssensor kann in einen optischen, einen elek-
tronischen und einen Algorithmik/Software-Bereich unterteilt werden. Der optische
Teil umfasst Strahlteiler, Polarisatoren und die Faserspule. Weiterhin werden die
Lichtquelle, der Detektor und der Phasenmodulator als optische Komponenten be-
trachtet, die von der Elektronik angesteuert und ausgelesen werden. Bei der Elektro-
nik handelt es sich um Signalprozessoren, AD- und DA-Wandler, Versta¨rker, Tem-
peraturregelung, Stromversorgung usw. Spezielle Algorithmen zur optischen Modu-
lation des Signals und dessen Auswertung erho¨hen die Empfindlichkeit bei kleinen
Drehraten, den dynamischen Bereich und die Stabilita¨t.
1.3 Ziele der Arbeit
Die Anforderungen des Navigation Grade ko¨nnen nur erreicht werden, wenn auch
Ursachen von Bias- und Skalenfaktor-Schwankungen beru¨cksichtigt und vermieden
werden, die fu¨r die anderen Gu¨tebereiche vernachla¨ssigbar waren. Das Rauschen
konnte in der Vergangenheit durch Optimierung der Elektronik und Signalauswer-
tung unter die entsprechenden Grenzen reduziert werden, aber eine Erho¨hung der
Bias-Stabilita¨t erforderte weitere Untersuchungen des optischen Teils des Sensors.
Im Rahmen dieser Arbeit sollte der Einfluss der spektralen Eigenschaften der Licht-
quelle im Mittelpunkt stehen.
Die Lichtquelle ist eine leistungsbestimmende Komponente des Sensors. Die theo-
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retische Empfindlichkeit ist durch die optische Ausgangsleistung bestimmt. Die Sta-
bilita¨t des Skalenfaktors wird direkt durch die der Mittelwellenla¨nge bedingt. Wei-
terhin ist eine große spektrale Breite und ein mo¨glichst glattes Spektrum notwen-
dig, um die Koha¨renz und somit die Interferenzfa¨higkeit von Sto¨rungen zu redu-
zieren. Stand der Technik ist die Verwendung einer wenig koha¨renten Halbleiter-
Superlumineszenz-Diode. Diese zeigt jedoch meist eine zu geringe Ausgangslei-
stung und eine große Temperaturabha¨ngigkeit, weshalb eine Erbium-dotierte Faser-
Lichtquelle (Erbium Doped Fiber Source - EDFS) die potenziell geeignetere Alter-
native darstellt. Diese Lichtquelle muss aus verschiedenen Komponenten, wie einer
Pump-Laserdiode und der Erbium-Faser, integriert werden.
Die Analyse und der Entwurf des optisch speziellen Aufbaus des FOGs ist mit
den herko¨mmlichen Verfahren, die zur Modellierung der Propagation des Lichts
in der Faser angewendet werden ko¨nnen, nicht befriedigend mo¨glich. Hier war es
notwendig, ein Verfahren zu entwickeln, das sowohl die Koha¨renz- als auch die
Polarisationseigenschaften des Lichts beru¨cksichtigt. Die Koha¨renz ist eng mit dem
Spektrum der Lichtquelle verknu¨pft, so dass dieses auch hier wieder eine zentra-
le Rolle spielt. Eine vollsta¨ndige quantitative Modellierung sollte Aufschluss u¨ber
mo¨gliche Fehlerquellen geben.
Optische nichtlineare Effekte in der Faser ko¨nnen in hochgenauen faseroptischen
Rotationssensoren ebenfalls eine Bias-Fehlerquelle darstellen. Der spezielle Aufbau
mit den entgegengesetzt umlaufenden Lichtwellen verursacht Kopplungen, die in
anderen Systemen nicht auftreten. Die theoretischen Zusammenha¨nge sind schon
lange Gegenstand einer Diskussion in der Literatur. Der Einfluss der spektralen Ei-
genschaften war nicht gekla¨rt, da keine Messungen mit nicht-monochromatischen
Lichtquellen existierten. Im Rahmen dieser Arbeit sollte eine Klarstellung erfolgen,
in welcher Gro¨ßenordnung Effekte auftreten und welche Anforderungen an die spek-
tralen Eigenschaften der Lichtquelle gestellt werden mu¨ssen, um die Fehlerterme
ausreichend zu reduzieren oder zu vermeiden.
Die vorliegende Arbeit ist in vier Hauptteile gegliedert.
Kapitel 2 entha¨lt eine Herleitung des Sagnac-Effekts und ein ¨Uberblick u¨ber die
Funktionsprinzipien der verschiedenen optischen Rotationssensoren. Es folgen die
Grundlagen faseroptischer Rotationssensoren und eine Diskussion der Fehlerterme
und technischer Ausfu¨hrungen.
Die verwendeten Messaufbauten und die optischen und elektronischen Komponen-
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ten werden in Kapitel 3 vorgestellt. Dazu geho¨rt die im Rahmen dieser Arbeit ent-
wickelte Erbium-dotierte Faser-Lichtquelle. Der experimentell realisierte faseropti-
sche Rotationssensor wird beschrieben und charakterisiert.
Kapitel 4 beginnt mit einer mathematischen Beschreibung von partiell koha¨ren-
tem Licht. Die existierenden Verfahren zur Modellierung der Propagation von Licht
werden erla¨utert. Das im Rahmen dieser Arbeit entwickelte Verfahren und das
darauf basierende Simulationswerkzeug ermo¨glichten eine Analyse des Designs,
die zur Identifizierung einer bisher nicht beschriebenen Ursache von signifikanten
Rotationsraten-Fehler fu¨hrte. Diese Fehlerquelle wird beschrieben und die experi-
mentellen Ergebnisse dargestellt.
In Kapitel 5 werden die Grundlagen nichtlinearer Effekte in Fasern und speziell im
faseroptischen Rotationssensor erla¨utert. Die Messungen mit verschiedenen Licht-
quellen und ein Abgleich der Ergebnisse mit den beiden ga¨ngigen theoretischen
Ansa¨tzen wird durchgefu¨hrt.
Die Arbeit schließt mit einer Zusammenfassung.
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Kapitel 2
Grundlagen
2.1 Sagnac-Effekt
Grundlage der inertialen Messung von Rotationsraten mit optischem Mitteln ist der
Sagnac-Effekt, welcher ein relativistischer Laufzeit-Effekt ist.
Wenn zwei Lichtstrahlen in entgegengesetzter Richtung um eine Fla¨che umlau-
fen, die relativ zu einem Inertialsystem rotiert, erfahren sie eine Laufzeit-Differenz.
Franz Harreß war der erste, der Versuche zur Ausbreitung von Licht in Ring-
Interferometern durchgefu¨hrt hat[12]. Allerdings fu¨hrte er die Beobachtungen auf
einen Mitnahme-Effekt des Lichts im Medium zuru¨ck und interpretierte seine Ergeb-
nisse falsch. Daher hat sich der Name Sagnac-Effekt, welcher nach Georges Sagnac
benannt ist, durchgesetzt, der mit seinem Aufbau Rotationsraten maß[7, 13].
Eine vollsta¨ndige Herleitung des Sagnac-Effekts mu¨sste innerhalb des Rahmens der
allgemeinen Relativita¨tstheorie angestellt werden[14, 15], da es sich bei rotierenden
Bezugssystemen um beschleunigte Systeme handelt. Im Folgenden wird eine Her-
leitung gezeigt, welche als Na¨herung die spezielle Relativita¨tstheorie verwendet[16].
Vereinfachend wird der Lichtweg als kreisfo¨rmig mit Radius R angenommen, siehe
Abb. 2.1. Dann ist der Lichtweg immer parallel zur Rotationsbewegung des fu¨hren-
den Mediums. Der Vorgang soll von einem im Mittelpunkt des Kreises ruhenden Be-
obachter betrachtet werden. Infinitesimal betrachtet beno¨tigt das Licht fu¨r den Weg
Rdφ entlang der Fu¨hrung die Zeit
dt = Rdφ
v
(2.1)
bei der effektiven Signalgeschwindigkeit v. Diese unterscheidet sich fu¨r die beiden
Richtungen. Sie wird zusammengesetzt aus der Signalgeschwindigkeit im Medium,
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Abbildung 2.1: Ring-Interferometer in Ruhe und bei Rotation. Links, in Ruhe, ist der Weg fu¨r die
beiden entgegengesetzt umlaufenden Wellen gleich. Rechts gilt Ω < 0, d.h. es findet eine Drehung im
Uhrzeigersinn statt. Der Weg vom Eingang zum Ausgang ist entsprechend der Drehung wa¨hrend der
Umlaufzeit fu¨r die im Uhrzeigersinn umlaufende Welle la¨nger und fu¨r die entgegengesetzt umlaufen-
de ku¨rzer geworden.
die in das Bezugssystem des Beobachters transformiert wird, und der Bewegung des
Ringes mit der Rotationsgeschwindigkeit ΩR,
v± = u± ∓ ΩR. (2.2)
Dabei bezeichnet + den mathematisch positiven Umlaufsinn, d.h. entgegengesetzt
dem Uhrzeigersinn, und − entsprechend im Uhrzeigersinn. Somit kann die infinite-
simale Laufzeit aus
dt± =
Rdφ
u± ∓ ΩR (2.3)
und die Laufzeit-Differenz aus
dτ = dt+ − dt− = Rdφ
u+ − ΩR −
Rdφ
u− + ΩR
(2.4)
berechnet werden. Wenn das Licht im Medium und in dessen System mit der Ge-
schwindigkeit w propagiert, wird in der speziellen Relativita¨tstheorie die Geschwin-
digkeit fu¨r einen sich dazu parallel mit der Geschwindigkeit ΩR bewegenden Beob-
achter mit
u± =
w ∓ ΩR
1∓ wΩR
c20
(2.5)
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erhalten[17]. Die Geschwindigkeit w ha¨ngt u¨ber w = c0/n von der Brechzahl
des Mediums ab und somit mo¨glicherweise von der Temperatur. Fu¨r eine Vakuum-
Lichtwelle w = c0 ergibt sich wie erwartet
u± = c0, (2.6)
da die Lichtgeschwindigkeit in allen Systemen gleich groß ist.
Fu¨r beliebiges w ergibt sich nach einigen Umformungen, aber ohne Na¨herungen,
dτ = 2(ΩR)(Rdφ)
c20
1
1−
(
ΩR
c0
)2 (2.7)
und mit der Na¨herung ΩRc0  1, die fu¨r realistische Drehraten immer erfu¨llt ist,
dτ = 2(ΩR)(Rdφ)
c20
. (2.8)
Fu¨r einen kompletten Umlauf ergibt sich
τS =
2(ΩR)(2πR)
c20
. (2.9)
Dieses Ergebnis ist unabha¨ngig von der Signalgeschwindigkeit im Medium und da-
mit auch unabha¨ngig von der Brechzahl. Der Sagnac-Effekt wird nicht durch die
Eigenschaften des verwendeten Wellenleiters beeinflusst. Es handelt sich um einen
rein relativistischen Effekt.
Weiterhin wurde nachgewiesen, dass diese Laufzeit-Differenz von der Kontur der
Signalfu¨hrung und vom Drehzentrum[14, 16] unabha¨ngig ist. Auch Linearbeschleu-
nigungen zeigen keinen Einfluss auf den Sagnac-Effekt, der damit die optimale Basis
fu¨r eine genaue Rotationsraten-Bestimmung ist.
Glg. (2.10) kann allgemeiner als
τS =
4AS
c20
Ω (2.10)
geschrieben werden. Der Sagnac-Effekt ist proportional der vom Lichtweg um-
schlossenen Fla¨che.
Die Sensor-Typen, die diesen Effekt nutzen, ko¨nnen in zwei Klassen eingeteilt wer-
den: Die resonanten und die interferometrischen optischen Rotationssensoren. Die
resonanten Ausfu¨hrungen werden kurz vorgestellt. Diese Arbeit befasst sich anson-
sten nur mit den interferometrischen Sensoren.
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2.2 Resonante optische Rotationssensoren
Hauptvertreter sind die Laserkreisel (Ring Laser Gyroscope - RLG), welche sich
kommerziell durchgesetzt haben. Resonante faseroptische Rotationssensoren sind
zur Zeit Gegenstand der Forschung.
2.2.1 Laserkreisel
Ein Laserkreisel[9, 18, 19] besteht aus einer ringfo¨rmig geschlossenen Kavita¨t, wel-
che ein lichtversta¨rkendes Medium beinhaltet. Das Licht wird durch Spiegel im Kreis
umgelenkt. Die ersten Versuche zur Drehraten-Bestimmung wurden 1962 durch-
gefu¨hrt[9], fru¨her als an faseroptischen Rotationssensoren. RLG sind zur Zeit die
pra¨zisesten Rotationssensoren. Kommerzielle Sensoren mit Genauigkeiten besser als
10−4 ◦/h sind verfu¨gbar[20].
Es muss eine ganzzahlige Anzahl m von Schwingungen in die Kavita¨t der Um-
laufla¨nge l passen[21], d.h.
ν± =
mc0
l±
, (2.11)
mit der Licht-Frequenz ν, ± wie oben fu¨r die beiden Umlaufrichtungen. Wenn sich
die Wege unterscheiden, gibt es bei gleicher Schwingungsanzahl in der Kavita¨t eine
Frequenz-Verschiebung
∆ν
ν
=
∆l
l
(2.12)
mit den Mittelwerten ν und l. Mit der Laufzeit-Differenz des Sagnac-Effekts
Glg. (2.10) ergibt sich
∆ν =
4AS
λl
Ω. (2.13)
Diese Frequenz kann als Beat an aus der Kavita¨t ausgekoppeltem Licht gemessen
werden. Sie ist sehr klein, typisch 10Hz bei der Erddrehrate und typischen Ring-
Laser-Abmessungen, und kann daher einfach gemessen werden. Sie stellt bei der
oft verwendeten Laser-Wellenla¨nge λ = 633 nm aber nur etwa 2 × 10−14 der ver-
wendeten Tra¨gerfrequenz dar. Die optischen Wege mu¨ssen bis zu diesem Grad stabil
gehalten werden.
Ein Problem der RLGs ist die Frequenz-Synchronisation (Lock-In-Effekt)[22]. Bei
kleinen Drehraten und damit kleinen Wegla¨ngen-Differenzen im Resonator kommt
es aufgrund der Ru¨ckstreuung an den Spiegeln zur Kopplung, so dass beide Signale
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mit gleicher Frequenz oszillieren und kein Ausgangssignal messbar ist. Zu messende
Rotationen liegen aber durchaus in diesem Lock-In-Band. Eine Mo¨glichkeit, dieses
Problem zu umgehen, bietet sich, indem man das RLG in Vibration außerhalb des
Lock-In-Bandes versetzt (Mechanical Dither). Allerdings handelt es sich dabei um
eine komplexe Technologie mit verschleißanfa¨lligen mechanischen Teilen.
2.2.2 Resonante faseroptische Rotationssensoren
¨Ahnlich wie beim Ring Laser Gyroscope laufen beim Resonant Fiber Optic Gy-
roscope (RFOG) zwei Lichtwellen entgegengesetzt in einer Kavita¨t um, allerdings
ist der Laser als Lichtquelle außerhalb der Kavita¨t positioniert[23–25]. Die Abstim-
mung der Frequenzen des Lichts mit der Eigenfrequenz der Kavita¨t in die jeweilige
Richtung geschieht durch Frequenz-Schieber fu¨r beide Wellen. Im Aufbau, der nur
faseroptische Komponenten verwendet[26], ist die Kavita¨t eine geschlossene Faser-
spule. Die Gu¨te der Kavita¨t entspricht in etwa der Anzahl der Umla¨ufe des Lichts,
mit der die Faserla¨nge bzgl. des Sagnac-Effekts multipliziert wird. Dies ermo¨glicht
eine ku¨rzere Spulenla¨nge als beim interferometrischen faseroptischen Rotations-
sensor von nur 5 − 10m. Um den Effekt nutzen zu ko¨nnen, muss ein Laser mit
sehr großer Koha¨renzla¨nge verwendet werden, der viele zusa¨tzliche Probleme berei-
tet, die beim interferometrischen faseroptischen Rotationssensor vermieden werden
ko¨nnen. RFOGs sind bisher noch nicht zur Serienreife gebracht worden.
2.2.3 Brillouin-Ring-Laserkreisel
Erst seit 1989 wird die Entwicklung von Brillouin Ring Laser Gyroscopes betrie-
ben, welche auf stimulierter Brillouin-Streuung (SBS) basieren[27, 28]. SBS ist ein
nichtlinearer Effekt in Fasern, welcher Stokes-Licht ru¨cklaufend zum einfallenden
Licht, das mit einer angeregten akustischen Welle mischt, erzeugt. Die Frequenz
des Stokes-Lichts ist um die Frequenz der akustischen Welle nach unten verscho-
ben. In einer Ring-Kavita¨t kann dieses Licht zu selbstversta¨rkenden Schwingungen
wie beim Laser fu¨hren. Am Ausgang kann direkt der Beat zwischen den beiden
entgegengesetzt umlaufenden Stokes-Wellen gemessen werden. Wie beim RFOG
wird nur eine kurze Spule beno¨tigt. Ein Problem ist auch hier eine instabile Laser-
Schwingung[28]. Die Brillouin-Ring-Laser-Gyroscopes sind momentan noch exoti-
sche Vertreter der Drehraten-Sensoren, die nicht kommerziell hergestellt werden.
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2.3 Interferometrische faseroptische Rotationssenso-
ren
Der faseroptische Rotationssensor wurde bereits 1967 patentiert[29]. 1976 standen
dann Halbleiter-Laser und -Detektoren und ausreichend transparente optische Faser
zur Verfu¨gung, um den ersten faseroptischen Rotationssensor zu realisieren[10], sie-
he auch Abb. 2.2. Das Licht eines Lasers wurde an einem halbdurchla¨ssigen Spiegel
in zwei Strahlen aufgeteilt, die dann in die Faserspule eingekoppelt wurden. Nach
Durchlaufen der Spule wurden sie an dem Spiegel zum Teil auf einen Schirm abge-
lenkt, wo das Interferenz-Muster beobachtet wurde. Es handelte sich mit einer Spu-
lenla¨nge von nur 10m um einen Prinzip-Nachweis. Ein Jahr spa¨ter wurde ein Sensor
mit 950m Spulenla¨nge verwirklicht[30] und zeigte das Potenzial der FOGs. In den
na¨chsten Jahren wurde viel theoretische und experimentelle Grundlagenforschung
unternommen, die zu einem verbesserten Design fu¨hrte[31–39].
Abbildung 2.2: Original-Abbildungen aus der ersten Vero¨ffentlichung zum faseroptischen Rotations-
sensor[10]. Beobachtet wurde die Vera¨nderung der Interferenz-Ringe (Fringes) auf einem Schirm,
siehe rechts, unter Drehung.
2.3.1 Sagnac-Phasendifferenz
Die umlaufende Fla¨che, die die Laufzeit-Differenz durch den Sagnac-Effekt aus
Glg. (2.10) bestimmt, wird beim faseroptischen Rotationssensor durch den Einsatz
einer Spule vergro¨ßert. Jede Windung entspricht einmal der Grundfla¨che. Wenn der
Durchmesser D = 2R und die Spulenla¨nge L = NπD mit der Windungszahl N
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verwendet werden, ist die Sagnac-Laufzeit-Differenz
τ =
LD
c20
Ω. (2.14)
Bei der geographischen Breite von Karlsruhe (49◦) entspricht die vertikale Rotati-
onsrate der Erddrehung
360◦
24 h
sin(49◦) = 11.3 ◦/h = 5.5× 10−5 rad/s.
Typische Daten eines faseroptischen Rotationssensors sind eine Spulenla¨nge von
L = 500m und ein Spulendurchmesser von D = 10 cm. Daraus resultiert eine
Laufzeit-Differenz von 3× 10−20 s, die zu klein ist, um sie direkt messen zu ko¨nnen.
Selbst bei der relativ hohen Frequenz des verwendeten Lichts von 1.22 × 1015 s−1
bzw. der entsprechenden Wellenla¨nge von 1550 nm betra¨gt die Phasendifferenz nur
3.8× 10−5 rad.
Diese Sagnac-Phasendifferenz, allgemeiner
φS =
2πLD
λc0
Ω, (2.15)
kann aber mit noch um mehr als 2 Gro¨ßenordnungen ho¨herer Genauigkeit und Sta-
bilita¨t mit FOGs interferometrisch gemessen werden. Der Vorfaktor vor der Drehrate
wird als Skalenfaktor dieses FOGs bezeichnet.
Die Interferenz der beiden umlaufenden Wellen fu¨hrt in Abha¨ngigkeit der Phasen-
differenz zu der Antwort-Funktion des FOGs
I = I0 (1 + cos(φS)) . (2.16)
Eine Herleitung und genauere Erla¨uterungen befinden sich in Kap. 4. Die Funktion
ist in Abb. 2.3 dargestellt.
2.3.1.1 Dynamischer Bereich
Durch die Periodizita¨t der Antwort-Funktion des FOG kann nur in dem einge-
schra¨nkten Intervall [−Ωπ,Ωπ] aus der Intensita¨t die entsprechende Drehrate ein-
deutig bestimmt werden. Dies ist der Bereich der Antwort-Funktion vom Maximum
bei null bis jeweils zum ersten Minimum bei φS = π,
Ωπ =
λc0
2LD
. (2.17)
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Abbildung 2.3: Ideale Antwort-Funktion des faseroptischen Rotationssensors.
Im Beispiel oben ergibt sich Ωπ = 16700 ◦/s ≈ 106 ◦/h. Als untere Grenze soll
zuna¨chst die minimal bestimmbare Phase 1µrad betragen, die einer Drehrate von
Ωµ = 0.3
◦/h entspricht. Der dynamische Bereich umfasst etwa 65 dB. Durch
komplexe Signalauswertungsverfahren kann der Bereich auf mehrere Perioden der
Antwort-Funktion ausgedehnt werden.
Durch Vera¨nderung der Spulenla¨nge und des Spulendurchmessers kann die Spanne
der messbaren Drehraten in einem weiten Bereich variiert werden. Diese Flexibilita¨t
ist ein großer Vorteil der FOGs, da die Spule leicht ausgetauscht werden kann, ohne
dass an dem restlichen Design etwas vera¨ndert werden muss.
2.3.1.2 Phasen-Bias
Der Cosinus als Antwort-Funktion wirft das Problem der Empfindlichkeit bei kleinen
Drehraten auf. Die Steigung des Cosinus im Nullpunkt ist null und somit auch die
Empfindlichkeit. Um dieses Problem zu umgehen, wird eine zusa¨tzliche Phasendif-
ferenz zwischen den beiden Strahlen erzeugt, d.h. es wird ein Phasen-Bias eingefu¨gt.
Dies geschieht meist durch aufwa¨ndige Modulations- und Signalauswertungsverfah-
ren, die in Abschnitt 2.3.5 beschrieben werden. Die ideale Bias-Phase ist π2 , welche
den Cosinus bzgl. der Sagnac-Phase in einen Sinus transformiert, der um null die
gro¨ßte Steigung aufweist. Die Bias-Punkte sind in Abb. 2.3 mit eingezeichnet.
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2.3.1.3 Wellenla¨nge
Grundsa¨tzlich eignen sich alle Wellenla¨ngen in den Transparenz-Fenstern der
verfu¨gbaren Fasern zur Verwendung, wie z.B. 850 nm, 1060 nm, 1300 nm oder
1550 nm. Die unterschiedliche Da¨mpfung innerhalb dieser Fenster spielt keine Rolle,
da die Spulenla¨nge relativ kurz ist. In radioaktiver Strahlung tru¨bt sich die Faser fu¨r
kleinere Wellenla¨ngen ein, so dass dann die Verwendung von Wellenla¨ngen gro¨ßer
als 1200 nm notwendig wird[40–43].
Gewa¨hlt wurde fu¨r diese Arbeit die Wellenla¨nge von λ = 1550 nm. Ein Grund
dafu¨r ist die Mo¨glichkeit, eine Erbium-dotierte Faser-Lichtquelle zu verwenden, de-
ren Emissionsmaximum in etwa bei dieser Wellenla¨nge liegt, siehe Abschnitt 3.2.
Ein weiterer Grund ist die gute Verfu¨gbarkeit sowie die relativ geringen Kosten von
optischen Komponenten wie der Faser selbst, Kopplern, Isolatoren, Polarisatoren,
usw. aufgrund der vorwiegenden Verwendung dieser Wellenla¨nge in der optischen
Kommunikationstechnologie.
2.3.2 Fehlerterme
2.3.2.1 Theoretische Empfindlichkeit: Schrotrauschen
Die Empfindlichkeit des Sensors ist durch nicht vermeidbare Rauschprozesse be-
grenzt. Eine prinzipielle Grenze ist das Schrotrauschen, welches sich durch die spe-
zielle Statistik der Photonen ergibt. Wenn die gefu¨hrte Lichtwelle als Strom von
Photonen betrachtet wird, die auf dem Detektor geza¨hlt werden, verhalten sie sich
statistisch wie ein Ensemble von unkorrelierten diskreten Partikeln und gehorchen
einer Poisson-Verteilung[44]. Daher ist die Varianz des Flusses der Photonen N˙
σ2
N˙
= 2N˙∆fbw. (2.18)
fbw ist die Bandbreite des Za¨hlens, d.h. die inverse Dauer, die der Detektor integriert.
Die Photonen besitzen die Energie ω = hc0/λ mit der Planck-Konstanten h bzw.
. Die optische Leistung ist damit
P = N˙
hc0
λ
(2.19)
und die Standardabweichung
σP√
fbw
=
√
2hc0
λ
√
P . (2.20)
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Ein Photo-Detektor (PD) erzeugt im Idealfall ein Elektron-Loch-Paar pro Photon.
Allerdings hat ein realer Detektor eine Quanteneffizienz η = N˙e/N˙ < 1. Sie ist
aber gro¨ßer als 0.9 fu¨r die bei dieser Wellenla¨nge verwendeten InGaAs-Detektoren.
Damit wird die Standardabweichung vergro¨ßert,
σPD√
fbw
=
√
2hc0
λη
√
P . (2.21)
Bei einem mit Bias betriebenem FOG entspricht die relative Standardabweichung
direkt der dem Rauschen a¨quivalenten und somit minimal messbaren Phase,
σ∆φ√
fbw
=
√
2hc0
λη
1√
P
. (2.22)
Die Gesamtda¨mpfung eines FOG entspricht etwa 20 dB. Von einer 1mW Lichtquel-
le kommen folglich ca. P = 10µW am Detektor an. Fu¨r dieses Beispiel ist die
Standardabweichung
σ∆φ√
fbw
= 0.2µrad/
√
Hz.
Bei einem FOG mit einem Skalenfaktor wie oben entspricht das in der Drehrate und
somit dem Angle Random Walk
σΩ√
fbw
= 0.06 ◦/h/
√
Hz = 0.001 ◦/
√
h
Das Schrotrauschen sinkt somit mit der reziproken Wurzel der Lichtleistung und
kann durch mehr Leistung reduziert werden.
2.3.2.2 Rauschen
Das Rauschen wird versta¨rkt durch koha¨rente Streuung in Ru¨ckwa¨rtsrichtung, ver-
ursacht durch Rayleigh-Streuung des Lichts am Material der Faser[45, 46], welche
durch breitbandige Lichtquellen reduziert wird[47]. Die Elektronik, d.h. Versta¨rker,
AD- und DA-Wandler, usw. addiert noch weiteres Rauschen, welches bis zu einem
gewissen Grad auch mit der Gro¨ße der Signale kleiner wird. Auch das Rauschen der
Lichtquelle spielt eine Rolle[48], was entsprechende Anforderungen an die Licht-
quelle stellt.
Fu¨r die Performance eines FOG bzgl. des Rauschens wird oft der Angle Random
Walk-Koeffizient, kurz ARW, angegeben. Dieser ist a¨quivalent zur Standardabwei-
chung des Rauschens der Drehrate pro Wurzel der Bandbreite, als Einheit wird aber
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◦/
√
h verwendet. Die Umrechnung ist 1 ◦/h/
√
Hz = 1/60 ◦/
√
h. Diese Charakteri-
sierung des Rauschens u¨ber einen Koeffizienten, der nur noch von der Bandbreite
abha¨ngt, macht nur bei einem reinen weißen Rauschen Sinn. Der Vorteil ist, dass das
Rauschen, welches sich bei Einbindung in ein System mit vorgegebener Integrati-
onszeit ergibt, direkt berechnet werden kann. Diese Abha¨ngigkeit ist beim FOG in
einem weiten Zeitbereich gegeben, aber z.B. nicht bei mechanischen Kreiseln, deren
Rauschen Linien im Frequenz-Spektrum aufweist.
2.3.2.3 Bias
Das Rauschen aus dem vorhergehenden Abschnitt soll als mittelwertfrei verstanden
werden, d.h. nach unendlich langer Integrationszeit ist der Wert gleich null, wenn
keine anderen Signale anliegen. Faseroptische Rotationssensoren zeigen aber nicht
nur Rauschen als Fehlerquelle. Selbst wenn keine Drehrate angelegt wird, kann ein
Wert ungleich null gemessen werden. Dieser Offset wird als Bias bezeichnet. Die
Ursachen fu¨r den Bias sind vielfa¨ltig. Die Kontrolle des Polarisationszustands kann
Probleme bereiten[49, 50], die aber bei aktuellen FOGs durch das Design mit Pola-
risator und polarisationserhaltender Faser weitestgehend vermieden werden[51–56].
Auch Temperatur-Gradienten und -Transienten in der Spule sind von Bedeutung.
Diese Zusammenha¨nge werden als Shupe-Effekt bezeichnet[57]. Spezielle Verfah-
ren, die Spule zu wickeln, z.B. die Quadrupol-Wicklung[58], vermeiden die Feh-
ler[59], so dass eine Adressierung im Rahmen dieser Arbeit nicht notwendig ist.
Weitere Gru¨nde fu¨r einen Bias ko¨nnen Empfindlichkeit fu¨r Magnetfelder (Faraday
Effekt)[60–62] oder koha¨rente Reflexionen, siehe Abschnitt 4.7, sein. Kap. 5 befasst
sich mit Bias, der durch nichtlineare Effekte in der Faser hervorgerufen wird.
Der Bias an sich ist kein gro¨ßeres Problem fu¨r ein Navigationssystem: Die Filter er-
kennen Offsets und nehmen sie in die Positionsscha¨tzungen mit auf[63]. Problema-
tisch ist, dass dieser Bias ha¨ufig mit Umgebungsparametern und der Zeit schwankt
und dann nicht mehr einwandfrei gescha¨tzt werden kann. Der Wert kann auch von
einem Anschalten des Gera¨ts bis zum na¨chsten variieren. Diese Schwankung oder
Drift muss vom Rauschen unterschieden werden, siehe Abb. 2.4. FOGs kennen nor-
malerweise keinen konstanten Bias, dessen Schwankung nur einen kleinen Teil des
Wertes selbst ausmacht. Die Bias-Werte sind mehr oder weniger statistisch in einem
symmetrischen Band um null verteilt. Oft wird die Gro¨ße des 1σ-Bandes einfach als
Bias bezeichnet.
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Abbildung 2.4: Beispiel-Messung zur Unterscheidung von Rauschen und Drift.
2.3.2.4 Allan Variance
Um Prozesse wie das Rauschen und die Bias-Drift zu unterscheiden, eignet sich die
Allan Variance[64–66], die urspru¨nglich zur Untersuchung der Frequenz-Stabilita¨t
von Oszillatoren entworfen wurde. Nur stationa¨re und keine dynamischen Prozesse
ko¨nnen damit charakterisiert werden. Es findet eine Untersuchung auf verschiedenen
Zeitskalen statt.
Die Rotationsrate Ω soll in N∆t festen Zeitabsta¨nden ∆t bekannt sein, Ωi = Ω(i∆t).
Die Allan Variance soll fu¨r das Intervall τ = m∆t berechnet werden. Der Mittelwert
des k-ten Intervalls von Nm = N∆t/m ist
Ωj(τ) =
1
m
(j+1)m∑
i=j m
Ωi. (2.23)
Die Allan Variance ist definiert als der Ensemble-Durchschnitt
σ2(τ) =
1
2
〈(
Ωj+1 − Ωj
)2〉 (2.24)
und kann mit
σ2(τ) =
1
2(Nm − 1)
Nm−1∑
j=1
(
Ωj+1 − Ωj
)2 (2.25)
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abgescha¨tzt werden.
Durch die Mittelung u¨ber unterschiedlich lange Intervalle ko¨nnen verschiedene
Rauschprozesse identifiziert werden. Meist wird die Wurzel aus der Allan Varian-
ce σ(τ) in einem doppelt-logarithmischen Graphen aufgetragen. Im Falle des FOGs
dru¨cken sich die verschiedenen Rausch-Anteile durch unterschiedliche Steigungen
der Kurve aus, siehe Abb. 2.5. Alle Rauschprozesse sind in [67] beschrieben. Zur
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Abbildung 2.5: Allan Variance in doppelt-logarithmischem Maßstab und Identifizierung der einzel-
nen Rausch-Anteile. Das Minimum entspricht der Bias-Drift. Fu¨r gro¨ßere Zeiten la¨uft das Signal
weg.
Charakterisierung eines FOGs werden hauptsa¨chlich der Angle Random Walk und
der Bias verwendet. Die Allan-Variance-Parameter ko¨nnen durch einen Fit der Allan-
Variance mit der Funktion
σ2(τ) =
3Q2
τ 2
+
N 2
τ
+ B2
2
π
ln(2) +
K2τ
3
+
R2τ 2
2
(2.26)
erhalten werden. B ist der Bias und N der ARW-Koeffizient. Weiterhin ist Q eine
Maßzahl fu¨r das Quantisierungsrauschen, K fu¨r den Rate Random Walk und R fu¨r
die lineare Drift (Rate Ramp).
2.3.2.5 Skalenfaktor
Einen weiteren Fehler-Beitrag kann der Skalenfaktor liefern. Im Idealfall ist die Stei-
gung der gemessen Drehrate u¨ber der realen Drehrate gleich eins. Diese Steigung
kann fu¨r einen realen Sensor trotz Kalibration von eins abweichen.
2.3 Interferometrische faseroptische Rotationssensoren 21
In einem Navigationssystem ist es mo¨glich, auch Skalenfaktoren mit zu bestim-
men[63], allerdings sind diese schlecht beobachtbar. Weiterhin ist dieser Skalen-
faktor ebenso wie der Bias Schwankungen mit Umgebungsparametern und zudem
mit der Drehrate unterworfen. Die Schwankung z.B. mit der Temperatur resultiert
hauptsa¨chlich aus Schwankungen des oben definierten Skalenfaktors zur Berech-
nung der Drehrate aus der Phase. Dabei ist der Einfluss der Mittelwellenla¨nge von
großer Bedeutung, da sie in erster Ordnung erscheint. Diese konstant zu halten recht-
fertigt die Untersuchungen der Eignung von Lichtquellen. Aber auch andere Fakto-
ren spielen eine Rolle: In den Phasen-Drehraten-Skalenfaktor geht neben der Mittel-
wellenla¨nge die Geometrie der Spule ein, die unter sich a¨ndernden Umgebungspara-
metern variieren kann.
2.3.2.6 Bandbreite
Die Bandbreite eines FOGs ist theoretisch sehr hoch. Das Rotationsraten-Signal wird
u¨ber die Laufzeit durch die Spule bei der Gruppengeschwindigkeit τL gemittelt. Dies
entspricht der minimalen Antwort-Zeit, die bei einer 500m-Spule etwa 2.5µs be-
tra¨gt. Damit ergibt sich eine Bandbreite von maximal 400 kHz. Allerdings kostet die
Signalverarbeitung Zeit, trotzdem sind Update-Raten von mehreren kHz mo¨glich,
um auch hochdynamische Bewegungen erfassen zu ko¨nnen.
2.3.2.7 Kennlinie
Die reale Antwortfunktion eines faseroptischen Rotationssensors wird durch die
Gleichung
ΩM(Ω) = ΩB + (1 + S + SNL(Ω))Ω + ΩNoise (2.27)
beschrieben. Darin ist Ω die angelegte Drehrate, ΩM die gemessene Drehrate, ΩB
der Bias. Der Skalenfaktor wird durch einen konstanten Term S, der unabha¨ngig von
der Drehrate ist, und einen nichtlinearen Term SNL(Ω) beschrieben. ΩNoise ist das
Rauschen, das weiter oben betrachtet wurde.
Der Bias ΩB fu¨hrt dazu, dass die Kennlinie nicht mehr durch den Ursprung verla¨uft.
Die Skalenfaktor-Abweichung S a¨ndert die Steigung der Kurve. Diese Effekte sind
in Abb. 2.6 an der Ausgleichsgeraden zu erkennen. Rauschen wird dabei nicht
beru¨cksichtigt. Die Schwankungen der beiden Gro¨ßen ko¨nnen nur in mo¨glichen
Bereichen ausgedru¨ckt werden, meist werden 1σ-Ba¨nder angegeben. Die mo¨gliche
Bias-Drift ist am Bereich um null zwischen den gestrichelten Linien zu erkennen.
Der nichtlineare Anteil des Skalenfaktors SNL(Ω) fu¨hrt zu den gezeigten Abwei-
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Abbildung 2.6: Auswirkungen des Skalenfaktor-Fehlers und des Bias und deren Schwankungen.
Rauschen ist nicht dargestellt. Die reale Kurve ist nur ein Beispiel und kann bei anderen Umgebungs-
parametern einen unterschiedlichen Verlauf aufweisen.
chungen von der Ausgleichsgeraden. Der wahrscheinlichste Bereich des Messergeb-
nisses ist durch eine maximale und minimale Steigung charakterisiert.
Anhand der Gro¨ßen Bias, Skalenfaktor und Rauschen lassen sich die faseroptischen
Rotationssensoren in die in der Einleitung definierten Anforderungsbereiche eintei-
len.
2.3.3 Einfluss der Lichtquelle
Die Lichtquelle hat einen sehr großen Einfluss auf die Leistungsfa¨higkeit des faser-
optischen Rotationssensors. Die Anforderungen, die an sie gestellt werden, betreffen
vier Bereiche.
Leistung Das Rauschen skaliert mit der reziproken Wurzel der Lichtleistung, wel-
che am Detektor ankommt, siehe Unterabschnitt 2.3.2.1. Demnach sollte die
Leistung mo¨glichst groß sein. Wie das Beispiel zeigte, sollte die Leistung, wel-
che von der Lichtquelle in die Faser eingebracht wird, deutlich gro¨ßer als 1mW
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sein.
Koha¨renz Nur koha¨rente Fehlersignale ko¨nnen zu Sto¨rungen fu¨hren, z.B. bei
der Rayleigh-Ru¨ckstreuung. Diese Fehlerquellen ko¨nnen durch eine geringe
Koha¨renz der Lichtquelle, d.h. eine kleine Koha¨renzla¨nge, vermieden wer-
den[68]. Da der faseroptische Rotationssensor ohnehin um das Maximum der
Koha¨renzfunktion herum arbeitet, wird das zu messende Signal nur wenig be-
einflusst. Fu¨r eine kleine Koha¨renzla¨nge muss das Spektrum eine mo¨glichst
große spektrale Breite aufweisen und kontinuierlich sein. Eine sehr gute
Lichtquelle besitzt eine spektrale Breite von etwa 10 nm und damit eine
Koha¨renzla¨nge von 20µm.
Stabilita¨t Der Skalenfaktor des faseroptischen Rotationssensors ha¨ngt direkt von
der Mittelwellenla¨nge ab, daher muss diese die entsprechenden Stabilita¨tskri-
terien erfu¨llen, z.B. geringere Abweichung als 5 ppm in einem Temperatur-
Bereich von −10 bis +50 ◦C fu¨r den Navigation Grade. Die Mittelwellenla¨nge
ist ha¨ufig deutlich von der Temperatur abha¨ngig, wodurch eine Temperatur-
Regelung erforderlich wird.
Polarisation Um unno¨tige Verluste am Polarisator zu vermeiden, ist ein mo¨glichst
geringer Grad der Polarisation optimal.
Die vier Bereiche werden in dieser Arbeit noch genauer betrachtet und die Vor- und
Nachteile verschiedener Lichtquellen aufgezeigt.
2.3.4 Aufbau
2.3.4.1 Aufbau ohne Freistrahl-Optik
Heutzutage besteht eine sehr gute Verfu¨gbarkeit von faseroptischen Komponenten
wie Kopplern (Strahlteiler und -vereiniger), die komplett aus Fasern bestehen, De-
tektoren und Lichtquellen mit Faseranschlu¨ssen (Pigtails) und faserkonfektionierten
integriert-optischen Strukturen, so dass es nicht mehr notwendig ist, auf diskrete
Optik mit Spiegeln und Linsen zuru¨ckzugreifen. Fu¨r die experimentellen Aufbauten
wurden ausschließlich solche Komponenten verwendet, die durch Spleißen mitein-
ander verbunden wurden.
Vorteilhaft an der Faseroptik ist, dass das Licht ra¨umlich gefu¨hrt wird, was die
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Kru¨mmung der Fasern bis zu einem gewissen Radius ohne nennenswerte Verluste
erlaubt, wodurch die geometrischen Ausmaße des Aufbaus reduziert werden.
2.3.4.2 Reziproke Konfiguration
Bei einem interferometrischen Sensor ist es wichtig, dass sich die Wege von Re-
ferenzsignal und Messsignal nur um die zu messende Phase unterscheiden. Beim
faseroptischen Rotationssensor entspricht das der Phasendifferenz der beiden entge-
gengesetzt umlaufenden Wellen, da jeder Strahl die Referenz des anderen ist. Dafu¨r
mu¨ssen die beiden Wege umgekehrt identisch sein, was mit reziprok bezeichnet wird.
Als Beispiel soll der einfache Aufbau aus Abb. 2.2 dienen. Die Wege fu¨r den im
Uhrzeigersinn und entgegengesetzt umlaufenden Strahl scheinen gleich zu sein: Das
Licht wird am Spiegel getrennt, durchla¨uft die Spule und wird am Spiegel wieder
vereinigt. Die restlichen Wege sind gleich. Bei genauerer Betrachtung sind aber Un-
terschiede festzustellen. Die im Uhrzeigersinn umlaufende Welle wird zweimal am
Spiegel reflektiert, und die entgegengesetzt dem Uhrzeigersinn umlaufende Welle
wird zweimal transmittiert. Da Reflexion und Transmission bei einem realen Spie-
gel nicht identisch sind, kann dadurch eine Phasenverschiebung entstehen, die im
Ausgangssignal als Drehrate interpretiert werden muss.
Dasselbe Problem existiert auch, wenn nur Faser-Koppler verwendet werden. Ein
Koppler besteht aus zwei Fasern, deren Kerne im Kopplungsbereich nahe zusam-
mengebracht werden, so dass das Feld der Welle u¨berkoppeln kann[69–71]. Daher
gibt es hier eine transmittierte Welle und eine u¨bergekoppelte Welle.
Um dieses Problem zu vermeiden, wird ein zweiter Strahlteiler vor dem Spulen-
Strahlteiler eingefu¨gt, der das zuru¨ckkommende Licht teilweise auf den Detektor
umlenkt[30]. In dem Aufbau nur mit Faser wird ein zweiter Koppler eingefu¨gt, siehe
Abb. 2.7. Vom Spulenkoppler wird der Eingang auch als Ausgang verwendet, der als
reziproker Port bezeichnet wird. Damit wird jede der beiden Wellen im Spulenkopp-
ler einmal u¨bergekoppelt und einmal transmittiert.
Ein weitere Ursache fu¨r nicht-reziproke Phasendifferenzen kann die Ausbreitung
in verschiedenen Moden in der Faser sein. Multimode-Fasern zeigen Moden-
Dispersion, d.h. die Moden haben unterschiedliche Geschwindigkeiten. Das ent-
spricht unterschiedlichen optischen Wegen und damit einer Phasendifferenz.
Zur Reduktion dieses Fehlers wird hier ausschließlich Monomode-Faser (Single Mo-
de) verwendet, in der, zumindest idealerweise, nur ein Mode ausbreitungsfa¨hig ist,
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Lichtquelle
Photodiode
Koppler
Spule
Spleiß
nichtreziproker Ausgang
reziproker Ausgang
Abbildung 2.7: Nutzung des reziproken Ausgangs des Spulenkopplers.
wie in Anhang B kurz erla¨utert wird. Allerdings werden auch in dieser Faser noch
zwei Polarisationsmoden gefu¨hrt, die in idealer Monomode-Faser entartet sind, in
realer jedoch nicht. Als Modenfilter vor der Spule muss dann ein Polarisator zum
Einsatz kommen. Aber auch diesen kann doppelt u¨bergekoppeltes Licht passieren,
so dass in der Spule polarisationserhaltende Faser verwendet wird, die ¨Uberkoppeln
vermindert.
Genauere Erla¨uterungen sind in Abschnitt 4.5 zu finden.
2.3.4.3 Verluste
Auch im Idealfall ohne Da¨mpfung entstehen allein durch den Aufbau des faseropti-
schen Rotationssensors wie in Abb. 2.7 Verluste an Lichtleistung. Am ersten Koppler
geht die Ha¨lfte des Lichts in den nicht genutzten Ausgang. Dieser muss mo¨glichst
reflexionslos terminiert werden, um zusa¨tzliches Rauschen auf dem Detektor durch
reflektierte Intensita¨t zu vermeiden. Der zweite Koppler erzeugt zumindest im Ideal-
fall keine Verluste durch die Aufspaltung, sehr wohl aber beim Zuru¨cklaufen: Wie-
der geht eine Ha¨lfte des Lichts in dem offenen Ausgang verloren. Auch im ersten
Koppler geht auf dem Ru¨ckweg die Ha¨lfte der Leistung verloren, sie wird in die
Lichtquelle zuru¨ckgeleitet. Meist beno¨tigt diese einen Isolator, um nicht von diesem
Licht beeinflusst zu werden, welches in der Intensita¨t moduliert ist. Insgesamt wird
damit die Leistung auf 1/8 reduziert. Weiterhin geht bei unpolarisiertem Licht noch-
mals die Ha¨lfte der Leistung am Polarisator verloren. Im realen Aufbau zeigen alle
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Komponenten Einfu¨geverluste und Da¨mpfung.
Die Summe der Intensita¨ten des nicht genutzten Ausgangs am Spulenkoppler, un-
abha¨ngig davon, ob der reziproke oder nicht-reziproke Port verwendet wird, und des
anderen ergibt zusammen immer die Summe der Intensita¨t der beiden umlaufenden
Strahlen. Wenn an einem der beiden Ausga¨nge aufgrund der Interferenz die volle
Intensita¨t anliegt, ist an dem anderen das Signal null. Dies resultiert aus einer relati-
ven Phasenverschiebung von 180 ◦, die transmittierter und u¨bergekoppelter Strahl im
Koppler erfahren.
2.3.5 Modulation
Die geringe Empfindlichkeit bei kleinen Drehraten aufgrund der Cosinus-Antwort-
Funktion und Intensita¨tsschwankungen aufgrund von ¨Anderungen der Umgebungs-
parameter, hauptsa¨chlich der Temperatur, machen ein Modulationsverfahren notwen-
dig[35].
Wie oben beschrieben, Glg. (2.16), ist die Antwort-Funktion ein angehobener Cosi-
nus. Um maximale Empfindlichkeit bei kleinen Drehraten zu erhalten, muss zusa¨tz-
lich zur zu messenden Phasendifferenz ∆φ eine Phasenverschiebung φB zwischen
den beiden entgegengesetzt umlaufenden Wellen erzeugt werden. Dann wird die
Funktion zu
I = I0 (1 + cos(∆φ + φB)) . (2.28)
Die Genauigkeit dieses Phasen-Bias bestimmt auch die Genauigkeit des Sensors, d.h.
er muss deutlich stabiler sein als die theoretische Empfindlichkeit, um die Gu¨te nicht
negativ zu beeinflussen.
Daher wird ein reziproker Modulator verwendet, der die Phase beider Teilwellen
gleich zeitlich moduliert. Da er sich aber am Eingang der Spule befindet, geschieht
dies fu¨r die interferierenden Strahlen um die Laufzeit τL durch die Spule zeitversetzt,
weil einer der beiden Strahlen die Spule bereits durchlaufen hat, der andere aber noch
nicht. Dies fu¨hrt zu einer zeitlich variablen Phasendifferenz[35]. Eine Modulation
am Phasenmodulator, die zur Zeit t die Phasendifferenz φmod zwischen den beiden
Wellen, die momentan im IOC sind, erzeugt, liefert die Phasendifferenz
∆φmod(t) = φmod(t)− φmod(t− τL) (2.29)
zwischen den interferierenden Wellen und der faseroptische Rotationssensor liefert
2.3 Interferometrische faseroptische Rotationssensoren 27
die Intensita¨t
I(t) = I0 (1 + cos(∆φ + ∆φmod(t))) . (2.30)
2.3.5.1 Prinzip der Rechteck-Modulation
Die theoretisch einfachste Art der Modulation ist die Rechteck-Modulation. Fu¨r je-
weils eine Halbperiode der Dauer τL, der die Eigenfrequenz (proper frequency) der
Spule
fp =
1
2τL
(2.31)
entspricht, wird die Phase φmod = ±φB/2 erzeugt. Somit nimmt der Phasenunter-
schied nur die Werte ∆φmod = ±φB an. Wa¨hrend der zwei Halbperioden sind die
Intensita¨ten
I(∆φ, 1. Halbperiode) = I0 (1 + cos(∆φ + φB)) (2.32a)
I(∆φ, 2. Halbperiode) = I0 (1 + cos(∆φ− φB)) (2.32b)
und somit die Differenz zwischen den beiden Intensita¨ten
∆I(∆φ) = I0 (cos(∆φ + φB)− cos(∆φ− φB)) , (2.33)
oder unter Benutzung von trigonometrischen Identita¨ten[72]
∆I(∆φ) = 2I0 sin(φB) sin(∆φ). (2.34)
Demodulieren bei der Eigenfrequenz liefert direkt den Sinus der Sagnac-Phase und
somit maximale Empfindlichkeit. Dieses Verfahren entspricht einer Synchronous De-
tection, weil die Detektion des Signals bei der Frequenz eines Referenz-Signals statt-
findet, welches in diesem Fall auch zur Erzeugung dient. Das Signal ist fu¨r φB = π2
maximal. Die Phasen φmod mu¨ssen nicht symmetrisch zu null sein, um dieses Ergeb-
nis zu liefern.
Unerwu¨nschte Signale treten auf, wenn die Modulationsfrequenz nicht genau der
Eigenfrequenz oder das Tastverha¨ltnis nicht genau 50% entspricht[11]. Daher ist
die Rechteck-Modulation technisch schwieriger als die Sinus-Modulation, siehe
na¨chster Unterabschnitt, zu handhaben. Meist wird die Rechteck-Modulation beim
Closed-Loop-Verfahren eingesetzt, siehe Unterabschnitt 2.3.6.
2.3.5.2 Prinzip der Sinus-Modulation
Eine weitere Mo¨glichkeit ist die Modulation mit einem Sinus-fo¨rmigen Signal. Es
wird die Phase des Lichts am Phasenmodulator (co)sinus-fo¨rmig moduliert
φmod(t) = φmod,0 cos(2πfmodt). (2.35)
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Damit ist die relative Phase am Ausgang der Faserspule
∆φmod(t) = φmod,0 cos(2πfmodt)− φmod,0 cos(2πfmod(t− τL)), (2.36)
bzw. umgeformt[72]
∆φmod (t) = 2φmod,0 sin (πfmodτL) sin
(
2πfmod
(
t− τL
2
))
= 2φmod,0 sin
(
π
2
fmod
fp
)
sin
(
2πfmodt− π
2
fmod
fp
)
.
(2.37)
Der ¨Ubersichtlichkeit halber wird nun φMI = 2φmod,0 sin
(
π
2
fmod
fp
)
geschrieben. φMI
wird als Modulationsindex bezeichnet. Das Signal wird nach Glg. (2.30) zu
I(t) = I0
[
1 + cos
(
∆φ + φMI sin
(
2πfmodt− π
2
fmod
fp
))]
. (2.38)
Umgeformt bedeutet dies
I(t) = I0
[
1 + cos(∆φ) cos
(
φMI sin
(
2πfmodt− π
2
fmod
fp
))
− sin(∆φ) sin
(
φMI sin
(
2πfmodt− π
2
fmod
fp
))]
.
(2.39)
Mit den Fourier-Entwicklungen[72]
cos(x sin s) = J0(x) + 2
∞∑
m=1
J2m(x) cos(2ms) (2.40a)
sin(x sin s) = 2
∞∑
m=1
J2m−1(x) sin((2m− 1)s) (2.40b)
gilt dann
I(t) =I0
[
1 + cos(∆φ)·
〈
J0(φMI) + 2
∞∑
m=1
J2m(φMI) cos
(
2m
(
2πfmodt− π
2
fmod
fp
))〉
− sin(∆φ)·〈
2
∞∑
m=1
J2m−1(φMI) sin
(
(2m− 1)
(
2πfmodt− π
2
fmod
fp
))〉]
.
(2.41)
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Die Jm sind die Bessel-Funktionen erster Gattung n-ter Ordnung. Die geraden Har-
monischen sind weiter dem Cosinus der zu messenden Phasenverschiebung propor-
tional, wa¨hrend die ungeraden Harmonischen dem Sinus proportional sind. Die Har-
monischen sind die Oberwellen der Grundfrequenz, hier fmod, wobei die 1. Harmoni-
sche der Grundfrequenz entspricht. Das Modulationsschema mit der Erzeugung der
1. Harmonischen bei einer vorhanden Drehrate ist in Abb. 2.8 illustriert.
Die Amplitude der Phase sollte so eingestellt werden, dass die Antwort maximal
wird. Bei Demodulation bei der Grundfrequenz muss J1(φMI) maximal werden. Das
Maximum liegt bei φoptMI ≈ 1.85, der Wert an dieser Stelle ist ≈ 0.58. Folglich muss
der Modulationsindex
φMI = 2φmod,0 sin
(
π
2
fmod
fp
)
, (2.42)
s.o., entsprechend angepasst werden, bei dem die Modulationsfrequenz und der Pha-
senhub variiert werden ko¨nnen. Zu einer gegebenen Modulationsfrequenz fmod exi-
stiert eine Phasenamplitude φmod,0, so dass der Modulationsindex den Optimalwert
annimmt. Andererseits ergibt sich, dass zu einer gegebenen Phasenamplitude das zu
messende Signal, die Grundfrequenz, maximal wird, wenn die Modulationsfrequenz
einer der ungeraden Harmonischen entspricht. Es verschwindet bei den geraden Har-
monischen. Wenn die Modulation kein reiner Sinus bei fmod mehr ist, folgt aus den
anderen Frequenzen ein Anteil in der Demodulation bei der Grundfrequenz auch oh-
ne anliegende Drehrate und somit ein Bias. Dieser Anteil ko¨nnte sich mit der Zeit
a¨ndern. Er ko¨nnte z.B. durch eine nichtlineare Versta¨rkungskette fu¨r das Modulati-
onssignal oder durch Amplitudenmodulation im Phasenmodulator erzeugt werden.
Daher ist es sinnvoll, mit einer Modulation bei der Eigenfrequenz, fmod = fp, zu ar-
beiten, da dann ho¨here, gerade Harmonische, die durch Nichtlinearita¨ten entstanden
sind, herausgefiltert werden[73]. Bei der Eigenfrequenz wird der Modulationsindex
zu
φMI = 2φmod,0. (2.43)
Die optimale Amplitude der Phasenverschiebung φmod,0 fu¨r φMI ≈ 1.85 ist bei
fmod = fp gleich φoptmod,0 = 0.925.
Das Signal bei der Grundfrequenz fmod ist somit
I(fmod) = −2C1I0 sin(φS)J1
(
2φmod,0 sin
(
π
2
fmod
fp
))
(2.44)
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Abbildung 2.8: Modulation im faseroptischen Rotationssensor. Oben ist das Signal ohne und unten
mit angelegter Rotationsrate gezeigt. Unten links ist jeweils die Phasendifferenz u¨ber der Zeit dar-
gestellt. Eine Drehrate hebt die Modulationsphase an. Daru¨ber ist der u¨berstrichene Bereich in der
Antwort-Funktion zu sehen, der sich mit Phasendifferenz vom symmetrischen Fall ohne Drehrate
verschiebt. Rechts ist jeweils das Ausgangssignal zu sehen. Ohne Drehrate besteht es nur aus der 2.
Harmonischen und ho¨heren geraden Harmonischen. Bei Drehung entsteht eine 1. Harmonische im
Signal, welche proportional dem Sinus der angelegten Phasendifferenz ist.
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bzw., wenn die Modulationsfrequenz gleich der Eigenfrequenz ist,
I(fp) = −2C1I0 sin(φS)J1 (2φmod,0) . (2.45)
Dabei sind im ¨Ubertragungsfaktor C1 verschiedene Faktoren zusammengefu¨hrt, z.B.
frequenzabha¨ngige Versta¨rkung. Die Signale bei den ersten vier Harmonischen sind
in Tab. 2.1 aufgefu¨hrt. Dabei ist φMI der Modulationsindex wie oben. Es ko¨nnen ver-
Frequenz Amplitude
DC H0 = C0I0(1 + cos(φS)J0 (φMI))
fmod H1 = −2C1I0 sin(φS)J1 (φMI)
2fmod H2 = 2C2I0 cos(φS)J2 (φMI)
3fmod H3 = −2C3I0 sin(φS)J3 (φMI)
4fmod H4 = 2C4I0 cos(φS)J4 (φMI)
Tabelle 2.1: Intensita¨ten der ersten vier Harmonischen bei Modulation und Demodulation mit fmod
bzw. fp. Die Ci stellen frequenzabha¨ngige ¨Ubertragungsfaktoren dar.
schiedene Auswertungsschemata angewendet werden. Bei allen wird zuna¨chst davon
ausgegangen, dass die Amplituden alle demselben ¨Ubertragungsfaktor proportional
sind, d.h. Ci = C, i = 0, . . . , 4. Sonst mu¨ssen die Gleichungen entsprechend erwei-
tert werden.
1. Nur die 1. Harmonische - Die Phasenverschiebung berechnet sich nur aus der 1.
Harmonischen nach
∆φ = − arcsin
(
H1
2CI0J1(φMI)
)
. (2.46)
Unsicherheitsfaktoren sind somit die Intensita¨t I0, der ¨Ubertragungsfaktor und
der Modulationsindex φMI. Der Faktor 2CI0J1(φMI) kann durch Kalibration be-
stimmt werden. Er ist aber Schwankungen durch ¨Anderung der Umgebungspara-
meter unterworfen.
2. 1. und 2. Harmonische - Es gilt
∆φ = − arctan
(
H1J2(φMI)
H2J1(φMI)
)
. (2.47)
Dadurch wird das Ergebnis unabha¨ngig von der Intensita¨t der Lichtquelle[74].
3. 1. und 2. Harmonische, 4. zur Korrektur - Wie bei Position 2 wird die Drehrate
aus der 1. und 2. Harmonischen gewonnen. Zusa¨tzlich wird, um einen konstanten
32 Kapitel 2 Grundlagen
Skalenfaktor zu erhalten, das Verha¨ltnis
H2
H4
=
J2(φMI)
J4(φMI)
(2.48)
konstant gehalten, indem die Amplitude am Phasenmodulator kontrolliert
wird[75].
4. Alle 4 Harmonischen - Durch Benutzung der Identita¨t[72]
2m
x
Jm(x) = Jm−1(x) + Jm+1(x) (2.49)
fu¨r Bessel-Funktionen fu¨r m = 2 und m = 3 ko¨nnen durch Multiplikation mit
2CI0 sin(∆φ) bzw. 2CI0 cos(∆φ) die Gleichungen
H1 + H3 =
4H2
φMI
tan(φs) (2.50a)
H2 + H4 =
6H3
φMI
1
tan(φs)
(2.50b)
abgeleitet werden. Durcheinander dividiert fa¨llt φMI heraus, und die Phasenver-
schiebung kann unabha¨ngig von φMI und CI0 bestimmt werden:
∆φ = arctan
√
3
2
H3(H1 + H3)
H2(H2 + H4)
. (2.51)
Vorteilhaft an der Sinus-Modulation ist die einfache Implementierung, auch in di-
gitaler Weise. Auch diese Art der Signalauswertung entspricht der Synchronous-
Detection-Methode. Dieses Verfahren ist sehr gut fu¨r Open-Loop-Gera¨te geeignet,
da viel Information u¨ber den Zustand des Sensors geliefert wird, und wurde fu¨r den
experimentellen Aufbau verwendet.
2.3.5.3 Realisierung mit integriert-optischem Modulator
Stand der Technik ist die Verwendung eines integriert-optischen Chips (Integrated
Optics Circuit - IOC)[11, 76], der mehrere Aufgaben erfu¨llt. Er dient als Koppler
zum Aufteilen und Vereinigen der Wellen, die durch die Spule laufen, als Polarisa-
tor und als Phasenmodulator. In Abb. 2.9 ist das Layout zu erkennen. Als Basis dient
ein Lithium-Niobat-Substrat (LiNbO3), in das durch Protonen-Austausch[77] Brech-
zahlunterschiede eingebracht werden, welche die Wellenleiter definieren. Die Skiz-
ze ist nicht maßstabsgetreu: Der Kopplungsbereich beansprucht den gro¨ßten Teil des
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Chips, da der Winkel sehr klein sein muss, um die Verluste klein zu halten. Im Gegen-
satz zum anderen Verfahren zur Erzeugung der Wellenleiter, der Titan-Eindiffusion,
wird beim Protonen-Austauschen nur einer der beiden Polarisationsmoden durch das
Material gefu¨hrt, wa¨hrend der andere in das Substrat gestreut wird. Dadurch wird
die Polarisationsextinktion sehr groß, womit der IOC als sehr guter Polarisator dient.
Weiterhin ist das Material elektrooptisch, d.h. durch Anlegen eines elektrischen Fel-
des kann der Brechungsindex vera¨ndert werden. Dazu dienen die Elektroden, die in
Abb. 2.9 zu sehen sind. Es wird eine Spannung u¨ber die beiden Wellenleiter angelegt,
die entgegengesetzt gleich groß ist, d.h. es wird eine Elektrode gemeinsam genutzt.
Dadurch kann die relative Phasendifferenz pro angelegter Spannung erho¨ht werden.
Der IOC wird mit einer elektrischen Spannung von wenigen Volt angesteuert. Ein
großer Vorteil gegenu¨ber fru¨her verwendeten Piezo-elektrischen Phasenmodulatoren
ist die sehr hohe Bandbreite von einigen GHz. Intensita¨tsmodulatoren auf derselben
Basis werden in der optischen Nachrichtentechnik verwendet.
IOC
Lichtquelle
Photodiode LRT
Koppler
Spule
Spleiß
Elektroden
LiNbO -Substrat3
Wellenleiter
Abbildung 2.9: Aufbau des faseroptischen Rotationssensors mit integriert-optischem Chip. LRT be-
zeichnet einen reflexionsarmen Abschluss.
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Die Kanten des IOC, an denen die Faser-Pigtails angebracht werden, sind abge-
schra¨gt, um Reflexionen zu vermeiden. Die damit zusammenha¨ngende Problematik
wird in Abschnitt 4.7 besprochen.
Die Konfiguration, die den reziproken Ausgang des Spulenkopplers, einen Polarisa-
tor und einen Phasenmodulator verwendet, wird als Minimum Reciprocal Configu-
ration bezeichnet[11].
2.3.6 Open-Loop- und Closed-Loop-Konfiguration
Bezu¨glich der Signalauswertung gibt es grundsa¨tzlich zwei Verfahren: Das Open-
Loop- und das Closed-Loop-Verfahren. Beim faseroptischen Rotationssensor bedeu-
tet Open-Loop, dass die Rotationsrate eine Phasenverschiebung erzeugt, die inter-
ferometrisch gemessen wird. Closed-Loop dagegen bezeichnet das Verfahren, dass
durch Erzeugen einer Phase am Phasenmodulator entgegengesetzt der zu messenden
Phase die tatsa¨chliche Phase zu null geregelt wird. Das zu messende Signal entspricht
dann der negativen zusa¨tzlich angelegten Phase.
2.3.6.1 Closed-Loop-Verfahren
Das Closed-Loop-Verfahren wird bei hochgenauen kommerziellen FOGs verwen-
det[78]. Als Basis dient die Rechteck-Modulation, welche in Unterabschnitt 2.3.5.1
beschrieben wurde. Eine analoge Implementierung ist mo¨glich[79, 80], durchgesetzt
hat sich aber der voll-digitale Ansatz[81], welcher viele Vorteile mit sich bringt.
Der Closed-Loop-Betrieb hat den Vorteil, dass der dynamische Bereich nicht mehr
durch die Doppeldeutigkeit der Antwort-Funktion sondern durch die maximal er-
zeugbare Phase am Phasenmodulator begrenzt ist und dadurch gro¨ßer wird[82]. Wei-
terhin ist positiv, dass die Koha¨renz der Lichtquelle keine Rolle bzgl. der Auswertung
spielt, da immer derselbe Wert der Antwort-Funktion gemessen wird, im Gegensatz
zum Open-Loop-Verfahren. Damit ha¨ngt zusammen, dass immer dieselbe optische
Leistung auf den Detektor fa¨llt, dessen dynamischer Bereich bezu¨glich der Intensita¨t
klein sein darf. Dadurch ko¨nnen auch die analoge und digitale Elektronik spezieller
auf die Gro¨ße der zu versta¨rkenden und verarbeitenden Signale angepasst werden.
Skalenfaktor-Fehler werden somit reduziert.
Die Implementierung ist komplex und erfordert digitale Signalprozessoren (DSP)
oder applikationsspezifische integrierte Schaltkreise (ASIC), jeweils mit Echtzeit-
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Fa¨higkeit in hoher Bandbreite. Die genaue Kontrolle der ¨Ubereinstimmung von Mo-
dulationsfrequenz und Eigenfrequenz der Spule ist aufwa¨ndig.
2.3.6.2 Open-Loop-Verfahren
Das Open-Loop-Verfahren war das erste zur Signal-Aufarbeitung mittels Phasenmo-
dulator verwendete Verfahren[35]. Meist liegt das Modulationsschema der Sinus-
Modulation zugrunde. Es wird direkt angewendet: Ein Funktionsgenerator erzeugt
eine Sinus-fo¨rmige Spannung, welche am Phasenmodulator in eine Phase u¨bersetzt
wird. Die Grundfrequenz und ggf. ho¨here Harmonische werden aus dem Detektor-
Signal extrahiert.
Im Gegensatz zum Closed-Loop-Verfahren gibt es keine kritischen Parameter wie
die Bestimmung der Eigenfrequenz. Es gibt zwar einen optimalen Wert der Parame-
ter Modulationsfrequenz und Phasenamplitude, allerdings ist die Degradierung des
Signals in einem einfach einzuhaltenden Bereich vernachla¨ssigbar gering. Die Fi-
xierung des Modulationsindex erfordert nur eine langsame Regelschleife, da dieser
keine große Dynamik aufweist.
Es kann auch mit nicht allzu aufwa¨ndiger, aber teilweise kostenintensiver Elektronik
wie einem Funktionsgenerator und einem Lock-In-Versta¨rker implementiert werden.
Fu¨r kommerzielle Sensoren ist das Verfahren nur bedingt geeignet, da stabile analoge
Elektronik teuer ist. Wenn ohnehin digitale Verarbeitung, die einen DSP oder ASIC
einschließt, vorgenommen wird, ist das Closed-Loop-Verfahren das Mittel der Wahl.
Zu Untersuchungszwecken ist allerdings ein digitales Open-Loop-Verfahren geeig-
neter, da ein nicht echtzeitfa¨higer PC mit leicht verfu¨gbaren AD- und DA-Wandlern
verwendet werden kann. Wenn AD- und DA-Wandler mit derselben Uhr getaktet
werden, eru¨brigt sich ein Lock-In-Versta¨rker, da die Synchronous Detection direkt
ausgefu¨hrt werden kann. Diese Methode wurde in den experimentellen Aufbauten
verwendet und ist in Abschnitt 3.4.2 detailliert beschrieben.
Die im Allgemeinen verwendeten Lichtquellen besitzen nur eine begrenzte Koha¨-
renz, deren Einfluss beim Open-Loop-Verfahren beru¨cksichtigt werden muss. Eine
Analyse befindet sich in Unterabschnitt 4.6.
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Kapitel 3
Charakterisierung und Integration der
Komponenten
3.1 Gera¨te und Messverfahren
3.1.1 Automatisierung der Messungen
Das Rauschen der Messwerte und deren Abha¨ngigkeit von der Temperatur erforder-
te Messaufbauten, die lange, stabile Messungen ermo¨glichten. Der Angle Random
Walk des hier aufgebauten Sensors betrug im Idealfall 0.015 ◦/
√
h = 0.9 ◦/h/
√
Hz.
Um die Rotationsrate mit einem statistischen Fehler kleiner als z.B. 0.1 ◦/h, wie fu¨r
einige Messungen notwendig, festzustellen, musste die Mittelungsdauer je Messwert
mindestens 80 s betragen. Messungen in Abha¨ngigkeit verschiedener Parameter
nahmen somit viele Stunden in Anspruch. Oft wurde eine konstante Temperatur
beno¨tigt, um entsprechende Abha¨ngigkeiten auszuschalten. Dies erforderte eine au-
tomatische Regelung und Parameter-Einstellung. Die verwendeten Steuergera¨te wie-
sen eine PC-Schnittstelle auf oder waren direkt als PC-Einsteckkarte ausgefu¨hrt.
Zur Ansteuerung wurde die Programmierungsumgebung LabVIEW eingesetzt. Da
die Messungen die Leistung der Rechner voll ausgenutzt haben, wurden mehre-
re, per Internet-Protokoll TCP kommunizierende PCs verwendet. Auf einem Rech-
ner lief die Drehraten-Erfassung und Lichtquellen-Steuerung, wa¨hrend ein zweiter
die Temperatur-Regelung und -Messung u¨bernahm. Die Regelung und die Messung
mussten synchronisiert werden, wie weiter unten erla¨utert wird. Ein Hauptprogramm
steuerte sa¨mtliche Gera¨te, die an verschiedene Rechner angeschlossen waren, an,
u¨bernahm die Synchronisation, speicherte und verarbeitete die Daten.
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3.1.2 Temperaturstabilisierung
Zur Temperaturkontrolle stand ein Temperaturpru¨fschrank zur Verfu¨gung. Dieser bot
zwar die Mo¨glichkeit, eine konstante Temperatur im Innenraum zu halten, aber zwei
Gru¨nde sprachen gegen die Verwendung dieser Funktion: Erstens war die Stabili-
sierung der Temperatur aufgrund einer deutlichen Abha¨ngigkeit von der Außentem-
peratur unzureichend. Somit war eine bessere Regelung notwendig. Zweitens erfor-
derte die Temperaturkontrolle, dass die gesamte Zeit der Lu¨fter und der Kompressor
fu¨r die Ku¨hlung laufen, was zu starken Vibrationen fu¨hrte, welche der faseropti-
sche Rotationssensor zum Teil als Drehraten maß. Daher wurde folgendes Schema
implementiert: Sobald die gewu¨nschte Temperatur erreicht war, wurde der Tempe-
raturpru¨fschrank komplett abgeschaltet und eine kurze Messung durchgefu¨hrt. An-
Abbildung 3.1: Bereiche der Temperaturmessung. Im Inneren des Pru¨fschranks ist die zusa¨tzliche
Kammer zu erkennen, innerhalb derer sich der Messaufbau befand.
38 Kapitel 3 Charakterisierung und Integration der Komponenten
schließend wurde kontrolliert, ob die Temperatur noch innerhalb des gewu¨nschten
Intervalls lag. Die einzustellende Temperatur musste deutlich u¨ber der Raumtempe-
ratur liegen, da die Ku¨hlung mehr Zeit beno¨tigte als das Erwa¨rmen und zudem der
Kompressor verwendet wurde, der einige Zeit nachlief und so die Totzeit verla¨nger-
te. Zur weiteren Entkopplung des Pru¨fguts von der Außentemperatur wurde dieses in
einer weiteren Kammer im Inneren des Pru¨fschranks verstaut, siehe Abb. 3.1, wel-
che den Luftaustausch mit dem a¨ußeren Pru¨fraum minimierte. Der Temperatursensor
des Pru¨fschranks hatte eine Auflo¨sung von 0.1 ◦C, die aber ausreichend zur Regelung
war, wie der Verlauf der Temperatur am Aufbau (Pru¨fgut) in Abb. 3.2 verdeutlicht.
Die Temperatur im Pru¨fgut-Raum, gemessen an der Faserspule des Rotationssensors,
war in einem Intervall von etwa 0.03 ◦C konstant. Die Temperaturmessung wurde an
mehreren Punkten mit einer Auflo¨sung von etwa 0.01 ◦C bei einer Mittelung von 10
Messungen mit einer Bandbreite von 1Hz vorgenommen.
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Abbildung 3.2: Beispiel der Temperatur-Stabilisierung anhand einer Messung u¨ber 30 Stunden. Der
sta¨rker variierende Verlauf der Temperatur außerhalb der zusa¨tzlichen Kammer, aber innerhalb des
Pru¨fraums verdeutlicht die erreichte Verbesserung. Die Temperatur an der Faserspule schwankte we-
niger als 0.02 ◦C bei einer Außentemperatur-Variation von mehr als 3 ◦C.
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3.1.3 Charakterisierung von Lichtquellen
Die Spektren der verwendeten und aufgebauten Lichtquellen wurden mit einem op-
tischen Spektrum-Analysator untersucht. Die maximale Auflo¨sung betrug 0.01 nm,
welche ausreichend war, um kontinuierliche Spektren aufzulo¨sen. Allerdings reich-
te sie nicht aus, um die Linienbreite von Laserlinien zu bestimmen, da diese ei-
nige Gro¨ßenordnungen schmaler sind. Die Strom-Versorgung und Temperaturrege-
lung geschah mittels PC-ansteuerbarer Gera¨te, so dass Messungen mit variierendem
Versorgungsstrom und Temperatur automatisiert durchgefu¨hrt werden konnten. Die
Halbleiter-Lichtquellen beinhalteten einen Thermistor zur Temperatur-Messung und
ein Peltier-Element zur Regelung, um die Temperatur und damit die Ausgangslei-
stung und das Spektrum konstant zu halten.
Fu¨r die experimentelle Bestimmung des Grads der Polarisation wurde die Trans-
mission durch einen fasergekoppelten Polarisator bei kompletter Drehung der Ein-
gangsfaser relativ zu einer Monomode-Faser gemessen. Verschiedene Polarisations-
zusta¨nde wurden durch Vera¨ndern der Lage der verbindenden Monomode-Fasern
eingestellt. Aus dem Verha¨ltnis von minimaler zu maximaler Intensita¨t hinter dem
Polarisator ließ sich der Grad der Polarisation berechnen. Der Messfehler ergab sich
aus Schwankungen der Intensita¨t wa¨hrend der Messung, z.B. aufgrund von Tempera-
tura¨nderungen und variierenden Biegeverlusten und wurde zu 10% des Ergebnisses
abgescha¨tzt.
3.1.4 Optimierung des Spleißens
3.1.4.1 Mechanischer Aufbau der Faser
Eine Faser (Fibre oder Fiber) ist aus drei Bereichen aufgebaut: Dem Kern (Core),
dem Mantel(Cladding) und einer Umhu¨llung(Coating), siehe Abb. 3.3. Der Mantel
besteht bei den verwendeten Fasern aus reinem Quarzglas SiO2, wa¨hrend der Kern
mit GeO2 dotiert ist. Die Umhu¨llung besteht aus einem Acrylat.
Fu¨r die verwendete Monomode-Faser mit einer Cut-Off-Wellenla¨nge von 1250 nm,
siehe dazu auch Anhang B, betrug der Durchmesser des Kerns 9µm, der des Mantels
125µm und der der Umhu¨llung 250µm. Fu¨r die Spule wurde polarisationserhaltende
(Polarization Maintaining - PM) Faser mit dem kleineren Durchmesser des Mantels
von 80µm und der Umhu¨llung von 175µm verwendet. Das entspricht dem Stand
40 Kapitel 3 Charakterisierung und Integration der Komponenten
Kern
Mantel
Umhüllung
Kern
Mantel
Abbildung 3.3: Links: Prinzipieller Aufbau einer Faser im Querschnitt. Rechts: Querschnitt der Faser
ohne Umhu¨llung, aufgenommen mit der CCD-Kamera des Spleißgera¨ts.
der Technik, da diese aufgrund kleinerer Biegeverluste mit einem kleineren Radius
auf eine Spule gewickelt werden kann. Die Erhaltung des Polarisationszustands ba-
siert auf unterschiedlichen Brechzahlen in den beiden Polarisationsrichtungen, die
durch zug- und druckerzeugende Bereiche in der Faser um den Kern herum realisiert
werden, siehe Abb. 3.4.
Abbildung 3.4: Querschnitt der fu¨r die Spule verwendeten polarisationserhaltenden Faser. Die Art
der Faser wird aufgrund ihres Querschnitts als Bow-Tie-Faser bezeichnet.
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3.1.4.2 Spleißgera¨t
Die faseroptischen Komponenten wurden direkt durch Spleißen der Fasern verbun-
den. Das verwendete Spleißgera¨t ermo¨glichte die Entfernung der Umhu¨llung (der
Vorgang wird mit Stripping bezeichnet), das gerade Brechen der Faser (Cleaving),
das Spleißen (Splicing) und das Anbringen eines neuen Acrylat-Schutzes (Recoa-
ting).
Stripping Die erwa¨rmte Faser wird durch zwei leicht versetzte Schneiden gezo-
gen, deren Abstand etwa dem Durchmesser des Mantels entspricht, wobei die
Umhu¨llung abgezogen wird.
Cleaving Die Faser wird auf Spannung gehalten und von einem Exzenter-Rad leicht
angeritzt, wodurch sie an dieser Stelle senkrecht reißt.
Splicing Die Fasern mu¨ssen sehr genau zueinander ausgerichtet werden. In dem
verwendeten Spleißgera¨t werden die beiden zu spleißenden Fasern von in drei
Dimensionen verschiebbaren Halteblo¨cken gehalten. Mit einer CCD-Kamera
werden die beiden Faserenden aus zwei zueinander senkrechten Blickwinkeln
beobachtet und sukzessive in zwei Richtungen am Mantel-Rand ausgerichtet.
Wenn die vorgegebene Ausrichtungsgenauigkeit erreicht ist, werden die Enden
nahe zusammengebracht, u¨ber eine Glu¨hwendel gefahren und erhitzt.Wa¨hrend
der Erhitzung werden die Fasern leicht zusammengeschoben und verschmelzen.
Eine optische Kontrolle des Kernversatzes scha¨tzt die zu erwartende Da¨mpfung
des Spleißes.
Recoating Die Faser wird du¨nn mit einem flu¨ssigen Acrylat umgeben, das in UV-
Licht ausgeha¨rtet wird.
3.1.4.3 Spleiße
Die Parameter fu¨r das Spleißen sind speziell fu¨r jede Art von Faser einzustellen.
Die wichtigsten Gro¨ßen sind die Spleiß-Temperatur und -Dauer. Lange Messreihen
waren zur Bestimmung erforderlich, gerade auch fu¨r die Verbindungen von zwei
unterschiedlichen Fasern. Abb. 3.5 zeigt einige Aufnahmen der CCD-Kamera des
Spleißgera¨ts, die die Problematik erla¨utern sollen. Diese Bilder zeigen:
1. Ausgerichtete Fasern. Zu sehen ist nur noch der gestrippte und gecleavte Teil,
d.h. der Kern und das Mantel. Der Kern ist aufgrund von Brechung vergro¨ßert
zu sehen. Der Mantel-Durchmesser betrug 125µm.
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1.Core Cladding
Abbildung 3.5: Aufnahmen der CCD-Kamera des Spleißgera¨ts. Erla¨uterung im Text.
2. Sehr guter Spleiß. Im ¨Ubergangsbereich ist keine Naht und kein Versatz zu
sehen. Die Da¨mpfung war kleiner als 0.02 dB.
3. Schlechter Spleiß. Die Fasern wurden zu kalt zusammengeschoben und wichen
einander aus, wie in dem markierten Bereich zu sehen ist.
4. Schlechter Spleiß. Die Temperatur war so groß, dass die Faser zu stark ge-
schmolzen wurde.
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3.2 Erbium-dotierte Faser-Lichtquelle
Eine Lichtquelle, die potenziell die Anforderungen fu¨r den Einsatz in einem faser-
optischen Rotationssensor erfu¨llt, ist eine Erbium-dotierte Faser-Lichtquelle (Erbi-
um Doped Fiber Source - EDFS). Im Rahmen dieser Arbeit wurde eine EDFS mo-
delliert, aufgebaut und als Lichtquelle im faseroptischen Rotationssensor verwendet.
3.2.1 Grundlagen
Eine EDFS ist eine Lichtquelle, die aufgrund von versta¨rkter spontaner Emission
(Amplified Spontaneous Emission - ASE) in der Erbium-dotierten Faser spektral
breites Licht mit großer Leistung produziert[83]. Die Emission des Signals findet
breitbandig um 1530 nm statt. Die Anregung (Pumpen) geschieht durch Licht mit
einer Wellenla¨nge um 980 nm, das mittels einer Halbleiter-Laserdiode erzeugt wird.
Die physikalischen Vorga¨nge werden anhand des in Abb. 3.6 dargestellten Termsche-
mas von Erbium in einer Glasmatrix erla¨utert[84]. Ausgangspunkt ist ein Erbium-
Ion im Grundzustand 4I 15
2
. Durch induzierte Absorption eines Pump-Photons mit der
Energie hνP, die der Differenz der Energie des Pumpniveaus und des Grundzustands
entspricht, geht das Ion in das Pumpniveau 4I 11
2
u¨ber. Von diesem Zustand, der nur
eine kurze Lebensdauer von 7µs besitzt, geht das Ion strahlungslos in das obere
Laserniveau 4I 13
2
u¨ber. Die Energie wird dabei an das umgebene Glas abgegeben.
Dieser Zustand besitzt eine große Lebensdauer von 10ms und wird als metastabil
bezeichnet. Es gibt zwei Mo¨glichkeiten des ¨Ubergangs in den Grundzustand: spon-
tane und stimulierte Emission. Die spontane Emission findet immer statt. Mit der der
Lebensdauer entsprechenden Wahrscheinlichkeit emittiert das Ion ein Photon mit der
Signal-Energie und nimmt wieder den Grundzustand ein. Die Richtung dieses Pho-
tons ist zufa¨llig. Nur ein gewisser Anteil wird in der Faser gefu¨hrt, wobei die beiden
Richtungen gleich wahrscheinlich sind. Auch die Energie ist nicht genau festgelegt.
Durch den Stark-Effekt sind die Zusta¨nde aufgespalten, so dass eine breite Emissi-
on mo¨glich ist. Induzierte Emission findet statt, wenn ein bereits vorhandenes Pho-
ton auf ein angeregtes Ion im oberen Laserzustand einwirkt. Beim ¨Ubergang in den
Grundzustand wird ein weiteres Photon koha¨rent zum ersten mit gleicher Phase und
Richtung emittiert.
Dies fu¨hrt zur versta¨rkten spontanen Emission: In der Faser entstehen durch sponta-
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Abbildung 3.6: Termschema eines Er3+-Ions in Glas
ne Emission Signal-Photonen, die durch stimulierte Emission versta¨rkt werden. Da-
mit die Versta¨rkung mo¨glich ist, muss die Besetzungsinversion erreicht werden, d.h.
mehr Ionen mu¨ssen sich im angeregten Zustand als im Grundzustand befinden. An-
sonsten werden mehr Signal-Photonen absorbiert als emittiert. Der spektrale Verlauf
ergibt sich aus den Wirkungsquerschnitten fu¨r Absorption und Emission.
In Erbium-dotierten Faser-Versta¨rkern (Erbium Doped Fiber Amplifier - EDFA) ist
die ASE ein Effekt, der das Rauschen erho¨ht, und ist somit unerwu¨nscht. Dort sollen
nur die ankommenden Signal-Photonen durch induzierte Emission versta¨rkt werden.
Wenn die Endfla¨chen der Faser verspiegelt sind, handelt es sich um einen Faser-
Laser[85]. Dann werden sich nur wenige Frequenzen innerhalb der Versta¨rkungs-
bandbreite ausbilden.
Hier war aber ausdru¨cklich das breite Spektrum der spontanen Emission gefragt, so
dass mo¨glichst geringe Reflexionen in die Erbium-Faser zuru¨ck stattfinden sollten.
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3.2.1.1 Pump-Wellenla¨nge
Wie aus dem Termschema ersichtlich ist, ko¨nnten auch andere Pump-Wellenla¨ngen
als 980 nm verwendet werden. Allerdings findet bei allen kleineren Wellenla¨ngen
Absorption aus dem oberen Laserniveau statt (Excited State Absorption - ESA), bei
der ein Pumpphoton fu¨r die Signalversta¨rkung verloren geht. Bei 980 nm kann nur
Pump-ESA stattfinden, d.h. ESA vom Pumpniveau. Da dieser Zustand aber auf-
grund der kleinen Lebensdauer nur wenig besetzt ist, ist die Wahrscheinlichkeit
gering. Pump-ESA fu¨hrt zu einer Emission im sichtbaren Bereich bei 545 nm, so
dass die Faser bei starkem Pumpen gru¨n leuchtet. Eine Alternative ist das Pum-
pen bei 1480 nm. Bei dieser Wellenla¨nge sind aber keine leistungsstarken Pump-
Laserdioden verfu¨gbar[83], so dass hier die Pump-Wellenla¨nge von 980 nm verwen-
det wurde.
3.2.1.2 Konfigurationen
Die Lichtquelle kann in verschiedenen Konfigurationen ausgefu¨hrt werden. Auf-
grund der gro¨ßten Stabilita¨t des Ausgangssignals wurde hier die Untersuchung
auf die Single-Pass-Backward- und die Single-Pass-Forward-Konfiguration be-
schra¨nkt[86], siehe Abb. 3.7. Zur Trennung und Vereinigung des Pumplichts bei
980 nm und des Signallichts bei 1530 nm in zwei verschiedene Fasern wurde ein
Wellenla¨ngen-selektiver Koppler (Wavelength Division Multiplexer - WDM) ver-
wendet. Vorteilhaft gegenu¨ber einem normalen Koppler ist, dass das gesamte Pump-
licht in der Erbium-Faser und das gesamte Signal am Backward-Ausgang zur
Verfu¨gung steht. Im Idealfall wird keine Leistung in den offenen Ausgang einge-
koppelt.
Abbildung 3.7: Schematischer Aufbau einer EDFS. Am Forward- oder Backward-Ausgang folgt der
faseroptische Rotationssensor.
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3.2.1.3 Modellierung
Die Modellierung orientierte sich an der in [87] durchgefu¨hrten Vorgehensweise und
ist in Anhang C ausfu¨hrlicher gezeigt. Die Modellierung ermo¨glichte, die optima-
le Konfiguration der Parameter wie der Erbium-Faserla¨nge fu¨r die hier verwende-
te Erbium-Faser zu erhalten. Weiterhin konnte durch einen Vergleich von Simula-
tion und Experiment auf eventuelle Problemstellen im Aufbau wie z.B. Reflexio-
nen geschlossen werden. Einige Parameter in der Modellierung waren nur ungenau
bekannt, z.B. die effektive Fla¨che der Pump- und Signalwelle. Diese unbekannten
Gro¨ßen wurden an das Experiment angepasst.
Zur Lo¨sung der nichtlinearen, gekoppelten Differentialgleichungen wurde ein Pro-
gramm zur numerischen Simulation entwickelt, das in C implementiert wurde. Es
fand die numerische Bibliothek der Numerical Algorithms Group[88] Anwendung,
die fertige Routinen zur Lo¨sung der Differentialgleichung bereitstellt.
3.2.2 Experimenteller Aufbau
Aufgebaut wurde die Lichtquelle im Prinzip wie in Abb. 3.7 dargestellt. Das jeweils
offene Ende, d.h. bei Messung des Backward-Signals der Forward-Ausgang, wurde
mittels eines Low Reflection Terminators (LRT) abgeschlossen. Jegliche Reflexio-
nen mussten vermieden werden. Daher wurde am Ausgang ein Isolator verwendet.
Weiterhin wurden die Spleiß-Prozesse auf minimale Reflexionen optimiert. Kritisch
waren dabei besonders die Spleiße zwischen verschiedenen Fasern, wie der Erbium-
Faser und der Faser des WDM, da diese Fasern einen unterschiedlichen Kerndurch-
messer aufwiesen.
Die Spektren wurden mittels des optischen Spektrum-Analysators aufgenommen.
Leistungen wurden direkt mit einer Photodiode gemessen. Die wesentlichen spektra-
len Gro¨ßen waren die in Unterabschnitt 4.1.2.1 definierten Gro¨ßen Mittelwellenla¨nge
und spektrale Breite, wobei sich die Mittelwellenla¨nge mo¨glichst wenig mit den Pa-
rametern a¨ndern sollte und die spektrale Breite fu¨r eine geringe Koha¨renz mo¨glichst
groß sein sollte.
Als Pump-Laserdiode wurde eine InGaAs/GaAlAs-Multi-Quantum-Well-
Laserdiode eingesetzt, die bei einem Versorgungsstrom von 300mA etwa 100mW
Leistung bei 977 nm lieferte. Zur Stabilisierung der Wellenla¨nge befand sich im
Pigtail ein Fiber Bragg Grating (FBG), welches als externer Reflektor wirkte. Die
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Diode wurde temperaturstabilisiert betrieben.
Die Fasern des WDM und die Erbium-Faser sind Monomode-Fasern sowohl bei
1550 nm als auch bei 980 nm.
Die Wellenla¨nge der Pump-Laserdiode und die Eigenschaften der Erbium-Faser
waren festgelegt. Die vera¨nderlichen Parameter waren die Pump-Leistung und die
La¨nge der Erbium-Faser.
3.2.3 Ergebnisse
Im Folgenden werden die experimentellen Ergebnisse diskutiert und mit den durch
die Simulation erhaltenen Abha¨ngigkeiten verglichen.
Fu¨r eine feste Pump-Leistung von 100mW und eine La¨nge der Erbium-Faser von
14.8m ergab sich am Backward-Ausgang das in Abb. 3.8 dargestellte Spektrum. Es
ist ein typisches Beispiel fu¨r ASE-Licht einer EDFS: Ein breiter Peak bei 1531 nm
und zwischen 1540 nm und 1560 nm eine zweite
”
Schulter“. Die spektrale Leistungs-
dichte im Maximum ist einen Faktor 5 gro¨ßer als in der Schulter. ¨Ahnlich verlaufen
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Abbildung 3.8: Spektrale Leistungsdichte der EDFS im Backward-Ausgang.
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auch die Wirkungsquerschnitte, die im Anhang C in Abb. C.1 fu¨r die verwendete
Faser dargestellt sind. Eine Vera¨nderung der Parameter beeinflusste hauptsa¨chlich
die relative Ho¨he des Teils bei gro¨ßeren Wellenla¨ngen. Experiment und Simulati-
on stimmen im Peak gut u¨berein, nur in der rechten Schulter unterscheiden sich
die Werte. Dies ist auf zu ungenau bekannte Verla¨ufe der Wirkungsquerschnitte
zuru¨ckzufu¨hren. Die Mittelwellenla¨nge betrug 1534 nm und die Leistung 16mW. Im
Forward-Ausgang war bei dieser großen La¨nge der Faser kein Signal mehr vorhan-
den, siehe auch Abb. 3.10. In Abb. 3.9 ist das Forward-Spektrum einer 5.7m langen
Faser abgebildet. Im Ausschnitt sind die beim Forward-Signal typischen Ripples zu
erkennen, die aus Reflexionen zuru¨ck in die Erbium-Faser resultieren. Dieser Effekt
verschiebt die Leistung mehr zu den Wellenla¨ngen mit der ohnehin schon gro¨ßeren
spektralen Leistungsdichte, so dass die spektrale Breite reduziert wird.
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Abbildung 3.9: Spektrale Leistungsdichte der EDFS im Forward-Ausgang.
Fu¨r kurze Faserla¨ngen wird in der gesamten Faser Besetzungsinversion erreicht, so
dass mit zunehmender La¨nge in Forward- und Backward-Richtung mehr Photonen
versta¨rkt werden ko¨nnen, was sich in der anfangs nahezu linear mit der La¨nge anstei-
genden Leistung ausdru¨ckt, siehe Abb. 3.10. Fu¨r Faserla¨ngen gro¨ßer als 5.5m u¨ber-
wiegt aber weiter Richtung Forward-Ausgang die Absorption von Signal-Photonen,
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da mehr Ionen im Grundzustand sind. Die Backward-Leistung wird dagegen mit
zunehmender Faserla¨nge gro¨ßer, weil die Photonen der spontanen Emission vom
Forward-Ausgang in Backward-Richtung angeregte Ionen u¨ber eine gro¨ßere Strecke
sehen. Durch diesen Effekt wird die Forward-Leistung weiter reduziert. Ab einer
La¨nge von etwa 15m tritt ein Sa¨ttigungseffekt ein. Weit entfernt vom Backward-
Ausgang ist dann weder Pump- noch Signal-Leistung vorhanden. Aufgrund des ge-
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Abbildung 3.10: Leistung im Backward- und Forward-Ausgang in Abha¨ngigkeit der La¨nge der
Erbium-Faser. Die Pump-Leistung betrug 100mW.
genu¨ber Reflexionen empfindlicheren Forward-Signals und der potentiell gro¨ßeren
Leistung wird nur noch das Backward-Signal betrachtet.
Mit zunehmender La¨nge der Faser wird die rechte Schulter im Spektrum sta¨rker aus-
gepra¨gt. Das schla¨gt sich sowohl in der zu gro¨ßeren Werten wandernden Mittelwel-
lenla¨nge als auch in der gro¨ßer werdenden spektralen Breite nieder, siehe Abb. 3.11.
Fu¨r gro¨ßere La¨ngen sind die durch die Modellierung erhaltenen Werte durchweg zu
groß, die Tendenzen werden aber richtig wiedergegeben.
Die Temperaturabha¨ngigkeit der Mittelwellenla¨nge ergibt sich hauptsa¨chlich aus der
der Pump-Laserdiode und der La¨ngena¨nderung der Erbium-Faser. Die Eigenschaf-
ten des Erbiums in der Faser sind weitestgehend unabha¨ngig von der Temperatur[84].
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Abbildung 3.11: Variation der Mittelwellenla¨nge und spektralen Breite u¨ber der La¨nge der Erbium-
Faser fu¨r das Backward-Signal.
Die Abha¨ngigkeit der Mittelwellenla¨nge von der Wellenla¨nge der Pump-Laserdiode
liegt bei der Wellenla¨nge der verwendeten Lichtquelle nah am Minimum. Weiter-
hin wurde die Laserdiode temperaturstabilisiert betrieben, so dass die verbleibenden
Variationen gering ausfielen. Zumindest fu¨r gro¨ßere Faserla¨ngen ist die Abha¨ngig-
keit von der Faserla¨nge und damit u¨ber die La¨ngenausdehnung von der Temperatur
nur gering. Insgesamt bleibt damit die berechnete Temperaturabha¨ngigkeit der Mit-
telwellenla¨nge kleiner als 1 ppm/◦C. Tatsa¨chlich ergab auch eine lineare Interpo-
lation der Messung einen Wert von 0.9 ppm/◦C. Die Werte streuten etwas um die
Ausgleichsgerade, siehe Abb. 3.12. Aufwa¨ndigere Aufbauten und Konfigurationen
haben eine noch deutlich geringere Temperaturabha¨ngigkeit der Mittelwellenla¨nge
und gro¨ßere spektrale Breiten gezeigt[89–91]. Fu¨r die hier vorgesehenen Zwecke
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Abbildung 3.12: Temperaturabha¨ngigkeit der Mittelwellenla¨nge.
reichte die EDFS wie beschrieben aus.
Die Vorga¨nge in der Faser sind prinzipiell vollsta¨ndig rotationssymmetrisch. Die In-
formation u¨ber die urspru¨ngliche Polarisation eines Pump-Photons ist ab dem Mo-
ment der Absorption verloren. Die spontane Emission geschieht gleichverteilt u¨ber
alle Polarisationszusta¨nde. Dadurch ergibt sich als großer Vorteil einer EDFS, dass
das Licht unpolarisiert ist. Experimentell lag der Grad der Polarisation unterhalb der
Messgrenze von ca. 0.5%.
3.2.4 Einsatz als EDFA
Der Aufbau der EDFS eignet sich auch als Licht-Versta¨rker, d.h. als EDFA, wenn
einer der Ausga¨nge als Eingang fu¨r das Signal verwendet wird. Dann findet in der
Faser hauptsa¨chlich induzierte Emission statt. Um in der gesamten Faser Besetzungs-
inversion zu erreichen, muss deren La¨nge entsprechend kurz sein.
Fu¨r die Experimente zu den nichtlinearen Effekten wurde der Aufbau als EDFA ein-
gesetzt. Am Forward-Ausgang wurde das Licht der unten beschriebenen Multimode-
Laserdiode angelegt, um es zu versta¨rken. Vorteilhaft war, dass ohne Signal, d.h. bei
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ausgeschalteter Laserdiode, derselbe Aufbau als EDFS verwendet werden konnte.
Somit konnte das FOG ohne ¨Anderungen am Aufbau sowohl mit der Multimode-
Laserdiode als auch mit der EDFS betrieben werden.
Dieser EDFA eignete sich nicht zur Versta¨rkung der Superlumineszenz-Diode, da der
¨Uberlapp zwischen deren Spektrum und dem Versta¨rkungsspektrum zu klein war.
3.2.5 Fazit
Die durch eine Halbleiter-Laserdiode gepumpte Erbium-dotierte Faser stellt eine
spektral breite Lichtquelle mit hoher Ausgangsleistung dar, die die Anforderungen
fu¨r einen Einsatz im faseroptischen Rotationssensor weitgehend erfu¨llt. Alle Ten-
denzen der Simulationen konnten durch die Experimente besta¨tigt werden. Experi-
mentell hat sich die Backward-Konfiguration als stabiler erwiesen.
Die erreichte spektrale Breite betrug bis zu 7 nm bei einer Leistung von 16mW in
der Monomode-Faser. Die Mittelwellenla¨nge von 1534 nm a¨nderte sich weniger als
1 ppm/◦C mit der Temperatur.
3.3 Spektrale Eigenschaften der verwendeten Licht-
quellen
In diesem Abschnitt werden die spektralen Charakteristika der verwendeten Licht-
quellen beschrieben. Die theoretischen Grundlagen werden zum Teil erst in Kap. 4
erla¨utert, in dem auch auf die Koha¨renzeigenschaften der hier vorgestellten Licht-
quellen eingegangen wird.
3.3.1 Superlumineszenz-Diode
Eine Superlumineszenz-Diode (Superluminescent Diode - SLD) bietet im faseropti-
schen Rotationssensor gegenu¨ber Laserdioden (Laser Diode - LD) den Vorteil der
geringen Koha¨renz bei gleichzeitig gut in die Faser einkoppelbarer Leistung und
gegenu¨ber Leuchtdioden (Light Emitting Diode - LED) deutlich mehr optische Lei-
stung[92]. Als Funktionsprinzip liegt ebenso wie bei der EDFS die versta¨rkte spon-
tane Emission ASE zugrunde[93]. Die Diode ist wie eine Halbleiter-Laserdiode auf-
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gebaut, nur sind die Endfla¨chen nicht reflexiv. In dem Chip entstehen durch spontane
Emission Photonen, die bei einem Durchlauf bis zur Endfla¨che durch stimulierte
Emission versta¨rkt werden. Die Breite des Spektrums ergibt sich aus dem ¨Uber-
lapp der ¨Ubergangswahrscheinlichkeit der spontanen Emission mit der Versta¨rkungs-
bandbreite.
Die verwendete SLD, wie auch die anderen Halbleiter-Dioden, bestanden aus einem
InGaAsP/InP-Halbleiter, welcher bei einer Mittelwellenla¨nge von 1545 nm emit-
tiert[94]. Das Spektrum ist in Abb. 3.13 dargestellt. Die spektrale Breite betrug etwa
17.5 nm. Um die maximale Lichtleistung in der Faser von 1.3mW zu erzeugen,
wurde ein Pumpstrom von 180mA beno¨tigt. In der Abbildung ist der Bereich des
Maximums vergro¨ßert dargestellt, in dem die Ripples zu sehen sind, welche weni-
ger als 2% bzw. 0.1 dB betrugen. Die Periode der Ripples betrug etwa 0.6 nm. Das
Spektrum wies noch eine feinere Struktur mit einer Periode von 0.01 nm auf. Die-
se Gro¨ßen haben Einfluss auf die Koha¨renzeigenschaften, wie spa¨ter zu sehen sein
wird.
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Abbildung 3.13: Spektrum der Superlumineszenz-Diode und vergro¨ßerter Ausschnitt des Maxi-
mums. Deutlich sind die Ripples zu erkennen. Der zweite Ausschnitt ist eine weitere Vergro¨ßerung,
die zeigt, dass das Spektrum eine noch feinere Struktur besitzt.
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Abbildung 3.14: Verlauf der Mittelwellenla¨nge und der Ausgangsleistung der SLD u¨ber der Tempe-
ratur. Die durchgezogenen Linien sind Regressionsgeraden.
Ein großer Nachteil der SLDs fu¨r FOGs ist die große Temperaturabha¨ngigkeit der
Mittelwellenla¨nge. Die Messung fu¨r die verwendete SLD ist in Abb. 3.14 dargestellt.
Dazu wurde bei normaler Umgebungstemperatur die Temperatur des Kontrollele-
ments vera¨ndert. Die Variation der Mittelwellenla¨nge, welche na¨herungsweise linear
u¨ber der Temperatur war, betrug 350 ppm/◦C, bezogen auf die Mittelwellenla¨nge
bei 20 ◦C. Um die Mittelwellenla¨nge auf weniger als 5 ppm zu stabilisieren, mu¨ssten
die Temperaturschwankungen der SLD kleiner als 1/70 ◦C sein.
Diese Stabilita¨t der Temperatur wird nicht erreicht, wie die ¨Anderung der Mittelwel-
lenla¨nge der temperaturstabilisierten SLD u¨ber der Umgebungstemperatur zeigt. Das
Ergebnis ist Abb. 3.15 dargestellt. Trotz der Regelung betrug der Temperaturkoeffi-
zient immer noch 11.1 ppm/◦C, was auf eine in etwa lineare ¨Anderung am Chip von
1.3 ◦C u¨ber die 40 ◦C Umgebungstemperatur- ¨Anderung schließen la¨sst. Ursache ist
ein grundsa¨tzliches Problem der Halbleiter-Quellen. Die Regelung ist zwar wesent-
lich genauer, aber die Temperatur am Thermistor entspricht nicht der am Chip.
Auch die Ausgangsleistung ist stark temperaturabha¨ngig, wie ebenfalls in Abb. 3.14
zu sehen ist. Die Leistung variiert mit 7%/◦C. Die bei einer temperaturstabilisierten
SLD geringe Leistungsa¨nderung spielt im FOG keine Rolle. Gleiches gilt fu¨r die
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Abbildung 3.15: Temperaturabha¨ngigkeit der Mittelwellenla¨nge der temperaturgeregelten SLD.
Variation der spektralen Breite von 0.6%/◦C.
Die SLD reagiert a¨ußerst empfindlich auf in die Lichtquelle zuru¨ckgekoppeltes
Licht, was bei einem FOG prinzipbedingt in hohem Maße vorkommt: Das gleiche
Licht, welches auf den Detektor fa¨llt, kommt auch an der Lichtquelle an. Daher wird
ein Isolator beno¨tigt, der das Licht nur in einer Richtung, von der Lichtquelle weg,
passieren la¨sst[95]. Ohne Isolator wird die Lichtquelle instabil, und die Ru¨ckkopp-
lung kann zu einer Intensita¨tsmodulation fu¨hren.
Fu¨r die SLD hat sich ein Grad der Polarisation von 45% ergeben.
SLDs sind in Tactical Grade FOGs aufgrund ihrer ausreichenden Leistung und der
großen spektralen Breite die Lichtquelle der Wahl. Fu¨r hochgenaue FOGs, d.h. den
Navigation Grade, ist die SLD als Lichtquelle aufgrund der großen Temperatur-
abha¨ngigkeit der Mittelwellenla¨nge auch im temperaturstabilisierten Betrieb nicht
geeignet.
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3.3.2 Multimode-Laserdiode
Bei der Multimode-Laserdiode sind im Gegensatz zur SLD die Endfla¨chen des
Halbleiters verspiegelt, so dass eine Fabry-Perot-Kavita¨t entsteht, die eine Laser-
Schwingung ermo¨glicht[96, 97]. Mo¨gliche Frequenzen sind durch die Kavita¨t vor-
gegeben: Es muss immer eine ganzzahlige Anzahl von Wellenla¨ngen der optischen
La¨nge der Kavita¨t entsprechen. Allerdings liegen bei typischen Laserdioden mehre-
re mo¨gliche Linien innerhalb der Versta¨rkungsbandbreite, was zu der Bezeichnung
Multimode-Laserdiode fu¨hrt. Die Breite der einzelnen Linien wird durch die Gu¨te
der Kavita¨t bestimmt. Das Spektrum der verwendeten Fabry-Perot-Laserdiode (FP-
LD) ist in Abb. 3.16 dargestellt. Die Auflo¨sung des optischen Spektrum-Analysators
hat nicht ausgereicht, die reale Linienbreite der Laserlinien wiederzugeben. Es wur-
de nur die Auflo¨sung des OSA gemessen. Im Spektrum befanden sich viele Lini-
en, von denen aber nur 8 eine nennenswerte Leistung, gro¨ßer als 5% des Maxi-
mums, besaßen. Die Verteilung der Leistung auf die Linien und deren Wellenla¨nge
hat sich als von der Temperatur abha¨ngig gezeigt. Aufgrund der dispersiven Ka-
vita¨t sind die Frequenzen nicht a¨quidistant. Die Gesamtleistung betrug 1.5mW.
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Abbildung 3.16: Spektrum der Fabry-Perot-Laserdiode in logarithmischem Maßstab.
Zur Erzeugung wurde ein Pumpstrom von 52mA beno¨tigt. Die Linienbreite betrug
nach Hersteller-Spezifikation etwa 25 − 250MHz. Zum Vergleich: Dies entspricht
4×10−5 bis 4×10−4 nm. Integral betrachtet wanderte die Mittelwellenla¨nge nur etwa
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20 ppm/◦C. Auch diese Diode beno¨tigte einen Isolator, um von den Vorga¨ngen im
faseroptischen Rotationssensor entkoppelt zu sein. Der Grad der Polarisation betrug
mindestens 95%.
Fabry-Perot-Laserdioden sind gu¨nstiger in der Beschaffung, da es einfacher ist, die
Endfla¨chen des Chips definiert zu verspiegeln, als fu¨r eine SLD die Reflexionen zu
beseitigen. Aufgrund der großen Koha¨renz eignen sie sich nicht fu¨r den Einsatz in
hochgenauen faseroptischen Rotationssensoren.
Fu¨r die Experimente zu den nichtlinearen Effekten wurde die FP-LD mit dem EDFA
eingesetzt. Bei weitestgehend unvera¨ndertem Spektrum konnte eine Leistung von
mehr als 10mW erreicht werden. Erst 50 dB unterhalb der Leistung der Peaks war
ein Unterschied zwischen versta¨rktem und unversta¨rktem Spektrum auszumachen.
3.3.3 Monomode-Laserdiode
Stand der Technik in der optischen Kommunikation ist die Verwendung von Dis-
tributed Feedback Strained Layer Multiple Quantum Well (DFB-SLMQW)[98, 99] -
1520 1530 1540 1550 1560 1570
10-4
10-3
10-2
10-1
1
10
102
Sp
ek
tra
le
 
Le
is
tu
n
gs
di
ch
te
 
(m
W
/n
m
)
Wellenlänge (nm)
1546nm1542nm
Abbildung 3.17: Spektrale Leistungsdichte der DFB-LD.
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Laserdioden, abgeku¨rzt DFB-LD. Hier bedeutet Monomode, dass das Spektrum aus
nur einer Linie besteht. Diese Laserdioden weisen eine sehr geringe Linienbreite, bei
der vorliegenden Diode 2.5MHz, und eine große Ausgangsleistung auf, hier 10mW
bei einem Versorgungsstrom von 80mA. Das Spektrum ist in Abb. 3.17 dargestellt,
wobei die Linienbreite der Auflo¨sung des OSA entspricht. Eine wichtige Spezifi-
kation ist das Side Mode Suppression Ratio (SMSR), welches angibt, wie stark die
na¨chsten Moden um die Hauptlinie unterdru¨ckt sind. Wie auch in der Abbildung
zu erkennen ist, betrug das SMSR bei der verwendeten DFB-LD mehr als 50 dB.
Das Licht ist fast vollsta¨ndig linear polarisiert: Bei einer Drehung des Polarisators
ergab sich im Minimum eine nahezu komplette Da¨mpfung des Lichts. Lichtquellen
wie diese Laserdiode werden nicht fu¨r faseroptische Rotationssensoren verwendet,
da die sehr große Koha¨renz Ursache fu¨r viele Fehlerterme ist.
3.3.4 Erbium-dotierte Faser-Lichtquelle
Die EDFS wurde in der Backward-Konfiguration mit einer Erbium-Faserla¨nge von
14.8m und einer Pump-Leistung von 100mW eingesetzt. Die spektrale Leistungs-
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Abbildung 3.18: Spektrum der EDFS in der verwendeten Konfiguration.
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dichte ist nochmals in Abb. 3.18 dargestellt. Zusa¨tzlich ist ein Ausschnitt um das
Maximum vergro¨ßert. Es sind nur minimale Ripples zu erkennen. Die Ausgangslei-
stung betrug 16mW, die spektrale Breite 7 nm. Der Grad der Polarisation wurde zu
etwa 1% bestimmt, was ein sehr geringer Wert ist. Dies hat den Vorteil, dass bei
Verwendung einer EDFS im faseroptischen Rotationssensor kein Lyot-Depolarisator
notwendig ist, wie in Unterabschnitt 4.7.1 erla¨utert wird.
3.4 Integration des faseroptischen Rotationssensors
Die Konfiguration des aufgebauten faseroptischen Rotationssensors, die in Abb. 3.19
dargestellt ist, entspricht der Minimum Reciprocal Configuration in der Realisierung
mit IOC.
IOC
Lichtquelle
Photodiode LRT
Koppler
Spule
Spleiß
Elektronik & PC
Abbildung 3.19: Schematischer Aufbau des faseroptischen Rotationssensors.
3.4.1 Optischer Teil
Als Lichtquellen wurden die vorgestellten Halbleiter-Dioden und die Erbium-
dotierte Faser-Lichtquelle eingesetzt.
Die Spule bestand aus polarisationserhaltender Faser, ansonsten wurden Monomode-
Fasern eingesetzt. Auch der Koppler bestand ausschließlich aus Monomode-Faser.
Der offene Ausgang wird mit einem Terminator mit Reflexionsda¨mpfung gro¨ßer als
60 dB abgeschlossen.
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Die gesamte optische Da¨mpfung betrug etwa 22 dB.
3.4.1.1 Isolator
Um eine Ru¨ckkopplung des Lichts, welches aus der Spule zuru¨ckkommt und nach
der Interferenz in der Intensita¨t moduliert ist, in die Lichtquelle zu vermeiden, wurde
direkt hinter dieser ein fasergekoppelter Isolator eingefu¨gt. Diese optische Kompo-
nente la¨sst das Licht in einer Richtung nahezu ungeda¨mpft passieren, wa¨hrend die
andere Richtung stark geda¨mpft wird, beim verwendeten Isolator um −50 dB. Dazu
wird der nichtreziproke Faraday-Effekt ausgenutzt, bei dem die Polarisationsrich-
tung des Lichts in einem Magnetfeld gedreht wird[100].
3.4.1.2 IOC
Der integriert-optische Chip ist eine Anfertigung der Universita¨t Jena. Der Eingang
bestand aus 125µm-Faser, wa¨hrend die Ausga¨nge als 80µm-Faser ausgelegt waren.
Alle Pigtails waren polarisationserhaltend. Der Spleiß am Eingang, an dem ein ¨Uber-
gang von Monomode- zu polarisationserhaltender Faser stattfand, wurde zur Polari-
sationskontrolle genutzt: Da die Polarisation des Lichts in der kurzen Monomode-
Faser weitgehend unbeeinflusst von einer Drehung blieb[101], konnte die polarisa-
tionserhaltende Faser relativ zur Polarisation des Lichts gedreht werden. So wurde
die Hauptachse der Polarisationsellipse des ankommenden Lichts zum Polarisator
ausgerichtet. Die Vorder- und Ru¨ckseite des IOC-Substrats sind abgeschra¨gt, um
Reflexionen zu minimieren. Der Winkel betrug 6.6 ◦ im Substrat. Da sich die Brech-
zahlen vom LiNbO3 des IOC und vom Quarzglas der Faser unterscheiden, muss die
Faser laut dem Brechungsgesetz von Snellius im Winkel von 10 ◦ abgeschra¨gt sein,
um optimale Kopplung zu erreichen. Die Polarisationsextinktion betrug laut Her-
stellerangabe mehr als 50 dB. Fu¨r eine Phasenverschiebung von π rad musste eine
Spannung von 4.7V angelegt werden. Die Da¨mpfung betrug 4.1 dB.
3.4.1.3 Spule
Die Spule bestand aus polarisationserhaltender 80µm-Bow-Tie-Faser, siehe oben.
Da keine Untersuchungen zu Temperatur-Gradienten und -Transienten unternom-
men werden sollten, und somit keine besondere Art der Wicklung notwendig war,
wurde diese direkt auf eine Trommel mit einem Durchmesser von D = 15 cm ge-
wickelt. Die La¨nge betrug L = 460m. Die Laufzeit des Lichts durch die Spule
betrug τL = nL/c0 ≈ 2.2µs bei einem Brechungsindex von n = 1.45. Folglich war
die Eigenfrequenz nach Glg. (2.31) fp = 225 kHz.
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3.4.1.4 Lyot-Depolarisator
Es wurde ein Lyot-Depolarisator verwendet, der den effektiven Grad der Polarisa-
tion der Lichtquelle verringerte. Der Depolarisator bestand aus zwei Stu¨cken po-
larisationserhaltender Faser, die 45 ◦ relativ zueinander verdreht gespleißt wurden.
Die Wirkungsweise wird in Unterabschnitt 4.7.1 ausfu¨hrlich betrachtet. Als Faser
wurde Panda-Faser verwendet, siehe den Querschnitt in Abb. 3.20, die denselben
Mantel-Durchmesser aufwies wie die normale Monomode-Faser. Die Doppelbre-
chung, ausgedru¨ckt durch den Unterschied in der Brechzahl zwischen den beiden
Polarisationsrichtungen, betrug ∆nPM = 5.2× 10−5.
Abbildung 3.20: Querschnitt der fu¨r den Depolarisator verwendeten PM-Faser. In der Mitte ist der
Kern zu erkennen. Links und rechts davon befinden sich die zug- und druckerzeugenden Elemente.
3.4.1.5 Detektor
Als Detektor diente eine fasergekoppelte InGaAs-PIN-Photodiode. Diese erzeugt
aus dem ankommenden Licht einen Photostrom mit einem Konversionsfaktor von
0.85A/W. Die Bandbreite der Photodiode war wesentlich gro¨ßer als die der nach-
folgenden Versta¨rker. Am offenen Ausgang des Lichtquellen-Kopplers wurde zeit-
weise eine weitere Photodiode verwendet, um den Leistungsverlauf der Lichtquelle
und eventuelle Ru¨ckkopplungen durch das modulierte Licht zu beobachten.
62 Kapitel 3 Charakterisierung und Integration der Komponenten
3.4.2 Elektronik und Software
3.4.2.1 Versta¨rker
Der Photostrom des Detektors wurde durch einen analogen Transimpedanz-
Versta¨rker versta¨rkt und in eine Spannung umgewandelt. Wichtig war dabei eine
sinnvolle Versta¨rkung, geringes Rauschen und eine angemessene Bandbreite. Die
Bandbreite sollte deutlich gro¨ßer sein als die ho¨chste zu messende Frequenz, wel-
che bei dem verwendeten Modulationsschema die vierfache Eigenfrequenz der Spu-
le war und damit bei etwa 900 kHz lag. Der Versta¨rker besaß eine Bandbreite von
5MHz und eine feste Versta¨rkung von insgesamt 104 V/W. Damit fu¨hrte eine am
Detektor ankommende Licht-Leistung von 100µW zu einer Spannung von 1V.
Fu¨r Messungen mit geringerer Leistung stand ein zweiter Versta¨rker mit einstellbarer
Versta¨rkung zur Verfu¨gung. Allerdings betrug dessen Bandbreite nur 500 kHz, so
dass frequenzabha¨ngige Versta¨rkungsfaktoren auftraten.
3.4.2.2 AD-DA-Wandler
Zur Signalerzeugung und -erfassung kam eine PC-Einsteckkarte mit AD- und DA-
Wandlern zum Einsatz. Vorteilhaft an dieser Lo¨sung war, dass fu¨r AD und DA-
Wandler dieselbe Uhr verwendet wurde, wodurch Erzeugung und Erfassung syn-
chron stattfanden. Auf der Karte befand sich weiterhin ein Speicher fu¨r eine gewis-
se Anzahl Messungen, der wa¨hrend der Erfassung gefu¨llt und anschließend in den
PC ausgelesen wurde. Das zu erzeugende Signal wurde ebenfalls im Speicher der
Karte abgelegt. Die maximale Eingangsspannung der AD-Wandler betrug 1V bei
50Ω, die Auflo¨sung 12Bit. Aufgenommen wurde die Spannung des Versta¨rkers des
Haupt-Detektors und der Monitor-Photodiode.
Der DA-Wandler erzeugte Spannungen bis zu 2V am IOC mit sehr großem Ein-
gangswiderstand, die Auflo¨sung betrug 14Bit. Ein zweiter Ausgang des DA-
Wandlers wurde zur schnellen Ansteuerung des variablen Abschwa¨chers verwendet.
Die maximale Taktrate betrug 10MHz.
3.4.2.3 Modulation
Fu¨r den experimentellen Aufbau wurde ein digitales Open-Loop-Verfahren verwen-
det, da das technisch aufwa¨ndigere Closed-Loop-Verfahren keine Vorteile mit sich
gebracht ha¨tte. Die Hauptvorteile des Closed-Loop-Verfahrens, d.h. des erweiter-
ten dynamischen Bereichs und des stabileren Skalenfaktors, sind fu¨r die Messungen
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nicht relevant, da die Bestimmung von sehr kleinen und konstanten Drehraten gefor-
dert war. Desweiteren kann beim Open-Loop-Verfahren mit Sinus-Modulation u¨ber
die Harmonischen mehr Information u¨ber den Zustand des Sensors erhalten werden.
3.4.2.4 Steuerungssoftware
Der Sinus zur Modulation wurde in eine feste Anzahl an zeitlich a¨quidistanten Punk-
ten zerlegt, die eine ganzzahlige Potenz von zwei sein musste. Das Signal ist in
Abb. 3.21 dargestellt. Darin ist auch das Ausgangssignal zu erkennen, das zu densel-
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Abbildung 3.21: Signal vom DA-Wandler (oben) und vom AD-Wandler (unten) bei 16 Punkten pro
Periode. Das Ausgangssignal nahm bei einer Drehrate von Ω = 2 ◦/s diese Form an. Die erste Har-
monische ist deutlich zu erkennen.
ben Zeitpunkten aufgenommen wurde. Die Phase des Ausgangssignals relativ zum
Eingangssignal ist von der Laufzeit des Lichts bis zum IOC abha¨ngig.
Der Datenspeicher fasste 65536 Punkte, d.h. 4096 Perioden. Bei einer Eigenfrequenz
von fp = 225 kHz ist die entsprechende Taktrate 3.6MHz. Eine Messung dauerte
somit 18ms. Aufgrund der folgenden Totzeit zum Auslesen und Verarbeiten waren
keine hochdynamischen Messungen mit dem Sensor mo¨glich. Um eine totzeitfreie
Messung zu realisieren, ha¨tte ein Digital Signal Processor (DSP) verwendet wer-
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den mu¨ssen. Dies war aber nicht das Ziel, da wenig dynamische Schwankungen der
Drehrate gemessen werden sollten.
Die Amplituden der Harmonischen fu¨r die Auswertung wurden durch eine Fast Fou-
rier Transform (FFT) fu¨r jede Periode erhalten und anschließend gemittelt. Eine
diskrete Fouriertransformation nur bei den vier beno¨tigten Frequenzen hat keinen
Zeitvorteil erbracht.
Durch die synchrone Erfassung liegen die Harmonischen bei genau einer Frequenz
im Spektrum. Zur Erfassung auch der vierten Harmonischen werden mindestens 16
Punkte beno¨tigt. Eine durch eine optische Phase hervorgerufene erste Harmonische
weist immer eine elektrische Phase von π/2 relativ zur zweiten Harmonischen auf.
Dies ermo¨glicht auch die Identifizierung eventueller elektronischer Offsets.
Aus den Harmonischen wurde nach mehreren Auswertungsschemata parallel die ent-
sprechende Drehrate berechnet. Mittelung u¨ber eine bestimmbare Anzahl von Mes-
sungen war mo¨glich, um das Rauschen zu reduzieren.
Die Implementierung fand in C++ mit Windows-Oberfla¨che statt. Alle Parameter
waren u¨ber die Benutzer-Oberfla¨che zuga¨nglich. Das Signal konnte grafisch ausge-
geben werden. Alle Daten wurden fu¨r andere Programme lesbar zur spa¨teren Aus-
wertung aufgezeichnet. Das Programm war an das System zur Automatisierung der
Messungen, siehe Unterabschnitt 3.1.1, angeschlossen.
3.4.3 Charakterisierung des Sensors
Ein Foto des Aufbaus ist in Abb. 3.22 zu sehen. Die wichtigsten Komponenten sind
markiert. Die Verwendung einer eng gewickelten und vergossenen Spule und von
fixierten Fasern wie in kommerziellen Sensoren war fu¨r die ausgefu¨hrten Messun-
gen nicht notwendig, da die Einflu¨sse der freiliegenden Spule kleiner waren als die
zu messenden Effekte. Weiterhin traten aufgrund langsamer Temperatura¨nderungen
keine Gradienten auf.
Der Skalenfaktor des Sensors betrug 4.5µrad/(◦/h), wie aus der in Abb. 3.23 dar-
gestellten Kalibrationsmessung auf einem Drehtisch hervorgeht. Daraus ergibt sich
bei dem hier verwendeten Signalauswertungsverfahren ein Bereich zur eindeutigen
Bestimmung der Drehrate von ±Ωπ/2 = ±345000 ◦/h = 95 ◦/s. Aufgrund des ver-
wendeten Modulationsschemas ist nur der halbe Bereich von ±Ωπ verfu¨gbar.
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3.4.3.1 Biasfehler und Rauschen
Die wichtigsten Merkmale eines faseroptischen Rotationssensors sind der Rausch-
koeffizient ARW, die Bias-Schwankungen und der dynamische Bereich.
In Abb. 3.24 ist eine Messung des Rotationsraten-Signals bei auf 1 ◦C konstanter
Temperatur wa¨hrend der Messung dargestellt. Der Sensor wurde mit der senkrech-
ten Erddrehrate in Karlsruhe von 11.3 ◦/h kalibriert, daher entspricht der Mittelwert
genau diesem Wert. ¨Andern der Orientierung der sensitiven Achse um 180 ◦ liefert
als Mittelwert −11.3 ◦/h, d.h. es ist im Rahmen der statistischen Fehler kein Bias
vorhanden.
Bei einer Dauer der Durchschnittsbildung pro Messpunkt von 3.3min ist
hauptsa¨chlich das Rauschen zu erkennen. Die Empfindlichkeit des Sensors war so
groß, dass der Rotationsanteil von Geba¨udevibrationen zeitweise gro¨ßer als das Rau-
schen war. Die weiße Kurve ist ein gleitender Mittelwert der Messung mit 3.3min-
Mittelungsdauer u¨ber je 32 Messwerte. Es sind leichte Schwankungen mit verschie-
IOC
Spule
SLD
Detektor&
Verstärker
Abbildung 3.22: Foto des aufgebauten faseroptischen Rotationssensors. Die Spule hat einen Durch-
messer von ca. 15 cm.
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Abbildung 3.23: Kalibrationsmessung des Sensors mit kurzer Integrationsdauer je Messpunkt.
denen Periodendauern zu erkennen. Hier ist eine Trennung zwischen Schwankung
und Rauschen schwierig.
Dabei hilft die in Unterabschnitt 2.3.2.4 beschriebene Allan Variance, die fu¨r diese
Messung in Abb. 3.25 aufgetragen ist. Bis zu einer Integrationszeit von 10 h verlau-
fen die Werte auf einer Geraden mit der Steigung 1/2 in der doppelt-logarithmischen
Darstellung, was das Merkmal des weißen Rauschens im Signal ist. Der Wert fu¨r τ =
1 s ist gleich dem ARW-Koeffizient, der in diesem Fall 0.90 ◦/h/
√
Hz = 0.015 ◦/
√
h
betrug. Aus dem Wert im Minimum konnte auf Bias-Schwankungen von 0.007 ◦/h
geschlossen werden. Dieser Wert wurde nach ca. 10 h erreicht. Eine la¨ngere Inte-
gration hat keinen genaueren Wert geliefert, weil die Schwankungen dann gro¨ßer
als der statistische Fehler wurden. Im Temperaturbereich von 1 ◦C bis 40 ◦C betru-
gen die Bias-Schwankungen bis zu 0.05 ◦/h bei langsamen, quasistationa¨ren Tem-
peraturvera¨nderungen, die praktisch keine Transienten und Gradienten in der Spule
hervorgerufen haben.
Das Rauschen wurde hauptsa¨chlich durch die Elektronik produziert. Der Einfluss
des Schrotrauschens zeigte sich erst bei sehr geringen Lichtleistungen. Fu¨r die
Durchfu¨hrung der Experimente war der Einfluss des Rauschens aber nicht wesent-
lich, da keine dynamischen Messungen vorgenommen wurden.
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Abbildung 3.24: Messung der konstanten Erddrehrate.
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Abbildung 3.25: Allan Variance der Messung.
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Wenn die Bias-Schwankungen als minimal messbare Drehrate interpretiert werden,
betrug der dynamische Bereich des Sensors 77 dB.
3.4.3.2 Nordsuche
Zur Demonstration der Genauigkeit des Sensors wurde eine einfache Nordsuche
durchgefu¨hrt. Die fu¨r Rotationsraten sensitive Achse wurde anfangs parallel zur Erd-
oberfla¨che in die gescha¨tzte Nordrichtung ausgerichtet und von seiner Ausgangs-
position in 45 ◦-Schritten um insgesamt 360 ◦ gedreht. Das maximale Signal wurde
fu¨r die reale Nord-Su¨d-Ausrichtung erhalten. Bei Ost-West-Ausrichtung wurde kei-
ne Rotationsrate gemessen. Das Ergebnis einer Messung mit 8 Messpunkten ist in
Abb. 3.26 dargestellt. Es wurde der erwartete Cosinus erhalten, in Karlsruhe mit der
Amplitude 15 ◦/h cos(49 ◦) = 9.84 ◦/h. Die reale Nordrichtung wurde aus diesem
Experiment zu 3.0 ◦ o¨stlich der anfangs gescha¨tzten bestimmt.
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Abbildung 3.26: Ergebnis der Nordsuche. Die Ku¨rzel bezeichnen die gescha¨tzte Himmelsrichtung.
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Simulationswerkzeug zur Modellierung
In interferometrischen optischen Sensoren wird das Licht auf zwei Wege aufgespal-
ten. Meist dient der eine Weg als Referenz, wa¨hrend Phase und Intensita¨t des Lichts
in dem anderen Weg durch die Messung beeinflusst werden. Bei der anschließenden
¨Uberlagerung kann aus der Phase zwischen den beiden Wellen und der resultieren-
den Intensita¨t Information gewonnen werden.
Bei einem Teil dieser Sensoren ist der Bereich, in dem die Phasendifferenz liegen
kann, auf eine oder zumindest wenige Perioden beschra¨nkt. Dies ist der Fall, wenn
es sich um ein abgestimmtes Interferometer handelt, d.h. die Wege, die beide Wel-
len nehmen, sind optisch nahezu gleich lang. Dann darf die Lichtquelle eine gerin-
ge Koha¨renz aufweisen, was den Vorteil hat, dass unerwu¨nschte Lichtwellen, wel-
che durch Sto¨rungen hervorgerufen werden, nicht mehr interferenzfa¨hig mit dem
Referenzsignal sind und somit die Messgro¨ße nicht beeinflussen. Fu¨r eine kleine
Koha¨renz muss die Lichtquelle eine große spektrale Breite aufweisen.
In faseroptischen Sensoren werden meist Monomode-Fasern eingesetzt. Das Licht
kann sich nur in einer Raumrichtung ausbreiten, zusa¨tzlich wird die Anzahl der
mo¨glichen Ausbreitungsmoden auf zwei orthogonale Polarisationsmoden einge-
schra¨nkt. Viele optische Komponenten wirken unterschiedlich auf die beiden Po-
larisationsrichtungen.
In faseroptischen Rotationssensoren, in denen ebenfalls eine wenig koha¨rente Licht-
quelle verwendet wird, sind beide Signalwege jeweils die Referenz fu¨r den anderen
Weg. Ohne Rotation sind sie idealerweise reziprok, d.h. sie besitzen genau dieselbe
optische Wegla¨nge. Die Verschiebung bei Rotation bleibt immer innerhalb der ersten
Periode und ist somit sehr klein. Durch die große La¨nge der Spule ko¨nnen Sto¨rungen
aber große Wegunterschiede zeigen.
70 Kapitel 4 Simulationswerkzeug zur Modellierung
Fu¨r die Modellierung derartiger Systeme spielt somit die Koha¨renz die entschei-
dende Rolle. Da viele verschiedene Wegunterschiede auftreten, muss im einzelnen
untersucht werden, welche Anteile mit welchen anderen Anteilen interferenzfa¨hig
sind. Bereits existierende Modellierungsverfahren ko¨nnen zwar auf wenig koha¨rente
Lichtquellen erweitert werden, zeigen aber numerische Probleme. Aus diesem Grund
wurde ein neues Modellierungsverfahren entworfen, welches in einem Simulations-
werkzeug implementiert wurde.
4.1 Interferenz
Die Information u¨ber die Drehrate ist in faseroptischen Rotationssensoren in der
Phasendifferenz der beiden entgegengesetzt umlaufenden Teilstrahlen enthalten, auf
welche durch deren Interferenz ru¨ckgeschlossen werden kann. Im Folgenden werden
die Grundlagen der Interferenz betrachtet, die die Basis zur Simulation von interfero-
metrischen Sensoren wie dem FOG bilden. Der Abschnitt dient auch der eindeutigen
Definition der Schreibweise und der verwendeten Gro¨ßen.
4.1.1 Monochromatisches Licht
Zur Verdeutlichung der Zusammenha¨nge wird zuna¨chst der Idealfall monochroma-
tischen Lichts behandelt. Zwei monochromatische, gleich linear polarisierte Licht-
wellen mit der Kreisfrequenz ω ko¨nnen im Zeitbereich durch die elektrischen Felder
E1(t) =
1
2
(
E01 e
j ωt + E∗01 e
−j ωt) (4.1a)
E2(t) =
1
2
(
E02 e
j ωt + E∗02 e
−j ωt) (4.1b)
beschrieben werden. Fu¨r zeitlich konstante Amplituden sind die Felder periodisch.
Ein Detektor misst Leistungen, d.h. die Lichtenergie, die pro Zeiteinheit in seinem
aktiven Bereich absorbiert wird. Eng verknu¨pft damit ist die Intensita¨t, die Leistung
pro Fla¨che. In einer Faser sind beide Begriffe a¨quivalent, da sich das Leistungsprofil
u¨ber den Faserquerschnitt wa¨hrend der Propagation nicht a¨ndert. In Anhang B.2 wird
entsprechend eine effektive Fla¨che definiert. Hier werden die Intensita¨ten betrachtet,
welche proportional dem zeitlich gemittelten quadratischen Betrag des elektrischen
4.1 Interferenz 71
Feldes sind[100],
I =
1
2
√
ε
µ0
〈
|E(t)|2
〉
t
. (4.2)
Die zeitliche Mittelung geschieht u¨ber die der Bandbreite des Detektors entsprechen-
den Zeit, welche bei optischen Wellen immer viele Perioden umfasst. Fu¨r die beiden
Wellen oben ergibt sich daher die Intensita¨t
Ii =
1
2
√
ε
µ0
|E0i|2, i = 1, 2. (4.3)
Wenn die beiden Wellen aus Glg. (4.1) zur Interferenz gebracht werden, addieren
sich die elektrischen Felder, und es ergibt sich die Intensita¨t
I12 =
√
ε
µ0
〈
|E1(t) + E2(t)|2
〉
t
=
√
ε
µ0
[
1
2
(|E01|2 + |E02|2 + E01E∗02 + E∗01E02)
+
1
4
〈(
E201 e
j 2ωt + E202 e
j 2ωt + E∗201 e
−j 2ωt + E∗202 e
−j 2ωt
+2E01E02 e
j 2ωt + 2E∗01E
∗
02 e
−j 2ωt)〉
t
]
. (4.4)
Das zeitliche Mittel <>t aller zeitabha¨ngigen Terme ist null. Somit wird an einem
Detektor das Signal
I12 =
1
2
√
ε
µ0
(|E01|2 + |E02|2 + E01E∗02 + E∗01E02) (4.5)
gemessen. Wenn die Amplituden in einen Betrag und eine Phase zerlegt werden,
E0i = |E0i| ej φi, i = 1, 2, wird daraus
I12 =
1
2
√
ε
µ0
(|E01|2 + |E02|2 + 2|E01||E02| cos(φ1 − φ2))
= I1 + I2 + 2
√
I1I2 cos(φ1 − φ2).
(4.6)
Wenn die zwei Felder keine Phasenverschiebung haben, wird die maximale Intensita¨t
Imax = I1 + I2 + 2
√
I1I2 (4.7)
gemessen. Bei einer Phasendifferenz von π oder ganzzahligem Vielfachen davon
wird die Intensita¨t minimal
Imin = I1 + I2 − 2
√
I1I2. (4.8)
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Die am Detektor gemessene Intensita¨t la¨sst sich dann in Abha¨ngigkeit einer Phasen-
differenz ∆φ schreiben als
I12 = I1 + I2 + 2
√
I1I2 cos(∆φ) =
Imax + Imin
2
+
Imax − Imin
2
cos(∆φ). (4.9)
Bei einem vollsta¨ndig reziproken Aufbau wie dem des idealen faseroptischen Ro-
tationssensors ist der Lichtweg der beiden interferierenden Teilstrahlen und damit
deren Intensita¨t gleich. Der nichtreziproke Sagnac-Effekt liefert nur eine Phasenver-
schiebung. Dann ist die Intensita¨t der beiden Teilstrahlen gleich, I1 = I2 = I02 , und
Imin = 0 und Imax = 2I0. Die Intensita¨t wird zu
I12 = I0 (1 + cos(∆φ)) . (4.10)
Die Phasendifferenz kann z.B. durch den Sagnac-Effekt aufgrund einer Drehrate ent-
stehen. Ein Laufzeitunterschied zwischen den interferierenden Wellen ist a¨quivalent
einer Phase
∆φ = ωτ. (4.11)
4.1.2 Partiell koha¨rentes Licht
Monochromatisches Licht ist nur ein mathematisches Ideal. Das Licht realer Quellen
ist immer aus mehreren Frequenzen zusammengesetzt. Das gilt fu¨r thermisch erzeug-
tes Licht, aber auch fu¨r Laserlicht, denn jede spektrale Linie hat immer eine endliche
Breite. Im Folgenden soll partiell koha¨rentes und somit reales Licht betrachtet wer-
den. Die ra¨umliche Koha¨renz ist fu¨r Licht in Monomode-Fasern immer gegeben, es
muss nur die eingeschra¨nkte zeitliche Koha¨renz beru¨cksichtigt werden. Es werden
ausschließlich stationa¨re Lichtwellen betrachtet.
Zur mathematischen Beschreibung von nicht monochromatischem Licht wird eine
u¨ber der Frequenz kontinuierliche Amplituden- und Phasenverteilung des elektri-
schen Feldes verwendet, wie in Anhang A.1 kurz erla¨utert wird. Die hier wichti-
gen Eigenschaften des Lichts ko¨nnen u¨ber die spektrale Leistungsdichte p(ω) aus-
gedru¨ckt werden, welche proportional der Intensita¨t des Lichts bei der betrachteten
Frequenz ist.
4.1.2.1 Mittelfrequenz und spektrale Breite
Um breitbandige Lichtquellen mit kontinuierlichem Spektrum grob charakterisieren
zu ko¨nnen, werden die Mittelfrequenz und die spektrale Breite verwendet. Die Mit-
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telfrequenz ist gleich dem ersten Moment der quadratischen spektralen Leistungs-
dichte[102],
ω =
+∞∫
−∞
ωp2(ω)dω
+∞∫
−∞
p2(ω)dω
. (4.12)
Das Quadrat der spektralen Breite entspricht der Varianz der normierten quadrati-
schen spektralen Leistungsdichte,
(∆ω)2 =
+∞∫
−∞
(ω − ω)2 p2(ω)dω
+∞∫
−∞
p2(ω)dω
, (4.13)
welche nur fu¨r breitbandige Lichtquellen mit quasi kontinuierlichem Spektrum sinn-
voll ist, aber teilweise auch fu¨r Lichtquellen mit mehreren einzelnen spektralen Li-
nien angegeben wird. Fu¨r eine einzelne spektrale Linie, z.B. eines Lasers, wird der
Begriff der Linienbreite verwendet.
4.1.2.2 Grad der Koha¨renz
In faseroptischen Sensoren geschieht die Interferenz zwischen Lichtwellen, die aus
derselben Lichtquelle stammen, aber Wegunterschiede erfahren haben. Somit bleibt
die spektrale Leistungsdichte nahezu unvera¨ndert. Bei spektraler Betrachtung findet
Interferenz nach Glg. (4.6) bei jeder einzelnen Frequenz statt, und die beobachtete
Intensita¨t ist die ¨Uberlagerung dieser Vorga¨nge. Da sich fu¨r eine Wegdifferenz bei
verschiedenen Frequenzen verschiedene Laufzeit-Differenzen ergeben, ist die Phase
des Cosinusterms jeweils unterschiedlich. Das fu¨hrt bei gro¨ßeren Wegunterschieden
zu einer Abnahme des Kontrastes der Interferenz. Die Integration von Glg. (4.6) u¨ber
alle Frequenzen liefert
I12(τ) = I1 + I2 + 2
√
I1I2Re {γ(τ)} . (4.14)
Darin ist γ(τ) der komplexe Grad der Koha¨renz, welcher die normierte Fourier-
Transformierte der spektralen Leistungsdichte ist,
γ(τ) =
+∞∫
−∞
p(ω)e−jωτdω
+∞∫
−∞
p(ω)dω
. (4.15)
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Eine Herleitung dieser Zusammenha¨nge befindet sich im Anhang A.2. Da die spek-
trale Leistungsdichte eine reelle Funktion ist, ist der komplexe Grad der Koha¨renz
symmetrisch, γ(−τ) = γ∗(τ) und somit Im {γ(0)} = 0, und die Normierung sorgt
dafu¨r, dass Re {γ(0)} = 1 gilt. Der gro¨ßte Wert wird fu¨r τ = 0 erreicht. Entspre-
chend zur spektralen Breite kann eine Koha¨renzzeit definiert werden,
τ 2coh =
+∞∫
−∞
τ 2|γ(τ)|2dτ
+∞∫
−∞
|γ(τ)|2dτ
. (4.16)
Aufgrund des Zusammenhangs der spektralen Leistungsdichte und des Grades der
Koha¨renz Glg. (4.15) gilt fu¨r die spektrale Breite und die Koha¨renzzeit die Relation
∆ωτcoh ≥ 1
2
, (4.17)
das Gleichheitszeichen gilt fu¨r Licht mit gaußfo¨rmiger spektraler Leistungsdichte.
4.1.3 Zerlegung des Grades der Koha¨renz
Die numerische Berechnung der Intensita¨ten erfordert eine Kenntnis des Realteils
des Grades der Koha¨renz, siehe Glg. (4.14). Die numerische Berechnung kann pro-
blematisch sein, weil es sich um eine mit großer Frequenz oszillierende Funktion
handelt. Zur Vereinfachung kann von der Funktion der schnell oszillierende Teil
separiert werden. Dazu wird die Definition einer um ω zentrierten spektralen Lei-
stungsdichte
pc(ω
′) = p(ω + ω′) (4.18)
beno¨tigt, mit der man den Grad der Koha¨renz auch schreiben kann als
γ(τ) = e−jωτ
+∞∫
−∞
pc(ω
′)e−jω
′τdω′
+∞∫
−∞
pc(ω′)dω′
= e−jωτγc(τ) (4.19)
mit dem zentrierten Grad der Koha¨renz γc(τ).
4.1.3.1 Symmetrisches Spektrum
Fu¨r ein symmetrisches Spektrum ist pc(ω′) eine um ω′ = 0 symmetrische reelle
Funktion, somit sind auch dessen Fouriertransformierte und γc(τ) gerade und reell.
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Dann entspricht γc(τ) = |γ(τ)| und der Realteil kann in
Re {γ(τ)} = |γ(τ)| cos(ωτ) (4.20)
zerlegt werden. Vorteilhaft ist, dass der Betrag |γ(τ)| fu¨r Lichtquellen mit kontinu-
ierlichem Spektrum auch eine kontinuierliche, glatte Funktion ist, welche numerisch
leicht beherrschbar ist. Der schnell oszillierende Teil kann berechnet werden, sobald
die Laufzeitdifferenz τ bekannt ist.
Monochromatisches Licht ist ein Spezialfall fu¨r ein symmetrisches Spektrum. Der
Betrag des Grades der Koha¨renz ist immer eins, und in Glg. (4.20) verbleibt nur
noch der Cosinus-Term wie in Glg. (4.6).
4.1.3.2 Unsymmetrisches Spektrum
Reale Lichtquellen weisen ein unsymmetrisches Spektrum auf. Fu¨r diese Fa¨lle kann
die zentrierte spektrale Leistungsdichte in einen symmetrischen und einen antisym-
metrischen Anteil zerlegt werden,
pc(ω) = pcs(ω) + pca(ω) (4.21)
worin die beiden Funktionen nach
pcs(ω) = pcs(−ω) = pc(ω) + pc(−ω)
2
(4.22a)
pca(ω) = −pca(−ω) = pc(ω)− pc(−ω)
2
(4.22b)
berechnet werden. Dadurch erha¨lt man mit der Normierung auf den symmetri-
schen Teil einen symmetrischen Grad der Koha¨renz γcs(τ) und einen antisymme-
trischen Grad der Koha¨renz γca(τ). Insgesamt wird dann der Realteil des Grades der
Koha¨renz
Re {γ(τ)} = γcs(τ) cos(ωτ) + γca(τ) sin(ωτ). (4.23)
Diese Funktion ist wieder symmetrisch um τ = 0.
4.1.3.3 Beru¨cksichtigung von Dispersion
Einige Medien weisen eine nicht zu vernachla¨ssigende Dispersion auf. Es ist
mo¨glich, Dispersion erster Ordnung
n(λ) ≈ n(λ) + dndλ
∣∣∣∣
λ=λ
(λ− λ) (4.24)
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mit in die Berechnung einzubeziehen. ¨Ahnlich wie im nicht-dispersiven Fall folgt
fu¨r den Realteil des Grades der Koha¨renz fu¨r ein symmetrisches Spektrum[103]
Re {γ(τ)} = |γ(τg)| cos(ωτφ). (4.25)
Der Interferenz-Term cos(ωτφ) ist praktisch unvera¨ndert zum nicht-dispersiven Fall:
τφ ist die Laufzeit bei der Phasen-Geschwindigkeit der Welle. Der Betrag des Gra-
des der Koha¨renz muss in diesem Fall aber bei der Laufzeit bei der Gruppen-
Geschwindigkeit τg berechnet werden. Durch die Dispersion a¨ndert sich nur der Be-
trag des Grades der Koha¨renz und somit der Kontrast der Interferenz.
4.1.3.4 Allgemeiner Fall
Im allgemeinen Fall, d.h. es liegt ein unsymmetrisches Spektrum vor und die Disper-
sion muss beru¨cksichtigt werden, ist die Zerlegung
Re {γ(τ)} = γcs(τg) cos(ωτφ) + γca(τg) sin(ωτφ) (4.26)
mo¨glich. Dadurch kann der Grad der Koha¨renz jedes beliebigen Spektrums in die
mehr oder weniger glatten Koha¨renzfunktionen und den schnell oszillierenden Teil
zerlegt werden.
4.1.4 Beispiel Gauß-Quelle
Die spektrale Leistungsdichte einer Lichtquelle mit gaußfo¨rmigem Spektrum mit der
spektralen Breite ∆ω und der mittleren Frequenz ω ist
p(ω) =
I0
2
√
π∆ω
exp
(
−(ω − ω)
2
4∆ω2
)
, (4.27)
hier mit der Normierung auf die Gesamtintensita¨t
+∞∫
−∞
p(ω)dω = I0. (4.28)
In Abb. 4.1 ist die spektrale Leistungsdichte dargestellt. Es wurde eine Mittelwel-
lenla¨nge von λ = 1.55µm gewa¨hlt, welche einer Kreisfrequenz ω = 1.215×1015 s−1
entspricht. Die spektrale Breite betra¨gt ∆λ = 20 nm bzw. ∆ω = 1.57 × 1013 s−1.
Meist sind die Gro¨ßenordnungen im Wellenla¨ngenbereich gela¨ufiger, allerdings ist
das Spektrum nicht symmetrisch. Daher ist die Skala in der Abbildung nicht linear.
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Abbildung 4.1: Gauß-fo¨rmige spektrale Leistungsdichte u¨ber der Wellenla¨nge. Die Wellenla¨ngen-
Skala ist nicht linear, sondern reziprok, da die spektrale Leistungsdichte nur im Frequenz-Bereich
eine symmetrische Gaußfunktion ist. Die Skalen rechts und oben geben den Betrag des Grades der
Koha¨renz u¨ber der Laufzeit an, der denselben Verlauf wie die spektrale Leistungsdichte aufweist.
Fu¨r diese einfache Funktion kann der komplexe Grad der Koha¨renz analytisch direkt
durch Fouriertransformation nach Glg. (4.15) mit der Variablentransformation ω′ =
ω − ω und mit Glg. (4.28)
γ(τ) =
1
2
√
π∆ω
+∞∫
−∞
exp
(
−(ω − ω)
2
4∆ω2
)
e−j ωτdω
=
1
2
√
π∆ω
e−j ωτ
+∞∫
−∞
exp
(
− ω
′2
4∆ω2
)
e−j ω
′τdω′
= e−j ωτe−∆ω
2τ2
= e−j ωτ exp
(
− τ
2
4τ 2coh
)
(4.29)
berechnet werden, wobei mit Glg. (4.16) verifiziert werden kann, dass
τcoh =
1
2∆ω
(4.30)
gilt. Die zentrierte spektrale Leistungsdichte, siehe Glg. (4.18), ist in Glg. (4.29)
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abzulesen,
pc(ω
′) =
I0
2
√
π∆ω
exp
(
− ω
′2
4∆ω2
)
. (4.31)
Damit ergibt sich der zentrierte Grad der Koha¨renz
γc(τ) = |γ(τ)| = e−∆ω2τ2, (4.32)
der reell und symmetrisch ist. Es gilt insgesamt
Re {γ(τ)} = Re
{
e−j ωτe−∆ω
2τ2
}
= |γ(τ)| cos(ωτ). (4.33)
Auch der Betrag des Grades der Koha¨renz ist in Abb. 4.1 eingetragen. Es ist eben-
falls eine Gauß-Funktion, die aber zentriert ist. Es ergibt sich eine Koha¨renzzeit von
τcoh = 3.2× 10−14 s, was einer Koha¨renzla¨nge von lcoh = 9.6µm entspricht.
4.2 Existierende Modellierungsverfahren
Die bereits existierenden Verfahren zur Modellierung der Propagation von Licht,
sowie deren Vor- und Nachteile und Eignung werden im Folgenden beschrieben.
Ra¨umlich koha¨rente Propagation in nur eine Raumrichtung, wie es in einer Faser der
Fall ist, wird dabei vorausgesetzt.
4.2.1 Jones-Formalismus
Der Jones-Formalismus[104–114] wird oft zur Modellierung von faseroptischen Sy-
stemen und Sensoren verwendet. Er stellt eine einfache Methode zur analytischen
und numerischen Simulation des Verhaltens von Licht dar. Allerdings behandelt der
Jones-Formalismus nur vollsta¨ndig polarisiertes Licht und kann folglich teilweise
polarisiertes oder unpolarisiertes Licht nicht beru¨cksichtigen. Weiterhin kann nur
vollsta¨ndig monochromatisches Licht betrachtet werden.
Ein Jones-Vektor setzt sich aus zwei Komponenten in einem System, dessen Basis
aus zwei orthogonalen, linearen Polarisationsvektoren besteht, zusammen,
JV =
(
Ex
Ey
)
=
(
|Ex| ej φx
|Ey| ej φy
)
. (4.34)
Die Eintra¨ge sind somit eine komplexe Amplitude je Polarisationsrichtung, wie die
der Felder in Glg. (4.1). Die Phase des Lichts entspricht der Phase der komplexen
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Amplitude. Daraus ist direkt ersichtlich, dass nur die Phase modulo 2π, und nicht
die volle Phase, beru¨cksichtigt wird. Fu¨r monochromatisches Licht ist das auch nicht
notwendig, da in die Berechnung der Intensita¨t nach Glg. (4.6) nur der Cosinus der
Phasendifferenz eingeht. Die absolute Phasendifferenz wird nicht beno¨tigt, da der
Grad der Koha¨renz immer eins ist. Diese Berechnung ist a¨quivalent zu
I(JV) ∝ JVJV∗ = |Ex|2 + |Ey|2 . (4.35)
Die Wirkung von Komponenten wird im Jones-Formalismus durch eine komplexe
2×2-Matrix beschrieben, deren Eintra¨ge die Amplituden- und Phasena¨nderung bein-
halten,
TM =
(
Tx Txy
Tyx Ty
)
. (4.36)
Diese Matrix wird als Jones-Matrix bezeichnet. Die komplexe Phase der Ein-
tra¨ge entspricht den Laufzeit- ¨Anderungen bei der betrachteten Frequenz ω wie in
Glg. (4.11) und der Betrag direkt den ¨Anderungen der Amplituden. Die Betra¨ge
|Tx| und |Ty| geben somit die Umverteilung der Amplituden des Lichts je Polari-
sationsrichtung an. |Tyx| ist der aus der y-Polarisationsrichtung in die x-Richtung
u¨bergekoppelte Anteil, fu¨r |Txy| gilt entsprechendes.
Der resultierende Jones-Vektor hinter der optischen Komponente wird durch die ein-
fache Vektor-Matrix-Multiplikation
JV
′ = TMJV (4.37)
erhalten. Die ¨Ubertragungsfunktion eines Systems wird unabha¨ngig vom Eingangs-
signal durch Matrix-Multiplikation erhalten,
TM,tot =
N∏
i=1
TM,i. (4.38)
Die Methoden der Vektor- und Matrix-Rechnung sind anwendbar.
Die Vereinigung von zwei Feldern geschieht durch die Addition der beteiligten
Jones-Vektoren, d.h. die Interferenz wird direkt durch diese Operation berechnet, da
dies zumindest bzgl. der Intensita¨t der Addition des elektrischen Feldes entspricht.
Vorteil des Jones-Formalismus ist die koha¨rente Addition aller Signale, wodurch In-
terferenzen berechnet werden ko¨nnen. Bei der gewu¨nschten Art der Modellierung ist
die Beru¨cksichtigung von ausschließlich monochromatischem und vollsta¨ndig pola-
risiertem Licht allerdings ein großer Nachteil. Es werden Interferenzen berechnet,
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die aufgrund der endlichen Koha¨renzla¨nge der realen Lichtquellen nicht auftreten
wu¨rden.
4.2.2 Jones-Formalismus mit Integration u¨ber das Spektrum
Um die spektralen Eigenschaften der Lichtquelle mit in die Rechnung einzubeziehen,
kann der resultierende Jones-Vektor bei allen Frequenzen JV(ω) berechnet werden.
Anschließend wird das Ergebnis mit der spektralen Leistungsdichte skaliert, und es
wird u¨ber das Spektrum integriert. Fu¨r die Intensita¨t gilt dann
I ∝
+∞∫
−∞
p(ω)I(JV(ω))dω. (4.39)
Fu¨r alle in dem Jones-Vektor auftretenden, frequenzabha¨ngigen Phasendifferenzen
muss das Integral
+∞∫
−∞
p(ω) cos(∆φ(ω))dω (4.40)
berechnet werden. Auch ohne Dispersion ha¨ngt die Phasendifferenz u¨ber
∆φ(ω) = ω∆τ = ω
n∆l
c0
(4.41)
von der Frequenz ab. Darin ist ∆l die Wegdifferenz und n der Brechungsindex.
Die numerische Berechnung dieses Integrals erfordert die Kenntnis von p(ω) an
genu¨gend Stu¨tzstellen. Um eine Abscha¨tzung zu erhalten, wird angenommen, dass
ein Frequenzintervall von 8∆ω um ω ausreicht, um alle Frequenzen mit Beitrag zum
Spektrum zu erfassen. Um bei numerische Integration die Nyquist-Bedingung zu
erfu¨llen, d.h. in diesem Fall mehr als zwei Stu¨tzstellen in einer Periode des Cosinus
fu¨r ein bestimmtes τ zu haben, muss fu¨r die Anzahl der Stu¨tzstellen
Nω >
8
π
∆ωτ (4.42)
gewa¨hrleistet sein. In Wellenla¨ngen und Wegdifferenzen ausgedru¨ckt ist diese Be-
dingung a¨quivalent zu
Nω > 16
∆λ
λ
n∆l
λ
. (4.43)
Wenn zu wenig Stu¨tzstellen im Frequenzbereich verwendet werden, ko¨nnen Arte-
fakte in der Intensita¨tsberechnung auftreten, und zwar hauptsa¨chlich fu¨r große Lauf-
zeitunterschiede, bei denen keine Interferenz mehr stattfinden sollte.
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Zur Veranschaulichung wird die Anzahl der beno¨tigten Stu¨tzstellen fu¨r realistische
Gro¨ßen berechnet. Eine typische Lichtquelle arbeitet bei λ = 1.55µm, das entspricht
einer Kreisfrequenz ω = 1.215 × 1015 s−1. Die spektrale Breite soll ∆λ = 20 nm
bzw. ∆ω = 1.57×1013 s−1 betragen. Typische Wegla¨ngen-Differenzen im faseropti-
schen Rotationssensor zwischen Hauptsignal und Sto¨rungen wie Reflexionen liegen
in der Gro¨ßenordnung ∆l = 500m bei einem Brechungsindex von n = 1.45. Fu¨r
dieses Beispiel sollte nach Glg. (4.42) Nω  108 gelten, um keine numerischen Feh-
ler zu erhalten. Es muss nicht nur die Integration u¨ber 100 Millionen Frequenzen
ausgefu¨hrt werden, auch die Jones-Vektoren mu¨ssen fu¨r jede Frequenz berechnet
werden. Die Rechenzeit kann dann fu¨r aufwa¨ndige Systeme mit aktuellen PCs meh-
rere Tage in Anspruch nehmen.
Die Integration u¨ber das Spektrum wird im Anschluss an die Propagationsberech-
nung ausgefu¨hrt. Weil die Phasendifferenzen nur modulo 2π und nicht vollsta¨ndig
bekannt sind, ko¨nnen die Einhu¨llende und der oszillierende Anteil nicht separiert
werden, wie oben beschrieben.
4.2.3 Koha¨renz-Matrizen
Die Koha¨renz-Matrizen (Coherence Matrices, teilweise auch Polarization Matrices
genannt)[44, 102, 115] sind ein gut geeignetes Instrument, um den Polarisationszu-
stand zu charakterisieren, und somit um polarisiertes und unpolarisiertes Licht zu
modellieren. Das Licht wird durch eine Matrix
J =
[
< ExE
∗
x > < ExE
∗
y >
< EyE
∗
x > < EyE
∗
y >
]
(4.44)
repra¨sentiert. Fu¨r die Korrelation zwischen den beiden Polarisationsrichtungen muss
die quasi-monochromatische Na¨herung Anwendung finden ko¨nnen, in der die auf-
tretenden Laufzeit- bzw. Phasendifferenzen nur klein gegen die Koha¨renzzeit sein
du¨rfen.
Die Spur der Matrix gibt die Intensita¨t an,
trJ = Jxx + Jyy =< ExE
∗
x > + < EyE
∗
y >, (4.45)
und die Elemente außerhalb der Diagonalen Jxy = J∗yx die Korrelation zwischen den
beiden Polarisationsrichtungen, was deren gegenseitiger Koha¨renz entspricht. Die
Matrix ist hermitesch. Fu¨r unpolarisiertes Licht gilt Jxy = J∗yx = 0 und Jxx = Jyy.
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Fu¨r vollsta¨ndig polarisiertes Licht ist die Korrelation perfekt. Es gilt dann |Jxy| =√
JxxJyy und somit mit der Hermitezita¨t
detJ = JxxJyy − JxyJyx = 0. (4.46)
Die Transmission durch optische Elemente wird mit den Jones-Matrizen beschrie-
ben[116], siehe auch oben. Die Koha¨renz-Matrix nach Passieren eines Elements mit
der Jones-Matrix T lautet
J′ = T†JT, (4.47)
wobei † die Hermitesch Adjungierte bezeichnet. Fu¨r N kaskadierte Elemente gilt
J′ = (T1T2 . . .TN)
† J (T1T2 . . .TN) = T
†
1T
†
2 . . .T
†
NJT1T2 . . .TN . (4.48)
Aus diesen Gleichungen folgt ein fu¨r die Modellierung ungu¨nstiger Zusammenhang:
Fu¨r die Determinante der resultierenden Matrix gilt mit dem Determinantensatz
detJ′ = detT† detJ detT = detJ (detT)2 . (4.49)
Da fu¨r die Koha¨renz-Matrix von vollsta¨ndig polarisiertem Licht nach Glg. (4.46)
detJ = 0 gilt, muss dies auch fu¨r alle daraus resultierenden Matrizen J′ gelten.
Damit gibt es innerhalb dieses Formalismus kein Element, was durch Transmission
zu Depolarisierung fu¨hren kann. Somit kann z.B. ein Lyot-Depolarisator ohne eine
weitere Beru¨cksichtigung der Koha¨renz durch Integration u¨ber das Spektrum nicht
modelliert werden.
Die Koha¨renz-Matrizen sind als Erweiterung des Jones-Formalismus anzusehen, wie
auch aus der Verwendung der Jones-Matrizen in Glg. (4.47) deutlich wird. Zusa¨tzlich
zum Jones-Formalismus kann auch unpolarisiertes Licht beru¨cksichtigt werden, was
den Einsatzbereich erweitert. Um partiell koha¨rentes Licht mit einzubeziehen, muss
allerdings ebenso wie beim Jones-Formalismus u¨ber das Spektrum integriert werden,
was zu denselben Problemen wie oben beschrieben fu¨hrt.
4.2.4 Stokes-Parameter und Mu¨ller-Matrizen
Die Stokes-Parameter[102, 112–114, 117] eignen sich ebenso wie die Koha¨renz-
Matrizen zur Beschreibung des Polarisationszustands. Die vier Parameter s0, s1, s2,
s3 werden zu einem Vektor zusammengefasst
S = (s0, s1, s2, s3), (4.50)
4.2 Existierende Modellierungsverfahren 83
allerdings du¨rfen zwei Stokes-Vektoren nicht addiert werden. Der Parameter s0 be-
schreibt die Gesamtintensita¨t, s1 die Differenz der Intensita¨ten in den beiden Po-
larisationsrichtungen, s2 ist ein Maß fu¨r lineare Polarisation unter 45 ◦ und s3 fu¨r
zirkulare Polarisation. Die Stokes-Parameter ha¨ngen direkt mit den Eintra¨gen der
Koha¨renz-Matrizen u¨ber
s0 = Jxx + Jyy, s1 = Jxx − Jyy, s2 = Jxy + Jyx, s3 = j(Jyx − Jxy) (4.51)
zusammen. Es ko¨nnen die Pauli-Spin-Matrizen
σ1 =
[
1 0
0 −1
]
, σ2 =
[
0 1
1 0
]
, σ2 =
[
0 j
−j 0
]
(4.52)
und die Einheitsmatrix
σ0 =
[
1 0
0 1
]
(4.53)
fu¨r die Berechnung der Stokes-Parameter aus den Koha¨renz-Matrizen verwendet
werden,
si = tr (Jσi) , i = 0, 1, 2, 3 (4.54)
und andersherum
J =
1
2
3∑
i=0
siσi, (4.55)
was die Zusammenha¨nge weiter verdeutlicht.
Zur Berechnung der ¨Ubertragungsfunktion werden 4 × 4-Matrizen, die Mueller-
Matrizen, verwendet,
s′i =
3∑
j=0
Mijsj (4.56)
mit den Eintra¨gen der Mueller-Matrix
Mij =
1
2
tr
(
TσiT
†σj
)
. (4.57)
T ist wieder die Jones-Matrix von oben. Es sind aber auch allgemeinere Mueller-
Matrizen mo¨glich, die nicht durch Jones-Matrizen dargestellt werden ko¨nnen.
Der Formalismus der Stokes-Parameter mit den Mueller-Matrizen umfasst auch de-
polarisierende Elemente. Allerdings werden nur Intensita¨ten betrachtet, und es kann
somit keine phasenrichtige Addition von Feldern stattfinden, wodurch eine Model-
lierung des FOGs nicht mo¨glich ist.
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Die Stokes-Parameter werden aufgrund ihrer Anschaulichkeit hier aber zur Beschrei-
bung der Polarisationseigenschaften verwendet, siehe Unterabschnitt 4.3.7.
4.3 KoPol-Verfahren
Keines der herko¨mmlichen, oben vorgestellten Verfahren befa¨higt befriedigend zur
Modellierung faseroptischer Rotationssensoren und allgemein interferometrischer
Systeme bei gleichzeitiger Beru¨cksichtigung der Koha¨renz- und Polarisationseigen-
schaften. Die Methode, die Koha¨renz-Matrizen u¨ber das Spektrum zu integrieren,
kommt dem gewu¨nschten Ziel sehr nahe, zeigt aber das Problem der numerischen
Instabilita¨ten und des hohen Rechenaufwands.
Daher wurde ein Verfahren entwickelt, das die verminderte Koha¨renz (Ko) des Lichts
als Basis verwendet. Zusa¨tzlich wird der Polarisationszustand (Pol) mit in die Be-
rechnung aufgenommen, was zur Abku¨rzung KoPol-Verfahren fu¨hrt. Das Verfahren
liefert Einsicht in die physikalischen Abla¨ufe, da viel Information u¨ber den Weg des
Lichts durch das zu modellierende System gesammelt wird. Die Auswertung ist nur
numerisch sinnvoll, allerdings werden numerische Fehler minimiert bzw. vermieden.
Der zu simulierende Sensor wird in Komponenten zerlegt, deren optische Ei-
genschaften mit wenigen Parametern beschrieben werden ko¨nnen. Beispielsweise
beno¨tigt man fu¨r eine Strecke Monomode-Faser nur den Brechungsindex und die
La¨nge. Umgebungsparameter wie die Temperatur beeinflussen dann nur noch diese
beiden Parameter.
Die Lichtwellen legen verschiedene Wege durch das System zuru¨ck. Das Licht wird
aufgespalten und vereinigt oder teilweise reflektiert und dann wieder mit dem Licht
auf dem Hauptausbreitungspfad kombiniert. Beobachtet wird die Intensita¨t aber nur
an einem oder mehreren Detektoren, d.h alle relevanten Wege vereinigen sich wieder
auf einem oder wenigen Wegen. Dort wird dann die Interferenz betrachtet.
In dem hier vorgestellten Verfahren wird das Licht durch mehrere Feld-Anteile dar-
gestellt, im Gegensatz zu anderen Verfahren, bei denen meist das Licht durch einen
Vektor o.a¨. beschrieben wird. Ein Welle besteht aus vielen Teilwellen, die jeweils fu¨r
sich koha¨rent sind. Die ¨Uberlagerung, und damit die Beru¨cksichtigung der Koha¨renz,
geschieht erst an dem Ort, an dem die Intensita¨t berechnet wird.
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4.3.1 Interferenz mehrerer Wellen
Entsprechend zu Glg. (4.14) wird bei der Interferenz mehrerer Wellen die Gesamtin-
tensita¨t zu
I =I1 + I2 + . . . + IN
+ 2
√
I1I2Re {γ(τ12)}+ . . . + 2
√
I1INRe {γ(τ1N)}
+ 2
√
I2INRe {γ(τ2N)}+ . . . + 2
√
IN−1INRe {γ(τN−1N)} .
(4.58)
Die Teilwellen ko¨nnen unterschiedliche Wege zuru¨ckgelegt haben und an verschie-
denen Stellen vereinigt worden sein. Glg. (4.58) ergibt sich nur aus der Addition der
elektrischen Felder am betrachteten Ort. Fu¨r die Berechnung der Intensita¨t werden
die Amplituden der Felder und alle paarweisen Laufzeit-Differenzen beno¨tigt.
4.3.2 Darstellung der Feld-Anteile
Eine Teilwelle wird beschrieben durch eine Amplitude und eine Laufzeit
f =
[
A
τ
]
. (4.59)
Die zur Berechnung der Intensita¨t beno¨tigten Informationen sind darin vorhanden.
Die Intensita¨t einer einzelnen Welle berechnet sich aus der Amplitude nach
If = A
2. (4.60)
Die Schreibweise vereinfacht die Gleichungen. Um das elektrische Feld zu erhalten,
mu¨ssen die Konstanten gema¨ß Glg. (4.3) verwendet werden. Die Laufzeit der Felder
bezieht sich immer auf denselben Ort. Sinnvollerweise sollte das der Ort sein, ab dem
die Modellierung beginnt, somit z.B. die Lichtquelle. Betrachtet werden aber nur die
Laufzeitunterschiede. Wie in Unterabschnitt 4.1.3 beschrieben wurde, beno¨tigt man
fu¨r die Berechnung des Realteils des Grades der Koha¨renz und damit der Intensita¨t
bei Vorhandensein von Dispersion zwei verschiedene Laufzeiten τg und τφ. Um die
Gleichungen u¨bersichtlicher zu gestalten, wird darauf verzichtet, immer beide Lauf-
zeiten anzuschreiben. Die Laufzeit τ ist somit eine verku¨rzte Schreibweise fu¨r die
beiden beno¨tigten Laufzeiten, τ = (τg, τφ). Es wird mehr Information als in einer
Komponente eines Jones-Vektors behalten, da der resultierende Laufzeitunterschied
absolut bekannt ist, und nicht nur die entsprechende, allerdings auf eine Periode re-
duzierte Phase.
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Wa¨hrend der Propagation erfa¨hrt eine Welle eine Laufzeit- ¨Anderung, was im Fol-
genden als Addition einer Laufzeit-Differenz ∆τ bezeichnet wird,
f ′ =
[
A′
τ ′
]
= f + ∆τ =
[
A
τ + ∆τ
]
. (4.61)
Die Gro¨ße ∆τ ergibt sich aus dem Brechungsindex und dem zuru¨ckgelegten, geo-
metrischen Weg. Eine ¨Anderung der Amplitude, z.B. durch Da¨mpfung, wird durch
die Multiplikation mit einem Faktor a gekennzeichnet,
f ′ =
[
A′
τ ′
]
= af =
[
aA
τ
]
. (4.62)
4.3.3 Darstellung und Intensita¨t des Feldes
Es werden alle Informationen u¨ber die Feld-Anteile bis zur Intensita¨tsberechnung
beibehalten. An einer Stelle, an der zwei Feld-Anteile kombiniert werden, entsteht
somit ein Feld
F = f1 + f2 = 〈f1, f2〉 ≡
〈[
A1
τ1
]
,
[
A2
τ2
]〉
. (4.63)
Im Allgemeinen besteht ein Feld aus mehreren Anteilen fi, i = 0, . . . , N
F = 〈f1, f2, . . . , fN〉 . (4.64)
Werden zwei Felder addiert, werden in dem neuen Feld alle Feldanteile kombiniert,
Fa + Fb = 〈fa1, fa2, . . . , faN〉+ 〈fb1, fb2, . . . , fbN〉
= 〈fa1, fb1, fa2, fb2, . . . , faN , fbN〉 .
(4.65)
Es wird somit auch hier mehr Information als im Jones-Formalismus behalten, weil
die Feldanteile nicht gleich zu einem resultieren Feld verarbeitet werden. Um den
Rechenaufwand zu reduzieren, werden Anteile mit gleicher Laufzeit zusammenge-
fasst, [
A1
τ
]
+
[
A2
τ
]
=
[
A1 + A2
τ
]
. (4.66)
¨Aquivalent zu Glg. (4.58) kann die Intensita¨t u¨ber die Summe
IF =
N∑
i,j=1
AiAjRe {γ(τi − τj)} (4.67)
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berechnet werden. Dabei wurde γ(0) = 1 und die Symmetrie von γ(τ) verwendet.
Die endgu¨ltige Berechnung geschieht demnach erst an dem Ort im Modell, an dem
die resultierende Intensita¨t interessiert, d.h. im allgemeinen am Detektor.
4.3.4 Polarisationsmoden
Die bisherigen Betrachtungen haben sich auf nur eine Polarisationsrichtung be-
schra¨nkt. Als Basis zur Beschreibung der Polarisation werden senkrecht aufeinander
stehende lineare Polarisationsmoden verwendet. Da die beiden linearen Moden or-
thogonal sind und somit unabha¨ngig in der Faser propagieren, kann die Schreibweise
F =
(
Fx
Fy
)
=
(
〈fx1, fx2, . . . , fxNx〉〈
fy1, fy2, . . . , fyNy
〉
)
(4.68)
verwendet werden. Die Intensita¨t ist aufgrund der Orthogonalita¨t die Summe der
beiden einzelnen Intensita¨ten,
I = I(Fx) + I(Fy) ≡ Ix + Iy. (4.69)
4.3.5 Wirkung optischer Komponenten
In diesem Modell kann die Wirkung einer optischen Komponente durch acht bzw.
zwo¨lf Parameter beschrieben werden. Vier werden beno¨tigt fu¨r eventuell auftreten-
de Amplituden- ¨Anderungen und vier fu¨r Laufzeit- ¨Anderungen. Es wird immer die
absolute Laufzeit- ¨Anderung betrachtet, und nicht, wie beim Jones-Formalismus, nur
ein Teil, der eine Phase modulo 2π entspricht. Bei dispersiven Vorga¨ngen werden
weitere vier Laufzeit- ¨Anderungen beno¨tigt.
Die Vera¨nderung der Amplituden der beiden Felder in den zwei Polarisationsrich-
tungen, hervorgerufen durch Da¨mpfung etc., wird durch die Parameter ax und ay
beschrieben. Zusa¨tzlich kann ein ¨Ubersprechen des Feldes der einen Polarisations-
richtung in die andere stattfinden. Dieser Vorgang wird als Kreuzkopplung bezeich-
net. Der Anteil, welcher durch Kreuzkopplung aus der x-Richtung in die y-Richtung
u¨berfu¨hrt wird, wird mit axy bezeichnet, der von y nach x mit ayx.
In doppelbrechenden Medien ko¨nnen die Laufzeitdifferenzen fu¨r die beiden Pola-
risationsrichtungen verschieden sein, was durch die beiden Laufzeiten τx und τy
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beru¨cksichtigt wird. Theoretisch ist es mo¨glich, dass kreuzgekoppelte Anteile ei-
ne unterschiedliche Laufzeit- oder Phasendifferenz erfahren. Diesem Umstand wird
durch die dementsprechenden Gro¨ßen τyx und τxy Rechnung getragen.
Demnach kann die Wirkung einer Komponente, die durch den Operator C beschrie-
ben wird, durch
F ′ = C(F ) =
(
(axFx + τx) + (ayxFy + τyx)
(ayFy + τy) + (axyFx + τxy)
)
(4.70)
dargestellt werden, wobei F ′ das Ausgangs- und F das Eingangsfeld ist.
Die beschriebenen Einzel-Operationen sind nicht vollsta¨ndig kommutativ. Die Rei-
henfolge der Berechnung wird durch Klammerung festgelegt. Es ko¨nnen nur diskrete
und keine kontinuierlichen Vera¨nderungen der optischen Eigenschaften beru¨cksich-
tigt werden.
4.3.5.1 Mehrere Komponenten
Die Berechnung des Einflusses mehrerer Komponenten Ci, i = 1, . . . , N hinterein-
ander geschieht durch sukzessive Berechnung der Wirkung einer einzelnen Kompo-
nente,
F ′ = CN (. . . (C2 (C1(F ))) . . .) . (4.71)
Es muss das Feld hinter jeder Komponente berechnet werden, und es kann keine
¨Ubertragungsfunktion unabha¨ngig vom Eingang berechnet werden.
4.3.5.2 Drehung von Komponenten
Die oben dargestellten Parameter der Wirkung sollen zutreffen, wenn die Hauptach-
sen der Komponenten zu den verwendeten Polarisationsrichtungen ausgerichtet sind.
Dies ist nur ein Spezialfall, denn im Allgemeinen werden die optischen Komponen-
ten gegenu¨ber diesem ausgezeichneten Koordinatensystem gedreht sein.
Um dies zu beru¨cksichtigen, wird das Feld in das Hauptachsensystem der betrach-
teten Komponente transformiert. Dann wird die Wirkung dieser berechnet und an-
schließend wird das Feld wieder zuru¨ckgedreht. Der Operator Rθ fu¨r eine Drehung
um den Winkel θ hat die Parameter ax = ay = cos(θ) und ayx = −axy = sin(θ),
und alle Laufzeita¨nderungen sind null. Demnach wird die Wirkung einer gedrehten
Komponente durch
F ′ = Rθ (C (R−θ (F ))) (4.72)
berechnet.
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4.3.6 Rechenaufwand
Bereits an dieser Stelle kann eine Betrachtung des Rechenaufwands angestellt wer-
den. Aus Glg. (4.70) geht hervor, dass sich an einer Komponente, die Kreuzkopplung
bewirkt, die Anzahl der Feldanteile je Polarisationsrichtung verdoppelt. Dieser Vor-
gang findet auch bei gedrehten doppelbrechenden Elementen statt. Nach NKK derar-
tigen Komponenten hat sich die Anzahl der Feldanteile um den Faktor 2NKK erho¨ht.
Am meisten Rechenzeit beno¨tigt die Berechnung der Intensita¨t, da jeder Feldanteil
mit jedem anderen Feldanteil kombiniert werden muss, siehe die Doppelsumme in
Glg. (4.67). Somit sind 22NKK Interferenz-Berechnungen notwendig. Deren Anzahl
wa¨chst demnach exponentiell mit der Anzahl der Komponenten, die die Polarisati-
on von einer in die andere Polarisationsrichtung u¨berkoppeln. Dies beschra¨nkt die
Anzahl derartiger optischer Elemente im Modell.
4.3.7 Polarisationseigenschaften
Das KoPol-Verfahren bietet die Mo¨glichkeit, unpolarisiertes Licht zu beschreiben,
im Gegensatz zum Jones-Formalismus, der nur vollsta¨ndig polarisiertes Licht behan-
delt. Zur Beschreibung der Polarisationseigenschaften werden die Stokes-Parameter
und der Grad der Polarisation verwendet.
4.3.7.1 Stokes-Parameter
Aus der Darstellung der Felder lassen sich die Stokes-Parameter ableiten, welche
bei der Beschreibung und Interpretation des Polarisationszustands von Feldern[135]
nu¨tzlich sind. Da die Stokes-Parameter aber keine Phasen-Information beinhal-
ten, enthalten sie im Allgemeinen weniger Information als die Felder des KoPol-
Formalismus. Folglich ko¨nnen die Felder aus den Stokes-Parametern nicht eindeutig
wieder zuru¨ckerhalten werden.
Aus einem Feld wie in Glg. (4.68)
F =
(
Fx
Fy
)
=
(
〈fx1, fx2, . . . , fxNx〉〈
fy1, fy2, . . . , fyNy
〉
)
(4.73)
kann die Intensita¨t durch
I = Ix + Ix (4.74)
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mit (Glg. (4.67))
Ix =
Nx∑
i,j=1
Ax,iAx,jRe {γ(τx,i − τx,j)} (4.75a)
Iy =
Ny∑
i,j=1
Ay,iAy,jRe {γ(τy,i − τy,j)} (4.75b)
berechnet werden.
Im Folgenden werden fu¨r dieses Feld die Stokes-Parameter s0, s1, s2, s3 berechnet.
Der Parameter s0 gibt die Gesamtintensita¨t an und ist somit
s0 = I = Ix + Iy. (4.76)
s1 ist der Unterschied in der Intensita¨t in den beiden Polarisationsmoden
s1 = Ix − Iy (4.77)
und beschreibt die Tendenz, mit der das Licht in x-Richtung (s1 > 0) bzw. y-
Richtung (s1 < 0) polarisiert ist.
Der Parameter s2 kann berechnet werden, indem man die Differenz der Intensita¨ten
berechnet, die hinter einem Polarisator beobachtet werden, der um 45◦ und 135◦
relativ zur x-Richtung gedreht ist.
Hinter einem Polarisator, der um 45◦ gedreht ist, wird aus dem Feld Glg. (4.73)
F45◦ =
1
2
(
Fx − Fy
Fy − Fx
)
(4.78)
und bei 135◦
F135◦ =
1
2
(
Fx + Fy
Fy + Fx
)
. (4.79)
Eine Analyse zeigt, dass z.B. die Intensita¨t des Feldes Fx − Fy entsprechend
Glg. (4.67) aus der Interferenz der einzelnen Feldanteile durch
I(Fx − Fy) = Ix + Iy − 2
Nx∑
i=1
Ny∑
j=1
AxiAyjRe {γ(τx,i − τy,j)} (4.80)
berechnet werden kann. Entsprechendes gilt fu¨r die anderen in Glg. (4.78) und
Glg. (4.79) erscheinenden Terme. Somit ergibt sich
s2 =
1
4
(I(Fx − Fy) + I(Fy − Fx)− 2I(Fx + Fy)), (4.81)
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und es verbleibt nur noch
s2 = 2
Nx∑
i=1
Ny∑
j=1
AxiAyjRe {γ(τx,i − τy,j)} . (4.82)
Der Parameter s2 beschreibt die gegenseitige Interferenz-Fa¨higkeit der linearen An-
teile der beiden Polarisationsmoden und damit den linearen Anteil unter 45◦.
Der Parameter s3 wird ebenso wie s2 durch die Differenz der Intensita¨ten hinter
Polarisatoren unter 45◦ und 135◦ berechnet. Allerdings wird hierbei das Feld in der
y-Richtung um 90◦ phasenverschoben. Wie auch aus Glg. (4.26) ersichtlich ist, muss
in Glg. (4.82) der Realteil von γ durch den Imagina¨rteil ersetzt werden, weil zu jeder
Phasendifferenz 90◦ addiert werden. Somit ergibt sich
s3 = 2
Nx∑
i=1
Ny∑
j=1
AxiAyjIm {γ(τx,i − τy,j)} . (4.83)
s3 ist der Anteil an zirkularer Polarisation, und zwar ist s3 positiv fu¨r rechtsdrehendes
Licht.
4.3.7.2 Grad der Polarisation
Die Polarisation von Licht wird durch den Grad der Polarisation[102]
Π =
√
s21 + s
2
2 + s
2
3
s0
(4.84)
charakterisiert. Zwei Spezialfa¨lle davon betreffen unpolarisiertes Licht, fu¨r das s1 =
s2 = s3 = 0 und somit Π = 0 gilt, und vollsta¨ndig polarisiertes Licht mit s0 =√
s21 + s
2
2 + s
2
3 und Π = 1.
Der Grad der Polarisation eines Feldes des KoPol-Verfahrens wie in Glg. (4.73) lau-
tet
Π =
√√√√(Ix − Iy)2 + 4
(
Nx∑
i=1
Ny∑
j=1
AxiAyj |γ(τx,i − τy,j)|
)2
Ix + Iy
. (4.85)
Depolarisation ergibt sich somit, wenn die beiden Polarisationsrichtungen relative
Phasenverschiebungen erhalten und wieder gemischt werden, was z.B. im Lyot-
Depolarisator der Fall ist, siehe Abschnitt 4.7.
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4.3.7.3 Unpolarisiertes Licht
Es ist hilfreich, wenn ein gewisser Grad der Polarisation eingestellt werden kann,
z.B. der einer Lichtquelle am Beginn einer Simulation. Beno¨tigt werden drei Feldan-
teile und zwei Laufzeiten, um jede bzgl. ihrer Stokes-Parameter beliebige Ausgangs-
polarisation zu synthetisieren. Das Feld in y-Richtung entha¨lt nur einen Anteil
fy1 =
[√
I1
τi
]
, (4.86)
mit dem Index i fu¨r initial. Die entsprechende Phase φi = ωτi beschreibt die Art der
Polarisation: linear (φi = 0), zirkular (φi = ±π2 ) oder elliptisch. Die Amplitude
√
I1
wird durch die Normierung bestimmt.
In x-Richtung mu¨ssen zwei Feld-Anteile vorhanden sein, ein Anteil fu¨r den unpola-
risierten Teil (up)
fx1 =
[√
I1
τup
]
(4.87)
und ein Anteil fu¨r den polarisierten Teil (p)
fx2 =
[√
Ip
0
]
, (4.88)
dessen Amplitude den Grad der Polarisation bestimmt. Die Laufzeit τup muss so viel
gro¨ßer als jede wa¨hrend der Simulation auftretende Laufzeit gewa¨hlt werden, dass
die minimale Laufzeitdifferenz immer noch groß gegen die Koha¨renzzeit τcoh ist.
Wie sich zeigen wird, darf die Amplitude von fx1 gleich der von fy1 sein.
Mit den Feldanteilen wie oben ergeben sich die Intensita¨ten
Ix = I1 + Ip +
√
I1IpRe {γ(τup)} (4.89)
und
Iy = I1. (4.90)
Folglich ist das Quadrat des Grads der Polarisation
Π2 =
(
Ip +
√
I1IpRe {γ(τup)}
)2
+ 4
(
I1 |γ(τup)|+
√
I1Ip |γ(τi)|
)2
(
2I1 + Ip +
√
I1IpRe {γ(τup)}
)2 . (4.91)
Da laut Voraussetzung τup  τcoh ist, gilt Re {γ(τup)} ≈ 0. Desweiteren, da zur
Einstellung eines beliebigen Polarisationszustands −π2 < φi ≤ π2 genu¨gt, gilt τi 
4.3 KoPol-Verfahren 93
τcoh und somit |γ(τi)| ≈ 1. Die Gleichung vereinfacht sich somit zu
Π2 =
Ip
2 + 4I1Ip
(2I1 + Ip)
2 . (4.92)
Damit ergibt sich die Lo¨sung in Abha¨ngigkeit des Grads der Polarisation
Ip =
(
2√
1− Π2 − 2
)
I1. (4.93)
Aufgrund der Bedingung, dass die Gesamtintensita¨t gleich der Gro¨ße I0 sein soll,
muss
I1 =
√
1− Π2
2
I0 (4.94)
und
Ip =
(
1−
√
1− Π2
)
I0 (4.95)
gelten. Das Ergebnis ist in Abb. 4.2 dargestellt.
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Abbildung 4.2: Amplituden der verschiedenen Anteile in Abha¨ngigkeit vom Grad der Polarisation
fu¨r eine Gesamtintensita¨t I0 = 1.
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4.4 Integriertes Simulationswerkzeug
Das KoPol-Verfahren wurde in einem umfassenden Simulationswerkzeug imple-
mentiert, welches im Folgenden beschrieben wird. Es wurde ein generisches Simula-
tionstool entwickelt: Jedes ra¨umlich koha¨rente (faser-)optische System kann model-
liert werden. Die einzige Einschra¨nkung ist, dass die Wirkungen auf das Licht diskret
geschehen. Von dem zu simulierenden System wird ein Modell erstellt, welches aus
den einzelnen Komponenten besteht, die verknu¨pft werden. Somit ko¨nnen ein Lyot-
Depolarisator oder ein Scanning Michelson Interferometer ebenso modelliert werden
wie ein faseroptischer Rotationssensor.
4.4.1 Implementierung
Als Programmier-Sprache wurde C++ gewa¨hlt. Im Vergleich zu Umgebungen wie
MatLab sind deutlich schnellere Abla¨ufe gewa¨hrleistet. Das Programm ist objekt-
orientiert und modular aufgebaut. Die Steuerung geschieht durch Skript-Dateien, in
denen alle Angaben zur Modellierung gemacht werden.
4.4.1.1 Simulationsablauf
Als Eingangsgro¨ße wird das Feld direkt durch seine Feldanteile des KoPol-
Verfahrens oder durch seinen Polarisationszustand und seine Intensita¨t angegeben.
Zuna¨chst werden die mo¨glichen Propagationspfade durch das System vom Pro-
gramm identifiziert. Dazu wird das System in Wegstu¨cke aufgeteilt. An Verzwei-
gungspunkten, wie einem Koppler, folgen zwei Wegstu¨cke. Somit entsteht hier ein
zusa¨tzlicher Pfad. Die Wegstu¨cke hinter Vereinigungspunkten sind dieselben fu¨r die
beteiligten, vereinigten Pfade, siehe Abb. 4.3. Im faseroptischen Rotationssensor lau-
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Abbildung 4.3: Illustration der Modellierung. Links sind die Wege im System dargestellt, rechts die
diesen entsprechenden, in der Simulation verwendeten Wege.
fen aufgrund der speziellen Anordnung die Wellen durch dasselbe Teilstu¨ck, z.B.
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die Spule, in entgegengesetzter Richtung. Beru¨cksichtigt wird, dass sich die Eigen-
schaften der beiden Richtungen unterscheiden, wenn nicht-reziproke Effekte, wie
der Sagnac-Effekt, simuliert werden. Auch Schleifen, die z.B. durch Reflexion des
Lichts an beiden Einga¨ngen der Spule hervorgerufen werden ko¨nnen, werden bis zu
einer gewissen Iterationstiefe modelliert. Da es sich aber meist um kleine Sto¨rungen
handelt, kann schon die zweite Ordnung, in dem Beispiel die Reflexion der Reflexi-
on, vernachla¨ssigt werden.
Das zu simulierende System wird in seine diskreten Komponenten zerlegt. Im Skript
werden nur die Art der Komponente, wie Faser, Polarisator, usw., und die relevanten
Gro¨ßen, wie La¨nge, Brechzahl, usw., angegeben. Daraus werden mit einer je nach
Art der Komponente speziellen Funktion die Parameter, die die Wirkung beschrei-
ben, d.h. Da¨mpfung, Polarisationskopplung und Laufzeita¨nderungen berechnet.
Fu¨r jeden mo¨glichen Pfad wird die Wirkung dieser Komponenten auf das Feld suk-
zessive vom Startort der Simulation aus berechnet. Anschließend werden alle Felder
der Pfade, die alle an demselben Ort enden sollen, aufsummiert und die resultieren-
de Intensita¨t berechnet. Die Interferenz jedes Feldanteils mit jedem anderen kann
einzeln angegeben werden. Zusa¨tzlich zu dieser Information wird den Feldanteilen
der Pfad zugeordnet, den er durchlaufen hat. Somit kann festgestellt werden, welche
Anteile eine Rolle spielen, und welche nicht mehr interferenzfa¨hig sind.
4.4.1.2 Modulation
Fu¨r die faseroptischen Rotationssensoren, aber auch fu¨r andere Sensoren, spielt die
Modulation eine wichtige Rolle. Durch die Modulation kann z.B. der Einfluss von
Intensita¨tsa¨nderungen auf das Rotationsraten-Signal vermieden werden.
Die Modellierung geschieht zeitdiskret und, bezu¨glich des Einflusses auf das Licht,
quasistationa¨r.
Fu¨r die Modulation bestimmt der Zeitpunkt, an dem das Licht den Phasenmodu-
lator passiert, mit welcher Phase moduliert wird. Es muss die Laufzeit des Lichts
vom Phasenmodulator bis zum Detektor bestimmt werden, da die Interferenz aller
gleichzeitig dort ankommenden Wellen aus allen Pfaden berechnet werden soll. Oft
befinden sich in einem Weg zumindest zwei Phasenmodulatoren. Zu a¨quidistanten
Zeitpunkten wird die zu der Zeit, als das Licht am Phasenmodulator gewesen ist,
erzeugte Phase berechnet und als entsprechende Laufzeita¨nderung der Komponente
verwendet. Auf das Ausgangssignal wird dann das Auswertungsschema angewendet.
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Mehrere Schemata ko¨nnen parallel getestet werden. Der Einfluss der Modulations-
frequenz, z.B. bei Abweichungen von der Eigenfrequenz, und der Phasenamplitude
der Modulation kann simuliert werden.
Implementiert sind Sinus- und Rechteck-Modulation. Desweiteren ist es mo¨glich,
den Einfluss der AD- und DA-Wandler zu erfassen, indem abha¨ngig von der Bit-
Anzahl die Stufen des Modulations- und Ausgangssignals berechnet werden.
4.4.1.3 Parameter-Abha¨ngigkeiten
Bei einer Simulation interessiert die Abha¨ngigkeit von einem oder mehreren Para-
metern, z.B. von der La¨nge der Spule, der Koha¨renzla¨nge, usw.. Fu¨r jeden Parameter
kann ein Bereich schrittweise durchlaufen werden. Das Ergebnis wird direkt ausge-
wertet.
Ein wichtiger Parameter ist die Temperatur. Die Abha¨ngigkeit der weiteren Gro¨ßen
von der Temperatur ist jeweils durch eine Funktion implementiert, z.B. die lineare
Abha¨ngigkeit der Brechzahl. Beim Durchlaufen der Temperatur werden die jeweils
gu¨ltigen Gro¨ßen wie La¨nge und Brechzahl berechnet. Aus diesen werden die resul-
tierenden Kopplungskoeffizienten und Laufzeit-Differenzen abgeleitet.
4.4.1.4 Sonstige Eigenschaften
Fu¨r das Licht am Ein- und Ausgang ko¨nnen die Stokes-Parameter und somit der Grad
der Polarisation berechnet werden. Zur Veranschaulichung kann die Polarisationsel-
lipse angezeigt werden.
Zu Vergleichszwecken wurde auch eine spektrale Berechnung u¨ber den Jones-
Formalismus implementiert. Es werden praktisch dieselben Parameter beno¨tigt.
Rauschen kann zum Eingangssignal, zur Modulation und zum Ausgangssignal ad-
diert werden, um den Einfluss abzuscha¨tzen. Spezielle Auswertungen mit statisti-
schen Methoden sind mo¨glich.
4.4.2 Koha¨renzeigenschaften der Lichtquellen
Zur Berechnung der resultierenden Intensita¨t bei der Interferenz ist die Kenntnis des
komplexen Grades der Koha¨renz, einfacher der Koha¨renzfunktion, in Abha¨ngigkeit
der Laufzeit-Differenz notwendig.
Im einfachsten Fall der Gauß-Lichtquelle wird die Koha¨renzfunktion direkt berech-
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net. Der einzige Parameter ist die Koha¨renzla¨nge, die sich aus der spektralen Breite
ergibt.
Um die Koha¨renzfunktion fu¨r reale Spektren zu erhalten, muss die Fouriertransfor-
mierte der spektralen Leistungsdichte berechnet werden. Dazu muss das Spektrum
zuna¨chst um das erste Moment der Funktion zentriert und in den symmetrischen und
antisymmetrischen Teil zerlegt werden. Die Berechnung der Werte zwischen den
vorhandenen Stu¨tzstellen geschieht durch Spline-Interpolation[118, 119]. Dadurch
erha¨lt jedes beliebige Spektrum ein a¨quidistantes Frequenz-Raster, auch wenn es
zuna¨chst z.B. im Wellenla¨ngen-Bereich vorliegt.
Mit dem geraden und ungeraden Teil der nun a¨quidistanten spektralen Leistungs-
dichte wird eine Fast Fourier Transform (FFT)[120] durchgefu¨hrt, wodurch die
beno¨tigten Funktionen γcs(τ) und γca(τ) an den entsprechenden Stu¨tzstellen erhalten
werden. Dazwischen liegende Werte werden wieder durch Interpolation berechnet,
wobei zuna¨chst die Auflo¨sung im Zeitbereich durch Erweiterung des Spektrums mit
Nullen erreicht werden kann. Die spektrale Auflo¨sung definiert die gro¨ßte Stu¨tzstelle
im Zeitbereich und sollte daher so groß sein, dass die Koha¨renzfunktion auf nahezu
null abfa¨llt. Fu¨r gro¨ßere Laufzeit-Differenzen wird angenommen, dass die Koha¨renz
null ist. Je gro¨ßer die Auflo¨sung und der Wellenla¨ngen-Bereich der spektralen Daten
der Lichtquelle, umso genauer kann die Koha¨renzfunktion berechnet werden. Wenn
es nicht auf die Details der Koha¨renzfunktion ankommt, kann fu¨r schnellere Rech-
nungen das Spektrum durch einen Gauß-Puls angena¨hert werden.
4.4.2.1 Superlumineszenz-Diode
Wie das breite, nahezu gaußfo¨rmige Spektrum der SLD, Abb. 3.13, vermuten la¨sst,
ist der Betrag des komplexen Grades der Koha¨renz hauptsa¨chlich eine schma-
le Gauß-Funktion, siehe die Vergro¨ßerung in Abb. 4.4. Die spektrale Breite von
∆λ = 17.5 nm entspricht bei einem Gauß-Puls einer Koha¨renzzeit von 3.6× 10−14 s
und einer Koha¨renzla¨nge von 11µm. Die Koha¨renzfunktion weist aber noch Neben-
maxima auf, von denen das mit dem gro¨ßten Beitrag in der Vergro¨ßerung deutlicher
zu erkennen ist. Es liegt bei τNM = 1.33 × 10−11 s. Das entspricht im Frequenz-
Bereich einer Schwingung mit der Periode δωNM = 2π/τNM = 4.7 × 1011 s−1 und
somit im Wellenla¨ngen-Bereich δλNM = δωNMλ/ω = 0.6 nm. Ripples mit dieser Pe-
riode wurden auch im Spektrum beobachtet. Diese Laufzeit-Differenz ist a¨quivalent
zu einem optischen Weg von 4mm, was im FOG zu unerwu¨nschten Interferenzen
fu¨hren kann. Die weiteren Nebenmaxima sind im Spektrum nicht auffa¨llig, nur die
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feinere Struktur des Spektrums mit 0.01 nm ergibt ein relativ starkes Nebenmaxi-
mum bei 8×10−10 s. Insgesamt erho¨hen die Nebenmaxima und die Abweichung des
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Abbildung 4.4: Betrag des komplexen Grades der Koha¨renz. Der Bereich des Maximums ist ver-
gro¨ßert dargestellt.
Verlaufs des Spektrums von einer Gauß-Funktion die Koha¨renzla¨nge auf den inte-
gralen Wert von 38µm. Dieser hat aber nur eine untergeordnete Bedeutung, da fu¨r
die Simulationen die direkt berechnete Koha¨renzfunktion verwendet wurde.
In die Koha¨renzla¨nge passen etwa 25 Perioden des Lichts. Wenn der Realteil des
komplexen Grads der Koha¨renz nicht zerlegt werden ko¨nnte, mu¨sste diese schnell
oszillierende Funktion numerisch nachvollzogen werden. Durch die Zerlegung ist
die Berechnung der Einhu¨llenden ausreichend, welche dann mit dem Cosinus- bzw.
Sinus der entsprechenden Phase multipliziert wird.
4.4.2.2 Multimode-Laserdiode
Die Linienbreite der Fabry-Perot-Laserdiode lag mit 25−250MHz bzw. weniger als
0.4 pm unterhalb der minimalen Auflo¨sung des Spektrum-Analysators von 10 pm
und konnte somit nicht ausgemessen werden. Das Spektrum, welches sich ergab,
konnte aber synthetisiert werden, indem die Position der Peaks im Spektrum und de-
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ren relative Gro¨ße vermessen wurde. Dann wurde an diesen Stellen ein Gauß-Peak
mit der spezifizierten Linienbreite angenommen. Auf diese Art und Weise wurde
die in Abb. 4.5 dargestellte Koha¨renzfunktion berechnet. Die Einhu¨llende, die mit
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Abbildung 4.5: Prinzipielle Koha¨renzfunktion der Fabry-Perot-Laserdiode mit vergro¨ßertem Aus-
schnitt des Maximums. Die gestrichelte Linie, die der Einhu¨llenden entspricht, ist die Koha¨renzfunk-
tion einer Lichtquelle mit nur einer Linie und derselben Linienbreite.
in dem Graphen dargestellt ist, ergibt sich allein aus der Linienbreite. Die Funktion
wurde aus einem einzelnen Gauß-Peak berechnet. Mit der realen Linienbreite wa¨re
in dem dargestellten Bereich die Abnahme der Einhu¨llenden zu klein, um es zu er-
kennen. Daher wurde zur Veranschaulichung eine gro¨ßere Linienbreite gewa¨hlt. Die
Linienstruktur, d.h. die Lage und Leistung der einzelnen Peaks, definiert den Verlauf
allein innerhalb der Einhu¨llenden.
Die Koha¨renzla¨nge ist praktisch mit der einer einzelnen Linie identisch, auch die
Wirkungen der Lichtquelle im Sensor entsprechen praktisch der einer Monomode-
Laserdiode, da auch die Abnahme der Koha¨renz-Funktion zwischen den Peaks nur
etwa 60% betrug[121].
Die vom Hersteller spezifizierte Linienbreite von 25 − 250MHz entspricht einer
Koha¨renzla¨nge von 0.6−6m. Der spektrale Abstand der einzelnen Linien von 1.2 nm
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definiert den Abstand der Linien in der Koha¨renzfunktion von 7×10−12 s. Die Breite
der Linien ist durch die integrale spektrale Breite gegeben.
In den Simulationen wurde meistens eine Gauß-Funktion mit der spezifizierten Lini-
enbreite als Spektrum angenommen, und die feinere Struktur der Koha¨renzfunktion
wird außer acht gelassen. Andernfalls, da der Abstand der Linien relativ zur realen
Linienbreite sehr groß ist, sind sehr viele Frequenz-Stu¨tzstellen zur Berechnung der
Koha¨renzfunktion notwendig. Um dies zu beschleunigen, ist die Koha¨renzfunktion
direkt als interpolierbare Tabelle fu¨r das Programm verfu¨gbar.
4.4.2.3 Monomode-Laserdiode
Wie Abb. 3.17 zeigt, bestand das Spektrum hauptsa¨chlich aus der zentralen Li-
nie, alle anderen waren mit mehr als 50 dB unterdru¨ckt. Die Linienbreite betrug
laut Hersteller-Spezifikation maximal 2.5MHz, was nicht vom Spektrum-Analysator
aufgelo¨st werden konnte. Dementsprechend betrug die Koha¨renzla¨nge 60m. Das
Spektrum wurde durch einen Gauß-Puls mit dieser Breite und Koha¨renzla¨nge si-
muliert.
4.4.2.4 Erbium-dotierte Faser-Lichtquelle EDFS
Es werden die Koha¨renz-Eigenschaften der in Unterabschnitt 3.3.4 beschriebenen
Konfiguration betrachtet. Im Vergleich zur SLD ist die gro¨ßere Koha¨renz an dem
breiteren Peak zu erkennen, siehe Abb. 4.6. Im Gegensatz zur Koha¨renzfunktion
der SLD wies die der EDFS keine gro¨ßeren Nebenmaxima auf, da die Lichtquelle
deutlich weniger Ripples zeigte. Die Koha¨renzla¨nge betrug bei dieser Konfiguration
110µm.
4.5 Modell des faseroptischen Rotationssensors
In diesem Abschnitt wird das den Simulationen zugrunde liegende Modell schritt-
weise aufgebaut. Zuna¨chst wird ein idealer Sensor ohne Sto¨rungen besprochen und
anschließend wird erla¨utert, was in einer realita¨tsnahen Repra¨sentation beru¨cksich-
tigt werden muss. Wie auch im experimentellen Aufbau wird hier ein Open-Loop-
Sensor mit Sinus-Modulation behandelt. Weiterhin wird die Verwendung eines IOC
und einer polarisationserhaltenden Spule vorausgesetzt.
4.5 Modell des faseroptischen Rotationssensors 101
-2.0x10-10 -1.0x10-10 0.0 1.0x10-10 2.0x10-10
10-6
10-5
10-4
10-3
10-2
10-1
1
G
ra
d 
de
r 
Ko
hä
re
n
z
Laufzeit-Differenz (s)
0-2.0 x 10-11 2.0 x 10-11
Abbildung 4.6: Koha¨renzfunktion der EDFS.
4.5.1 Ideales FOG
Das ideale FOG kann durch wenige Komponenten beschrieben werden. Das Licht
nimmt nur zwei Wege durch den Sensor, und zwar auf den beiden Umlaufrichtungen
durch die Spule. Das entspricht dem oberen und unteren Weg in Abb. 4.7, die sich
hinter dem IOC wieder verbinden. Der ¨Ubersichtlichkeit und der Erweiterbarkeit
wegen werden die Komponenten teilweise in Subkomponenten weiter zerlegt. Das
F1
Kt
L
Kk
F2
0
W1 P1
Y+
Y-
W2+
W2-
SP1 S+ SP2 W2- Y-
P1 W1 F2
Kk- F3 D
Kt 0
SP2 S- SP1 W2+ Y+PM-
PM+
PM+
PM-
IOC Spule
P2
P2
P2
P2
Abbildung 4.7: Blockdiagramm des idealen faseroptischen Rotationssensors. Erla¨uterung der Sym-
bole im Text.
Licht kommt aus der Lichtquelle L. Es soll zuna¨chst unpolarisiert sein. Die Faser-
Verbindungen F1-F3 zwischen den Komponenten mu¨ssen beru¨cksichtigt werden, da
deren La¨ngen die Phase der zweiten Harmonischen im Ausgangssignal relativ zum
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Modulationssignal bestimmen. Im Idealfall zeigen sie keine Da¨mpfung. Im Koppler
K gibt es zwei mo¨gliche Wege: Die Transmission Kt und die Kopplung in den zwei-
ten Ausgang Kk. Das Teilungsverha¨ltnis soll 50% betragen. Willku¨rlich wurde der
Ausgang Kk als der terminierte Weg (0) angenommen.
Es schließt sich der IOC an, der in einzelne Abschnitte unterteilt wurde. Die Kom-
ponenten W bezeichnen die Wellenleiter im Substrat, die neben der La¨nge durch
zwei unterschiedliche Brechzahlen beschrieben werden. Das Material ist polarisie-
rend, da die Polarisationsrichtung mit der geringen Ausbreitungsgeschwindigkeit,
und somit der gro¨ßeren Brechzahl, nicht vom Wellenleiter gefu¨hrt und somit stark
geda¨mpft wird. Im KoPol-Verfahren ko¨nnen aber nur diskrete Elemente beru¨cksich-
tigt werden. Daher besitzt der Polarisator P1 die Polarisationsextinktion des IOC
bis zum Y-Verzweigungspunkt. An diesem teilen sich die beiden Wege mit dem Tei-
lungsverha¨ltnis von idealerweise 50%, welches in Y+ und Y- beru¨cksichtigt wird.
Durch den Phasenmodulator PM+ bzw. PM- erhalten die beiden Lichtwellen entge-
gengesetzt gleich große Phasendifferenzen, welche aber zeitabha¨ngig sind. Der Mo-
dulationsindex erha¨lt den idealen Wert, der die 1. Harmonische im Ausgangssignal
maximiert, siehe Unterabschnitt 2.3.5.2.
Es folgt der Polarisator, der fu¨r beide Umlaufrichtungen als gleich angenommen
wird. Im Idealfall ist die Polarisationsextinktion von P1 und P2 gleich 0. Im rea-
len Sensor ist dies nicht der Fall, was zu Sto¨rungen fu¨hren kann, die unterschied-
lich vor und hinter dem Verzweigungspunkt sein ko¨nnen, weshalb eine Unterteilung
notwendig ist. Durch den Schra¨gschliff des IOC unterscheiden sich die folgenden
Wellenleiter-La¨ngen W1 und W2.
Die Spule wird in zwei gleichlange Teilstu¨cke SP1 und SP2 unterteilt. In der Mit-
te wird durch S+/- der nichtreziproke Einfluss des Sagnac-Effekts beru¨cksichtigt,
welches wieder diskretisiert geschieht.
Ab der Mitte der Spule wird der gesamte Ablauf des jeweils anderen Lichtwegs bis
zum ersten Koppler ru¨ckwa¨rts durchlaufen. Es treten keine nichtreziproken Elemen-
te auf, so dass die Wirkungen bis auf die des Phasenmodulators dieselben sind wie
auf dem Hinweg. Allerdings sind die Felder vera¨ndert, und auch die Reihenfolge
ist wichtig, da die Operationen teilweise nicht kommutativ sind, was hauptsa¨chlich
Drehungen betrifft. Da keine nichtreziproken Da¨mpfungen auftreten, sind die Inten-
sita¨ten beider Lichtwellen bei der Vereinigung im Y-Koppler des IOC gleich. Hier
wird nur ein Ausgang beru¨cksichtigt, obwohl ein zweiter Ausgang besteht, bei dem
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das Licht als Strahlung in die Umgebung abgegeben wird.
Im Lichtquellen-Koppler wird der andere Ausgang Kk verwendet, der im Detektor D
endet. Der Ausgang zur Lichtquelle wird in der Simulation als terminiert betrachtet.
Im idealen FOG treten Verluste nur durch die nicht verwendeten Ausga¨nge der Kopp-
ler auf, und zwar zweimal im Lichtquellen-Koppler und einmal auf dem Ru¨ckweg im
IOC bei der Vereinigung, so dass die Leistung, wenn die Interferenz nicht beru¨ck-
sichtigt wird, auf 1/8 reduziert wird. Bei Verwendung einer idealerweise unpolari-
sierten Lichtquelle geht am Polarisator wieder eine Ha¨lfte der urspru¨nglichen Inten-
sita¨t verloren, so dass die gesamte Da¨mpfung 1/16 bzw. 12 dB betra¨gt.
Die einzige nichtreziproke Phase, die zwischen den beiden Umlaufrichtungen auf-
tritt, resultiert aus dem Sagnac-Effekt. Die Antwortfunktion des idealen faseropti-
schen Rotationssensors lautet daher
I(φS) = I0 (1 + Re {γ(τS)}) . (4.96)
τS = φS/ω ist die der Sagnac-Phase φS entsprechende Laufzeit. Fu¨r eine vollsta¨ndig
koha¨rente Lichtquelle gilt Re {γ(τS)} = cos(∆φS). Der Wert von I0 entspricht 1/16
der Intensita¨t der Lichtquelle.
4.5.2 Nichtideales FOG
Im realen Aufbau muss beru¨cksichtigt werden, dass die Lichtquelle kein vollsta¨ndig
unpolarisiertes, sondern zu einem gewissen Grad polarisiertes Licht liefert. Da wei-
terhin die Monomode-Faser F1 eine temperaturabha¨ngige Restdoppelbrechung auf-
weist, kann dies zu einer ¨Anderung der Ausrichtung der Polarisationsellipse relativ
zum Polarisator und damit zu einer Signalabschwa¨chung fu¨hren, was das Verha¨ltnis
vom Signal zum Rauschen verschlechtert. Daher wird meist direkt hinter der Licht-
quelle L ein Lyot-Depolarisator eingefu¨gt.
Das Teilungsverha¨ltnis des Kopplers und des IOC ist einer Toleranz bis zu 10% un-
terworfen, was im Resultat zu einer weiteren Abschwa¨chung fu¨hrt. Weiterhin fu¨hren
alle Spleiße zu einer geringen Da¨mpfung von bis zu 0.1 dB. Die Da¨mpfung der
Spulen-Faser betra¨gt etwa 0.4 dB/km, so dass hier nur weitere 0.2 dB beru¨cksichtigt
werden mu¨ssen. Die gro¨ßte zusa¨tzliche Da¨mpfung von 4−5 dB tritt im IOC auf. Rea-
listisch ist eine Gesamtda¨mpfung von 22 dB, so dass noch 0.4% der urspru¨nglichen
Lichtleistung am Detektor ankommen.
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Die Polarisationsextinktion eines realen Polarisators P1 und P2 ist endlich, aber be-
tra¨gt fu¨r einen Protonen-ausgetauschten IOC mindestens 50 dB. In der Faser findet
Kreuzkopplung der Polarisationsmoden statt. Wenn dies allerdings in der Spule auf-
tritt, werden beide in die zwei Umlaufrichtungen laufenden u¨bergekoppelten Anteile
am Polarisator stark geda¨mpft, so dass sie nur noch mit maximal −100 dB beitra-
gen[136]. Doppelt u¨bergekoppelte Anteile spielen meist auch keine Rolle, da sie
nicht interferenzfa¨hig oder durch die doppelte Kopplung zu schwach sind. Folglich
reduzieren alle diese Effekte zwar die Intensita¨t, fu¨hren aber nicht zu Rotationsraten-
Fehlern.
Weiterhin mu¨ssen Reflexionen an Materialu¨berga¨ngen und Fehlstellen, z.B. Splei-
ßen, beru¨cksichtigt werden. Beispielsweise sind aus diesem Grund die beiden Pig-
tails, die den IOC mit der Spule verbinden, verschieden lang, um hier Interferenzen
zu vermeiden. Abschnitt 4.7 befasst sich mit Reflexionen im IOC.
4.6 Open-Loop-Antwort bei geringer Koha¨renz
Die nicht vollsta¨ndige Koha¨renz der Lichtquelle fu¨hrt in der Antwortfunktion des
faseroptischen Rotationssensors zu einer Abnahme der Amplitude des Cosinus mit
zunehmender Phase. Die Einhu¨llende entspricht der Koha¨renzfunktion der Licht-
quelle. Dieser Einfluss muss bei der Signalauswertung beru¨cksichtigt werden, wenn
der Sensor hohe Skalenfaktor-Anforderungen erfu¨llen soll. Die Auswirkungen beim
verwendeten Sinus-Modulation-Open-Loop-Verfahren werden untersucht und Kor-
rekturschemata aufgezeigt. Die Simulationen wurden mit dem oben beschriebenen
Simulationswerkzeug durchgefu¨hrt.
4.6.1 Herleitung des Einflusses der Koha¨renz
Zur Vereinfachung wird von einer symmetrischen Gauß-Quelle ausgegangen, so dass
die Antwortfunktion des FOG nach Glg. (4.96) und Glg. (4.20) die Form
I(τ) = I0 (1 + |γ(τ)| cos(ωτ)) (4.97)
annimmt. τ entspricht der Laufzeit-Differenz, die durch nichtreziproke Effekte wie
den Sagnac-Effekt und durch die Modulation verursacht wird. Etwaige Sto¨rungen,
die nur zu einer nichtreziproken Phase fu¨hren, beeinflussen die ¨Anderungen durch
4.6 Open-Loop-Antwort bei geringer Koha¨renz 105
die nicht vollsta¨ndige Koha¨renz nicht. Der Betrag des Grads der Koha¨renz ist fu¨r die
angenommene Gauß-Quelle
|γ(τ)| = exp (−(∆ωτ)2) . (4.98)
Die Laufzeit-Differenz kann in einen statischen Anteil τstat und den oszillierenden
Modulationsanteil τmod zerlegt werden,
τ = τstat + τmod =
φS
ω
+
φMI
ω
sin
(
2πfmodt− π
2
fmod
fp
)
. (4.99)
Der Betrag des Grades der Koha¨renz wird durch eine Taylor-Reihenentwicklung, die
nach dem ersten Glied abgebrochen wird, um den zeitlich konstanten Teil |γ(τstat)|
angena¨hert,
|γ(τ)| ≈ |γ(τstat)|+ d |γ(τ)|d(τ 2)
∣∣∣∣
τ2=τ2stat
(τ 2mod − τ 2stat)
= |γ(τstat)|
[
1− (∆ω)2 (2τstatτmod + τ 2mod)
]
.
(4.100)
Die Ru¨ckkehr zur Schreibweise mit der Phase
(∆ωτ)2 =
(
∆ω
ω
)2
φ2 (4.101)
verdeutlicht die Berechtigung der Na¨herung, da die Phase maximal etwa π2 + 1.84
wird, und
∆ω
ω
 1 (4.102)
gilt.
Der Term τmod ist bei der Grundfrequenz fmod moduliert. Dies fu¨hrt zur Modulation
der Koha¨renzfunktion,
|γ(τ)| ≈ |γ(τstat)|
[
1− 1
2
∆ω2
ω2
φ2MI
− ∆ω
2
ω2
2φSφMI sin
(
2πfmodt− π
2
fmod
fp
)
+
1
2
∆ω2
ω2
φ2MI cos
(
2
(
2πfmodt− π
2
fmod
fp
))]
.
(4.103)
Die in Unterabschnitt 2.3.5.2 erhaltenen Besselfunktionen-Entwicklungen mu¨ssen
bei begrenzter Koha¨renz komplett mit |γ(τ)| bzw. mit dessen Na¨herung multipliziert
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werden. Danach ko¨nnen wieder die einzelnen Harmonischen extrahiert werden. Die
frequenzabha¨ngigen Faktoren, siehe Tab. 2.1, die nicht aus der Koha¨renz resultieren,
werden als gleich angenommen und mit C bezeichnet. Fu¨r die Grundfrequenz ergibt
sich
I(fmod) = −2J1(φMI) |γ(τstat)|CI0K1
[
sin(φS) + L1φS cos(φS)
] (4.104)
mit den Koeffizienten
K1 =
−2J1(φMI) + 12 ∆ω
2
ω2
φ2MI
[
3J1(φMI)− J3(φMI)
]
−2J1(φMI) , (4.105a)
L1 =
2∆ω
2
ω2
φMI
[
J2(φMI)− J0(φMI)
]
−2J1(φMI)K1 . (4.105b)
Der φS-abha¨ngige Teil kann gena¨hert werden durch
sin(φS) + L1φS cos(φS) =
√
1 + L21φ
2
S sin (φS + arctan (L1φS))
≈ sin ((1 + L1)φS), (4.106)
da mit derselben Abscha¨tzung wie oben L1φ  1 und somit arctan (L1φS) ≈ L1φS
gilt. Das zeigt, dass sich zusa¨tzlich zur Vera¨nderung der Gro¨ße der Harmonischen
durch |γ(τstat)|K1 auch der optische Skalenfaktor a¨ndern kann. Allerdings wird
meist mit optimalen Modulationsindex φMI moduliert, der die erste Besselfunktion
J1(φMI) maximiert. Mit den Identita¨ten[102]
2m
x
Jm(x) = Jm−1(x) + Jm+1(x) (4.107)
und
d
dx (x
mJm(x)) = x
mJm−1(x) (4.108)
la¨sst sich fu¨r x = 0
d
dxJm(x) =
1
2
(Jm−1(x)− Jm+1(x)) (4.109)
ableiten. Da der Modulationsindex so gewa¨hlt wird, dass J1(φMI) im Maximum ist,
ist die Ableitung an dieser Stelle null. Damit ist aber auch J2(φMI) − J0(φMI) = 0
und die ¨Anderung des optischen Skalenfaktors verschwindet, L1 = 0. Auch wenn
nicht genau im Maximum gearbeitet wird, ist der Term vernachla¨ssigbar klein.
Fu¨r die zweite Harmonische ergibt sich entsprechend
I(2fmod) = 2J2(φMI) |γ(τstat)|CI0K2
[
cos(φS) + L2φS sin(φS)
] (4.110)
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mit den Koeffizienten
K2 =
2J2(φMI)− 12 ∆ω
2
ω2
φ2MI
[
2J2(φMI)− J0(φMI)− J4(φMI)
]
2J2(φMI)
(4.111a)
L2 =
2∆ω
2
ω2
φMI
[
J3(φMI)− J1(φMI)
]
2J2(φMI)K2
(4.111b)
und a¨hnliche Zusammenha¨nge fu¨r die ho¨heren Harmonischen.
In Abb. 4.8 ist das Ergebnis einer Simulation mit dem Simulationswerkzeug darge-
stellt. Aufgetragen ist die Abweichung der gemessen Drehrate von der angelegten
Drehrate. Die Auswertung fand allein aus dem Verha¨ltnis der ersten zur zweiten
Harmonischen bei optimalem Modulationsindex statt, siehe die Position 2 auf S. 31.
Dadurch entfa¨llt die Abha¨ngigkeit von der Intensita¨t und dem multiplikativen Teil
der Koha¨renzfunktion |γ(τstat)|. Die Lichtquelle entspricht in der spektralen Breite
etwa der Superlumineszenz-Diode, ist aber eine Gauß-Quelle. Der Bereich der Ab-
weichungen betra¨gt 560 ppm, was fu¨r die meisten Anwendungen deutlich zu groß
ist.
4.6.2 Korrekturschemata
Eine geringe Verbesserung des Ergebnisses la¨sst sich erzielen, wenn die Faktoren
K1 und K2 beru¨cksichtigt werden, allerdings nur auf 360 ppm, siehe Abb. 4.8. Wenn
beim optimalen Modulationsindex gearbeitet wird, ist L1 = 0 und aus dem Verha¨lt-
nis der Amplituden der zweiten und ersten Harmonischen ergibt sich
cos(φS) + L2φS sin(φS)
sin(φS)
=
I(2fmod)
I(fmod)
J1(φMI)K1
J2(φMI)K2
. (4.112)
Nun kann fu¨r L2 = 0 zuna¨chst ein recht genaues Ergebnis φ′S erhalten werden. Damit
kann dann mit L2 ein korrigiertes Ergebnis
φS = arctan
([
I(2fmod)
I(fmod)
J1(φMI)K1
J2(φMI)K2
+ L2φ
′
S
]−1)
(4.113)
berechnet werden. Dies reduziert die Fehler auf weniger als 1 ppm, solange im Ma-
ximum der ersten Besselfunktion gearbeitet wird, siehe ebenfalls Abb. 4.8.
Wenn der Modulationsindex nicht mehr dem optimalen Wert entspricht, wird der
Fehler bis zu 200 ppm groß, wie an der durchgezogenen Linie in Abb. 4.9 zu sehen
ist. Der Modulationsindex ist gleich dem halben optimalen Modulationsindex.
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Abbildung 4.8: Simulationsergebnisse bzgl. des Einflusses der Koha¨renz, bei optimalem Modula-
tionsindex. Die Korrektur unter Beru¨cksichtigung der Faktoren K1 und K2 verbessert das Ergebnis
nur bei kleinen Drehraten, bei Hinzunahme des Drehraten-abha¨ngigen Terms durch L2 ist der Fehler
praktisch null.
Dann kann zur weiteren Korrektur die gena¨herte Funktion aus Glg. (4.106) um die
bekannte Lo¨sung φ′S aus Glg. (4.113) linearisiert werden zu
sin((1 + L1)φS) = sin((1 + L1)(φ
′
S + ∆φS))
≈ sin((1 + L1)(φ′S)) + cos((1 + L1)(φ′S))(1 + L1)∆φS,
(4.114)
entsprechend fu¨r den Term in der zweiten Harmonischen. Mit dieser weiteren Kor-
rektur ∆φ reduziert sich der Fehler auf weniger als 1 ppm, siehe die gestrichelte
Linie in Abb. 4.9. Die Koeffizienten werden durch Kalibration bestimmt.
Eine Korrektur zur Berechnung der Phase nach dem Schema, bei dem alle vier Har-
monischen verwendet werden, siehe die Position 4 auf S. 31, ist zwar mo¨glich, aber
nicht sinnvoll. Der große Vorteil dieses Schemas, dass die Phase unabha¨ngig vom
Modulationsindex erhalten werden kann, trifft nicht mehr zu, da fu¨r die Korrektur
der Modulationsindex ohnehin bekannt sein muss.
Auch fu¨r ein nicht gaußfo¨rmiges Spektrum wie das der Superlumineszenz-Diode
la¨sst sich eine Reduktion der Abweichungen erzielen. Ohne Korrektur betra¨gt der
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Abbildung 4.9: Simulationsergebnisse bei nicht optimalem Modulationsindex, auch mit dem Spek-
trum der Superlumineszenz-Diode (SLD) berechnet.
Fehler ebenso wie bei der Gauß-Quelle 560 ppm. Mit dem vollsta¨ndigen Korrektur-
schema werden die Fehler auf 18 ppm reduziert.
Die Koha¨renz-Eigenschaften der Lichtquelle sind somit bei der Signalauswertung
in Open-Loop-FOGs eine Fehlerquelle, die durch das vorgeschlagene, leicht zu im-
plementierende Korrekturschema vermieden werden kann. Die Abweichungen der
gemessenen Drehrate von der realen Drehrate werden von bis zu 560 ppm auf weni-
ger als 20 ppm reduziert.
4.7 Bias-Fehler im FOG
Im Folgenden wird eine mit Hilfe des Simulationswerkzeugs gefundene Ursache fu¨r
Rotationsraten-Fehler in FOGs mit Lyot-Depolarisator und IOC beschrieben.
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4.7.1 Lyot-Depolarisator
Halbleiter-Lichtquellen, auch die ha¨ufig in FOGs eingesetzten SLDs, zeigen auf-
grund ihrer Geometrie eine großen Grad der Polarisation, in dem Fall der hier ver-
wendeten SLD von 45%. In der Standard-Konfiguration wird meist eine polarisati-
onserhaltende Faser fu¨r die Spule verwendet. Der Teil vor dem IOC besteht aber nur
aus einfacher Monomode-Faser, um die Verwendung eines kostenintensiven polari-
sationserhaltenden Kopplers zu umgehen. Diese Monomode-Faser weist eine Rest-
doppelbrechung auf, die temperaturabha¨ngig ist. Daher a¨ndert sich die Ausrichtung
der Polarisationsellipse relativ zum Polarisator mit der Temperatur, was zu einer Ver-
ringerung des nutzbaren Signals fu¨hrt. Je nach La¨nge der Monomode-Faser und de-
ren Temperaturabha¨ngigkeit kann die Leistung den gesamten Bereich durchlaufen,
d.h. es kann eine Drehung der Polarisation um mehr als 180 ◦ stattfinden. Im Prin-
zip ist die Rotationsraten-Bestimmung aufgrund der Modulation unabha¨ngig von der
absoluten Leistung, allerdings kann sich die Performance des Sensors vera¨ndern.
Daher wird ein Lyot-Depolarisator[122–124] direkt hinter der Lichtquelle verwen-
det, siehe Abb. 4.10, der den effektiven Grad der Polarisation reduzieren kann. Eine
Reduktion des Grads der Polarisation auf unter 5% ist ausreichend fu¨r diese Zwecke.
Das Licht ist am Ausgang nicht unpolarisiert, sondern wird als depolarisiert bezeich-
net, da eine systematische und keine statistische Entpolarisierung stattfindet.
Abbildung 4.10: Schema eines FOGs mit Lyot-Depolarisator. Der Bereich mit Monomode-Fasern ist
markiert, die anderen Fasern sind polarisationserhaltend.
Die prinzipielle Wirkungsweise basiert auf der Nutzung von Doppelbrechung. Fu¨r
faseroptische Sensoren wird eine doppelbrechende, d.h. polarisationserhaltende Fa-
ser verwendet. Die Polarisationsellipse des zu depolarisierenden Lichts wird in
die beiden Hauptachsen der Faser mit einem Winkel von 45 ◦ eingekoppelt. Nach
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Durchlaufen der Faser weisen die vorher korrelierten Anteile in den beiden Haupt-
achsen eine Phasendifferenz auf. Wenn diese Phasendifferenz gro¨ßer als die der
Koha¨renzla¨nge entsprechende Phase ist, ko¨nnen die beiden Anteile, wenn sie wieder
gemischt werden, nicht mehr interferieren. Folglich ist das Licht depolarisiert.
Da meist die Ausrichtung der Polarisationsellipse unbekannt ist, wird der Lyot-
Depolarisator aus zwei Faser-Stu¨cken zusammengesetzt, deren Hauptachsen im 45 ◦-
Winkel gegeneinander verdreht sind. Damit ist gewa¨hrleistet, dass das Licht in jedem
Fall auf die beiden Hauptachsen aufgeteilt wird.
4.7.1.1 Modellierung
Im Folgenden wird eine Modellierung des Lyot-Depolarisators mit Hilfe des KoPol-
Verfahrens durchgefu¨hrt[137, 139]. Die La¨ngen der beiden Teilstu¨cke des Lyot-
Depolarisators werden mit l1 und l2 bezeichnet, siehe Abb. 4.10, die Summe als
lLyot = l1 + l2.
Der Licht am Eingang soll vollsta¨ndig polarisiert sein. Dann kann jeder mo¨gliche
Polarisationszustand durch ein Feld
F =
(
Fx
Fy
)
=
(
〈fx0〉
〈fy0〉
)
(4.115)
mit den Eintra¨gen
fx0 =
[
Ax
τ0x
]
, fy0 =
[
Ay
τ0y
]
(4.116)
beschrieben werden. Die Differenz ∆τ0 = τ0x − τ0y bestimmt die Art der Polarisati-
on, linear, zirkular oder allgemein elliptisch. ∆τ0 muss klein gegen die Koha¨renzzeit
sein, damit das Licht u¨berhaupt vollsta¨ndig polarisiert sein kann. Eine entsprechende
Phase kleiner als 2π reicht zur Beschreibung aus.
Wie in Unterabschnitt 4.3.5 beschrieben wurde, wird die Wirkung einer optischen
Komponente durch zwo¨lf Parameter erfasst. Die Hauptachsen der Faser sollen paral-
lel zu der x- und y-Richtung ausgerichtet sein. Die Da¨mpfung ist in etwa die gleiche
fu¨r beide Polarisationsrichtungen,
a1x = a1y = a, (4.117)
und wird vernachla¨ssigt, a = 1. Die Laufzeiten, die fu¨r das Durchlaufen in den
beiden Polarisationsrichtungen beno¨tigt wird, unterscheiden sich
τ1x/y =
(
nPM ∓ ∆nPM
2
)
l1
c0
. (4.118)
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Darin ist nPM die mittlere Brechzahl der PM-Faser und ∆nPM der Brechzahlunter-
schied zwischen den beiden Polarisationsrichtungen, wobei die x-Achse als diejeni-
ge mit der gro¨ßeren Geschwindigkeit definiert wurde. Diese absoluten Laufzeitdif-
ferenzen werden zu den Laufzeiten im Eingangsfeld addiert. Die Dispersion ist in
etwa gleich fu¨r beide Polarisationsrichtungen und braucht daher nicht adressiert zu
werden, d.h. die vier entsprechenden Laufzeiten sind gleich denen ohne Dispersion.
Solange keine Kopplung der beiden Polarisationsmoden stattfindet, gilt
a1yx = a1xy = 0. (4.119)
Auch alle weiteren Laufzeiten in den zwo¨lf Parametern sind null.
Somit wird aus den Feldern aus Glg. (4.116) nach Passieren dieser Faser
fx1 =
[
Ax
τ0x + τ1x
]
, fy1 =
[
Ay
τ0y + τ1y
]
. (4.120)
Zur Modellierung des 45 ◦-Winkels wird das Licht um 45 ◦ in das Hauptachsen-
System des zweiten Faserstu¨cks gedreht und anschließend wieder zuru¨cktransfor-
miert in das System am Eingang. Die Parameter fu¨r die Rotation sind dieselben wie
die Eintra¨ge einer 2×2-Rotationsmatrix
a45x = a45y = a45yx = −a45xy = 1/
√
2 (4.121)
wobei cos(45◦) = sin(45◦) = 1/
√
2 verwendet wurde. Folglich ist das komplette
Feld nach der ersten Rotation
F =
(
〈1/√2fx1, 1/
√
2fy1〉
〈−1/√2fx1, 1/
√
2fy1〉
)
. (4.122)
Die Laufzeiten im zweiten Stu¨ck Faser werden als τ2x und τ2y bezeichnet. Sie ent-
sprechen denen aus Glg. (4.118) mit der La¨nge l2 statt l1. Das resultierende Feld,
nach der Ru¨ckrotation in das Hauptachsen-System des Eingangs und der ersten
Faser, besteht dann aus vier Feldanteilen in jeder Polarisationsrichtung, in der x-
Richtung
Fx =
〈[
Ax/2
τ0x + τ1x + τ2x
]
,
[
Ay/2
τ0y + τ1y + τ2x
]
,
[
Ax/2
τ0x + τ1x + τ2y
]
,
[
−Ay/2
τ0y + τ1y + τ2y
]〉 (4.123)
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und vergleichbar in der y-Richtung. Fu¨r die spa¨tere Berechnung der Rotationsraten-
Fehler wird hier vermerkt, dass die entsprechenden optischen Wegdifferenzen relativ
zum ku¨rzesten optischen Weg durch den Lyot-Depolarisator L1 = ∆nPMl1, L2 =
∆nPMl2 und L12 = ∆nPM(l1 + l2) betragen.
Der verbleibende Grad der Polarisation hinter dem Depolarisator ist ein Maß fu¨r die
maximale Signal-Abschwa¨chung am Polarisator. Zu dessen Berechnung werden die
Stokes-Parameter beno¨tigt, die fu¨r das Feld aus Glg. (4.123)
s0 = A
2
x + A
2
y (4.124a)
s1 = (A
2
x − A2y)Re {γ(∆τ2)} − AxAy
(
Re {γ(∆τ0 + ∆τ1 + ∆τ2)}
− Re {γ(∆τ0 + ∆τ1 −∆τ2)}
) (4.124b)
s2 = 2AxAyRe {γ(∆τ0 + ∆τ1)} (4.124c)
s3 = −(A2x − A2y)Im {γ(∆τ2)} − AxAy
(
Im {γ(∆τ0 + ∆τ1 + ∆τ2)}
− Im {γ(∆τ0 + ∆τ1 −∆τ2)}
) (4.124d)
mit
∆τi = τix − τiy = −∆nPM
c0
li, i = 0, 1, 2 (4.125)
sind.
Aus diesen Gleichungen ergibt sich sofort, dass, wenn die Laufzeitunterschiede ∆τ1
und ∆τ2 und die Differenz ∆τ1 − ∆τ2 groß gegen die Koha¨renzzeit τcoh sind, die
Stokes-Parameter s1 bis s3 verschwinden und folglich auch der Grad der Polarisation
zu null wird, was durch den Lyot-Depolarisator erreicht werden soll.
Genauer betrachtet, wenn ∆τ0 vernachla¨ssigbar ist, treten wegen des Depolarisators
die Laufzeitdifferenzen ∆τ2, ∆τ1+∆τ2 und ∆τ1−∆τ2 auf. Um den depolarisieren-
den Effekt aufgrund der Differenz ∆τ1 − ∆τ2 nicht wieder unno¨tig zu reduzieren,
sollte das zweite Faserstu¨ck mindestens doppelt so lang wie das erste sein.
Die optimale Depolarisation wird erzielt, wenn die Polarisation des ankommenden
Lichts parallel zu einer der beiden Hauptachsen ausgerichtet ist, (o.B.d.A. Ay = 0,
τ0 = 0). Das erste Faserstu¨ck hat dann keinen Einfluss mehr auf das Ergebnis und
der Grad der Polarisation ist einfach
Π(0 ◦) = |γ(τ2)| , (4.126)
d.h. er entspricht direkt der Koha¨renzfunktion von der im zweiten Teilstu¨ck erzielten
Laufzeitdifferenz.
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Die gro¨ßte Restpolarisation verbleibt, wenn das Licht 45 ◦ relativ zu den Hauptach-
sen des ersten Faserstu¨cks ausgerichtet ist (Ay = Ax). Der Grad der Polarisation
zeigt dann ein komplexeres Verhalten,
Π(45 ◦) =
(
Re {γ(∆τ1)}2 + 1
4
(
|γ(τ1 + τ2)|2 + |γ(τ1 − τ2)|2
− 2(Re {γ(τ1 + τ2)}Re {γ(τ1 − τ2)} − Im {γ(τ1 + τ2)} Im {γ(τ1 − τ2)})
))1/2
.
(4.127)
Das Licht wird durch den Lyot-Depolarisator nur scheinbar unpolarisiert, d.h. die
Stokes-Parameter und das Verhalten entsprechen dem unpolarisierten Lichts. Aller-
dings ist die Information u¨ber den Polarisationszustand am Eingang nicht verloren,
sondern wird in den jeweiligen Laufzeitunterschieden der Feldanteile weiter getra-
gen. Diese Laufzeitunterschiede ko¨nnen wa¨hrend der Propagation durch den Sensor
wieder aufgehoben werden. Eine Vorrichtung, die das Licht wirklich unpolarisiert,
mu¨sste eine zufa¨llige Komponente aufweisen, mit der die Polarisation vera¨ndert
wird.
4.7.1.2 Ergebnisse
Fu¨r die Simulation wurde das Spektrum der Superlumineszenz-Diode verwendet.
Die polarisationserhaltende Faser wies eine Doppelbrechung von ∆nPM = 5.2 ×
10−5 auf. Das zweite Faserstu¨ck war doppelt so lang wie das erste, l2 = 2l1. Der re-
sultierende Grad der Polarisation ist in Abb. 4.11 dargestellt. Um den Polarisations-
grad auf etwa 5% zu reduzieren, muss der Lyot-Depolarisator eine Gesamtla¨nge von
mindestens 2.1m besitzen. Die hier wirkende effektive Koha¨renzla¨nge der SLD, sie-
he Unterabschnitt 4.4.2.1, von lcoh = 11µm entspricht einer Faserla¨nge von 21 cm,
so dass die der Koha¨renzla¨nge entsprechende La¨nge mit dem Faktor 10 als Gesamt-
Depolarisatorla¨nge verwendet werden muss. Die beno¨tige La¨nge skaliert linear mit
der Koha¨renzla¨nge. Fu¨r die Monomode-Laserdiode mit lcoh = 30m mu¨sste die
Depolarisator-La¨nge folglich theoretisch mehr als 5000 km betragen, was praktisch
nicht zu realisieren ist.
Die Genauigkeit, mit der der 45 ◦-Winkel zwischen den zwei Teilen des Depolarisa-
tors eingehalten wird, bestimmt mit das Ergebnis. Auch fu¨r sehr große La¨ngen bleibt
eine Restpolarisation zuru¨ck, und zwar betra¨gt der resultierende Grad der Polarisati-
on |sin(2∆θ45 ◦)|, worin ∆θ45 ◦ die Abweichung vom Idealwinkel von 45 ◦ bezeich-
net.
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Abbildung 4.11: Grad der Polarisation hinter dem Lyot-Depolarisator. Die Legende zeigt den Winkel
des linear polarisierten Lichts am Eingang relativ zu den Hauptachsen des ersten Faserstu¨cks.
Eine Messung der maximalen und minimalen Intensita¨t, die sich bei Transmission
durch einen Polarisator unter Vera¨nderung des Einkoppelungswinkels ergab, hat fu¨r
den Grad der Polarisation mit Depolarisatoren der La¨nge 2m und 7m unter ver-
schiedenen Bedingungen bzgl. der Orientierung der Komponenten zueinander einen
maximalen Wert von 0.7% ergeben, der fu¨r beide La¨ngen gleich war. Diese Restpo-
larisation ergab sich hauptsa¨chlich aus der Abweichung des Winkels zwischen den
beiden Teilen des Lyot-Depolarisators vom Idealwert von 45 ◦. Das Ergebnis la¨sst auf
eine Fehlausrichtung von unter 1 ◦ schließen. Ein genaueres Ausrichten der Fasern
vor dem Spleißen war nicht mo¨glich, da sich die Querschnitte von verschiedenen
Faserstu¨cken leicht unterscheiden.
Insgesamt wurde eine Depolarisation auf 1.6% des initialen Wertes erreicht, was die
Anforderungen zur Stabilisierung der Leistung im FOG u¨bertrifft.
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4.7.2 Reflexionen im IOC
Die effektive Brechzahl der gefu¨hrten Polarisationsrichtung des IOC von nIOC =
2.14 unterscheidet sich stark von der der Faser mit etwa nF = 1.45. Daraus resultie-
ren bei einer ebenen Verbindung Fresnel-Reflexionen von etwa 4% an der Vorder-
und Ru¨ckseite des IOC. Die Reflexionen an der Ru¨ckseite im oberen und unteren
Weg besitzen im Prinzip keine Wegdifferenz, wenn von der Fertigungsungenauig-
keit abgesehen wird, und sind voll interferenzfa¨hig. Weiterhin treten sie erst hinter
den Elektroden zur Modulation auf, so dass sie mit der Modulationsfrequenz direkt
moduliert werden, und zwar so, dass im Ausgangssignal eine erste Harmonische mit
der gleichen elektrischen Phase, wie sie durch eine Drehrate hervorgerufen wird,
entsteht. Es muss zudem beru¨cksichtigt werden, dass diese Reflexionen nochmals
nach Durchlaufen der Spule am ¨Ubergang Faser-IOC auftreten. Im schlechtesten
Fall, wenn die Fertigungsungenauigkeit, eine Gleichspannung am Modulator oder
eine sonstige Unsymmetrie zur konstruktiven Interferenz zwischen der oben und
der unten reflektierten Welle fu¨hren, ist die resultierende Phase so groß wie Anteil
der Reflexionen, d.h. bei 4% Reflexionen betra¨gt im ungu¨nstigsten Fall die Pha-
se φR = 0.04. Der hier aufgebaute faseroptische Rotationssensor besaß einen Ska-
lenfaktor von etwa 4.5µrad/(◦/h). Fu¨r diesen Wert folgt ein maximaler Drehraten-
Fehler von ungefa¨hr 9000 ◦/h = 2.5 ◦/s. Durch die Modulation und Da¨mpfungen
in der Spule sind die Auswirkungen der Reflexionen auf die Drehrate noch um ca.
10% gro¨ßer. Eine elektronische Kompensation ist wegen der Temperaturabha¨ngig-
keit schwierig.
Stand der Technik zur Reduktion dieser Reflexionen ist ein Schra¨gschliff der Vorder-
und Ru¨ckseite des IOC, so dass das Substrat parallelogrammfo¨rmig wird. Da sich die
Brechzahl von IOC und Faser unterscheiden, mu¨ssen diese nach dem Brechungsge-
setz von Snellius, in diesem Fall
nIOC
nF
=
sin(αIOC)
sin(αF)
, (4.128)
mit einem gewissen Winkel zueinander verbunden werden, siehe Abb. 4.12.
Durch die Abschra¨gung wird der ¨Uberlapp zwischen reflektiertem Feld und dem
Wellenleiter bzw. der Faser kleiner, so dass weniger Leistung wieder eingekoppelt
werden kann. Fu¨r einen Winkel von αIOC = 6.6◦ und folglich αF = 10◦ betra¨gt der
berechnete ¨Uberlapp laut Hersteller nur noch −45 dB. Mit den Fresnel-Reflexionen
von −14 dB ergibt sich somit eine theoretische Ru¨ckflussda¨mpfung von −59 dB.
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Abbildung 4.12: Spulenseitige Kante des IOC mit den zwei Ausga¨ngen.
Fu¨r den verwendeten IOC mit einem Substrat-Winkel von αIOC = 6.6◦ und einem
Abstand der beiden Wellenleiter von lsep = 250µm ist der obere Weg in Abb. 4.12
um die Strecke lIOC = lsep tan(αIOC) = 28.9µm la¨nger. Die reflektierte Welle
durchla¨uft diesen Weg aber doppelt und die Brechzahl muss beru¨cksichtigt werden,
daher ergibt sich eine optische Wegdifferenz von LIOC = 2nIOClIOC = 123.8µm.
Eine Verla¨ngerung dieser La¨nge ist technologisch nicht mo¨glich, da die ohnehin
schon starke Da¨mpfung weiter erho¨ht wird. Dies hat zum einen den Grund, dass eine
Vergro¨ßerung des Winkels zu gro¨ßeren Kopplungsverlusten fu¨hrt. Andererseits wird
die Da¨mpfung im Y-Verzweigungsbereich bei einem gro¨ßeren Abstand der Licht-
wellenleiter erho¨ht.
Fu¨r die SLD und die EDFS war die Strecke gro¨ßer als die Koha¨renzla¨nge, wodurch
die Auswirkungen der Reflexionen weiter verringert wurden.
4.7.3 Rotationsraten-Fehler durch gleiche optische Wege
Wenn im FOG mit Lyot-Depolarisator und abgeschra¨gtem IOC die optische Wegdif-
ferenz zwischen den verbleibenden Reflexionen an der Ru¨ckseite des IOC in etwa
einer optischen Wegdifferenz, die im Lyot-Depolarisator erhalten wird, entspricht,
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kann wie im Fall ohne Schra¨gschliff wieder eine modulierte Phasendifferenz auf-
treten. Diese Phase ist von einer Sagnac-Phase ununterscheidbar und fu¨hrt folglich
zu einem Rotationsraten-Fehler. Durch die Temperaturabha¨ngigkeit der beteiligten
Komponenten variiert der Fehler mit der Temperatur, was eine Kompensation er-
schwert. Diese potentielle Fehlerquelle muss beim Entwurf eines FOG beru¨cksich-
tigt werden, wurde aber bisher in der Literatur nicht beschrieben.
Mit den obigen Definitionen der optischen Wege lautet die Bedingung fu¨r das Auf-
treten der Fehler[138]
|LIOC − Li|  lcoh , i = 1, 2, 12 (4.129)
und na¨herungsweise wird dies im modulierten FOG, zuna¨chst ohne Da¨mpfung, als
die Phase φR ≈ R interpretiert, worin R den Reflexionskoeffizienten darstellt. Dabei
wird vollsta¨ndig linear polarisiertes Licht angenommen. Bei dem verwendeten IOC
betrug die optische Wegdifferenz der Reflexionen LIOC = 123.8µm. Wenn z.B. das
ku¨rzere Stu¨ck des Depolarisators der Auslo¨ser der Bias-Fehler sein soll, treten die
Fehler auf, wenn die La¨nge bei einer Brechzahldifferenz von ∆nPM = 5.2 × 10−5
etwa l1 = 2.4m und folglich die Gesamtla¨nge des Lyot-Depolarisators mindestens
lLyot = 7.2m betra¨gt. Bei einer Interferenz mit den summierten Wegdifferenzen
L12 betra¨gt die Gesamtla¨nge lLyot = 2.4m. Diese La¨ngen liegen in einem Be-
reich, der auch aufgrund der Depolarisationseigenschaften gewa¨hlt werden wu¨rde.
Mit dem Skalenfaktor des FOG ergibt sich in den Simulationen fu¨r Reflexionen von
R = −43 dB, zu diesem Wert siehe die experimentellen Ergebnisse, ein maximaler
Rotationsraten- Fehler von 12 ◦/h. Der maximale Fehler tritt aufgrund der Modula-
tion z.B. fu¨r LIOC = L1 ± λ/4 auf, verschwindet aber fu¨r genau LIOC = L1. Die
Abha¨ngigkeit entspricht dem oszillierenden Term Re {γ(τ)}. Auch der Grad der Po-
larisation der Lichtquelle zeigt einen Einfluss, und zwar steigt der maximale Fehler
linear mit dem Grad der Polarisation von null bis zum Fehler fu¨r linear polarisiertes
Licht an.
4.7.3.1 Einfluss der Ausrichtung der Komponenten
Die Gro¨ße des Drehraten-Fehlers ha¨ngt weiterhin ab von der Orientierung der Po-
larisationsellipse der Lichtquelle relativ zu den Hauptachsen der ersten Faser des
Depolarisators sowie der der zweiten Faser relativ zum IOC. Wenn z.B. die La¨nge
des ersten Faserstu¨ck die Fehler bedingt, d.h. LIOC ≈ L1, aber das linear polarisier-
te Licht der Lichtquelle gerade parallel zu den Hauptachsen ausgerichtet ist, treten
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keine Feldanteile mit der L1 entsprechenden Wegdifferenz und folglich auch kei-
ne Rotationsraten-Fehler auf. Der Winkel relativ zum IOC und somit zum Polari-
sator bestimmt, wie die Anteile aus den beiden Polarisationsrichtungen nochmals
gemischt werden. Die Abha¨ngigkeiten sind in Tab. 4.1 aufgefu¨hrt. Der zusa¨tzliche
Term arctan(2) fu¨r LIOC ≈ L1 ergibt sich aus der Addition der Felder am Pola-
risator. Fu¨r LIOC ≈ L12 ergibt sich eine Sinus-Abha¨ngigkeit vom doppelten Win-
kel der Polarisationsellipse relativ zu den Hauptachsen des ersten Lyot-Faserstu¨cks
θLyot. Der Winkel bestimmt auch die Abha¨ngigkeit der Fehler vom zweiten Winkel.
Diese Winkel sind im realen Aufbau wegen der temperatur- und geometrieabha¨ngi-
Wegdifferenz Amplitudenabha¨ngigkeit
LIOC ≈ L1 sin(2θLyot) cos(2(θIOC − θLyot)− arctan(2))
LIOC ≈ L2 cos(2θLyot) cos(2(θIOC − θLyot))
LIOC ≈ L12 sin(2θLyot) cos(2(θIOC − θLyot))
Tabelle 4.1: Abha¨ngigkeit der maximalen Amplitude vom Winkel des ankommenden Lichts relativ
zum Depolarisator θLyot und des Depolarisators relativ zum IOC θIOC.
gen Restdoppelbrechung der Monomode-Faser aber nicht einstellbar oder bestimm-
bar. Daher ist der hier angegebene maximale Rotationsraten-Fehler der Fehler, der
sich im ungu¨nstigsten Fall ergibt, je nach Betrachtung bezu¨glich der Ausrichtung
oder der effektiven Differenz der Wegla¨ngenunterschiede.
4.7.3.2 Temperaturabha¨ngigkeit
Die Temperaturabha¨ngigkeit der Rotationsraten-Fehler ergibt sich aus der der Diffe-
renz
∆L = LIOC − Li (4.130)
und ist
dL
dT = (D
T
nIOC
+ DTlIOC)nIOClIOC − (DT∆nPM + DTli )∆nPMli (4.131)
mit den relativen Temperaturkoeffizienten der Gro¨ße j
DTj =
1
j
dj
dT . (4.132)
Damit die Interferenzen auftreten, muss LIOC = nIOClIOC ≈ ∆nPMli gelten. Somit
ergibt sich eine Periode in der Temperatur von
∆T2π ≈ 1
DTnIOC + D
T
lIOC
−DT∆nPM −DTli
λ
LIOC
. (4.133)
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Die Werte sind nur teilweise aus Herstellerangaben direkt bekannt, andere mussten
abgescha¨tzt werden, so dass die berechnete Periode zwischen 1 ◦C und 5 ◦C lag.
Den gro¨ßten Anteil tra¨gt die Temperaturabha¨ngigkeit der Brechzahldifferenz in der
PM-Faser bei. Verwendet fu¨r die weitere Berechnung wurden Werte, die zu dem aus
Experimenten erhaltenen Wert von ∆T2π = 1.25 ◦C fu¨hren.
In Abb. 4.13 ist die simulierte Temperaturabha¨ngigkeit dargestellt. Es zeigt sich eine
periodische Abha¨ngigkeit, deren maximale Amplitude von der verwendeten Lyot-
Depolarisatorla¨nge abha¨ngt. Im Prinzip ist der Verlauf des Realteils des Grades der
Koha¨renz zu sehen. Die maximale Amplitude tritt bei etwa 25 ◦C auf, d.h. bei etwa
dieser Temperatur ist die Differenz der optischen Wegla¨ngendifferenzen gerade λ/4.
Zu beiden Seiten davon fa¨llt die Amplitude entsprechend dem Grad der Koha¨renz
ab.
Dies ist nur der ungu¨nstigste Fall bezu¨glich der Ausrichtung: Im Experiment a¨ndert
sich durch die Temperaturabha¨ngigkeit der Restdoppelbrechung der zum Teil sehr
langen Monomode-Fasern auch die Orientierung der Komponenten zueinander, so
dass das Maximum nicht erreicht werden muss, und die Abnahme zu den Seiten
sta¨rker ausfa¨llt. Auch die Periode in der Temperatur kann schwanken und neue
Perioden ko¨nnen erscheinen. Durch die temperaturabha¨ngige Rotation des Lichts
in der Monomode-Faser[101] kann das Abfallen der Amplitude sta¨rker als der
Koha¨renzla¨nge entsprechend sein. Zwei Beispiele sind in Abb. 4.13 dargestellt, bei
denen nur jeweils einer der beiden Effekte simuliert wurde.
4.7.3.3 Abha¨ngigkeit von der Depolarisator-La¨nge
Abb. 4.14 zeigt die Abha¨ngigkeit der Fehler von der La¨nge des Depolarisators.
Dargestellt ist die Amplitude der Schwankungen u¨ber der Temperatur wieder bei
ungu¨nstigster Ausrichtung der Komponenten zueinander, wobei davon ausgegangen
wurde, dass die ¨Anderungen der optischen Wege im betrachteten Temperaturbereich
klein sind. Experimentell kann der beobachtete Fehler durchaus weit darunter liegen,
wenn eine andere Orientierung der Komponenten zueinander vorliegt. Die Kurve ist
im wesentlichen aus drei Maxima zusammengesetzt, bei denen LIOC von links nach
rechts gerade so groß wie L12, L2 und L1 ist. Der Verlauf der einzelnen Peaks ent-
spricht dem der Koha¨renzfunktion.
Insgesamt ergibt sich der allgemeine Zusammenhang fu¨r die La¨nge des Lyot-
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Abbildung 4.13: Temperaturabha¨ngigkeit der Rotationsrate fu¨r eine Lyot-Depolarisator-La¨nge von
2.4m. Oben ist nur der Lyot-Depolarisator beru¨cksichtigt, unten zusa¨tzlich Restdoppelbrechung der
Monomode-Faser und Rotationen der Polarisation.
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Depolarisators
lLyot  3
LIOC + 10lcoh
∆nPM
, (4.134)
um die Fehler auf das Minimum zu reduzieren.
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Abbildung 4.14: Abha¨ngigkeit der Rotationsrate von der La¨nge des Lyot-Depolarisators bei
ungu¨nstigster Ausrichtung der beteiligten Komponenten zueinander.
4.7.4 Experimentelle Ergebnisse
In den vorhandenen Aufbau wurden Lyot-Depolarisatoren verschiedener La¨nge ein-
gefu¨gt. Es wurden Messungen der Rotationsrate u¨ber der Temperatur durchgefu¨hrt.
Aufgrund der unvermeidlichen Verwendung der Monomode-Faser und der damit zu-
sammenha¨ngenden, oben beschriebenen Effekte konnte die Orientierung der Kom-
ponenten zueinander weder festgestellt noch konstant gehalten werden.
Es haben sich verschiedenen Verla¨ufe a¨hnlich den aus Simulationen erhaltenen Kur-
ven in Abb. 4.13 ergeben. In Abb. 4.15 ist eine Messung dargestellt, wa¨hrend der
die Orientierung nahezu konstant geblieben ist. Die La¨nge des Depolarisators wur-
de mit 2.4m so gewa¨hlt, dass die Wegla¨ngendifferenz der Reflexionen im IOC dem
Wegla¨ngenunterschied im ersten Faserstu¨ck entsprachen.
Der Verlauf entspricht dem der Simulation, auch die Abnahme in der Amplitude
der Fehler korreliert mit der Koha¨renzla¨nge. Das Ergebnis ohne Lyot-Depolarisator
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Abbildung 4.15: Gemessene Bias-Schwankungen mit und ohne Lyot-Depolarisator u¨ber der Tempe-
ratur. Die Simulation ergibt vergleichbare Werte.
unter gleichen Bedingungen zeigt, dass die Effekte in dieser Gro¨ßenordnung nur mit
Depolarisator auftreten. Bei der Messung ohne Depolarisator sind keine periodischen
Schwankungen zu erkennen.
Weitere Messungen haben Rotationsraten-Fehler mit einer Amplitude bis zu 18 ◦/h
gezeigt, wobei wie in der Simulation die gro¨ßten Amplituden fu¨r die La¨ngen 2.4m,
3.6m und 7.2m auftraten. Die direkt daraus abgeleitete Mindestgro¨ße der Reflexio-
nen fu¨r linear polarisiertes Licht betra¨gt −41 dB. Allerdings wies die SLD nur einen
Grad der Polarisation von 0.45 auf, so dass die Reflexionen tatsa¨chlich mindestens
−37.5 dB betragen haben. Dieser Wert ist deutlich gro¨ßer als der vom Hersteller be-
rechnete Wert von −59 dB, der zu Fehlern in der Drehrate von maximal nur 0.15 ◦/h
fu¨hren wu¨rde. Auch der Hersteller des IOC konnte keinen Grund fu¨r diese großen
Reflexionen angeben, vermutet wurde ein Einfluss des Klebers und der Genauigkeit
der Ausrichtung der Faser relativ zu den Wellenleitern des IOC.
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4.7.5 Fazit
Die Analyse des Standard-Designs des faseroptischen Rotationssensors mit dem
Simulationswerkzeug fu¨hrte zur Identifizierung einer bisher in der Literatur nicht
beschriebenen Ursache von Rotationsraten-Fehlern. Im Lyot-Depolarisator ko¨nnen
Wegdifferenzen auftreten, die dem Wegla¨ngenunterschied zwischen Reflexionen, die
am ¨Ubergang vom IOC zur Faser erfolgen, entsprechen. Daraus resultiert eine mo-
dulierte Phasendifferenz im Ausgangssignal, die nicht von einer Sagnac-Phase un-
terscheidbar ist und sich somit als Drehraten-Fehler auswirkt.
Im hier aufgebauten faseroptischen Rotationssensor sind fu¨r Depolarisator-La¨ngen
von 1 − 12m Rotationsraten-Fehler von bis zu 18 ◦/h aufgetreten, die ohne Lyot-
Depolarisator unter 0.02 ◦/h lagen. Fu¨r die Reduktion des Grads der Polarisation
auf unter 5% musste die La¨nge 2m betragen. Daher ist eine ku¨rzere La¨nge nicht
mo¨glich, folglich ist, um die Fehler auf das Minimum von 0.02 ◦/h zu reduzieren,
eine La¨nge von 12m erforderlich.
Mit Glg. (4.134) ist allgemein die Mindestla¨nge des Depolarisators definiert, ab der
die Fehler auf das Minimum reduziert werden. Die Gro¨ße der Fehler, auch die des
Restfehlers, skaliert mit dem Reflexionsanteil.
In kommerziellen faseroptischen Rotationssensoren ist die Verwendung eines Lyot-
Depolarisators und eines IOCs Stand der Technik, so dass auch in diesen Senso-
ren die hier beschriebene signifikante Fehlerquelle auftreten kann und beim Design
beru¨cksichtigt werden muss. Hierzu eignet sich das entwickelte Simulationswerk-
zeug, dessen Anwendbarkeit sich fu¨r die Modellierung von faseroptischen Rotati-
onssensoren besta¨tigt hat. Der Einfluss der Koha¨renz, die eine wesentliche Rolle
spielt, kann voll erfasst werden. Effekte der Modulation werden beru¨cksichtigt. Erst
die Mo¨glichkeit der Modellierung der Polarisations- und Temperaturabha¨ngigkeit
ermo¨glicht die vollsta¨ndige, quantitative Simulation.
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Nichtlineare Effekte, teilweise auch vereinfachend als Kerr-Effekt bezeichnet,
ko¨nnen eine wesentliche Quelle fu¨r Rotationsraten-Fehler sein. Durch unsymmetri-
sche Leistungsverteilung in den beiden Umlaufrichtungen im faseroptischen Rotati-
onssensor ko¨nnen sich die Wellen selbst und, durch den speziellen Aufbau bedingt,
gegenseitig in der Phase modulieren. Dabei spielen die Eigenschaften der Lichtquel-
le eine wesentliche Rolle.
Wenn zuna¨chst nur der monochromatische Fall betrachtet wird, ko¨nnen die Auswir-
kungen der nichtlinearen Kopplungen in der Faser unter gewissen Bedingungen, auf
die unten na¨her eingegangen wird, auf eine Differenz der effektiven Brechzahl im
Medium zwischen den Umlaufrichtungen reduziert werden, welche von der vorhan-
denen Intensita¨t abha¨ngt[125],
∆n = −nI2(I+ − I−). (5.1)
nI2 ist der nichtlineare Brechzahlkoeffizient, eine Materialkonstante, die weiter unten
definiert wird, und I+ bzw. I− die in der positiven bzw. negativen Umlaufrichtung
vorhandene Leistung. Die Gleichung wird im Folgenden noch als Spezialfall der all-
gemeinen Modellierung erhalten. Der nichtlineare Effekt bewirkt somit eine ¨Ande-
rung der effektiven Brechzahl in der Faserspule, die unterschiedlich fu¨r die beiden
Umlaufrichtungen ist und daher zu einer Phasenverschiebung fu¨hrt. Aus dieser Glei-
chung wird bereits deutlich, dass der Effekt nur bei einer Unsymmetrie zwischen den
beiden Intensita¨ten auftreten kann. Diese kann z.B. durch ein nichtideales Teilungs-
verha¨ltnis des IOC hervorgerufen werden.
Beim Durchlaufen der Spule der La¨nge L fu¨hrt der Brechzahlunterschied zu einer
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Phasendifferenz
φNL =
2π∆nL
λ
, (5.2)
die nicht von einer Sagnac-Phase zu unterscheiden ist und folglich, versehen mit dem
Skalenfaktor des Sensors, einer Rotationsrate
ΩNL =
λc0
2πLD
φNL = −n
I
2c0
D
(I+ − I−) (5.3)
entspricht. Bemerkenswert ist, dass diese Gro¨ße unabha¨ngig von der Wellenla¨nge ist.
Weiterhin, da sowohl die nichtlineare Phase als auch die Sagnac-Phase proportional
zur Spulenla¨nge sind, ist die entsprechende Drehrate unabha¨ngig von dieser.
Die Gleichung ermo¨glicht eine erste Abscha¨tzung des Effekts. Wenn die Asymmetrie
zwischen den entgegengesetzt umlaufenden Intensita¨ten durch einen unsymmetri-
schen Koppler mit dem Teilungsverha¨ltnis (Coupling Ratio) RC = 49% gegeben ist,
betra¨gt die Differenz in der Intensita¨t zwischen den beiden Umlaufrichtungen 2% der
aufzuteilenden Intensita¨t I0. Die Fehlerterme ko¨nnten zwar mittels eines verbesser-
ten Teilungsverha¨ltnisses des IOC reduziert werden, allerdings zeigen kommerzielle
IOCs eine Fertigungstoleranz von bis zu 10%.
Zuna¨chst die Berechnung der Phasendifferenz nach Glg. (5.48): Die mittlere Wel-
lenla¨nge soll λ = 1550 nm betragen, die Spulenla¨nge L = 500m und der nichtli-
neare Brechzahl-Koeffizient nI2 = 2.6× 10−20 m2/W[126]. Die u¨ber den Faserquer-
schnitt gemittelte Intensita¨t berechnet sich aus der Leistung in der Spule und der in
Anhang B.2 definierten effektiven Kernfla¨che I0 = P0/Aeﬀ . Fu¨r die Lichtquelle sind
P = 5mW Ausgangsleistung realistisch. In der Spule sind dann insgesamt noch
etwa P0 = 1mW vorhanden. Die effektive Kernfla¨che betra¨gt Aeﬀ = 5 × 10−11 m2
fu¨r die verwendete 80µm-PM-Faser.
Insgesamt ergibt sich eine Phasendifferenz von φNL = 20µrad. Mit einem Spu-
lendurchmesser von D = 5 cm erha¨lt man einen Rotationsraten-Fehler von ΩNL =
12.8 ◦/h, das entspricht je Leistungsdifferenz in der Spule
dΩNL
d∆P0
= 0.64 (◦/h)/µW.
Ein FOG mit diesen Spezifikationen sollte allerdings Drehraten mit einem Fehler
deutlich kleiner als 1 ◦/h, eher 0.01 ◦/h, messen ko¨nnen. Es ergibt sich somit selbst
fu¨r einen IOC, dessen Teilungsverha¨ltnis nur 2% vom Ideal abweicht, ein deutlich
gro¨ßerer Rotationsraten-Fehler.
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Bei diesen Berechnungen wurde aber der Einfluss der Eigenschaften der Lichtquel-
le nicht beru¨cksichtigt, da von vollsta¨ndig monochromatischem Licht ausgegangen
wurde. Hier werden zwei teilweise widerspru¨chliche Theorien diskutiert.
Auf der einen Seite wird die Auffassung vertreten, dass die Koha¨renzla¨nge der Licht-
quelle die nichtlinearen Effekte direkt skaliert[127]. Der nichtlineare Effekt tritt nur
auf, wenn sich die gegenla¨ufigen Wellen gegenseitig beeinflussen. Daher wird davon
ausgegangen, dass dies nur dort mo¨glich ist, wo die Wellen auch interferenzfa¨hig
sind. Dies sind sie in der Spule nur in deren Mitte, da hier beide Wellen dieselbe
Wegla¨nge zuru¨ckgelegt haben. Die nichtlineare Brechzahldifferenz sollte um diesen
Ort nur auf der Koha¨renzla¨nge auftreten, was den Effekt fu¨r eine partiell koha¨rente
Lichtquelle um etwa den Faktor 2lcoh/L reduzieren sollte.
Die andere Theorie geht direkt von den spektralen Eigenschaften, und nicht den
Koha¨renzeigenschaften, aus[128]. Das Spektrum wird in einzelne spektrale Linien
aufgeteilt, deren jeweilige nichtlineare Phasendifferenz getrennt berechnet wird. An-
schließend wird die resultierende Phasendifferenz abgeleitet. Die Anzahl der Linien
und deren relative Sta¨rke bestimmt dann die Reduktion der nichtlinearen Effekte re-
lativ zu denen mit einer monochromatischen Lichtquelle.
Hier wird konsequent der Ansatz u¨ber die spektralen Eigenschaften der Lichtquelle,
d.h. u¨ber die Linienstruktur, verfolgt und weiterentwickelt. Die Experimente liefern
die von dieser Theorie prognostizierten Werte.
5.1 Modellierung der nichtlinearen Effekte
5.1.1 Grundlagen
Zuna¨chst werden einige allgemeine Betrachtungen und Definitionen durchgefu¨hrt,
die die physikalischen Grundlagen der nichtlinearen Effekte betreffen.
5.1.1.1 Nichtlineare Polarisation in den Maxwellgleichungen
Fu¨r die Herleitung der nichtlinearen Effekte wird von den Maxwellgleichungen[102]
∇D = ρ (5.4a)
∇×E = −∂B
∂t
(5.4b)
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∇×H = j + ∂D
∂t
(5.4c)
∇B = 0 (5.4d)
ausgegangen. Die dielektrische Verschiebungsdichte wird definiert durch
D = ε0E + P , (5.5)
worin P die Polarisation darstellt. Dies gilt bei lokaler und momentaner Abha¨ngig-
keit der Polarisation vom elektrischen Feld, was in verlustfreien Medien (Leitfa¨hig-
keit σ = 0) ohne eingepra¨gte Stro¨me (Stromdichte j = 0) erfu¨llt ist. Unter Benut-
zung der Vektoridentita¨t
∇×∇×E = ∇(∇ ·E)−∇2E (5.6)
und dem Zusammenhang
B = µ0H (5.7)
fu¨r unmagnetische Medien la¨sst sich die magnetische Feldsta¨rke aus den Gleichun-
gen eliminieren. Dies fu¨hrt auf
∇2E −∇(∇E) = µ0 ∂
∂t
(∇×H)
= µ0
∂2
∂t2
(ε0E + P ). (5.8)
Die Polarisation wird aufgeteilt in einen linearen und einen nichtlinearen Anteil[129]
P = P L + P NL = ε0χLE + P NL, (5.9)
wobei die Tensor-Struktur der dielektrischen Suszeptibilita¨t nicht beru¨cksichtigt
wurde. Mit ∇E ≈ 0 und der linearen Dielektrizita¨tszahl ε = ε0(1 + χL) folgt die
Differentialgleichung
E = µ0ε∂
2E
∂t2
+ µ0
∂2P NL
∂t2
. (5.10)
Die nichtlinearen Effekte in der Faser werden als kleine Sto¨rungen der gesamten
induzierten Polarisation betrachtet. Daher kann in einer Stufenindex-Faser, in der
die lineare Dielektrizita¨t ε stufenweise konstant ist, von
∇D ≈ ε∇E (5.11)
ausgegangen werden, wobei schon ∇P NL ≈ 0 verwendet wurde. In der Faser exi-
stieren keine Ladungen, so dass die Divergenz von D und folglich die Divergenz
von E verschwinden.
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Komponentenweise setzt sich die nichtlineare Polarisation wie folgt zusammen:
(PNL)i = ε0
(
χ
(2)
ijkEjEk + χ
(3)
ijklEjEkEl + ...
)
mit i, j, k, l = x, y, z (5.12)
wobei die Einsteinsche Summenkonvention vorausgesetzt wurde, nach der u¨ber in
einem Produkt doppelt auftretende Indizes summiert wird. Die fu¨r Effekte zwei-
ter Ordnung verantwortliche Suszeptibilita¨t χ(2) ist nur in nicht inversionssymmetri-
schen Medien von Null verschieden und spielt folglich in der Quarzglas-Faser keine
Rolle. Der Suszeptibilita¨ts-Tensor χ(3) ist aber in allen Materialien ungleich Null.
Die hier beru¨cksichtigte nichtlineare Polarisation ist somit nur die Polarisation in der
dritten Potenz der elektrischen Feldsta¨rke
(PNL)i = ε0χ
(3)
ijklEjEkEl , mit i, j, k, l = x, y, z. (5.13)
Ein Teilaspekt dieser Polarisation, die von der dritten Potenz der elektrischen
Feldsta¨rke abha¨ngt, wird als Kerr-Effekt bezeichnet. Dabei gibt es den klassischen
Kerr-Effekt, bei dem zwei der Felder zeitlich konstant sind und, wie hier betrachtet,
den optischen Kerr-Effekt, bei dem die Nichtlinearita¨t durch die Felder einer opti-
schen Welle hervorgerufen wird.
Durch die Na¨herung des verlustfreien Mediums ist der Suszeptibilita¨ts-Tensor χ(3)ijkl
unabha¨ngig von der Frequenz des elektrischen Feldes. Dies ist erfu¨llt, solange die
auftretenden Frequenzen weit genug von Resonanzen entfernt sind. Wie im Unter-
abschnitt 5.1.1.4 zu sehen sein wird, spielen im Falle eines Rotationssensors nur die
Anteile innerhalb des Spektrums der verwendeten Lichtquelle eine Rolle.
5.1.1.2 Vereinfachung durch eindimensionale Wellenausbreitung
Die Gleichungen lassen sich weiter vereinfachen, wenn nur linear polarisiertes Licht
angenommen wird, das sich als ebene transversal-elektromagnetische Welle ausbrei-
tet. Die nichtlinearen Effekte werden hier in einer polarisationserhaltenden Spule des
faseroptischen Rotationssensors betrachtet, so dass das Licht nahezu vollsta¨ndig po-
larisiert ist. Auch wenn die zweite Polarisationsrichtung auftritt, ist die Kopplung nur
gering. Die Felder in einer Faser sind bis auf einen vernachla¨ssigbar kleinen Anteil
des elektromagnetischen Feldes in Ausbreitungsrichtung transversal. Es sollen nur
elektrische Felder, die aus optischen Wellen resultieren, vorhanden sein.
Die Ausbreitungsrichtung sei die z-Richtung, der Vektor der elektrischen Feldsta¨rke
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zeige in x-Richtung
E = E(z, t)ex. (5.14)
Damit ist die Polarisation nur noch gegeben durch
P NL = ε0χ
(3)
xxxx(Eex)
3ex (5.15)
oder skalar
PNL(z, t) = ε0χ
(3)
xxxxE(z, t)
3. (5.16)
Im Folgenden wird statt χ(3)xxxx nur noch χ(3) geschrieben. Im eindimensionalen Fall
vereinfacht sich auch die Differentialgleichung Glg. (5.10) zu
∂2E
∂z2
(z, t) = µ0ε
∂2E(z, t)
∂t2
+ µ0
∂2PNL(z, t)
∂t2
. (5.17)
5.1.1.3 Diskrete spektrale Zerlegung
Das elektrische Feld einer monochromatischen Welle am Ort z zur Zeit t kann durch
E(z, t) =
1
2
(
E0(z)e
j(ωt−βz) + E∗0(z)e
−j(ωt−βz)
)
(5.18)
dargestellt werden, wobei ∗ die komplexe Konjugation bezeichnet. ω ist die Frequenz
und β die Propagationskonstante bzw. die Wellenzahl. Die Welle soll stationa¨r sein,
d.h. ihre Amplitude soll nur vom Ort und nicht mehr von der Zeit abha¨ngen.
Zur Betrachtung der nichtlinearen Effekte wird eine polychromatische Welle durch
diskrete Frequenzanteile beschrieben, um Kopplungen zwischen verschiedenen Fre-
quenzen zu beru¨cksichtigen. Die Welle soll aus N diskreten Frequenzanteilen zu-
sammengesetzt sein, so dass das elektrische Feld der Welle durch
E(z, t) =
1
2
N∑
m=−N
Em(z, t) =
1
2
N∑
m=−N
E0m(z)e
j(ωmt−βmz) (5.19)
beschrieben werden kann. Mit den Definitionen E0 = 0, ω−m = −ωm, β−m =
−βm und E0−m = E∗0m stellen die Anteile fu¨r negatives m gerade das komplex
Konjugierte des Anteils fu¨r positives m dar. Somit ist das Feld reell. Die Polarisation
wird dann nach Glg. (5.16) zu
PNL(z, t) = ε0χ
(3)1
8
(
N∑
m=−N
E0m(z)e
j(ωmt−βmz)
)3
. (5.20)
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Die einzelnen Terme in der Differentialgleichung, Glg. (5.17), sind
∂2E(z, t)
∂z2
=
1
2
N∑
m=−N
(
−β2mE0m(z)− 2jβm
dE0m(z)
dz
+
d2E0m(z)
dz2
)
ej(ωmt−βmz), (5.21a)
∂2E(z, t)
∂t2
=
1
2
N∑
m=−N
(−w2mE0m(z)) ej(ωmt−βmz), (5.21b)
∂2PNL(z, t)
∂t2
= ε0χ
(3)1
8
∂2
∂t2
(
N∑
m=−N
E0m(z)e
j(ωmt−βmz)
)3
. (5.21c)
5.1.1.4 Slowly Varying Amplitude Approximation
Es wird die Slowly Varying Amplitude Approximation (SVAA)[103, 130] angewandt,
d.h. es wird angenommen, dass∣∣∣∣d2E0m(z)dz2
∣∣∣∣
∣∣∣∣βmdE0m(z)dz
∣∣∣∣ (5.22)
gilt. Diese Na¨herung ist meist gut erfu¨llt, wenn nur die nichtlinearen Effekte be-
trachtet werden, da diese nur eine kleine Sto¨rung darstellen und somit die Amplitu-
den nur gering beeinflussen. Im Fall des FOG kommt hinzu, dass die hauptsa¨chliche
¨Anderung die Phase betrifft, und der Betrag sich nur gering a¨ndert. Folglich ist der
linke Term in Glg. (5.22) vernachla¨ssigbar. Damit wird die Differentialgleichung
Glg. (5.17) unter Beru¨cksichtigung von Glg. (5.21) und von βi = √µ0ε ωi zu
1
2
N∑
m=−N
βm
dE0m(z)
dz e
j(ωmt−βmz) =
µ0ε0χ
(3) j
16
∂2
∂t2
(
N∑
m=−N
E0m(z)e
j(ωmt−βmz)
)3
.
(5.23)
5.1.1.5 Phase-Matching
Um die Gleichung zu lo¨sen, mu¨ssen die einzelnen Summanden zueinander zuge-
ordnet werden. Auf der linken Seite ist jeder Phasenfaktor ej(ωmt−βmz) genau einmal
vertreten. Dieser Phasenfaktor kann sich auf der rechten Seite durch verschiedene
Kombinationen ergeben. Nur dann, wenn die Phasenfaktoren eines Summanden auf
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der linken und auf der rechten Seite u¨bereinstimmen, hat die nichtlineare Polarisation
einen Einfluss auf diese Komponente m, d.h. die Phase-Matching-Bedingung[130]
muss erfu¨llt sein. Der Einfluss einer anderen Komponente ist schon nach einer kurzen
Wegstrecke und einer entsprechenden Phase ∆βz vernachla¨ssigbar klein[129]. Dies
wird auch deutlich, wenn man beru¨cksichtigt, dass es sich um einen Vier-Phononen-
Prozess handelt. Zusa¨tzlich zur Energie-Erhaltung (∆ω = 0) muss auch die Impuls-
erhaltung (∑β = 0) erfu¨llt sein.
5.1.1.6 Definition der nichtlinearen Brechzahl
Die Bedingung des Phase-Matchings bedeutet zuna¨chst, dass zur Auswirkung auf
eine Feldkomponente nur der Anteil der nichtlinearen Polarisation beitra¨gt, dessen
Frequenz und Wellenzahl gleich sind. Glg. (5.17) wird dann mit PNL,m = ε0χNL,mEm
zur Wellengleichung fu¨r die einzelne Komponente
∂2Em
∂z2
(z, t) = µ0(ε + ε0χNL,m)
∂2Em(z, t)
∂t2
, (5.24)
wobei das χNL,m durch die Anteile der Summe in Glg. (5.21c) gegeben ist, die mit der
Komponente Em mitlaufen. χNL,m ha¨ngt noch von den anderen beteiligten Feldern
ab. Es ergibt sich eine nichtlineare Brechzahl (mit n0 =
√
ε/
√
ε0)
nm =
√
εr,tot,m =
√
n20 + χNL,m ≈ n0 +
χNL,m
2n0
. (5.25)
Diese Na¨herung ist solange sinnvoll, wie die Amplituden der einzelnen Komponen-
ten nicht stark vera¨ndert werden und nur mitlaufende Mischterme auftreten, die pro-
portional zu Em sind.
Der nichtlineare Effekt 3. Ordnung kann dann zur weiteren Vereinfachung durch die
nichtlinearen Brechzahl-Koeffizienten n2 bzw. nI2 beschrieben werden[131], die u¨ber
n = n0 + n2 |E|2 bzw. n = n0 + nI2I (5.26)
definiert sind. I ist die Intensita¨t. Fu¨r mehrere Frequenzen ergibt sich fu¨r jede Fre-
quenzkomponente eine andere zu beru¨cksichtigende Intensita¨t, die wiederum von
der speziellen Anordnung abha¨ngt. Fu¨r den Fall des faseroptischen Rotationssensors
werden unten die entsprechenden Ableitungen vorgestellt.
5.1.2 Frequenzkomponenten im FOG
Der spezielle Aufbau des faseroptischen Rotationssensors liefert auch fu¨r die nichtli-
nearen Effekte eine spezielle Situation. Aufgrund der entgegengesetzt umlaufenden,
5.1 Modellierung der nichtlinearen Effekte 133
aber koha¨renten Lichtwellen tritt zwischen diesen eine starke Kopplung auf. Das
elektrische Feld des Lichts in der Spule kann ebenso wie oben in seine Frequenz-
komponenten zerlegt werden. Die Mitte der Spule wird als der Ort z = 0 definiert.
Das links umlaufende Licht la¨uft in positiver z-Richtung um (Index +), das rechts
umlaufende in negativer z-Richtung. Fu¨r jede einzelne Frequenzkomponente an ei-
nem Ort z zur Zeit t gilt:
Em(z, t) =
1
2
(
E+0m(z)e
j(ωmt−βmz) + E−0m(z)e
j(ωmt+βmz)
)
. (5.27)
Dabei wurde angenommen, dass entgegengesetzt laufende Komponenten gleiche
Zeitabha¨ngigkeit und gleiche Ausbreitungskonstanten besitzen, deren Vorzeichen
sich aber durch das unterschiedliche Vorzeichen von z unterscheiden. Wieder ist
E−m = E∗m wie in Glg. (5.19).
Das gesamte elektrische Feld ist die Summe aller einzelnen Frequenzkomponenten:
E(z, t) =
1
2
N∑
m=−N
Em =
1
2
N∑
m=−N
(
E+0m(z)e
j(ωmt−βmz) + E−0m(z)e
j(ωmt+βmz)
)
.
(5.28)
Die dritte Potenz der Summe auf der rechten Seite der Differentialgleichung
Glg. (5.23), fu¨r den Fall der gegenla¨ufigen Wellen ausgewertet, liefert
(
N∑
m=−N
(
E+0m(z)e
−jβmz + E−0m(z)e
+jβmz
)
ejωmt
)3
=
∑
p q r
(
E+0pE
+
0qE
+
0re
−j(βp+βq+βr)z +3E+0pE
+
0qE
−
0re
−j(βp+βq−βr)z (5.29)
+3E+0pE
−
0qE
−
0re
−j(βp−βq−βr)z +E−0pE
−
0qE
−
0re
−j(−βp−βq−βr)z)ej(ωp+ωq+ωr)t.
Es muss u¨ber alle p, q, r = −N, . . . , N summiert werden. Wegen der Energie-
Erhaltung und der Phase-Matching-Bedingung muss, damit eine Beeinflussung der
Komponente Em durch die nichtlineare Polarisation stattfindet, der Phasenfaktor
u¨bereinstimmen. Folglich muss fu¨r die Frequenzen in der Summe
ωp + ωq + ωr = ωm (5.30)
gelten. Die Summe bzw. die Differenz der Ausbreitungskonstanten im Exponenten
muss die betrachtete Ausbreitungskonstante βm ergeben.
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5.1.3 Na¨herung der nichtlinearen Brechzahl
Viele Lichtquellen weisen eine zufa¨llige Verteilung der Phase der einzelnen
Frequenz-Komponenten auf[128], was bedeutet, dass keine Kopplung der Phase der
einzelnen Frequenzen untereinander besteht. Damit ist auch keine nichtlineare Kopp-
lung von verschiedenen Frequenzen mo¨glich.
Im Fall des FOG muss dann eine der drei Komponenten der betrachteten Frequenz
entsprechen, d.h. z.B. r = m. Die anderen beiden koppelnden Wellen ko¨nnen ei-
ne andere Frequenz besitzen, aber da bereits ωr = ωm gilt, muss auf jeden Fall
ωq = −ωp erfu¨llt sein. Die Propagationskonstanten sind entsprechend βr = βm und
folglich βp = −βq. Somit ist die Frequenz-Komponente q die zu p komplex Konju-
gierte, und das Produkt ergibt den Betrag der Amplitude.
Als Resultat verbleibt fu¨r die nichtlineare Polarisation fu¨r den Anteil E±m nur noch
P±NL,m =
3
4
ε0χ
(3)ε0
(
2
N∑
j=1
(∣∣E+0j∣∣2 + ∣∣E−0j∣∣2)− ∣∣E±0m∣∣2
)
E±m. (5.31)
Es wird nur noch von 1 bis N summiert. Der Anteil fu¨r p = −q = r = m muss
abgezogen werden, da er sonst in der Summe doppelt auftauchen wu¨rde. Der Faktor
3 resultiert aus der Summenbildung, der Faktor 14 aus der komplexen Schreibweise.
Die Polarisation zu Em ist wieder reell. Um diese zu erhalten, muss der Anteil, der
mit E±0m(z)ej(ωmt±βmz) mitla¨uft, mit dem dazu konjugiert Komplexen zusammenge-
fasst werden. Die Polarisation ist dem elektrischen Feld selbst proportional, wodurch
sich nur die Phase des Feldes vera¨ndert, aber nicht der Betrag der einzelnen Ampli-
tuden. Es findet kein Energie-Austausch zwischen den Wellen statt, d.h. die spektrale
Leistungsdichte bleibt unvera¨ndert.
Der Koeffizient kann mit dem nichtlinearen Brechzahl-Koeffizienten identifiziert
werden,
n2 =
3
8
1
n0
χ(3), (5.32)
wobei der Vorfaktor wie in Glg. (5.25) entsteht.
Die resultierende Gleichung kann mit der Intensita¨t je Frequenz-Komponente nach
Glg. (4.2)
I±m =
1
2
√
ε
µ0
∣∣E±m∣∣2 (5.33)
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und der Gesamtintensita¨t je Umlaufrichtung
I± =
N∑
j=1
I±m (5.34)
umgeschrieben werden zu
P±NL,m = ε0χ
±
NL,mE
±
m =
3
2
√
µ0
ε
χ(3)ε0
(
2I± − I±m + 2I∓
)
E±m, (5.35)
wie auch in [128] zu finden ist. Damit ergibt sich eine Brechzahl mit nichtlinearem
Anteil bei ωm je Richtung
n±m = n0 +
χ±NL,m
2n0
= n0 +
1
n20
3
4
√
µ0
ε0
χ(3)
(
2I± − I±m + 2I∓
) (5.36)
bzw.
n±m = n0 + n
I
2
(
2I± − I±m + 2I∓
)
. (5.37)
Die Gleichung wird kurz fu¨r monochromatisches Licht mit I±m = I± diskutiert. Es
ergibt sich
n± = n0 + nI2
(
I± + 2I∓
)
. (5.38)
Der Einfluss der mit der betrachteten Welle laufenden Intensita¨t wird als Self Phase
Modulation (SPM) bezeichnet, der durch Kopplung mit anderem Licht als Cross
Phase Modulation (XPM). Im vorliegenden Fall ist die XPM doppelt so groß wie
die SPM, was im Resultat zu den Fehlern fu¨hrt.
5.1.4 Spektraler Formfaktor
Im faseroptischen Rotationssensor interessiert hauptsa¨chlich der durch die nichtli-
nearen Effekte erzeugte Phasenfehler bzw. Rotationsraten-Fehler. Aus Glg. (5.37)
ergibt sich eine Brechzahl-Differenz bei der betrachteten Frequenz zwischen den
beiden umlaufenden Wellen von
∆nm = n
+
m − n−m = −nI2
(
I+m − I−m
)
, (5.39)
durch die sich bei Durchlaufen der Spule mit der La¨nge L eine nichtlineare Phasen-
differenz
φNL,m =
∆nmωmL
c0
(5.40)
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aufbaut.
Bei der Signalauswertung durch Synchronous Detection, siehe Unterab-
schnitt 2.3.5.2, entspricht die gemessene Phase dem intensita¨tsgewichteten Mittel
der Phase bei den einzelnen Frequenzen, im diskreten Fall
φ =
N∑
m=1
Imφm
/
N∑
m=1
Im. (5.41)
Die Brechzahl-Differenz wird mit der relativen Asymmetrie αm umgeschrieben zu
∆nm = −nI2αmIm. (5.42)
Im bezeichnet die Lichtintensita¨t, die beide Lichtwellen bei der Frequenz ωm ha¨tten,
wenn keine Differenz bestehen wu¨rde. Damit definiert αm gerade den relativen Un-
terschied in der Intensita¨t. Fu¨r αm = 0 ist keine Intensita¨tsdifferenz vorhanden. Fu¨r
αm = 1 ist die gesamte Intensita¨t in der positiv umlaufenden Welle, fu¨r αm = −1
entsprechend in der negativ umlaufenden. Allerdings bedeutet |αm| = 1, dass eine
Richtung komplett geda¨mpft wird. Die zweite Richtung durchla¨uft aber hinter der
Spule denselben Weg, so dass auch diese Welle dann komplett geda¨mpft werden
wu¨rde, so dass keine Intensita¨t mehr zuru¨ckkommt, so dass −1 < αm < 1 gelten
muss. Die relative Asymmetrie eignet sich sehr gut fu¨r die Beschreibung der durch-
gefu¨hrten Experimente.
Da die Differenz in den beiden Richtungen meist durch Da¨mpfung geschieht, die fu¨r
alle Frequenzen zumindest anna¨hernd gleich ist, wird
αm = α, ∀m,m = 1, . . . , N (5.43)
vorausgesetzt.
Somit kann die resultierende nichtlineare Phasendifferenz als
φNL = −n
I
2L
c0
α
(
N∑
m=1
ωmI
2
m
/
N∑
m=1
Im
)
(5.44)
geschrieben werden. Die Summe im Nenner stellt gerade die Gesamtintensita¨t dar,
I0 =
N∑
m=1
Im. (5.45)
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Im Fall der diskretisierten Frequenzen wird die Mittelfrequenz entsprechend zu
Glg. (4.12) durch
ω =
N∑
m=1
ωmI
2
m
/
N∑
m=1
I2m (5.46)
berechnet. Die Intensita¨t ist proportional zur spektralen Leistungsdichte bei der be-
trachteten Frequenz. Mit der Definition des spektralen Formfaktors[140]
CSS =
N∑
m=1
ωm
ω
I2m
I20
=
N∑
m=1
I2m
I20
(5.47)
kann die nichtlineare Phasendifferenz vereinfacht durch
φNL = −Ln
I
2
c0
αCSSωI0 (5.48)
ausgedru¨ckt werden.
Diese Herleitungen erlauben die direkte Modellierung der nichtlinearen Effekte fu¨r
alle Lichtquellen, deren Spektrum eine Linienstruktur aufweist. Die Linien mu¨ssen
eine zufa¨llige Phasenverteilung aufweisen oder du¨rfen nicht a¨quidistant u¨ber der
Frequenz angeordnet sein, so dass keine Kopplung der verschiedenen Frequenzen
mo¨glich ist. Mit Glg. (5.48) kann fu¨r ein gegebenes Spektrum die zu erwartende
nichtlineare Phase berechnet werden.
5.1.4.1 Monochromatisches Licht
Das Licht von Monomode-Laserdioden kann in sehr guter Na¨herung bzgl. der
nichtlinearen Effekte als monochromatisch betrachtet werden. Der Formfaktor wird
CSS = 1, da N = 1 und I1 = I0 gilt. Die mittlere Frequenz ist gleich der einen
vorhandenen Frequenz, ω = ω. Die nichtlineare Phasendifferenz ist dann
φNL = −Ln
I
2
c0
αωI0. (5.49)
Diese spektrale Eigenschaft fu¨hrt zur maximalen Phasendifferenz. Jedes andere
Spektrum ruft einen kleineren Effekt hervor.
5.1.4.2 Zwei- und N -Linien-Spektrum
Zur Veranschaulichung soll das Spektrum aus zwei Linien mit gleicher Intensita¨t
I1 = I2 = I0/2 bestehen. Die Mittelfrequenz ist dann das arithmetische Mittel der
beiden Frequenzen, ω = (ω1 + ω2)/2. Der spektrale Formfaktor wird halbiert im
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Gegensatz zum monochromatischen Fall und wird folglich CSS = 1/2. Mit gleicher
Mittelfrequenz und bei sonst gleichen Bedingungen ist dann auch der nichtlineare
Effekt halbiert.
Fu¨r N Linien gleicher Intensita¨t wird der spektrale Formfaktor CSS = 1/N , so dass
die nichtlinearen Effekte fu¨r viele Linien verschwinden.
5.1.4.3 Linien-Spektrum mit gaußfo¨rmiger Einhu¨llender
Das Spektrum soll aus mehreren a¨quidistanten Linien bestehen, deren Intensita¨t von
der Mittelfrequenz gaußfo¨rmig abfa¨llt. Mit einem Abstand der Linien δω ergibt sich
fu¨r den spektralen Formfaktor
CSS =
1 + 2
N∑
m=1
(
exp
(
−m2δω24∆ω2
))2
(
1 + 2
N∑
m=1
exp
(−m2δω24∆ω2 )
)2 . (5.50)
Wenn die Linien sehr dicht liegen, d.h. δω  ∆ω, kann N → ∞ angenommen
werden und die Summe durch das Integral angena¨hert werden. Eine Auswertung
zeigt
CSS =
δω
2∆ω
√
π
2 − δω2∆ω(√
π − δω2∆ω
)2 . (5.51)
Die Anzahl der Linien innerhalb der spektralen Breite bestimmt somit den spektra-
len Formfaktor. Fu¨r viele Linien innerhalb der Breite der Gauß-Funktion wird die
Schrittweite δω beliebig klein, so dass die nichtlineare Phase auch in diesem Fall
null wird.
5.1.4.4 Kontinuierliches Spektrum
Die vorherigen Abschnitte haben gezeigt, dass eine Kompensation der nichtlinearen
Effekte sich durch eine Lichtquelle mit mo¨glichst vielen Linien im Spektrum errei-
chen la¨sst. Ein kontinuierliches Spektrum muss in Linien zerlegt werden, wobei als
Linienbreite die intrinsische Linienbreite[128] verwendet wird, welche sich aus der
Lebensdauer der spontanen Emission τsp ergibt. Effektiv ist der spektrale Formfaktor
durch das Verha¨ltnis der intrinsischen Linienbreite zur spektralen Breite gegeben,
CSS =
1
∆ωτsp
. (5.52)
Die Lebensdauer der spontanen Emission ist in Superlumineszenz-Dioden und in
EDFS so groß, dass der nichtlineare Fehler vernachla¨ssigbar klein wird.
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In der Literatur wurde eine alternative Berechnung im Zeitbereich vorgeschlagen,
die in Anhang D zu finden ist. Dort wird die ¨Aquivalenz mit den hier durchgefu¨hrten
Berechnungen gezeigt. Die Rechnung im Frequenzbereich liefert allerdings detail-
liertere Resultate und kommt mit weniger Annahmen aus.
5.1.5 Auswirkung auf die Rotationsrate
In der Einfu¨hrung wurde bereits aus der nichtlinearen Phasendifferenz der entspre-
chende Rotationsraten-Fehler berechnet. Wenn aber nun keine monochromatische
Lichtquelle mehr verwendet wird, muss die mittlere Wellenla¨nge im Skalenfaktor
verwendet werden. Da sich diese aber ebenso aus der ¨Uberlagerung der einzelnen
Wellenla¨ngen im Spektrum ergibt, entspricht die mittlere Wellenla¨nge im Skalen-
faktor gerade der Mittelfrequenz in der nichtlinearen Phasendifferenz. Daher ergibt
sich der Rotationsraten-Fehler
ΩNL =
λc0
2πLD
φNL = −n
I
2c0
D
αCSSI0 (5.53)
wiederum unabha¨ngig von der La¨nge der Spule und der Mittelfrequenz.
Das in dem Beispiel in der Einfu¨hrung angenommene Teilungsverha¨ltnis von RC =
49% ergibt eine relative Asymmetrie von
α =
2(1− 2RC)
1 + |1− 2RC| = 0.04, (5.54)
da der Weg mit der ho¨heren Intensita¨t als Referenz fu¨r die Berechnung dient. Aller-
dings ist der zu beru¨cksichtigende Wert der Leistung nur noch halb so groß, weil die
maximale Differenz fu¨r α = ±1 nur der maximalen Leistung in einer Umlaufrich-
tung entspricht. Somit ergeben sich bis auf den jetzt auftretenden spektralen Form-
faktor dieselben Fehler wie oben angegeben.
5.2 Messungen
5.2.1 Experimenteller Aufbau
Wenn am faseroptischen Rotationssensor eine Drehrate anliegt, ist bei Vorhanden-
sein von nichtlinearen Fehler-Termen die Rotationsrate mit Glg. (5.53) und der Lei-
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stung gegeben durch
Ω = ΩL + ΩNL = ΩL − n
I
2c0
DAeﬀ
αCSSP0. (5.55)
Im Prinzip reicht somit fu¨r eine Lichtquelle die Messung der Drehrate aus, um die
Gleichung zu u¨berpru¨fen. Allerdings muss dazu der lineare Anteil ohne nichtlineare
Effekte bestimmt werden. Desweiteren ist die Einstellung einer definierten relativen
Asymmetrie sehr schwierig.
Daher wurde in den Aufbau ein variables optisches Da¨mpfungsglied (Variable Op-
tical Attenuator - VOA) und in der Spule eine Mo¨glichkeit, eine Asymmetrie in
der Leistung herzustellen, eingefu¨gt, siehe Abb. 5.1. Der VOA ist notwendig, da
VOA
IOC
Lichtquelle
EDFA
Photodiode Monitor-Photodiode
Koppler
Spule
Spleiß
Dämpfung
Abbildung 5.1: Aufbau zur Bestimmung der nichtlinearen Effekte. VOA (Variable Optical Attenu-
ator) bezeichnet ein fasergekoppeltes variables Da¨mpfungsglied, welches u¨ber eine Spannung ange-
steuert wird. Teilweise wurde der Erbium-dotierte-Faser-Versta¨rker (EDFA) eingesetzt.
er eine sehr schnelle Reduzierung der Leistung garantiert, ohne das Spektrum zu
beeintra¨chtigen, wie es im Fall der direkten ¨Anderung des Versorgungsstroms der
Lichtquelle der Fall wa¨re.
5.2.1.1 Messprinzip
Der variable Abschwa¨cher (VOA) ermo¨glicht die Reduzierung der Leistung in der
Spule, wodurch fu¨r eine gegebene Asymmetrie der nichtlineare Effekt reduziert wird.
Die Leistung der Lichtquelle wird als PQ bezeichnet. Die Abschwa¨chung bis in die
Spule kann durch das Produkt ahaVOA beschrieben werden, wobei ah eine konstante
Da¨mpfung auf dem Hinweg zur Spule und aVOA den variablen Anteil durch den VOA
darstellt. Damit ist die Leistung in der Spule P0 = ahaVOAPQ. Der Anteil aVOA kann
von eins bis nahezu null geregelt werden.
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Durch Wickeln der Faser um einen kleinen Zylinder an einem Eingang der Spule
wird eine relative Asymmetrie α eingestellt. Damit kommt die Leistung
PD(α) = ar(1− |α|)P0 = ar(1− |α|)ahaVOAPQ (5.56)
am Detektor an. ar ist die Da¨mpfung auf dem Ru¨ckweg von der Spule zum Detek-
tor. Diese kann sich von ah wegen des Polarisators und des Kopplers unterschei-
den. Wa¨hrend der Messung wird aVOA sukzessive von null bis eins durchgestimmt.
Die fu¨r aVOA = 1 zuru¨ckkommende Leistung wird als PD,max(α) bezeichnet. Ohne
Da¨mpfung in der Spule, α = 0, erha¨lt man PD,0 = PD,max(0).
Ohne durch Trennen der Fasern direkt die Leistungen in den beiden Umlaufrich-
tungen zu messen, kann die Asymmetrie nicht genau bestimmt werden, da keine
Referenz besteht, weil bereits ohne zusa¨tzliche Da¨mpfung eine Unsymmetrie, z.B.
durch den IOC, vorhanden sein kann. Selbst eine Bestimmung der Da¨mpfung relativ
zum Ausgangszustand beim Wickeln ist schwierig, da diese bei geo¨ffnetem Tempe-
raturpru¨fschrank durchgefu¨hrt werden muss und somit bei anderer Temperatur als
die Messung selbst. Ein wiederholtes Trennen der Fasern zur Messung der Da¨mp-
fung bedeutet aber auch immer eine Vera¨nderung des Aufbaus, da die Spleiße selbst
unterschiedliche Da¨mpfungen aufweisen ko¨nnen. Dies sollte auf jeden Fall vermie-
den werden und die Bedingungen mo¨glichst konstant gehalten werden. Die relative
Asymmetrie kann durch
α = sign(α)
(
1− PD,max
PD,0
)
(5.57)
ausgedru¨ckt werden. Das Vorzeichen kann aus der Messung erhalten werden. Der
Term in der Klammer ist immer positiv.
Der nichtlineare Term in der Rotationsrate ist proportional der Leistung, so dass eine
Auftragung von Ω u¨ber PD(α) eine Gerade mit Achsenabschnitt ΩL und der Steigung
m(PD,max) = − n
I
2c0
DAeﬀar
CSSsign(α)
(
PD,0
PD,max
− 1
)
(5.58)
liefert. Die Steigung entspricht der zu bestimmenden nichtlinearen Rotationsrate je
Leistungsdifferenz in der Spule.
Bis jetzt wurde das Problem der unbekannten Asymmetrie nur auf die unbekannte
Gro¨ße PD,max u¨bertragen. Daher wurde fu¨r mehrere willku¨rlich eingestellte Werte
von α bzw. dementsprechend PD,max die Steigung bestimmt. Dieser Wert multipli-
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ziert mit PD,max ergibt
m(PD,max)PD,max =
nI2c0
DAeﬀar
CSSsign(α) (PD,max − PD,0) , (5.59)
d.h. die Auftragung dieser Gro¨ße u¨ber PD,max liefert eine Gerade, deren Achsenab-
schnitt PD,0 und deren Steigung
dΩNL
d∆P0
=
nI2c0
DAeﬀar
CSS (5.60)
der effektiven Gro¨ße der nichtlinearen Rotationsrate u¨ber der Leistungsdifferenz in
der Spule ∆P0 entspricht.
5.2.1.2 Ablauf der Messungen
Die Messungen wurden in dem Temperaturpru¨fschrank, wie in Unterabschnitt 3.1.2
beschrieben, durchgefu¨hrt.
Um die Effekte der verbleibenden Temperaturschwankungen zu reduzieren, wurden
die Messungen fu¨r die verschiedenen Leistungen mo¨glichst schnell hintereinander
vorgenommen. Anschließend wurde u¨ber die Messungen fu¨r eine Einstellung gemit-
telt, was das Rauschen reduzierte. Weiterhin sind die Sto¨rungen durch die Tempera-
turschwankungen linear, so dass sie sich herausmitteln ließen. Als Unterschied zwi-
schen den verschiedenen Leistungen verblieben nur die nichtlinearen Effekte. Dabei
wurde davon ausgegangen, dass die Temperatur zumindest wa¨hrend eines Durch-
laufs der Leistung konstant blieb.
In Abb. 5.2 ist die Kennlinie des VOA im verwendeten Bereich dargestellt. Es han-
delte sich um einen mikromechanischen VOA, bei dem durch Anlegen einer Span-
nung ein Spiegel gedreht wird, dessen Ausrichtung den Anteil des Lichts bestimmt,
der in die Ausgangsfaser gekoppelt wird.
Eine Messung der Drehrate bei der jeweils eingestellten Intensita¨t dauerte insge-
samt etwa 0.2 s, wobei nur 18ms Daten aufgenommen wurden. Der Rest wird fu¨r
die Datenauslesung und -verarbeitung beno¨tigt. Diese Zeit wurde fu¨r das Einstel-
len des VOA verwendet. Um erstens die Spru¨nge des VOA nicht zu groß zu ma-
chen und zweitens eine Kontrollmo¨glichkeit zu haben, wurde die Kennlinie doppelt
durchlaufen, vom gro¨ßten zum kleinsten Wert und zuru¨ck, in der Abbildung z.B. mit
insgesamt 32 Punkten, von denen je 2 u¨bereinander liegen. Ein Einfluss der Tem-
peratur ha¨tte sich in einer Abweichung zwischen den beiden Richtungen bemerkbar
gemacht, siehe die Messergebnisse.
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Abbildung 5.2: Kennlinie des VOA. Die Punkte geben an, bei welchen Einstellungen gemessen wur-
de.
5.2.2 Messergebnisse
In den folgenden Abschnitten werden die Ergebnisse der Messungen vorgestellt,
die mit den verschiedenen Lichtquellen durchgefu¨hrt worden sind. Zur Berechnung
der Leistungen und Rotationsraten war die Kenntnis einiger Gro¨ßen notwendig, die
aber nur ungenau bestimmt werden konnten bzw. bekannt waren. Die Fehler, die
bei den Messergebnissen mit angegeben werden, sind die statistischen Fehler (95%-
Konfidenzintervalle), welche sich aus der Messung ergeben haben. Die Fehler durch
die ungenauen Gro¨ßen werden in die Auswertung miteinbezogen und dort genauer
behandelt.
5.2.2.1 Monomode-Laserdiode
Da die Monomode-Laserdiode (DFB-LD) praktisch monochromatisch war, siehe
Abb. 3.17, sollte sie den gro¨ßtmo¨glichen nichtlinearen Effekt hervorrufen. Die große
Koha¨renz sorgte aber fu¨r Probleme durch interferenzfa¨hige Polarisationsu¨berkopp-
lungen.
In Abb. 5.3 ist das Ergebnis einer Messung fu¨r eine Einstellung der relativen Asym-
metrie aufgetragen. Variabel war die Da¨mpfung am VOA. Die Messung nahm etwa
48 h in Anspruch. Deutlich zu erkennen ist die erwartete lineare Abha¨ngigkeit der
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Abbildung 5.3: Messung der Rotationsrate u¨ber der Leistungsdifferenz bei fester relativer Asymme-
trie. Die Leistungsdifferenz lies sich aus der zuru¨ckkommenden Leistung berechnen. Jeder Messpunkt
ist die Mittelung von etwa 10000 Werten. Ohne nichtlineare Effekte wa¨re die Steigung null.
Rotationsrate von der Leistung und folglich der Leistungsdifferenz in der Spule. Bei
kleinen Werten der Leistung ist ein Abknicken der Rotationsrate nach oben zu sehen.
Dies resultierte aus einem elektronischen Offset in der Messung der ersten Harmo-
nischen durch ¨Ubersprechen auf der AD-DA-Wandlerkarte. Dieser Effekt trat nur
bei kleinsten optischen Leistungen auf und konnte zudem mitbestimmt werden. Da
die Rotationsrate aus dem Verha¨ltnis der ersten zur zweiten Harmonischen gewon-
nen wurde und die zweite Harmonische proportional der Leistung war, erschien eine
zusa¨tzliche Abha¨ngigkeit zu der konstanten und der nichtlinearen Drehrate, die zu
einer prinzipiellen Gleichung
Ω(P ) = ΩL +
dΩNL
dP P +
Cel
P
(5.61)
fu¨hrte. Folglich dominierte bei kleinen Leistungen die 1/P - Abha¨ngigkeit. Alle drei
Anteile wurden durch eine nichtlineare Kurvenanpassung eindeutig erhalten.
Der statistische Fehler stieg bei abnehmender Leistung nur wenig an, da das Rau-
schen im betrachteten Bereich hauptsa¨chlich aus optischen Effekten resultierte. Auf-
grund der großen Koha¨renzla¨nge waren Sto¨rsignale, die sonst nur zur Intensita¨t ad-
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diert worden wa¨ren, interferenzfa¨hig, so z.B. Rayleigh-Ru¨ckstreuung und die in Ab-
schnitt 4.7 beschriebenen Reflexionen, allerdings hier ohne Lyot-Depolarisator. Wei-
terhin konnten die Reflexionen an der Endseite des IOC mit den noch gro¨ßeren Re-
flexionen im Y-Kopplungsbereich interferieren. Auch das mehrfache ¨Uberkoppeln
des Lichts zwischen den Polarisationsrichtungen spielte eine Rolle. Durch die ¨Uber-
lagerung verschiedener Anteile wiesen diese Interferenzen eine praktisch statistische
Temperaturabha¨ngigkeit auf, so dass die Effekte zumindest teilweise nur zum Rau-
schen beigetragen haben. Die Temperaturabha¨ngigkeit machte sich aber auch in den
Unterschieden zwischen den Messwerten bei gleicher Da¨mpfung bemerkbar. Unter
Umsta¨nden war die Temperatur beim Absenken der Intensita¨t immer um denselben
Betrag verschoben wie beim wieder Erho¨hen wenige Sekunden spa¨ter. In Abb. 5.3
ist dieser Effekt zu erkennen, der insgesamt aber klein war. Die Kurven fu¨r absin-
kende und ansteigende Intensita¨t verliefen fast gleich, folglich wurde ausschließlich
die Leistungsabha¨ngigkeit vermessen.
Fu¨r jede weitere Messung wurde jeweils nur die relative Asymmetrie vera¨ndert,
indem die Faser weiter um den Zylinder gewickelt wurde. Dies wurde an beiden
Einga¨ngen in die Spule vorgenommen, so dass Messwerte fu¨r positive und negative
Leistungsdifferenzen existieren. Die relative Asymmetrie betrug im Maximum etwa
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Abbildung 5.4: Messergebnis der DFB-LD mit Ausgleichsgerade. Auf der oberen Skala ist die ent-
sprechende relative Asymmetrie aufgetragen.
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95%, d.h. es waren nur noch 5% der maximal mo¨glichen Leistung in der geda¨mpften
Richtung.
Das Ergebnis ist in Abb. 5.4 dargestellt und entspricht dem erwarteten Verlauf. Die
lineare Abha¨ngigkeit war deutlich vorhanden. Fast alle Messwerte liegen innerhalb
ihres Fehlerbereichs auf der gewichteten Ausgleichsgeraden. Der Ausreißer trat bei
einer geringen zuru¨ckkommenden Leistung auf, bei dem Fehler durch den elektroni-
schen Offset einen gro¨ßeren Einfluss haben.
Die nichtlineare Phasenverschiebung je Leistungsdifferenz betrug
dφNL
d∆P0
= (1.520± 0.146)µrad/µW
bzw. die nichtlineare Rotationsraten-Fehler je Leistungsdifferenz
dΩNL
d∆P0
= (0.334± 0.032) (◦/h)/µW.
Alle Ergebnisse sind nochmals in Abschnitt 5.3 zusammengefasst.
5.2.2.2 Multimode-Laserdiode
Die FP-LD wurde durch den EDFA versta¨rkt verwendet, um mit der DFB-LD ver-
gleichbare Leistungen zu erzielen, siehe auch Unterabschnitt 3.2.4. Aufgrund der
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Abbildung 5.5: Messergebnis der FP-LD. Zu beachten ist der kleinere Bereich des Drehraten-Fehlers.
5.2 Messungen 147
geringeren Koha¨renz war hier das Rauschen reduziert. Die Ergebnisse der Messung
sind Abb. 5.5 dargestellt. Insgesamt hat sich
dΩNL
d∆P0
= (0.065± 0.006) (◦/h)/µW
ergeben, wobei sich das geringere Rauschen in einem geringen Gesamtfehler nieder-
schlug.
Der spektrale Formfaktor nach Glg. (5.47) kann direkt aus dem Linienspektrum
Abb. 3.16 berechnet werden. Das Ergebnis ist in Tab. 5.2 eingetragen.
5.2.2.3 Erbium-dotierte Faser-Lichtquelle
Als EDFS wurde das Signal des zur Versta¨rkung der FP-LD eingesetzten EDFA ohne
Eingangssignal verwendet. Es entsprach wegen der geringeren La¨nge der Erbium-
Faser nicht dem optimalem EDFS-Signal bzgl. Leistung und spektraler Breite. Da
aber der Aufbau nicht vera¨ndert werden musste, um anschließend an eine Mes-
sung mit der FP-LD direkt eine Messung mit der EDFS durchzufu¨hren, wurden
die Nachteile der gro¨ßeren Koha¨renzla¨nge und geringeren Leistung von etwa 7mW
in Kauf genommen. Vorteilhaft ist, dass die Messung vollsta¨ndig vergleichbar mit
der entsprechenden Messung der FP-LD ist. Durch die geringere Ausgangsleistung
war auch die maximal erreichbare Leistungsdifferenz in der Spule geringer, siehe
-80 -60 -40 -20 0 20 40 60 80
-4
-2
0
2
4
-100% -50% 0% 50% 100%
N
ic
ht
lin
e
ar
e
r 
R
ot
at
io
n
sr
a
te
n
-F
e
hl
er
 
(°/
h)
Leistungsdifferenz in der Spule (µW)
 Relative Asymmetrie
Abbildung 5.6: Messergebnis der EDFS.
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Abb. 5.6. Es ist innerhalb der Fehlermargen keine nichtlineare Abha¨ngigkeit zu er-
kennen,
dΩNL
d∆P0
= (−0.009± 0.010) (◦/h)/µW.
Die Punkte erscheinen zufa¨llig verteilt. Die Nulllinie liegt innerhalb von allen
Konfidenzintervallen.
Der spektrale Formfaktor wird fu¨r diese kontinuierliche Lichtquelle mit Glg. (5.52)
berechnet. Die Lebensdauer der spontanen Emission ist in der Erbium-Faser mit
τsp ≈ 10ms, siehe Abschnitt 3.2, besonders groß, so dass sich zumindest rechne-
risch ein sehr kleiner Formfaktor CSS ≈ 2× 10−10 ergibt, siehe auch Tab. 5.2.
5.2.2.4 Superlumineszenz-Diode
Die Verwendung des EDFA fu¨r die SLD ist nicht mo¨glich, da die spektrale Breite
der SLD wesentlich gro¨ßer als der Versta¨rkungsbereich des EDFA ist. Daher mus-
ste mit der geringen Leistung von nur etwa 1.6mW vorlieb genommen werden, was
die maximal mo¨gliche Leistungsdifferenz auf 31µW reduziert, siehe Abb. 5.7, im
Gegensatz zu 240µW bei der FP-LD. Auch hier ist bei Beru¨cksichtigung des stati-
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Abbildung 5.7: Messergebnis der SLD. Der dargestellte Bereich ist nochmals verringert.
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stischen Fehlers keine nichtlineare Abha¨ngigkeit erkennbar,
dΩNL
d∆P0
= (−0.008± 0.017) (◦/h)/µW.
Die Lebensdauer der spontanen Emission ist wesentlich kleiner als bei der EDFS und
wird mit τsp ≈ 3 ns bzw. der entsprechenden intrinsischen Linienbreite von 300MHz
abgescha¨tzt[128]. Daraus ergibt sich ein immer noch sehr kleiner spektraler Form-
faktor von CSS ≈ 2× 10−5.
5.3 Analyse
Wie erwartet tritt mit der monochromatischen DFB-LD der gro¨ßte Rotationsraten-
Fehler durch nichtlineare Effekte auf. Fu¨r die Lichtquellen mit kontinuierlichem
Spektrum ist kein Effekt zu beobachten. Alle Ergebnisse sind nochmals in Tab. 5.1
zusammengefasst.
Lichtquelle Nichtlineare Phase Rotationsraten-Fehler Prognose Prognose
je Leistungsdifferenz je Leistungsdifferenz mit Formfaktor direkt
µrad/µW (◦/h)/µW (◦/h)/µW (◦/h)/µW
DFB-LD 1.520± 0.146 0.334± 0.032 - 0.256± 0.086
FP-LD 0.296± 0.027 0.065± 0.006 0.082± 0.008 0.062± 0.021
EDFS −0.041± 0.045 −0.009± 0.010 < 10−10 < 10−10
SLD −0.036± 0.077 −0.008± 0.017 < 10−5 < 10−5
Tabelle 5.1: Ergebnisse und Prognosen. Die Messung mit der DFB-LD dient als Referenz fu¨r die
Prognose mit Formfaktor.
5.3.1 Relativer Vergleich der Lichtquellen
Da sich die DFB-LD und die FP-LD bzgl. der Berechnung des nichtlinearen Effekts
nur durch den spektralen Formfaktor unterscheiden, kann direkt aus dem Ergeb-
nis fu¨r die DFB-LD die Gleichung u¨berpru¨ft werden, indem der nichtlineare Fehler
der DFB-LD mit dem spektralen Formfaktor der anderen Lichtquellen multipliziert
wird. Eventuelle Fehler durch ungenaue Kenntnis der Gro¨ßen treten in diesem rela-
tiven Vergleich nicht auf. Das Ergebnis ist in Tab. 5.1 in der Spalte
”
Prognose mit
Formfaktor“ aufgefu¨hrt und in Abb. 5.8 illustriert. Der Bereich der Messung und
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Abbildung 5.8: Messergebnisse und Prognose mit den Formfaktoren berechnet. Die Bereiche fu¨r die
EDFS und SLD sind Ba¨nder um null, die der ¨Ubersichtlichkeit halber nicht mit eingezeichnet worden
sind.
der der Prognose u¨berlappen sich, so dass der Zusammenhang bzgl. des Formfaktors
besta¨tigt wird.
Fu¨r die EDFS und die SLD mit dem kontinuierlichen Spektrum ist der spektrale
Formfaktor so klein, dass das erwartete Ergebnis der Nulllinie entspricht. Diese liegt
innerhalb der Fehlergrenzen der Ergebnisse mit den beiden Lichtquellen.
Die Ergebnisse zeigen, dass der spektrale Formfaktor den hergeleiteten Einfluss be-
sitzt.
5.3.2 Direkte Berechnung der Prognose
Die Fehler durch nichtlineare Effekte ko¨nnen auch unabha¨ngig fu¨r die verschiedenen
Lichtquellen aus Glg. (5.60) berechnet werden, wenn die einzelnen Gro¨ßen bekannt
sind. Die spektralen Formfaktoren der Lichtquellen sind in Tab. 5.2 aufgefu¨hrt. Die
anderen Parameter ko¨nnen teilweise nur relativ ungenau bestimmt werden. Da deren
Fehler nicht statistischer Natur sind, werden die relativen Fehler direkt zum Gesamt-
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Leistung Linien- Spektrale Koha¨renz- Spektraler
breite Breite la¨nge Formfaktor
PQ in mW in MHz ∆λ in nm lcoh in m CSS
DFB-LD 10.0 2.5 3× 10−6 60  1
FP-LD 12.0 25− 250 1.4 0.6− 6 0.245
EDFS 7.0 0.0001 2.4 1.5× 10−4 2× 10−10
SLD 1.6 300 17.5 3.8× 10−5 2× 10−5
Tabelle 5.2: Fu¨r die nichtlinearen Effekte relevante Daten der Lichtquellen. Die Mittelwellenla¨nge
ist ungefa¨hr gleich (< 2%) fu¨r alle Lichtquellen. Fu¨r die EDFS und die SLD ist die intrinsische
Linienbreite angegeben.
fehler der Prognose aufaddiert.
Fu¨r den nichtlinearen Brechzahlkoeffizienten sind in der Literatur abweichende Wer-
te zu finden[103, 131, 132]. Verwendet wird der Wert nI2 = 2.6 × 10−20 m2W−1
mit einem Fehler von 10%. Auch die effektive Kernfla¨che der verwendeten 80µm-
PM-Faser kann nur mit einem Fehler von 10% angegeben werden. Sie betra¨gt
Aeﬀ = 4.2 × 10−11 m2. Der Spulendurchmesser betra¨gt D = 15 cm ± 5%. Die
Da¨mpfung auf dem Ru¨ckweg von der Spule zum Detektor wurde vermessen und zu
ar = 0.075±5% bestimmt. Damit ergeben sich die ebenfalls in Tab. 5.1 angegebenen
Prognosen. Diese sind fu¨r die DFB-LD und die FP-LD in Abb. 5.9 zusammen mit
der Messung dargestellt. Die Messungen liegen innerhalb der abgescha¨tzten Berei-
che. Die Messung der DFB-LD liefert einen Wert an der oberen Grenze der Progno-
se. Die Prognosen fu¨r die EDFS und die SLD sind wieder nahe null. Alle Prognosen
werden durch die Messungen innerhalb der Fehlergrenzen besta¨tigt.
5.3.3 Einfluss der Koha¨renzla¨nge
In der Literatur wurde ausgesagt, dass die nichtlinearen Effekte eine Abha¨ngigkeit
von der Koha¨renzla¨nge zeigen sollen[127], da das nichtlineare Brechzahl-Gitter nur
u¨ber die Koha¨renzla¨nge in der Mitte der Spule Kontrast aufweist. Dadurch wird der
Effekt nur entlang der doppelten Koha¨renzla¨nge und nicht u¨ber die gesamte Spu-
lenla¨nge aufintegriert, was fu¨r die Laserdioden zu einer Reduktion des nichtlinearen
Fehlers im Vergleich zu der hier verwendeten Berechnung fu¨hren wu¨rde.
Bei einer Abha¨ngigkeit von der Koha¨renzla¨nge wu¨rde sich der Rotationsraten-Fehler(
dΩNL
d∆P0
)
coh
=
nI2c0
DAeﬀar
2lcoh
L
(5.62)
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Abbildung 5.9: Messung, Prognose und Prognose mit Koha¨renzla¨nge fu¨r die DFB-LD (oben) und
die FP-LD (unten).
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ergeben.
Unabha¨ngig von der Theorie werden fu¨r die spektral sehr breiten Lichtquellen, d.h.
die EDFS und die SLD, immer sehr geringe Werte prognostiziert, die unterhalb der
Messgrenze liegen. Daher ko¨nnen fu¨r diese Lichtquellen aus den Messungen keine
Ru¨ckschlu¨sse gezogen werden, sehr wohl aber fu¨r die Laserdioden. Die entsprechen-
den Prognosen wurden mit in die Graphen in Abb. 5.9 eingetragen. Da die hier ver-
wendete Berechnung bereits durch die gemessenen Werte besta¨tigt werden, sind die
Werte unter Beru¨cksichtigung der Koha¨renzla¨nge deutlich zu klein. Das zeigt sich
bei der DFB-LD, bei der die Messung bereits an der oberen Grenze der Prognose
liegt. Die Koha¨renzla¨nge betra¨gt maximal 60m, was die nichtlinearen Effekte bei
einer Spulenla¨nge von 460m auf etwa ein Drittel reduzieren mu¨sste, d.h. es mu¨sste
sich eine deutliche Auswirkung ergeben. Dieser Einfluss ist nicht zu erkennen. Fu¨r
die FP-LD wurde zur Berechnung die Obergrenze von lcoh = 6m verwendet. Es zeigt
sich dasselbe Ergebnis: Obwohl die Koha¨renzla¨nge noch geringer war, lieferten die
Messungen keine derartige Abha¨ngigkeit.
Auch der direkte Vergleich der Ergebnisse fu¨r die beiden Laserdioden fu¨hrt zu der-
selben Schlussfolgerung. Die geringere Koha¨renzla¨nge der FP-LD wu¨rde die Gro¨ße
der nichtlinearen Effekte, die fu¨r die DFB-LD erhalten wurde, auf 1/10 reduzieren.
Beobachtet wurde aber eine Reduktion auf 1/4, die exakt durch den spektralen Form-
faktor erkla¨rt wird.
Ein Einfluss der Koha¨renzla¨nge kann somit ausgeschlossen werden.
5.4 Fazit
Die Anwendbarkeit der hier beschriebenen Vorgehensweise, die zu erwartenden
Rotationsraten-Fehler durch nichtlineare Kopplungen in der Faser u¨ber die spek-
tralen Eigenschaften zu beschreiben, wurde durch die experimentellen Ergebnisse
sehr gut besta¨tigt. Dafu¨r wurden erstmals Messungen mit nicht-monochromatischen
Lichtquellen wie der Multimode-Laserdiode, der Erbium-dotierten Faser-Lichtquelle
und der Superlumineszenz-Diode durchgefu¨hrt. Es wurde fu¨r alle Messungen der-
selbe Aufbau verwendet, wodurch ausschließlich der Einfluss der Lichtquelle zum
Tragen kam.
Dadurch konnte eine in der Literatur seit langem andauernde Diskussion, welche Ei-
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genschaften der Lichtquelle die nichtlinearen Effekte beeinflussen, beendet werden.
Die Ergebnisse beweisen, dass die Koha¨renzla¨nge keinen Einfluss zeigt. Dagegen
wurde die hier durchgefu¨hrte Berechnung auf der Grundlage der Linienstruktur der
Lichtquelle durch die Messungen ausgezeichnet besta¨tigt.
Die Resultate zeigen, dass zur Vermeidung der Rotationsraten-Fehler durch nichtli-
neare Effekte bei gegebenem Teilungsverha¨ltnis des IOC die Lichtquelle ein Spek-
trum mit vielen Linien mit mo¨glichst gleicher Intensita¨t besitzen muss.
Im faseroptischen Rotationssensor wird wegen koha¨renter Streuung und anderer
Effekte ohnehin eine Lichtquelle mit geringer Koha¨renz verwendet, so dass eine
Monomode-Laserdiode, die den fu¨r monochromatisches Licht erwarteten und da-
mit gro¨ßten nichtlinearen Effekt hervorruft, nicht eingesetzt wird. Als Alternative
wurde eine Multimode-Laserdiode in Betracht gezogen, die auch den Vorteil gerin-
ger Kosten mit sich bringt. Dadurch werden Rotationsraten-Fehler im gu¨nstigen Fall
auf etwa 0.1 ◦/h reduziert, was fu¨r viele Einsatzzwecke allerdings nicht akzeptabel
ist. Eine Lichtquelle dieser Art sollte folglich nicht verwendet werden.
Im Falle eines kontinuierlichen Spektrums muss das Verha¨ltnis von spektraler
Breite zu intrinsischer Linienbreite mo¨glichst groß sein. Eine Superlumineszenz-
Diode weist diese Eigenschaft auf. Es werden Rotationsraten-Fehler von maximal
0.0005 ◦/h erwartet, so dass zumindest bezu¨glich der nichtlinearen Effekte fu¨r den
gro¨ßten Teil der Anwendungen diese technologisch einfache Lo¨sung ausreicht. Eine
weitere Reduktion der Fehler um den Faktor 10−5 wird mit einer Erbium-dotierten
Faser-Lichtquelle erreicht, was ein weiteres Argument fu¨r den Einsatz einer EDFS
im hochgenauen Bereich ist.
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Zusammenfassung und Ausblick
Mit dieser Arbeit wurde ein Beitrag zur Optimierung von faseroptischen Rotations-
sensoren geliefert. Die Modellierung und experimentelle Analyse des faseroptischen
Rotationssensors lieferte Verbesserungsansa¨tze, die eine Bias-Drift vermeiden oder
reduzieren ko¨nnen, wobei ein Schwerpunkt auf den Einfluss der Lichtquelle gelegt
wurde.
Der aufgebaute faseroptische Rotationssensor, der einer Realisierung der Mini-
mum Reciprocal Configuration mit integriert-optischem Chip und polarisationserhal-
tender Spule entsprach, ermo¨glichte experimentelle Untersuchungen der Ursachen
von Bias-Schwankungen. Als Lichtquelle diente neben Halbleiter-Lichtquellen eine
Erbium-dotierte Faser-Lichtquelle, die im Rahmen dieser Arbeit modelliert, aufge-
baut und untersucht wurde.
Erst die große in der Faser zur Verfu¨gung stehende Leistung einer EDFS redu-
ziert das Schrotrauschen und somit die theoretische Empfindlichkeit auf Werte in-
nerhalb der Anforderungen des Navigation Grade. Die große Stabilita¨t der Mittel-
wellenla¨nge u¨ber der Temperatur fu¨hrt zur geforderten Skalenfaktor-Stabilita¨t. Auch
nichtlineare Effekte werden aufgrund der sehr großen intrinsischen Linienbreite na-
hezu vollsta¨ndig unterdru¨ckt. Die Untersuchungen fu¨hrten somit zu dem Ergebnis,
dass eine EDFS die optimale Lichtquelle fu¨r einen hochgenauen faseroptischen Ro-
tationssensor darstellt.
Es wurde eine leistungsstarke Methode zur quantitativen Modellierung faseropti-
scher Rotationssensoren, und allgemein interferometrischer faseroptischer Systeme,
entwickelt. Das neue Verfahren ermo¨glicht Koha¨renz- und Polarisationseigenschaf-
ten des Lichts in vollem Umfang zu beru¨cksichtigen. Es konnte seine ¨Uberlegenheit
gegenu¨ber den herko¨mmlichen Formalismen in der Modellierung von Systemen,
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in denen große optische Wegdifferenzen auftreten, beweisen. Die Ergebnisse ver-
mitteln Einsicht in die physikalischen Zusammenha¨nge, die von anderen Verfahren
nicht geboten wird. Die spektralen Eigenschaften realer Lichtquellen werden u¨ber
die Koha¨renzfunktion erfasst. Dieses Verfahren wurde in einem umfassenden Si-
mulationswerkzeug implementiert, das erlaubt, alle auftretenden Signale, Sto¨rungen
und Interferenzen zwischen diesen zu berechnen. Die fu¨r technische Anwendungen
wichtige Phasenmodulation und die Temperaturabha¨ngigkeit der einzelnen Kompo-
nenten werden mit in die Simulation einbezogen.
Mit Hilfe des Simulationswerkzeugs wurde der Einfluss der begrenzten Koha¨renz
auf die Signalauswertung bei einem Open-Loop-Sensor mit Sinus-Modulation unter-
sucht und es wurde gezeigt, dass Skalenfaktor-Fehler resultieren, die durch das vor-
gestellte, leicht zu implementierende Korrekturschema weitgehend vermieden wer-
den ko¨nnen.
Das Simulationswerkzeug ermo¨glichte weiterhin die Identifizierung einer bisher un-
bekannten Ursache von Rotationsraten-Fehlern, die in FOGs mit Lyot-Depolarisator
und IOC auftreten ko¨nnen. Die Ergebnisse der Simulation wurden durch experimen-
telle Resultate besta¨tigt. Die zur vollsta¨ndigen Vermeidung der aus dieser Fehler-
quelle resultierenden Bias-Drift beno¨tigte Depolarisator-La¨nge wurde allgemein ab-
geleitet.
In Zukunft bietet sich mit dem Simulationswerkzeug die Mo¨glichkeit, das Design
von bereits in Serie produzierten FOGs zu u¨berpru¨fen. Die Rotationsraten-Fehler
aufgrund der beschriebenen Ursache ko¨nnen durch eine Anpassung der La¨nge des
Lyot-Depolarisators auf ein Minimum reduziert werden. Der Anteil der Reflexionen
anderer IOCs sollte vermessen und, falls notwendig und mo¨glich, reduziert werden,
da diese modulierten Sto¨rsignale mit der kurzen Wegdifferenz immer eine potenzi-
elle Fehlerquelle darstellen.
Die experimentelle Bestimmung nichtlinearer Fehlerterme im speziellen Aufbau
des faseroptischen Rotationssensors wurde erstmals mit verschiedenen, auch nicht-
monochromatischen Lichtquellen durchgefu¨hrt. Die Ergebnisse entsprachen den aus
der Modellierung erwarteten Werten, was den Ansatz besta¨tigte, dass die Linien-
struktur der Lichtquelle die entscheidende Gro¨ße ist. Gleichzeitig konnte widerlegt
werden, dass die Koha¨renzla¨nge einen direkten Einfluss besitzt, wodurch eine seit
langem andauernde Diskussion in der Literatur beendet werden konnte.
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Anhang A
Partiell koha¨rentes Licht
A.1 Definition der spektralen Leistungsdichte
Aus dem allgemeinen zeitabha¨ngigen elektrischen Feld einer Welle E(t) an einem
Ort ko¨nnen durch Fouriertransformation die spektralen Komponenten
s(ω) =
∞∫
−∞
E(t) e−j ωtdt (A.1)
erhalten werden[102]. Entsprechend ist das Feld die Summe u¨ber alle harmonischen
Komponenten mit Beru¨cksichtigung der Phase und der Amplitude
E(t) =
1
2π
∞∫
−∞
s(ω) ej ωtdω. (A.2)
Die spektralen Komponenten sind im allgemeinen komplex. Da das Feld reell ist,
gilt
s(−ω) = s∗(ω), (A.3)
wobei ∗ die komplexe Konjugation bezeichnet, und somit
E(t) =
1
2π
∞∫
0
(
s(ω) ej ωt + s∗(ω) e−j ωt
)
dω. (A.4)
Die spektrale Leistungsdichte des elektrischen Feldes wird durch
p(ω) = |s(ω)|2 (A.5)
erhalten.
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A.2 Herleitung des komplexen Grades der Koha¨renz
Wenn zwei Felder interferieren, die aus einer Quelle stammen, aber eine Laufzeitdif-
ferenz τ besitzen und unterschiedliche Abschwa¨chungen c1 und c2 erfahren haben,
ergibt sich die Intensita¨t nach Glg. (4.2) zu
I =
1
2
√
ε
µ0
〈
|c1E(t) + c2E(t− τ)|2
〉
t
(A.6)
mit den Intensita¨ten der Einzelwellen I1 = c21I0 und I2 = c22I0 und der urspru¨ngli-
chen Intensita¨t I0.
Mit der Autokorrelationsfunktion (Grenzwertbetrachtung fu¨r stationa¨re Felder)
Γ(τ) =
∞∫
−∞
E(t)E∗(t− τ)dt (A.7)
kann die Gleichung der Intensita¨t umgeformt werden zu
I =
1
2
√
ε
µ0
[
(c21 + c
2
2)Γ(0) + c1c2(Γ(τ) + Γ
∗(τ))
]
=
1
2
√
ε
µ0
[
(c21 + c
2
2)Γ(0) + 2c1c2Re {Γ(τ)}
] (A.8)
Die Autokorrelationsfunktion ha¨ngt u¨ber
Γ(τ) =
1
2π
∞∫
−∞
p(ω) ej ωτdω bzw. p(ω) =
∞∫
−∞
Γ(τ) e−j ωtdτ (A.9)
mit der spektralen Leistungsdichte zusammen. Dieser Zusammenhang wird als
Wiener-Khintchine-Theorem bezeichnet. Es gilt weiterhin
Γ(0) =
∞∫
−∞
|E(t)|2 dt = 2
√
µ0
ε
I0. (A.10)
Die normierte Autokorrelationsfunktion liefert den komplexen Grad der Koha¨renz
γ(τ) =
Γ(τ)
Γ(0)
. (A.11)
Somit wird die Intensita¨t nach der Interferenz zu
I(τ) = I1 + I2 + 2
√
I1I2Re {γ(τ)} . (A.12)
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Anhang B
Ausbreitung elektromagnetischer Wellen in
Fasern
Eine Stufenindex-Faser besteht aus einem zylindrischen Kern (Core), der von einem
Mantel (Cladding) umgeben ist, siehe Abb. 3.3. Die Brechzahl des Mantels n2 muss
kleiner als die des Kerns n1 sein[71].
Aufgrund der Randbedingungen am ¨Ubergang Kern-Mantel gibt es nur eine diskrete
Anzahl an Eigenlo¨sungen der Differentialgleichung der Ausbreitung, die in der Faser
gefu¨hrt werden. Diese Lo¨sungen werden als Moden bezeichnet.
Jeder Mode hat eine spezifische Verteilung des elektrischen und magnetischen Feldes
in der Ebene senkrecht zur Ausbreitungsrichtung. Diese Verteilung reicht weit bis in
den Mantel hinein, strebt aber gegen null fu¨r einen großen Abstand vom Zentrum.
Jedem Mode kann u¨ber seine Ausbreitungskonstante eine effektive Brechzahl n2 <
neﬀ < n1 zugeordnet werden. Diese unterschiedlichen Brechzahlen entsprechen un-
terschiedlichen Ausbreitungsgeschwindigkeiten.
Es gibt in der Faser transversal-elektrische (TE), transversal-magnetische (TM) und
Hybridmoden EH und HE. TE-Moden zum Beispiel haben im Gegensatz zu den
TEM-Moden der freien Ausbreitung eine Komponente des magnetischen Feldes in
Ausbreitungsrichtung. Entsprechendes gilt fu¨r TM-Moden. Die Hybridmoden haben
Komponenten des elektrischen und des magnetischen Feldes in Ausbreitungsrich-
tung. Normalerweise ist allerdings der Brechzahlunterschied zwischen n2 und n1 so
klein (0.2%-1%), dass die Anteile in Ausbreitungsrichtung vernachla¨ssigbar sind.
Die Moden werden dann als linear polarisiert (LP) bezeichnet und sind praktisch
transversal.
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B.1 Monomode-Faser
Zur Beschreibung von Fasern wird der V -Parameter verwendet, der gema¨ß
V =
2πa
λ
√
n21 − n22 (B.1)
definiert ist. a ist der Radius des Kerns mit der Brechzahl n1 und λ die Vakuum-
Wellenla¨nge.
Wenn fu¨r diesen Parameter 0 < V < 2.405 gilt, ist die Stufenindex-Faser im
Monomode-Bereich, d.h. nur der fundamentale Mode wird gefu¨hrt. Der Wert 2.405
ist die erste Nullstelle der Besselfunktion 0. Ordnung J0. Dieser Zusammenhang er-
laubt die Definition der Cut-Off-Wellenla¨nge u¨ber
V (λco) =
2πa
λco
√
n21 − n22 = 2.405 (B.2)
mit dem Ergebnis
λco = 2.6a
√
n21 − n22. (B.3)
Fu¨r Wellenla¨ngen λ > λco ist die Faser im Monomode-Regime. Fu¨r kleinere Wel-
lenla¨ngen kann Multimode-Propagation stattfinden.
B.2 Effektive Kernfla¨che
Vorausgesetzt wird die Ausbreitung des Lichts in der Faser in z-Richtung. Ein Ort
im Querschnitt wird durch Polarkoordinaten (ρ, ϕ) beschrieben.
¨Uber die Leistung und die Intensita¨t mit dem Zusammenhang
P =
∫
I(ρ, ϕ)dA (B.4)
kann eine effektive Fla¨che definiert werden,
Aeﬀ =
P 2∫
I2(ρ, ϕ)dA
(B.5)
bzw. mit der Verteilung u¨ber den Faserquerschnitt e(ρ, ϕ)
Aeﬀ =
(∫ ∫
e2(ρ, ϕ)ρdρdϕ
)2(∫ ∫
e4(ρ, ϕ)ρdρdϕ
) . (B.6)
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Das entspricht der gemittelten Intensita¨t
I = PAeﬀ . (B.7)
Die exakten Ergebnisse der Wellengleichung in der Faser beinhalten aufgrund der
Zylindersymmetrie Besselfunktionen. Der fundamentale Mode in einer Monomode-
Faser kann aber gut mit einer gaußfo¨rmigen Verteilung angena¨hert werden, d.h. fu¨r
E(ρ, ϕ, z, t) = E0e(ρ, ϕ) e
j (ωt−βz) (B.8)
gilt die Na¨herung
e(ρ, ϕ) = e(ρ) = e−ρ
2/R2MF (B.9)
mit dem Modenfeldradius RMF. Meist wird der Modenfelddurchmesser (Mode Field
Diameter - MFD) verwendet, DMF = 2RMF. Somit ist bei ρ = RMF das Feld auf
1/e bzw. die Intensita¨t auf 1/e2 abgefallen.
Fu¨r diesen Mode ergibt sich die effektive Fla¨che des Faserkerns zu
Aeﬀ =
π
4
D2MF. (B.10)
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Modellierung der EDFS
¨Ubergangswahrscheinlichkeiten
Die ¨Ubergangswahrscheinlichkeiten fu¨r die ¨Uberga¨nge vom Grundzustand (lower -
l) sind zum Pumpniveau (p)
Wpa(ρ, ϕ, z, ν) = Φp(ρ, ϕ)σpa(ν)
Pp(z, ν)
hν
, (C.1)
Wpe(ρ, ϕ, z, ν) = Φp(ρ, ϕ)σpe(ν)
Pp(z, ν)
hν
, (C.2)
und zum Laserniveau (upper - u)
Wsa(ρ, ϕ, z, ν) = Φs(ρ, ϕ)σsa(ν)
Ps(z, ν)
hν
, (C.3)
Wse(ρ, ϕ, z, ν) = Φs(ρ, ϕ)σse(ν)
Ps(z, ν)
hν
. (C.4)
Alle weiteren ¨Uberga¨nge wie Excited State Absorption aus dem Pumpniveau werden
vernachla¨ssigt. Der Index p bezeichnet auch die Pumpwelle, s die Signalwelle, e
Emission und a Absorption. ν ist die betrachtete Frequenz des Lichts und P die
Leistung. σ(ν) bezeichnet den Wirkungsquerschnitt bei der betreffenden Frequenz.
Diese Gro¨ße ist eine Materialkonstante. Φ(ρ, ϕ) sind die Feldverteilungen u¨ber den
Faserquerschnitt, die durch effektive Fla¨chen, siehe Anhang B.2, angena¨hert werden,
Φp = 1/Ap, (C.5)
Φs = 1/As. (C.6)
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Besetzungsdichten
Bei Betrachtung der mo¨glichen ¨Uberga¨nge ergibt sich fu¨r die ¨Anderungen der Be-
setzungsdichten mit der Zeit
dnl
dt = Wpenp + Wsenu +
nu
τu
−Wpanl −Wsanl (C.7)
dnu
dt = Wsanl +
np
τp
−Wsenu − nu
τu
(C.8)
dnp
dt = Wpanl −Wpenp −
np
τp
(C.9)
NDξ = nu + nl + np. (C.10)
Hierbei wurde auf das Anschreiben der Ortsabha¨ngigkeit verzichtet. τu ist die Le-
bensdauer des Laserniveaus und τp die des Pumpzustands. ND ist die Dotierungsan-
zahldichte. ξ(ρ) ist das Dotierungsprofil des Erbiums im Kern der Faser, welches als
homogen bis zum Radius Rξ angenommen wird,
ξ(ρ) =
{
1 ρ ≤ Rξ,
0 ρ > Rξ.
(C.11)
Daraus ergibt sich die Dotierungsfla¨che
Aξ = πR
2
ξ . (C.12)
Die letzte Gleichung Glg. (C.10) beschreibt den Umstand, dass alle NDξ Ionen einen
der Zusta¨nde einnehmen mu¨ssen.
Es wird der stationa¨re Zustand modelliert, d.h. alle Zeitableitungen sind null. Daraus
ergeben sich die Besetzungsdichten der Zusta¨nde
np =
Wpa(Wse +
1
τu
)
Y
NDξ (C.13)
nl =
(Wpe +
1
τp
)(Wse +
1
τu
)
Y
NDξ (C.14)
nu = NDξ − nl − np (C.15)
mit der Abku¨rzung
Y = (Wpa + Wsa + Wse +
1
τu
)(Wpe +
1
τp
)−Wpa(Wpe −Wse − 1
τu
).
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Differentialgleichungen der Leistungen
Aus der Tatsache, dass jede Zustandsa¨nderung der Erzeugung oder Vernichtung eines
Photons entspricht, ergibt sich fu¨r die Pumpleistung
dPp(z, ν)
dz = Pp(z, ν)
Aξ
Ap
(σpe(ν)np(z)− σpa(ν)nl(z)) (C.16)
und fu¨r die Signalleistung in Forward- (+) und Backward-Richtung (−)
dP±s (z, ν)
dz = ±P
±
s (z, ν)
Aξ
As
(σse(ν)nu(z)− σsa(ν)nl(z)) (C.17)
±Aξ
As
σse(ν)nu(z)2hν∆ν. (C.18)
Der letzte Term in der zweiten Gleichung beru¨cksichtigt die spontane Emission. ∆ν
ist der Frequenz-Bereich, in den Emission stattfinden kann. Aufgrund der sehr kurz-
en Lebensdauer im Pumpzustand τp wird die Besetzung dieses Zustands np zu null
angenommen. Das bedeutet auch, dass keine Emission vom Pumpzustand mit σpe(ν)
stattfindet.
Randbedingungen
Ohne Reflexionen lauten die Randbedingungen bei einer Faser von z = 0 bis z = L,
die bei z = 0 mit der Leistung Pp0 gepumpt wird,
Pp(0) = Pp0, (C.19)
P+s (0) = 0, (C.20)
P−s (L) = 0. (C.21)
Das Ergebnis fu¨r P+s (L) stellt die Forward-Ausgangsleistung dar. P−s (0) ist die
Backward-Ausgangsleistung.
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Wirkungsquerschnitte
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Abbildung C.1: Wirkungsquerschnitte der verwendeten Erbium-Faser, angegeben als Da¨mp-
fung bzw. Versta¨rkung je La¨ngeneinheit, oben bei der Pump-Wellenla¨nge, unten bei der Signal-
Wellenla¨nge.
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Anhang D
Nichtlineare Fehlerterme: Rechnung im
Zeitbereich
Zu Beginn der Untersuchungen der nichtlinearen Effekte im faseroptischen Rota-
tionssensor wurde die tempora¨re Statistik der Lichtquelle als Einflussgro¨ße behan-
delt[133]. Die daraus erhaltenen theoretischen Ergebnisse werden mit den in Kap. 5
abgeleiteten Resultaten verglichen.
Ausgehend von Glg. (5.38) erha¨lt man eine Sto¨rung der Ausbreitungskonstan-
ten[133] am Ort z zur Zeit t
β±(z, t) = knI2
(
I±(z, t) + 2I∓(z, t)
)
. (D.1)
k = ω/c0 ist die Vakuum-Wellenzahl. Es wird angenommen, dass die Wellen zur
Zeit t in die Faserspule eintreten. Die Intensita¨ten der Wellen werden geschrieben
als
I+(z, t) = I+
(
0, t− z
cS
)
= c+I0
(
t− z
cS
)
, (D.2a)
I−(z, t) = I−
(
L, t− L− z
cS
)
= c−I0
(
t− L− z
cS
)
. (D.2b)
Beide Wellen sind bis auf einen konstanten Faktor (durch den Koppler, zusa¨tzliche
Abschwa¨cher o.a¨.) gleich der Intensita¨t der Lichtquelle. cS ist die Geschwindigkeit
des Signals. Dabei wird angenommen, dass die Phasengeschwindigkeit gleich der
Gruppengeschwindigkeit ist, d.h. Dispersion wird nicht beru¨cksichtigt. Die Phasen-
unterschiede am Ausgang der Faserspule sind die u¨ber den Weg aus der Vergangen-
heit aufintegrierten Wellenzahlunterschiede.
φ+NL(t) =
L∫
0
β+
(
z, t− L− z
cS
)
dz, (D.3a)
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φ−NL(t) =
L∫
0
β−
(
z, t− z
cS
)
dz. (D.3b)
Ineinander Einsetzen liefert
φ+NL(t) = kn
I
2
L∫
0
[
c+I0
(
t− L
cS
)
+ 2c−I0
(
t− 2L
cS
− 2z
cS
)]
dz
= knI2

Lc+I0 (t− τL) + 2
L∫
0
c−I0
(
t− 2τL − 2z
cS
)
dz

 ,
(D.4a)
φ−NL(t) = kn
I
2
L∫
0
[
c−I0
(
t− L
cS
)
+ 2c+I0
(
t− 2z
cS
)]
dz
= knI2

Lc−I0 (t− τL) + 2
L∫
0
I+
(
t− 2z
cS
)
dz

 .
(D.4b)
Jeweils der erste Integrand ist konstant in z. τL = LcS ist wieder die Laufzeit des
Signals durch die Spule. Im na¨chsten Schritt werden die Integrationsvariablen durch
t′ = t−2τL−2zcS bzw. t′ = t−2zcS ersetzt. Die Integrationsgrenzen werden entsprechend
transformiert.
φ+NL(t) = kLn
I
2

c+I0 (t− τL) + 1
τL
t∫
t−2τL
c−I0 (t′) dt′

 , (D.5a)
φ−NL(t) = kLn
I
2

c−I0 (t− τL) + 1
τL
t∫
t−2τL
c+I0 (t
′) dt′

 . (D.5b)
Die momentane Differenz der Phasenunterschiede ist somit
φNL(t) = φ
+
NL(t)− φ−NL(t)
= kLnI2(c+ − c−)

I0 (t− τL)− 1
τL
t∫
t−2τL
I0 (t
′) dt′

 . (D.6)
Wenn die zeitliche Variation der Frequenz stationa¨r gegenu¨ber 2τL ist oder aber peri-
odisch mit der Periode 2τL wird das Integral in Glg. (D.6) unabha¨ngig von der Zeit.
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Es entspricht dann mit dem Faktor 1τL dem zweifachen Zeitmittel von I0,
1
τL
t∫
t−2τL
I0 (t
′) dt′ = 2〈I0(t)〉2τL. (D.7)
Um die gemessene Phasendifferenz zu erhalten, wird davon ausgegangen, dass das
Detektionssystem ein Signal proportional dem intensita¨tsgewichteten Zeitmittel lie-
fert. Die zeitlichen ¨Anderungen der Intensita¨t sollen schneller als die Bandbreite des
Detektionssystems mit der Periodendauer T sein, so dass
φNL =
〈φNL(t)I0(t− τL)〉T
〈I0(t)〉T
= kLnI2(c+ − c−)
[〈I20(t)〉T − 2〈I0(t)〉T 〈I0(t)〉2τL
〈I0(t)〉T
] (D.8)
folgt. Die Zeitmittelwerte sind unter der Voraussetzung, dass die ¨Anderungen schnell
gegen beide Mittelungsdauern sind, gleich.
Somit ist die Phasendifferenz im Zeitbereich
φNL = kLn
I
2(c+ − c−)
[〈I2(t)〉 − 2〈I(t)〉2
〈I(t)〉
]
. (D.9)
Fu¨r die Intensita¨t der Lichtquelle wurde jetzt I(t) statt I0(t) geschrieben. Mit den
Definitionen der relativen Asymmetrie und der Verwendung der Frequenz ergibt sich
φNL =
LnI2
c0
αω
[〈I2(t)〉 − 2〈I(t)〉2
〈I(t)〉
]
. (D.10)
Im Folgenden wird fu¨r verschiedene zeitliche Intensita¨tsverla¨ufe I(t) die nichtlineare
Phasendifferenz berechnet und mit der durch die Modellierung im Spektralbereich
erhaltenen Phasendifferenz verglichen.
Konstante Intensita¨t
Bei konstanter Intensita¨t einer monochromatischen Laser-Lichtquelle gilt
I(t) = I0. (D.11)
Damit gilt fu¨r die Phasendifferenz
φNL = −Ln
I
2
c0
αωI0, (D.12)
welches dasselbe Ergebnis wie bei der Rechnung im Frequenzbereich mit nur einer
Frequenz ist.
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Multimode-Lichtquelle
Fu¨r eine Multimode-Laserdiode liefert die Rechnung im Zeitbereich[134] fu¨r eine
dispersive Kavita¨t oder zufa¨llige Phasenverteilung, die resultierende Phasendifferenz
φNL = −Ln
I
2
c0
αωI0
N∑
m=0
I2m
I20
, (D.13)
und somit dasselbe Ergebnis wie bei Rechnung im Frequenzbereich. Die Ableitung
der Gleichung ist schwer nachvollziehbar, zudem ist die Frequenz in Glg. (D.13)
unbestimmt. Die Berechnung im Frequenzbereich liefert hier mehr physikalische
Einsicht.
Polarisierte thermische Lichtquelle
Hierzu muss I(t) ein stochastischer Prozess und sowohl stationa¨r als auch er-
godisch sein[134]. Zeitliche Mittelwerte (〈I(t)〉) sind dann gleich den Ensemble-
Mittelwerten (I). In Glg. (D.10) kann somit auch
〈I2(t)〉 − 2〈I(t)〉2 = I2 − 2I2 = σ2I − I2 (D.14)
geschrieben werden, was zeigt, dass fu¨r jede Lichtquelle, deren Standardabweichung
σI gleich dem Mittelwert I ist, die nichtlinearen Fehler verschwinden.
Eine LED oder SLD weist na¨herungsweise diese Eigenschaften auf[134]. Auf-
grund des Rauschens der unkorrelierten Photonen ist die Wahrscheinlichkeitsdichte-
Verteilung der Intensita¨t exponentiell
p(I) =
1
I
exp
(
−I
I
)
(D.15)
fu¨r I ≥ 0, 0 sonst. Das i-te Moment einer solchen Verteilung ist durch
I i =
∞∫
0
p(I)I idI =
∞∫
0
I i
I
exp
(
−I
I
)
dI (D.16)
gegeben. In Glg. (D.9) wird das zweite und erste Moment beno¨tigt. Aus dem zweiten
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Moment erha¨lt man aber durch partielle Integration
I2 =
∞∫
0
I2
I
exp
(
−I
I
)
dI
= −
∞∫
0
2I
(
− exp
(
−I
I
))
dI −
[
I2 exp
(
−I
I
)]∞
0
= 2I
2
(D.17)
und somit verschwindet die nichtlineare Phasendifferenz, was sich auch ergibt, wenn
das Ergebnis fu¨r eine Multimode-Lichtquelle verwendet wird und das Spektrum wie
in Unterabschnitt 5.1.4.4 in Linien zerlegt wird. Es wurde aber nicht gekla¨rt, wie
streng die Bedingung der Stationarita¨t und Ergodizita¨t erfu¨llt sein mu¨ssen. Folglich
kann z.B. kein Unterschied zwischen der EDFS und der SLD ausgemacht werden.
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