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Abstract
This paper investigates the model degrees of freedom in k-means clustering. An
extension of Stein’s lemma provides an expression for the effective degrees of free-
dom in the k-means model. Approximating the degrees of freedom in practice re-
quires simplifications of this expression, however empirical studies evince the ap-
propriateness of our proposed approach. The practical importance of this new de-
grees of freedom formulation for k-means is demonstrated through model selection
using the Bayesian Information Criterion. The reliability of this method is vali-
dated through experiments on a large collection of benchmark data sets from di-
verse application areas. Comparisons with popular existing techniques indicate that
this approach is extremely competitive for selecting high quality clustering solu-
tions. An R package implementing the proposed approach is available from https:
//github.com/DavidHofmeyr/edfkmeans.
1 Introduction
Degrees of freedom arise explicitly in model selection, as a way of accounting for the
bias in the model log-likelihood for estimating generalisation error [1, Akaike Information
Criterion, AIC] and, indirectly, Bayes factors [14, Baeysian Information Criterion, BIC].
In particular, degrees of freedom account for the complexity, or flexibility of a model by
measuring its effective number of parameters. In the context of clustering, model flexibility
is varied by different choices of k, the number of clusters. In k-means, clusters are associated
with compact collections of points arising around a set of cluster centroids. The optimal
centroids are those which minimise the sum of squared distances between each point and
its assigned centroid. Using the squared distance connects the k-means objective with
the log-likelihood of a simple Gaussian Mixture Model (GMM). Pairing elements of the
GMM log-likelihood with AIC and BIC type penalties, based on the number of explicitly
estimated parameters, has motivated multiple model selection methods for k-means [10,
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13, 11]. However, it has been observed that these approaches can lead to substantial over-
estimation of the number of clusters [7].
We argue that these simple penalties are inappropriate, and do not account for the entire
complexity of the model. We investigate more rigorously the degrees of freedom in the k-
means model. The proposed formulation depends not only on the explicit dimension of the
model, but also accounts for the uncertainty in the cluster assignments. This is intuitively
appealing, as it allows the degrees of freedom to incorporate the difficulty of the clustering
problem, which cannot be captured solely by the model dimension. This formulation draws
on the work of [18], and is the first application, of which we are aware, of this approach
to the problem of clustering. We validate the proposed formulation by applying it within
the BIC to perform model selection for k-means. The approach is found to be extremely
competitive with the state-of-the-art on a very large collection of benchmark data sets.
2 Degrees of Freedom in the k-means Model
From a probabilistic perspective, the standard modelling assumptions for k-means are
that the data arose from a k component Gaussian mixture with equal isotropic covariance
matrix, σ2I, and either equal mixing proportions [10, 4] or sufficiently small σ [8]. With a
slight abuse of notation, one may in general write the likelihood for the data, given model
M, which we assume to include all parameters of the underlying distribution which are
being estimated, as
`(X|M) =
n∑
i=1
log
(
k∑
j=1
piij
1
(2piσ2)d/2
exp
(
−||Xi − µj||
2
2σ2
))
.
Here µ1, ...,µk ∈ Rd are the component means, piij is the probability that the i-th datum
arises from the j-th component, and the subscript “i ” is used to denote the i-th row of a
matrix. The terms piij are usually assumed equal for fixed j, and have been used to represent
mixing proportions [10]. Popular formulations of the k-means likelihood [10, 13, 11] use
the so-called classification likelihood [6], which treats the cluster assignments as true class
labels. For example, a simple BIC formulation has been expressed, up to an additive
constant, as [13]
1
σ2
n∑
i=1
min
j∈{1,...,k}
||Xi − µˆj||2 + log(n)kd. (1)
Here only the means are assumed part of the estimation, and hence the model dimension is
kd, for k clusters. There is a fundamental mismatch in formulations such as this, however,
including those in [10, 13, 11], between the log-likelihood component and the bias correction
term. Specifically, by using the classification likelihood the assumption is that the model
is also estimating the assignments of data to clusters. However, without incorporating
this added estimation into the model degrees of freedom, the bias of the log-likelihood for
estimating generalisation error, and Bayes factors, is severely under-estimated.
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In this work a modified formulation is considered which incorporates the cluster assign-
ment into the modelling procedure. We find it convenient to assume that the data matrix
X has been generated as,
X =µ+ E, (2)
where the mean matrix µ ∈ Rn×d is assumed to have k unique rows and the elements of
E ∈ Rn×d are independent realisations from a N(0, σ2) distribution. For this formulation it
is possible to consider estimating pointwise the elements of µ, under the above constraint,
using a modelling procedure M : Rn×d → Rn×d,
M(X)i,j = µˆc(i),j (3)
µˆ = argminM∈Rk×d
n∑
i=1
min
l∈{1,...,k}
||Xi −Ml ||2 (4)
c(i) = argminl∈{1,...,k} ||Xi − µˆl ||2. (5)
The matrix µˆ ∈ Rk×d estimates the unique rows of µ, and provides an approximation of
the maximum likelihood solution under Eq (2). With this formulation we are able address
the estimation of the “effective degrees of freedom” [5], given by
df(M) = 1
σ2
n∑
i=1
d∑
j=1
Cov(M(X)i,j,Xi,j). (6)
The covariance offers an appealing interpretation in terms of model complexity/flexibility.
A more complex model will respond more to variations in the data, in that additional flex-
ibility will allow the model to attempt to “explain” this variation. The covariance between
its fitted values and the data will therefore be higher. On the other hand, and inflexible
model will, by definition, vary less due to changes in the observations. Furthermore in
numerous simple Gaussian error models there is an exact equality between this covariance
and the model dimension. The remainder of this section is concerned with obtaining an
appropriate approximation of the effective degrees of freedom for the k-means model. The
following two lemmas are useful for obtaining such an estimate.
Lemma 1 Let Y = µ + E ∈ Rn×d, with µ fixed and Ei,j ∼ N(0, σ2) with Ei,j,Ek,l
independent for all (i, j) 6= (l, k). Let f : Rn×d → Rn×d satisfy the following condition. For
all W ∈ Rn×d and each i, j, there exists a finite set DWi,j =
⋃q
l=1{δl} s.t. f , viewed as a
univariate function by keeping all other elements of W, {Wk,l}(k,l)6=(i,j), fixed, is Lipschitz
on each of (−∞, δ1), (δ1, δ2), ..., (δq−1, δq), and (δq,∞). Then for each i, j, the quantity
1
σ2
Cov(f(Y)i,j,Yi,j) is equal to
E
[
∂
∂Yi,j
f(Y)i,j
]
+
1
σ
E
[ ∑
δ:Yi,j+δ∈DYi,j
φ
(
Yi,j + δ −µi,j
σ
)
lim
γ↓↑δ
f(Y + γei,j)i,j
]
, (7)
3
provided the second term on the right hand side exists. Here ei,j ∈ Rn×d has zero entries
except in the i, j-th position, where it takes the value one, and
lim
γ↓↑δ
f(Y + γei,j) = lim
γ↓δ
f(Y + γei,j)− lim
γ↑δ
f(Y + γei,j).
is the size of the discontinuity at δ.
This result is very similar to [18, Lemma 5], however the proof we provide in supplemen-
tary material is markedly different. The first term on the right hand side of (7) comes
from Stein’s influential result [15, Lemma 2]. Due to the discontinuities in the k-means
model, which occur at points where the cluster assignments of some of the data change,
the additional covariance at the discontinuity points needs to be accounted for. Consider
a Y which is close to a point of discontinuity with respect to the i, j-th entry. Conditional
on the fact that Y is close to such a point, f(Y)i,j takes values approximately equal to
the left and right limits, depending on whether Yi,j is below or above the discontinuity
respectively. On a small enough scale each happens with roughly equal probability. After
taking into account the probability of being close to the discontinuity point, and taking the
limit as Y gets arbitrarily close to the discontinuity point, one can arrive at an intuitive
justification for the additional term in (7). In the remainder this additional covariance
term will be referred to as the excess degrees of freedom. The next lemma places Lemma 1
in the context of the k-means model.
Lemma 2 Let M : Rn×d → Rn×d be defined as
M(W)i,j = µˆc(i),j,
where
µˆ = argminM∈Rk×d
n∑
i=1
min
j∈{1,...,k}
||Wi −Mj ||2
c(i) = argminj∈{1,...,k} ||Wi − µˆj ||2.
Then M satisfies the conditions on the function f in the statement of Lemma 1, and
moreover if Y = µ+E ∈ Rn×d, with µ fixed and Ei,j ∼ N(0, σ2) with Ei,j,Ek,l independent
for all (i, j) 6= (l, k), then
E
[ ∑
δ:Yi,j+δ∈DYi,j
φ
(
Yi,j + δ −µi,j
σ
)
lim
γ↓↑δ
M(Y + γei,j)i,j
]
exists and is finite.
One of the most important consequences of [15, Lemma 2], which leads to the first term
on the right hand side of Eq. (7), is that this term is devoid of any of the parameters of
the underlying distribution. An unbiased estimate of this term can be obtained by taking
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the partial derivatives of the model using the observed data. In the case of k-means one
arrives at,
∂M(X)i,j
∂Xi,j
=
∂µˆc(i),j
∂Xi,j
=
1
nc(i)
,
where nc(i) is the number of data assigned to centroid c(i). Therefore,
n∑
i=1
d∑
j=1
∂M(X)i,j
∂Xi,j
=
d∑
j=1
k∑
l=1
∑
i:c(i)=l
∂M(X)i,j
∂Xi,j
=
d∑
j=1
k∑
l=1
∑
i:c(i)=l
1
nc(i)
=
d∑
j=1
k∑
l=1
nc(i)
1
nc(i)
= kd.
The excess degrees of freedom therefore equals the difference between the effective degrees
of freedom and the explicit model dimension, i.e., the number of elements in µˆ. It may
therefore be interpreted as the additional complexity in assigning data to clusters. This is
intuitively pleasing in light of the fact that this additional covariance directly accounts for
the potential assignment of the data to different clusters, in that these are what result in
discontinuities in the model.
2.1 Approximating Excess Degrees of Freedom
The excess degrees of freedom reintroduces the unknown parameters to the degrees of
freedom expression. Furthermore, as noted by [18], it is generally extremely difficult to de-
termine the discontinuity points, making the computation of the excess degrees of freedom
very challenging. This perhaps even more so in the case of clustering. Consider the excess
degrees of freedom arising from the i,j-th entry,
1
σ
E
[ ∑
δ:Yi,j+δ∈DYi,j
φ
(
Yi,j + δ −µi,j
σ
)
lim
γ↓↑δ
M(Y + γei,j)i,j
]
.
Since the observed data matrix, X, is assumed to have come from the distribution of
Y, the excess degrees of freedom are estimated using X and the corresponding clustering
solution. Assume for now that the model parameters, µ and σ2, are fixed. We will discuss
our approach for accommodating these unknown parameters in the next subsection. Now,
recall that the discontinuities DXi,j are those δ at which the assignment of some of the data
changes. That is, those δ for which ∃m s.t.
lim
γ↓↑δ
argminl=1,...,k ||(X+ γei,j)m − µˆ(X+ γei,j)l || 6= 0.
The fact that discontinuities are determined in terms of the would-be solution, µˆ(X+γei,j),
rather than the observed solution, µˆ(X), is one of the reasons which make determining
the discontinuity points extremely challenging. Indeed, one can construct examples where
slight changes in only a single matrix entry can result in reassignments of arbitrarily large
subsets of data, resulting in substantial and unpredictable changes in µˆ. We are thus
led to making some simplifications. We only consider discontinuities w.r.t. the i,j-th
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entry arising from reassignments of Xi , the corresponding datum. This is a necessary
simplification which maintains the intuitive interpretation of the excess degrees of freedom
as the covariance arising from reassignments of data. Now, consider the value of δ at which
the assignment of Xi changes from c(i) to some l 6= c(i). Ignoring all other clusters, we
find that δ satisfies∥∥∥∥Xi + δej − µˆc(i) − δnc(i)ej
∥∥∥∥2 = ∥∥∥Xi + δej − µˆl ∥∥∥2 , (8)
where ej is the j-th canonical basis vector for Rd and nc(i) is the size of the c(i)-th cluster.
This is a quadratic equation which can easily be solved. A further simplification is adopted
here. Rather than considering the paths of Xi through multiple reassignments resulting
from varying δ (which quickly become extremely difficult to calculate), the magnitude
and location of a discontinuity at a value δ is determined as though no reassignments
had occurred for values between zero and δ. Since the corresponding values of δ are
generally large, the contributions from the quantities φ
(
Xi,j+δ−µi,j
σ
)
limγ↓↑δM(X+γei,j)i,j
are generally small. The excess degrees of freedom for the i,j-th entry is thus approximated
using
1
σ
∑
l 6=c(i)
φ
(
Xi,j + δl −µi,j
σ
)
lim
γ↓↑δl
M(X+ γei,j)i,j
where δl is the solution to Eq. (8) with smaller magnitude (when a solution exists). To
determine the magnitude of the discontinuities observe that when δl < 0, and we assume
that no values δl < δ < 0 result in a reassignment of Xi , we have
lim
γ↓δl
M(X+ γei,j)i,j = µˆc(i),j +
δl
nc(i)
, lim
γ↑δl
M(X+ γei,j)i,j = 1
nl + 1
(
nlµˆl,j +Xi,j + δl
)
⇒ lim
γ↓↑δl
M(X+ γei,j)i,j = µˆc(i),j −
nl
nl + 1
µˆ
l,j
− Xi,j
nl + 1
+ δl
(
nl + 1− nc(i)
nc(i)(nl + 1)
)
.
If δl > 0 then we simply have the negative of the above.
2.1.1 Selecting Appropriate Values for µ and σ2
The estimate of excess degrees of freedom depends on the values ofµ and σ2. It is tempting
to use the apparently natural candidates, µˆ and an estimate of the within cluster variance.
However, this is inappropriate for the purpose of comparing models. First, notice that
the value of µˆ will lead to an underestimation of the density terms, φ
(
Xi,j+δ−µi,j
σ
)
. This
is because the values which result in a reassignment of the corresponding datum occur
at the boundaries of the estimated clusters; and hence at the greatest distances from µˆ.
Furthermore, except for the correct value of k, µˆ will have a different number of unique
rows from µ. Interestingly we have found this latter point to affect the estimate only
moderately. In fact any reasonable mean matrix which is not precisely the minimiser, µˆ,
produces a similar estimate. When estimating degrees of freedom for a solution with k
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clusters, we simply replace µ with the fitted values from the solution containing k + 1
clusters. We have also experimented with using a single replacement mean matrix for
all models containing between 1 and kmax clusters; this being the fitted values from the
clustering solution with kmax + 1 clusters. The results from both of these choices are very
similar.
The choice of σ2 is far more crucial for approximating degrees of freedom. Importantly,
smaller values of σ2 tend to result in a smaller value of the estimated degrees of freedom.
It is therefore preferable that the same value(s) of σ2 are used for all models. Otherwise
the effect is that a hypothesis of a larger number of clusters tends to be self-fulfilling.
This is because the within cluster variance estimate from a large number of clusters will
be relatively small, decreasing the excess degrees of freedom artificially. We have not
found a single estimation strategy which is satisfactory, and so compute effective degrees of
freedom for a large range of equally spaced values of σ2. When applying a model selection
procedure, we obtain multiple selections of the number of clusters, and propose the most
frequently occurring value. Note that under a correctly specified model, a sound model
selection procedure should be robust to slight misspecification in the value of σ2. The
number associated with the true, unkown σ2, therefore tends to occur repeatedly, whereas
other selections tend to be scattered. Exceptions to this include scenarios where too many
substantial under- or over-estimates of σ2 are considered. In these cases, respectively, kmax
and kmin will occur repeatedly. We recommend that a user considers this possibility. For the
purpose of this paper we simply apply the automated approach described in the following
section.
3 Choosing k Using the BIC
The Bayesian Information Criterion approximates, up to unnecessary constants, the loga-
rithm of the evidence for a model M, i.e., P (M|X), using
−2`(X|M) + log(m)df(M).
Again `(X|M) is the model log-likelihood and here m is the number of independent “resid-
uals” in X. With the modelling assumptions in Eq (2), the estimated BIC for k-means is
therefore, up to an additive constant,
1
σ2
n∑
i=1
||Xi − µˆc(i) ||2 + log(nd)d̂f(M).
We introduced numerous simplifications in the approximation d̂f(M). As a result, it is im-
portant to investigate the accuracy of the resulting method, and the effect that inaccuracy
can have on model selection. Figure 1 shows the results of a simulation study conducted
to investigate this accuracy. Data sets of size 1000 were generated under the modelling
assumptions in Eq (2). The number of clusters and dimensions were each set to 5, 10 and
20. The figure shows plots of k against the averages of σ2d̂f(M) (– – –) from 30 replica-
tions, based on the proposed effective degrees of freedom approximation. The 30 individual
7
realisations are also included to provide an indication of variation. For illustrative purposes
we have used the correct value of σ2, where the value of µ is replaced using the clustering
solution with one more cluster, as explained in the previous subsection. Based on Eq. (6),
the quantity σ2d̂f(M) estimates the covariance between the model and the data. The plots
also show direct empirical estimates of this covariance obtained by sampling from the true
distribution (——–). That is, we generate multiple data sets according to Eq (2), apply
k-means for each value of k, and compute the corresponding empirical covariance. This
may therefore be seen as our target. For context we also include the plot of σ2kd (······),
corresponding to the na¨ıve degrees of freedom equated with the explicit model dimension.
Given the number of simplifications made, and the difficulty of the problem in the
abstract, we find the estimation to be acceptable for values of k up to and including
the correct number. However, for values greater than the correct number the estimation
becomes problematic. Note that from the point of view of model selection, a relatively
larger underestimation of the degrees of freedom for a specific value of k will bias the
model selection towards that value of k. It is therefore the apparent negative bias in the
estimated degrees of freedom for higher dimensional cases and for values of k greater than
the correct value which we find to be most problematic. To account for this we select the
smallest value of k which corresponds to a local minimum in the estimated BIC curve,
seen as a function of k. This “first extremum” approach for model selection has also been
used by [17]. We also smooth the estimated degrees of freedom curves to mitigate the
effect of variation which is quite pronounced in, for example, Figures 1 (c), (f) and (i).
Any simple smoothing is appropriate, where we apply kernel smoothing with a leave-one-
out cross validation bandwidth estimate. We have found this to provide reliable results in
most cases, but expect conscientious users will investigate the BIC curves and also consider
alternative values of k which correspond with repeated minima.
4 Experimental Results
This section presents briefly on results from experiments using a large collection of (28)
plublicly available data sets associated with real applications from diverse fields. These
are popular benchmark data sets taken from the UCI machine learning repository [2], with
the exception of the Yeast1 and Phoneme2 data sets. All data sets were standardised to
have unit variance in every dimension before applying any clustering, for which the imple-
mentation of k-means provided in R’s base stats package was used. Clustering solutions
considered for model selection were the best, in terms of k-means objective, from ten ran-
dom initialisations. For all data sets values of k from 1 to 30 were considered. In addition to
the proposed approach, we also experimented with the following popular existing methods
for model selection:
1. The gap statistic [17], which is based on approximating, through Monte Carlo, the
deviation of the (transformed) within cluster sum of squares from its expected value when
1https://genome-www.stanford.edu/cellcycle/
2https://web.stanford.edu/~hastie/ElemStatLearn/
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Figure 1: Estimated covariance between the data and fitted values computed through (i)
direct sampling (——), (ii) proposed method for approximating effective degrees of freedom
(– – –) and (iii) na¨ıve estimate of degrees of freedom (······)
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the underlying data distribution contains no clusters. Due to high computation time,
solutions for the Monte Carlo samples were based on a single initialisation. Using ten ini-
tialisations, as for the clustering solutions of the actual data sets, did not produce different
results on data sets for which this approach terminated in a reasonable amount of time.
2. The method of [12] which uses the same motivation as the gap statistic, but determines
the deviation of the sum of squares from its expected value analytically under the assump-
tion that the data distribution meets the standard k-means assumptions.
3. The silhouette index [9], which is based on comparing the average dissimilarity of each
point to its own cluster with its average dissimilarity to points in different clusters. Dis-
similarity is determined by the Euclidean distance between points.
4. The jump statistic [16], which selects the number of clusters based on the first differences
in the k-means objective raised to the power −d
2
. This statistic is based on rate distortion
theory, which approximates the mutual information between the complete data set and the
summarisation by the k centroids.
Table 1 shows the selected number of clusters, kˆ, and the adjusted Rand index (ARI)
for all 28 data sets. For each data set we have also included the “Ideal” k-means solution,
which corresponds with the solution that attains the highest ARI value. We find this
to be pertinent since when the data distribution deviates substantially from the k-means
assumptions it may be that the best k-means solution does not contain the same number
of clusters as the ground truth. Finally, summaries of the contents of the table are also
included3. These summaries include the number of times each method achieved the highest
performance, as well as the averages of absolute and relative regret when compared with
the Ideal solution. Given the variety and number of the data sets used in these experiments,
there is strong evidence that the proposed estimation procedure for the effective degrees of
freedom leads to selection of models which enjoy very strong performance when compared
with existing techniques.
5 Discussion
This work investigated the effective degrees of freedom in the k-means model. An extension
of Stein’s lemma provided an expression for the degrees of freedom, and a few simplifica-
tions allowed us to approximate this value in practice. The approximation was validated
through model selection within the Bayesian Information Criterion. Experiments using
a large collection of publicly available benchmark data sets suggest that this approach is
competitive with popular existing methods for model selection in k-means clustering.
Appendix: Proofs
Lemma 1.
Let Y = µ + E ∈ Rn×d, with µ fixed and Ei,j ∼ N(0,σ2) with Ei,j,Ek,l independent
3Two of the data sets offer multiple “ground truth” label sets. For computing the summaries we averaged
the performances of each method over the different label sets.
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Table 1: Results from Benchmark Data Sets. Number of clusters selected by each method
(kˆ) and corresponding adjusted Rand index (ARI) are reported.
fK Gap Silh. Jump BIC Ideal
Data set (k) kˆ ARI kˆ ARI kˆ ARI kˆ ARI kˆ ARI kˆ ARI
Wine (3) 2 0.37 3 0.90 3 0.90 30 0.13 3 0.90 3 0.90
Seeds (3) 2 0.48 3 0.77 2 0.48 29 0.11 3 0.77 3 0.77
Ionosphere (2) 2 0.17 9 0.13 4 0.28 30 0.11 4 0.28 3 0.29
Votes (2) 2 0.57 8 0.19 2 0.57 29 0.06 2 0.57 2 0.57
Iris (3) 2 0.57 2 0.57 2 0.57 27 0.14 3 0.62 3 0.62
Libras (15) 2 0.07 13 0.31 19 0.33 29 0.29 7 0.20 20 0.34
Heart (2) 2 0.34 2 0.34 3 0.30 29 0.04 5 0.29 2 0.34
Glass (6) 2 0.19 9 0.17 2 0.19 29 0.13 4 0.20 5 0.24
Mammography (2) 2 0.39 3 0.31 3 0.31 25 0.05 3 0.31 2 0.39
Parkinsons (2) 2 -0.10 7 0.07 2 -0.10 30 0.03 7 0.07 6 0.12
Yeast (5) 2 0.42 9 0.41 2 0.42 29 0.14 4 0.57 4 0.57
Forest (4) 2 0.18 5 0.39 2 0.18 30 0.15 5 0.39 4 0.45
Breast Cancer (2) 2 0.82 8 0.38 2 0.82 30 0.15 4 0.76 2 0.82
Dermatology (6) 2 0.21 9 0.65 4 0.80 28 0.26 5 0.84 5 0.84
Synth. (6) 2 0.27 7 0.61 2 0.27 30 0.35 10 0.65 8 0.67
Soy Bean (19) 2 0.05 13 0.45 2 0.05 30 0.51 7 0.24 18 0.55
Olive Oil (3) 2 0.46 9 0.37 5 0.58 30 0.11 5 0.58 4 0.62
Olive Oil (9) 0.34 0.63 0.76 0.27 0.76 5 0.76
Bank (2) 2 0.01 3 0.06 18 0.10 26 0.09 3 0.06 5 0.21
Optidigits (10) 2 0.13 17 0.57 20 0.60 30 0.47 18 0.65 18 0.65
Image Seg. (7) 2 0.17 14 0.46 6 0.48 28 0.30 6 0.48 9 0.51
M.F. Digits (10) 2 0.15 18 0.62 9 0.65 30 0.47 17 0.62 11 0.68
Satellite (6) 3 0.29 12 0.41 3 0.29 30 0.25 12 0.41 7 0.56
Texture (11) 2 0.11 23 0.41 2 0.11 30 0.41 14 0.47 20 0.50
Pen Digits (10) 2 0.13 30 0.45 8 0.45 28 0.46 9 0.48 14 0.64
Phoneme (5) 2 0.16 11 0.45 2 0.16 1 0.00 21 0.28 5 0.64
Frogs (4) 2 0.40 17 0.15 3 0.46 25 0.12 6 0.32 4 0.48
Frogs (8) 0.41 0.19 0.53 0.16 0.39 4 0.57
Frogs (10) 0.55 0.30 0.71 0.26 0.58 4 0.78
Auto (3) 2 -0.04 4 0.13 2 -0.04 30 0.04 4 0.13 5 0.16
Yeast UCI (10) 7 0.19 1 0.00 6 0.11 9 0.18 3 0.13 7 0.19
Summaries
# times max ARI 5 8 10 1 18 –
Avg. Ideal−ARI
Ideal
0.55 0.28 0.36 0.59 0.18 –
Avg. Ideal− ARI 0.26 0.13 0.14 0.32 0.07 –
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for all (i,j) 6= (l,k). Let f : Rn×d → Rn×d satisfy the following condition. For each i,j
and {Wk,l}(k,l)6=(i,j), there exists a finite set D({Wk,l}(k,l)6=(i,j)) =
⋃q
i=1{δi} s.t. f , viewed
as a univariate function by keeping all other elements, {Wk,l}(k,l) 6=(i,j), fixed, is Lipschitz
on each of (−∞,δ1),(δ1,δ2),...,(δq−1,δq), and (δq,∞). Then for each i,j,
1
σ2
E
[
(Yi,j −µi,j)f(Y)i,j
]
= E
[
∂
∂Yi,j
f(Y)i,j
]
+
1
σ
E
[ ∑
δ:Yi,j+δ∈
D({Yk,l}(k,l)6=(i,j))
φ
(
Yi,j + δ −µi,j
σ
)
lim
γ↓↑δ
f(Y + γei,j)i,j
]
,
provided the second term on the right hand side exists. Here ei,j ∈ Rn×d has zero entries
except in the i,j-th position, where it takes the value one, and
lim
γ↓↑δ
f(Y + γei,j) = lim
γ↓δ
f(Y + γei,j)− lim
γ↑δ
f(Y + γei,j).
Proof: Let Y ∼ N(µ,σ2) and consider any g : R → R which is Lipschitz on (−∞,δ)
and (δ,∞) for some δ ∈ R. For each  > 0 define
g(y) =
{
g(y), y 6∈ B(δ)
g(δ − ) + [g(δ + )− g(δ − )]y−(δ−)
2
, y ∈ B(δ),
where B(δ) = (δ − ,δ + ). Then g is Lipschitz by construction and so by [3, Lemma
3.2] we know g is almost differentiable and E[g
′
(Y )
2] < ∞, and so by [15, Lemma 2] we
have
1
σ2
E[(Y − µ)g(Y )] = E[g′(Y )].
But
E[g′(Y )] =E [g
′
(Y )|Y 6∈ B(δ)]P (Y 6∈ B(δ)) + E [g′(Y )|Y ∈ B(δ)]P (Y ∈ B(δ))
=E [g′(Y )|Y 6∈ B(δ)]P (Y 6∈ B(δ)) + g(δ + )− g(δ − )
2
P (Y ∈ B(δ)).
Taking the limit as → 0+ gives
1
σ2
E[(Y−µ)g(Y )] = E[g′(Y )] +
(
lim
γ↓δ
g(γ)− lim
γ↑δ
g(γ)
)
1√
2piσ
e
−1
2σ2
(δ−µ)2 ,
as required. The extension to any g with finitely many such discontinuity points arises
from a very simple induction.
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We therefore have for any i,j, that
1
σ2
E
[
(Yi,j −µi,j)f(Y)i,j
∣∣∣∣{Yk,l}(k,l)6=(i,j)] = E[ ∂∂Yi,j f(Y)i,j
∣∣∣∣{Yk,l}(k,l)6=(i,j)]
+
∑
δ:Yi,j+δ∈
D({Yk,l}(k,l)6=(i,j))
1
σ
φ
(
Yi,j + δ −µi,j
σ
)
lim
γ↓↑δ
f(Y + γei,j)i,j
The result follows from the law of total expectation. 
Lemma 2.
Let M : Rn×d → Rn×d be defined as
M(W)i,j = µˆc(i),j,
where
µˆ = argminM∈Rk×d
n∑
i=1
min
j∈{1,...,k}
||Wi −Mj ||2
c(i) = argminj∈{1,...,k} ||Wi − µˆj ||2.
Then M satisfies the conditions on the function f in the statement of Lemma 1, and
moreover if Y = µ+E ∈ Rn×d, with µ fixed and Ei,j ∼ N(0,σ2) with Ei,j,Ek,l independent
for all (i,j) 6= (l,k), then
E
[ ∑
δ:Yi,j+δ∈
D({Yk,l}(k,l)6=(i,j))
φ
(
Yi,j + δ −µi,j
σ
)
lim
γ↓↑δ
M(Y + γei,j)i,j
]
exists and is finite.
Proof: Notice that the discontinuities inM(Y)i,j can occur only when there is a change in
the assignment of one of the observations. If this occurs at the point Y + δei,j, then it is
straightforward to show that
| lim
γ↓↑δ
M(Y + γei,j)i,j| ≤ Diam(Y) + C|δ|,
where Diam(Y) is the diameter of the rows of Y and C is a constant independent of Y.
There are also clearly finitely many such discontinuities since there are finitely many cluster
solutions arising from n data, i.e.,
|D({Yk,l}(k,l)6=(i,j))| ≤ A,
for some constant A independent of i,j,Y. Furthermore |M(Y + γei,j)i,j −M(Y)i,j| ≤ γ
as long as all cluster assignments remain the same, and henceM(Y + γei,j)i,j is Lipschitz
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as a function of γ between points of discontinuity. Finally,
E
[∣∣∣∣∣ ∑
δ:Yi,j+δ∈
D({Yk,l}(k,l)6=(i,j))
φ
(
Yi,j + δ −µi,j
σ
)
lim
γ↓↑δ
M(Y + γei,j)i,j
∣∣∣∣∣
]
≤ E
[ ∑
δ:Yi,j+δ∈
D({Yk,l}(k,l)6=(i,j))
φ
(
Yi,j + δ −µi,j
σ
)
(Diam(Y) + C|δ|)
]
≤ A√
2pi
(
E[Diam(Y)] + CE
[
|Yi,j −µi,j |+ (Yi,j −µi,j)2 + 4σ2
])
,
since φ((a−δ)/σ)|δ| is maximised by a δ satisfying |δ| ≤ (|a|+|a2−4σ2|)/2, and φ is bounded
above by 1/
√
2pi. Now, the tail of the distribution of Diam(Y) is similar to that of the
distribution of the maximum of n χ random variables with d degrees of freedom. Therefore
E[Diam(Y)] is clearly finite. The second term above is clearly finite, since Yi,j −µi,j is
normally distributed, and hence the expectation in Lemma 2 exists and is finite. 
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