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Abstract-Radial basis functions (RBFs) form a primary tool for multivariate interpolation. 
Some of the most commonly used radial functions feature a shape parameter, allowing them to vary 
from being nearly flat (E small) to sharply peaked (E large). The former limit can be particularly 
accurate when interpolating a smooth function based on scattered data. This study discusses theo- 
retical and computational aspects of the E + 0 limit, and includes the conjecture that Gaussian RBF 
interpolants will never diverge in this limit. @ 2004 Elsevier Ltd. All rights reserved. 
Keywords-Radial basis functions (RBF), Multivariate interpolation. 
1. INTRODUCTION 
When collocating n pieces of data in one dimension, one first chooses some set of basis functions 
*k(x), and then determines expansion coefficients xk such that the linear combination 
satisfies all the constraints. For many choices of @k(x), interpolation is guaranteed to be nonsin- 
gular whenever the data points are distinct. With certain point distributions, it may furthermore 
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be possible to choose basis functions that possess some orthogonality properties, e.g., Fourier 
modes on a periodic interval, or Chebyshev polynomials on a finite interval. In more than one 
dimension, the situation is very different. There no longer exist any basis functions $k(:) s? that 
nonsingularity for interpolation can be guaranteed for more than n = 1 data point [l]. The RBF 
approach circumvents this problem by following a somewhat different strategy. Instead of using 
a sequence of (typically increasingly oscillatory) basis functions that. are independent of the data 
point locations gk, one uses instead translates of one single nonoscillatory function $( ]]g]]) 
s(x) = 2 ~kNl2 - 2ikll)T 
k=l 
(1.1) 
where ]I ]] is the standard Euclidean vector norm. Table 1 shows a few of the many choices 
available for 4(r). Existence and uniqueness of the interpolants s(g) are discussed, for example, 
in [2-41. For all three choices of smooth basis functions listed (IQ,GA,MQ), these are ensured 
for arbitrary point distributions. To ensure these for the piecewise smooth basis functions listed, 
equation (1.1) may require some modifications [2]. 
Table 1. Some commonly used radial basis functions. 
Tvne of Basis Function 
Piecewise Smooth RBFs 
Piecewise polynomial (F&) 
Thin plate saline (TPSnl 
Infinitely Smooth RBFs 
Multiquadric (MQ) 
Inverse quadratic (IQ) 
Gaussian IGA) 
4(T) 
ITI”, n odd 
lrln In T, 12 even 
1 
1+ (ET)2 
,+rP 
The piecewise smooth 4(r), such as cubits and TPS will, as the number of data points is 
increased, give an algebraic rate of convergence (to a smooth function). The rate reflects the 
severity of the irregularity of d(r) at the origin, and it typically increases with the number of space 
dimensions [5]. In contrast to this, the infinitely smooth RBFs often lead to spectral convergence 
(when proper attention is paid to boundary effects), i.e., O(e-const./h) (or O(e-const./hz) in the 
case of GA RBFs) where h is a ‘typical’ distance between neighboring data locations [6-81. 
The value of the shape parameter E in the smooth RBFs will influence the constants in this 
estimate. Many studies have been devoted to experimentally establishing suitable values of E for 
different situations [g-11]. Although small but nonzero values of E usually are optimal, the limit 
of flat radial functions (E -+ 0) has recently been found to have a number of intriguing features. 
l For arbitrarily spaced data in l-D, the limiting interpolant usually agrees with Lagrange’s 
interpolation polynomial [12]. In higher-D, the limiting interpolant (when it exists) will 
again be a low degree multivariate polynomial. This means that RBFs can be a tool 
for generalizing, to irregular grids and domains, the ‘classical’ spectral methods (which 
typically are based on 1-D high-order polynomial interpolants, cf. [13]). 
l Small values of E have been found to yield very accurate results when interpolating smooth 
functions [14], solving elliptic PDEs with RBFs [15], and approximating data on low- 
dimensional manifolds within high-dimensional spaces [16]. 
l The direct method of solving for the RBF interpolant via the expansion coefficients xk 
in (1.1) becomes extremely ill conditioned as s -+ 0 [7]. However, recently a numerically 
stable algorithm has been found that largely overcomes this ill-conditioning problem and 
allows for the stable computation of the RBF interpolants for the full range of E [14]. 
Although the present algorithm appears to be limited to relatively small data sets, it still 
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demonstrates that the ill conditioning is not in any way intrinsic to RBF interpolation, but 
only an artifact of certain implementations. A perfectly stable algorithm for any number 
of points may very well be feasible. In any case, RBF interpolants based on up to around 
100 data points (in 2-D; more in higher-D) can at present be explored numerically for all 
values of E, including in the limit of E -+ 0. 
In very special cases divergence can occur when E + 0, as was first noted in [la] for a case 
when all the data points were given on a finite Cartesian grid. However, for randomly scattered 
data, there has never been found an instance in which the RBF interpolant fails to exist in 
the limit of E + 0. One of the goals of this paper is to try to shed more light on the nature 
of such exceptional situations. One key tool for that is the simple closed-form expression for 
the RBF interpolant to cardinal data (equal to one at one node point, and zero at the others) 
that is given in Section 2. This formula is used to determine the interpolants in the examples 
in Section 3. These examples cause us to become particularly interested in the Gaussian (GA) 
RBFs, for which we formulate a conjecture. In Section 4, we relate the observed features of RBF 
interpolants to those of multivariate interpolation polynomials. We also summarize some new 
theoretical results regarding limiting interpolants for scattered data, which will be presented in 
more detail separately [17]. Although we primarily are interested in real values of E, considering 
complex values of E not only provides additional insights, but also leads to the only computational 
algorithm that is available for E + 0 studies [14]. In Section 5, we very briefly review this 
algorithm, and we then use it to revisit and extend some of the examples from Section 3. An 
often considered variation of (1.1) is s(g) = (Y + xi=, X,4( ]I: -gk ]I) together with the constraint 
C;=, A,, = 0. 0 ur b f t d rle s u y of this in Section 6 does not suggest that it offers any particular 
advantages in the limit of E + 0. The final Section 7 contains some concluding remarks. 
2. CLOSED-FORM EXPRESSION 
FOR THE RBF INTERPOLANT 
With data values fk at locations c,, k = 1,2,. , n, the RBF interpolant becomes 
d:) = -&kddtki!ikII)’ 
k=l 
(2.1) 
The coefficients xk can be obtained by solving the linear system 
(2.2) 
where the entries of the matrix A are A,,j = c$(~/LT~ - LXX II), i = 1,. ,r~, j = 1,. , n. As 
mentioned in the introduction, this linear system is guaranteed to be nonsingular for the IQ, GA, 
and MQ RBFs (assuming the data locations are unique). For some other choices of 4(r), it may 
be necessary to augment (2.1) with some low-order polynomial terms and additional constraints 
in order to guarantee that (2.2) is nonsingular (see, for example [2]). 
THEOREM 2.1. For cardinal data 
fk = 
1, ifIc=l, 
0, otherwise, 
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the RBF interpolant of form (2.1) becomes 
-. (2.3) 
PROOF. Solving (2.2) by Cramer’s rule and substituting into (2.1) leads, in just a few lines of 
algebra, to (2.3). However, the easiest demonstration is probably by inspection. By expanding 
the determinant in the numerator along its first row, we see that the expression for s(g) indeed 
becomes of the form of (2.1). Furthermore, it will evaluate to 1 for 3: = :I (since then the two 
determinants become equal) and to 0 for a: = gk, k # 1 ( since then two rows in the determinant 
in the numerator become equal). I 
One immediate consequence of this result is the following theorem. 
THEOREM 2.2. If lim,,o s(z) exists, it will be a (multivariate) finite degree polynomial in :. 
PROOF. If we expand $$(IIg-gr,/l) p m owers of Ed, the coefficient for &2m will be a polynomial of 
degree (at most) 2m in the components of :. The same will, therefore, hold for the determinant 
in the numerator of (2.3), and the ratio in (2.3) will be of the form 
s(z) = ~~~{pol. degree 2~) + ~~P+~{pol. degree 2p+2} + . . . 
E2q{constant} + E 2q+2{constant} +. . . ’ 
where p and q are positive integers. Since s(z1) = 1, p > q is impossible. If p < q, the limit fails 
to exist. Otherwise (i.e., when p = q), it will become a polynomial of degree (at most) 2p in the 
components of :. I 
Theorem 2.2 appears to have been discovered independently a number of times during the 
last decade or so. However, we have been unable to locate it in any previous reference. It was 
however shown in [12] that, in 1-D and subject to some minor constraint on 4(r), the limit is the 
lowest-order interpolation polynomial, i.e., of degree n - 1 in the case of n data points (and that, 
failing these constraints, the limit would still be of polynomial type, but that the degree could 
be higher). The situation for higher-D can be considerably more complex, as will be discussed 
below (and analyzed further in [17]). 
3. A COLLECTION OF EXAMPLES WITH 
CLOSED-FORM SOLUTIONS FOR THE E + 0 LIMIT 
The first several examples in this section concern the situation when increasingly many points 
are located along a straight line. In most of these cases, closed-form analysis is possible, offering 
key insights and motivation for the more general discussion in Section 4 (where we examine 
polynomial unisolvency and interpolants for scattered points in more dimensions). 
3.1. Three Points Along a Straight Line: Evaluation Along the Lipe 
Let the three points be located at {z1,22,zs} and the corresponding data values be { 1, 0, O}. 
(The results become equivalent for (0, 1,O) and {O,O, 1) and, since the interpolation procedure 
is linear, also for arbitrary data.) With a radial function 
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we get 
4~ - Ql) 4~ - 231) 
4 X2 -X21) 441~2 - z3l) 
4(1X3 -X21) 4(1X3 -531) 1 = 2~x1 (~7,: - 6ao~2) (X - x2)(x - X3 )( X1 - X2)(21 - X3)(X2 - X3)2&6 + 0 (&“) 
and 
4(1x1 - x11) Wl -x21) 4h - X31) 
4 X2 -X21) 4(1X2 -X31) 
4(1X3 - 4) $(I53 -X21) 4(1X3 -X31) 1 = 2~1 (I$ - 6~0~~2) (X1 - x2)2(X1 - X3)2(X2 - X3)2&6 f 0 (E8) 
On the assumption that al # 0 and a: - 6asa2 # 0, the ratio becomes 
(x - X2)(2 - X3) 
41c) = (x1 - x2)(x1 - x3) + O k”) ’ 
i.e., we have recovered the Lagrange interpolation polynomial. According to the main theorem 
in [12], the same will be the case for any number of points along a line, as long as certain inequal- 
ities hold for the Taylor coefficients ak of the radial function. The two inequalities encountered 
here are two of an infinite set that is explicitly given in [12]. Although a firm proof is still lacking, 
current evidence strongly suggests that all of these are satisfied, for example by MQ, IQ, and GA 
RBFs. We will in the following assume that these inequalities hold when we refer to this main 
theorem of [12]. 
3.2. Three Points Along a Straight Line: Evaluation 
When evaluating the interpolant in the previous example 
minant becomes 
det 
4 (JCX - x112 + Y2) dJ (&x - X2)2 + Y2) 
4X2 - XII) 4(1X2 - X21) 
4(1X3 -x11) 4(1X3 - X21) 
Off the Line 
at a location (x, y), the first deter- 
4 (Jcx - X3)2 + Y2) 
4(1X2 - X31) 
@(IX3 - X31) 1 
= 2cLl [(uf - ~CX~CQ) (X - X2)(X - 53) + (a: - 2W%) y2] 
.(X1 - X2)(X1 - X3)(X2 - X3)2&6 + 0 (&“) 
producing the interpolant 
(x - X2)(X - X3) a: - 2aoa2 2 
‘(Ic’ ‘) = (x1 - x2)(21 - 53) ’ as - ~CQCOJ (~1 - Q~(XI - ~3) ’ O (E2) (3.1) 
For y = 0, i.e., along the x-axis, we recover the previous result. However, a y2-term is now also 
present, with a coefficient that depends on the choice of RBF. The factor (a: -2acas)/(aT - 6~0~2) 
takes the values l/2, l/5, and 0 for MQ, IQ, and GA, respectively. Thus, the E -+ 0 limits are 
now different for the different RBFs, but they still exist in all cases. 
3.3. Three Points Not On a Line 
With the three points located at (xk, yk), k = 1,2,3, the ratio of the two determinants becomes 
s(x y) = @(2A)(x(Y3 - Y2) - Y(z3 - x2) + x3Y2 - x2Y3k4 + 0 (@> 
1 ~uT(~A)~E~ + 0 (@) 
1 (3.2) 
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where 
~4 ==XzYl -Z3Y1 -XlYz f23Yz +21Y3 -22Y3, 
i.e., (Al is the area of the triangle spanned by the three point locations. When the three points 
are not collinear (i.e., when A # 0, and also assuming al # 0), the limiting interpolant will be 
the plane that fits the data. As the points become increasingly collinear, the tilt of the plane 
increases without bound. When the points are collinear, both the coefficients for &4 in (3.2) 
vanish, and the E -+ 0 limit will instead follow from the s6 coefficients, as described in the two 
preceding examples. The limit thus behaves discontinuously with respect to the point locations. 
3.4. Five or More Points Along a Straight Line 
It turns out that increasing from three to four points along a line (say, the x-axis) offers no new 
phenomenon. For five points along a line, the result along the same line (like for any number of 
points) becomes the Lagrange interpolation polynomial. However, evaluating at a location (z, y) 
off the x-axis now gives 
2 
s(x7y) = (Xl -22)(x1 -x,“;;x, -24)(x1 -x5) 
(UlU; - 3+3 +3QCQa3) 
1 + O(1) 
(3.3) 
(6~; + 225~~~; + 70+4 - 3OalU& - &h@2U4) &2 
(assuming 2~; - 5uius # 0; both this assumption and the denominator above being nonzero 
belong to the set of inequalities discussed above). The ratio involving the coefficients ok, k = 
1,. . . ,4 in (3.3) takes for MQ, IQ, and GA the values l/28, l/149, and 0, respectively. If for 
example d(r) = (1 + (ET-)~)~/’ ( an ‘unconditionally positive definite’ case with nonsingularity of 
the interpolant guaranteed for any p < 0, cf. [2,3]), the assumption 2~; - 5uius # 0 becomes 
,0 # 0, /3 # 2, ,i3 # 7, and the coefficient ratio becomes always nonzero: -3/(,03-19p2+99p- 165), 
i.e., divergence as E + 0. 
Increasing to 7,9,. . points, we typically get divergence like O(l/c4), O(l/@), etc. For non- 
divergence, increasingly numerous and intricate requirements on the coefficients ok need to hold. 
GA are remarkable in satisfying them all, as follows from the theorem below. 
THEOREM 3.1. With any number of data points along a straight line, GA interpolants will not 
diverge as E + 0 when evaluated anywhere on or off the line. 
PROOF. Along the z-axis (i.e., y=O), the GA interpolant takes the form s(z, E) =CkXke-E2(1-2”)2. 
At (x, y), the value becomes T-(X, y, E) = XI, X~e-EZ((Z-5h)2+v2) = e-E2y2s(x, E). Both of these 
factors remain bounded as E + 0 (obviously for the first one, and the second one converges 
to Lagrange’s interpolation polynomial, according to the main theorem in [12]). Therefore, the 
product also remains bounded. I 
Both numerical and some analytical evidence suggest that certain other RBFs share the prop- 
erty of GA interpolants shown in Theorem 2, e.g., 4(r) = Jo and d(r) = sin(Er)/Er. Since 
these functions are oscillatory, they have seldom been considered for practical RBF work (with 
one reason for this being that oscillatory RBFs can never provide nonsingular interpolation for 
all data sets in all dimensions). However, with finite-sized data sets and small E, the oscilla- 
tions would never be seen, and it could be that oscillatory radial functions deserve some further 
considerations. 
In the doubly infinite case of xk = k, k = --co,. . , -l,O, 1,. . . ,oo, the situation is again 
different-there is no divergence (as E + 0) off the line for any of the smooth RBF choices [la]. 
3.5. Some Generalizations to Higher Dimensions 
The result in Theorem 3.1 can be extended as follows. 
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THEOREM 3.2. In the case when the data points axe laid out in a finite rectangular lattice (in 
any number of dimensions), GA interpolants will not diverge as E -+ 0. 
PROOF. For notational simplicity, we consider the 2-D case. Let the lattice be {xz, yj}, i = 
1,. m, j = 1,. n. It suffices to show the result for cardinal data, i.e., if for some hxed i and j 
it holds that 
f= 
1, whenx=xiandy=yj, 
0, otherwise. 
Consider the 1-D interpolants 
m 
r(s, E) = C X~e-E2(2-Zh)* satisfying ~(2, e) = 
1, x=x2, 
k=l 0, otherwise, 
s(y, &) = 2 pLlp2(Y-Y~)2 satisfying s(y, E) = 
1, Y=Yjlj, 
I=1 0, otherwise. 
The product T(X, E) s(y, E) = c& ~~=, Xk~~le-~‘(~:-~“)‘-‘~(y-y1)2 satisfies all that is required 
of the 2-D GA interpolant, and is, therefore, identical to it. Since both of the factors ~(2, e) and 
s(y, E) remain bounded as E -+ 0 (by the main theorem in [12]), so does their product. I 
Equation (3.3) showed that, for five points along a line (d = l), divergence typically occurs 
when the interpolant is evaluated off the line. Similarly, for scattered points in a plane (a! = 2), 
11 points usually leads to divergence when the interpolant is evaluated off that plane. The 
data in Table 2, obtained with the Contour-PadC algorithm described in Section 5, suggests that 
&-l=(d;s). 
Table 2. Lowest number of scattered data points in a hyperplane to cause divergence 
off the plane. 
Dimension of Hyperplane: d = 1 2 3 4 5 6 7 8 
Lowest number of points to feature divergence off the hyperplane; Nd = 5 11 21 36 57 85 121 166 
All instances of divergence that we have encountered occur in situations where ‘polynomial 
unisolvency’ (to be defined later) fails. Heuristically, this becomes the case when the data points 
are located in such a way that multivariate polynomial interpolation leaves some low-order coeffi- 
cient(s) completely undetermined. For example, with points only along the x-axis, coefficients for 
powers of y are undetermined. Similarly, if we place all the points along a section of a parabola, 
some other low-order polynomial coefficients will be undetermined. This is illustrated next. 
3.6. Points Placed Along a Parabola 
We let the locations for n points be xk = (k - l)/(n - l), yk = xi, k = 1,2,. , n. This leaves 
a polynomial interpolant undetermined with respect to several low-order polynomials, such as 
y - x2, x(y - x2), y(y - x2), etc. With cardinal data (equal to 1 at the first point and 0 at the 
remaining ones) we get in this case different limits starting when n = 4 (one step later than for 
points along a line). The leading powers of E in the expansions in the numerator and denominator 
of (2.3) increase quite rapidly with n. Table 3 illustrates that, and also gives the value of the 
interpolants in the E + 0 limit, evaluated at the point (0,l). For n = 8, both MQ and IQ 
feature a numerator starting with &30 and denominator starting with &32, producing divergence 
according to (117649/23040) (1,‘~~) + 72202965/65536 + O(e2) and (117649/127080) (l/e2) + 
643338441829/538310880 + O(e2), respectively. The GA interpolant remains bounded; both 
leading terms are O(E~~), and the limit value is 6864/5. Numerical evidence, to be given in 
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Table 3. Values of the interpolant at (0,l) in the example with points on a parabola. 
72 2 3 
Leading power of z in numerator = 
leading power in denominator 
2 4 
Value of interpolant at (0,l) 
MQ 
1 
2 3 
IQ 1 2 3 
GA 1 2 3 
4 5 6 7 
8 12 18 24 
69 89 12253 8043 
lo 7 - 176 -~ 40 
27 493 22575 6972 
4 -iF 272 - 25 
2o 189 3 35 -3- 462 
Section 5, shows that for n higher still, MQ and IQ interpolants again diverge (when evaluated 
away from the parabola), whereas no case of divergence was seen for GA interpolants. 
We conclude this section with a conjecture. 
CONJECTURE 3.3. Gaussian (GA) RBF interpolants will never diverge as E -+ 0. 
The strongest evidence in support of this conjecture comes from various experiments with the 
numerical algorithm that is described in Section 5. 
4. POLYNOMIAL UNISOLVENCY AND 
SOME RESULTS FOR SCATTERED POINTS 
An important concept in multivariate polynomial interpolation is unisolvency [l]. As we will 
see below, it also has some bearing on the RBF interpolation problem. The following theorem 
defines the concept and gives a necessary and sufficient condition. 
THEOREM 4.1. Let ZX~,:~, . , gn be n point locations, and Jet p1 (CT), p2 (LE) , . , pn(~) be n Jin- 
early independent polynomials. Then {%} is unisolvent with respect to {pi}, i.e., there is a 
unique linear combination C ,0jpj(g) which interpolates any data over the point set, if and only 
if det(P) # 0, where 
The proof follows trivially from linear algebra arguments. The application of the theorem is 
easy in 1-D. With pj(X) = zj-l we get the Vandermonde matrix, which is nonsingular as soon as 
none of the data points coincide. In more than one space dimension, it is less obvious how to best 
determine whether a point set is unisolvent or not. However, using randomly scattered data points 
promotes unisolvency. Any regular features (such as the examples given in the previous section 
with points along a straight line or along a parabola) in a data set may lead to degeneration. 
COROLLARY 4.2. We can (also elementarily) add that if det(P) = 0, then the nullspace of P will 
describe all the possible ambiguities in the resulting interpolant of the specified form. 
We know from Theorem 2.2 that if lime+0 s(g) exists, it is a finite-order polynomial. It was 
proved in [12] that in l-D, we recover the lowest-order interpolating polynomial (under some 
mild conditions on the, expansion coefficients of the basis function, as briefly touched upon in 
Section 3). There are similar condition in more space dimensions. Table 4 gives the first four 
conditions in up to three space dimensions. Conditions of this type are needed for the proof of 
the theorem given below. 
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DEFINITION 4.3. Let PK be the set of all (mu&variate) polynomials of degree 5 K. 
THEOREM 4.4. If {pi} forms a basis for PK and {xi} is unisolvent with respect to {p%}, then 
under some mild assumptions on the expansion coefficients of the radial basis function, the 
limiting RBF interpolant lim,,o s(g) is the unique interpolating polynomial of degree 5 K to 
the given data. 
A proof and further discussion of the implications of the theorem can be found in [17] (an 
entirely different proof of the theorem can also be found in [19]). For now, we will only give a 
brief summary of some aspects relevant here. First of all, note that the number of data points 
must agree with the dimension of PK for {pi} to be a basis. That is, in for example 2-D, 
n = 1,3,6,10,15,21,. play a special role. If the unisolvency condition is not fulfilled, the 
interpolant may in the limit E -+ 0 
l diverge, 
l contain arbitrary elements from the nullspace of the matrix P, 
l contain polynomial terms of higher degree than K. 
EXAMPLE 4.5. Interpolate f(z, y) = z - y - 22~ - 2y2 at the six points LX% = (zrz,yt) = 
{(O,O), (0,1/a), (0, l), (l,O), (1,1/2), (1,l)) with RBFs. The natural choice of basis functions 
would be 
Pl = 1, P2 =x, P3 = Y, P4 = x2, P5 = XY, PS = Y2 
This gives 
-1 0 0 0 o- 0 
10 ; 1 
0 0 
4 
p= 10 1 0 0 1 
110100’ 
11;1;; 
,l 1 1 1 1 l- 
This matrix is singular, and the nullspace of P is found to be [0, l,O, -l,O, OIT. Therefore, the 
interpolant is undetermined with respect to any multiple of 1 .p2(~) - 1 .p4(:) = x -x2 = x( 1 -x). 
If we try RBFs on this data set and let E -+ 0, we get 
f(x, y) = x - y - 2xy - 2y2, original data, 
IQ: ;x-y-;z2 -2xy-2y2, 
MQ: 2x - y - x2 - 2xy - 2y2, 
GA: x - y - 2xy - 2y2, (recovers the original function). 
We are getting different limits for all the three RBF types, but the differences are precisely of 
the type that was allowed to be undetermined according to the nullspace argument above. 1 
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As shown in the examples from Section 3, with increasingly many points along a straight line 
or parabola, divergence of the IQ and MQ interpolants is preceeded by cases where the limiting 
interpolants are different. This result appears to be typical for many nonunisolvent cases. For 
example, if the points (0,1/4) and (0,3/4) are included in the above example, then both the 
IQ and MQ interpolants diverge like O(E-~) (the GA interpolant again converges to the original 
function). 
5. COMPLEX E-PLANE CONSIDERATIONS AND 
THE NUMERICAL CONTOUR-PADI% ALGORITHM . 
The elements in the determinants in (2.3) are of size O(1). Since expansions of the determinants 
for small E typically start with some high power of E, both matrices clearly become highly singular 
as E + 0. The matrix in the denominator is the same as the matrix A in (2.2). Thus, the 
coefficients XI, must grow rapidly with decreasing E. Since the sum in (2.1) is typically bounded, 
the sum must feature very severe cancellation of large quantities, and direct solution for s(g) 
via (2.2) and (2.1) will be very ill conditioned. This heuristic argument can be made much more 
precise. In the case of scattered data, numerical evidence [17] strongly suggests the exponents 
that are shown in Table 5. These numbers are independent of the choice of MQ, IQ, or GA, and 
also hold for all other smooth RBFs that we have tested. 
Table 5. Powers of E arising in cases of scattered data. 
Leading power of c 
in both of the 
determinants in (2.3) 
Leading inverse 
power of E in the 
coefficients Xk 
d-Dimension 
1 
2 
3 
1 
2 
3 
n-Number of Data Points 
2 3 5 10 20 50 100 
2 6 20 90 380 2450 9900 
2 4 12 40 130 570 1690 
2 4 10 30 90 360 980 
2 4 8 18 38 98 198 
2 2 4 6 10 18 26 
22446 10 14 
200 
39800 
4940 
2610 
398 
38 
18 
5.1. Numerical Algorithm 
The Contour-Pad6 algorithm in [14] is based on the fact that, in a complex E-plane, the origin is 
a removable singularity (or, at worst, a low-order pole) of the interpolant, which we now write as 
s(:, E) in order to emphasize its dependence on E. For a fixed g, we compute s(:, E) at equispaced 
s-values around a circle centered at the origin in a complex e-plane. Choosing the radius quite 
large, the direct approach using (2.2) and (2.1) works well. The next step is to take an FFT of 
these values. Some different cases will then arise. 
l All negative Fourier coefficients vanish: the positive ones then provide the coefficients in 
the Taylor expansion 
s(g, E) = so(g) + c2s2(:) + E4S4(C) + . . . (5.1) 
This expansion is then well suited for numerical computation of s(:,E) for small values 
of E (including E = 0, when it just reduces to its first coefficient). 
l Some negative Fourier coefficients are present: with a Pad6 procedure, we can find all 
the poles of ~(31,~) inside the computational circle. If there is no pole at the origin, we 
can either again express the interpolant in the form (5.1) or, if we want the radius of 
convergence to extend out to the computational circle and not just to the nearest pole, 
we can represent the answer as a Taylor series together with a rational function in E. If 
there is a pole right at the origin, the only difference compared to the previous cases is 
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that (5.1) will need to also include some term(s) with negative powers of E. For example, 
if the origin is a pole of order four, (5.1) would need to be replaced with 
S&E) = &3) + ;Irs& + so(z) + E2S2(X:) + &4s4(a) + (5.2) 
Depending on what we are interested in, we can for example use the algorithm to generate the 
following. 
l The coefficients in (5.1) or in (5.2) (with an auxiliary rational function included, if desired). 
l A display of the locations of the poles of S&E) in the complex s-plane. Since these 
originate from the A-matrix, they will be independent of a: (they will depend only on 4(r) 
and on the data locations). 
In the examples in Section 3, quite time consuming symbolic algebra (with MATHEMATICA) 
was needed to obtain just the first one or two terms in (5.1) or (5.2) in cases of up to around 
n = 5 data points. In contrast, the numerical procedure gives, in seconds only, any number of 
expansion coefficients when n is up to around 1.00. Although this current size limit falls short 
of the sizes of some experimental data sets that one might want to use RBFs to analyze, the 
algorithm nevertheless vastly extends our ability to study phenomena related to E + 0 for RBF 
interpolants. 
To illustrate this point, we use the Countor-Pad& algorithm to compute the small E expansion 
coefficients in (5.2) based on the 20 data points shown in Figure 1. As input data we use the 
cardinal function 
1, when (xcj,yj) = (-l,O), 
0, otherwise. 
Since each expansion coefficient is a function of 2, we can display the coefficients over some 
domain in g-space. Figure 2 displays-across the trianglethe first six expansion functions 
Sk(g), k = -4, -2,O, 2,4,6, computed in the case of IQ RBFs. It transpires that this triangular 
distribution of data points produces a fourth-order pole in the interpolant at E = 0. The data 
points allow for this possibility since they clearly fail the polynomial unisolvency condition stated 
in Theorem 4.1 (the interpolating polynomial would be undetermined with respect to any multiple 
of ~(1 + J: - y)(l - 5 - y)). In each of the subplots of Figure 2, solid circles mark where the 
data points are located. We see that sc(~~) exactly matches the input cardinal data (and provides 
a good approximation to the data) whereas all other expansion functions are zero at the data 
point locations. Note the small scale on vertical axis for the s-q(g) and s-2(:) functions. This 
Distribution of the Data Points 
1 
0.6 - 
0 a 
0 a 
0.6 - 
z-9 l l 
0.4 - 
0 l 
0.2 - . 0 
0. a 
-1 -0.5 ox 0.5 1 
Figure 1. Distribution of the data points used for the example with computing 
expansion coefficients in Section 5.2.1. (The function value is one at the leftmost 
corner point, and zero at all the other points.) 
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Figure 2. The first six terms from the expansion coefficients (5.2) of s(~,E) for the 
example in Section 5.2.1. The solid circles mark the data points. 
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is consistent with the fact that we only see divergence in the interpolant for very small values 
of E. When evaluating the interpolant on the boundary of the triangle, the S-~(C) and S-Z(:) 
functions are equal to zero. This is similar to the example from Section 3.4 where five (or more) 
data points along a straight line cause divergence in the interpolant when evaluated off the line, 
but convergence when evaluated on the line. We also carried out the above experiment for the 
MQ and GA RBF. The interpolant based on MQ RBFs exhibits the same qualitative features as 
the one for the IQ case (for example, a fourth-order pole at E = 0). Like in all other cases that we 
have encountered, the interpolant based on GA RBFs has no pole at E = 0; its expansion starts 
with the se(:) term. 
There are three options presently available for ensuring a convergent interpolant as E -+ 0. 
(a) In place of the RBF interpolant s(g, E) use se(:) (also possibly incorporating the additional 
finite-s corrections given by sz(:), sq(:), etc.). 
(b) Avoid all data point distributions which are not consistent with the polynomial unisolvency 
requirements. 
(c) Use GA RBFs. 
The first option is presently only available by means of the Countor-Padk algorithm, and test- 
ing data sets for dangerous point distributions does not appear to be practical. Assuming our 
Conjecture 3.3 is correct, the last option may be the most convenient one. 
5.2. Pole Locations in the Complex E-Plane 
Our discussion thus far has -been on the occurrence (and nonoccurrence) of a pole in s(~,E) 
at E = 0. We now focus on poles that arise in the complex e-plane for different types of point 
distributions, and show how this lends additional insight to the E = 0 pole phenomenon. 
5.2.1. Points approach cases where polynomial unisolvency fails 
As we have demonstrated, a pole at E = 0 is directly related to failure of the unisolvency 
condition. Below, we revisit a couple of the examples from Section 3 to see how the poles in the 
complex s-plane behave as the points approach a nonunisolvent set. 
THREE POINTS APPROACH BEING COLLINEAR. Let the data points be at locations ((0, yc), 
(1/&O), (l,O)) with cardinal data {l,O,O}. With MQ, the exact result E = f(2iA/abc) noted 
above gives 
2iYo 
E1,2 = * J(l + yZ)(l + 4$j) 
For small values of E, we can alternatively expand the determinants in (2.3) to get 
(1/4)yoy&4 + O(E6) 
S(X’Y’E) = (l/4)y$s4 + (l/16)(1 - 2y;)@ + 0 (s8) 
= JL + 0 (&“) 
y. 
(5.3) 
(5.4) 
When also ya is small, the first two terms in the denominator give the approximate pole locations 
through 
12 12 
,Yo + z& “N 0 =+ El,2 R5 f2iy0, 
an excellent approximation to (5.3). Figure 3a compares the approximation (5.5) to the exact (5.3) 
in the case of yc = 0.01. There is no visible discrepancy. 
When the points approach being collinear (i.e., ye -+ 0), the poles approach each other at the 
origin. When the points have become collinear, the s4-terms vanish from both the numerator 
and denominator in (5.4), and one can show that no poles remain. 
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(b) Five points. 
Figure 3. Exact and approximate locations of poles (circles and crosses, respectively) 
when the data points approach being collinear. The illustrations show the case of 
$&I = 0.01. 
FIVE POINTS APPROACH BEING COLLINEAR. Still considering MQ, we now let the point lo- 
cations be ((0, yc), (l/4,0), (l/2,0), (3/4,0), (l,O)} with cardinal data {l,O, O,O,O}. For E small, 
series expansion of the determinants gives 
+ y E) = (%/oy/1048576)~14 + 0 (E’“) 
I , (9y,2/1048576)&14 + 0 (@) 
= ; + 0 (&“) . 
In more detail, the denominator is 
detden = 
1 
4294967296 
[36864y;~l~ - 2304 (15 + 4~;) y;@ 
+288 (85 + 50~; + 32~:) y;el’ (5.6) 
+g (63 - 1460~; - 1528~; - 2080~; - 1024~:) ~~‘1 + 0 (&““) . 
When E is small, the terms for &16 and s18 will be small compared to the one for s14. The term 
for .s2’ can be larger again (since it is lacking the factor y,“). The subsequent terms will again be 
decreasing. The determinant will, therefore, be zero also in the vicinity of the s-values for which 
the terms with s14 and &20 add up to zero. This gives approximately 
36864~: + 9.63~~ M 0 + &k % 
4yi13 
-e xi(2k-1)/6 
m ' 
k=1,2 ,..., 6. 
Figure 3b compares, again in the case of ye = 0.01, the numerically determined pole locations 
for s(z, y, E) against the values given by approximation (5.7). The agreement is again good. It 
is clear from (5.7) that all the six poles move in to the origin as yc + 0. When the data points 
have become collinear, we see from (5.6) that the s14, s16, and s18 terms vanish, leaving the 
denominator expansion to start with E 2o In the numerator, it transpires that only the .s14 and . 
E’~ terms vanish, leaving us with 
(27y2/134217728)s1’ + 0 (E”“) 
s(z’ “‘) = (567/4294967296)~~O + O(E~~) 
32y2 1 
= 217 + O(l), 
i.e., divergence as E + 0 entirely in accordance with (3.3). 
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Table 6. The number of poles within the circle 1~1 = 0.3 and at E = 0 for different 
RBFs. 
IEl 5 0.3 E=O 
n 
MQ IQ GA MQ IQ GA 
4 0 0 0 0 0 0 
5 2 2 2 0 0 0 
6 4 4 0 0 0 0 
7 4 8 2 0 0 0 
8 6 10 4 2 2 0 
9 10 10 2 2 2 0 
10 14 14 4 2 2 0 
11 16 20 4 2 2 0 
12 20 24 4 4 4 0 
(a) n = 5. (b) n = 6. (c) n = 7. 
~ ~ ~ 
(d) n = 8. (e) n = 9. (f) n = 10. 
Figure 4. Pole locations inside the circle 1~1 = 0.3 for points on a parabola using MQ. 
~ ~ ~ 
(a) ?I = 5. (b) n = 6. (c) 72 = 7. 
~ ~ ~ 
(d) n = 8. (e) n = 9. (f) n = 10. 
Figure 5. Pole locations inside the circle 1.~1 = 0.3 for points on a parabola using IQ. 
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Figure 6. Pole locations inside the circle 1~1 = 0.3 for points on a parabola using GA. 
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(c) IQ pole locations. (d) GA pole locations. 
Figure 7. (a) Location of the 45 randomly scattered data points across the unit circle. 
(b)-(d) Location of the poles of the RBF interpolant in cases of MQ, IQ, and GA, 
respectively. 
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5.2.2. Points are located so that polynomial unisolvency fails 
We consider again the case with points on a parabola that was studied analytically in Sec- 
tion 3.6, but focus here on the poles that arise in the complex s-plane. It is too algebraically 
complex to give the pole locations in closed form, so we determine them numerically using the 
Contour-Pade algorithm. 
The n data points are located at xk = (/c - l)/(n - l), yk = xi, /c = 1,2,. , n. As soon as 
n > 3 the unisolvency condition fails. It was shown that for n > 8 there are cases where the 
interpolant diverges when using IQ or MQ. No divergent cases were found for GA (in accordance 
with our conjecture that GA interpolants never diverge as E 4 0). Table 6 shows the number 
of poles inside the circle of radius 0.3 in the E-plane and how many of those that are located at 
the origin (which leads to divergence). It is clear from the table that the GA RBF does behave 
differently from the other types of RBFs. We have not in any case observed poles at the origin 
for GA interpolants, and also the number of poles inside the fixed circle does not grow as fast. 
When n increases, it becomes more difficult to tell the exact number of poles, especially right at 
the origin. We have performed experiments for larger n that are not included here due to some 
numerical uncertainty in the precise numbers, but they seem to follow the same trends. The 
layout of the poles in the complex E-plane for the different RBFs is shown in Figures 4-6. 
5.2.3. Scattered points 
It is only rarely possible to give all pole locations for s(:, E) in closed form. In the case of MQ 
with two arbitrarily located data points, the only poles appear at E = +&/a where a is the 
distance between the points. For three scattered points, we find similarly E = f2iAlabq where A 
is the area of the triangle formed by the points, and a, b, c are the lengths of its sides. 
For several scattered data points, we can again use the Contour-Pade algorithm to determine 
the location of the poles of the RBF interpolant. As an example, we consider the 45 randomly 
scattered data points shown in Figure 7a. Using the Contour-Pade algorithm, we find that this 
distribution of data points produces the poles for the MQ, IQ, and GA interpolants as shown in 
Figure 7b-7d. The figure shows several properties that we have observed also for other scattered 
data point distributions. 
l The poles for the IQ and MQ interpolants are usually close together, whereas, the location 
of the poles for the GA interpolant is usually quite different. For example, the GA 
interpolant does not in this case have any poles off the imaginary axis while both the IQ 
and MQ interpolants do. 
l There tends to be only a few poles near the origin even for larger numbers of scattered 
data points. The figure shows that each of the interpolants only has two poles that are 
near E = 0. 
l We have never observed any poles at the origin, i.e., divergence in the interpolants, for 
any of the main types of smooth RBFs in the case of scattered data points. 
6. RBF APPROXIMATION WITH 
A CONSTANT TERM INCLUDED 
In place of (l.l), one can for example consider interpolants of the form 
s(:) = f2 + 2 xk4(llg - ckll) (6.1) 
k=l 
together with the constraint cF=‘=, xk = 0. Reasons for considering this, and also more general 
extensions of this kind, can include the following. 
l Positive definiteness of the linear system to solve for the coefficients Xk in (1.1) (for 
distinct points and nonzero E) is guaranteed for GA and IQ, but only for MQ if we include 
a constant term together with the constraint above. 
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l On infinite Cartesian grids, MQ and IQ can (for nonzero E) exactly reproduce polynomials 
up to degrees d and d-3 (if d 2 3), respectively, but GA cannot even reproduce a constant. 
Adding an explicit polynomial can provide such a feature, in case that is desired. 
l Adding polynomial terms can in some cases improve the accuracy of interpolants, espe- 
cially near boundaries. This and other more effective boundary improving methods are 
discussed in [20]. 
In the limit of E -+ 0, polynomials (of degrees increasing with n) will be reproduced automati- 
cally, even in the case of scattered finite point sets, so the last two of the observations above may 
then be of less significance. Although more general extensions than (6.1) may be of interest, we 
here limit our study to this form. It transpires that most of the results in the previous sections 
carry over with little difference. For example, Theorem 2.1 now becomes the following. 
THEOREM 6.1. For cardinal data 
fk = 
-t 
1, ifk=l, 
0, otherwise, 
the RBF interpolant of form (6.1) becomes 
det 
det 
-. (6.2) 
Both versions of the proof for Theorem 2.1 carry over, so we omit the details here. 
Regarding the case with three data points along a straight line, equation (3.1) needs to be 
replaced with 
(x - x2)(x -X3) 2 
s(xT y, = (Xl - x2)(x1 - x3) + $ (Xl - X2Y(X1 - X3) + O (&“) 
on the assumptions that al # 0 and a2 # 0. Similarly, for five points along a line, (3.3) needs to 
be replaced by 
S(X,Y) = 
4Y2 a2a3 
1 + O(l), 
(21 - 22)(X1 - X3)(21 - 2&l - X5) (75U; - 14fh2a4) E2 
this time on the same assumption as for its earlier counterpart, viz. 2ai - 5aras # 0. In this case, 
all the standard smooth RBF types (e.g., MQ, IQ, GA) lead to divergence. In the limit of E + 0, 
not only do the coefficients xk diverge to infinity, but so does the constant a in (6.1). Although 
the limiting interpolant along a line of data points will again become the Lagrange interpolation 
polynomial, there is no immediate counterpart to Theorem 3.1. 
7. CONCLUSIONS 
We have in this study been considering interpolants based on smooth RBFs featuring a shape 
parameter E. It has been known for a long time that E > 0 leads to a well-defined interpolant in 
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the case of Gaussian RBFs and, thanks to more recent work of Micchelli [2] and others, equivalent 
results are known for many other cases. In this study, we are making a number of observations 
regarding the limit when the basis functions become increasingly flat (E + 0). We first note the 
following. 
l When the limit exists, it takes the form of a multivariate polynomial. 
l The Contour-Pad4 algorithm permits numerical computations-without any deterioration 
of the conditioning-all the way down to the E -+ 0 limit. 
We then make a number of observations that shed new light on this limit. In particular. we note 
the following. 
l The existence of the limit, for most RBFs, depends very critically on the data point 
distributions. This is connected to the issue of ‘polynomial unisolvency’. 
l Gaussian RBFs appear to have the remarkable property of never leading to a divergent 
interpolant as E -+ 0. At least among other standard types of smooth RBFs, Gaussians 
are unique in this respect. 
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