Abstract. We describe a strategy for the construction of finitely generated G-equivariant Z-graded modules M over the exterior algebra for a finite group G. By an equivariant version of the BGG correspondence, M defines an object F in the bounded derived category of G-equivariant coherent sheaves on projective space. We develop a necessary condition for F being isomorphic to a vector bundle that can be simply read off from the Hilbert series of M . Combining this necessary condition with the computation of finite excerpts of the cohomology table of F makes it possible to enlist a class of equivariant vector bundles on P 4 that we call strongly determined in the case where G is the alternating group on 5 points.
that every codimension 2 nonsingular subvariety of P n C is a complete intersection for n ě 7. Furthermore, the only known rank 2 indecomposable vector bundle on P 4 C is the famous Horrocks-Mumford bundle [HM73] (up to twists by line bundles and pullbacks by finite maps [DS87] ). It is unclear whether there exist more such vector bundles.
The purpose of this paper is to provide tools for the construction of G-equivariant vector bundles on projective space for a finite group G over a splitting field k. The main idea is to start with a triple of Z-graded irreducible k-representations V, T, U of G concentrated in degrees´1, t, u P Z (where we assume t " u), and to consider G-equivariant E-linear graded maps of the form
where dim k pV q " n`1, E " Ź V is the graded exterior algebra of V , and W :" Hom k pV, kq the graded k-dual. Due to an equivariant version of the famous BGG correspondence, the module M " ker p φ corresponds to an object F in the bounded derived category of Gequivariant coherent sheaves on PV with some hypercohomology groups prescribed by T and U. The tools described in this paper will then help us with the decision whether F is isomorphic to a vector bundle.
The paper is organized as follows. Section 2 gives the theoretical background of our construction strategy. We start with a review of the classical BGG correspondence in Subsection 2.1 and show how it can be used for the computation of hypercohomology groups (Subsection 2.2). In Subsection 2.3 we state our construction strategy of objects F in D b pCoh PV q in the non-equivariant case, where Coh PV is the category of coherent sheaves on PV . The next two subsections are concerned with the question when F is isomorphic to a vector bundle. This question can in theory be decided by finding two particularly sparse columns in the cohomology table of F (Lemma 2.7), but since we cannot in practice compute the entire cohomology table for finding (or disproving the existence) of two such columns, we also give a necessary condition in Corollary 2.11 that can be simply read off from the Hilbert series of M " ker p φ (and thus is computationally quite cheap). Subsection 2.6 and Subsection 2.7 lift the BGG correspondence and our construction strategy to the G-equivariant setup.
In Section 3 we apply our tools in the case where G is the alternating group A 5 on 5 points and V is its unique irreducible representation of dimension 5. We construct all those G-equivariant vector bundles for which the corresponding map p φ is already determined (up to non-zero scalar) by its source and range. We call such vector bundles strongly determined. Interestingly, in the case G " A 5 , all such bundles turn out to have supernatural cohomology, a notion of importance in Boij-Söderberg theory [ES09] . We summarize our findings in Theorem 3.6.
All necessary computations for obtaining Theorem 3.6 were performed with Cap [GSP17], a software project for category theory implemented in GAP [GAP17] . We address our strategy to compute in a G-equivariant E-linear setup on the computer in Appendix B.
Notation. By a module we will always mean a left module. A graded module is understood as a Z-graded module over a Z-graded ring. Given a graded module M "
. Similarly, the twist by d of a coherent sheaf F (or more generally of a cochain complex of coherent sheaves) on projective space is denoted by F pdq " F b Opdq. If we consider an object T in a triangulated category T , its translation by d is denoted by T rds. If we say a property holds for F up to translation and twist, e.g., being isomorphic to a vector bundle with Chern polynomial given by 1`2h
2`2 h 3 , we mean that this property is true for at least one of the objects in tF pdqres | d, e P Zu.
2. Constructing equivariant vector bundles via the BGG correspondence 2.1. The BGG correspondence. Let k be a field, n P N 0 , and V be an pn`1q-dimensional Z-graded k-vector space concentrated in degree´1. We denote by W the graded k-dual of V which is necessarily concentrated in degree 1. We write E :" Ź V for the graded exterior algebra of V , and S :" SympW q for the graded symmetric algebra of W . Let E-grmod denote the abelian category of finitely generated graded E-modules. Its corresponding stable category E-grmod is the quotient category of E-grmod modulo those morphisms that factor over a projective object. Since E-grmod is a Frobenius category, i.e., it has enough projectives and injectives, and these two classes of objects coincide, E-grmod can be equipped with a triangulated structure [GM94, Theorem 2.9]. If we regard a graded E-module M as an object in E-grmod, we shall write M . Furthermore, we denote the category of coherent sheaves on projective space PV :" ProjpSq by Coh PV , and its bounded derived category by D b pCoh PV q.
Theorem 2.1 (BGG).
There is an equivalence of triangulated categories
that maps kpiq to O PV piqr´is for all i P Z. Here, we regard k » E{ radpEq as a graded E-module concentrated in degree 0.
The BGG correspondence was first proved in [BGG78] . A more detailed construction and proof of its correctness can be found in [OSS11, Appendix].
2.2. Tate sequences and hypercohomology. The BGG correspondence provides a great computational tool for sheaf cohomology (Theorem 2.5) that we are now going to explain. We will use the more general language of Frobenius categories and stable categories in the sense of [GM94] (since this language also applies to the equivariant setup discussed in Subsection 2.6), but it is safe to simply think of E-grmod and E-grmod. Definition 2.2. Let A be a Frobenius category and let K ‚ pAq denote its category of cochain complexes with cochain homotopy classes as morphisms. The category of Tate sequences TatepAq is defined as the full subcategory of K ‚ pAq generated by (possibly infinite) acyclic cochain complexes only having projective objects in each cohomological degree.
Note that TatepAq inherits a triangulated structure from K ‚ pAq. Moreover, sending a cochain complex in TatepAq to its 0-th syzygy object yields a functor Syz : TatepAq Ñ A mapping into the stable category of A. We also get a functor the other way around using the following construction. 
2.3. The construction strategy. The BGG correspondence makes it possible to construct objects in D b pCoh PV q with prescribed hypercohomology groups. Let T, U be finite dimensional Z-graded k-vector spaces concentrated in degrees t, u, respectively. Assume t " u. Let
be a monomorphism of graded vector spaces. By the universal property of free modules, φ gives rise to a morphism of graded E-modules
whose kernel is a reduced E-module (it does not contain a non-zero projective submodule). The natural monomorphism
injective resolution of kerp p φq. From Theorem 2.5 and Remark 2.6 we conclude
for all i P Z. Since p φ does not have to be the next step of a minimal injective resolution, we cannot give an interpretation for U in terms of hypercohomology groups as well. However, we will improve this situation when we pass to an equivariant setup in Subsection 2.7.
In conclusion, choosing a monomorphism φ : ‚ F is isomorphic to a coherent sheaf if and only if there exists a u 0 P N such that h i j " 0 for all j ą u 0 and i " 0. ‚ F is isomorphic a vector bundle if and only if it is isomorphic to a coherent sheaf and there exists an l 0 P N such that h i j " 0 for all j ă´l 0 and i " n. Unfortunately, these statements assume that we know the whole cohomology 2.5. An isomorphism of Grothendieck groups. In this subsection we are going to work with Chern classes and so we assume that k is an algebraically closed field. We give a necessary condition for an object M P E-grmod to correspond (up to translation and twist) to a vector bundle in D b pCoh PV q that can be simply read off from the Hilbert series of M and thus is computationally much faster than computing (an excerpt of) the cohomology table. Our main tools are the Grothendieck groups of abelian and triangulated categories.
First, let A be an abelian category. An additive invariant for A consists of an abelian group H and a map α : ObjpAq Ñ H such that αpBq " αpAq`αpCq for all short exact sequences 0 Ñ A Ñ B Ñ C Ñ 0. The Grothendieck group K 0 pAq is defined as the universal additive invariant of A. It can be constructed as the abelian group freely generated by the the isomorphism classes 1 rAs for A P A modulo the relations rAs´rBsr Cs " 0 for all short exact sequences as above. Any additive invariant α uniquely factors over the universal map A Þ Ñ rAs.
Example 2.8. In the case A " Coh PV , it follows from the Koszul complex and the existence of resolutions by line bundles that
where the first isomorphism identifies the line bundles O PV piq with the indeterminates x i for i P Z. In this case, well-known additive invariants for Coh PV are the rank and the Chern polynomial of a coherent sheaf F . From the universal property of the Grothendieck group, they can be computed as follows: If rF s " ř iPZ a i rO PV piqs for finitely many non-zero a i P Z, then rankpF q " ÿ iPZ a i P Z 1 To avoid set theoretic issues, we suppose that the isomorphism classes form a set. and chernpF q " ź iPZ p1`ihq a i P pZrhs{xh n`1 yqŵ here pZrhs{xh n`1 yqˆdenotes the group of units of the ring Zrhs{xh n`1 y.
Next, we turn to the Grothendieck group K 0 pTq of a triangulated category T. It is defined as the abelian group freely generated by the isomorphism classes rT s for T P T modulo the relations rSs´rT s`rUs " 0 for every distinguished triangle S Ñ T Ñ U Ñ Sr1s. Since any short exact sequence in an abelian category A induces a distinguished triangle in D b pAq, we have an inclusion K 0 pAq ãÑ K 0 pD b pAqq that actually is an isomorphism with
as an inverse. In particular, we have an isomorphism K 0 pCoh PV q » K 0 pD b pCoh PVthat allows us to speak about the rank and the Chern polynomial of an arbitrary object in D b pCoh PV q. Moreover, given a triangulated functor F : T Ñ U between triangulated categories, it functorially induces a well-defined group homomorphism K 0 pF q : K 0 pTq Ñ K 0 pUq : rT s Þ Ñ rF pT qs.
In particular, the BGG equivalence BGG : E-grmod
which we are now going to investigate. First, the Grothendieck group of K 0 pE-grmodq is given as the quotient K 0 pE-grmodq{xrP s | P is projectivey. Such a description is actually valid for every stabilization of an exact category (see [Hap87, Corollary in Section 9.5]). Now, since every object in E-grmod admits a finite filtration with composition factors in tkpiq | i P Zu, the group K 0 pE-grmodq is generated by the classes rkpiqs. Moreover, there are no relations between these generators because rMs " ř iPZ dim k pM i qrkp´iqs encodes the Hilbert function of M P E-grmod, which is an additive invariant. Thus, we get an isomorphism
that identifies kp´iq with the indeterminate t i . We can now state and prove our necessary condition for being a vector bundle up to translation and twist that can be read off from the Hilbert series.
Lemma 2.9. Under the identifications (2) and (3), the isomorphism of Grothendieck groups
K 0 pE-grmodq » K 0 pD b pCoh PVinduced
Corollary 2.11 (Necessary condition). Let M P E-grmod such that BGGpM q is isomorphic to a vector bundle up to translation and twist. Define r :"
ř iPZ p´1q i dim k pM i q. We set e :" 1 if r ă 0, and e :" 0 otherwise. Then the degree of ź
s lower or equal to |r|, where c 1 , . . . , c n P Z.
Proof. Let E be a vector bundle and j P Z such that BGGpM q -Erjs. Then rankpEq " |r| and chernpEq " chernpErj`esq " ś iPZ p1`ihq p´1q i`e dim k pM´iq by Corollary 2.10. Now, the claim follows from the fact that the degree of the Chern polynomial of a vector bundle is lower or equal to the rank.
2.6. Equivariant BGG correspondence. Let G be a finite group and k be a splitting field for G. Assume G acts linearly on V . Then this action extends to an action on E by Z-graded algebra automorphisms. Now, the BGG correspondence can be lifted to a Gequivariant setup as follows: let pE¸Gq-grmod denote the category of finitely generated Gequivariant Z-graded E-modules, i.e., the objects are Z-graded k-vector spaces M equipped with a graded E-module structure and a G-action compatible with the grading such that the multiplication map E bM Ñ M is G-equivariant, and the morphisms are graded linear maps compatible with both the E-action and G-action. Then this category is a Frobenius category by the following lemma.
Lemma 2.12.
(
1) Every projective object in pE¸Gq-grmod is isomorphic to an object of the form E b U for some Z-graded finite dimensional G-module U and conversely, every object of this form is projective. (2) The classes of projective and injective objects in pE¸Gq-grmod coincide. (3) Every object in pE¸Gq-grmod has a projective and an injective resolution.
Proof. As a graded E-module, E b U is projective. Since Hom pE¸Gq-grmod pE b U,´q can be computed as the composition of the exact functor Hom E-grmod pE b U,´q and the exact functor of invariants, E b U is also projective as an object in pE¸Gq-grmod.
Given any M P pE¸Gq-grmod, the epimorphism π : M Ñ M{ radpMq, where radpMq denotes the graded radical of M as an E-module, is a G-equivariant morphism. Since k is a splitting field of G, π admits a section on the level of graded G-modules, i.e., a graded G-module morphism σ : M{ radpMq Ñ M such that π˝σ " id. Then, the morphism E b impσq Ñ M : e b m Þ Ñ em is a projective cover of M in pE¸Gq-grmod, since it is also a projective cover in E-grmod. If M is projective, then it is its own projective cover and therefore isomorphic to an object of the form E b U by the uniqueness of projective covers. Using the duality Hom k p´, kq, we get all the corresponding statements for injective modules. Since Hom k p´, kq respects the class of objects of the form E b U, projectives and injectives coincide.
By modding out the class of projective-injective objects, we can form the stable category E¸G-grmod that equivalently may be described as TateppE¸Gq Remark 2.13. It is hard to find an explicit form of the equivariant BGG correspondence in the literature. The reason for this might be that it seems very likely that one can state and prove the BGG correspondence internal to an appropriate class of tensor categories without using any new argument, but simply by using the language of tensor categories.
2.7. Adaption of the construction strategy to the equivariant setup. Let T , U be finite dimensional Z-graded irreducible G-modules concentrated in degrees t, u, respectively. If t " u, then any monomorphism φ :
that fits into a minimal Tate sequence. In fact, we have already seen in Subsection 2.3 that the natural monomorphism kerp p
To see that p φ fits into a minimal Tate sequence it suffices to show that cokerp p φq is a reduced E-module as well. But this follows from the fact that socpE
imp p φq which holds due to the irreducibility of U. So, in addition to equality (1), we also get
We summarize the context of our construction strategy in the following definition.
Definition 2.14. Let G be a finite group, k a splitting field for G, and let V, T, U be finite dimensional Z-graded irreducible G-modules concentrated in degrees´1, t, u, respectively, such that t " u. We define the associated BGG space as the subset of the projective space
onsisting of those points rφs such that φ is a monomorphism, where E :" Ź V and W :" Hom k pV, kq. We denote this subset by BGG V pT, Uq.
Points in BGG V pT, Uq give rise to objects in D b pCoh pPV¸Gqq with hypercohomology groups given by the equations (1) and (4).
Definition 2.15. Let BGG V pT, Uq be a BGG space consisting of exactly one point rφs. Then we call the G-equivariant object BGGpkerp p φqq P D b pCoh pPV¸Gqq strongly determined.
Remark 2.16. It is easy to see that BGG V pT, Uq is a singleton if and only if
s of dimension 1, and this dimension can be computed as the scalar product of the dual character associated to p Ź n`1 W b k T q and the character associated to the t`n`1 degree
Strongly determined A 5 -equivariant vector bundles
In this section we work with k " C. Let A 5 " xp1 2 3 4 5q, p3 4 5qy ď S 5 denote the alternating group on 5 points. The goal of this section is to find all strongly determined A 5 -equivariant vector bundles on PV , where V is the unique irreducible A 5 -representation of degree 5 (and thus PV » P 4 ). We start by recalling the character table of A 5 : pq p1 2qp3 4q p1 2 3q p1 2 3 4 5q p1 2 3 5 4q χ
e have Φ "
1`?5 2 with its Galois conjugate σΦ "
1´?5 2
, where σ is the non-trivial element in the Galois group of QpΦq over Q. By abuse of notation we will use the same symbol for a character χ and a representation affording χ. If we want to consider a representation χ as a Z-graded object concentrated in (internal) degree d P Z, we decorate its symbol with an index: χ d . Furthermore, we will highlight the individual steps of our construction procedure by putting a box around them.
Step 1: Set V :" χ Step 2: Find all i P t´1,´2,´3,´4u and ϕ, ψ P X such that BGG V pϕ i , ψ 0 q is a singleton.
This step can be performed by using character theory (see Remark 2.16). The cases i ą 0 and i ă´5 lead to empty BGG spaces. In the case i "´5, every point φ P rBGG V pϕ i , ψ 0 qs gives us (see Subsection 2.7 for the definition of p φ)
which is the first syzygy object in a resolution of
E-module). Thus, the case i "´5 will always give us the A 5 -equivariant vector bundle O PV b ψ 0 p´1q.
Step 3: For pi, ϕ, ψq found in Step 2, let rφs P BGG V pϕ i , ψ 0 q. Compute the morphism
. Determine the Hilbert series of kerp p φq and check the necessary condition described in Corollary 2.11.
If the necessary condition does not hold, then repeat
Step 3 with the next triple pi, ϕ, ψq found in Step 2 (if there is any such triple left).
Remark 3.1. It is tempting to think that the computation of the Hilbert series of kerp p φq might work without the computation of the morphism p φ itself, but simply by looking at the characters of
and ψ 0 " χ 1 0 . We enlist the (internal) degree-wise decompositions into characters in the following table:
We can see that the second column is given by subtracting the forth column from the third column and keeping only those terms with positive coefficient. Interestingly, in the case that we are interested in (our group equals A 5 and V " χ 5 1 ), the decomposition of kerp p φq into characters can always be computed by such a subtraction (a fact that we could only check a posteriori, i.e., after having already computed kerp p φq). However, this is only a coincidence and not true in general. Counterexamples exist in the case where our group equals the symmetric group on 5 points, e.g., if χ denotes the irreducible character of degree 5 that maps the conjugacy class consisting of order 6 elements to 1, and if sgn denotes the signum, then V " φ i " χ´1 and ψ 0 " psgn χq 0 provides a counterexample.
We give an example where the necessary condition checked in Step 3 does not hold. If the necessary condition does hold, then we can proceed further.
Step 4: Find a finite excerpt of the cohomology table of BGGpkerp p φqq by computing a few steps of a minimal injective and projective resolution of kerp p φq. Check if the criterion described in Lemma 2.7 holds up to translation and twist.
If kerp p φq passed Step 3 but did not correspond to a vector bundle up to translation and twist, then we would get stuck in Step 4 since we cannot disprove the existence of the two sparse columns required by Lemma 2.7 by only computing finite excerpts of the cohomology table. On the other hand, if kerp p φq does correspond to a vector bundle, it is furthermore unclear how many steps are actually needed in the resolutions for finding two sparse columns. Nevertheless, if
Step 4 succeeds, then we have found a strongly determined A 5 -equivariant vector bundle on PV . In order to find all such bundles, we have to go back to Step 3 and proceed with the next triple pi, φ, ψq (if there is any such triple left).
Luckily, in the case that we are examining (our group equals A 5 and V " χ 5 1 ), every kerp p φq that passes
Step 3 turns out to be a vector bundle. The criterion of Lemma 2.7 also holds, thus, F is (up to translation and twist) a strongly determined A 5 -equivariant vector bundle.
For stating the main theorem we need the following definitions from Boij-Söderberg theory, in which vector bundles with supernatural cohomology play a crucial role (for a survey of Boij-Söderberg theory, see [Flø12] ). The diagrammatic definition of an (internal) monoid even makes sense in contexts where we do not necessarily have products, but simply a bifunctor b : CˆC Ñ C, a distinguished object 1 P C, associator isomorphisms Ab pB b Cq » pAb Bq b C and unitor isomorphisms 1 b A » A b 1 » A natural in A, B, C P C satisfying certain relations. Such categories are called monoidal categories (see [ML71] for a proper definition). For example, Rep k pGq together with the usual tensor product b k of representations is a monoidal category. An (internal) monoid in pRep k pGq, b k q is the same as a finite dimensional G-equivariant algebra (like our exterior algebra E " Ź V in Subsection 2.6). Similar to the concept of a monoid, we can also internalize the concept of a left action of a monoid pM, µ, ηq in any monoidal category pC, bq: an (internal) left action is simply an object V P C equipped with a morphism µ V : M b V Ñ M (encoding the action of M on V from the left) satisfying the obvious conditions. Again, interpreted in the category of sets, this is nothing but the usual left action of a monoid on a set. But interpreted in pRep k pGq, b k q with given (internal) monoid E, the category of (internal) left actions of E is nothing but pE¸Gq-mod. Now, the equivalence (5) can be used to transfer the monoidal structure b k of Rep k pGq to a monoidal structure b 1 of À χPIrrpGq k-vec, as well as to transfer the (internal) monoid E to an (internal) monoid E 1 . The upshot is: the category of (internal) left actions of E 1 is still equivalent to pE¸Gq-mod, but it is now built upon the concise data structure that represents G-equivariant maps as lists of small matrices. Thus, we have finally found our effective model in which we can compute with G-equivariant E-modules. One last remark concerning the transfer of the monoidal structure from Rep k pGq to À χPIrrpGq k-vec: the computationally hardest part is the transfer of the associator isomorphisms. In our Cap implementation it involves Dixon's method [Dix93] for constructing all irreducible representations of a group G as well as the computation of explicit decomposition isomorphisms of all pairs of tensor products between irreducible representations. Luckily, for any given group G, such an effort has only to be done once. We simply can store the resulting associators and reuse them in future sessions (this applies in particular to the associators that we computed for G " A 5 in order to perform the computations for this paper).
