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Abstract 
The work presented in the dissertation presents the 
statistics of information contained in a sizable corpus of 
135,014 running words of Hindi language required for creating 
a data base relevant for being used for machine recognition 
of speech by artificial intelligence (AI) and information 
research community. 
The corpus used was printed Hindi text with a bias 
towards identity with spoken word. Classics and literary 
prose were avoided and the random samples of strings of words 
and sentences were picked up from the different columns of 
newspaper dailies from different regions of the Hindi 
speaking areas, always excluding the editorials and 
journalistic articles to avoid the bias of the editor and the 
literary bias. Letters-to-editor columns were picked up 
frequently. Part of the corpus was also picked up from 
popular magz ines. 
The corpus was coded phonemically using the English 
keyboard characters for inputting to a computer, according to 
a scheme already developed by our speech research group. 
The data was analysed by a computer program developed to 
obtain frequencies of charaqters, digram sequences, word 
count and word syllabic structures. The program had been 
already tested in an earlier pilot study for 51,000 Hindi 
text characters comprising about 12,000 words. 
The character frequency study revealed that the results 
of this comprehensive study are almost similar to those 
obtained from the pilot study thereby showing that a smaller 
corpus size is adequate for obtaining the relative frequency 
of occurrence of Hindi text characters. The results have also 
been compared with those reported in earlier studies by 
Tripathi (1971) and Ramakrishna (1962). 
The cummulative weight of frequency of matra, ignoring 
the presence of //\/ in the word final position, is 43.433% 
and that of vowel letters is 4.132%. The average number of 
consonants per vowel [excluding the occurrence of vowel /A/ 
in the word final position] turns out to be 1.10 in the 
present study, the corresponding results for English, 
Spanish, French and German being 1.0, 0.8, 0.8 and 1.2 
respectively. 
The digram sequence frequencies however reveal the 
relevance of the size of the corpus where marked deviations 
from the pilot study results are obtained. 
The digram /eC&/ counts have been processed to obtain for 
each character three most probable left /oC/ contexts for //3/ 
and three most probable right /A/ contexts for /oC/• 
The digram sequences have been utilized to obtain 
information regarding occurrence of consonant clusters (CjC2.) 
in Hindi language. The results have been used to obtain a 
consolidated and normalised data relating the place of 
consonant /C*/ with that of consonant /C^/. It has been found 
that the relative occurrence of consonant clusters in Hindi 
is much larger than those of English and German. 
The digram results have also been used to obtain the 
relative frequency of occurrence of consonants in word-
initial and word-final positions. It has been found that the 
velars followed by dentals and bilabials are most abundant in 
word-initial position whereas dental consonants followed by 
retroflex are most frequent in word-final position. 
Voiced consonants outnumber the unvoiced ones in word-initial 
position (63%) but they are outnumbered by the unvoiced 
consonants in word-final position (43%). The relative 
frequency of aspirated consonants in either position is very 
small (<N'17% in word-initial and/vlO% in word-final position) 
as compared to that of the unaspirated sounds. 
The word count study reveals that the first 100 most 
frequently occurring words occupy /v50% of the entire corpus 
while the next 100 words occupy only A/10%. 
To substantiate, the statistical information obtained 
for the frequency of word counts was processed to obtain 'for 
the first time', five sensible monosyllabic phonetically 
balanced (PB) word lists. Perception tests were carried out 
to examine the relative relevance of the proposed lists. 
For study and test of Hindi vowels, sensible /CjVC-j^/ 
context and /hVd/ nonsense context were studied by carrying 
out proper perception tests. The ten sensible monosyllabic 
words of /Ci VC^/ context were obtain from two different 
studies. First, from among the frequently occurring 
monosyllabic words list taken from our word count study 
wherein it is observed that monosyllabic words with all 
vowels having common abutting consonants were nonexistent 
after exclusion of nasals, continuants and liquid sounds in 
either positions of consonants. Second, from searching the 
common sensible monosyllabic words from a human vocabulary 
survey. The perception results clearly indicate that our 
proposed sensible context is much more promising than the 
non-sense /hVd/ context often adopted from the pattern used 
for European languages. 
A spectral study of vowels contained in both the 
contexts uttered by two male and one female speaker was also 
carried out using Kays Electric Co. Soha-Graph Model 7029A. 
It is found that the speaker factor is highly significant for 
all the four formant frequencies in both consonantal 
contexts. Besides it was observed that the vowel consistency 
of the female speaker was more than that of male speakers. 
Information regarding syllabic structure of Hindi words 
has also been obtained and it is found that the syllabic 
structures in Hindi are close to that of French and Spanish 
and are very different from German and English. 
The study reveals when compared with other similar 
studies in Hindi that the choice of corpus and its size is 
not immaterial. Yet the information obtained regarding 
character frequencies, digram sequences and most frequently 
occurring 200 words in the contemporary language is 
adequately representative and authentic. A recourse to an 
exhaustive study of spoken word count and statistical 
information obtained from that regarding digram and trigram 
sequences is urgently desirable and should be carried out 
expiditiously. It is, however, opined that due to the 
objectivity of our corpus selection, (bearing in mind that 
the written word should be as close to spoken words as 
possible) there will be overlapping information obtained from 
the analyses of the proposed study. 
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GENERAL I rfTRODUCTI ON AND REVIEW 
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General Introduction:-
One of the most comnion modes of communication among 
human beings is speech. Human beings are unique in their 
ability to transmit information with their voice; only we 
have developed the vocal means for coding and conveying 
information beyond a rudimentary stage. 
Acoustically speaking, speech is a sequence of sound 
signals, the fundamental intensity and spectral distributions 
of which vary from instant to instant. Man, from his past 
experience sends neural signals from brain. These signals 
actuate the vocal apparatus. Speech sounds, through mouth and 
nostrils, radiate into the air and are detected by ears. 
These waves vibrate the eardrum. The vibrational energy is 
converted into nerves impulses which are sent to brain 
through auditory nerve for interpretation. Throughout his 
evolution man has naturally adopted to this communication 
system. An experienced listener is able to make out not only 
thoughts but talker's emotions, his identity and his very 
physical state of being. He can also localise sounds and can 
direct his attention among several talkers. In summary 
"speech is a feedback-mediated, output-oriented integrations 
of movements in space and time executed by a complex of 
excitory and inhibitory muscle activities". Auditory, tactile 
and proprioceptive feedback loops appear to operate according 
to a principle of flexibility ensuring the most adequate 
output in any contextual frame (Fant, 1980). 
Speech as a mode and means of communication is far 
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ahead of even the advance high technology media 
communications developed todate. The need of speech as 
means of communication can best be appreciated by those who 
cannot speak at all and by those who have problem in the 
communication with others. 
Contemporary studies in the field of speech analysis 
are motivated by the ultimate goal of building automata 
through which verbal communication between man and machine 
could be realised. To extend the capabilities and to increase 
the productivity of human beings, utilization of speech for 
communication between man and machine has been significant 
requisite and the main motivation behind developing speech 
interactive systems. The basic mechanism of speech 
communication with machine is to functionally duplicate the 
behaviour of human communicetion link. In order to accomplish 
this above goal and that of speech perception the principal 
efforts have been directed towards the building of three 
types of machines: 
(1) Machines that can encode linguistic symbols into some 
sequence of speech sounds that human listener can 
understand. These machines are called speech 
synthesizers. 
(2) Machines that can decode the acoustic speech signal 
into its printed equivalent in the form of some 
sequence of recognizable symbols or printed words. 
These machines are often referred to as speech 
recognisers. 
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(3) Coding (people talking to people) - the objective in 
speech coding is to analyze and represent (encode) 
speech as digital signal which requires the smallest 
amount of transmission capacity necessary to recreate 
(decode) the speech at the receiving end. 
Whereas synthesis of speech is at present successfully 
approached by various methods, speech recognition still holds 
a variety of unsolved but interesting problems. What makes 
the problem of decoding speech particularly difficult is the 
extremely ambiguous nature of the speech code. There are 
considerable differences in the acoustic speech signals of 
two utterences of the same word by the same speaker. Matters 
are complicated a great deal more by the variations of the 
speech signals from one speaker to another as the result of 
different speech habits, accent, pitch, stress, etc., of the 
speakers. 
The problem of decoding the speech signal represents a 
major challenge in achieving an efficient natural 
communication link between man and machines. In spite of 
considerable research efforts in this field the results are 
very modest and there remain a number of fundamental 
questions which have yet to be answered. The most important 
of these concern the following four issues: 
(1) the choice of an adequate set of measurements, 
(2) the definition of the basic linguistic units of the 
machine, 
(3) the machine representation of utterances and words, and 
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(4) the time segmentation of the speech signal. 
The basic linguistic units of the decoder are "machine 
events" as opposed to "phoneme" or other linguistic units 
generally in use. 
It is obvious that speech has many complex sounds. To 
analyse these sounds the use of contextual inforsation is 
essential. If the contextual informations about the sounds 
are supplied to the listner the ability to recognize it 
quickly will improve. It follows therefore that for 
recognition higher sources of knowledge are needed. The 
varies type of knowledge sources which are required to 
operate at various levels could be listed as: 
(1) the characteristics of speech sounds, 
(2) the variability in pronounciations, 
(3) the stress patterns, 
(4) the sound patterns of words and dictionary (Lexicon), 
(5) the grammatical structure of language, 
(6) the meaning of words and sentences, and 
(7) the context of conversation. 
It is obvious that only after introducing these sources 
of knowledge we will be able to recognise more correctly the 
phonemes, syllables, and words of the language in continuous 
speech. 
Aotoaatic speech reco^ition using only acoustic cues 
has not been successful so far. The reason is that the 
acoustic characteristics of a phoneme vary with the preceding 
and the following sounds. The speaker produces sounds whose 
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acoustic characteristics depend upon a variety of factors 
e.g., individual articulatory characteristics which depends 
upon different features like phonetic environments of the 
sound produced, dilectal variation, etc. 
A listener makes a rough estimate of the phoneme being 
received and keeps on correcting the complexities by making 
use of the higher sources of knowledge of the language. A 
machine may therefore, be expected to take account the same 
sources of knowledge during the process of recognition. 
The universe of science is defined through its method, 
and that method may be seen as a special use of language in 
the description of observations validated through the 
agreement of all who observe. A scientific study of language, 
as opposed to a speculative discussion, begins with direct 
observations of communicating individuals and searches for 
the relation of these observations to the existing body of 
scientific knowledge. The ordinary language of every day's 
sociabilities becomes the object discussed in another 
language of science. An interesting theory of the origin of 
language is, the human race holds, that speech movements 
imitate gestures normally made with the arms and head 
(Miller, 1963). 
Such type of systems which are dependent on language 
would require knouledtfe of the statistical infornation, 
syntax, grammer, etc. of the language. 
The importance of statistics for the study of language 
is often overlooked. Statistics is the branch of mathematics 
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that describes how things are on the average. The idea of 
statistics is that a single observation may not be reliable, 
and that if the observation is repeated many times the 
results may not always be the same. In such cases it is 
necessary to talk about the likelihood rather than the 
certainty that some particular event will occur. It is 
sometimes assumed that a science must make accurate 
predictions of exactly what is going to happen. Such accuracy 
cannot be hoped for a science of communication. The very 
nature of communication makes it clear that it is a variable, 
statistical kind of process. Statistics being the language of 
averages is the proper language for a science of 
communications. 
The need of updated statistical information is essential 
for language learning and teaching and speech analysis and 
synthesis related studies and more recently for the system 
development and performance evaluation related research 
besides a host of other specialised pure, applied and 
interdisciplinary studies. Whereas there have been a very 
large number of studies in several world languages the number 
of such studies in Hindi (also in other Indian languages) is 
too meagre. The statistical studies of Hindi have been 
usually done manually and have poor statistics. The present 
study attempts at enriching the statistics by dealing with a 
large volume of data derived from different representative 
sources and extracting more meaningful and varied information 
by using computers and carrying out relevant perception tests 
and spectrographic analyses. 
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Review:-
Statistical information about different languages of the 
world is being updated continuously. Some studies are briefly 
given in tabular form in Table-1.1. 
A word count was carried out by Eldridge in his pioneer 
study '6,000 Common English Words' (1911), wherein he also 
presents the weighted frequency of each word. 
Edward L. Thorndike, a doyan in the field of 
statistical studies, put enormous manual input and compiled, 
over a span of about forty years and often in collaboration 
with Lorge, four influential word lists; 'The Teacher's Word 
Book' (1921), 'A Teacher's Word Book of the 20,000 words 
found Most Frequently and Widely in General Reading for 
Children and Young People' (1932), 'A Semantic Count of 
English Words' (1938), and 'The Teachers Word Book of 30,000 
Words' (1944). 
The 1921 work presents an alphabetical list of 10,000 
most frequently occurring words in a count of about 4,565,000 
words from 41 various sources such as literature for 
children, the Bible and English classics, elementary-school 
text books, books about cooking, sewing, farming, etc., daily 
newspapers, and private and business correspondence. 
The 1932 publication is an expanded word count. This 
list is compiled from a corpus of about 5,000,000 words from 
over 200 sources and it claims to have incorporated the 
results of several other contemporary published word counts 
such as that of Dewey (1923). 
Table - 1.1 
Some Literature review 
Language Authors Year Corpus Nature of study 
English 
Amer.Eng. 
Amer.Eng. 
Amr.Eng. 
Amr.Eng, 
Amr.Eng. 
Amr.Eng. 
Amr.Eng. 
Amr.Eng. 
Amr.Eng. 
Amr.Eng. 
Gen.Eastern 
US, Amr.Eng, 
Var ie ty 
Amr.Eng. 
Amr.Eng. 
Swedish 
Swedish 
Austra l ian 
Eng. 
Spoken Eng. 
Urdu 
Hindi 
Hindi 
Hindi 
E l d r i d g e 
Thorndike 
Thorndike 
Thorndike 
Lorge and 
Thorndike 
Horn 
French 
et a l . 
T r a v i s 
Black 
et a l . 
Voelker 
Hyden 
Car ro l l 
Black 
et a l . 
Reddy 
et a l . 
Melins 
Fant 
Schonell 
et a l . 
Denes 
Khan 
et a l . 
Ghatage 
T r i p a t h i 
Khan, I . 
et a l . 
1911 
1921 
1932 
1944 
1938 
1926 
1930 
1931 
1932 
1935 
1950 
1952 
1955 
1968 
1921 
1967 
1958 
1963 
1984 
1964 
1971 
1988 
— 
4,565,000 
R-words 
5,000,000 
R-words 
20,000,000 
R-words 
5,000,000 
R-words 
5,138,816 
R-words 
80,000 
R-words 
— 
——— 
660,594 
R-words 
65,122 
Phonemes 
20.028 
Phonemes 
288,152 
R-words 
136,450 
R-words 
10,000 
R-words 
22,000 
R-words 
63,000 
R-words 
5,000,000 
R-words 
72,210 
Phonemes 
(29.916 
Sy l lab les ) 
71,000 
R-words 
97,911 
R-words 
10,000 
Phonemes 
51,000 
Phonemes 
Frequency of 6,000 common English words 
and also frequency of each words. 
Reading vocabulary; wordbook, an alpha-
betical l i s t of the 100,000 most frequent 
occuring words. 
Words Frequency. 
Frequency of words count of 
reading,"The Teacher 's word 
30,000 words". 
"A Semantic Count of Eng. Words" 
Amr.Eng. 
book of 
"A Basic Writing Vocabulary", word l i s t . 
Frequency of occurrence from Telephone 
Conversation. 
Word Frequency. 
Oral Vocabulary; Teacher 's Word Book 
of 20,000 words. 
Teaching for a phonetic Frequency Distri-
bution Count in Formal American Speech. 
Phoneme Analysis. 
Transition Probabilit ies of Phonemes. 
The Vocabulary of College Students; 
Two Words Lists, One arranged alphabe-
tically and other arranged by Frequency. 
Contextual and probabilistic Results 
about Trigram Phoneme. 
Frequency of 100 Most common Words. 
Words Count from Newspaper ar t ic les . 
Word count from Telephone Conversation. 
Words Count of Oral Vocabulary of immi-
grants in Australia. 
Frequency Distribution of (I) phonemes, 
(II) phoneme digrams, and (111) minimal 
pairs and about word length. 
Entropy and Internal Information of Printed 
Urdu. 
Frequency of words, syl lables, phonemes, 
and marphemes in an alphabatical and 
descending order. 
Probability of Occurrence of Hindi Text 
Characters. 
Words Count, Phoneme Frequencies, Digram 
Probabil i t ies, and Left-right Contexts. 
R-words = Running words, Amer.= American, Eng. = English 
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The 1938 'A Semantic Count of English Words' is based 
upon about five million words and gives the total frequency 
of occurrence for each word (except the five hundred most 
frequent ones) and the relative occurrence of all its 
different meanings. 
The 1944 work, coauthored by Irving Lorge is based on 
counts of over 20,000,000 running words and is regarded by 
many as the epitome of word counts. However, "This book is 
not final as a frequency count of English reading" was 
observed in the preface of this work and similar view was put 
forward by Lorge, who observed later "Practically all counts 
that have been made show that there is no finality in word 
counts. The extent of the sampling, the choice of the 
materials counted (printed books or magazines, spoken 
vocabulary, written correspondence, compositions, or school 
work), the nature of the selection of materials (geographic, 
urban-rural) all play a part in the specification of the 
universe of background materials in communications. 
The omission of the five hundred most frequent words in 
'A Semantic Count' was a serious disadvantage in that the 
most frequently used words are generally those which have the 
largest number of different meanings. This disadvantage was 
however overcome with the publication in 1949 of Lorge's 'The 
Semantic Count of the 570 Commonest English Words'. 
Melin worked on Swedish language and published two word 
counts in Stenographiens historia, 2(1921). They cover 10,000 
running words and give for instance, the frequency of 100 
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most common words. Similar studies have also been carried out 
by Juilland et al. (1964) in 'Frequency Dictionary of Spanish 
Words'; 'Computational Analysis of present day American 
English' (1967) by Kucera et al. and so on. 
Ernest Horn, a contemporary of Thorndike carried out an 
extremely painstaking study and published in 1926 'A Basic 
Writing Vocabulary'. It was the outcome of several years of 
original work and a compilation of previous studies and was a 
based on a count of 5,136,816 running words. Horn combined 
the data present in the correspondence studies which had been 
made from samples taken outside the school. In 'A Basic 
Writing Vocabulary' all words, including slang, colloquial, 
and supposedly obsolete words, were recorded except words of 
less than four letters, proper nouns, and forty-one high 
frequency words. Throughout the study Horn is careful to 
explain all the steps used in tabulating the large amount of 
data which he examined. This gives to the reader a certain 
confidence in the work not always felt when examining other 
studies. Concerning this word list, Frier and Traver (1950) 
say, "This tremendous work of Horn was the greatest of all 
spelling and writing lists, and remains the definitive work 
in this particular area of word counting". 
The frequency of occurrence of speech sounds in a list 
of 80,000 words was obtained by French et al. (1930) from 
telephone conversation in a monograph of Bell Telephone 
System Technical Publication. The pronounciation of these 
80,000 words had as its standard the pronounciation of the 
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educated person in New York. Variant pronounciation of about 
40 common words was recorded. However, the /a/ and /an/ were 
omitted from the analysis on the account of their variants. 
Similar study was also carried out for Swedish by Widegren 
(1935). 
Travis phonetically recorded the frequency of 
occurrence of speech sounds in a conversations with 
university adults, labours and children (1931). He included 
only the data for the consonants in his tabulation and gave 
almost no details concerning procedural matters in the study. 
To study the oral vocabulary of adults. Black et al. 
presented 'A Teacher's Words Book of the Twenty Thousands 
Words' (1932). They collected speech materials for samples 
from worker's speech which consist of 3,000 workers (men and 
women) in 1,500 different days. 
A count of 660,594 speech sounds of 5,946 radio 
anouncements was made by Voelker in a 'Techniques for a 
Phonetic Frequency Distribution Count in Formal American 
Speech' (1935). Phonographic recordings were made of the 
radio anouncements and were later transcribed phonetically by 
teams of observers. Voelker felt that the announcers might be 
considered as approaching the normal for typical American 
pronounciation. He states further that they had no suspicion 
that their voices were being recorded and so would not be 
tempted to alter their ordinary pronounciation. 
The frequency of phoneme in general American English 
were determined by Hyden in 'The Relative Frequencies 
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Phoneme in General-American English' (1950). Hyden's study 
was based on 65,122 phonemes taken from lectures by 6 members 
of the university of California administration and faculty. 
Her study is the first analysis of the phonemes of American 
English to be made with a quantitative statistical approach. 
The frequency of occurrence of 20,028 phonemes in an 
idolect of a general Eastern United States variety were 
tabulated by' Carroll in a 'Transitional Probabilities of 
English Phonemes' (1952). The phoneticizer, Frederic Agard, 
transcribed his own spoken version of selection read from 
eleven different plays. The system of phonetic notation used 
was that of Trager and Smith. The degree of stress and the 
presence of juction of any of the four types were recorded. 
'The Vocabulary of College Students in Classroom 
Speeches' (Black et al., 1955) had as its goal to sample and 
appraise the formal speaking vocabulary of young men of 
college age and to specify the over-all vocabulary of a group 
of 274 students in 607 classroom speeches. The speeches of 
the students were recorded on discs and played back and 
transcribed by typists. From these transcriptions the 
frequency list was compiled. The total sample was 288,152 
word symbols; these included 6,826 different words. The 
frequency of usage ranged from the (approximately 15,000 
occurrences) to nearly 2,000 words that occurred only one 
time. The authors present their findings in two lists - one 
with the words arranged alphabetically and the other with the 
words arranged frequencywise. 
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An impressive work 'A Study of the Oral Vocabulary of 
Adults' (1956) by Schonell et al. was designed to aid in the 
teaching of English to immigrants in Australia. The method in 
which the raw material for the count was collected is of 
considerable interest. Workers were interviewed and shorthand 
and/or tape recordings made of their speech. Month after 
month recordings of workers speech were made from a variety 
of sources until over a half a million spoken words from 
3,000 workers (men and women) in 1,500 different everyday 
work, street and home situations had been collected. The 
pages of shorthand records and spools of tape recordings were 
typed for treatment yielding 1,300 foolscap pages of 
typescript. The words and expressions on these 1,300 pages of 
material were just as carefully and laboriously counted and 
classified according to special rules of function and 
structure. 
Denes from Bell Telephone laboratory (1963) obtained a 
variety of statistical information for spoken English. The 
data were the results of analysis of a considerable amount of 
conversational material and narratives from "Phonetic 
Readers". The material collected is of spoken English 
language and not a written script. Denes consideration is 
basically for three different statistics, i.e., the frequency 
distribution of (i) phonemes, (ii) phoneme digrams, and (iii) 
minimal pairs and about the word length. Stress was taken 
into consideration and statistical information was obtained 
seperately for the stressed and unstressed syllables. The 
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text for such study consisted of 72,210 phonemes forming 
29,916 syllables and 23,052 words. All results were evaluated 
from the articulatory point of view and analyses were carried 
out by using a digital computer. 
Among other pioneering studies one could list Fant's 
(1967) study of written and spoken Swedish wherein the corpus 
contained 22,000 running words from newspaper articles and 
63,000 running words from telephone conversations. 
The left-right context studies of characters/phoneme in 
written or printed/spoken language, however, surface quite 
late in American English, with Reddy et al. presenting some 
requisite contextual and probabilistic results about trigram 
phoneme sequences of spoken American English (1968). The main 
goal of Reddy's study is to provide data about frequently 
occurring neighbours for each phoneme in English. They 
stressed that there will only be a few distinctly different 
acoustic manifestations of each phoneme and that the sound 
intended can be determined in the context of the neighbouring 
sounds. To study such 403 trigram sequences 3 types of tables 
have been given. 
(a) Commonly occurring trigram sequences of the form /<</2>YV 
for every phoneme /ft/. 
(b) Commonly occurring sequences for even pairs of phoneme 
/-C/ and /V/. 
(c) Commonly occurring word boundary sequences of the form 
A«t^ for even pairs of phoneme /<K.?>—/ where /-/ represent 
the silence phoneme. 
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The material selected in Reddy et al, study for the analysis 
was from 'A Spoken Word Count' by Jones et al. (1966). Out of 
a total number of 136,450 words by 54 speakers they give a 
list of about 3,100 words that were used by two speaker. The 
data were analysed on a PDP-10 computer with a 128K memory. 
Khan. M. Z. et al. (1984) study presents a systematic 
study for the entrophy and coding of the printed Urdu 
language. A total of 71,000 running words in daily current 
use have been taken into consideration. Word lists were 
prepared in the order of decreasing word frequencies and then 
entrophy based on word frequencies were determined using this 
list. Similar studies in a very large number of languages 
have been carried out for written as well as the spoken form. 
The situation is however very gloomy in our National context 
and systematic scientific studies in this direction are 
almost not there. 
However, Ghatage (1964) collected the linguistic 
information of a statistical nature of Hindi language and 
presented in the form of the following 8 lists: (1) frequency 
of words in an alphabetical order, (2) word frequency in an 
descending order, (3) frequency of syllables in an 
alphabetical order, (4) syllabic frequency in a descending 
order, (5) frequency of the phonemes in an alphabetical 
order, (6) phonemic frequency in a descending order, (7) 
frequency of the inflection morphemes in an alphabetical 
order, and (8) morphemic frequency in a descending order. The 
material collected was from a representive randomised sample 
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of current literature in the language during the preceding 
fifty years. The corpus contained 97,911 running words. 
Tripathi in his study (1971) made a modest effort to 
table the probability of occurrence of Hindi text characters. 
He showed that Hindi is less redundant than English and 
observed that computation of probabilities of occurrence of 
Hindi characters is more complicated than that of English due 
to presence of half letters and matras. He omitted a few 
symbols of Devanagri to make it an appropriate telegraphic 
language. He opined that the symbols which have small 
frequency of occurrence may not be included for the language. 
He suggested that 7 vowels, 9 matras, and 27 consonants are 
sufficient for frequent transmission of Devanagri. His corpus 
consisted of 10,000 characters collected from one and half 
pages of a weekly magazine "Dharmyug". 
Khan, I. et al. (1988) did pilot study of printed Hindi 
text characters. They used computer to obtain phoneme 
frequency, digram frequency of each character, left-right 
context, and frequency of occurrence of words in alphabetical 
order. The corpus of pilot study is of about 51,000 printed 
characters forming about 12,000 words. 
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Chapter 2 
STATISnriCAL STUDY OF HINDI TEXT CHARACTERS 
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Introduction:-
Speech is a multidimensional acoustic signal. For the 
sake of analysis, it may be considered that it is made up of 
a series of phonemes. These phonemes, in spite of wide 
variation in their acoustic characteristics, remain 
perceptually invariant. It is widely accepted that acoustic 
information or analysis alone does not lead to the full 
recognition of phonemes. A wide variety of information 
regarding context, statistical sequencing, and semantic 
constraints is utilised in order to arrive at the full 
recognition or perception of a phoneme (Denes, 1963). The 
manner in which these diverse cues are combined in order to 
specify the received acoustic signal as a particular phoneme 
is a question of great interest. 
There are two major classes of phonemes known as vowels 
and consonants. 
Vowels:-
The standard form of Hindi uses 12 vowels. Out of 12 
vowels, 10 vowels are used frequently. Of the remaining two 
vowels 3ff and afT: the former is nasalised and less infrequent 
whereas the latter is only found as a matra in word final 
position. 3T": matra sounds as /Ah/. The Hindi alphabets 
/w/\ rniA mala/ (Fig.-2.1), however contains a quasi-vowel 
^ which has been incorporated as /rl/ in our studies whether 
it has occurred as a vowel letter or as a matra. 
Two articulatory positions are attributed to the vowels 
as given below: 
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Fig,—2.1: Hindi /wArTiAmala/ (Alphabets) 
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(1) FRONT: Five sounds /i, I, e, £, a/ are considerd as 
front vowels. 
(2) BACK: Five sounds /u, U, o, 3 , A,/ are considered as back 
vowels. 
Vowel sounds of the speech are normally produced by 
vocal cord excitation of the tract. In normal articulation, 
the tract is maintained in a relatively stable configuration 
during most of the sounds. Three places of openness of the 
vocal tract are defined as: 
(1) NARROW: This category contains four vowels /i, I, u, U/. 
(2) MEDIUM: Four vowels /e, £,, o, 3/ belong to this category. 
(3) WIDE: This category has two vowels /a/ and /A/. 
Consonants:-
The standard form of Hindi uses 31 consonants consisting 
of 16 stops, 4 affricates, 4 nasals, 3 fricatives, one 
lateral and trilled sound each and 2 continuants (Bhatia, 
1964). Out of 4 nasal sounds, 2 nasals have rare occurrence 
in normal standard language. Thus only 29 consonants are used 
frequently in the standard form of Hindi language. There are 
some consonants that form allophones and are only used either 
in the medial or in the final position of syllables. Three 
sounds /r, r^. and "n/ are important allophones in Hindi 
(Bhatia, 1964). Nine articulatory features are attributed to 
the consonants as proposed by Ahmed et al. (1969) in the 
manner given below: 
(1) AFFRICTION: Four sounds /tf, tf^ -, dz, dzV are considered 
as affricates and the others as non-affricates. 
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(2) FRICTION: Three sounds /s, r, h/ are considered as 
fricatives and the others as non-fricatives. 
(3) NASALITY: Three sounds /m, n, Tf/ are given nasality 
feature while the remaining sounds are considered as 
non-nasals. 
I ^ ^ I L t t 
(4) ASPIRATION: Twelve consonants /P^ , t^, t^  , k*^. K^, d^, d*^  
,g^, h, t r \ d^. rV are classified as aspirated. The 
sound /h/ is a fricative but it shows an aspirative 
character and hence it is included in this category. The 
remaining sounds are considered as unaspirated sounds. 
I L i^ i 
(5) VOICING: Nineteen consonants /b, d, d, g, b^, d*^ , d"^ , g^, 
dz, d^^j m. n, 1, r, r, r^, 1\, w, j/ are treated as 
voiced sounds. Others are treated as unvoiced sounds. 
(6) LIQUIDS: Two sounds /I/ and /r/ are placed in this 
category since these are lateral and rolled sounds. Other 
sounds are considered as non-liquid sounds. 
(7) FLAPPED LIQUIDS: This is the name given to the three 
sounds /n, r, r*^  / that never occur in the initial 
position. The remaining sounds are considered as non-
flapped liquid sounds. 
(8) CONTINUANTS: Two sounds /w/ and / j / are treated as 
continuants since they represent a peculiar way of 
speaking i.e., the mouth is adjusted to say vowel /U/ and 
/I/ respectively and ends in any other vowel. All others 
are treated as non-continuants. 
Place:-
The case of place of articulation is different from the 
above features. Five places of articulation are defined in 
: 23 
the following manner (Ahmed et al., 1969). 
(1) FRONT SOUNDS: In this category only those sounds have 
I 
been grouped which are bilabial. Thus six sounds /p, p^ , 
i 
b, b , m, w/ are front sounds. 
(2) MIDDLE-FRONT: The sounds which are dental and alveolar 
are considered as middle-front sounds. Seven sounds /t, 
I I 
t^, d, d*^ , n, s, 1/ are placed in this category. 
(3) MIDDLE SOUNDS: Retroflex sounds are placed in this 
J I. I ^ 
category, namely /t, t*^ , d, d^, r, r, r*^ , n/. 
• » • » 
(4) MIDDLE-BACK: In this category only those sounds are 
included that are spoken with the help of the soft 
palate and that were palatal and alveolar. Six sounds /tr 
, tfK, d^, ^^' {' J/ are considered to belong in this 
category. 
(5) BACK SOUNDS: The sounds that are velar and glottal are 
considered as back sounds. Five sounds are placed in 
this category i.e., /k, k*^, g, g'^ , h/. 
Ahmed et al. (1969) have not included the frequent sound 
•^ /s^/ which occur in the /wArfiAmala/. Its place is very 
close to that of back sounds and therefore we have, in the 
absence of an established reference, assigned it the category 
of back sound. It is moreover difficult, for the contemporary 
user of the language, to distinguish this sound from the 
middle-back fricative /C/• 
CoBpound Soands/Characters:-
Standard form of Hindi /wArTiAmala/ (alphabets) contains 
three more characters ^ /ktrV, >r/tr/, ^T/gj/ that have not 
: 24 
been included in studies of Bhatia (1964) and Ahmed et al. 
(1969). These distinct characters have been studied such that 
we retain their identity and do not treat them as clusters 
ch as "51* /pr/. J /dw/, SRf/kt/, Tjf /gr/ etc. su 
In this chapter the material used, coding, frequencies 
of occurrence of Hindi text characters, digram sequences, the 
three most-probable left-and right-contexts for each 
character, occurrence of Hindi consonants in initial and 
final positions and consonant clusters are discussed in the 
following. 
Material Osed:-
It is desirable to take samples of spoken language of 
native speakers for the statistical studies of language. One 
of the problems with spoken language, is that there will be 
perceptual errors in phonetic transcription and listener will 
try to write what is expected rather than what is spoken. 
Hindi language has no silent consonants and is written 
exactly as spoken and there is no need of pronouncing 
dictionary as required for English and a majority of other 
languages. 
It would have been very good to record spoken samples 
and transcribe them to form the corpus of this study but the 
inherent difficulties of recording and the intrinsic nature 
of the nearly one-to-one correspondence between spoken and 
written Hindi have lead the author to choose printed text as 
the data base of the present study. 
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An attempt to include transcription from telephone 
conversations and public media announcements was deferred for 
later studies. In Indian context telephone conversation does 
not make a common language for several reasons. First, 
telephones are owned by affluent class only; second, most of 
the telephone users are multilingual so that they frequently 
use words, phrases and even sentences from English, Punjabi, 
Urdu, etc. in their conversation; third, there are legal 
problems to record the telephone conversations as the right 
of privacy of conversations cannot be violated. 
For aquisition of the corpus and its processing the 
guidelines suggested by A. Hood Roberts (1965) in his 'A 
Statistical Linguistic Analysis of American English' were 
adapted. The criteria described are: 
1. Actual frequency of occurrence of all words should be 
shown in list. 
2. The word count should be on a large number of running 
words. 
3. Samples should be based upon every day language. 
4. The word count should be based on samples of living 
language and not of historical literature. 
5. The word should be the unit of entry. Proper names 
other than the names of the months and days should 
not be entered in the tabulation. 
6. The word count should record abbriviations also. 
To make our printed-text corpus as close as possible to 
spoken everyday Hindi, our corpus contains materials from 
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local, regional, and national daily news papers and their 
letter to editor column, and from some popular magazine 
articles. The material was collected randomly from different 
pages of the above literature. The data samples of a few 
lines from all varieties of columns of news-papers of 
randomly selected dates were randomly taken so as to cover a 
wider range of subjects. The editorial columns, as a rule, 
were excluded. As the news-paper's language is an edited one 
it may have bias of the editor. Hence beside taking different 
news items of local, regional, national and international 
level, we had a bias of including letter-to-editor column of 
news-papers. Although letter-to-editor column is also edited 
in some manner but it largely contains words used by people. 
The idea of including private letters for corpus to make it 
general was dropped because it was difficult to do so in a 
smooth way. Proper names, except for the months and days, 
were not included in data. 
The final form of our corpus contains 561,996 characters 
forming 135,014 words from different sources which is much 
larger than our pilot study of 51,000 characters (12,000 
words) and Tripathi's study of 10,000 characters. The sources 
of samples are given in Appendix-A. 
Coding:-
Devanagri computer terminals have been in the market of 
late. We have, however, used the general (English) computer 
keyboard because we do not have Devanagri computer terminal 
and mainly because we want to use the algorithm developed for 
Hindi and also adapted for other Indian languages. For this 
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purpose, it is required to develop a code (special notation) 
to input phonetic symbols of Hindi into the computer. We used 
a code proposed by Vijay Krishna et al. (1984) for inputting 
Hindi characters to a computer (Table - 2.1). The criteria 
for selecting this code were the ease of coding and decoding. 
It is a variable length code of one to three keyboard 
characters. A further criterion was to keep the code as close 
as possible to the Roman orthographic rules. The short vowel-
matras were represented by A, I, 0, 0, - - - - etc. Their 
long vowel-matras were formed by adding an asterisk as a 
suffix, e.g.. A*. I*. U*, 0*. - - - - etc. The vowel as 
letters in Hindi text were derived by putting prefix 'F' to 
corresponding vowel matras, e.g., 'FA', 'FA*', 'FI', 'FI*', -
- - - etc. For the aspiration of stops we used an asterisk 
instead of using character H as in usual Roman transcription. 
The half consonants were not alloted seperate symbols. 
Instead they were represented as full consonants and their 
status could, however, be deduced during the processing of 
the coded data. Some of the frequently occurring compound 
sounds which have an orthographic identity in Hindi Varnamala 
were given seperate symbols for simplicity in coding. The 
coding has not followed the sequence of the string used for 
orthographic presentations; it is rather done phonemically, 
/din/ has been coded as DIN instead of IDN as 
required by the sequence of orthographic string. Phonemic 
coding has also avoided the development of a strategy to deal 
with orthogonally existing orthographic symbols such as 
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Code for Vowel Hindi Characters, Matras and Consonants 
Vowel 
H i n d i 
C h a r a c t e r 
M 
^ 
1-
3" 
3x 
r 
V 
^ 
3> 
^ 
5r: 
Mat ra 
T 
t-
"7 
v» 
«s 
•bu 
^ 
> 
• 
• 
Code 
FA 
FA* 
F I 
F I * 
FU 
FU* 
FE 
FE* 
FO 
FO* 
FN 
F : 
Code 
A 
A* 
I 
I * 
U 
u* 
E 
E* 
0 
0* • 
V* 
• « 
M* 
IPA Symbol 
/v 
/ a / 
/ I / 
A / 
/u/ 
/ u / 
/ £ / 
/ « / 
/ o / 
/ V 
C o n s o n a n t s 
H i n d i 
C h a r a c t e r 
3n 
TT 
JT 
Tir 
s-
xT 
^ 
vfT 
W 
<^ 
z 
z 
s 
s 
•or 
ir 
^ 
^ 
•vr 
•T 
tr 
TR 
^ 
w 
TT 
•^ 
T 
(fT 
^ 
^ 
^ 
^ 
? 
" 5 " 
? J 
W 
Code 
K 
K* 
G 
G* 
.* 
C 
C* 
J 
J * 
Y* 
X 
X* 
W 
w* 
N* 
T 
T* 
D 
D* 
N 
P 
P* 
B 
B* 
M 
Y 
R 
L 
V 
S* 
Q 
S 
H 
QK-
2 
' ,Z* 
L* 
R* 
FH* 
IPA 
Symbol 
/ k / 
/kV 
/i/ 
/v 
/^•^^H AjV 
/ d V 
/dsV 
/ n / 
/^{ / t V 
/ d / 
/dV 
/fi*/ 
/ t / 
/ tV 
/ d / 
/dV 
/ n / 
/ p / 
/pV 
/ b / 
/bV 
/ m / 
/ j / 
/ r / 
/ I / 
/ w / 
/ / / 
/sV 
/ s / 
/v 
AtjV 
/ t r / 
/4Y / r V 
/ F / 
/fr/ 
Note: Numeral and special characters are taken «s in English 
except "TarnrC I) ( Hindi Full Stop ) which is coded as /./ 
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matras U (T). U* (^), V* (—), M* (—) and clusters such as 
T /^t/. S /ddV etc. Besides the phonemic coding of printed 
word carries us closer to the transcribed spoken word using 
IPA (International Phonetic Association) symbols. An 
illustration of the coding is presented in Table - 2.2. 
Coapatation of Character Frequencies:-
Our work to get a statistics of frequency counts of 
characters by computer processing of the coded text consists 
of only a part of the entire analysis carried out. The coded 
data was stored in a file with 80 bytes for each record. A 
computer program for frequency counts of characters has been 
developed. The flow chart of the computer program is shown in 
Fig. - 2.2. 
Program (Appendix - B) description is such that the 
character '$' in column 1 of the record indicates a comment 
record. These records were not processed. The end of the data 
file is marked by character '§' in column 1. This indicates 
the end of processing. The data file was read, one record at 
a time. The code was segmented into four valid lists. The 
first valid list had characters of the type F#*, where 9 was 
any allowed alphabetic character. The second list was of the 
type F#, the third list had single character followed by 
asterisk f*, and fourth list had single character 9. The 
occurrence is determined through comparision with valid 
characters. If the character is not from a valid list of 
characters it is listed as an error and that group is not 
processed. The error is marked by printing character '+' 
directly under valid code character on the outform record. 
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Table-2.2 
Illustration of Coding 
HAHTKI* FAPANE FEKALOwTE BEXE KO BAHUT 
PYAKR KARATA** T»«A»t 
PA»«LIKA** GJ<OQIT KIFE JAwNE KE PAS«CA»<T 
B»*I»« NAGARIitY SAMASYA»«FOV»t KE PRATI 
^^^?Tr % 
FUPEQ»*A» KI * JA>* RAHI» HE* . 
f^ 
LAR*tAKiyOV»« KE P»tA»*FINAL 
^ 
MEV»t FUSANE 
FAPANE PRATI DWANDIH KO CAxR GEMOV** MEV* 
HARA« DIYA»* 
: 3 1 J 
(START) 
} ^ 
T /CHARACTER (W(\ 
\ | j ' A BLANK ? J 
i F F 
^ H ( J ) A V ? ) 
(CH(J*2)AV? V ^ 
/ C H ( J * 1 ) I N \ _ ' 
UlST- l ? ) 
INCR PHONEME 
i(P> COUNTER 
CALCULATE 
PROBABILITY ? 
PRINT 
RESULTS 
1 ^ 
RECORD 
ERROR 
J — J *2 
/cH(j/niN y F 
UlST-2f J 
INCR 
P-COUNtER 
RECORD 
ERROR 
J-t— J * I 
V T 
^ H ( J » l ) A ' » ' ?j 
/CHTJTTN \ r 
vJ-lIzl i—-/ 
INCR 
P-COUNTER 
-^grop) 
1 RECORD 
: ERROR 
A C H ( J ) IN \ F 
INCR 
P-COUNTER 
RECORD 
ERROR 
J • I 
FIG.-2.2:FL0W DIAGRAM 
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for example, if we write FF* instead of say FI* in our data, 
we get a '+* over the FF*. It means the data is not from a 
valid list. 
Details of computation are contained in the program 
(Appendix-B), 
Results and Discossions:-
The Hindi characters in Devanagri orthographic 
representation, the corresponding English keyboard code and 
their probability of occurrence are presented in Table-2.4 
and Table-2.6. Table-2.4 indicates the frequency count 
results for Hindi vowel letters and matras and Table-2.6 
shows the frequency count for consonants and distinct 
compound sounds. Tables-2.3 and 2.5 table the corresponding 
results from our pilot study (Khan et al., 1988). 
Results for vowels and matras show that FH (310 did not 
occur at all whereas FA (3rr) has a maximum (0.856%) 
probability of occurrence in among vowel letters; matra h ("") 
has a maximum probability of occurrence (12.478%) whereas 
matra M* (•^) has not occurred at all. Besides matra A* Cl) is 
the second most frequent (8.199%) matra followed by E, I, V*, 
I*, 0, E*, U, 0*, 0*, :, and M*. The corresponding results 
from the pilot study are zero occurrence for F: (*3T:) and 
maximum frequency (0.699%) for FA (afT); matra A ("") has a 
maximum frequency of occurrence (11.632%) followed by matra 
A* <n) with 7.823%, K, E*, I*, I, V*. 0, 0, 0«, 0*, M* and : 
(0.031%). The widely distinct weights carried by E* in the 
present study (1.290%) and the pilot study (5.238%) could be 
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Table-2.3 
Probability of frequency of occurrence of Vowel letters and Matras 
Vowel letters 
Code (Hindi Cha-
racter) 
FA OT) 
FA*(dTr) 
FI (^ ) 
FI* (f) 
FU (3) 
FU*(3i) 
FE {¥) 
FE*(F) 
FO (<WT) 
F 0 * ( ^ 
FN*(^) 
F: (ar:) 
Probability 
.00699 
.00636 
.00508 
.00266 
.00662 
.00020 
.00513 
.00051 
.00135 
.00355 
.00004 
.00000 
Vowel matras 
Code (Hindi Cha-
racter) 
A (-) 
A* (T) 
I (f) 
I* (i) 
U (~) 
u* (-) -
E (^) 
E* (*^) 
0 (')) 
0* (7) 
V* (-) 
: ( ••) 
M* ( ~) 
Probability 
.11622 
.07823 
.03655 
.03762 
.01378 
.00584 
.05673 
.05238 
.02524 
.00141 
.03090 
.00031 
.00035 
Combined 
Probability of 
letters and 
matras 
.12321 
.08459 
.04163 
.04028 
.02040 
.00604 
.06186 
.05289 
.02659 
.00496 
.03094 
.00031 
.00035 
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Table-2.4 
Probability of Frequency of Occurrence of Vowel Letters and Hatras 
(Present Study) 
Vowel Letters Probability Vowel Matras 
Code (Hindi Code (Hindi 
Character) Character) 
Probability 
.12191 
.08011 
.03900 
.03443 
.01194 
.00624 
.05599 
.01290 
.02579 
.00147 
.03450 
.00006 
Combined 
Probability 
of Letters 
and Matras 
.13027 
.08622 
.04408 
.03700 
.01869 
.00644 
.06170 
.01348 
.02700 
.00499 
.03450 
.00034 
FA (3T> 
FA* (3>0 
FI (?) 
FI* (f) 
FU (3-) 
FU* G;) 
FE C ^ 
FE* ^) 
FO (Jb 
FO* (§h 
FN (ST) 
F: (My 
.00836 
.00611 
,00508 
.00257 
.00675 
.00020 
.00571 
.00058 
.00121 
.00352 
.00000 
.00028 
A 
A* 
I 
I* 
U 
u« 
E 
E* 
0 
0* 
V* 
: 
(-) 
CD 
(^) 
(^) 
(^) 
(^) 
(^) 
(^) 
c=b 
<=b 
(~) 
(-) 
Table-2.5 
Probability of Frequency of Occurrence of Consonants 
Code (Hindi character) Probability Code (Hindi character) Probability 
K (Si) 
G iJT) 
C (xT) 
J (vfT) 
X (Z) 
W iS) 
T (cT) 
D (cj) 
P (T) 
B (g-) 
M (TT) 
N (^ ) 
Y (tr) 
R (T) 
L (^) 
V (cT) 
S (?r) 
H iX) 
Q (TT) 
z (>r) 
: *(S:) 
.06011 
.01525 
.00830 
.01552 
.00308 
.00115 
.03209 
.02038 
.02298 
.01527 
.03165 
.04031 
.02598 
.05636 
.02596 
.01855 
.03637 
.03590 
.00197 
.00166 
.0000 
K* (^ ) 
G* C^) 
C* (^ ) 
J* (>fr) 
X* (5) 
W* (Z) 
T* (IT) 
D* CV) 
P* (Tfi) 
B* (JT) 
N* (IT) 
Y* (>r) 
R* (S") 
L* (5) 
S* (TT) 
FH*(^) 
Q* (^ ) 
Z* (§r) 
.00531 
.00174 
.00267 
.00094 
.00105 
.00041 
.00621 
.00439 
.00387 
.00775 
.00107 
.00000 
.00383 
.00051 
.00644 
.00004 
.00141 
.00039 
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Table-2.6 
Probability of Frequency of Occurrence of Consonants 
(Present Study) 
Code (Hindi 
Character) 
K (^ ) 
G (7p 
C (nq) 
J (^i^) 
X (C) 
H (^ ) 
T (cO 
D (^ ) 
P Cq) 
B (^ ) 
M (TT) 
N (^ ) 
Y (TT) 
R (;:) 
I. (c*0 
V (^ ) 
S (H) 
H (p 
Q (T^ ) 
Z (^ 
Probability 
.06651 
.01312 
.00871 
.01474 
.00488 
.00145 
.03219 
.01705 
.02294 
.01382 
.02792 
.04151 
.02555 
.05491 
.02045 
.01989 
.03637 
.03690 
.00271 
.00199 
Cod le (Hindi 
Character) 
K* 
G* 
C* 
J* 
X* 
W* 
T* 
D* 
P* 
B* 
N* 
Y* 
R* 
L* 
S* 
(^ 
C ^ 
(^) 
C^ 
(5) 
(5") 
(an 
(CO 
Oh) 
c>r) 
OJD 
( ^ 
(§•) 
(S) 
• 
(5m 
FH*(v3r) 
Q* 
z* 
( ^ 
«o 
Probability 
.00514 
.00134 
.00207 
.00096 
.00159 
.00019 
.00644 
.00550 
.00254 
.00720 
.00241 
.00000 
.00312 
.00069 
.00733 
.00004 
.00175 
.00038 
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attributed to the sampling styles used in the two studies; 
whereas in the pilot studies stray sentences were picked up 
the present study is based on random paragraphs taken from 
the corpus bank. 
The cttmmulative weight of frequency of matra, ignoring 
the presence of A in the word final position, is 45.56 
and 43.433 percent and that of vowel letters is 3.85 and 
4.132 percent, respectively, for our pilot and present study. 
In both the cases, the two together account for almost half 
of the entire corpus. It should however be noted the matra A 
that occurred at the end of words has not been included 
in the coding in either study. 
Regarding consonants it is concluded that the consonant 
K (^) is the most probable whereas :* (g?) and Y* (-^ ) are 
least probable (zero in both studies). The compound sounds 
like FH* (^). Q* (^), Z CJr) and Z* (^ ) occur very 
infrequently. 
The cummulative frequency of dental sounds of the entire 
corpus is maximum (16.570% and 16.326Z) followed by velars 
(11.830% and 12.5902), labials (10.010% and 9.652X), 
retroflex (6.750% and 7.087Z), and palatals (5.990% and 
6.072Z) in the pilot and the present studies, respectively 
[Note that the percentage figures presented in bold type 
represent the present study in contrast to the ordinary type 
used for the pilot study]. The percent weights carried by 
these consonants are 32.060 and 31.561, 22.890 and 24.339, 
19.360 and 18.660, 13.050 and 13.700, and 11.580 and 11.739. 
respectively in case of pilot and present studies out of the 
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entire consonants of the corpus. Of the entire consonants, 
voiceless account for 43.800 and 45.294 percent whereas 
voiced consonants are about 56.100 and 54.783 percent in 
pilot and present studies, respectively. The fricatives 
comprise 15.230 and 15.947 percent and the affricates consist 
of 5.310 and 5.233 percent, respectively among all 
consonants. The weight carried by unaspirated and aspirated 
consonants is 86.250 and 86.039, and 13.690 and 13.961 
percent .respectively. A mere 1% belong to the compound 
sounds/characters; the nasals account for 14.130 and 14.214 
percent, respectively, whereas the liquid sounds weigh 15.930 
and 14.910 percent, respectively in pilot and present study, 
of the total consonants. It could be readily concluded that 
there are negligibly small differences in pilot and present 
studies. 
The average number of consonants per vowel (excluding 
the occurrence of vowel matra A in the word final position) 
turns out to be 1.10 in the present study and 1.02 in the 
pilot study. The corresponding results for English, Spanish, 
French and German are 1.0, 0.8, 0.8 and 1.2 respectively 
(Delattre et al., 1969). 
Comparision of Rank Order of most frequently occurring 
consonants, vowel matras, vowel letters, and least frequent 
consonants with the results obtained in the pilot study and 
the results of Tripathi (1971) and Ramakrishna (1962) are 
given in Table - 2.7, Table - 2.8, Table - 2.9, and Table -
2.10 respectively. 
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Table - 2.7 
Comparision of Rank Order of Frequency of occurrence of 
Consonants in Various studies: 
(Most Frequent; Descending Order) 
Present 
study 
K (<^) 
R a) 
N (-T) 
H (?) 
s (?r) 
T (cT) 
M (^ ) 
Y OT) 
P (^ 
L (eiO 
V (^ ) 
Pilot 
study 
K 
R 
N 
S 
H 
M 
L 
T 
Y 
P 
G 
(«) 
(T) 
(T) 
OFT) 
(5") 
GT) 
(dT) 
<a") 
(20 
(TT) 
(^) 
Tripathi's 
study 
K 
N 
R 
T 
S 
H 
Y 
M 
L 
P 
V 
(^) 
(^) 
(T) 
(<r) 
(^) 
(5") 
(^ 
(JT) 
(OT) 
(^ 
(C) 
Ramakrishna's 
study 
K 
R 
H 
N 
S 
T 
M 
L 
P 
Y 
B 
(^) 
(T) 
cr) 
(^) 
(H) 
(cT) 
(^) 
(oO 
Cq-) 
(^) 
(ST) 
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Table - 2.8 
Comparision of Rank Order of Frequency of occurrence of 
Vowel Matras: 
Present study Pilot study Tripathi's(*) study 
A (-) A* CT) 
A* (T) 
A 
A* 
E 
I 
V* 
I* 
0 
E* 
U 
u* 
0* 
r) 
(-T) 
( ^ ) 
cf) 
( - ) 
< ^ ) 
rt) 
( ^ ) 
(CJ) 
(s:) 
cV) 
M* (-) 
E 
I* 
I 
0 
V* 
U-
0* 
u* 
E* 
M* 
:• 
( ^ ) 
d) 
C )^ 
< \ ) 
( - ) 
CT) 
a-y 
« ) 
< ^ ) 
( ^ ) 
(T) 
E 
I* 
I 
0 
U 
E* 
u* 
V* 
0* 
M* 
: 
i \ 
A) 
<b 
a-) 
<3) 
(-5^ ) 
« ) 
( - > 
cf) 
( ^ ) 
< - > 
<*)Tripathi has not consider matra (A). 
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TABLE - 2.9 
Comparision of Rank Order of Frequency of occurrence of 
Vowel Letters: 
Present study Pilot study Tripathi's study 
FA (m FA (3ir) FU (3) 
FU ( 3 ) FU (3") FA* (3^) 
FA* C3ffD FA* ( 3 ^ FA C3fD 
FE ( F ) FE (^) FE (V^ 
FI (§•) FI ( f ) FI* ii) 
FO* (Sb FO* (v^ FI ( f ) 
FI* ( f ) FI* (£) FO ( ^ 
FO (So FO (3^ FU* (J>) 
FE* (V) FE* (^) FE* (^) 
F: (^.) FU* (>3)) FO* ( A 
F U * C3R) F : (.SO) F : (2fT:) 
: 42 
Table - 2.10 
Comparision of Rank Order of Frequency of occurrence of 
Consonants: 
(Least Frequent; Ascending Order) 
Present 
study 
FH* 
W* 
z* 
L* 
J* 
G* 
W 
X* 
Q* 
Z 
c* 
N* 
P* 
Q 
R* 
(^ 
(ff) 
(qT) 
(<J) 
« 
OTR) 
( ^ ) 
(5) 
(c?) 
( ^ 
(>r) 
(?;) 
(Tn) 
(t?)) 
OT) 
(5") 
« 
Pil( 
StU( 
FH* 
z* 
W* 
L* 
J* 
X* 
N* 
W 
Q* 
z 
G* 
Q 
c* 
X 
R* 
Dt 
dy 
(O 
«o 
(5") 
<S) 
• 
( ^ ) 
(S-) 
COD 
(5*) 
(?S0 
<•?•) 
(W) 
OSO 
( ^ ) 
(a-) 
(?) 
T r i p a t h i ' s 
study 
Z* 
W 
X* 
H^ 
D* 
G* 
N* 
P* 
C* 
Q 
Z 
QX( 
X 
J* 
K* 
( ^ ) 
(5-) 
(5*) 
(S") 
(£T) 
( ^ ) 
C^ 
(TW 
(^> 
CBT) 
( ^ ) 
( ^ 
(ar) 
( ^ ) 
(3?) 
R a m a k r i s h n a ' s 
s t u d y 
W* 
Y* 
J* 
W 
: * 
X* 
G* 
Q 
P* 
c* 
D* 
J 
X 
s* 
K* 
(5) 
(OT) 
C»i) 
<§") 
(5) 
(5") 
C^ T) 
(T^ 
C^) 
(f^ ) 
(€r) 
(^ 50 
( ? ) 
(5[0 
( ^ 
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Tripathi's results tabulate the frequency of occurrence 
of half letters like ^ . TSC , 7\' . etc. separately. We have, 
however, not distinguished between half letters and full 
letter consonants. The frequencies of full and corresponding 
half letters from Tripathi's study have been added to 
determine their rank order for comparision with other 
results. On a comparision of probability of occurrence of 
our present studies with other studies in Hindi, we find that 
our most frequently occurring characters are nearly the same 
as those obtained by our pilot study, Tripathi's study, and 
Ramakrishna's study, although the rank orders are slightly 
different. 
A comparative study of most frequent consonants, vowel 
matras, and vowel letters with our pilot study, Tripathi's 
study, and Ramakrishna's results are shown in the Table 
2.7, Table - 2.8, and Table - 2.9. On comparision we find 
that K (^) is the most frequent consonant followed by 
slightly different rank order R, H, H, S, T, M, Y, P, L. 
A comparative statement has also been made out about 
the least frequent consonants shown in Table - 2.10. Among 
consonants, according to Table - 2.10, FH* {S^, FH* (v^, Z* 
("TT ), and X* (J) are less frequent. In the case of vowel 
matras and vowel letters it is noted that Tripathi did not 
consider the matra A (""). On comparision we found that the 
frequency of occurrence are nearly same with a difference in 
their rank order compared with our present study. 
Digram of Characters:-
For communication, every language has a finite set of 
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distinguishable, mutually exclusive sounds. The language is 
constructed for basic linguistic units that if one replaces 
another in an utterance, the meaning is changed. Each element 
has different acoustic properties, however, all such varied 
acoustic utterances are heard by a naive listener to signify 
the same linguistic element. This basic linguistic element is 
called phoneme. The phoneme variants are known as allophones. 
The basic principle of an alphabetic writing system is that 
each character in the written language stands for a single 
sound of the spoken language. In Hindi orthography, vowel 
letters and vowel matras are taken as seperate characters but 
after addition of these two the sounds attain phonemic form. 
Digram is defined as the probability of occurrence of 
other characters with respect to a given character. It is 
technically defined for phonemes rather than characters. 
However, Hindi characters written in the Devanagri 
orthographic script are extremely close to their phonemic 
sounds; no pronouncing dictionary is required for Hindi as is 
required for, say, English, French etc. where a character 
does not essentially indicate the phonemic representation of 
sounds. Moreover, as stated earlier we have codified 
phonemically. Only difference is that vowel matras and vowel 
letters which have been coded separately are essentially the 
same phonemically. 
It being well established that the variants of a phoneme 
are primarily dependent on the contexts in which the phoneme 
appears, this section presents the data relevent to character 
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contexts. 
To obtain variety of statistical information about Hindi 
we generated tables for the probability of digram sequences. 
These are given in Table - 2.11, Table - 2.12, and Table -
2.13. The digram were created using a single (63X63) matrix 
(63 = number of characters taken and blank/space). Since all 
the entries in each row could not be accomodated on one line 
of computer page, therefore, the number of columns was 
reduced appropriately so that the matrix was divided into 
three parts (Table-2.11, 2.12 and 2.13). Each part tables a 
(63X21) matrix and describes the digram probability for a set 
of 21 characters. 
A computer program (Appendix -C) is written for 
obtaining these results. A 2-dimension counter IREC (I,J) is 
initialized. The serial number for each word, upon 
identification of first character of word, becomes the row 
index of IREC counter. The following character serial number 
becomes coluan naaber of IREC counter. After obtaining row 
and column indices the IREC (I,J) is incremented by 1. The 
process is iterated to cover the entire corpus. Finally IREC 
(I,J) is divided by the total number of digram pairs 
processed to get the digram probability matrix (63X63) as 
mentioned in the preceding paragraph. During processing 
punctuations, digits, blank/space have also been treated as 
character. 
Left- and Rigfht-Contexts for each Character :-
If /«/ and /ft/ appear adjacent in the order /4cft/, /<>(/ 
is called the left context of /ft/ and /A/ is therefore the 
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right context of /oC/- If /«Cfe^  occurs in a string of 
characters then the /oC/ and /V? are the left- and the rltfht-
contexts of M/. 
Three most-probable left- and right-contexts of each 
character of Devanagri has been deduced from the results 
obtained from the digram sequences and are presented in the 
order of descending probabilities in Table - 2.14. Table-2.14 
has been arranged in (9X7) matrix of our code in English 
alphabetic order for Ft*, Ft, t, •* sequences respectively, 9 
being the relevent alphabet. 
The corresponding results of our pilot study have been 
presented in Table-2.15. The vast multitude of corpus in the 
present study has substantially changed the inferences .of the 
pilot study regarding the left- and right-contexts abetting 
vowels and matras. There are few changes, however, in the 
corresponding contexts of consonant characters. 
Consonants in Initial and Final Positions:-
From digram sequences occurrence of Hindi consonants in 
initial and final position are deduced and given in Table-
~ it 
2.16, It is observed that Ai, n, n, r, r*^ , sV did not occur 
in initial position whereas /M, n, d / did not occur in final 
position. In initial position the least frequent consonants 
in order of increasing frequency are compound consonants /tr, 
go/ followed by /d^, tS, d^^, ktrV while least frequent 
consonantB in final position are /gj , dz^, g"^ , b^  , r ^, d, -P-, 
J • • • 
J -f! I 
ktr"K,Sy'p^ / in the order increasing frequency of occurrence. 
The most frequent consonants in decreasing order of frequency 
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Table - 2.14 
The three most probable left- and right-contexts for each 
character in descending order of occurrence 
(Present Study) 
P 1-
1U*FA* D I _ 1 FE* 
J !-
S 
T - FH* 
N 
T 
A* 
10 FI* 
M 
S 
Y 
I _ 
I 
I 
I - FO* 
R 
D 
S 
A* 
FU* 
P !A 
V*l-
R I-
FA 
P 
N 
U 
K 
1A*FE V*, 
I A* 
'A FI 
V I FA* 
N 
T 
- FN 
- I A* 
U FO 
FA* 
V*|A 
R 1-
G 1-
FU 
N 
S 
T 
lA 
lU 
II 
K*!R 
_ I S A 
IK 
R 
H 
N 
I A 
I A * 
IM 
A lA 
A* IV* 
A* I A 
A lA* 
I IV* 
D 
E 
A 
I 
IN 
IM 
V * 1 A 
E S*!0 G 
K IV* 
lA 
E IN 
H 
E*1K 
I*!T 
Y 
K 
T 
A* 
A J 
FA* 
A*1A 
A II 
I 
K 
FE 
A 
E , 
A* II 
!A 
'A* 
A 
E 
lA 
A* M 
A*|R 
E 
A 
lA 
A* N 
A*|FU 
E 
A 
A*!Y 
IH 0 
FA 
G 
T 
I A 
A* 
A 
R 
I 
IR 
I A* 
Q 
I 
X 
A 
I A * R 
A |A 
A*!FE 
A lA 
E II 
A*|H 
A IM 
E |K U 
R 
N 
K 
lA* V 
A IV* 
A* IN* 
I IR 
W 
A I 
A* I 
I I 
lA 
IQ 
10 
A II 
I*|A 
R I A* 
A* I V* 
A 
0 
|A Z 
I* IK 
A !Y 
0 IT 
A* 
R 
N 
Y 
A I*|U A*I FA 
FA B* A*!C C* 
I A lU* 0 
IH 
IM 
IB 
E* 
V* 
$ I 
.1 
V * 
R G* 
* ' I * 
A 
0 
A * 
- H * -
I _ 
I 
IK 
IH 
I 
I 
I* 
- B* 
V*|U 
Y I A 
T 10 
J* 
E 
A , 
A* I 
IE 
'A K* 
A !A 
A*|U*L* 
I lA* 
A 
A* 
E 
- lA 
M* - |R 
_ I 
N* 
A* 
A* 
A 
0 
ID 
IN 0* 
R 
K 
N 
A* 
A 
R 
P* 
A 
I 
A * II* 
I A 
II Q* 
A 1 
A * " 
E lA* 
.0 R* 
A IE 
I*!I 
E I A 
S* 
A 
A* 
I 
|A 
IS 
1 A* 
T* 
A* IP 
I*!R 
E ID 
U* 
IE 
V*|0 V* 
G 
N 
D 
V* 
I _ 
I 
I _ 
I 
W* 
A 
0 E* X* 
A* IV* 
A* I E* 
I*!A 
Z* A 
0 
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Table - 2.15 
The three most probable left- and right-contexts for each 
character in descending order of occurrence 
(Pilot Study) 
lU S I - S II I*10 - 1- R 1- - 1- P I 
lA FA* P I- FE* N !- FH* - JA FI* - I - FO* - 1 - FU* - !- FA N ! 
IV* G 1- R 1- - lU - 1- - 1- - 1- D*! 
K |A* S I - - I A* V*|K* S I - - |R R 
FE S 10 FI N 1- FN - lU FO R 1 - FU N 1- F: - IR A N 
V*1P* V*!- - I- M l - P I - - IS H 
IA A lA A * 1 A I IK V * I A A lA E * I K Y 1 
l A * B A * I V * C A l A * D A IN E T IV* G A*1 A* H A IL I L 1 
I FA I I R U I V * E | M L I O E I N I * | C G l 
I A* A lA A lA A lA E | A E IK V * | F A A I 
!A J A * I I K E 1 A * L I I A* M A * 1 A * N A l H 0 G I A P R I 
IV* I * | F E A * I I A * 1 L A I I A * | Y N I A* A * | 
l A * A I A A l A A l A A | A H I R A I V * A * | 
II Q T lA* R A*|FI S E l l T A*1P U L 1 A* V A*1N W A 1 |R X IFU* I*|FU A*I A* I*IK K II I IR E l 
lA 1*11 A*1A I*IK R lA I*1U A*1FA A 1 
IQ X A lA Y' A |A* Z I lY A* L 11 B* A* 11 C* A ID D* A* I 
IV* E lA* E IV* A IR Y !M A IC E lA Y 1 
IH V*|V* A l l I*IK V*IA E IE A lA A*1 
IM E* S 1- G* 0 lU H* A IH I* Y lU J* A*1A R* A*l- L* 1*1 
IB CI- A*I- V*IR N I - A H I I - - I 
lA* - lA A*ID V*1A I lA E lA A IE A*1 
lU* M* - |A* N* U IL 0* R lA* P* A II* Q* A*I A* R* 1*11 S* A I 
1- - I R D I S T H * A* II A l O E l A I I 
lA A*IP R IE G |A I*IE* 1*11 A* 
IS T* I*1R U* L 10 V* D 1- W* A lA X* A IE* Z* Y 
I A* E IB* tf lA S I - - I A* A*I-
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Table-2.16 
Occurrence of Hindi Consonants in Initial and Final Position 
in Percent 
Consonants Occurrence 
Posit 
21.05 
1.07 
2.09 
0.48 
1.66 
0.34 
4.45 
0.13 
0.22 
0.13 
0.29 
0.08 
-
-
— 
in Initial 
ion 
Occurrence in 
Final Position 
8.59 
0.81 
2.13 
0.16 
1.10 
0.83 
1.52 
0.16 
1.42 
0.36 
0.33 
-
1.98 
0.71 
0.24 
/k / 
/k^/ 
/ g / 
/^/ 
/y 
/tj/ 
/d5/ 
/dsV 
/h/ 
/tV 
/ d / 
/ n / 
Table 2,16 continued 
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/ t . / 
/ t ^ / 
/ d / 
/ d ^ 
/ n / 
/^/ 
/p / 
/ b / 
/ b ^ 
/m/ 
/J/ 
/ r / 
/ I / 
/w/ 
/ s / 
/ s / 
/ h / 
/kt/V 
/ t r / 
/ g j / 
2 . 8 0 
1.50 
4 . 0 5 
0 . 4 6 
4 . 6 6 
7 . 2 5 
0 . 6 0 
4 . 3 2 
2 . 3 2 
7 . 2 8 
1 .90 
3 . 0 8 
3 . 3 0 
3 . 9 6 
1 .13 
9 . 4 0 
9 . 7 8 
0 . 1 6 
0 . 0 1 
0 . 0 5 
7 . 8 5 
0 . 9 5 
2 . 2 1 
1 .02 
1 0 . 6 3 
1.35 
0 . 6 2 
2 . 4 5 
0 . 2 2 
3 . 9 6 
4 . 9 6 
2 1 . 9 3 
4 . 6 8 
2 . 7 8 
1 .87 
0 . 6 2 
5 . 2 2 
4 . 8 4 
0 . 4 7 
1 .00 
0 . 0 3 
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in initial positions are /k, h, s, m, p, n, d^, b, d, w/ and 
in final position these are /r, n, k, t, s, j, h, 1, m/. 
Some features of occurrence of consonants in initial and 
final positions are given in Table-2.17. The cummulative 
frequency of occurrence in initial position of velar sounds 
out of the entire words initialled by a consonant is maximum 
(34.47%) followed by dentals (26.17%), labials (25.73%), 
palatals (9.61%), and retroflex (3.80%). The percent weights 
carried by dental sounds in entire corpus in final position 
is maximum (32.58%) followed by retroflex (26.97%), velars 
(16.53%), labials (11.38%), and palatals (10.44%). Of the 
entire consonants voiceless account for 54.99 and 34.64 
percent in initial and final position respectively whereas 
voiced consonants are 45.01 and 65.36 percent in initial and 
final position respectively. The fricatives comprise 10.91 
and 7.33 percent and the affricates consist of 6.58 and 3.61 
percent, respectively, in initial and final positions. The 
weight carried by unaspirated and aspirated is 84.45 and 
91.89, and 15.55 and 8.11 percent in initial and final 
positions respectively. The nasals account for 11.94 and 
16.57 percent, whereas stops weigh 48.63 and 66.11 percent, 
respectively, in initial and final position. 
Consonant Clusters:-
In the three most probable left- and right-contexts 
table, it is found that the left- and right-context 
characters of consonants are vowels mostly. Therefore, the 
occurrence of consonants before and after the consonants 
(consonant cluster) were also of interest to examine. The 
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Table-2.17 
Featurewise Distribution of Hindi Consonants in Initial and Final 
Position in Percent 
Feature Occurrence in Initial 
Position 
Occurrence in Final 
Position 
Labial 
Dental 
Retroflex 
Palatal 
Velar 
Nasals 
Fricatives 
Afficates 
Stops 
Voiced 
Unvoiced 
Aspirated 
Unaspirated 
25.73 
26.17 
3.80 
9.61 
34.47 
11.94 
10.91 
6.58 
48.63 
45.01 
54.99 
15.55 
84.45 
11.38 
32.56 
26.97 
10.44 
16.53 
16.57 
7.33 
3 .61 
66.11 
65.36 
34.64 
8.11 
91.89 
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consonant clusters were seen in two ways, i.e., in /oCft/ 
sequence of characters where /ot/ and /ft/ both are consonants, 
/ft/ following consonant is called consonant cluster of /o(. / 
and /oC/ the preceding consonant is called the inverse 
consonant cluster of /ft/. 
Automatic speech recognizer systems may incorpate 
phonetic detail rules, coarticulation regularities and 
phonetic universals, regularities of syllable structure, 
allowable consonant clusters, and specific phonological rules 
of speech sound structure. Consonant clusters, useful in 
recognition, were derived from the digram sequences. 
Many researchers have studied acoustic properties of 
clusters in English and other languages e.g., (Menon et al., 
1969). The consonant clusters and inverse consonant clusters 
occurrence have been deduced from digram Tables-2.11, 2.12 
and 2.13 and presented in Tables-2.18 and 2.19 respectively 
in which the first column describes the first consonant, the 
second its relative percentage of its frequency of occurrence 
and the third lists the cluster consonants in the descending 
order of frequency of occurrence (only for consonants for 
which clusters are sizable). For comparision of our data on 
the consonant clusters the results of German and English 
(Moulton, 1962) have also been presented in Table-2.18. The 
status of separate characters/symbols for the very frequently 
occurring clusters /fr/ tgjT FH*], /ktrV [^ . Q*], /tr/ [YT , 
Z], and /gj/ [^ r,Z*] has been brought down to that of 
consonant clusters coprising /C4C7,/ structures. 
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Table - 2.18 
Consonant Clusters in Hindi, German and English 
Consonants Relative 
(present study) Percentage 
Incidence of Consonant Clusters 
Hindi 
/k/ 
/ ^ 
/g/ 
/tr/ 
/d3/ 
/t/ 
/n/ 
/t/ 
/t^ 
/d/ 
/cfy 
/m/ 
/n/ 
/r/ 
/I/ 
/w/ 
/s/ 
/ * 
/J/ 
/P/ 
/P^ 
7.03 
0.96 
1.97 
2.21 
1.52 
1.64 
0.52 
7.59 
0.36 
5.66 
1.80 
5.02 
5.38 
17.50 
2.53 
0.60 
12.20 
3.14 
3.73 
14.67 
0.48 
/t/ 
/d/ 
/r/ 
/tr/ 
/O/ 
/r/ 
/d/ 
• 
/t/ 
/J/ 
/w/ 
/J/ 
/b/ 
/h/ 
/J/ 
/k/ 
/J/ 
/t/ 
/t/ 
/w/ 
/r/ 
/t/ 
/r/ / j / 
/J/ 
/trV 
/t/ 
/J/ /w/ 
/d^ /r/ 
/P/ /r/ 
/J/ /d/ 
/m/ / ^ 
/I/ /P/ 
/r/ 
/t^ /w/ 
/tV /o/ 
/J/ /r/ 
/t/ / j / 
/t/ 
• 
/m/ 
/3/ 
/m/ 
/t/ 
/w/ 
/J/ 
/JV 
/tr/ 
J 
/n/ 
/t^ /t/ 
/k/ /p/ 
Table-2.18 continued 
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/b/ 
/h 
German 
/P/ 
/b/ 
/t/ 
/d/ 
/k/ 
/g/ 
/E^ 
/s/ 
'V 
English 
/P/ 
/b/ 
/t/ 
/d/ 
• 
/k/ 
/g/ 
fh 
/s/ 
/r/ 
1.80 
0.44 
/r/ 
/r/ 
/r/ 
/r/ 
/r/ 
/r/ 
/r/ 
/I/ 
/r/ 
/r/ 
/r/ 
/r/ 
/r/ 
/r/ 
/r/ 
/r/ 
/I/ 
/r/ 
/I/ 
/I/ 
/m/ 
/w/ 
/I/ 
/I/ 
/I/ 
/n/ 
/I/ 
/I/ 
/I/ 
/m/ 
/w/ 
/I/ 
/I/ 
/I/ 
/n/ 
/I/ 
/b/ /d^ /d/ 
/r/ 
/n/ 
/w/ 
/n/ 
/n/ 
/m/ 
/n/ 
/w/ 
/w/ 
/w/ 
/w/ 
/w/ 
/m/ 
/m/ 
/w/ 
/w/ 
/w/ 
/m/ /w/ 
/w/ 
/w/ 
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Table-2.19 
Inverse Consonant Clusters in Hindi 
Consonants 
/k/ 
/g/ 
/t// 
/d3/ 
/t/ 
• 
/d/ 
• 
/^/ 
/t/ 
/t»»/ 
/d/ 
/d^ 
/n/ 
/n/ 
/J/ 
/r/ 
Relative 
Percentage 
2.30 
0.99 
2.55 
0.60 
0.75 
4.50 
0.43 
0.67 
1.06 
10.99 
3.76 
2.13 
1.56 
3.72 
1.81 
18.52 
21.85 
Incidence 
/s/ 
/r/ 
/t// 
/t// 
/r/ 
/s / 
/s / 
/ff/ 
/r/ 
/k/ 
/s/ 
/n/ 
/d/ 
/r/ 
/n/ 
/w/ 
/s/ 
/P/ 
/r/ 
/I/ 
/d/ 
/r/ 
/dj/ 
/r/ 
/r/ 
/s/ 
/r/ 
/r/ 
/b/ 
/ « / 
/t/ 
/k/ 
/d/ 
/k/ 
/w/ 
of Consonant Clusters 
/r/ 
/k/ 
/t/ 
/I/ 
/r/ 
/t/ 
/ s ^ 
/n/ 
/k*^ / 
/g/ 
/t/ 
/k/ 
/s/ 
/n/ 
/b/ 
/s/ 
/r/ 
/s^/ 
/t/ 
/b*^ / 
/t/ 
/P/ /r/ 
/d*"/ /t/ /d5/ 
/I/ 
/d/ /n/ / s ^ 
/s/ /i"/ 
Table-2,19 continued 
/I/ 
/H/ 
/S/ 
/s / 
/// 
/h/ 
/P/ 
/b/ 
60 
1.06 
6.99 
1.49 
1.42 
0.60 
3.48 
2.63 
1.63 
0.53 
/I/ 
/s/ 
/t/ 
/r/ 
/r/ 
/n/ 
/•»/ 
/ « / 
/r/ 
/k/ 
/d/ 
/r/ 
/ « / 
/s/ 
/r/ 
/ B / 
/s/ 
/r/ 
/s/ 
/t/ 
/b/ 
/t/ 
/k/ 
/I/ 
/s^ /PV 
/I/ 
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Clusters:-
It is observed that /t"^ , d, d^, h, g^, trs. d^, j/ do 
not have clusters in general so these consonants are not 
listed in the Table-2.18. The unaspirated unvoiced stop 
consonants normally cluster with the liquid /r/, with their 
own category of consonants and with the continuants / j / and 
/w/ while their voiced counterparts cluster with consonants 
of their own variety and characteristics, continuants /w, 0/ 
and liquids /r, 1/. Consonant /t/ cluster with liquid /r/ is 
so abundant that it is assigned a distinct identity in the 
form of ->r/tr/ in Hindi orthography and been identified by Z 
in our coding. Similarly cluster of consonant /k/ with 
affricate /tf^/ is also equally abundant and is assigned a 
separate symbol in orthography [^] and therefore in our own 
code [Q*]. Cluster of voiced unaspirated stop /g/ with 
continuant / j / , though not as abundant as "JT and ^ T is also 
identified distinctly by symbol^ in Hindi orthography [our 
code Z*]. The consonant /d/ does not cluster very frequently. 
Voiced and unvoiced aspirated consonants making cluster 
generally do so with continuant / j / . An interesting cluster 
is /pi/ with /t/ which is probably due to the influence of 
Persian on Hindi. The sound /w^t/ has been mistakenly 
recorded for the borrowed yet very common pronounciation of 
/^t/. /JV incidently is not accepted as a constituent sound 
of Hindi language. In the fricative /s/ the clusters are with 
unvoiced stops and continuants / j , w/ but /r/ has clusters 
with continuants, liquids and the affricate /tr /. This 
difference is notable as featurewise /s/ and /f / have 
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difference of place only, /tf, t, t, d, b, m, n, and 1/ have 
clusters with themselves also. In Hindi there are compound 
consonant characters /ktp/ [gT.Q*], /tr/ [•>r,Z], /gj/ [-iff.Z*] 
which do not appear as clusters in Table-2.18. In German and 
English clusters of consonants are mainly with liquids /r, 1/ 
tSSSc which is a feature quite distinct from the consonant 
cluster rich Hindi language. 
Inverse Clusters:-
It is found that /k^, g^, d^^, d^, p^/ do not have 
inverse clusters in general so these consonants are not 
listed in the Table-2.19. In case of unvoiced unaspirated 
stop consonants the inverse clusters are with liquid /r/, 
with the same category of consonants and with /s/ while their 
voiced consonants have inverse cluster consonants with liquid 
/r/,\same category of consonants; /d/ clusters inversely with 
/rT/, /d/ with /n,l/ and /b/ with /m/. Voiced and unvoiced 
aspirated consonants make inverse cluster generally with 
liquid /r/ with the exceptions of /trV which has 
clusters with /tf/, /t/ inversely clustering with /sV and 
/h/ which clusters inversely with /n/and/m/v In /s, s"^ , C/ 
the inverse clusters are mostly with liquid /r/ but /s/ has 
additional inverse clusters with /t, s, k and 1/. /tr, t, t, 
b, m, n, r, 1 and s/ have inverse clusters with themselves. 
Table-2.20 presents a consolidated and normalised [total 
number of characters/symbols 1,000,000] data relating the 
place of consonant C4 with that of consonant C2. , in 
accordance with the definition of place described earlier. 
inverse 
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Table-2.20 
Placewise Clustering of Consonants /Z^^^/ for a Nornalized Corpus 
of 1,000,000 Characters 
Consonants /C^/ 
2 ^ * 
Consonants /C^/ 
FROHT 
SOUNDS 
(1) 
HIDDLB 
FRONT 
(2) 
MIDDLE MIDDLE- BACK 
SOUNDS BACK SOUNDS 
(3) (4) (5) 
FRONT SOUNDS 
/P, P , b, b , 
n, w/ (1) 
MIDDLE-FRONT 
/t, t , d, d , 
n, s, 1/ (2) 
MIDDLE SOUNDS 
/t, t , d, d , 
<w h • 
r, n, r, r / 
(3) 
MIDDLE-BACK 
/tj, t/**, d3, 
dj , tr, j, 
J/ (4) 
BACK SOUNDS 
/ k . k^ g, g ^ 
h, sV (5) 
96 
164 
36 
22 
59 
238 
10 
111 
380 
2028 
100 
18 
142 
97 
214 
74 
104 
2228 
100 
40 
0 
9 
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Concluding Reaarks:-
Machine recognition of speech needs higher sources of 
knowledge of language including statistical information too. 
Recently computer and information scientists have got 
interested in relative frequencies of occurrence, digram and 
trigram of phonemes as acoustic characteristics of phonemes 
depends too much on its neighbours. This study contains an 
exhaustive yet modest treatment on the corpus of about 
1,35,014 running words. Frequency of occurrence of different 
Hindi characters, digram sequences of Hindi characters, three 
most probable left- and right-contexts and consonant 
clusters. Results have been compared with other studies of 
Hindi including our pilot study. 
Probabilistic data of a language is important for 
choosing material for acoustic phonetic studies. The 
consonant clusters of printed Hindi text material has been 
obtained from digram sequences of Hindi consonants. The 
results of most frequent clusters have been discussed in 
terms of their features. The use of compound consonants in 
Hindi orthography has been discussed. It is also found that 
the consonant clusters occurrence of Hindi is quite different 
from that of German and English. One major finding is that to 
some extent the results of our pilot study have striking 
semblance with our present study and could be sufficient for 
Q^SEI^S* part of study related to Hindi language. 
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Chapter 3 
STATISTICAL STUDY OF HINDI WORDS AND PHONETICALLY 
BALANCED HINDI MONOSYLLABIC WORD LISTS 
: 66 
Introduction:-
The most important statistics in the different languages 
are the relative frequencies with which the speech sounds 
occur. Before proceeding further, it is proper to point out 
that the inferred statistics are subject to the limitations 
which are inherent in the sampling methods employed. 
Computation of letter/character frequencies received 
attention very early in most European languages. Word 
frequency counts have also been in existence for a long time. 
The early incentive for compiling letter/character, digram, 
trigram frequencies arose from the need for deciphering enemy 
cryptograms. Letter/character frequencies, besides, were 
significant in the design of telegraph codes. 
It has been often argued that the phoneme is the basic 
linguistic unit of machine. Many researcher, however, even do 
not believe in the physical existence of phonemes in a 
language and rather commend that 'words' are the basic units 
of a language. We have, therefore, undertaken study of word 
frequencies, etc. A modest review of various kind of word 
studies using a variety of methods has already been presented 
in chapter-I. In this chapter we present the results 
of the computation of word frequencies: an attempt has been 
made to describe syllable and word, word counting and the 
results of Hindi words frequencies along with the syllabic 
structure of words has been discussed. Details of an attempt 
to develop Hindi PB (phonetically balanced) lists have also 
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been presented. 
Syllables:-
The smallest groups and combinations of sounds that nay 
be independently entered in connected speech are called 
syllables. Since the concept of the syllable is a familiar 
and everyday one, it might be expected that linguists had 
long since agreed what the syllable is, and how and why 
sounds group themselves into syllables. In fact this is not 
so. The Swiss linguist de Saussure in his 'Course in General 
Linguistics', which was first published in French (1916), 
suggested that the syllable was based on the opening and 
closing of the vocal tract as the speaker moved from one 
sound to the next. This idea has an elegant simplicity which 
must be substantially correct. But as de Saussure himself 
pointed out, this basic idea does not account for all the 
patterns we might regard as syllables. 
The chief criterion which governs the division of a 
string of phonemes into syllables is the size of the oral 
cavity required for the different sounds. The syllabic is the 
most open sound, generally a vowel. One can as a rule count 
the number of syllables in a word or phrase t?y counting the 
number of vowel phonemes. The segment at the syllable 
boundary is the closest sound. Any sounds between the 
boundary segment and the syllabic are arranged in order of 
increasing cavity size, and if any sound follow the syllabic 
they are in decreasing order of cavity size. Languages differ 
considerably in the number and type of phonemes that are 
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allowed to combine in the syllable. A language which has very 
conplex syllable structures has some extra principle at work. 
Words:-
A phrase is made up of one or more accent groups, and 
each accent group contains one or more words. All words are 
combinations and permutations of the specifically linguistic 
elements we know as consonants and vowels. These are governed 
by phonology, the component of every language that forms all 
its words - past, present, and future - by a systematically 
constrained application of the combinatorial principle 
(Liberman, 1988). The unique characteristic of words, as 
opposed to all nonlinguistic vehicles of communication, is 
that their meanings are given, not by a direct link to the 
physical signals (sounds, sights, smells, etc.), but, 
indirectly, via the phonological structures these signals 
convey. We should suppose, therefore, that every word, 
whether spoken or written, refers to such a structure. If the 
language system is to find the meaning of a word, it must, 
perforce, know which word - that is, which phonological 
structure - it is to find the meaning of. 
Speaking a word would have been exactly equivalent to 
spelling it - that is, to setting out the sequence of 
consonants and vowels it comprised. Listening to such an 
explicitly segmented sound would have made its phonological 
spelling equally plain. To convert from this acoustic 
alphabet to one conveyed optically, by letters/characters, 
would have been straightforward and easy; anyone who could 
produce and perceive speech would have had only to learn a 
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few perfectly transparent associations. Consequently, reading 
and writing would have been atleast as easy as speaking and 
listening. 
Research into the structural analysis of spoken words 
and its relationship to reading and spelling abilities has 
yielded valuable diagnostic and instructional information 
thus far. It is clear that children with reading and spelling 
problems are less able than their normally achieving peers to 
analyze spoken words into their constituent phonemes ( Hyla 
Rabin, 1987). But, as a result, speaking a word does not 
require knowing how it is spelled, or even that it has a 
spelling (Liberman, 1988), Given that the speaker has thought 
of the word, the phonetic module takes care of the rest, 
automatically selecting and regulating the string of 
consonants and vowels the word comprises. 
Word Counting:-
One of our aims of the study is to find out the most 
frequent words present in our corpus of statistical studies 
collected from the different sources; to find out the 
frequency of words occurring in our corpus so as to select 
words for acoustical phonetic studies for Hindi speech 
recognition and synthesis studies. We have used a computer 
for the present study as it can sort, compile and compute the 
words. Besides, it has capability of scanning the entire 
corpus, pickout certain combinations, compute their frequency 
of occurrence, their absolute frequencies and arrange them in 
the increasing/decreasing order of frequency and print the 
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result with more accuracy than any investigator or team of 
investigators could do manually. 
Results and Discussions:-
In present study, the frequency of occurrence of 12,307 
words out a corpus of 135,014 running words comprising 7,244 
sentences having an average 18.64 words [including VIRA*M 
(full stop) /./] per sentence has been determined by our 
computer program (Appendix-D). The program has however 
included punctuations such as VIRA*M /./ and figures such as 
/6,73,737/, /4.67/, /I,988-2,000/, /28VA*V*/ etc., as words. 
These comprise 292 different 'words' occurring a total of 
12,077 times. Punctuations such as Comma /,/ and dash /-/ and 
decimal point /./ within the number boundaries have not been 
counted separately. Total occurrence of punctuations is 
11,144 while pure and cocktail numbers (such as 28VA*V*) 
occur 917 and 16 times respectively. The total comprises a 
sizable 8.94 percent of the entire corpus. The word lists are 
arranged in standard English keyboard alphabetical order. 
From this sorted list of alphabetical order, the 200 most 
frequently occurring words were taken for further studies. 
The list of 200 most frequent words with their rank orders 
are arranged in the Hindi alphabatic order in Table - 3.1. 
Table - 3.1 also presents, for comparision, the similar 
results of an earlier study of Hindi language (Ghatage, 1964) 
along with their rank orders. Table-3.1A presents the list of 
the first 200 words in the descending rank order; the group 
of words having the same frequency of occurrence have been 
arranged alphabatically, and have been indicated by an 
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Table-3.1 
Hindi Alphabatic List of 200 Most Frequent Words and 
Their Rank Orders 
Hindi Orthography 
mT 
3T"fiRi 
3FII 
y^mr 
"S^T 
s g ^ 
m^ 
319 
3TT 
3?-R 
3Tr=5tpI^  
3IT^  
STT 
%^ 
f^l 
Ifflt 
5f!^ 
IH^ 
3""vil 
3^ 
J^T 
J^Jlft-
J ^ 
3^¥ 
3^gr^ 
3-n 
Jfl^ T 
3?!^ 
JH^ 
3-a% 
IPA Symbol 
/AgAr/ 
/Ad'^Ik/ 
/And/ 
/AnlJsar/ 
/APAna/ 
/APAni/ 
/APAne/ 
/Ab/ 
/a/ 
/ady 
/andolAn/ 
/an£/ 
/ap/ 
/In/ 
/Is/ 
/Isi/ 
/IsAke/ 
/IsAse/ 
/ut/t// 
/Un/ 
/UnAka/ 
/UnAki/ 
/UnAkE/ 
/Unht/ 
/Unhang/ 
/Us/ 
/UsAka/ 
/UsAki/ 
/UsAke/ 
/UsAne/ 
Rank Order 
166 
100 
106 
128 
142 
53 
34 
65 
94 
63 
160 
149 
85 
50 
21 
123 
87 
182 
195 
92 
155 
60 
112 
82 
42 
70 
186 
151 
71 
124 
Rank Order 
-
21 
87 
164 
63 
46 
15 
36 
64 
88 
-
-
49 
69 
26 
132 
62 
173 
-
174 
102 
53 
40 
56 
52 
33 
41 
117 
38 
50 
Table-3.1 continued 
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^ ^ 
^ ^ 
/Use/ 
/ek/ 
/€,w/Mn/ 
/esa/ 
/ese/ 
/or/ 
/Or/ 
/Mi/ 
/kAm/ 
/kAr/ 
/kArfi? 
/kArAke/ 
/kArAta/ 
/kArAte/ 
/kArAna/ 
/kArAne/ 
/kAha/ 
/ka/ 
/kap i/ 
/kam/ 
/karAn"/ 
/karrAwai/ 
/kl/ 
/kisan/ 
/kl Ban's/ 
/kisi/ 
/kija/ 
/ki/ 
/klitj^/ 
/kE/ 
/ko/ 
/koi/ 
/kja/ 
/kjokl/ 
/k^lap^ 
/gAja/ 
/gA.i i/ 
74 
15 
86 
105 
196 
90 
8 
141 
134 
22 
178 
167 
119 
20 
99 
16 
30 
7 
188 
107 
95 
190 
9 
147. 
101 
51 
26 
4 
40 
1 
5 
38 
62 
148 
161 
28 
37 
37 
27 
-
-
133 
82 
2 
134 
-
23 
143 
-
-
110 
122 
-
-
-
-
72 
43 
-
7 
-
-
44 
20 
98 
16 
-
-
125 
176 
-
-
32 
75 
Table-3.1 continued 
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w 
sfTnr 
fsTifi 
or 
CJPT 
•mUT 
rctd*-57 
•5t 
/gAje/ 
/g^Ar/ 
/t|ahlje/ 
/tJUnaw/ 
/tJUnawo*/ 
/djAnAta/ 
/d5Ab/ 
/dsa/ 
/d3aega/ 
/djata/ 
/d3ati/ 
/d3at£/ 
/djane/ 
/d3ls/ 
/dziwAn/ 
/d3o/ 
/tAk/ 
/tAt*^ a/ 
/tAb/ 
/tArAh/ 
/to/ 
/t^/ 
/th/ 
/t\/ 
/dAl/ 
/din/ 
/dlja/ 
/dIsAmbAr/ 
/di/ 
46 
177 
138 
102 
185 
118 
55 
44 
200 
73 
125 
145 
80 
172 
191 
32 
33 
39 
159 
83 
19 
23 
45 
35 
139 
114 
31 
199 
72 
177 
22 
28 
29 
94 
59 
107 
179 
141 
151 
18 
34 
14 
76 
9 
3 
6 
8 
85 
30 
147 
Table—3,1 continued 
: 74 
BTfT 
or 
iJTT 
y Priil TfT 
5TcT 
/cl£/ 
/dete/ 
/dejit/ 
/dej/ 
/do/ 
/don^/ 
/dwara/ 
/nA/ 
/nAhT/ 
/nam/ 
/ng/ 
/n£.ta/ 
/njajalAj/ 
/PAr/ 
/pAhAl8/ 
/parti/ 
/pas/ 
/pUlIs/ 
/pura/ 
/prAkar/ 
/prAtI/ 
/prAtljAt/ 
/prapt/ 
/P^lr/ 
/bAtaja/ 
/bAn/ 
/bAna/ 
/bAhUt/ 
/bad/ 
/bat/ 
/bar/ 
/bare/ 
/bitJ/ 
140 
194 
98 
48 
113 
184 
67 
29 
13 
111 
14 
183 
173 
11 
133 
135 
152 
115 
171 
156 
192 
197 
153 
88 
97 
179 
181 
89 
58 
57 
193 
121 
157 
155 
95 
25 
13 
5 
126 
65 
74 
66 
48 
115 
135 
73 
90 
103 
77 
128 
114 
178 
Table-3.1 continued 
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vft-
if 
If 
IIS 
T^ 
W 
mj 
trrar 
1H 
g^ 
erg 
nir 
•fHtrrr 
/b"arAt/ 
/b\rAtij/ 
/bV 
/mayi^ / 
/mUdj^e/ 
/«£/ 
/mtre/ 
/me'/ 
/mens/ 
/oAdl/ 
/JAh/ 
/aAha7 
/ja/ 
/oe/ 
/rAha/ 
/rAhi/ 
/rAhe/ 
/radza/ 
/radjj/ 
/rup/ 
/lAga/ 
/lija/ 
/llj£/ 
/le/ 
/ltk/\r/ 
/lekin/ 
/Itk^/ 
/log/ 
/logo/ 
/ W A / 
/wArs / 
/wAh/ 
/wAhlT/ 
/wale/ 
/wlkas/ 
/witjar/ 
/wg/ 
146 
137 
12 
158 
103 
2 
127 
54 
109 
81 
18 
104 
76 
129 
41 
59 
36 
154 
180 
96 
122 
132 
25 
170 
175 
56 
150 
108 
66 
61 
130 
27 
167 
84 
176 
110 
43 
96 
68 
11 
-
35 
-
70 
24 
60 
78 
17 
61 
51 
139 
101 
67 
54 
-
-
-
84 
55 
-
86 
158 
79 
-
58 
-
145 
-
10 
80 
-
-
-
81 
Table-3,1 continued 
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?Tffft" 
fFirfH 
1? 
lYlT 
etm-
/wjAktl/ 
/wjAktljcT/ 
//Uru/ 
/sAkAta/ 
/sAkAti/ 
/sAkAte/ 
/sAtta/ 
/s^b/ 
/sAbV 
/sAbXd^ 
/sAmAj/ 
/sArAkar/ 
/sArAkari/ 
/sat^/ 
/S£/ 
/st^Itl/ 
/hAm/ 
/hAmare./ 
/hAme/ 
/hAr/ 
/hi/ 
/hUa/ 
/hUi/ 
/hue/ 
/hi?/ 
/he/ 
/h^/ 
/ho/ 
/hoga/ 
/hogi/ 
/hota/ 
/hoti/ 
/bote/ 
/hone/ 
131 
174 
136 
78 
163 
143 
120 
162 
126 
198 
68 
47 
184 
69 
6 
189 
64 
165 
168 
144 
17 
52 
75 
49 
91 
3 
10 
24 
77 
116 
93 
117 
169 
79 
-
-
-
-
-
-
-
-
-
-
-
-
-
99 
-
-
-
-
-
-
19 
31 
91 
39 
157 
1 
-
12 
116 
170 
92 
149 
112 
* , Ghatage ( 1 9 6 4 ) . 
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Table-3.1A 
200 Most Frequent Hords in Descending Rank Order 
(Present Study) 
Rank Order 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
Hindi Orthographic form 
I 
fT 
3rtr 
? 
afl-
^s 
nY 
«ir 
BY 
•ftjtrr 
•fcroT 
^Y 
IPA Symbol 
/kt/ 
/he/ 
/ki/ 
/ko/ 
/SB/ 
/ka/ 
/or/ 
/kl/ 
/h"^ / 
/PAr/ 
/b^i/ 
/nAhT/ 
/nt/ 
/£k/ 
/kArAn£/ 
/hi/ 
/JAh/ 
/to/ 
/kArAte/ 
/Is/ 
/kAr/ 
/ t ^ / 
/ho/ 
/llj£/ 
/kija/ 
/wAh/ 
/gAja/ 
/nA/ 
/kAha/ 
/dija/ 
/djo/ 
Table-3.lA continued 
36 ?% 
37 ^ 
48 jt ^ 
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33 fWf / t A k / 
34 3m^ /APAne/ 
35 ^ / t \ / 
/ r A h t / 
/gAJ i / 
38 H i \ i / k o i / 
39 ^^  ffWr / t A t V 
40 ^ / k U t J ^ / 
4 1 <r8T / r A h a / 
42 3^SY^ /UnhoriE/ 
43 ^ / w £ / 
44 X- ;?T / d z a / 
45 Jt ifr /t"i/ 
46 ^ / g A J £ / 
47 ?!f5Tr / s A r A k a r / 
/de// 
49 *t 5^ /hUe/ 
50 5q[ / I n / 
51 -Pfffr /kisi/ 
52 |3n" /hUa/ 
53 * 3nrfr /APAni/ 
54 ^^  Ir /m^/ 
55 um / d 3 A b / 
56 ? r f^ / l e k i n / 
57 5Tn /bat/ 
58 g r ^ / b a d / 
59 f ^ / r A h i / 
60 3 ^ /UnAki/ 
61 g /WA/ 
62 ftlT / k j a / 
63 3rR / a d / 
64 SU /hAm/ 
65 OT / A b / 
f s j 
/ l o g o / 66 FfYlV 
67 Srrr / d w a r a / 
66 »^* n W /sAmAJ/ 
69 * * arO / s a t ^ / 
70 Jt Jfl / U s / 
Table-3,lA continued 
: 79 : 
71 ^ 
72 
73 
74 
75 ft* 
76 * * 
77-K-
78 ¥c 
79 
80 
81 
82 X-
83 it 
84 
85 
86 
87 
88 
89 
90 
91 
92 
93 
94 * 
95 it 
96 
97 ^ 
98 * 
99 Jt 
100 
101 
102 * 
103 * 
104 * 
105 
106 ¥,* 
107 * * 
108 * * 
err 
?wfnT 
sYrfT 
3(1 
W 
5frrqT 
/UsAke/ 
/ d i / 
/dga ta / 
/Use/ 
/hUi/ 
/ j a / 
/hoga/ 
/sAk/\ta/ 
/hone/ 
/d jane/ 
/oAdI/ 
/Unhr/ 
/ t A r A h / 
/ w a l £ / 
/ a p / 
/£WAm/ 
/ I s A k e / 
/ P ^ l r / 
/bAhUt / 
/ o r / 
/ h u / 
/ U n / 
/ h o t a / 
/ a / 
/karAiT/ 
/ r u p / 
/ b A t a j a / 
/ d e n t / 
/ kArAna / 
/ A d ^ I k / 
/ k l sari 's/ 
/ t J U n a w / 
/ m U d j ^ / 
/JAhSy 
/ e s a / 
/ A n o / 
/ kam/ 
/ l o g / 
Table-3.1A con t inued 
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109 ^^  ^ /m^n£/ 
1 1 0 * ffcnrr7 / w l t | a r / 
111 ^T^ /nam/ 
112 J ^ /UnAke/ 
113 5 t / d o / 
114 t t H / d i n / 
115 *it J t ^ / p U l I s / 
116 *it g Y ^ / h o g i / 
117 jt sVlfr / h o t i / 
118 ** *?5TTrr /djAnAta/ 
119 jt ^RTTT /kArAta/ 
120 * ?rniT / s A t t a / 
121 ^J\ / b a r e / 
122 frnr /lAga/ 
123 ¥r W?fr /Isi/ 
124 *• ^ /UsAnE/ 
125 * ^Tjfr / d 3 a t i / 
126 n>fr / s A b ^ i / 
127 Ift" / n £ r e / 
128 it 3l3?rrr /AnUsar/ 
129 }t ^ /5a/ 
130 ipJ /wArs^/ 
131 TirPmr /wjAkti/ 
132** "ftPTT / l l d a / 
133** Pl^ /PAhAie/ 
134 * W /kAm/ 
1 3 5 * irreT / p a r t i / 
136 r j? ! / / U r u / 
137 VrrrrftTf / b ^ a r A t l j / 
138* irr 'ft? / t / a h l j £ / 
139* 5Pr / d A l / 
140 * ?r /de/ 
141 ^ / k A i / 
142 X* 3nnT /APAna/ 
1 4 3 * * ^ /sAkAte/ 
144 * g;^  /hAr / 
145 * ^ > r / d g a t e / 
146 ** Vrrnr / b ^ a r A t / 
Table-a.lA continued 
: 81 
147 K-K 
148 ** 
149 * 
150 * 
151 ith 
152 *it 
153 *^ 
154 * it 
155 X: 
156 * 
157 *ik 
158 *}t 
159 *•* 
160 * 
161 K 
162 * 
163 
164 * 
165 * 
166 * } » • 
167 **t 
168 It 
169 }t 
170 It 
171 * 
172 H»t 
173 i*i< 
174 *it 
175 it 
176 * 
177 
178 
179 * 
180 * 
181 ** 
182 «** 
183 * * f r 
184 **• 
3rr% 
qr?! 
?T3IT 
^^ 
/ k i s an / 
/kookl/ 
/ ane / 
/ l£k^ / 
/Us/\ki/ 
/ p a s / 
/ p r ap t / 
/ r a d j a / 
/UnAka/ 
/prAkar/ 
/ b i t j / 
/mar^/ 
/t-^b/ 
/andolAn/ 
/ k ^ I l a p ^ 
/sAb/ 
/sAkAti/ 
/don'o/ 
/hAmare/ 
/AgAr/ 
/wAha/ 
/hAmg/ 
/ h o t e / 
/le/ 
/pura / 
/dsis/ 
/ n j a j a lA j / 
/MJAktIjo/ 
/lEkAr/ 
/wlkas/ 
/g^Ar/ 
/kAre/ 
/bAn/ 
/radja/ 
/bAna/ 
/IsAse/ 
/neta/ 
/sArAkari/ 
Table-3.lA continued 
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185 * 
186 * 
187 ^ 
188 ^ 
189 fr 
190 
191 «. 
192 ^ 
193 Jtit 
194 i<* 
195 *y= 
196 * 
197 * 
198 It 
199 int 
200 If*-
tjHTqr 
zmr 
V7^ 
^qH" 
fparfh 
^jfnri 
wll^ 
jttr 
STf 
^ 
jrg 
^ 
JJ frtiJ TFT 
^ivt 
•f^?rwir 
o l T ? ^ 
/trUnawoV 
/Us/\ka/ 
/ kArAke/ 
/kap i / 
/ s t^^ I t l / 
/karrAwai/ 
/d^iwAn/ 
/p rAt I / 
/ b a r / 
/ d t t t / 
/ U t / t / / 
/ e s e / 
/ p r / l t l /At / 
/sAbK'd^ 
/dIs/\HibAr/ 
/d3a£ga/ 
: 83 
astrisk (*) when there is a distinct boundary and by ** when 
the groups touch each other. The words which occur more than 
1,000 times out of the 135,014 computer recognised running 
words are in decending order as: 
5069 occurrences 
4055 occurrences 
3967 occurrences 
3518 occurrences 
2406 occurrences 
2386 occurrences 
2128 occurrences 
1913 occurrences 
1795 occurrences 
1565 occurernces 
1538 occurrences 
1303 occurrences 
1283 occurrences 
1200 occurrences 
1032 occurrences 
The percent occurrence weight (normalised by excluding 
the 12,077 computer recognised non-words) of words in the 
total normalised corpus of 122,937 (135,014-12,077=122,937) 
words can be seen from the following figures: 
1. 
2 . 
3 . 
4 . 
5 . 
6 . 
7. 
8 . 
9 . 
10. 
11 . 
12. 
13 . 
14. 
15. 
KE 
MEV* 
HE* 
KI* 
KG 
SE 
KA* 
FO*R 
KI 
HE*V* 
PAR 
B*I* 
NAHI*V* 
NE 
FEK 
( ^ ) 
( ^ ) 
(1) 
( & 
(A 
ih 
<m 
( ^ 
dh) 
(?) 
cqr) 
c * 
(-=T§i) 
( ^ ) 
(V^ 
First 5 words 
First 10 words 
First 20 words 
First 50 words 
15.47% 
23.43% 
32.29% 
43.26% 
: 84 : 
First 100 words : 52.36% 
First 200 words : 61.42% 
All the rest of the words which amount to about 36.58% of the 
total numbers of normal words have an occurrence between 83 
and 1. A total of 5,320 words comprising 4.33% had a single 
occurrence while words with occurrence of 2, 3, 4 and 5 times 
each number 1,896 (3.08%), 912 (2.23%), 620 (2.02%) and 432 
(1.76%) respectively. 2,635 words having repetition between 6 
to 82 times each (average frequency of occurrence=11.74) 
comprise a cummulative occurrence of 30,939, a 25.17% of the 
normalised corpus. 
As regards the most common words, it is noticed that out 
of the listed 15 words having occurrence in excess of 1,000, 
14 words are monosyllabic, NAHI*V* /nAhT/ being the only 
exception. Eleven words have the /CV/ structure, two have 
/VC/ structure and one each have the /CVC/ and /CVCV/ 
structures. Among the first 20 most frequent words, 17 are 
monosyllabic while 3 words are disyllabic. Among the first 50 
most frequent words, more than half (33 words) are 
monosyllabic , 16 are disyllabic and a single word is 
trisyllabic. 
The whole list is quite important from the point of view 
of statistical analysis. The words CUNA*V (-K^^), PA*RXI* 
CRTcl), DAL (^ oO etc. have occurred more due to time and event 
dependent features pertaining to election activities during 
the collection period of the corpus. 
The high frequency of the following words indicates that 
our corpus is also frequently related with criminal 
85 
activities; a reflection that our corpus is close to the 
sources of coDDon interest: 
1. PULIS /pUlIs/ (JtoW), the police 
2. NYA*YA*LAY /njajalAj/ (""^ rmTc^ FD, the judioial court. 
A comparative study of 20 nost frequent words is also 
nade with the 20 Dost frequent words of Urdu (Khan et al., 
1984), a structurally similar sister language normally 
written in Persian script (Table - 3.2). The comparision 
shows that out of these 20 most frequent words, 13 words are 
the same with slightly different rank orders and 7 words are 
distinct in the two lists. 
From Table - 3.1, it is observed that only 125 words 
from among the 200 most frequent ones are common with that of 
an earliar (Ghatage, 1964) study, having slightly differing 
rank orders; the remaining 75 words are quite different. One 
of the reasons could be the two distinct kinds of corpus used 
in the two studies; whereas we have collected our materials 
mostly from printed news-papers and only occasionally from 
current monthly magazines such as scientific, film etc., 
Ghatage's study contains news-papers and periodicals (dailies 
and weeklies), novels, dramas, short stories, essays, 
scientific and serious literature, literature for children, 
literature for women, literature for neo-literates, 
transcribed radio talks, movie scripts, and translations from 
English and other Indian languages. The two corpus have 
distinct environments. Our bias for daily news-papers is due 
to our desire to study and learn the rank order of common 
: 86 
Tablo-3.2 
Conparision of 20 Most Frequent Words of Hindi with Urdu 
Hindi Urdu 
KE 
MEV* 
HE* 
KI* 
KO 
SE 
KA« 
FO*R 
KI 
HE*V* 
PAR 
B*I* 
HAHI«V* 
NE 
FEK 
KARAME 
HI* 
YAH 
TO 
KARATE 
KE 
KI* 
ME*V* 
ME 
SE 
FO*R 
HE* 
T*A* 
KA* 
KAR 
MEV* 
FUH 
B*I* 
KO 
FEK 
MUJ*E 
VAH 
TO 
T*E 
KI 
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words used in writing contemporary Hindi. Besides the word 
definition in Ghatage's work is different from ours in that 
words /kg/, /mg*/, /ko/, /st/, /ka/ and /ng/ which find 1st, 
2nd, 5th, 6th, 7th and 14th rank in our list do not exist in 
Ghatage's study owing to their compounding of words such as 
/kArAneka/ (rank 105), /d£rAmt/ (rank 111), /prAkarAki/ (rank 
113), /derAke/ (rank 144), /drls^ tls£ / (rank 148), 
/b'^  arAtAmE/ (rank 152), /prAkarAkg/ (rank 181), /kArAn^ke/ 
(rank 183) while giving a separate rank to the root words 
such as /prAkar/ (rank 48), /kArAng/ (rank 281), /dgr/ (rank 
287), etc. From above discussions, owing to the subjectivity 
used in collection of corpus it may not be proper to jump to 
the conclusion that the Hindi language changes temporally 
i.e., from past to present; that it has undergone distinct 
changes, if any, is not distinctly reflected in comparing the 
two word lists. 
Tables-3.3 and 3.4 show syllable structure of words and 
their relative frequencies for pilot and present studies, 
respectively as determined by our computer program (Appendix-
E). Results shows that the Hindi language strongly favours 
the CV and CVC type of syllabic structure. In pilot study the 
percent weight of CV and CVC are 23.07 and 15.69 respectively 
whereas in present study the corresponding weights are 23.42 
and 14.68 respectively. The CVCV structure occupies the third 
place representing 13.84% and 13.32% words respectively in 
the pilot and the present study. These results have also been 
compared with the results of Delattre et al. (1969) who 
studied structure of four different languages (English, 
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Table-3.3 
Hindi word syllable structure and their relative frequencies 
(Pilot Study) 
Syllable Structure -X* Relative Frequencies in Percent 
CV 
CVC 
CVCV 
CVCVC 
CVCVCV 
C # 
cvccv 
cvcc 
cvcvcvc 
cvccvc 
vc 
ccvc 
cvv 
ccvcvc 
ccv 
cvcvcvcv 
ccvcv 
cvcvccvc 
cvccvcvc 
cvcvcc 
vcv 
cvccvcv 
ccvcc 
cvcvcvcvc 
cvcvccv 
23.14 
15.74 
13.88 
8.62 
6.02 
3. 
2. 
2. 
2, 
2. 
2, 
1, 
0. 
04 
48 
34 
32 
29 
03 
41 
95 
0.90 
0.87 
0.83 
0.68 
0.68 
0.68 
0.62 
0.55 
0.52 
0.46 
0.46 
0.40 
* 154 xoord syllable structures hauing relative frequency less than 
0.40% are not listed. 
if Ph.onem.ic ally C is CV. Orthographical ly it is recorded as C. 
: 89 : 
Table-3.4 
Hindi Word Syllable Structure and Their Relative Frequencies 
(Present Study) 
Syllable Structure 
CV 
CVC 
CVCV 
CVCVC 
CVCVCV 
C ^ 
cvcvcvc 
vc 
cvcc 
cvccv 
ccvc 
vcv 
ccvcv 
vcvc 
ccv 
ccvcc 
•X- Relative Frequencies in Percent 
23.42 
14.66 
13.32 
8.11 
6.41 
3.70 
3.24 
2.01 
1.86 
1.61 
0.97 
0.72 
0.58 
0.51 
0.41 
0.40 
* 684 uMDrd syllable structure having relative frequency less than 
0.40% are not listed. 
# Phonemically C is CV- Orthographic ally it is recorded as C-
: 90 
German, French, and Spanish) and concluded that while German 
strongly favours the CVC type, English favours CVC and CV 
type of words syllables about equally, while French and 
Spanish seem to prefer the CV type to all others. Since, 
Hindi also favours the CV type of words syllables structure, 
therefore, it may be concluded that the Hindi words are 
nearly similar in structures to word structures of French and 
Spanish. 
Phonetioally Balanced List:-
The degree to which one can generalize from the results 
of current speech-understanding tests to an individual's 
ability to understand speech in everyday environments is 
limited by both the test materials and the test procedures. 
Researchers and clinicians test with nonsense syllables, 
monosyllabic words, and isolated sentences, but for some 
frequently-used-sentences tests, speech-understanding tests 
are not typical of the speech one listens to in everyday 
life. The rationale for using nonsense syllables is that 
subjects' errors reflect acoustic confusions without the 
influence of semantic constraints and for using monosyllabic 
words is that they are components of meaningful speech that 
do not allow the listener to use syntactical cues. As such, 
they are most difficult meaningful test materials. Moreover, 
the rationale for using sentences is that they represent 
everyday speech. However, most sentence tests are stilted and 
less variable than real speech and occur without any 
linguistic or nonlinguistic context. 
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Many investigators have used consonant-vowel or vowel-
consonant nonsense syllables to evaluate consonant perception 
(Miller and Nicely, 1955; Walden and Montgomery, 1975; Bilger 
and Wang, 1976). More recentely, Dubno and Levitt (1981) 
described a test based on nonsense syllables. 
The use of word lists to assess hearing for speech has a 
long history. Initially, word lists were used at Bell 
Telephone Laboratories to measure the intelligibility of 
speech transmitted through radio-telephone systems. Their 
lists included multisyllabic words. During World War II, the 
Harvard Psychoacoustics Laboratory developed lists (Egan 
, 1948) that were limited to monosyllabic words and were 
supposed to be matched in phonemic content to normal speech. 
Hudgins et al. (1947) recorded Harvard Phonetically Balanced 
(PB) lists and suggested their use in assessing speech 
understanding. The Harvard lists, however, included words 
that might not be in many listeners' vocabularies. Hirsh 
(1952) at Central Institute for the Deaf (CID) of the United 
States of America revised the PB lists to include only 
commonly used words. Their recording is CID Test W-22, which 
is probably the most widely used of the word tests. 
Peterson and Lehiste (1959) objected to the use of the 
term phonetically balanced and compiled four lists of CNC 
(consonant/vowel-nucleus/consonant) words that they believed 
were more representative of normal speech. Subsequently, 
Tillman and Carhart (1964) revised these CNC lists to include 
only commonly used words. Their NU-6 lists are widely used 
clinically. 
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Fairbanks (1958) developed a multiple-choice test in 
which each one-syllable word on a given list was selected 
from a set of words that differ only in one consonant. A 50 
word list would include 25 words selected from sets that 
differ only in the initial consonant (e.g., beat, feat, heat, 
meat, neat, peat) and 25 from sets that differ only in the 
final consonant (e.g., seed, seal, seem, seen, seep, seer). 
Neither the original Fairbanks test nor the Revised Rhyme 
Test (House et al., 1965) or even the modified Rhyme Test 
(Bell et al., 1972) has widespread acceptance. 
A weakness of many of the monosyllabic-word lists is the 
phonological simplicity of the words. For example, in an 
item-by-item analysis of the contribution of 250 monosyllabic 
nouns in a person's overall ability to understand speech in 
the presence of a multitalker babble (Bilger and 
Matthies, 1985), words that contain consonant clusters (e.g., 
CCVC, CVCC, CCCVC) were better predictors of the 
subjects' overall scores than were the simple CVC syllables. 
On a psycholinguistic basis, we should expect longer 
syllables to place more stress on the disordered auditory 
system than do shorter syllables. 
Sentence tests have as long a history as word lists. 
According to Hirsh (1952), both Bell Telephone Laboratories 
and the Harward Psychoacoustics Laboratory developed sentence 
tests (e.g., "Who is the president of the United States ?"). 
This type of test item fell into disuse because scores were 
highly correlated with intelligence. 
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Speaks and Jerger (1967) developed a set of minimally 
redundant sentences that they termed synthetic sentences. 
Because the subject's task is to identify which sentence was 
heard, and because the subject knows that a sentence can not 
appear twice in a list, the test scores probably do not 
measure speech understanding in the way that monosyllabic 
word tests do; more likely, they produce something similar to 
a Speech Reception Threshold. Furthermore, for economy of 
time and effort, it is advantageous to group the speech units 
into balanced lists, each list as difficult as each other 
list (Egan, 1948). Since no attempt has so far been made to 
make the PB lists in Hindi language, the author has perhaps 
for the first time tried to make the PB monosyllabic word 
lists in Hindi language. 
Methods of Artloulatlon Test:-
There are many reasons why oral communication may be 
inefficient or fail completely. Although failure to 
understand the spoken word is commonly due to failure of 
context to provide adequate meaning, there are many 
situations in which communication is ineffective because the 
listener confuses certain sounds with others, or because 
he/she does not hear them at all. In order to evaluate the 
relative importance of the various factors that influence the 
intelligibility of speech, methods are required by which the 
degree of intelligibility of speech may be determined. These 
methods may be classified into three groups: articulation 
tests, subjective appraisals, and threshold tests. In an 
articulation test the talker pronounces selected speech items 
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and the listener records the sounds that he hears. Since the 
nature of the spoken items helps to determine the resulting 
articulation scores, the test material must be carefully 
selected if a proper assessment is to be made. For most 
testing purposes the speech sounds used should be reasonably 
representative of conversational speech. 
Although a quantitative measure of intelligibility is 
most completely informative, a qualitative evaluation is 
sometimes adequate. Frequently it is sufficient to have 
competent observers evaluate the quality of a given sample of 
speech. These observers may rank order various samples of 
speech in terms of the relative intelligibility of the 
samples, or they may describe the speech in terms of some 
standard of reference. If properly used, these subjective 
nethods of appraisal can be employed to advantage. 
For certain other purposes, it is of value to find the 
threshold at which speech becomes just detectable, just 
perceptible, or easily intelligible. In determining these 
thresholds, the listener adjusts some variable, such as the 
intensity of a masking noise, until the appropriate threshold 
is reached. 
All, or nearly all, of the fundamental sounds into which 
speech can be analysed should be represented in each list of 
test items. Ideally, the relative frequencies of occurrence 
of these fundamental speech sounds should reflect their 
distribution in normal speech. Tests which measure how well 
speech sounds are recognized generally fall into one of three 
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classes: a. single syllables made up of meaningless 
combinations of speech sounds; b. meaningful words given out 
of context as isolated units; and c. meaningful phrases or 
sentences, in which there are contextual relations among the 
words. The principal differences among these three classes 
depend upon the psychological factors of meaning, inflection, 
rhythm, etc. Whether syllables, words, or sentences are used 
for testing purposes depends upon a number of considerations. 
The use of nonsense syllables has the advantage that the 
perception scores indicate more accurately the number of 
phonemes actually heard by the listener than do tests based 
on words or sentences. Also, it is quite easy to make up 
syllable lists of comparable difficulty. On the other hand, 
the use of nonsense syllables requires that the testing 
personnel be thoroughly trained. 
The use of words as test items does not have this 
disadvantage. There are large differences, however, in the 
relative difficulty of different words, and these differences 
can not be attributed entirely to phonetic structure. Thus, 
short words are usually missed more frequently than long 
words, and a test list can be made difficult or easy by 
varying the proportions of short and long words. When the 
test materials consist of list of sentences, and when these 
sentences are scored in terms of the meaning conveyed, 
psychological factors are still more important in determining 
the articulation score than when single words are used. For 
this reason, discrete sentence intelligibility is typically 
higher than word or syllable articulation even when the 
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listener is required to record the key words of sentence; the 
percentage correctly recorded depends not only upon the 
articulation values of these individual words, but also upon 
the relation they bear to the other words of the sentence. 
Since the difficulty of a test list is determined not 
only by the difficulty of the fundamental speech sounds but 
also by numerous psychological factors, it is desirable to 
demonstrate by actual test that each test list is as 
difficult as each other list (Egan. 1948). 
Phonetically Balanced Hindi Monosyllablo Word Lists:-
From the results of the word count study 325 
monosyllabic words were chosen to compile a monosyllabic-
words-list. The criterion of selection of these words was to 
list words having a frequency of 10 or more. From the 
author's point of view this is most appropriate way to avoid 
the infrequently occurring monosyllabic words in corpus. The 
orthographically represented single consonant words (e.g., 
/w/\ /, n/\ /) and some easy (human vocabulary based) and non 
Hindi words were set aside to form a list of 300 revised 
monosyllabic (RM) words. From this final list of 300 words, 6 
lists of 50 words each were constructed bearing in mind that 
the lists may contain nearly the same (1) syllabic structure 
and (2) phonetic composition. Although the RM lists were 
found reasonably satisfactory, the construction of a new set 
of words lists was undertaken to ensure that the list would 
be more nearly phonetically balanced (PB word lists). Every 
effort was made to make these new lists satisfy the following 
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criteria: (1) homogeneous variation of syllabic structure, 
(2) equal phonetic composition, (3) a composition 
representative of Hindi speech, and (4) equal average 
difficulty and equal range of difficulty. 
To satisfy the above mentioned criteria, perception 
tests of these 300 monosyllabic words were carried out using 
3 speakers and 10 listeners. Three sets of three lists each 
containing 100 monosyllabic words in random order were made. 
Each speaker was assigned one set. Speakers were instructed 
to read the list carefully in normal way with a time gap of 
about 3 second between words and recording was carried out on 
a Philips Stereo Cassette Deck (Model AW 586) in normal mode. 
The distance between microphone and speaker was kept 
approximately 30 cm. The lists were recorded in free field of 
a partially acoustic treated room. Total recorded 
monosyllabic words by 3 speaker were 900, each word occurring 
in each set of 300 words. All the speakers were born and 
brought up in Hindi speaking area in INDIA (Uttar Pradesh) 
and were in the age group of 20-30 years; they were atleast 
graduates and had their education through Hindi medium upto 
atleast Highschool level. One of speaker had a good 
background of the structurally similar Urdu language often 
adequately understood by Hindi listners. 
The 9 lists each containing 100 words in randomized 
order were presented to a group of 10 untrained listeners in 
series of three sessions having 3, 3 and 4 listeners 
respectively. Each session was subdivided in 3 sittings for 
perception of 3 lists per sitting. The listeners, all of them 
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men of the same age group (20-30 years), representing the 
same speaking area and having similar educational 
qualifications as compared to the speakers, responded by 
recording the perceptions in Hindi orthographic script. 
The purpose of these tests was to obtain an aural 
classification of each word to supplement the speaker's 
classification. The sound level at the observer's positions 
was approximately the same for all the four seats and the 
seating positions of the listeners were changed in random way 
after each list so that it would minimise the effect of 
position of listener on the identification of the sounds, if 
any. These lists were presented to the subjects in free field 
of a partially sound treated room. 
Each listener was provided with appropriate number of 
perception test record sheets. The listener was asked to 
write the sequence of words he perceived using a single line 
for each word; no choice of leaving blank was given to the 
listeners. Instead, the listeners were forced to respond to 
what he heard and judged correspondingly. 
On the basis of perception score of words and criteria 
of selection, 250 monosyllabic words were finally considered 
for constructing PB lists (Table-3.5). The PB series consists 
of 5 lists, each containing 50 monosyllabic words. They cover 
a wide enough range of difficulty to make them adequate for 
most types of articulation comparisions. The spread of 
difficulty is approximately the same in each list, and each 
list has nearly the same average difficulty. Since Hindi 
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TABLE-3.5 
phonetically Balanced Hindi Monosyllabic Word Lists 
Hindi 
m 
3fT© 
§fT 
3-wI 
3it<r 
m 
tPT^ 
^ 
ilit^ 
^?-
*• 
Ilrl 
tITiT 
1^fl 
^ 
siYr 
gTPl 
fft^ 
0\ 
^a 
^ t 
^T f^. 
i:m"^ 
wr 
fr^ 
q-trf 
"te 
• 
Lisi -I 
Orthography IPA Symbol 
/Ab/ 
/•gk^/ 
/ I s / 
/Utjtj/ 
/Or/ 
/kAb/ 
/ k a r j / 
/ k i / 
/kOn/ 
/ g e r / 
/g um/ 
/ t f A l / 
/ t r a j / 
1 / d j i s / 
/d5Ut/ 
/dzor / 
/ d a l / 
/ t i n / 
/dur / 
/d£k^/ 
/do / 
/dosV 
/d jan / 
/ P A ^ / 
/p'SftJ/ 
/ p u r n / 
/ p " l r / 
/bAy*"/ 
H i n d i 
3FIT 
3iTq-
5^ 
J ^ 
^;r 
^T 
-ft)fi 
f^^ T 
a^ 
^TtT 
"te 
uH 
"te 
t^ 
^T 
M 
rR 
ifr 
^ 
cfrr 
^tr 
^s? 
qf 
crrn 
TO 
^ 
^?l 
L i s t - I I 
Orthography IPA Symbol 
/Anj/ 
/ ap / 
/ I n / 
/Ukt/ 
/kAr/ 
/ka / 
/ k i s / 
/ku t r / 
/ k j a / 
/ k ^ y r t r / 
/ t r a r / 
/ t r i t r / 
/d^An/ 
/d^In / 
/d^o/ 
/c^Ar/ 
/ tA3/ 
/tidy 
/ t 1 / 
/dAV 
/dEJ/ 
/dOr/ 
/T\f\s\/ 
/PAr/ 
/ pa s / 
/putf^/ 
/bAn/ 
/bAl/ 
Table-3.5 continued 
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9TfT 
^ 
MTT 
f^te 
ON 
TIT 
m^ 
"te 
TIH 
5 
Tft-n\ 
TE 
TTrT 
r tS 
fiti 
fciycl 
^ 
H^ 
•m?-
STfl 
^ 
3f^  
3IT^ 
3-fl 
JF 
r^t 
^ T : R 
^rr 
% 
fqf 
/ b a t / 
/b ' ek / 
/ b \ g / 
/ b ^ i f / 
/ b UK / 
/mAr/ 
/man / 
/ m i t r / 
/ m u l / 
/mt/ 
/ j o g j / 
/ r A h / 
/ r a t / 
/ I t k ^ / 
/ l o g / 
/wlfM/ 
/W£/ 
/sAtj-/ 
/ s i r / 
/ s u t r / 
/ h a l / 
/ h e / 
L i s t - I l l 
/7\k/ 
/ ady 
/ U s / 
/Umr/ 
/ k A l / 
/ kam/ 
/ k a r / 
/ k £ / 
/ k j ^ / 
^ T ^ 
^ ^ 
t^ST 
^ 
Ife 
3H 
JTT? 
F 
TqtcT 
^ 
nvru 
rt^ 
Pirs 
^ 
^ 
rtsT 
nq 
a^  
HY^ 
gpi 
gyy 
3fn 
3lT^ 
JcJ 
w 
^JT 
^Eg-
%r 
>4 
^ 
/ b a d / 
/ b i t f / 
/bodgV 
/ b ^ d / 
/ b ^ t / 
/mAn/ 
/mah / 
/ r a r i t / 
/mUkt / 
/mat/ 
/ J U g / 
/ r a d ^ / 
/ r o k / 
1 
/ l a k " / 
/ I E / 
/wArg/ 
/psV 
/ sAg / 
/ s A b / 
/ s o t f / 
/ h A l / 
/ h a t ^ / 
L i s t - I V 
/^v 
/ a j / 
/ut*^/ 
/ i k / 
/kAm/ 
/kAs^^ , 
/ k l / 
/ k U l / 
/ k ^ 1 / 
T a b l e - 3 , 5 c o n t i n u e d . ^^^ 
Cl 
«. 
Zm / c l3Ab/ : i T T = ^ / d 3 A l d / 
oTqi 
^ / t u r n / nc4 '^^ti^'^ 
fcifl / d l l / -cj^ / d A r d 3 / 
Tim 
ga 
m 
cKTf 
/tj'^o^/ 
d ^  
/d5i/ 
/dzei / 
/ t^ ik / 
/tUm/ 
/ t o r / 
/ d A s / 
/ d l l / 
/ d i n / 
/ d £ / 
/d'X rm/ 
/pAktJ-V 
/ p a n / 
/ p r i m / 
/ P ^ u l / 
/ b / \ s / 
/ b A d / 
/ b a r ^ / 
/ b ^ A J / 
/ b ^ I n n / 
/b'Vd3/ 
/ m a r / 
/u iUk '^ j / 
/mUd3V 
/meV 
/ j A h / 
/ j a / 
/ r A » | / 
/ r u p / 
/ labV 
/ l i / 
/ H / \ k t / 
/ f i g ^ r / 
"jfrg 
ulrci 
^ T ^ 
• 
sta 
cT^  
\J( 
m 
cf^  
^r 
m 
TT^ T 
qcT 
• 
qr^ ^ 
^ 
qn 
4TU 
^ta 
i-F 
^TTq 
Mt 
4^ 
i]T^ 
fm 
m^ 
^ 
<!c^ci 
rt"^  
?it 
gg 
grr 
5Tt-u 
f j 
/ i j j ^ j / 
/ t OS/ 
/ t " £ / 
/dAl/ 
/ d t r / 
/ d ^ n / 
/ n a m / 
/PAd/ 
/ P A r V 
/ p a r k / 
/ P E ; / 
q^( 
/K/rc / ..^ / b A t f / 
/ b ^ d ' V 
/ b i s / 
UTS / " N " ' ^ i f l h 
/ b ' a w / 
/ b 1 / 
/mAtJ"/ 
/ m a r C / 
/ m i l / 
/ m u l j / 
/ j a d / 
/ j e / 
/ r a d d / 
/ r o c / 
/ l o / 
/wAli / 
/ w a r / 
Tflp / f i 2 ^ / -U /J°^^'/ 
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?lTfT 
316 
^0 
jfg 
JTTJT 
/ sa tV 
/ s a l / 
/ s p / 
/hAk/ 
/Ku/ 
List 
/Ar t^ 
/Un/ 
/kAd/ 
/kism/ 
/k^un/ 
/tJUp/ 
/d5Al/ 
, J h . h , 
/d5 ut / 
/ tAk/ 
/dAr/ 
/ dp r / 
/nt / 
/purw/ 
/P£?/ 
/bAdz/ 
/be^7 
/mAt/ 
/mal/ 
/mUh/ 
/ jog / 
/ r a j / 
/ I P ^ / 
/Jam/ 
/ s £ / 
/ l i e / 
fITfT 
>4> 
gJT 
gt 
5IT^ 
-V 
3fT1 
3lYf 
f^T 
t^ 
TlcT 
5F3T 
^T 
S^ 
rlW 
t^ 
UT^ 
tr^ 
^ 
fihr^^ 
•f^ ^ 
m 
jfTI 
T3 
cltg> 
gi& 
aT=iT 
5^ 
slTfT 
/ s a t / 
/ s U n / 
/hAm/ 
/ l i o / 
/ f^ jan/ 
/ a g / 
/ o r / 
/ k a l / 
/ k o / 
/ g A t / 
/dzAnm/ 
/ d z a / 
/ d A t j / 
/ t £ l / 
/ d i / 
/ d ^ a n / 
/ p / ^ t r / 
/ P £ t / 
/ P ^ l l m / 
/ b i n / 
/ b ^ u l / 
/maT|^/ 
/ m a t r / 
/ j u d d ^ / 
/ r A k ^ / 
/ l o k / 
/wArs / 
/ S A t j / 
/ h A r / 
/ g j a t / 
: 103 
language has much less meaningful monosyllabic words than 
English or other languages the choice for distribution of 
monosyllabic words in Hindi is limited. 
Furthermore, the lists have very nearly the same 
phonetic composition, a phonetic composition closely similar 
to that of Hindi language. Rare and unfamiliar words have 
been avoided as much as possible, and very few of the words 
are extremely easy or extremely difficult to perceive; an 
average perception score of about 77.74 percent was obtained. 
The syllable structure, consonants/vowels in initial/final 
positions and some linguistic features of consonants in PB 
lists are given in Table-3.6 and Table-3.7. 
To check the independency of each of the five PB lists a 
fresh perception test was arranged. One untrained speaker and 
five untrained listeners were used for this purpose. Words 
were recorded list wise using Philips Stereo Cassette Deck 
(AW 586) in normal mode. These recorded lists were presented 
to 5 listeners in random order. All other recording and 
listening conditions were similar to those discussed above. 
After perception, the identification scores were found to be 
76%, 78%, 80.8%, 76.8%, and 75.6% for list-I, II, III, IV, 
and V, respectively. These scores indicate the adequacy and 
independence of contents of all the five lists. Thus, for 
testing any communications system, any single list out of the 
5 PB lists constructed by us could be used independently. 
Concluding Remarks:-
To have a comprehensive acoustic data base for Hindi 
language a statistical study of phonemically coded printed 
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Table-3.6 
Syllable structure and Consonants/Vowels in Initial/Final Positions 
in PB Lists 
Syllable Structure List-I List-II List-Ill List-IV List-V 
CVC 
VC 
CV 
CVCC 
CCVC 
CCV 
VCC 
34 
4 
5 
6 
1 
-
— 
34 
2 
4 
6 
1 
1 
2 
30 
3 
8 
6 
1 
1 
1 
31 
4 
6 
8 
1 
-
— 
30 
3 
6 
9 
1 
-
1 
Table 3.6 continued 
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Consonants/Vowels List-I List-II List-Ill List-IV List-V 
Positions 
"f 
^ 
46 
45 
4 
5 
46 
45 
4 
5 
46 
41 
4 
9 
46 
44 
4 
6 
46 
44 
4 
6 
C-=Consonants in Initial Position, C^^Consonants in Final Position 
V.=VoHels in Initial Position, V„=Vowels in Final Position 
Table-3.7 
Consonants Features in PB Lists 
106 I 
Features 
Labial 
Dental 
Retroflex 
Palatal 
Velar 
Voiced 
Unvoiced 
Aspirates 
Unaspirates 
Nasals 
Fricates 
Affricates 
List-I 
20 
16 
12 
10 
13 
16 
13 
11 
39 
10 
4 
8 
List-II 
18 
22 
10 
14 
12 
18 
19 
6 
44 
11 
6 
12 
List-III 
22 
18 
9 
14 
12 
15 
14 
12 
38 
9 
4 
9 
List-IV 
21 
21 
14 
10 
9 
19 
14 
14 
36 
10 
4 
8 
List-V 
19 
24 
15 
9 
12 
14 
12 
10 
40 
11 
5 
6 
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Hindi text is undertaken. The data base is needed for the 
research community in the area of speech recognition, 
synthesis, systems development and performance evaluation. It 
is also required to design PB word list for communications 
system evaluation. Machine recognition of speech needs higher 
sources of knowledge of language including statistical 
information. Computer was used to obtain frequency of 
occurrence of words. Frequency of occurrence is needed to 
choose isolated words and sentences. Author has made review 
of various studies on frequency of English, Swedish and other 
languages. The material for corpus were was randomly selected 
from printed texts, mostly daily news-papers and magazines 
comprising a total number of 1,35,014 software recognisod 
running words. This study contains varied treatment of the 
corpus: speech sound types CV, VC, CVC, VCV, etc, syllable 
frequency, most frequent words, etc. The results of the 
present study were compared with other similar available 
studies of Hindi including our earlier pilot study. PB word 
lists of Hindi were made and list of meaningful common Hindi 
words for acoustic phonetic study of Hindi speech sounds were 
prepared after carrying out a series of perception tests. 
From the word syllable structure study, the most 
important finding is that the Hindi languages strongly 
favours the CV type structure followed by CVC type syllable 
structure whereas VCV type structure of syllables have an 
extremely rare occurrence (at 12th place in order of 
frequency of occurrence). It is also found that the Hindi 
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syllables are nearly similar in structure to those of French 
and Spanish. 
In the present study, the frequency of occurrence of 
words are determined by computer program. Then the entire 
word lists are sorted in English keyboard alphabatical order 
according to our code. The list of 200 most frequent words 
are compared with that of Ghatage,s study (1964) and it is 
observed that only 62.5% words were the same in both studies, 
of course, with differing rank orders. A comparision with the 
word count results of the structurally similar sister Indian 
language Urdu shows that 65% of the top 20 words in the two 
languages are the same with slightly differing rank orders. 
An important finding from the study of structural 
composition is that the number of monosyllabic words are much 
less than the corresponding numbers of disyllabic and 
trisyllabic words commonly used in the contemporary Hindi. 
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Chapter 4 
AIM OF PRESENT SPECTROGRAPH!C AND PERCEPTUAL STUDY 
OF HINDI VOWELS 
: 110 
Introduction:-
Because of the highly complex character of the speech 
waves, inadequacy of the knowledge of how the intelligence is 
imbedded in the acoustic and other parameters and the 
statistical variations associated with biological process 
involved, this apparently simple problem has engaged the 
attention of researchers for almost a century. At the 
acoustic level, the analytical methods employed before the 
last world war certainly contributed to store information on 
the acoustic cues of speech but these analyses in some cases 
led to erroneous conclusions. The great impact on speech 
research came with the development at the Bell laboratories 
in (1945) of the sound spectrograph. 
The sound spectrograph (Kooning, 1846) is a very 
interesting and important analyzing instrument for 
determining the nature of the time and frequency 
distributions of energy in complex waves of any kind whether 
they exist as sound or not. It provides a convenient means 
for permanently displaying the short-time spectrum of a 
sizeable duration of signal. Its choice of time windows is 
made to highlight important acoustic and perceptual features 
such as formant structure, voicing, friction, stress and 
pitch. 
In spectrograph the input signal is first recorded on a 
continuous magnetic disc (Nickle-Cobalt Plated turntable) and 
then played back at a high speed during the analysis process. 
k frequency-heterodyne technique is used for the scanning 
system and in general, there are two plug-in-fliters 
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available for increased flexibility. The intensity or energy 
output is registered on electric sensitive facsimile paper. 
An electromechanical link insures that tuning of the filter 
and the position of writing stylus are changed on each 
operation. On a sound spectrogram time is represented on the 
horizontal axis, frequency along the vertical axis and 
variation in intensity as darkness. Two band pass filter 
widths are generally used in sound spectrogram, (1) 45 Hz: 
called narrow band, and (2) 300 Hz: called broad band. 
The narrow band is used to investigate frequency composition 
(frequency resolution) in detail, i.e., hormonics of voiced 
sounds and the manner of hormonics variation with time. The 
wide band is used to investigate broad frequency and time 
variation (time resolution) resulting from selective 
modulation produced by variation in the vocal cavities during 
the formation of sounds. The broad band pattern is also used 
for pitch determination, which is accomplished by measuring 
hi^ iiirtt^  SBi frequency of vertical striations. The 
spectrograph has been used to obtain the acoustic features of 
speech such as formant frequency, band width, transition, 
duration and other acoustic events. 
The frequency of a formant is the position on the 
frequency scale of the peak of the spectrum envelope drawn to 
enclose the peaks of the harmonics. When two formants come 
closer or when the formant to be measured is very low in 
frequency only one side of the formant peak may be visible 
and the estimate has to be based solely on this information. 
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In such cases it pays to go for the broad band spectrun and 
determine the centre of the formant band. This method gives 
more accurate values than nay be otherwise expected. An 
experienced investigator may take all his data on formant 
frequencies from the broad band spectrogram. 
It is well known that the phonemic quality of vowels is 
characterized by formant frequencies, especially by the 
lowest two formants. However, large variation is found in 
vowel formants between classes of speakers, that is, men, 
women and children. It is sometimes found that the position 
of a certain vowel on the F1-F2 plane uttered by a male 
speaker overlaps with that of a different vowel uttered by a 
female speaker (Peterson et al., 1952; Fant, 1959; Rasuya et 
al., 1968). Although such remarkable variation is present in 
formant frequencies, the vowel that the talker intends is 
correctly recognized by the listener. Several scaling 
algorithms as well as factors have been proposed to normalize 
formant frequency variations (Fant, 1966; Fujisaki et al., 
1970), but a satisfactory solution has not yet been obtained. 
As for perceptual studies, there are scarcely any (Fujisaki 
et al., 1988). In the perceptual process, it is supposed that 
some normalization mechanism exists to compensate for these 
formant variations (Sekimoto, 1983). It has not been 
clarified, however, what property or cues in speech plays a 
role in such a normalization mechanism. 
The speech waves uttered by the vocal organs contain 
both linguistic and personal information and the aural 
identification of this information is reliable for normal 
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listeners. The recognition by machine of these two kinds of 
information, on the other hand, is not reliable despite the 
fact that a vast amount of acoustic features can be analysed 
and used for such recognition processing (Saito et al., 
1983). The results of machine recognition experiments have 
suggested that personal and temporal deviations in the 
acoustic features of speech affect the recognition of 
linguistic and personal information (Kohda et al., 1972; 
Furui et al., 1976). 
Many researchers have used /hVd/ context for studies of 
vowels. We have, however, selected the most frequently 
occurring Hindi monosyllabic words close to /hVd/ context. To 
our dismay /hVCx/ strings having /h/ in the initial position 
scarcely forms words with /C2/ being other than liquids and 
nasals. Besides^ /h/ could not have the words with all the 
vowels. Nasals, continuants and liquids sounds in the 
syllable final position /Cx / are excluded because they 
exhibit the similar traits to that of vowels (Tarnoczy, 
1948). Selection of monosyllabic words for vowel study in 
detail are discussed in subheading 'Materials' in the 
following. In the present study, the ten Hindi vowels uttered 
by three speakers were analysed in terms of formant frequency 
and their deviations were investigated using a variance 
analysis. Subsequently perception tests were carried out to 
re-examine the validity, stability and effectiveness of the 
nonsense/sense contrast. 
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Method:-
Subjects:-
Three adult speakers (two male and one female) with 
normal hearing were used. First speaker is actively engaged 
in the field of speech research and has been a speaker and 
listener in several perception studies carried out over the 
past seventeen years. Second speaker has joined the research 
group recently. The third speaker, a female, is unfamiliar 
with this field. All the three speakers though bilingual in 
the sense that they have had part of their education through 
English medium have had Hindi educational background atleast 
upto High school level. 
Materials:-
Ten Hindi vowels /A. a, I, i, U, u, g, e, 0, 0/ in two 
different consonantal contexts were used. One set had the 
familiar commonly used /hVd/ context. This /hVd/ context, as 
is vivid from our word count study, is an unnatural context, 
however, for exclusively Hindi speaking persons. They may 
even have difficulty in pronouncing and listening the 
vowels in the /hVd/ context correctly. 
It is well known that acoustical properties of speech 
sounds are highly depend on dialect background (Peterson et 
al., 1952). Keeping this point in mind, in the present study 
attempt has been made to take sensible monosyllabic words 
using these ten vowels. These ten monosyllabic words were 
selected finally from two different studies. First, from 
among the frequently occurring monosyllabic words list taken 
from our word count study wherein it is observed that 
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monosyllabic words with all vowels having common abutting 
consonants were nonexistent after exclusion of nasals, 
continuants and liquid sounds in either positions of 
consonants. Second, for searching the common sensible 
monosyllabic words it was planned to check human vocabulary. 
The procedure adopted is described in the following. 
One monosyllabic word for each vowel was given in /CjVC^/ 
format to each subject who was asked to write sensible 
similar monosyllable words using Devanagri script, keeping 
the vowel unchanged. Time allowed for writing similar words 
was restricted to one minute, the subject having been 
explained the time restriction. It was found that many 
subjects repeated the consonant occurring either in initial 
position (i.e. /C</) or in final position (i.e. /C^/) of the 
master monosyllabic word and changed only the other 
consonant. To avoid this type of response monosyllabic words 
supplied to each person were invariably changed. A total of 
ten monosyllabic words having ten different abutted vowels 
was given to each subject. Given monosyllabic words are 
excluded from the human vocabularies count. 50 grown up 
subjects were used for this purpose. All the subjects were 
from Hindi speaking areas and having their educational 
qualification in Hindi medium upto High school level; some 
had their Hindi medium education even upto 
graduation/postgraduation level. 
The final monosyllabic word list was selected using the 
two studies i.e., the most frequent monosyllabic words from 
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the word count study and the most frequent monosyllabic words 
obtained from the human vocabulary test. Nasals, continuants 
and liquid sounds were excluded from both lists as per 
selection criteria described earlier. Thus, the suitable 
finally selected 10 sensible monosyllabic words were /dAs, 
pas, dzis, bis, k'^ Uf, putr'^ , d£r, ges, dos^, p'^ 3dz/. In this 
selected 10 sensible monosyllabic words, 8 monosyllabic words 
(/dAs, pas, dzIs, bis, k^Uf, putr^, dgr, do^) were chosen 
from corpus of 135,014 running words and remaining two words 
(/ges, P^3d2/) were chosen exclusively from human vocabulary 
test results. Some of the 8 word-count-study words were also 
frequent enough among the vocabulary test results. 
Recording Procedure:-
For recording a list containing the 20 words /hAd, had, 
hid, hid, hUd, hud, htd, hed, hod, hOd, dAs, pas, dzIs, bis, 
k^U r , putf*\ dg.f, ges, dos"^ , p^^dz/ was given to each 
speaker. The order of the words was randomized in each list. 
The purpose of randomizing the words in the list was to avoid 
context effects which would be associated with an unvarying 
order (Peterson et al., 1952). Each speaker was instructed to 
read the lists carefully in natural way with a time gap of 
about 3 second between offset of a word and the onset of the 
next utterance. After that, the speaker was asked to read the 
list of 20 words to be recorded on a Philips stereo cassette 
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deck (Model AW 586). Recording was done in three shifts by 
each speaker. In each shift 6 randomized lists were given to 
each speaker for recording purposes. In first two shift of 
recordings, the first three recorded lists were excluded and 
only the remaining three recorded lists were considered for 
acoustical study of vowels. From the third shift of recording 
the first two recorded lists were excluded and the last four 
recorded lists were considered for acoustical study of 
vowels. At the time of recording care was taken to keep the 
distance between microphone and speaker as close to 30 cm. as 
possible. The lists were recorded in the free field of a 
partially acoustic treated room. 
Data Analysis (Heasurement of the Speotrogran):-
All the 600 monosyllabic words contained in the 3X10=30 
valid lists were analysed using a Kay Electric Co.'s Sona-
Graph Model-7029-A available in laboratory using a frequency 
range of 80 Hz to 8 kHz. Sona-Graph 7029-A is an audio-
frequency spectrum analyzer that produces permanent graphic 
recordings of any type of complex wave in the range of 5 Hz 
to 16 kHz. 
Conventionally, manual methods are used for measuring 
acoustic parameters such as fundamental and formant 
frequencies displayed on the spectrogram. For example, the 
frequency is measured by dividing the scale in a linear or 
logarithmic manner depending on the type of analysis. In 
present study the measurement is done manually by dividing 
the scale in a linear manner. 
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Initially, the spectrogram of the desired speech sound 
in a broad band with spectrograph calibration tone (1 kHz) 
using 80 Hz to 8 kHz in a linear scale was taken. After that 
the spectrogram was removed from the drum. This spectrogram 
was measured manually by estimated method (from the centre of 
the formant band) in cms. and this measured value is 
multiplied by a proper multiplier factor obtained from the 
calibration tone. This process was adopted for the analysis 
and measurement of all the spectrograms for all the formants. 
Representative spectrograms of speech sounds /hAd, had, dAs, 
pas/ are presented in Figure-4.1. 
Results and Discussions:-
The formant frequencies and their standard deviation of 
10 Hindi vowels in two different consonantal contexts, i.e., 
/hAcJ, had, hid, hid, hUd, hud, hed, hed, hod, h3d/ context 
and /dAs, pas, dzis, bis, k'^ Ur, putA, dtf, ges, dos^, p^^dz/ 
context, for two male speakers and one female speaker are 
tabled in Tables-4.1, 4.2 and 4.3, respectively. These tables 
are arranged in the order of representative words, their 
corresponding minimum and maximum formant frequencies, and 
standard deviation for each of the four formants. From these 
tables, it is observed that the vowel formant variations (S. 
D.) are of same order for both the consonantal contexts , the 
first speaker (Table-4.1), who speaks English as well as 
/hAd/ /ha(J/ 
JV^ : 
te-. 
;ffm.'l 
'^h 
. . J! 
/dAS/ 
1 . a l 
' i ! 
I t'l 
;1 it?{ ^ 
lll^ni 
/pas/ 
Fig.-4.1: Broad band spectrograms of speech sounds 
/hAd, had, dAs, pas/. 
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Hindi equally fluently, being an exception. For the first 
speaker, variation of vowel formants in the nonsense /hVd/ 
context was more than in the selected monosyllabic sensible 
word context. From above study, it is found that on the 
average (for all the three speakers) both the consonantal 
contexts are equally good for vowels formant study. 
Therefore, the author feels that his selected monosyllabic 
words list could be used for the study of Hindi vowels 
formant frequency. 
Table-4.4 and Table-4.5 were arranged to see the speaker 
factor in both the contexts. It is found that the speaker 
factor was highly significant for all of the four formant 
frequencies of the 10 vowels in both the consonantal 
contexts. Secondly, from these two tables it is observed that 
vowel consistency of female speaker was more than that for 
the male speakers. 
From the above spectrographic study any conclusive 
results can not be obtained. Therefore, to see the stability 
of selected context word list a perception test was carried 
out (Table-4.6 and Table-4.7). Table-4.6 presents the results 
of perception test in /hVd/ context whereas the results of 
perception test in the sensible /C«VC2/ context are presented 
in Table-4.7. Recording procedures have already been 
d'iscussed in detail under subheading "Recording Procedure" 
earlier. For listening 5 adult untrained male subjects were 
used. Listening procedure adopted was the sane as discussed 
earlier in chapter-Ill under subheading "Phonetically 
TADLE - 4.4 
Results of the Analysis of Standard Deviations for the Four Formant 
Frequencies in /hVd/ context 
: 1?4 
Vowei 
/A/ 
I 
II 
III 
/ a / 
I 
II 
III 
/ I / 
I 
II 
III 
/ i / 
I 
II 
III 
/u/ 
I 
II 
III 
/ u / 
I 
II 
III 
/ £ / 
I 
II 
III 
/ e / 
I 
II 
III 
/o/ 
I 
II 
III 
101 
I 
II 
III 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
' \ 
36.94 
32.14 
20.21 
44.15 
43.93 
15.38 
8.48 
30.01 
18.78 
14.00 
14.95 
7.34 
17.71 
23.37 
17.69 
24.08 
29.85 
7.46 
39.76 
25.15 
15.87 
16.44 
29.56 
6.91 
13.16 
23.91 
11.52 
22.94 
18.46 
9.54 
Formant 
^2 
87.37 
56.18 
38.63 
55.28 
51.54 
81.16 
87.07 
45.75 
88.27 
93.97 
163.58 
54.26 
44.95 
46.55 
21.84 
47.17 
56.61 
16.97 
96.60 
232.85 
74.20 
98.99 
193.62 
55.26 
96.30 
111.18 
30.67 
72.17 
77.99 
115.66 
^3 
86.01 
50.24 
91.68 
72.89 
62.71 
76.65 
104.79 
117.63 
149.48 
143.92 
107.06 
63.16 
57.50 
30.16 
14.65 
60.08 
68.87 
37.40 
142.04 
157.82 
76.26 
141.61 
119.97 
35.80 
31.16 
56.38 
69.49 
54.31 
78.22 
90.47 
^4 
81.22 
41.39 
163.35 
80.26 
45.07 
104.74 
254.81 
70.77 
59.39 
196.45 
99.14 
92.37 
145.64 
-
171.93 
179.91 
81.28 
233.26 
586.19 
591.14 
148.93 
l?f"1 
TABLE 4.5 
Results of the Analysis of Standard Deviations for the Four Formant 
Frequencies in /C^V c „ / context 
Vowel 
/A/ 
I 
II 
III 
/ a / 
I 
II 
III 
/ I / 
I 
II 
III 
/ ! / 
I 
II 
III 
/u/ 
I 
II 
III 
/ u / 
I 
II 
III 
/ £ / 
I 
II 
III 
/ e / 
I 
II 
III 
/o/ 
I 
II 
III 
101 
I 
II 
III 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
Speaker 
^1 
29,79 
33,68 
15.42 
18,06 
21,03 
7,53 
12,17 
34,32 
10,71 
13,43 
16,66 
11,09 
17,01 
23,59 
8.89 
12,80 
30.59 
7,25 
21.81 
29.00 
11,23 
15.04 
32.10 
8.78 
11,90 
27,02 
10,61 
18,73 
15.25 
24,37 
Formant 
^2 
70.37 
61.89 
79.71 
58.39 
43.22 
63.20 
89.92 
112.99 
65.68 
69.42 
72.83 
38.65 
46.05 
44,57 
38,65 
40.48 
58.88 
26.24 
78.00 
54.78 
106.73 
-^3 
93.11 
38.91 
36.17 
110.96 
98.16 
90,99 
111,98 
94.18 
62,33 
127.78 
116.18 
57.85 
78.86 
92.31 
67.31 
44.71 
60.22 
44.46 
122.07 
69.31 
30.31 
121.36 171.27 
54.36 " 83,58 
50.22 67.53 
78.44 
58.12 
45.46 
63.85 
71.16 
37.56 
89.71 
47.09 
83.00 
115.31 
52.13 
37.56 
^4 
111.17 
85.64 
98.07 
128.27 
66.65 
72.02 
108.63 
107.72 
113.24 
121.91 
84.99 
114,24 
157.68 
18.38 
-
59.69 
124.01 
51.79 
124,08 
144,97 
146.53 
29.18 
167.83 
392.43 
: 126 : 
Balanced Hindi Monosyllabic Word Lists". To reduce the 
estimation time, the time gap between words was reduced as 
compared to the previous cases. This was done to get the 
responses without room for guessing about what the listener 
heard and thus forced to perceive correspondingly in the 
first instant. Therefore, several responses were mere blanks 
which could be seen in Table-4.6 and Table-4.7. 
From Table-4.6 and Table-4.7, it is observed that the 
intelligibility of selected context is fairly good in 
comparision to that of /hVd/ context. In general vowels / £ / 
and /e/ were more confused while vowels /A/, /a/, /I/ and /i/ 
had comparitively much better correct perception. On the 
basis of the study of this perception test it would not be 
a tall claim to recommend our selected sensible /C| VC^/ 
context for the study of Hindi vowels in comparision to the 
commonly used /hVd/ context. 
Concluding Remarks:-
From the present study on the vowel formant frequencies 
and their deviations among the speakers in both the /hVd/ and 
/Ci VC2 / contexts, one may conclude as follows: 
(1) The deviations of the formant frequencies vary from 
vowel to vowel. 
(2) The standard deviations of the variance analysis for the 
formant frequencies also differ from vowel to vowel. 
(3) Vowel formant varies in nearly similar fashion in both 
the consonantal contexts except one speaker who is an 
experienced speaker and speaks English as well as 
Hindi equally fluently in natural fashion. For the same 
Table-4.6 
Confusion Matrix of Hindi Vowels in /hVd/ Cntext 
: 127 : 
< 
0 
« 
A 
J 
I-" 
1 /^/ 
a /a/ 
0- /I/ 
? 7i/ 
w /U/ 
I /u/ 
2 /e/ 
1 
^ 
" /e/ 
/o/ 
r /^ ^ 
Vonels Classified bv Lisheners 
/A/ /a/ /I/ /i/ /U/ /u/ /g/ /e/ /o/ /3/ 
131 
-
-
2 
-
1 
-
-
2 
137 -
- 128 4 -
2 125 -
1 - - 144 
- - - 4 
20 2 -
2 2 -
4 -
2 
-
3 
145 2 
92 
1 
-
2 
— 
-
-
-
8 
115 
-
-
10 
6 
3 
4 
2 
-
2 
123 
8 
1 
2 
-
-
-
-
-
-
Ill 
No 
Resp. 
5 
5 
18 
18 
28 
26 
28 
28 
21 
31 
Total 
Error 
19 
13 
22 
25 
36 
35 
58 
35 
27 
39 
Vw 
Z of 
Intell. 
87.33 
91.33 
85.33 
83.33 
76.00 
76.67 
61.33 
76.67 
82.00 
74.00 
: 128 : 
Table-4.7 
Confusion Matrix of Hindi Vowels in /Q^^C^/ Context 
-< Vowels Classified by Listeners — ^ 
% /A/ /a/ /I/ /i/ /U/ /u/ /e/ /e/ /o/ /J/ No Total X of 
ca Resp. Error Intell. 
H^« 
9 
o /A/ 145 - - - - - - - - - 5 5 96.67 
g- /a/ - 145 - - - - - - - - 5 5 96.67 
'^  /I/ - - 147 - - - - - - - 3 3 98.00 
'< /i/ - - - 147 - - - - - - 3 3 98.00 
.0 / « / - - - - 142 - - - - - 8 8 94.67 
S /u/ - - - - - 142 - - - - 8 8 94.67 
* / £ / - - - - - - 132 - 1 - 17 18 88.00 
" /e/ - - - - - - 1 121 - - 28 29 80.67 
/o/ - - - - - - - - 136 - 14 14 90.67 
/O/ - - - - - - - - 1 136 13 14 90.67 
: 129 
speaker, variation of vowel formants in /hVd/ context was 
more than in the other selected consonantal context. It 
may be added that for a good (experienced) Hindi speaker, 
selected context may be a more stable and reliable 
context than /hVd/ context for the study of formant 
frequencies of Hindi vowels. 
(4) It is found that the speaker factor is highly 
significant for all the four formant frequencies of the 
10 Hindi vowels in both the consonantal contexts. 
(5) It is also observed that vowel consistency of female 
speaker was more than that for the male speakers in both 
the consonantal contexts. 
(6) From perception test results (Table-4.6 and Table-4.7), 
it is observed and recommended that our selected 
consonantal context is fairly good for study of Hindi 
vowels. 
: 1 3 0 
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APPENDIX 
/\ |)k^oltx — A 
Hindi Script Collection fron Various Sources 
Papers 
1. Brajesh Times, Sept. 6, 1987. 
2. Amar Ujala, June 14, 1988. 
3. Nav Bharat, Oct. 20, 1988. 
4. Aao, Oct. 23, 1988. 
5. Janasatta, Oct. 31, 1988. 
6. Navabharat Times, Nov. 1, 1988. 
7. Navabharat Times, Nov. 2, 1988. 
8. Navabharat Times, Nov. 3, 1988. 
9. Nai Duniya, Nov. 4, 1988. 
10. Amar Ujala, Nov. 9, 1988. 
11. Nav Bharat, Nov. 9, 1988. 
12. Amar Ujala, Nov. 13, 1988. 
14. Panjab Kesari, Nov. 17, 1988. 
15. Sandhy Times (Navabharat Times Publication), Nov. 17, 
1988. 
16. Aao, Nov. 17, 1988. 
17. Nav Bharat, Nov. 20, 1988. 
18. Dainik Jagararh, Nov. 22, 1988. 
19. Dainik Bhaskar, Nov. 24, 1988. 
20. Aaj, Nov. 28, 1988. 
21. Aaj, Dec. 2, 1988. 
22. Aaj, Dec. 17, 1988. 
23. Navabharat Times, Dec. 18, 1988. 
F R , F 0 H ; 3 2-JUM-19yo 2 u : l b t-'aue i 
DO 2100 M = N 2 + 1 , N 3 
IF(ITXTCJ) .NE, LIST(M)) GO TO 2100 
K0UNT(M)=K0UNT(M)+1 
IOUT(KK)=M 
GO TO 2300 
2100 CONTINUE 
IERR(J)=IPLUS 
I0UT(KK)=81 
2300 CONTINUE 
GO TO 3000 
C THE SEQUENCE OF CriS. IS : 
C Jtl TH, IS '•' 
C TO FIND CH, J FROM LIST 
2500 CONTINUE 
DO 2600 M=N3+1,N4 
IF(ITXTCJ) .NE, L.IST(M)) GO 10 2bU0 
K0UNT(M)=K0UNT(M)+1 
IOUT(KK)=M 
GO TO 2800 
2600 CONTINUE 
IERR(J)=IPLUS 
I0UT(KK)s81 
2800 CONTINUE 
J=J + 1 
GO TO 3000 
3000 CONTINUE 
GO TO 150 
C PROCESSING OVER C LAST REC. t-OUi^ D ) 
C THE RESULTS ARE PRINTED 
5U00 CONTINUE 
C A R I T E ( 4 , 3 1 0 0 ) ( I 0 U T ( N ) , N = 1 , 4 0 ) 
CwRITE(4,3100) (I0UT(N),N=4i,80) 
CC TOTAL=0.0 
CC DO 7000 1=1,80 
CC TOTAL=TOTAL+KOUNT(I) 
CC7000 CONTINUE 
CC DO 7500 1=1,80 
CC PROB(I)=KOUNT(l)/TOTAL 
CC7500 CONTINUE 
C WRITE(3,8000) 
CbOOO FORMAT(5X,'SYMBOL',lOX,'OCCUR',10X,'PR0H'/J 
C WRITE(3,8100) 
C8100 F0RMAT(5X,'MATRA'/) 
C DO 8500 1=1,14 
C J=INDXM{I) 
C WRITE(3,8200) iCH(I),KOUNT(J),PRUBCU) 
C820O FORMAT(5X,A4,l2X,I8,7X,F10,5/) 
C 8500 CONTINUE 
C WRITEC3,8bOO) 
C8600 FORMATdsX,'VOWEL'/) 
C DO 9000 1=15,26 
C JBINDXV(I-14) 
C WHITE(J,8200) lCH(I),KOUNT(J),PHaB(J) 
C 9000 CONTINUE 
C wRITE(3,9100) 
C9100 FORMAT C/.bX.'CONSOfJ ANTS',/) 
C DO 9300 1=27,80 
C J=INDXCCI-26) 
C WRITE(3,8200) ICH(I),KOUNT(J),PKOB(J) 
C 9300 CONTINUE 
C WRITE(3,8400) TOTAL,REC 
C8400 F0RMAT(5X,'TOTAL OCCUK. 'Fl0.0,1UX,'TOTAL REC. ',lb) 
DO 5501 1=1,81 
DO 5501 J=1.81 
COUNT(I,J)=KNT(I,J)/IT»10, 
CC=CC+COUNT(I,J) 
5501 CONTINUE 
WRITE(3,301) 
301 FORMAT(lHl) 
WRITE(3,351) (LIS(K),K=1,21) 
351 F0RMAT(5X,4X,2X,21(A4,1X)) 
DO 501 J=i,8l 
WHITE (3, 551) LlS(J),((C0UNT(J,N),rj=l,'21)) 
551 F0RMAT(1X,A4,2X,21FS,4) 
501 CONTINUE 
WRITE(3,301) 
WRITE (3,351) (LIS(K) , K = 22 , 38) , LIS ( 57 ) ,L1SC58 ) , Llii ( 5y ) , LIS ( bu j 
DO 601 J=l,81 
WRITE (3,551) LIS(J), (COUNTC J , N ) , iM = 22 , 38) , (CUUM C J , iM ) , >. = 57 , ou ) 
601 CONTINUE 
WRITE(3,301) 
WRITE(3,351) (LIS(K),K = 61,81) 
DO 701 J=l,81 
WRITE(3,55i) LIS(J),((C0UNTCJ,N),N=61,81)) 
701 CONTINUE 
C WRITE FOR IT AND CC 
WKITE(3,*) IT,lT,IT,IT,CC,CC,CC 
STOP 
END 
WC,FOR;I Jj^^^^lr:^LL-—^ 2-JU;J-I990 2u:n page i 
INTEGER WL,WLTOT,WN 
DIMENSION IWW(22) 
DATA BLANK /' '/ 
DO 310 L= 1,20 
BUFW(L) = BLANK 
310 «W(1,L)=BLANK 
J=0 
7 
65 
READ(7,65,EN0=68)(IWW(I),I = 1,20),I*L,INU-1 
FORMAT(1X,20A1,2(9X,I5)) 
J=J + 1 
DO 66 M=1.20 
6b WW(J,M)=IWW(M) 
WL(J)=IWL 
NUMOC(J)=INUM 
GOTO 7 
68 NlsJ+1 
DO 77 K=1.20 
77 WW(N1-K)=6LANK 
WL(N1)=0 
NUMOCCN1)=0 
WRITEC*.*) ' GI^E' 
READC*.»)LSTART,LE!\!D 
C DATA (WL(N),N=1,6000) /6000»0/ 
LINE=0 
5 READ(5,10) (BCH(L),L=1,80) 
10 FORMATCIX.SOAI) 
LINE=LINE+1 
C WRITE(*,10) (BCH(I),I=1,80) 
IF (BCH(1).EQ,'§') GO TO 5 
IFCBCH(1),E0,*&'^) GOTO 2000 
IF(LINE.LT.LSTART)GOTO 5 
IF(LINE,GT.LEND)GOTO 2000 
KK=l 
GOTO 15 
13 KK=KK+1 
15 Kl=l 
16 IF (KK.GT.80) GO TO 5 
IF (BCH(KK),EQ.BLANK) GOTO 18 
BUFW(K1)=BCH(KK) 
IF (K1.GE.20) GOTO 18 
KlsKl+1 
KK=KK+1 
IF (KK.GT.SO) GOTO 18 
GOTO 16 
18 IF((Kl.EQ,l).AND.(BCH(KK).EO.BLAfJK))GOTO 13 
DO 40 L=1,K1 
WW(N1.L)=BUFW(L) 
40 BUFW(L)=BLANK 
WL(Nl) =K1 -1 
IF (WL(N1),GT.20) GOTO 13 
laO 
DO 100 I=1,N1-1 
IF (WL(N1),NE,WL(I)) GO TO 100 
IC=0 
DO 90 IC=l,WL(Nl) 
IF (WW(Nl,IC).NE.Ww(I.IC)) GO TO 100 
IF (IC.NE.WLCNl)) GOTO 90 
C WRITE U , * ) LINE,(WWCN1,L),L=1,20), KK,KK, NUMUC(N1),Wl, 
NUM0CCI)=NUM0C(I)+1 
WN=WLCN1)+1 
DO 660 LI =1,WN 
660 WW(N1,L1)=BLANK 
GOTO 13 
90 CONTINUE 
100 CONTINUE 
30 CONTINUE 
NUMOC(Nl) =1 
WRITE(*,*) (WW(N1,I),I=1,20), Nl,' ',LINE 
NlsNl+1 
DO 610 L = lj,20 
BUF(iJ(L) = BLANK 
610 WW(N1,L) = BLANK 
NUM0C(N1)=0 
GO TO 13 
2000 WLTOT=0 
DO 680 1 1 = 1 , N l - l 
WLT0T=WLT0T+WL(I1) 
C WRITE(*.*) ( W W ( l l , J ) , J = l - 2 0 ) , ' ' . W L ( I l ) , ' ' .NUMQCCIU 
680 WRITE(8,*) ( W W ( l l . J ) , J = i , 2 0 ) , ' S W L ( I I ) , ' * ,NUMOC( in 
WRITE(8,*) WLTOT,WLTOT,WLTOT,WLTOT 
STOP 
END 
FC.FOR, .^  A(>|5JBJ^X — ^ 2-JLifj- i9yo 2 0 : 1 2 Page 1 
C 
c 
c 
c 
PROGRAM FREQ 
DIMENSION ITXT(82),LIST(80),KUUNT(80),ItRR(BO),1J(3 ) , lOUTC8u ) 
DIMENSION PR08C80),INDXM(14),INDXV(12),INDXC(54),ICH(80) 
CHARACTER ITXT.LIST, IBLNK , ISTAR , IFF , lAMP , IDOLR , lERR , IPLUS , I lui' 
INTEGER OUTT.PAPR#REC 
INTEGER WL,WLT0T,W5J 
CHARACTER Ww,BUFW,BCH,BLANK,I WW 
DIMENSION WW(20000,22).BUFW(22),BCH(82),WUMOC(20000),wL(20000) 
DIMENSION lww(22),OCC(eO) 
EQUIVALENCE (BCH(1),IQHK1)) 
DATA (LIST(K),K=1,6)/'A' 'E'.'H'.'I'.'O'.'U'/ 
DATA (LIST(K),K = 7.13)/'A\'E*,'I*,'N\'U* 'U' ':'/ 
DATA ( H S T ( K ) , K = 1 4 , 2 3 ) / ' A S ' 8 S ' C S ' D S ' E * , ' G * , ' H ' , ' I ' , ' J ' , ' K ' / 
DATA (LIST(K),K=24,33)/'L','M','N','0','P','Q','R','S','r','U'/ 
DATA (LIST(K),K=34,43)/'V','W','X','Y','Z',':','(',')','0','l'/ 
DATA (LIST(KKKs44,b3)/'2','3','4','5','6','7','ti','9','i',',V 
DATA (LIST(K),K=54,56)/'.','-',""/ 
DATA (L1ST(K),K=57,66)/'A','B','C','D','E','G','H','1','J','K'/ 
DATA (HST(K),K=67,76)/'L','I^','N','0','P','Q','R','S','T','U'/ 
DATA (LIST(K),K=77,80)/'V','W','X','Z'/ 
DATA INDXM/14,57,18,61,63,21,64,68,27,70,33,7b,77,39/ 
DATA INDXV/7.1 ' - '-/,io,oj.,pj,^x,o'*,DO,ie;/, /' 8,2,9,4,11,5,12,6.13.10/ 
K=1,10)/3.I5,16,17.1§,20.22,2 3,24,25/ 
K=ll,20)/56,28,29,§0,5l,32,34,3b,3b,37/ 
K=21,30)/38,40,41,42,43,44,45,4b,47,4H/ 
K=31,40j/49,50,51,52,53,54,55,56,58,59/ 
K=41,505/60,62,65,66;67,69 71,7 2,7 3,74/ 
K=51,54)/75,78,79,80/ 
DATA aNDXC(K) 
DATA (INDXC(K) 
DATA CINDXCCK) 
DATA CINDXCCK) 
DATA CINDXCCK) 
DATA CINDXCCK) 
DATA CICHCK),K=l,5)/'A' 'A*','£','£*','H*'/ 
DATA CICHCK),Ks6,10)/'I* 'I*^ 'H*','0*,'U*'/ 
DATA CICHCK),Ksll,l4)/'U*,'ll*f'V»^,':V 
DATA CICHCK),K=15,19)/'FA','FA*','FE'.'FE*','F1'/ 
DATA CICHCK),Ks20,24)/'Fl»* 'FQ','FCJ**,'FU','FU*'/ 
DATA CICHCK),K=25,26)/'F:',*FN'/ 
DATA CICH(K),Ks27,3n/'FH*','B', 'C'.'D' 'G'/ 
DATA CICHCK),Ks32,41)/'H','J','K','L*,'M ,'f'J'#'P','^'#'R','S'/ 
DATA CICH CK ),K = 42, 51 )/*T', ' V , ' rt','X','y ' 'Z','C',')','0','1V 
DATA CICHCK),K=52,61)/'2','3','4','b','b';'7','8','9','J',','/ 
DATA (ICHCK),K=62,64)/'.','\' '"'/ 
DATA CICHCK),K=65,69)/'B**,'C*','I)*','G*' 'J»'/ 
DATA CICHCK),K370,74)/'K*','L*','r^*%'P*' 'Q»'/ 
DATA (ICH(K),Ka75,80)/'R*','S*','T*','w*';'X*','Z*'/ 
DATA ITXT(81),ITXTC82)/' ',' '/ 
DATA IBLNK.IFF.ISTAR/' ','F','*'/ 
DATA IAMP,iD0LR/'&','$'/ 
DATA CKOUNTCK),K=l,80)/80*O/ 
DATA (IERR(K).K=l,80)/80*' '/ 
DATA I P L U S / ' + */,CIOUTCK) ,K= I , 8 0 / 8 0 * 8 1 / 
DATA BLANK /' '/ 
Nl = 6 
N2al3 
N3a56 
N4=80 
RECsO 
0UTT=2 
INT=1 
PAPRs3 
C READ ACARD 
C WRITEC 3 ,105) CIERRCK),K=1,80) 
C105 FORMATC5X,80(A1)) 
CC^ WRITE C4,3100) ClOUTCN),Nsl,65) 
CC3100 F0RHATC1X,65CI2)) 
DO 310 L= 1 , 2 0 
BUFWCD = BLANK 
310 WWC1,L)=BLANK 
JsO 
7 READC7,65,END = 6 8 ) C I w w ( i ) , i = i . 2 0 ) ,liJUM 
65 FORMATC1X,20A1,7X,I7) 
J s J + 1 
DO 66 M=l,20 
66 WWCJ,M)=IWWCM) 
WLCJ)=IWL 
NUM0CCJ)=1NUM 
GOTO 7 )8 NlBj+1 
DO 77 K=l,20 
n WWCNI,K)S6LANK 
wL(Nl)sO 
NUMOCCN1)=0 
WRITEC*,*) ' GIVE' 
READC*,»)LSTART,LEND 
DATA (WLCN),N=1,6000) /6000*0/ LINE=O 
F C . F O R ; ! 2-JU..-199U 2u:12 Paqe 2 
100 CONTINUE 
IFCREC.EQ.O) GO T0^109 
CC5 READ(1,10) (BCHCL),L=1,80) 
CCIO FORMAT(1X,90A1) 
LINE=LINE+1 
C WRITEC*,10) (BCH(I),I=1,8U) 
CC IF ( B C H ( 1 ) . E Q , ' $ P ^ G 6 TO 
CC IF(BCH(1).EQ,*6.') GOTO 2( 001 
IFCLiNE.LTiLsfARTJGOTO 5 
I F ( L I N E . G T . L E N D ) G O T O 2001 
KK = i 
GOTO 15 
13 KKsKK+1 
15 Klsl 
16 IF CKK,GT,80) GO TO 5 
IF (BCH(KK),EQ,BLANK) GOTO 1« 
BUFWtKl)=BCH(KK) 
IF (K1,GE.20) GOTO 18 
Kl=Kl+i 
KKsKK+1 
IF CKK,GT.80) GOTO IB 
GOTO 16 
18 IF((K1,EQ.1),AND.(BCH(KK).EQ.BLANK))G0TD 13 
DO 40 L=1,K1 
WW(N1.L)=BUFW(L) 
40 BUFW(L)=BLAMK 
WLCNl) =K1 -1 
IF (WL(M),GT,20) GOTO 13 
I«0 
DO 101 I=l,Nl-l 
IF (WLCNl).NE.WLCD) GO TO 101 
IC=0 
DO 90 IC=l,WL(Nl) 
IF (WW(Nl,IC).t.E.WWCI,lC)) GO TO 101 
IF (IC.NE.WLCNl)) GOTO 90 ^,,,x . .,, 
C WRITE I*,*) LINE,(WWCN1,L),L=1,20), KK,KK, NUMOC(N1),w1,^1 
NUM0CC1)=NUM0C(I)+1 
WNsWL(Nl)4l 
DO 660 LI al WN 
660 WW(N1,L1)=BLANK 
GOTO 13 
90 CONTINUE 
101 CONTINUE 
30 CONTINUE 
NUMOC(Nl) al 
CC WRITE (•,*) (wWC^n,I),I=l,20), «n,' ',LI'^L 
Nl = Nl + l 
DO 610 L=l,20 
BUFW(L) a BLANK 
610 WW(Nl.L) a BLANK 
NUMOCCNDaO 
GO TO 13 
109 DO 110 Jal 82 
ITXT(J)aIBLMK 
110 CONTINUE 
DO 120 d=l,80 
IERRCJ)aIBLNK 
IOUT(J)=IBLf^K 
120 CONTINUE 
5 READ(l,130)(ITxT(K),Kal,8O) 
130 FORMAT(1X,80A1) 
C INCREMENT RECORD COUNTER 
RECaREC+1 
C THE REC. IS PRINTED ON PAPER 
CC WRITEC 3.140) (ITXT(K),Kal,80) 
CC140 F0RMAT(5X,80(A1)) 
C If it Is a comment rec read next rec, 
c (Comment rec have '$' In col 1) 
IFdTXTd) ,E0, IDOLR) GO TO 100 
C IF IT IS EN6 of- INPUT STCP PROCESSING AWD PRINT RESULTS ETC. 
C (END OF INPUT iS SIGNIFIED RY '&' ^ •^ COL 1 AND ENTRIES AFTER 
C COL I ARE NOT PROCESSED, 
IFdTXTd) ,EQ, lAMP) GO TO 142 
GO TO 145 
142 IOUT(l)a'0' 
GO TO 5000 
C MAIN PROCESSING BEGINS 
145 KKaO 
J=0 
150 J=J+1 
KK=KK+1 
IF(J ,GT, 80) GO TO 100 
C IF 0 TH. CH, IS A BLANK PROCESS NEXT CH. 
IF(ITXTCJ) .EQ. I8LNK) GO TO 160 
GO TO 170 
CC160 IF(I0UT(KK-1),EQ.99) GO TO 165 
160 I0UT(KK)3lBLNK 
GO TO 3000 
C TO TEST IF J TH. CH, IS 'P* OR NOT 
FC,FOR; l 2 - J U h - 1 9 9 U 2 u : 1 2 f'aqe 3 
170 IFdTXTCvJ) . N E . I F F ) GO TO 2000 
C TO TEST IF J+2 TH, CH. IS '*' OR NOT 
IF (ITXT(J-f2) ,NE. ISTAR) GO TO IbOO 
C THE PRESENT SEQUENCE OF CHS, IS : 
C J TH, 'F' ; J+2 TH, '*' 
C SEARCH FOR THE MIDDLE CM, FROM LIST 
DO 1000 M=1,N1 
IF (ITXT(J+1) ,NE, LIST(M)) GO TO lOOO 
K0UNT(M)=K0UNT(M)+1 
IOUT(KK)='V' 
CC PRINT*,*IOUT=' lOUTCKK) 
GO TO 1200 
1000 CONTINUE 
K=J + 1 
IERR(K)=IPLUS 
IOUT(KK)=IBLNK 
120u CONTINUE 
J3J + 2 
GO TO 3000 
C THE PRESENT SEQUENCE OF CHS, IS : 
C J TH, 'F' ; J+2 TH. NOT A '»' 
C TO TEST FOR CH, AFTER 'F' 
1500 CONTINUE 
DO 1600 M5N1+1,N2 
IF CITXT(J+1) ,NE. LIST(M)) GO TO 1600 
K0UNT(M)=K0UNT(M)+1 
IOUT(KK)='V' 
CC PRINT*, lOUTs'IOUTCKK) 
IF(M,E6.13) GO TO 444 
GO TO 445 
444 10UT(KK)=IBLNK 
445 CONTINUE 
GO TO 1800 
1600 CONTINUE 
KnJ+1 
IERR(K)=IPLUS 
IOUT(KK)=IBLNK 
1800 CONTINUE 
JsJ + 1 
GO TO 3000 
C THE SEQUENCE OF CHS. IS : 
C J TH, CH, IS NOT 'F* 
C TO TEST IF J+1 TH, IS '*' OR NOT 
2000 CONTINUE 
IFdTXTCJ) .NE. ISTAR) GO TO 2070 
IERR(J)=IPLUS 
GO TO 3000 
2070 IF(ITXT(J+1) ,EQ. ISTAR) GO TO 2500 
C TO FIND THE J TH, CH, WHEN J + 1 TH. IS a^JT '•' 
DO 2100 M=N2+1,N3 
IFdTXTCJ) ,NE. LIST(M)) GO TO 2100 
K0UNT(M)=K0UNT(M)+1 
IOUT(KK)='C' 
CC PRINT*£*IOUT=',IOUT(KK) 
IF((M,EU.14),0ft.(M,EQ,18)) GO TO 555 
IF((M.EQ.21),OR,(M.EQ,27)) GO TO 555 
IF(M,EQ,33) GO TO 555 
GO TO 556 
555 IOUTCKK)='V' 
556 CONTINUE 
CC PRINT*.'IQUTs'IOUTCKK) 
IFaM,EQ.39),Oft,(M,EQ,40),0R,(M,EQ,41)) Gi] TO 777 
IF((M.EQ.42),0R,(^,EQ,43),0R,(N',E0.44)) GO TO 777 
IF((M.EQ,45),0R,C-<,EQ,46),0R,(r^,Ea,47)) GO TO 777 
IF((M,EQ,48),OR,('-l,EQ,49),OR,(M,EO,50)) GO TO 777 
i£nM'S9«^P»°R'('^»EQ,52),OR,(M,EO,b3)) GO TO 777 
IF((M,E0.54),OR,(M,EQ.55),OR,CM,EO,56)) GO TO 777 
GO TO 778 
777 IOUT(KK)=IBLNK 
778 CONTINUE 
GO TO 2300 
2100 CONTINUE 
IERR(J)sIPLUS 
IOUT(KK)aIBLNK 
2300 CONTINUE 
GO TO 3000 
C THE SEQUENCE OF CHS, IS : 
C J+1 TH, IS '*' 
C TO FIND CH, J FROM LIST 
2500 CONTINUE 
DO 2600 M=N3+1,N4 
IFCITXKJ) ,NE, LIST(M)) GO TO 2600 
K0UNT(M)=K0UNT(M)+1 
IOUT(KK)a'C* 
CC PRINT*,*IOUTs'TOUT(KK) 
IF(M,E0,57) GO TO 666 
IFC(M,EQ,61),0R.(M.EQ,64)) GO TO 666 
IF((M.EQ.70),OR,(M,EQ.76)) GO TO 666 
GO TO 667 
FC.FORM 2-JL 'u-199U 2 0 : 1 2 Paue 
666 
667 
2600 
2800 
3000 
C 
C 
5000 
IOUT(KK)='V' 
CONTINUE 
GO TO 2800 
CONTINUE lERRf J)=IPl.US 
I0UT(KK)=I8LNK 
CONTINUE 
JsJ+1 
GO TO 3000 
CONTINUE 
GO TO 150 
PROCESSING OVER ( LAST REC, 
THE RESULTS ARE PRINTED 
CONTINUE 
FOUND ) 
CWRiTE(4;3100) (I0UT(N),N=1.40) 
CWRITE(4,3100) {I0UT(N),N=4i,80) 
2001 WLTOTBO 
DO 670 Ilsl,Nl-l 
670 WLTOTSWLTOT+NUMOCCII) 
DO 680 11=1,Nl-1 
0CC(I1)=NUM0C(I1)/FL0ATCWLT0T) 
680 WRITE(8,566) (WWCII,J),J = l,20),NUMOCCI I),OCC(11) 
566 FORMAT(lX,2OAl,7X,I7,7X,Fi0.6) 
CC680 CONTINUE 
WRITE(8,*) WLT0T,WLT0T,WLT0T,WLT0T 
STOP 
END 
FHEa,F0R;26 /^ y ^JIM^^A'AJ— (b 2-JU.N-1990 20:17 Page 1 
C 
c 
c 
c 
c 
c 
100 
c 
c 
C105 
c 
CWRI 
ClOO 
110 
C 
c 
120 
C 
C 
C 
C 
C 
130 
C 
C 
C 
TE 
PROGRAM FREQ 
DIMENSION ITXT(82),LISX(80),KOUMT(80),IERR(80),IJC3),lOUJC8ig 
DIMENSION PRQB(80),INDXM(14),INDXVC12),lNDXC(b4),ICH(80) 
INTEGER OUTT,PAPR,REC 
DATA (LIST(K) DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
(LISTCK) 
(LIST(K) 
(LISTCK) 
(LISTCK) 
(LIST(K) 
(LIST(K) 
(LISTCK) 
CLIST(K) 
(LIST(K) 
K=1,6)/'A','E','H','I','0','UV 
K=7,13)/'A*.'E*,'I\'N* '0* 'U',': V 
K = 1 4 , 2 3 ) / ' A \ ' B % ' C * , ' D * , ' E S ' G S ' H ' , ' 1 ' , ' J ' , ' K ' / 
K=24 33)/'L' 'M' 'N','0','P' '0','R','S','1','U'/ ,  
K=34,43)/'V%'w%'X','Y','Z',':','(',')','u','l'/ 
K = 44,53)/'2','3','4','5','6','7','8','9','!',','/ 
K=54,56)/',%'-',""/ 
K=57,66)/'A','B','C','D','E','G','H','I','J','N'/ 
k=67;76)/'L','M';'N 
K = 77,80)/'V','i*' 
'','0', 
'X','Z'/ 
'P','Q','R','S' • Li ' / 
(ICH(K),Ksl,5)/'A' 'A*','E','E*','H*V 
(ICHCK),Ks6,10)/'I* •I**,'M*'.'0*,'0*' 
CICHCK),K = li,l4)/'U%'U»S'V*S': V 
CICH(K),Ksl5,19)/'FA','FA*','FE'.'EE*','FIV 
(ICH(K),K = 20,24)/'FI*S'FO','FO*%'FU','FU*', 
(ICH(K),Ks25,26)/'F:',*F.'gV 
'0' 'GV 
'N' 
(ICHCK),K=27,31)/'FH*','6', 'C, 
(ICH(K),K=32,41)/'H','J','K','L', . , „ , 
(ICHCK),K = 42,51)/'T';'V';'i<','X','Y' 'Z',' 
(ICHCK),KS52,61)/'2','3','4','5';'6' '7' ' 
(ICH(K),K=62,64)/'.':'\';""/ 
CICHCK),Ks65,69)/'B**,'C*','D»','G*','J*'/ 
CICH(K),K=70,74)/'K*','L*','N*';'P*' 'Q*'/ 
(ICHCK),K = 75,80)/'R*','S*','T*'|''W*' 'X*','Z* 
ITXTC81),ITXTC82)/' ',' '/ 
IBLNK.IFF.ISTAR/' ','F','*'/ 
lAMP.lDOLft/'&'.'S'/ 
CKOUNTCK),K=1.80)/80*0/ 
CIERRCK),j^ = l,80)/80*' V 
IPLUS/'+*/,(tOUTCK),K=l, 
8','9', 
'k' 
'0' 
's'/ 
'1'/ 
80)/80*81/ 
Nl=6 
N2 = 13 
N3 = S6 
N4 = 80 
REC=0 
0UTT=2 
INT = 1 
PAPR=3 
READ ACARD 
CONTINUE 
WRITE( 3 ,105) (IERR(K),K=1,80) 
F0RMAT(5X,86CA1)) 
3100) CI0yTCN),N=l,65) ( 4 , J i W V ^ V 
FORMATdX,65(12 
DO 110 J = l . 8 2 
ITXT(J)=IBLNK 
CONTINUE 
DO 120 J=1.80 
I£RR(J)=I8LNK 
I0UT(J)=81 
CONTINUE 
READC1,130)(ITXT(K),K=1,80) 
FORMATCSOAl) 
INCREMENT RECORD COUNTER 
REC=REC+l 
THE REC, IS PRINTED ON PAPER 
FREQ.FOR?26 2-JU;^-l99U 20:17 PdQP 7 
C 
C WRITEC 3,140) (ITXT(K),K=1,80) 
C140 F L ) R M A T ( 5 X , 8 0 ( A 1 ) ) 
C 
C If It is a comment rec read next rec, 
c (Comment rec have 's* In col 1) 
C 
IF(ITXTCl) .EO, IDOLR) GO TO 100 
C IF IT IS END OF INPUT STOP PROCESSING AND PRINT RKSULJS ETC. 
C (END OF INPUT IS SIGNIFIED 8Y '&' IN COL 1 AND ENTRIES AFTER 
C COL 1 ARE NOT PROCESSED. 
C 
I F d T X T d ) ,E0, lAMP) GO TO 142 
GO TO 145 
142 I0UT(1)=ITXT(1) 
GO TO 5000 
C 
C MAIN PROCESSING BEGINS 
C 
C 
145 KK=0 
J = 0 
150 J=J+1 
KK=KK+1 
IF(J ,GT, 80) GO TO 100 
C 
C 
C IF J TH, CH, IS A BLANK PROCESS NEXT CH, 
C 
IF(ITXT(J) .EG, IBLNK) GO TO IbO 
GO TO 170 
160 I0UT(KK)=99 
GO TO 3000 
C 
C TO TEST IF J TH. CH. IS 'F' OR NOT 
C 
170 IF(ITXT(J) .NE, IFF) GO TO 2000 
C 
C TO TEST IF Ji'2 TH. CH. IS '•' OR ^OT 
C 
IF (ITXT(J+2) .NE. ISTAR) GO TO 1500 
C 
C THE PRESENT SEQUENCE OF CHS. IS ; 
C J TH. 'F' ; J+2 TH. '*' 
C SEARCH FOR THE MIDDLE CH. FROM LIST 
C 
DO 1000 M=1,N1 
IF (ITXT(J+I) ,NE. LIST(M)) GO TO 1000 
KOUNT(M)=KOUNTfM)+l 
IOUT(KK)=H 
GO TO 1200 
1000 CONTINUE 
K=J + 1 
C 
IERR(K)=IPLUS 
I0UT(KK)=98 
1200 CONTINUE 
J=J + 2 
GO TO 3000 
C 
C THE PRESENT SEQUENCE OF CHS. IS I 
C J TH, 'F' ; J+2 TH. NOT A *•' 
C TO TEST FOR CH, AFTER 'F' 
C 
1500 CONTINUE 
DO 1600 M=N1+1,N2 
IF (ITXT(J+1) ' N E . L I S T ( M ) ) GO TO 1600 
K0UNT(M)=K0UNT(M)+1 
I0UT(KK)=M 
GO TO 1800 
1600 CONTINUE 
K»J+1 
C 
IERR(K)=IPLUS 
I0UT(KK)=98 
1800 CONTINUE 
JsJ + 1 
GO TO 3000 
C 
C THE SEQUENCE OF CHS. IS : 
C J TH, CH, IS NOT 'F* 
C TO TEST IF J+1 TH. IS '•' OR NOT 
C 
2000 CONTINUE 
IF(ITXT(J) .NE. ISTAR) GO TO 2070 
IERR(J)=IPLUS 
GO TO 3000 
FREQ,F0R;26 2 - J l ' - - l 9 ^ 0 2 0 : 1 7 i^aqe i 
2070 I F ( I T X T ( J + U . E Q . ISTAR) GO TO 2500 
C 
C TO FIND THE J TH, CH. WHEN J+1 TH, IS NOT '*' 
DO 2100 M=N2+1,N3 
IF(ITXTCJ) .NE, HST(M)) GO TO 2100 
K0UNT(M)=K0UNT(M)+1 
I0UT(KK)3M 
GO TO 2300 
2100 CONTINUE 
C 
IERR(J)=IPLUS 
I0UT(KK)=98 
2300 CONTINUE 
GO TO 3000 
C 
C THE SEQUENCE OF CH5. IS : 
C J+1 TH, IS '•' 
C TO FIND CH. J FROM LIST 
C 
2500 CONTINUE 
DO 2600 «=N3+1,N4 
IFCITXTCJ) .NE| L I S T ( M ) ) GO TO 2600 
KOUNT(Ml=KOUNT(M)+l 
IOUT(KK)=M 
GO TO 2800 
2600 CONTINUE 
C 
IERR(J)=IPLUS 
I0UTCKK}=98 
ue 2800 CONTIN 
Jsj + l 
GO TO 3000 
C 
C 
3000 CONTINUE 
C 
CC 
ClOO F0RMAT(40(I2)) 
CwRITE(4,3100) (IOUT(N),N=41,80) 
C 
GO TO 150 
C 
C 
C PROCESSING OVER ( LAST REC. FOUND ) 
C THE RESULTS ARE PRINTED 
C 
5000 CONTINUE 
C 
CWRITE(4,3100) (I0UT(N),Nsl,40) 
CWRITE(4-3100) (lOUTCN5,Nr41,80) 
TOTAL=0.0 
DO 7000 1=1,80 
T0TAL=T0TAL+K0UNTCI) 
7000 CONTINUE 
DO 7500 1=1-80 
PROB(I)=KOUNT(I)/TOTAL 
7500 CONTINUE 
C 
C 
WRITE(3 8000) 
8000 FORMATC§X,'SYMBOL',1 OX,'OCCUR',1 OX,'PROB'/) 
WRITE(3,8l00) 
8100 F0RMAT(5X,'MATRA'/) 
C 
C 
DO 8500 1=1,14 
JslNDXMCI) 
WRITE(3.8200) lCH(I),KOUNT(J),PROBCJ) 
8200 FORMAT(5X,A4,l2X,I8,7X,F10.5/5 
8500 CONTINUE 
C 
C 
WRITE(3,8600) 
8600 F0RMAT(15X,'V0WE:L'/) 
C 
DO 9000 1=15,26 
JsINDXV(I-14) 
WRITE(3,8200) ICH(I),KOUNTCJ),PROB(J) 
9000 CONTINUE 
C 
C 
WRITE(3,9100) 
9100 F0RMAT(/,5X,'CONSONANTS',/) 
c 
DO 9300 1=27,80 
J=INDXC(I-26) 
WRITE(3,8200) ICH(I),KOUNTCJ),PROB(J) 
FKE0,F0R;2e 2-UU.-J-1990 20:17 r'aqe -i 
9300 CONTINUE 
C 
C 
C 
WRITE(3,8400) TOTAL,REC 
8400 F0RMAT(5X,'TOTAL OCCUR, 'Fl0,0,lOX,'TOTAL HEC. ',IB) 
C 
C 
STOP 
END 
F H . F 0 R ; 3 
C 
C 
C 
100 
C 
C105 
CC 
CC 
A ^ M ^ 2L L, 2 - J U v - i 9 9 0 2 0 : l b Page i 
PROGRAM FREQ 
DIMENSION ITXT 
DIMENSIOfx PROa 
CHARACTER ITXT 
DIMENSION COUN 
INTEGER OUTT.P 
DATA (LIST(K), 
DATA (LIST(K), 
DATA (LIST(K), 
DATA CLIST(K), 
DATA (LIST(K), 
DATA (HST(K), 
DATA (LISTCK). 
DATA (LISTCK) 
DATA (LISTCK) 
DATA 
3100 
CLIST(K), 
C82) 
(80), 
.LIST 
f(8i, 
APR,R 
K = l,6 
K = 7.1 
K = l4, 
K = 24, 
K=34, 
K = 44, 
K = 54, 
K = 57, 
K = 67, 
K = 77, 
LISTCBl),KOUNT(B0).ItRRCBU),1J(3),IOUi(bi 
INDXMCl4),INUXVC12),IiMDXCCb4),ICrilBu) 
.IBLr]K,lSTAR,IKK,IAMP,lDOLR,IERR,lPLUS 
8l),KfvT(Hl,81),LlS(8l) 
ec )/'A','E','H''I','0''[J'/ 
23)/'AS'BS'CS'D%'E*,'G* 
'/ 
P','U','R','5','1','U'/ 
-• - ','C',')','o','i'/ 
33)/'L','M','w','0', 
4 3 ) / ' V ' , ' W ' , ' X ' , ' Y ' , ' Z ' 
53)/'2','3','4','5','b';'7','8','y'»'i'#','/ 
5 6 ) / ' . ' ; ' - ' , " " / 
b6)/'A','B','C•,'D','E','G',•H','l','J','^'/ 
76)/'L','^•','l4','a','P','U','R','S','l','u'/ 
81)/'V','W','X','Z',' '/ 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
bl,63,21,64,68,27,70 
,4,11,5,12,6,13,10/ 
33,76,77,39/ INDXM/14,57,18,. 
INDXV/7,1,8,2,9,4,11,5,12,6,13,: 
CINDXCCK);K=1,10)/3,15.16,17,19.20.22,2 3,24.25/ 
CINDXC(K);K=ll,20)/26,28,29,30,31,32,34,3b,36,37/ 
'" " ,K=21,30)/38,40,41,42,43,44,4b,4b,47,4ti/ 
,K=31,40)/49,50,51,52,53,54,bb,5b,5B,b9/ 
;K=41,50)/b0,62,6b,66,67,b9,71,7 2,7 3,7 4/ 
CINDXCCK 
(INDXC(K) 
CINDXCCK) 
CINDXCCK) K=51,54)/75,78,79,80/ 
CICHCK),K3l,b)/'A'.'A»','e' 'E»' 'H*'/ 
CICHCK),K=6-10)/'I* 'I** 'M*' '0*,'U*'< 
CICHCK),K=li,14)/'U*,'U#*,'V**,'!V 
CICHCK),K3l5,19)/'FA','FA»',' 
CICHCK),K = 20,24)/'FI»\'FO',' 
CICHCK),K=25,26)/'F:',*F>J'/ 
CICHCK 
CICHCK 
•""HCK cic . 
CICHCK 
CICHCK 
CICHCK 
CICHCK 
CICHCK 
ITXT(8 
IBLNK, 
XAMP.I 
CKOUNT 
CIERRC 
IPLUS/ 
IT 
CLISCK 
CLISCK 
CLISCK 
CLISCK 
CLISCK 
CLISCK 
CLISCK 
CLISCK 
(LIS(K 
(LISCK 
CLISCK 
CLISCK 
CLISCK 
CLISCK 
CLISCK 
CLISCK 
LISC81 
),K=27 
),Ks32 
),K=42 
),Ka52 
),K=62 
t kr — <;. K. 
IFF, I 
DOLR/ 
CK).K= 
K),^=l 
' + V,C 
31)/' 
41)/' 
51)/' 
61)/' 
,64)/' 
,69)/' 
,74)/' 
,80)/' 
TC62)/ 
TAR/* 
««','$' 
1,80)/ 
,80)/8 
lOUTCK 
FH* 
T', 
K*' 
/ 
80* 
0»' 
),K 
•^  
0/ 
'/ 
=1,80)/80*81/ 
1,5)/ 
6.10) 
11,15 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
REAL 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 
Nl=6 
N2al3 
N3 = 56 
N4=81 
ftEC=0 
IT = 0,0 
CC=0,0 
0UTT=2 
INT=1 
PAPR=3 
READ ACARU 
CONTINUE 
rtRITEC 3 ,105) CIERRCK),K=1,80) 
FORMATC5X,80CA1)) 
IFCREC.EO.O) Go TO 109 
WRITE C4,3100) CIOUTCN),N=1,65) 
FORMATCIX,65(12)) 
DO 2C|1 N = I,63 
IF(IC\UT(N),EQ,0) GO TO 201 
FL'.'l-E* ,'KI'/ 
,'FU*'/ 
','B', 'C'.,'D', 
'J','K','L*,'M* 
'V','rt','X','Y' 
'3','4','5' 'b' 
'\',""/ 
, 'C»', 'U*','G*' 
,'L*','.v*','P*' 
, 'S*', "!»', '«*' 
','•'/ 
G'/ 
'N','P',''j','«','S'/ 
'Z','C',')','0','l'/ 
I f O , ^ f , f , f 
'J*'/ 
' J * ' / 
'X»', 'Z*'/ 
),K = 
),K= 
),K = 
),K = 
),K = 
),K = 
),K= 
),K= 
),Kr 
16 
i^' 
26, 
31, 
36, 
41, 
4b, 
51, 
56, 1^' 66, 
71, 
76, 
I'/ 
20 
2b 
iO 
35 
40 
4b 
50 
5b 
60 
65 
70 
7b 
80 
'FA*', 
/'FU** 
)/'F0' 
)/'C' 
) / ' ! ' 
)/'fJ' 
)/'S' 
)/'X' 
)/' ) ' 
)/'4' 
)/'9' 
) / " " . 
)/'£** 
)/'K*' 
)/'P*' 
)/'U*' 
'FE* 
,'FA 
,'FU 
*D', 
'J', 
'^', 
'T', 
'Y', 
'0', 
'5', 
» I » 
'A** 
,'G* 
,'L* 
,'Q* 
,'V* 
','FH* 
','fE' 
» # p-. » 
'i' ,'Q 
•K','U 
'P','U 
'U','V 
'Z',': 
'1','2 
*,'H»^ 
M*' 
'H*' 
,'H*', 'FU*'/ 
*F1' 'Fi^'/ 
'A',*B'/ 
,'riV 
,'M'/ 
,'R'/ 
,>'/ 
,'('/ 
,'3'/ 
,'b'/ 
/.'-'/ 
C*','U»'/ 
'I**, 'J*'/ 
'N*', '0*'/ 
'S*','l*'/ 
'X*','Z*'/ 
CCKNTCI,J),I=1,81),J=1,81) /bb61*0/ 
CCC0UNTCI,J),I=1,81),J=1,81) /bbb1*0.0/ 
F H , F 0 H ; 3 i!-JU..-l^v^u 2t^:ib t^oae 2 
I F ( I 0 U T C N ) , G T . 8 1 ) GO TU 201 
I F ( I 0 U T ( N + 1 ) . G T . « 1 ) GU TO 201 
IFdOUTCN + n . E Q . O ) GO TU 201 
IsIOUTClO 
Js:IOUT(N + n 
KNT(1,J)=KNT(I,J)+1 
IT=IT+1 
201 CONTINUE 
1U9 DU 110 J=1.82 
I T X T ( J ) = 1 B L N K 
110 CONTINUE 
DO 120 J=l,80 
IERR(J) = IBLr4K 
I0UTCJ)=81 
120 CONTINUE 
READ(1,130)(ITXT(K),K=1,8U) 
130 FORMATCaOAl) 
C INCREMENT RECORD C0U^4TEK 
REC=REC+1 
C THE REC. IS PRINTED ON PAPER 
CC WRITE( 3,140) (ITXT(K),K=1,80} 
CC140 FORMAT(5X,80(A1)) 
C If it Is a comment rec read next rec, 
c (Comment rec have 'S' in col l) 
IF(ITXTCl) .EQ, lUOLR) GU TU 100 
C IF IT IS END of INPUT STOP PRUCESSIfjG AMQ PRluT HESuLlS cTC, 
C (END OF INPUT IS SIGNIFIED BY 'k.' 1^ CUb 1 AnD ENlKltS AFlhK 
C COL 1 ARE NOT PROCESSED. 
I F d T X T d ) ,EQ, lAMP) GO TU 142 
GO TO 145 
142 IOUT(1)=0 
GO TO 5000 
C MAIN PROCESSING BEGINS 
145 KK=0 
J = 0 
150 KK=KK+1 
152 JsJ+1 
IF(J ,GT. 80) GO TO 100 
C IF J TH- CH, IS A BLANK PROCESS r.EXl' CH. 
IFdTXTCJ) ,E0, IBLNK) GO TO 160 
GO TO 170 
160 IF (KK.EQ.l) GO TO 162 
IFdOUT(KK-l).EU,81) GU 10 152 
162 I0UT(KK)=81 
165 GO TO 3000 
C TO TEST IF J TH. CH. IS 'F' UR NUT 
170 IFdTXT(J) .NE. IFF) GO TU 2000 
C TO TEST IF J + 2 TH. CH. IS '*' UR l^ UX 
If dTXT(J+2) ,NE. ISTAR) GO TO IbOu 
C THE PRESENT SEQUENCE OF CHS. IS : 
C J TH, 'F' ; J+2 TH. '•' 
C SEARCH FOR THE MIDDLE CH. FkUM LIST 
DO 1000 M = 1,M 
IF dTXX(J+l) ,NE, LIST(M)) GU TO lUOU 
K0UNT(M)=K0UNT(M)+1 
I0UT(KK)=M 
GO TO 1200 
lUOO CONTINUE 
K=J + 1 
IERR(K)=IPLUS 
I0UT(KK)=81 
1200 CONTINUE 
J=J + 2 
GO TO 3000 
C THE PRESENT SEQUENCE OF CHS. IS : 
C J TH, 'F' ; J+2 TH. NOT A '*' 
C TO TEST FOR CH, AFTER 'F' 
1500 CONTINUE 
DO 1600 M=Nl+l,N2 
IF dTXT(J+l) ,NE. LIST(M)) GO TO 1600 
K0UNT(M)=K0UNT(M)+1 
IOUT(KK)=M 
GO TO 1800 
1600 CONTINUE 
KsJ + 1 
IERR(K)=IPLUS 
I0UT(KK)=81 
1800 CONTINUE 
J=J + 1 
GO TO 3000 
C THE SEQUENCE OF CriS. IS : 
C J TH, CH. IS NOT 'F* 
C ^ TO TEST IF J+1 TH, IS '•' OR NOT 
2000 CONTINUE 
irdTXT(J) ,NE, ISTAR) GO TO 2070 
IERR(J)3IPLUS 
GO TO 3000 
2070 IFdTXT(J + l) ,E0. ISTAR) GU TO 2500 
C TO FIND THE J TH. CH. WHEN J+1 TH. IS NUT '*' 
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