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ABSTRACT
Since 2016, the South African Weather Service (SAWS) has been running convective-scale simulations to
assist with forecast operations across southern Africa. These simulations are run with a tropical configuration
of the Met Office UnifiedModel (UM), nested in the Met Office global model, but without data assimilation.
ForNovember 2016, convection-permitting simulations at 4.4- and 1.5-km grid lengths are compared against a
simulation at 10-km grid length with convection parameterization (the current UM global atmosphere con-
figuration) to identify the benefits of increasing model resolution for forecasting convection across southern
Africa. The simulations are evaluated against satellite rainfall estimates,CloudSat vertical cloud profiles, and
SAWS radar data. In line with previous studies using the UM, on a monthly time scale, the diurnal cycle of
convection and the distribution of rainfall rates compare better against observations when convection-
permitting model configurations are used. The SAWS radar network provides a three-dimensional composite
of radar reflectivity for northeast South Africa at 6-min intervals, allowing the evaluation of the vertical
development of precipitating clouds and of the timing of the onset of deep convection. Analysis of four case
study days indicates that the 4.4-km simulations have a later onset of convection than the 1.5-km simulations,
but there is no consistent bias of the simulations against the radar observations across the case studies.
1. Introduction
The adoption of kilometer-scale models for numerical
weather prediction (NWP) has improved the location
and timing of forecast convective weather events (e.g.,
Clark et al. 2016). At horizontal grid lengths smaller
than 5km, NWPmodels can resolve the largest scales of
individual convective clouds; these models are thus
referred to as convection-permitting models (CPMs).
Several operational forecasting centers currently run
CPM simulations multiple times per day over limited
areas, typically nested inside a global climate model of
coarser resolution. In the United States, these models are
also referred to as convection-allowing models and have
been used for several years now, for instance to assist in
the forecasting of severe convective weather (Kain et al.
2006, 2008). In particular, theWarn-on-Forecast research
program is exploring the use of an ensemble of CPMs
to provide reliable severe weather warnings (Stensrud
et al. 2009).
CPM simulations run on a global scale are within reach
technologically and envisaged for operational weather
prediction (Bauer et al. 2015). For research purposes,
global CPMs are already used to study, for instance, the
interactions between convection and tropical waves (Satoh
et al. 2008). The challenge in evaluating global CPMs will
be to develop diagnostic tools and verification metrics that
are appropriate and reliable globally—considering the
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discrepancies between different national observational
networks—to allow consistent model verification and
evaluation. As a proxy for a global CPM, a single CPM run
over a limited area in several regions across the globe will
meet a similar verification and evaluation challenge. The
Met Office’s Unified Model (UM) is used by several op-
erational forecasting centers globally through the UM
Partnership for numerical weather and climate prediction,
including at convection-permitting resolutions. The UM
Partnership consists of several organizations who use the
UM in global and limited area configurations. Access
to the latest UM science configurations and to a nesting
suite enables partners to contribute to the Regional
Model Evaluation andDevelopment (RMED) process,
through which the same science configuration is tested
and evaluated by UM Partnership organizations in
various convective weather situations. For individual
partners, improvements in the forecasting of severe
convective events can be showcased through the
RMED process, while for the UM Partnership the de-
velopment and use of diagnostic tools and verification
metrics across the organizations enables succeeding
scientific configurations to improve forecast skill and
the fidelity of physical processes. Although the UM is
not run operationally as a single global CPM, the
RMED process meets similar challenges in verification
as global CPMs, namely that verification tools can be
applied consistently across the UM Partnership.
The South AfricanWeather Service (SAWS) was the
first partner on the African continent and has been
using the UM for operational activities since 2007
and at convection-permitting scales since 2016. SAWS
routinely runs limited area simulations with the UM to
assist with forecast operations for South Africa and
across southern Africa through the Severe Weather
Forecasting Demonstration Project (SWFDP). Con-
vection is a major cause of severe weather events in
southern Africa. Laing and Fritsch (1993) identified on
average 11 mesoscale convective complexes in Me-
teoSat imagery per summer season in southern Africa.
In particular, the northeast of SouthAfrica experiences
some of the deepest thunderstorms on Earth (Zipser
et al. 2006). This region is a local ‘‘hotspot’’ of lightning
activity, producing more than 30 flashes km22 yr21
(Albrecht et al. 2016).Weather hazards associated with
these convective storms include large hail, tornadoes,
and flash floods, with several such events occurring in
November 2016 alone (Simpson and Dyson 2018).
The availability of ground-based radar data in South
Africa (Terblanche et al. 2001) makes the SAWS fore-
casts a unique dataset to test the applicability and
limitations of a variety of observational data to evalu-
ate CPM simulations in challenging convective weather
situations. As part of the RMED process, this study
therefore aims to test the applicability of different ob-
servational datasets to evaluate CPMs. Multiple satellite-
based rainfall products are available for Africa [for an
overview, see, e.g., Maidment et al. (2014)] but these
typically do not resolve the subdaily scale and are
therefore better suited for evaluation on longer time
scales. Rainfall estimates from the Global Precipitation
Measurement (GPM)mission are available every 30min
but are not yet thoroughly evaluated across Africa.
Finally, CloudSat observations are ideally suited to
study the vertical structure of clouds and precipitating
systems (Bodas-Salcedo et al. 2008; Stein et al. 2011) but
suffer from poor horizontal and temporal sampling.
Nevertheless, the combined evaluation against these
different observational data should lead to consistent
conclusions regarding amodel’s performance in terms of
convective clouds and precipitation.
This work therefore has three objectives, namely
1) to investigate whether model biases in the location
and timing of clouds and precipitation are consistent
across the different observational data and associated
metrics, 2) to consider the limitations of the different
observational data in evaluating clouds and pre-
cipitation in CPMs, and 3) to assess the performance
of the model in terms of representing clouds and
precipitation for southern Africa. While the latter is
expected to largely confirm known differences be-
tween CPM simulations and simulations with con-
vection parameterization in other regions of the world
(e.g., Pearson et al. 2010), the first two objectives
may increase our confidence in the use of individual
observational datasets for evaluating convection in
models when other data are not available, for instance
across southern Africa more generally. The inclusion
of GPM and CloudSat is pertinent as these—and
their potential successors, including the Earth Cloud,
Aerosol, and Radiation Explorer (EarthCARE)—are
fundamental to the evaluation of global kilometer-
scale simulations due to their near-global availability.
The outcomes will therefore present recommenda-
tions for the future use of satellite and ground-based
observations to evaluate convection in NWP models
globally, as well as recommendations for the simula-
tion of convection over southern Africa specifically.
The paper is organized as follows. Section 2 describes
the different observational data that are used for model
verification, namely the satellite rainfall estimates and
the SAWS radar data. Section 3 describes the setup of
the SAWS operational forecasting system and the dif-
ferent model configurations that are evaluated in this
paper. The evaluation of monthly rainfall and cloud
distribution for November 2016 as well as daily rainfall
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amounts and the diurnal cycle are shown in section 4.
Evaluation against the SAWS radar data is presented in
section 5 for four case study days with heavy rainfall
events and with good availability of radar data. Section 6
provides a discussion and our conclusions, referring to
our aforementioned objectives.
2. Observational data sources
a. Satellite rainfall estimates
In the absence of a routinely available and dense net-
work of ground-based radar observations, satellite rainfall
estimates can provide reliable observations for model
evaluation. Spaceborne active remote sensing instruments
provide the most detailed measurements of precipitating
clouds, being able to resolve the vertical profile of hydro-
meteor distributions, but these instruments have narrow
swaths and are as yet bound to polar-orbiting satellites,
leading to poor spatiotemporal cover. We therefore con-
sider several satellite rainfall products that use a combi-
nation of infrared and microwave measurements and that
are therefore available on daily or shorter time scales. By
adopting multiple satellite rainfall estimates, we can test
whether our models forecast rainfall within the observed
range (Birch et al. 2014). This analysis also allows us to
consider the strengths and weaknesses of each product
(Jobard et al. 2011), particularly for the purpose of model
evaluation on different time scales.
1) TAMSAT
The Tropical Applications of Meteorology using
Satellite and Ground-Based Observations (TAMSAT)
Group, based at the University of Reading, Reading,
United Kingdom, has provided satellite-derived rainfall
estimates for Africa since the early 1980s. Estimates are
produced in near–real time at 0.03758 horizontal grid
spacing (approximately 4km over South Africa) at daily,
pentadal, decadal, monthly, and seasonal time steps and
are available from 1983 onward. The TAMSAT method
is designed to provide a temporally consistent rainfall
record. It is based on cold cloud duration (CCD) maps
derived from Meteosat thermal infrared (TIR) imagery
and calibrated using historical rain gauge measurements
(Maidment et al. 2014, 2017; Tarnavsky et al. 2014). The
resulting climatological calibration parameters, which
vary both spatially and seasonally, are applied to the
CCD in near–real time, overcoming the need for
‘‘live’’ rain gauge records that are typically unavail-
able across Africa. Recently, the TAMSAT estimation
algorithm was revised to provide more accurate rain-
fall estimates (Maidment et al. 2017; Dinku et al.
2018). It is these rainfall estimates (version 3.0) that
are used here.
Because CCD itself is only loosely related to rainfall
intensity (CCD is based only on the occurrence of cold
clouds exceeding a prescribed temperature threshold),
TAMSAT generally underestimates rainfall accumu-
lations for extreme events over short time periods
(Maidment et al. 2017). It may also miss rainfall events
when these are caused by warm clouds that do not con-
tribute to CCD. Despite these shortcomings, TAMSAT
is widely used across Africa for rainfall monitoring
and has informed previous NWP evaluation studies
(Maidment et al. 2013).
2) IMERG
The Global Precipitation Measurement (GPM) mis-
sion is an international collection of weather satellites
providing the most advanced observations of global
precipitation to date. Building on from the Tropical
Rainfall Measuring Mission (TRMM) era of rainfall
observations (1997–2014), the Integrated Multisatellite
Retrievals for GPM (IMERG) rainfall product provides
high spatial (0.18, approximately 11 km 3 9km over
South Africa) and temporal (30min) resolution cover-
ing 608S–608N (Huffman et al. 2018). At the heart
of IMERG are data from the GPM Core Observatory,
which carries the first spaceborne dual-frequency pre-
cipitation radar (DPR), as well as the multichannel
GPM Microwave Imager (GMI). Rainfall estimates
derived from the DPR and GMI are used to calibrate
estimates from passive microwave sensors on board
other low-orbit satellites. The resulting estimates are
then merged with TIR-based rainfall estimates derived
from geostationary TIR imagery to produce spatially
complete rainfall fields. The IMERG process is run in
two near-real-time modes (4 and 12h after the obser-
vation time) and in one late mode 3 months after the
observations. In the latter, the satellite-derived esti-
mates are adjusted using monthly rain gauge analyses to
produce an optimal rainfall estimate. It is this version
(4.0A) that is used in this study. Despite the short her-
itage, validation studies of IMERG indicate that it
performs better than its predecessor [TRMM Multi-
satellite Precipitation Analysis (TMPA)], especially
over short time scales (e.g., Dezfuli et al. 2017; Manz
et al. 2017; Khodadoust Siuki et al. 2017; Xu et al. 2017).
3) CMORPH
The Climate Prediction Center morphing method
(CMORPH) produces global rainfall estimates every
30min with 8-km horizontal grid spacing and is available
from December 2002 (Joyce et al. 2004). The estimates
are based on both low-orbit passive microwave and ge-
ostationary TIR sensors. First, rainfall estimates are
created based solely on the microwave retrievals. Next,
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‘‘cloud systemadvection vectors’’ are calculated using half-
hourly TIR imagery; these vectors are used to propagate
the precipitation fields forward and back in time where
no direct passive microwave data are available. A
time-weighted interpolation is applied to the available
estimates to provide an estimate of both the rainfall dis-
tribution and intensity for the intervening missing 30-min
periods; this process is referred to as ‘‘morphing.’’ In this
study, the reprocessed bias-adjusted version 1.0 estimates
were used (Xie et al. 2017).Wang et al. (2015) suggest that
the bias-adjusted version of CMORPH performs well and
better than the satellite-only version of the product.
4) CHIRPS
The Climate Hazards Group Infrared Precipitation
with Station dataset (CHIRPS) provides quasi-global
(508S–508N and 1808–1808) rainfall estimates at daily,
pentadal, and monthly time steps with a 0.058 horizontal
grid spacing and is available from 1981 (Funk et al.
2015). CHIRPS uses TIR imagery to produce maps of
pentadal CCD using a constant rain/no-rain threshold
of 235K, calibrated using TMPA-3B42 rainfall esti-
mates (Huffman et al. (2007), available between 2000
and 2013. As is done in TAMSAT, these climatological
calibration parameters are then applied to the complete
CCD record to produce a time series of rainfall esti-
mates. These pentadal rainfall estimates are standard-
ized (using their own climatology) and multiplied by a
high-resolution and accurate rainfall climatology known
as the Climate Hazards Group Precipitation climatol-
ogy (CHPclim) to produce what is known as CHIRP.
Finally, station rain gauge records are merged with
CHIRP to create the CHIRPS product. CHIRPS ver-
sion 2.0 was used in this study. Because a key part of the
CHIRPS estimation process is the careful adjustment to
the rainfall climatology, it typically has very low or
negligible bias, and often has comparable or better skill
than other products, particularly over longer time steps
(e.g., Maidment et al. 2017; Dinku et al. 2018).
b. CloudSat
In this study, we use CloudSat observations to evalu-
ate the spatial distribution of different cloud types and the
vertical distribution of hydrometeors (Bodas-Salcedo
et al. 2008; Stein et al. 2015). Errors in the vertical dis-
tribution may be used to direct model improvements in
terms of microphysics parameterization (Satoh et al.
2010), while errors in the spatial distribution of different
cloud types could suggest underlying issues with other
parameterizations, such as the treatment of mixing in the
boundary layer (Nguyen et al. 2017). Both sets of errors
may have a two-way interactionwith the circulation at the
scale of the model domain, which Birch et al. (2014) have
shown may lead to biases in moisture availability within
the first 24h (i.e., on time scales relevant for operational
forecasts of convection).
CloudSat was launched and joined the A-Train con-
stellation of satellites in June 2006. The satellite carries
a millimeter-wavelength radar, the CloudSat Profiling
Radar (CPR), which has a sensitivity of 230 dBZ and a
horizontal footprint at the surface of 1.5 km (Marchand
et al. 2008). Its polar orbit leads to a 16-day revisit time,
with equatorial crossings at approximately 0130 and
1330 local solar time. CloudSat came back online in
November 2011 after a battery anomaly in April 2011;
since then, it has only collected daytime observations.
CloudSat observations are unique in probing the vertical
structure of clouds and precipitation and have proven
invaluable in the evaluation of weather and climate
models (Bodas-Salcedo et al. 2008; Marchand et al. 2009;
Delanoë et al. 2011; Kay et al. 2012; Stein et al. 2015).
The CloudSat data are obtained from the Radar–Lidar
(DARDAR) product (Delanoë et al. 2011), in which
the original CloudSat geometric profile product (2B-
GEOPROF) mask and radar reflectivity have been in-
terpolated onto a regular 1.5-km horizontal and 60-m
vertical grid to match CALIPSO lidar observations. For
model evaluation, it is convenient to set a radar reflectivity
threshold to identify ‘‘clouds’’ and study their areal or
volumetric fraction in the domain. For every 500m in
height, we will calculate the fraction of observations with a
radar return considering thresholds of 230 and 10 dBZ;
these fractions will be referred to as the ‘‘cloud fraction.’’
Since theCloudSat radar does not haveDoppler capability,
we make no distinction between cloud and precipitation,
but we note that the 230-dBZ threshold allows detection
of nonprecipitating clouds, particularly ice clouds. The
10-dBZ threshold allows for a comparison of this analysis
against the evaluation with the SAWS radars. However, it
should be noted that the CloudSat measurements will be
affected by non-Rayleigh scattering when hydrometeor
sizes approach that of the transmittedwavelength (3.2mm),
which tends to happen at these high reflectivity values.
In addition to the vertical profile of cloud fraction, the
occurrence of different cloud types is considered fol-
lowing the categorization from Stein et al. (2011). Due
to the omission of a 3D pressure field as output from the
model simulations, clouds will be distinguished by
cloud-top height above mean sea level instead of cloud-
top pressure, as used by Stein et al. (2011):
1) Shallow clouds have cloud tops below 3150m (orig-
inally the 700-hPa level).
2) Midlevel clouds have cloud tops between 3150
and 8500m and bases at least 3150m above the
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surface (8500m corresponds approximately to the
350-hPa level).
3) Congestus clouds have cloud tops between 3150 and
8500m and bases within 3150m of the surface.
4) Deep clouds have cloud tops above 8500m and bases
within 3150m of the surface.
5) Anvil clouds have cloud tops above 8500m and bases
at least 3150m above the surface.
No distinct category is considered for cirrus clouds
[identified as situated entirely above the 200-hPa level
by Stein et al. (2011)], as these are rarely observed with
CloudSat (Mace et al. 2009).
Due to the narrow footprint and long return time,
CloudSat sampling is unsuitable for evaluating indi-
vidual forecasts. For instance, for November 2016, only
six daytime orbits crossed within 200 km of Johannes-
burg, South Africa. Therefore, in this paper, we will
consider a climatology of cloud occurrences and ver-
tical profiles of clouds and precipitation for November,
based on observations from 2006 to 2016. During this
period, 542 daytime and 279 nighttime orbits sampled
the SAWS 4.4-km model domain and 69 daytime and
34 nighttime orbits sampled the smaller Highveld do-
main (for domains, see Fig. 1). The lower sample of
nighttime orbits is due to the lack of nighttime obser-
vations since April 2011. To quantify the uncertainty
due to the sampling limitations of CloudSat, we will
apply a bootstrapping of the CloudSat orbits following
Liu et al. (2010). The population of CloudSat orbits will
be resampled with replacement 1000 times, calculating
for each resampled population the mean cloud fraction
for each reflectivity threshold; the profiles shown will
then be the median of these 1000 mean cloud fractions.
The 90% confidence interval will also be derived from
these 1000 estimates of the mean. For individual cloud
types, cloud occurrences are also obtained by calculating
the mean for each of the 1000 resampled populations,
then taking the median of these means, similar to the
vertical profile of the cloud fraction.
c. SAWS radar network
In our study, we will use ground-based radar observa-
tions for model evaluation in two ways. First, a rainfall
estimate from the radars will provide a fully independent
observed estimate alongside the satellite rainfall esti-
mates. Second, although weather radar networks are
normally designed to detect and estimate rainfall, the
radars scan at multiple elevations and can therefore de-
tect part of the vertical extent of the precipitating clouds.
We will use the radar-observed cloud fraction at various
heights to evaluate the diurnal evolution of convective
cloud in the convection-permitting models.
Until 2009, the SAWS radar network consisted of
11 C-band radars (Terblanche et al. 2001). In 2010, the
network underwent a significant improvement program
in which 10 METEOR 600 S-band radars were pur-
chased; 8 of these replaced the aging C-band radars and
the remaining 2 were used to expand the radar network.
All S-band radars considered have a maximum un-
ambiguous range of 200 km. The radars are calibrated
FIG. 1. (top) Map of Africa showing the domains of the nested
reruns for SA1.5, SA4, and SAGA6 with country borders shown as
dotted lines. The gray-shaded area shows the region of interest for
the rainfall climatology in Fig. 2 and is shown in detail in the bottom
panel. (bottom) Orography (m) for the region of interest, with
locations of the SAWS radars used in this paper indicated by black
dots. The rectangular box indicates the small Highveld domain
used to analyze vertical cloud profiles and the diurnal cycle of
precipitation. Neighboring countries are labeled: Sw. 5 Swaziland
and Moz. 5Mozambique.
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once or twice each year, but power failures may affect
calibration between these maintenance visits. Calibra-
tion is therefore monitored operationally using solar
interference signals. Following Holleman et al. (2010),
the solar interference for individual radars is compared
against the S-band signal monitored at Dominion Radio
Astrophysical Observatory in Kaleden, British Colum-
bia, Canada. By removing the mean bias calculated over
November 2016, we obtain a standard deviation of less
than 61 dB for each of the SAWS radars during this
period. In this paper, we will only consider the four ra-
dars in the northeast (Fig. 1), roughly covering the South
African Highveld region, which experiences the heavi-
est annual rainfall totals and lightning activity in South
Africa (Gijben 2012). Unfortunately, these radars are
regularly prone to power outages (usually weather re-
lated) and therefore are not suitable for routine model
evaluation and will only be considered for specific days
when there is good reliability.
The SAWS radar data are available every 6min and
are provided in polar coordinates. Each radar has a
18 beamwidth, 500-m range gates, and performs scans
at 12 elevations between 0.58 and 308. The radar data
are interpolated onto a regular 3D Cartesian grid using
the University Corporation for Atmospheric Research
(UCAR) Thunderstorm Identification Tracking Anal-
ysis and Nowcasting (TITAN) software (Dixon and
Wiener 1993). For each radar in the network, TITAN
was configured to perform an eight-point bilinear in-
terpolation of the radar fields onto constant-altitude
plan position indicators (CAPPIs) at 1-km horizontal
and 500-m vertical grid spacing, referenced to height
above mean sea level (MSL). The CAPPIs were then
merged to create a single 3D Cartesian field for the
entire network. For grid boxes covered by multiple
CAPPIs, the merging algorithm selects the maximum
radar reflectivity. For every 6-min data file, an auxiliary
mask was also generated by TITAN to indicate which
radars were available at that time.
The removal of ground clutter is achieved using built-
in TITAN functions. For each radar, a clutter map is
generated on the CAPPI grid, based on the mean radar
reflectivity Z over the course of a completely dry day. If
the mean Z at a point exceeds 10 dBZ, that point is
considered clutter. For those clutter points, if the ob-
served Z is within 5 dBZ of the coinciding clutter Z, it is
considered to be clear of hydrometeors in our analysis.
Since we wish to evaluate the simulations against the
radar data over a domain as large as possible, a threshold
of 10 dBZ is selected. This is comfortably above the
sensitivity for all radars of approximately 8 dBZ out to
200 km, or 238 dBZ at 1 km. However, the 10-dBZ re-
flectivity threshold will primarily detect precipitating
clouds only and the fractions reported should not be
considered equivalent to the true cloud fraction. This
fraction will be calculated at every 500m in height as the
fraction of pixels observed that has a radar reflectivity
above the threshold considered.
For a qualitative comparison against the model sim-
ulations and satellite rainfall estimates, daily rainfall
accumulation is derived from the radar data using the
CAPPI at 3.5-km height above mean sea level. For the
Highveld region, this height corresponds to approxi-
mately 2 km above ground, and a radar beam at 0.58
elevation would reach a 2-km height at a range of
125 km. Thus, a lower CAPPI would severely limit the
available range for rainfall retrievals and reduce the
overlap between radars. Rainfall rate is estimated from
radar reflectivity using the Z–R relationship originally
designed for the NEXRAD system (Fulton et al. 1998)
and previously tested using the Irene radar in South
Africa (Becker 2014):
Z5 300R1:4, (1)
where Z is in millimeters to the sixth power divided by
meters cubed (mm6m23) and rainfall rate R is in milli-
meters per hour. Radar rainfall estimates are calculated
at 6-min intervals and are capped at 103.9mmh21,
similar to the default value reported for the NEXRAD
product by Fulton et al. (1998). Only daily accumulations
of the radar-derived rainfall estimates are considered in
this paper and only to provide a visual comparison of the
spatial pattern against the satellite rainfall estimates. A
quantitative precipitation estimate was not available for
this study.
3. Model simulations
For the purpose of this study, SAWS provided UM
simulations at 1.5-km grid length for the month of No-
vember 2016. November falls within the summer season
for South Africa and typically experiences 2.6 days of
significant rainfall (10mm over 24h) averaged over
the Gauteng Province, which includes Johannesburg
(Dyson 2009). For November 2016, Simpson and Dyson
(2018) identified 17 severe weather events across the
Highveld region.
a. SAWS operational forecasts
Through the UM Partnership, SAWS has been using
regional configurations of the UM for over 10 years,
starting at 12-km resolution in 2007. Since 2016, SAWS
has run limited area CPMs, which include 4.4-km
(SA4) and 1.5-km (SA1.5) configurations, both driven
by lateral boundaries and initial conditions from theMet
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Office global model run. The initial and lateral boundary
conditions are received operationally four times daily
from the Met Office, based on simulations using Global
Atmosphere (GA) version 6.1 (GA6.1) science (Walters
et al. 2017) at 0000, 0600, 1200, and 1800 UTC. The SA4
forecasts cover a 14-nation domain over southernAfrica
as part of SAWS’s obligations as a Regional Special-
ized Meteorological Centre (http://www.wmo.int/pages/
prog/www/swfdp/SWFDP-SA.html). Because of the com-
putational expense, the SA1.5 is run over a smaller domain
that covers South Africa.
During November 2016, the science configuration of
the SA4 and SA1.5 was similar to the Euro4 used in the
European regional model run by the Met Office (Clark
et al. 2016), but both forecasts were run without addi-
tional data assimilation. The convection parameterization
scheme is switched off. Subgrid mixing is parameterized
using a 2D-Smagorinsky mixing scheme in the horizontal
and theLock et al. (2000)mixing in the vertical. The SA4 is
initialized four times each day from the 0000, 0600, 1200,
and 1800 UTC GA analyses and run out to 72, 48, 72, and
60h, respectively, for these initialization times. SA1.5
forecasts are initialized from the same GA6.1 runs as the
SA4, but always out to 36h. Both the SA1.5 and SA4 have
70 vertical levels and a model top at 40km and are run
without data assimilation.
For the purpose of this paper, that is, to evaluate the
SAWS models against ground-based and satellite-based
radar observations, forward-simulated radar reflectivity
diagnostics are required that are not available in the
operational forecasts. Therefore, reruns were per-
formed with both the SA1.5 and the SA4. It should be
noted that the scientific configurations of these reruns
differ from the SAWS operational forecast runs. How-
ever, the scientific configurations described below are
those recommended for use of the UM over tropical
domains, and SAWS expect to adopt these for their
operational forecasts in the future.
b. SA1.5 reruns
The SA1.5 reruns were performed by SAWS on the
same domain as the operational runs but with the
updated tropical science. This configuration uses 80
vertical levels with a model top of 38.5 km and is used in
and described by Stratton et al. (2018). The purpose of
these reruns was to provide forward-simulated radar
(Rayleigh) reflectivity. This diagnostic field was pro-
vided on a subset of the SA1.5 domain, namely where
radar observations are available as shown in Fig. 1.
The radar reflectivity is calculated online from the
model hydrometeor mixing ratios and parameters [see
appendix A in Stein et al. (2014)]. The UM has a single-
moment microphysics scheme (Wilson and Ballard 1999)
that treats mixing ratios of cloud ice and liquid, rain,
and graupel as prognostic variables. Although there is
no precipitating ice category (apart from graupel), the
scheme includes a diagnostic split between ice crystals
and aggregates, based on cloud-top temperature. The
ice-particle number concentrations follow from Cox
(1988), with the mass–diameter relationship for aggre-
gates based on Locatelli and Hobbs (1974) and for
crystals onMitchell (1996). The rain and graupel particle
size distributions are based on Abel and Boutle (2012)
and Ferrier (1994), respectively.
All the SA1.5 rerun simulations were initialized with
1800 UTC initial and lateral boundary conditions from
the GA6.1, identical to the operational runs. The oper-
ational forecasts and the reruns are dynamical downscalers
and are consequently affected by spinup. Therefore, the
first 6 h of the simulation should be ignored, and a
complete 24-h period starting at 0000 UTC can be
employed with greater confidence using a run initial-
ized at 1800 UTC. Due to latency in the availability of
the GA analyses at SAWS and the time required to run
the operational forecasts, the 1800 UTC run also co-
incides with the forecast cycle that is most beneficial to
the forecasters at SAWS.
c. SA4 and SAGA6 reruns
The SA4 reruns were configured for a domain slightly
expanded east-, west-, and southward from the SA1.5
reruns (see Fig. 1). These were run as 36-h forecasts with
the nesting suite that is available for the UM (suite
u-aa753) and nested in the UM global model (GA6.1) at
N320 resolution, which was initialized daily from Met
Office 1800 UTC global analyses. The SA4 reruns used
the same science configuration as the SA1.5 reruns, but
with 70 vertical levels instead of 80. The forward-
simulated radar (Rayleigh) reflectivity diagnostic was
output on every hour.
TheSA4 rerunswere performedon theARCHERhigh-
performance computing facility rather than by SAWS
to enable the output of diagnostics using the CFMIP
Observation Simulator Package version 4.1 (COSP;
Bodas-Salcedo et al. 2011). COSP is available in the UM
to provide forward-simulated diagnostics for comparison
against satellitemeasurements (Bodas-Salcedo et al. 2008).
The CloudSat simulator in COSP requires information of
hydrometeor concentrations on the subgrid scale and is
therefore computationally expensive to run. In the nesting
suite at convection-permitting resolutions, the UM im-
plementation of COSP uses the Subgrid Cloud Overlap
Profile Sampler to produce the subgrid distribution of
clouds (Webb et al. 2001). Forward-simulated CloudSat
reflectivities are then obtained from scattering calcula-
tions including attenuation, assuming a downward-pointing
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radar beam. COSP output was only produced at 1200
and 0000 UTC (18 and 30 h into the simulation), to
compare against theCloudSat observations at 1330 and
0130 local time (approximately 1130 and 2330 UTC).
Cloud fraction is calculated from the forward-simulated
CloudSat reflectivities using the same thresholds as in the
observations. Rather than using the entire 3D output at
each 1200 and 0000 UTC time, the model is subsampled
to ensure that individual samples are not correlated. For
instance, if every longitude were counted, cloud systems
that span over multiple longitudes would contribute to
the cloud fraction multiple times, which would not occur
in the observed sample. The subsampling is performed
1000 times, each time selecting 60 longitudes and dates at
random, then calculating the average cloud fraction and
cloud occurrences from these 60 samples; the profiles and
cloud occurrences shownwill be themedian of these 1000
averages.
We emphasize that the COSP simulator was only
included in the SA4 reruns as this implementation re-
quired updates to the UM code, which were not avail-
able at the time of the other reruns performed for this
study. However, Stein et al. (2015) found that UMbiases
in the horizontal and vertical distribution of clouds
during the West African monsoon are broadly compa-
rable across different grid lengths, especially when
comparing 4- and 1.5-km simulations.
A final set of reruns was performed using a configu-
ration with convection parameterization to understand
the benefits of CPMs over the global forecasts. These
reruns will be referred to as ‘‘SAGA6’’ and use the Met
OfficeGA6.1 configuration with a 10-km horizontal grid
length and are nested inside the same N320 GA6.1
global run as the SA4. Although the SA4 and SAGA6
reruns use the same driving model, the SAGA6 had a
slightly larger domain than the SA4 (see Fig. 1). Only
total precipitation (large scale and convective com-
bined) is evaluated from the SAGA6 reruns, since this is
the output that is used by forecasters at SAWS.
4. Monthly climatology
We first consider the models’ performance for the
entirety of November 2016. Monthly statistics allow us
to infer model performance over a range of cases and
study the consistency of forecast skill. Subtle biases, such
as enhanced rainfall over orography or widespread light
rainfall, may also be revealed when accumulated over
longer time periods.
a. Rainfall accumulations
In Fig. 2, maps of monthly rainfall accumulation show
that the four satellite estimates generally agree in terms
of the spatial rainfall pattern, but disagree on high
rainfall totals; the latter is illustrated by the cumulative
distributions shown in Fig. 3. CMORPH, CHIRPS, and
IMERG compare well against one another in terms of
cumulative distribution up to the 95th percentile, which
is lower in CMORPH. TAMSAT has a median rainfall
accumulation approximately 50–60mm higher than the
FIG. 2. Rainfall accumulation for November 2016 (mm) from the following satellite rainfall estimates and model simulations:
(a) CMORPH, (b) CHIRPS, (c) TAMSAT, (d) IMERG, (e) mean of the satellite products, (f) SA1.5, (g) SA4, and (h) SAGA6. All
products are interpolated onto a regular 0.18 grid. Rainfall is accumulated from 0600 UTC 1 Nov 2016 until 0600 UTC 1 Dec 2016.
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other satellite estimates, which is also evident in the
rainfall map, especially in areas of low rainfall accu-
mulations. Notably, TAMSAT is biased 10–20mm high
compared to the other estimates for its lowest decile,
which is likely due to it estimating rainfall as soon as
CCD is nonzero. In particular, Maidment et al. (2014)
attribute this high bias for low rainfall amounts to the
calibration, which for version 3.0 is done against the
mean rather than the median.
All satellite products show a region of high rainfall
rates west of Swaziland, around 258–278S and 288–318E
(see also the map in Fig. 1). Local maxima can be
identified in Botswana around 228–238S and 268–278E
and (in TAMSAT and CHIRPS only) just southeast of
that location at 248–258S and 288E.
All three model simulations reproduce the area of
high rainfall accumulation west of Swaziland in Fig. 2.
The SA4.0 and SA1.5 also generate high rainfall accu-
mulations around 248–258S and 288–298E, slightly dis-
placed from the local maxima observed by CHIRPS and
TAMSAT. The SAGA6 does not have such high rainfall
accumulations in that region, but has a band of high
accumulations surrounding Lesotho at 298S and 288E,
coinciding with the Maloti mountain range. The three
models have a coherent region of rainfall accumulations
above 100mm stretching from 228S and 248E to Swazi-
land. Such a band of rainfall is not obvious from the
satellite products. However, this difference between
models and observations may be related to the former
missing the localized maximum in Botswana.
In terms of the spatial pattern and cumulative distri-
bution of monthly rainfall accumulations (Figs. 2 and 3),
the SA4 and SA1.5 simulations compare verywell against
each other. Both sets of simulations fall within the range
of estimates provided by CMORPH, CHIRPS, and
IMERG in terms of the cumulative distribution, com-
paring well against these up to the 60th percentile. The
SA1.5 compares well against TAMSAT above the 95th
percentile, while the SA4 has slightly higher extreme
rainfall accumulations. The SAGA6 simulations com-
pare better against TAMSAT, following its cumulative
distribution for the lowest two deciles, while it has the
highest rainfall accumulations above the 90th percentile.
In Fig. 4, the domain-averaged daily rainfall amounts
are shown, comparing the model simulations against the
individual satellite products. The SA4 and SA1.5 simu-
lations generally underestimate daily rainfall accumu-
lation compared to TAMSAT, but compare well against
CHIRPS, CMORPH, and IMERG, as noted in the
monthly statistics. Conversely, the SAGA6 compares
well against TAMSAT but overestimates daily rainfall
compared to the other three rainfall estimates. Despite
these biases, the models have a high correlation with all
four satellite products at the daily time scale and at the
spatial scale considered (averaged across all land points
between 22.08–33.68S and 23.98–33.58E).
b. Rainfall diurnal cycle
On the subdaily scale, the models can be evaluated
against CMORPH and IMERG, which provide subdaily
rainfall estimates at 30-min time steps. Themean diurnal
cycle for November 2016 is shown in Fig. 5, averaged for
the smaller Highveld domain (Fig. 1). As on themonthly
and daily time scales, the SA4 and SA1.5 results compare
well against each other, but rainfall is overestimated
compared to CMORPH and IMERG at the time of peak
rainfall rate. The SA4 produces slightly higher rainfall
rates compared to the SA1.5; this can also be discerned
FIG. 3. Cumulative density curves for the satellite rainfall estimates and model simulations shown in Fig. 2 (excluding the observational
mean) considering (a) 3-hourly accumulations, (b) daily rainfall accumulations, and (c) monthly rainfall accumulations. Only estimates
over the Highveld domain in Fig. 2 are considered.
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from the deviation between the twomodels at the highest
percentiles of the cumulative distribution in Fig. 3. Both
models have a peak around 1600–1700 UTC, which
compares well against IMERG and CMORPH. A sharp
peak in the IMERG diurnal cycle can be attributed to
extreme rainfall rates estimated on one particular day
(11 November 2016).
The SAGA6 reruns have a monthly averaged diurnal
cycle that peaks 1–2h ahead of the SA4 and SA1.5 sim-
ulations, and also ahead of the observed peak. The
magnitude of the peak matches that of the observa-
tions. Comparing the SAGA6 diurnal cycle in Fig. 5 to
the accumulation in Fig. 2, the overestimated rainfall by
SAGA6 appears to be due to higher rainfall rates over-
night, which are not observed in the satellite retrievals
and not simulated by SA4 or SA1.5.
c. Skill scores
Forecast verification of rainfall accumulation consid-
ering individual grid points allows further distinction
between the performance of the three models (Figs. 6
and 7). Using 0mm as a ‘‘rain/no rain’’ delineation, the
SAGA6 substantially overpredicts rainfall, noted by the
high bias, which is consistent with the previous findings.
FIG. 4. Domain-averaged daily rainfall rate (mm) for the individual satellite rainfall estimates (panels and
horizontal axes) vs the three model simulations (scatter points and vertical axes). All estimates over land in Fig. 2
are considered.
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The SA1.5 also overpredicts rainfall on most days,
whereas the SA4 has a considerably better bias with
medians against the four satellite products between
1 and 1.5. The false alarm ratio (FAR) between the three
models is comparable. The good SA4 performance in
bias is reflected in a much lower probability of false
detection (POFD) and also in a lower probability of
detection (POD).We use the IMERG 95th percentile of
daily rainfall accumulations as a high rainfall threshold
that should be of greater use for forecasting severe
rainfall (Fig. 7). The three models slightly overpredict
this rainfall occurrence, although the median against
IMERG is between 1 and 1.5. The overprediction can be
recognized from the CDF, where the IMERG 95th
percentile value is a slightly lower percentile for the
three models. The three models are comparable for all
metrics considered, although we note that these stan-
dard skill scores are dominated by correct negatives for
rare events.
The poorer performance of the SA4 in terms of POD
suggests that while the correct cover of rainfall is pre-
dicted, it may be predicted in the wrong location. We
briefly consider the fractions skill score (Roberts and
Lean 2008) as a spatial verification metric to address this
issue. Due to the resolution of our observational data,
we only consider the ‘‘asymptotic’’ fractions skill score
(AFSS), which is defined as
AFSS5 12
(p
o
2 p
f
)2
p2o1 p
2
f
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where po and pf are the fractions of the domain covered
with rainfall above a given threshold. We consider both
fixed thresholds for all products and product-relative
(percentile) values. Following Roberts and Lean (2008),
we consider the mean AFSS over multiple days. How-
ever, if po and pf are both 0 for one case day, the AFSS
becomes undefined. Thus, we only consider those
days where po. 0 for the 99th percentile of IMERG
(35.6mm), leading to 13 days in November 2016. For
3-hourly rainfall, we use the same restriction, namely the
99th percentile of IMERG (8.2mm), leading to 138 slots
of 3 h in November 2016.
From Fig. 8 we can tell that on the daily scale, the
three models are nearly indistinguishable. The SAGA6
performs slightly better for the highest rainfall rate
thresholds, but this may be due to the CPMs having
a longer tail for the rainfall distribution compared to
IMERG. When product-related percentiles are used,
the SAGA6 only performs better for the 99th percentile.
On the 3-hourly scale, the SA4 and SA1.5 clearly per-
form better than the SAGA6. This may be interpreted in
relation to the diurnal cycles from Fig. 5, in which the
SAGA6 produces more rainfall in the nighttime hours,
when it is not observed.
d. Clouds
In Fig. 9, vertical profiles are shown of the boot-
strapped median cloud fraction for November 2006–16
(CloudSat) and November 2016 (SA4) for the two re-
flectivity thresholds. The SA4 generally produces more
cloud with Z $ 230 dBZ at all heights in November
2016 than is found with the CloudSat climatology.
Above 10 km during the day and above 6 km at night,
the SA4 cloud fraction is within the 90% confidence
interval of the CloudSat climatology, whereas partic-
ularly around 5 km, the SA4 generates a maximum
of cloud fraction that is not observed. The simulated
maximum around 5 km may be compared to the pre-
ferred detrainment of midlevel clouds just above
the freezing level that was also found with the UM
for West Africa by Stein et al. (2015). Notably, the
CloudSat observations indicate a second maximum
during the nighttime around 7 km, which may indicate
midlevel detrainment but at a higher level than in the
simulations.
For the 10-dBZ threshold, the SA4 compares very
well against the CloudSat climatology during the night-
time (0130 local solar time), as its median profile
falls within the 90% confidence interval at all heights.
The nighttime profile has a peak around 6km for
both thresholds, with a second peak around 4km for
the 10-dBZ threshold, possibly due to stratiform pre-
cipitation. The daytime (1330 local solar time) 10-dBZ
profile in the SA4 has a different structure than the
CloudSat profile, with a clear maximum around 8km,
FIG. 5. Monthly averaged diurnal cycle of domain-averaged
rainfall rate (mm day21) for the three model simulations and
IMERG and CMORPH. The average is calculated over the
Highveld domain.
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several kilometers higher than the nighttime maximum.
This peakof 10-dBZ occurrence at upper levels could be a
sign of more active convection producing anvil clouds
compared to theCloudSat climatology. Cloud occurrence
as measured by a 10-dBZ threshold will be considered
further using the SAWS radar data in section 5.
In Fig. 10, we compare the bootstrapped median
cloud occurrence separated by five different types for
CloudSat observations and the SA4 simulation. The
SA4 simulates a day–night difference in the pattern
and amount of shallow cloud cover that compares well
against the CloudSat observations, although the
amounts are generally too high (first row). The SA4
underestimates congestus but overestimates midlevel
cloud occurrence over land (second and third rows).
During the night, an area of maximum midlevel
cloud cover is oriented from 238S, 188E to 308S, 308E.
A similar area during the day has a slightly more
southward orientation, which can be discerned in both
the SA4 and the CloudSat climatology. The location of
the maximummidlevel cloud cover during the day in the
SA4 coincides with the Highveld domain considered for
the vertical profiles in Fig. 9 and could therefore explain
the peak in cloud fraction at 5 km forZ$230 dBZ. The
SA4 generally lacks congestus and midlevel clouds over
the ocean, which prevail in the observations both during
the day and at night. Compared to the occurrence of
deep clouds (fourth row), the SA4 generally produces
midlevel clouds in areas with convection. As the SA4
does not producemuch deep cloud or congestus over the
ocean, this may be the reason it lacks midlevel clouds
there. However, in the observations, the midlevel cloud
pattern is not so clearly associated with the presence of
deep clouds. These oceanic midlevel clouds may thus
be related to synoptic patterns, and it will be informative
to study these in the global UM in future work.
FIG. 6. Forecast verification of daily rainfall accumulation for 0.18 grid boxes in the Highveld
domain using a 0-mm threshold. The (left) SA1.5, (center) SA4, and (right) SAGA6 results are
verified each day in November 2016 against the rainfall estimates from IMERG, TAMSAT,
CMORPH, andCHIRPS. The box plots show themedian and interquartile range of themetrics
over the 30 days, with whiskers indicating the 5th and 95th percentiles. Accuracy is also known
as the proportion correct; POD5 probability of detection (or hit rate), POFD5 probability of
false detection, and FAR 5 false alarm ratio.
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The deep clouds and anvil clouds (fourth and fifth
rows in Fig. 10) have a similar orientation of the area of
maximum occurrence during the night in the SA4 as the
midlevel clouds. In the SA4, the anvil clouds occur far-
ther east and the deep clouds occur in between the
midlevel clouds and the anvil clouds. In the observa-
tions, this geographic displacement of the three cloud
types is not as obvious, although the peak anvil occur-
rence does occur in the east. The daytime simulated
pattern also shows deep clouds to the east of the mid-
level clouds, without a clear maximum in anvil cover.
The SA4 appears to underestimate cover from deep
clouds both during the day and at night compared to
CloudSat observations. The orientation and location of
the band of anvil, altocumulus, and cumulonimbus
simulated by the SA4 matches that of the enhanced
rainfall in Fig. 2.
The distribution of deep convective clouds observed by
CloudSat does not match the observed rainfall pattern
very well, which is understandable given the different
observation period (all Novembers 2006–16 compared to
November 2016 only). This highlights the difficulty in
using CloudSat for model evaluation on relatively short
time scales. However, the evaluation against CloudSat
highlights issues, such as the biases in oceanic shallow and
midlevel clouds. Model process studies could be directed
to study these cloud biases further, including their po-
tential impact on the local circulation and therefore the
timing and location of precipitation.
5. Case study days
Four days in November 2016 have been selected to
consider subdaily variations of rainfall and clouds. The
primary criterion for case study selection was to have at
least three of the four SAWS radars in the northeast
operational for more than 90% of the time. Of those
days that met this criterion, cases were selected sub-
jectively based on whether convection developed within
the radar domain. For three of these four days, severe
weather events were identified in theHighveld region by
Simpson and Dyson (2018), with heavy rainfall on
10 and 25 November, and a tornado and large hail oc-
currence on 12 November.
FIG. 7. As in Fig. 6, but using the 95th percentile from IMERG as the rainfall rate threshold
(15.6mm).
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In Fig. 11, the daily rainfall accumulation is shown
for the four case study days, derived from the satellite
products CMORPH and IMERG, the SAWS radar
observations, and the threemodel simulations. For these
daily accumulations, IMERG compares well against the
radar observations, particularly in terms of the spatial
scale of rainfall features. CMORPH, despite having a
higher resolution than IMERG, retrieves broader areas
of rainfall than IMERG and the radar-based estimates.
The SA1.5 and SA4 simulations reproduce the varying
spatial scales for the different days, with small-scale
storms on 8 and 25 November 2016, and larger, likely
longer-lived, systems on 10 and 12 November 2016. The
SAGA6 simulations fail to reproduce the isolated events
of 8 and 25 November 2016, while they compare rea-
sonably well against observations for the larger-scale
event of 10 November. Interestingly, on 12 November,
the SAGA6 produces bands of heavy precipitation that
are oriented nearly perpendicular to the bands produced
by the SA4 and SA1.5, while the latter compare well
against the observations.
The diurnal cycle of precipitation is shown for the in-
dividual days in Fig. 12. The SA1.5 and SA4 simulations
behave similarly for all cases in terms of phase and
amplitude, and there is no consistent difference be-
tween the two configurations. For 8 and 25 November,
all three model configurations overestimate the am-
plitude of the diurnal cycle compared to CMORPH
and IMERG, while for 12 November the models
compare well against IMERGbut overestimate rainfall
compared to CMORPH. For 8 and 12 November, the
SAGA6 produces rainfall overnight that is not
observed and not simulated by the CPM configura-
tions. In both cases, the SAGA6 rainfall maps in Fig. 11
do not match the observations or the SA1.5 and SA4
results very well. For 10 November, the SAGA6
compares very well against CMORPH and argu-
ably performs better than the SA1.5 and SA4 since
its rainfall persists overnight, as it does in the
observations.
In Figs. 13 and 14, for the four case study days, the
diurnal cycle of the vertical profile of the radar-
observed cloud fraction is shown for the SAWS ra-
dars and for the SA1.5 and SA4 (the radar reflectivity
diagnostic is not available for the SAGA6). Note
that the 10-dBZ radar reflectivity threshold does not
FIG. 8. Asymptote fractions skill score (FSS) for the Highveld domain, calculated using the IMERG rainfall
product following Eq. (2). Percentiles are relative to each product. The dashed line at AFSS 5 0.5 would be
equivalent to a bias of 4 if both were calculated for a single day (Roberts and Lean 2008).
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distinguish between clouds and precipitation. The SA4
and SA1.5 simulations behave similarly to one another
in all four cases in terms of the general pattern and
amounts of cloud fraction. Comparing the timing of the
maximum cloud occurrence, the SA1.5 is at 24, 23, 0,
and23h compared to the observed time, and the SA4 is
at11,22, 0, and 0h. If we only compare the timing of the
lowest cloud-fraction contour at 6km, then the SA1.5 has
the timing 21, 24, 21, and 0h prior to the observed
timing, whereas the SA4 has it at 11, 22, 0, and 12h.
Thus, the SA1.5 appears to have the peak of the diurnal
cycle slightly advanced compared to the observations,
whereas the SA4 is typically 2h delayed compared to the
SA1.5, which results in a better comparison against the
observations.
For 8, 10, and 12 November, the domain of radar
observations (see Fig. 11) can be approximated by the
rectangular domain of 258–288S and 268–318E that has
been used for calculating the diurnal cycles of rainfall in
Fig. 12. For 12 November, the timing of the peak cloud
fraction matches the timing of the peak rainfall rate
reasonably well for both the SA1.5 and the SA4. How-
ever, in the SA1.5, for 8 and 10 November, the peak
cloud fraction leads the peak rainfall rate by 2–3 h,
FIG. 9. Bootstrapped median and 90% confidence interval of the vertical profile of the cloud
fraction derived from CloudSat (November 2006–16, blue) and SA4 (November 2016, red).
(top) Daytime and (bottom) nighttime, for the reflectivity thresholds of (left) 230 and (right)
10 dBZ. Nighttime and daytime refer to 0130 and 1330 local solar time for CloudSat and to
0000 and 1200 UTC for SA4.
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whereas in the SA4, the two timings are still similar.
In the observations, the peak cloud fraction and peak
rainfall rate appear to match reasonably well in time.
Since the SA1.5 and SA4 have similar scientific config-
urations in terms of microphysics and subgrid mixing,
there is no obvious choice of parameterization that
could lead the SA1.5 to display such behavior of
producing a lot of (10 dBZ) cloud several hours prior
to producing the highest rainfall rates. A process-
oriented investigation of the physical representation
of convection in the SA1.5 is planned to address
this bias.
The height of individual cloud fraction contours
in Figs. 13 and 14 tends to peak at the same time as the
maximum cloud fraction. After this peak of convec-
tive activity, the height of the individual contours
generally decreases throughout the day, but higher
values of cloud fraction tend to linger beyond 0000 UTC
in the observations. The SA4 and SA1.5 underestimate
the height reached by the various cloud-fraction
contours. Considering the lowest cloud-fraction con-
tour, this contour reaches a height above 14, 14, 15, and
13km for the four different days; compared to the SA1.5
at 12, 12, 13, and 11 km; and compared to the SA4 at 13,
12, 14, and 11km. The models possibly underestimate
this height due to a general underestimation of cloud
fraction, but this is not supported by the cloud fraction
observed at other levels, for instance at 6 km, which
compares well against the observations.
The results of Figs. 13 and 14 cannot easily be
compared against the CloudSat results of Fig. 9. The
CloudSat comparison is made at 1330 and 0130 local
time, approximately 1200 and 0000 UTC, which misses
the peak of convective activity. Also, the CloudSat
climatology is over all November days in 2006–16 and
the SA4 results in Fig. 9 are over all November days in
2016, instead of the four cases considered here. Finally,
the CloudSat-observed and CloudSat-simulated
reflectivities suffer from strong attenuation due to the
millimeter wavelength, causing the decrease in cloud
FIG. 10. Median cloud cover of different cloud types derived from CloudSat (November 2006–16) and SA4 (November 2016)
for nighttime in the first and second columns and daytime in the third and fourth columns. (first row) Shallow clouds, (second row)
congestus, (third row) midlevel clouds, (fourth row) deep clouds, and (fifth row) anvil clouds. Cloud occurrence is calculated on a
28 3 28 latitude–longitude grid and is reported in percent. For congestus and deep clouds, white contours are spaced 4% to indicate
higher occurrences in the observations.
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fraction with height from about 6 to 8km downward.
Nevertheless, there is a hint in Fig. 9 that the ob-
served daytime cloud fraction has its maximum at a
higher level than the SA4, about 11 km compared to
8 km, which is consistent with Figs. 13 and 14. The
overestimate of the cloud fraction by the SA4 com-
pared to CloudSat in Fig. 9 is not so evident from the
four case studies, although this analysis may be sen-
sitive to a few cases with large overestimates such as
12 November 2016.
FIG. 11. Daily rainfall accumulation (mm) from the satellite products CMORPH and IMERG, from the radar observations, and from
the SA1.5, SA4, and SAGA6 for the four case study days 8, 10, 12, and 25 Nov 2016. Rainfall is accumulated from 0600 UTC on the case
study day until 0600 UTC on the following day.
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6. Discussion and conclusions
We have shown that the Met Office Unified Model
simulations run by SAWS as limited area CPMs per-
form well in terms of cloud and rainfall distributions
across South Africa for the month of November 2016.
The two CPM configurations, SA4 and SA1.5 (4.4- and
1.5-km horizontal grid lengths), show comparable
behavior on the monthly and daily time scales in
terms of the spatial pattern of rainfall and in terms of
rainfall accumulations. At the daily scale, the SA4
shows slightly higher domain-averaged rainfall than
the SA1.5, while it performs slightly better in terms of
probability of detection and false alarm ratio using a
range of rainfall thresholds. In terms of the diurnal
cycle of clouds, the SA4 tends to be delayed by 1–2 h
compared to the SA1.5, although no consistent dif-
ference is evident in the diurnal cycle of precipitation.
The CPMs perform better than SAGA6, a 10-km grid-
length model with convection parameterization, in
terms of spatial rainfall patterns (Figs. 2, 4, and 11),
rainfall rate distribution (Fig. 3), and diurnal cycle of
precipitation (Figs. 5 and 12).
We calculated the asymptote fractions skill score
(Roberts andLean 2008) to determinewhether themodels
produced rainfall in the right place at the right time, on
daily and 3-hourly scales, for the Highveld region, which is
several 100km across. The three models had comparable
skill on the daily scale, which may be due to the domain-
averaged rainfall being well constrained by the driving
model. On the 3-hourly scale, the CPMs performed better
than the SAGA6, which is expected from the better rep-
resentation of the diurnal cycle of precipitation. Similar
results were obtained for East Africa by Woodhams et al.
(2018), who found that CPMs outperformed a global
model when considering 3-hourly rainfall accumulations,
but not daily accumulations. The target score for which
their precipitation forecast was deemed ‘‘skillful’’ was not
achieved until a horizontal scale of several hundreds of
kilometers, similar to the scale of the Highveld domain
considered in this paper.
FIG. 12. Diurnal cycle of domain-averaged precipitation from the satellite products CMORPH and IMERG and from
theSA1.5, SA4, andSAGA6 for the four case studydays 8, 10, 12, and25Nov2016.Rainfall is accumulated from0600UTC
on the case study day until 0600 UTC on the following day. The averages are calculated for the Highveld domain.
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It is important to note that the two CPMs are largely
indistinguishable only on the temporal and spatial scales
considered. Our analysis does not consider individual
convective clouds or rainfall extremes, for which a model
at 1.5-km grid length may reasonably be expected to
outperform a model at 4-km grid length and both should
outperform a model with parameterized convection. To
test themodels on smaller temporal and spatial scales, it is
necessary to obtain a verified and quality-controlled ra-
dar-based rainfall product, as used by Roberts and Lean
(2008). Furthermore, Woodhams et al. (2018) suggest
that running these models with data assimilation should
help distinguish the performance between the CPMs.
Our conclusions are drawn from a range of satellite-
based rainfall products, a multiyear CloudSat cloud cli-
matology, and the SAWS ground-based radar network.
Thismulti-instrument evaluation has allowed us to study
the consistency in model biases as demonstrated by the
different observational data on different time and length
scales. The satellite-based rainfall products may each be
used individually to evaluate the spatial pattern of
rainfall on monthly time scales, and significant pattern
correlations are found even on daily time scales, but the
four products considered vary significantly in terms of
accumulations, with a difference in the median of ap-
proximately 100mm on the monthly scale and 10mm in
daily accumulations. The CloudSat climatology could
not easily be compared against the rainfall climatologies
due to different sampling and different observation
periods. For future model evaluation, especially on a
global scale, the following should be considered:
1) Long-term, IR-based rainfall estimates such as
CHIRPS and TAMSAT are particularly useful
for assessing interannual/multidecadal variability,
given their longevity and temporal stability (espe-
cially TAMSAT). Such products are also cali-
brated using a reliable climatology, ensuring the
estimates reflect the local rainfall climate.
2) Rainfall estimates incorporating passive and active
microwave imagery such as IMERG and CMORPH
have the ability to sense the presence of raindrops
and, hence, can provide a better estimate of rainfall
intensity. As such, these datasets provide a reliable
estimate for extreme rainfall events.
FIG. 13. Diurnal cycle of cloud and precipitation fraction for (left) 8 and (right) 10 Nov 2016 using a 10-dBZ
threshold for (top) the SAWS radar observations, (middle) SA1.5, and (bottom) SA4. Radar observations are
considered for each 6-min composite where all relevant radars are available for that case study day (see text); model
simulations are considered hourly for that same domain. Heights are above mean sea level. The time axis starts
at 0600 UTC on the first day and ends at 0600 UTC on the second day; for the model simulations, this covers hours
12–36 relative to the start of the simulation (1800 UTC on the previous day).
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3) CloudSat can inform on the relationship between the
location of different cloud types, such as midlevel
clouds upstream of cumulonimbus and anvil clouds
downstream, while model biases in oceanic cloud
cover suggest areas for further investigation with
detailed model process studies and new and targeted
observations.
4) A calibrated radar network provides a unique op-
portunity to evaluate the vertical development of
precipitating clouds, to be considered alongside the
diurnal cycle of precipitation.
The result thatCPMs generally improve the timing of the
diurnal cycle and rainfall amounts compared to a model
with convection parameterization agrees with findings
when running the UM over West Africa (Pearson et al.
2010; Birch et al. 2014). This is not a foregone conclu-
sion, however, especially when considering individual
forecasts. Indeed, the SAGA6 performed well and argu-
ably better than the CPMs for one of the case studies. Our
analysis is also restricted to springtime convection over a
subtropical continental region, and different conclusions
may be drawn when different convective regions are con-
sidered, such as tropical maritime or midlatitude convec-
tion. James et al. (2018) argue that process-oriented
analysis of region-specific phenomena is essential to im-
proving our understanding of model behavior over Africa.
The reliable physical representation of precipitating clouds
and convection in the SA1.5 and SA4, as demonstrated in
this paper, means that these forecasts present a valuable
resource for understandingmodel behavior for convective-
scale weather phenomena across southern Africa.
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