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ABSTRACT 
An interval linear program is 
(IP) : maximize ctz s.t. b-< Ax< b+, 
where the matrix A, vectors c, b-, and b+ are given. The explicit solution of (IF’) 
when A has full row rank [2] is used here to derive an iterative method for solving 
the general (IP). This method applies to general linear programs and is shown to 
be a dual method with multiple substitution. 
INTRODUCTION 
An interval linear program is any problem of the form 
(IP) : maximize C~X 
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subject to 
where the matrix A, vectors c, b-, b’ are given. The optimal solutions of 
(IP), assumed bounded and with A of full row rank, were given explicitl_y 
in [2] in terms of generalized inverses. Conditions for the explicit solution 
of the general (IP) are given in [12]. The result of [2], with some modifica- 
tions, is used here to solve the general (IP) by a finite, iterative szrbo++ziza- 
tion method, called SUBOPT, which solves a subproblem of (IP) at each 
iteration. 
(IP) can be solved by ordinary linear programming, but special 
methods (i.e., which utilize the special two-sided structure) are desirable 
because (i) problem size may be considerably increased by converting 
(IP) into the “standard” linear programming form, and (ii) (IP) occurs 
frequently enough in applications (e.g., plastic limit analysis, investment 
analysis, approximation problems, blending problems, etc.) to justify 
special methods. It should also be noted that SUBOPT can be viewed 
as an alternative method for linear programming since (IP) is sufficiently 
general to cover all bounded linear programs. 
Some preliminary numerical experiments comparing SUBOPT with 
the well-known SIMPLEX method of linear programming were performed 
in [lo]. The results of these experiments are discussed in ill].* SUBOPT 
compared favorably with SIMPLEX in all cases and required as little 
as one-eighth of the SIMPLEX computation time in the most favorable 
circumstances (i.e., on problems having form (IP) which are not convenient- 
ly transformed to standard linear programming form). 
Following the preliminaries in Section 0, an auxiliary problem solved 
in Section 1, is the basis of the SUBOPT method of Sections 2, 3. 
0. PRELIMINARIES AND NOTATIONS 
The following notations are used. 
;px: f(x)> 
the empty set 
th e set of x satisfying f(x) 
R” the n-dimensional real vector space 
* Copies of this report which includes a FORTRAN listing of SUBOPT are 
available on request. 
Linear Algebra and Its Applicatimts 4(1970), 383-405 
SUBOPTIMIZATIOS FOR INTERVAL LINEAR PROGRAMMING 385 
For any x,y~R~: 
x > 1’ -_. denotes xi 3 yl, l<i<?Z 
x _Ly denotes ~~=ilxlyi = 0 
For any subspace L of R”: 
LL = {y: x ly for all x EL}, the orthogonal complement of L 
x+L the manifold {x + I: 1 E L} 
R M x n the space of m X n real matrices 
RTrnX” = (X E Rmxn: rank X = V> 
I, the n x n identity matrix 
ei the ith column of I, 
e=tgei ( the d’ imension n of e, and e should be clear from the context) 
For any A E R”“” : 
At the transpose of il 
R(A) ={y~R”:y=Ax for some x E Rn}, the range of A 
N(A) = {x E Rn: Ax = 0}, the n&l space of A 
P E Rnx” is a permutation matrix if it can be obtained from I, by inter- 
changing rows 
An interval linear pvogramnzing problem or interval &ear program is 
the problem 
maximize ctx (1) 
subject to 
(2) 
where c = (cj), b- = (bi-), b+ = (bi+), A = (aij), 1 < i < m, 1 < j < n 
are given with 
b-s b+. 
Problem (l), (2) will be denoted by (IP) (if the meaning is clear) or by 
IP(c, b-, A, b+). Any x E Rn satisfying (2) is called a feasible solution of 
(IP). (IP) is feasible if it has feasible solutions, otherwise infeasible. (IP) 
is bounded if feasible and max{ctx: x feasible} is finite. (IP) is clearly 
bounded if its feasible solutions form a bounded set; the converse 
is false. 
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Any bounded linear program may be represented in the form (IP). 
For example, the standard linear program, denoted by (LP), 
maximize 2x (3) 
subject to 
AxsI;, 
x 2 0, 
if bounded, has the same optimal solution as the (IP): 
(4) 
(5) 
max Ctx (3) 
subject to 
(6) 
where M > 0 is sufficiently large. Problem (LP): (3), (4), (5) is bounded 
iff M does not appear in the optimal solution of (IP): (3), (6). 
The boundedness of (IP) is characterized in: 
LEMMA 1 ([2]). 
To use Lemma 
following recipe : 
A feasible IP (c, b-, A, b+) is bounded iff 
CEN(A)‘. (7) 0 
1, a basis of N(A) must be computed, e.g., by the 
LEMMA 2 ([2]). Let A E R,“‘“, E E R,“Xm, and let P E R”‘” be a 
permutation matrix such that 
EA = (o,,“,,. “1 p. 
Then the columns of the n x (n - 7) matrix 
form a basis of N(A). 
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Example 1. Check the boundedness of the (II’) : 
maximize - x1 + x2 + 2% - 2% 
s.t. -3< Xl + 4x2 + 2% < 1, 
0 < - X1 + 2x, - 2x, < 1, 
- 1 < 2X, + 2x, + 2x, + 2x, ,( 10, 
- 6 < xe - x3+ X,<O. 
Solution. The P and A required in (9) are found by diagonalizing A 
as follows (pivots are circled). 
0 4 2 0 
-1 2 0 -2 
2 2 2 2 
0 l-l 1 
1 4 2 1 
0 @ 2 -2 
0 -6 -2 2 
0 l-l 1 
1 0 ; * 
0 1 A -; 
0 0 0 0 
0 o-8 i 
1 0 0 2 
0 1 0 0 
0 0 0 0 
0 0 1 -1 
1 0 0 2 
0 1 0 0 
0 0 l-l 
0 0 0 0 
Interchange rows 3 and 4 of At31 
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we read 
2 
Y = 3, P = I, and A = 
i 1 0 - -1 
Using (Q), it follows that N(A) is spanned by 
N= 
Now 
-2 
0 
ctnr = (---- 1 1 2 - 2) ~~ = 2; 
1 
1 
i.e., cff~V(A)~. Since the problem is feasible (x = 0 is feasible), it is 
unbounded by Lemma 1. 
The following two lemmas can be used to convert (IP) into an equivalent 
(IP) with a matrix of full column rank, which permits the use of ordinary 
inverses rather than the generalized inverses used in [2]. 
I,EMMA 3. Let A E Rrmxn, DE Ii,‘“” be such that 
R(Dt) = R(At). 
ADt E RrmX’; 
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Proof. Obvious. n 
D may be chosen as a maximal (full row rank) submatrix of A 
Example 2. For the matrix A in Example 1, such a submatrix D 
consists of the rows of A which contain pivots, i.e., rows 1, 2, and 4: 
i 
1 4 2 0 
D= -1 2 0 -2 . 
01-l 1 
LEMMA 4. Let IP(c, b-, A, b+) be given with c E N(A)l, A E R,“““, 
and let D E R,“” satisfy (10). Then the optimal solutions of (IP) are of 
the form 
Dty* + N(A), (12) 
where y* is any optimal solution of IP(Dc, b-, ADt, b+). 
Proof. From (7) and 
R(At) = N(A)’ (13) 
it follows that the optimal solutions of (IP) are of the form 
x* + N(A), 
where x* is any optimal solution of 
max ctx 
(14) 
(1) 
s.t. 
b- 5 Ax 2 b+, (2) 
x E R(At). (15) 
By (lo), expression (15) is equivalent to 
x = Dty for some YE Rr. (16) 
The lemma is proved by substituting (16) in (l), (2). 0 
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Using Lemma 4, it is thus possible to replace IP(c, b-, A, 6+) by the 
equivalent IP(Dc, b-, ADt, b+) whose coefficient matrix ADt is of full 
column rank. For the standard (LP) given by (3), (4), (5) and represented 
by the (IP): (3), (6), this transformation is not necessary since the 
coefficient matrix 
A 
0 I 
is of full column rank. 
I. AN AUXILIARY PROBLEM 
SUBOPT, described in Section 2, is based on the solution of a finite 
sequence of auxiliary problems of the form 
(AP) : maximize ctx (I) 
s.t. 
l+<FX<d’, (17) 
g-<hx<g+, (18) 
where F E Rrrx’, h E R” ‘, and 
Substituting 
in (AP), it becomes 
z=Fx (20) 
maximize ctF-!z (21) 
s.t. 
d- < z < d+, (22) 
g- < hF-?z <g+. (23) 
(AP) is feasible iff the problem (21), (22), (23) is feasible, in which case 
the optimal solutions of (AP) are of the form 
x* = F-Q*, (24) 
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where z* is any optimal solution of (21), (22), (23). Thus it is sufficient 
to find .z*. 
In solving (AP) via the equivalent problem (21), (22), (23) we use the 
following remarks. 
Remark 1. The optimal solutions z” of the subproblem (21), (22) are 
of the form 
aj+ if (c~F-~)~ > 0, 
2.0 = % I a.- f&i,+ + (1 - B&- if (ctF-l)i < 0, if (c~F-~)~ = 0, (25) 
where 0 < ei < 1 is arbitrary. 
Remark 2. If g- < hF-lz” < g+, then z” is an optimal solution of 
(21). (22), (23). 
Remark 3. If (AP) is feasible and (25) does not satisfy (23), say 
hF-?zO > g+ ) (26) 
then there is an optimal solution z* of (21), (22), (23) which satisfies 
hF-‘z* = g+. (27) 
Furthermore, we can assume without loss of generality that either zo 
satisfies (23) or the zipper inequality is violated (i.e., (26) holds). This 
is so because (23) is identical with the rotated constraint 
-g+ < - hF-lz< -g-. (28) 
If 
hF-lz” < g- (29) 
and constraint (23) is rotated, then (26) holds when hF-l and g+ are 
redefined in the obvious manner. 
Remark 4. When (26) holds, the “cheapest” way to effect the necessary 
change (from an optimal solution of (21), (22) to an optimal solution of 
(21), (22), (23)) can be found by comparing corresponding components of 
the vectors 19F-l and hF-l, reasoning as in the Neyman-Pearson lemma. 
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Let 
n = g+ - M-izo (30) 
be the amount by which constraint (23) is violated at z”. From (25) 
it is clear that the only components zio which can be changed in order to 
move (23) toward feasibility (while maintaining feasibility in (22)) are 
those indexed by 
Q = 
I 
i: 1 \( i < 7, (M-l), # 0, 
(CtF-yi 1 
1 
(hF_l), > or. 
Since 
(31) 
(32) 
is the marginal cost of moving toward feasibility in (23) by changing 
zia for i E Q, we reorder the (say q in number) indices in Q by 
Q = {k,, k,,..., $}> (33) 
where 
and 
Yk, \ Yk, 1 < <"'<Yk q (34) 
ki < ki+l if yi = Y~+I for i=l,...,q-1. (35) 
Problem (21), (22), (23) may thus be solved using zo, an optimal solution 
of (21), (22), as follows. If z” satisfies (23), it is optimal to (21), (22), 
(23). Otherwise, compute d, Q = {k,, . , kq} and {ri: i E Q} by (30)-(35). 
An optimal solution can then be obtained from z” by changing the compo- 
nents 
{zia: i = k,, . . , kq} 
one at a time, as much as possible without violating (22), until (23) is 
satisfied. If (23) is not satisfied after all these changes, then problem 
(21), (22), (23) (and hence (AP)) is infeasible. 
We summarize these observations in: 
LEMMA 5. Let (AP), z”, d, Q = (k,, k,, . . . , kq) and {yi: i E Q} be 
defined as above. 
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(i) If z0 satisfies (23), then (AP) is feasible and x* = F-lz” is an 
optimal solution of (AP). 
(ii) (AP) is infeasible iff (26) holds and 
where 
if (hF-l), > 0, 
if (hF-l), < 0 
for ~EQ. 
(iii) If (26), (AP), is feasible (i.e., (36) is false), let 
(36) 
(37) 
p = min i: 1 < i < q, 2 S4(hF-1)kj <d (38) 
j=l 
and 
P-1 
d - 2 Gkj(hF-‘)kj 
0= 
3=1 
(hF-l)kp 
Then an optimal solution of (AP) is 
P-1 
x* = F-lz” + c 6,& + 6tke, 
i=l 
(39) 
where ti, i = 1,. ., Y, aye the columns of F-l 
Proof. Straightforward but tedious, hence omitted. 
Exam$le 3. Solve the (AP): 
maximize Xl + 2x2 
s.t. - 9 < - 3X, + xa < 9, 
O< ~2 < 8, 
2< XI + ~2 < 6. 
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Solution. Here 
F= F-L- ‘,‘” ‘i”) 
and 
From (25), 
ct = (1 2), ctF-l = (- l/3 7/3). 
Therefore (26) holds : 
hF-?z” = 138 > 6 = gi 
with 
A = 6 - 133 = - 73, by (30). 
Using (32), we compute 
y1 = s = 1,
7 
YIA?!$=,, 
and, by (34), the ordered set Q is 
Q = { 1,2}. 
From (37), 
6, = 9 - (- 9) = 18, 
6,=0-88-8. 
Since 
18(- ;) = - 6 > - 73 = A 
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18(- f) + (- 8)($) < - 7+ = d, 
we have $ = 2 from (38) and, by (39), 
- 7$ - 18(- $) 5 e=---=--. 
(Q) 4 
Finally, by (40), the solution is 
Using the notations of Lemma 5, we observe the following: 
Remark 5. If (AP) is feasible, it is always possible to delete a constraint 
without affecting the optimal solution. In part (i) of Lemma 5, for example, 
constraint (18) may be deleted from (AP) without affecting x*. Similarly, 
in part (iii), the k&h constraint, 
dkp < fq < d,’ 
P (41) 
can be deleted, where p is defined by (38) and fk,, is the k&h row of F. To 
see this, note that (40) is independent of do and dk’,. 
Thus, in the (AP) of Example 3, the 2nd constraint can be deleted 
without changing the optimal solution since p = 2 and k, = 2. In other 
words, the shadow costs or dual variables associated with both sides of 
the constraint 0 < xa < 8 are zero. 
Remark 6. In case (iii) of Lemma 5, if 
(c”F-l), # 0 for i = 1,. . . , Y, (42) 
then 
ctx* < ctF-?z”. (43) 
To see this we reason as follows. From (25) and (26), 
f& <o if (c~F-~)~ > 0, 
and 
aj 3 0 if (c~F-I)~ < 0. 
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Furthermore, it is not difficult to see that 
and 
fl<O if (c~F-~)~ > 0, 
020 if (c~F-~)~ < 0. 
The inequality (43) then follows immediately since (40) may be rewritten as 
P-1 
x* = F-l .z” + 2 Shiehi $ 8ekp , 
i=l I 
and x* # F-?z” (recall that F-?z” is not a feasible solution to (AP) in 
case (iii)). Inequality (43) will be used in Section 2 for the finiteness 
proof of SUBOPT. 
2. SUBOPT: A SUBOPTIMIZATION METHOD FOR INTERVAL LINEAR PRO- 
GRAMMING 
The problem to be solved is 
maximize ctx 
s.t. 
b-sAAxIb+, - 
(1) 
(2) 
where we assume by Lemmas 3 and 4 that 
A E R,““. (45) 
For any x E Rn define 
J(x) = {i: 1 < i < m and (Azx)~ < bi- or (Azx)~ > bi+} (46) 
(i.e., J(x) is the index set of constraints violated at x), and let Y be the 
iteration index. 
SUBOPT is a finite iterative method. At the yth iteration for Y > 1 
an auxiliary problem, which is a subproblem of IP(c, b-, A, b+), is solved 
using Lemma 5. 
v = 0. Find a set of n indices 
H(O)C(l,. . .,m> 
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such that 
(ut: iEH(O)j 
is a linearly independent set of rows from A. Choose s(O) E { 1,. . , m} 
(s(O) 4 H(0) is preferable), and proceed to the first iteration. 
v 3 1. Find x(“), an optimal solution to the following auxiliary 
problem : 
(AP.v) : maximize ct x (I) 
s.t. 
b,- < a+ < bi+ for iEH(v - l), (47.v) 
b- s(v-1) < as(v-1)~ < b$v-l) (48. v) 
where H(v - 1) and s(v - 1) are defined at the end of iteration v - 1. 
There are three possible cases: 
(i) (AP.v) is infeasible; this implies that IP(c, b-, A, b+) is infeasible. 
(ii) (AP.v) is feasible and J(x@‘)) = $; in this case, x(“) is an optimal 
solution of IP (c, b-, A, b+). 
(iii) (AP.v) is feasible and J(x(“)) # 4. 
In case (iii), let s(v) be chosen by 
s(v) EJ(X(“)) 
and let 
(49.v) 
H(v) = H(v - 1) u {s(v - l)}/k,(,), (5O.v) 
where / denotes deletion, p(v) is given by (38) for problem (AP.v), and 
k 8(y) is the $(v)th element of the ordered set Q given by (33)-(35) for 
problem (AP.v). For v = 1, if p(l) . IS not defined (i.e., part (i) of Lemma 5 
obtains) let H(1) = H(0). 
If case (i) or (ii) obtains, terminate with IP(c, b-, A, b+) infeasible or 
x(“) optimal, respectively. In case (iii), proceed to iteration v + 1. 
In discussing SUBOPT it will be useful to denote by A@‘) the matrix 
with rows {ai: i E Ho’)} for v > 0. Lemma 5 can be used to solve (AP.v) 
only if A(“-l) is nonsingular for v 3 1; this we now prove. 
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LEMMA 6. Let SUBOPT be u$~$Jied to IP(c, b-, A, b+). Then A(“) is 
nonsingular for v 3 0. 
Proof. By induction. Clearly A to) is nonsingular from the way H(0) 
is chosen. Assume that A@-l) is nonsingular. Since A(“) differs from 
A(“-l) only in the /z,~,, th row, which is replaced by as(V_li, it follows that 
A(“) is nonsingular iff 
(ascv-l)(A(Y-l))-l),~~(y) f 0. (51.v) 
However, (51. v) follows at once from the way the set Q is chosen in solving 
(AP.v) (see (31)). 
Before proving finiteness, we give some comments which are of 
computational interest when using SUBOPT. 
The k,,,,th constraint of (AP.v) does not affect xc”) (see Remark 5). 
In solving (AP.v + l), expression (25) can thus be replaced by 
zO = A(V)+‘), (52.~) 
It will be shown in Theorem 1 that SUBOPT is a finite algorithm 
independent of how s(v) is chosen in (49.v). Computationally, however, 
convergence might be faster if, for each v > 1, s(v) is chosen as the index 
of the constraint that xl”) violates by the greatest amount. 
Since A(“+l) differs from A(“) . m exactly one row for v > 0, the product 
form of the inverse (see [4]) can be used to find (A(“+l))-l from (A(“))-l. 
We now prove that SUBOPT is a finite algorithm. 
THEOREM 1. If SUBOPTis applied to IP(c, b-, A, b+) and expression 
(57) is used in conjunction with (25) when Lemma 5 is used to solve (AP.v) 
for v 2 1, then case (iii) will occur only a finite number of times. 
Proof. For v > 1, problem (AP.v + 1) is obtained from (AP.v) 
according to (49.v) and (50.~) as follows. A constraint (the k,,,,th) not 
affecting x(“) is deleted, and a constraint (the s(v)th) not satisfied by x(‘) 
is adjoined. Therefore, for v > 1, 
CtX(Y+l) < CtX(Y), (53.v) 
A perturbation, essentially equivalent to that used by Charnes [3] for 
the Simplex method, can be used to exclude equality in (53.~) for v > 1. 
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Strict inequality in (53.~) for v > 1 guarantees that the same auxiliary 
problem cannot repeat. Since there is a finite number of distinct auxiliary 
problems, this also assures that case (iii) can occur only a finite number 
of times. 
Suppose that IP(c, b-, A, b+) was replaced by the perturbed problem 
IP(c,, b-, A, b+), where 
for some E > 0. For E sufficiently small, the optimal solutions of this 
perturbed problem are the same as those of the original problem. However, 
it is clear from (54) that none of the components of 
cev 1 (V-l) -1 (55.v) 
vanishes for v > 1. Consequently, x (“--l) is the z~iqzte optimal solution 
of (l), (47.~) for v >, 1 when c is replaced by c, and (using Remark 5 
and expression (52.~)) 
c tz(V) < c tX(Y+l) E E for v >, 1. (56. v) 
We conclude that SUBOPT is finite when applied to IP(c,, b-, A, b+). 
In practice, it is not necessary to introduce E explicitly to assure that 
the sequence of solutions, x(“) of (AP.v) for v 3 1, coincides with the 
corresponding sequence for the perturbed problem. A change in the cost 
vector can affect SUBOPT in only two places: in expression (25) 
when z” is determined in the solution of each auxiliary problem; and 
in expressions (33)-(35) when the elements of Q are reordered for each 
auxiliary problem. The perturbation given in (54) for sufficiently small 
E > 0 will not affect the ordering of Q specified by (33)-(35). (In fact, 
the “tie breaking” rule (35) was prescribed with this perturbation in 
mind.) In expression (25) the perturbation of c to c, will dictate how Bi 
is chosen for each auxiliary problem. It should be clear that the effect 
on (25) is the same as using the following rule to specify values for 13~ in 
that expression as each auxiliary problem is solved. Let 
ei = I1 if { (ajF_‘)i: j = min(k: (a,F-l), # 0}} > 0, 
10 if {(ajF-l)i: j = min{K: (u,F-~)~ f O}> < 0, (57) 
for all i such that (ctF-i)i = 0. 0 
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It is easy to verify that using expression (52.~) in conjunction with 
Lemma 5 for the solution of (AP.v), v > 1, is equivalent to using (25) 
and (57). The latter may be more efficient computationally. 
Example 4. Solve 
maximize x1 + 2x2 
s.t. O< Xl < 6, 
0-G 33 < 8, 
- 9 < - 3x,+ x2 < 9, 
2,( xi + x2 < 6. 
Iteration 0. Select H(O) = (1, 21, s(0) = 3. 
Iteration 1. The 1st auxiliary problem is 
(AP. 1) : maximize x1 + 2x2 
s.t. o,c Xl G 6, 
O,c x2 < 8, 
- 9 < - 3x, + x2 < 9. 
The solution, by Lemma 5, is 
Checking if x(l) satisfies the remaining constraints (a single constraint 
here), we verify that the r.h.s. of the 4th constraint is violated by x(l), 
so that it is case (iii) of the algorithm with 
J(0) = (4) 
and, by (49.v), (5O.v), 
H’i’ = {1,2} u {3}/(l) = {3,2}, 
s(1) = 4. 
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Iteration 2. The 2nd (AP), 
(AP.2) : maximize x1 + 2x2 
s.t. --~ 9 < -- 3x, + XZ < 9, 
9< x2 < 3, 
2< xi + ~2 < 6, 
was solved in Example 3 to give 
*(2) = 
It is case (iii) again with 
J(xC2’) = (I}, 
Ht2) = {3,2} U (4)/{2} = {3,4}, 
s(2) = 1. 
Iteration 3. Applying Lemma 5 to 
(AP.3) : maximize Xl + 2x2 
s.t. - 9 < - 3X, + x2 < 9, 
2< xi + ~2 < 6, 
9< Xl < 6, 
gives xC3) = i , 
0 
which is an optimal solution, since 
J(x’3’) = r$. 
3. A DUALITY INTERPRETATION OF SUBOPT 
The main result of this section is that SUBOPT is a dual method [9] 
with successive bases differing by $J > 1 vectors. The integer p is deter- 
mined, for each iteration, by (38). Problem IP(c, b-, A, b+) may be 
rewritten as 
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maximize ctx 
St. 
(1) 
so that the ith constraint, 
bi- < six < b,+, i=l,...,m, 
of (2), is rewritten as the ith and (m + i)th constraints of (58). The dual 
problem (see, e.g., (41, [7]) of (IP) is therefore 
minimize dtw (5% 
s.t. 
(At, - A@ = c, (60) 
co > 0. (‘3) 
To denote that the dual variables correspond to either the upper or the 
lower half of the primal constraints (58), let 
for i=l,...,m, 
where q+ [I+] is the dual 
of the constraint 
The (Y + 1)st iteration, 
solution x(“) of 
variable associated with the right (left) side 
Y > 1, of SUBOPT begins with an optimal 
maximize ctx (I) 
s.t. 
bi- < ap < bit, i E fw. (47.v) 
Let A(‘), v >, 0, be defined by (51.v), and let the columns of (A(“))-l be 
{ti(“) : i E IP} (recall that A is assumed to have full column rank). 
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Assuming that ctti(“) # 0, i E H(“) (i.e., c is replaced by (53) if necessary), 
it follows from part (i) of Lemma 5 that 
Juix(“) = bit if iEI,(“) 
Jcz~x(“) = bj- if i E I_(“) (62.v) 
where 
I+(“’ = {i E W”‘: &“J > O}, 
I_‘“) = {i E If’“): &‘“J < O}. (63.~) 
We prove now that, for v > 1, ~9’) corresponds to a dual feasible 
solution CC+“), i.e., a solution of (60), (61). To see this, for v 3 0 let A(“) 
be a matrix having rows corresponding to i E H(“) defined as follows: 
1 ai if 
&‘“’ = JP a, 
i E I+(“), 
if iEJ_(Y), (64.~) 
(A(v))t is a nonsingular submatrix of (At, ~ At) and the columns {t‘i(v): 
in H(“)} of (A(“))-l are, by (64.v), 
J ti’“’ if 
““) = J ~ ti(“) 
i E I+(“), 
if i E I_(“), (65. v) 
From (63.~) and (65.~) it follows that the vector 
W(Y) = ((A(v))t)-lc 
is nonnegative, and consequently the vector a+“), defined by 
(66.v) 
J$ = 
J,i(v) if i E I+(“), 
s 10 if i $ I+(“), 
,Y = 
1 
(jji(“) if iEI_(“) 
, 
0 if i $ I_(“), i = 1,. . ., ‘wl (67.~) 
is dual feasible, v 2 1. 
It is interesting to note that the vectors w(“) (dual feasible) and x(“) 
(primal infeasible, except for the terminal iteration) satisfy the usual 
complementary slackness (see, for example, [4], [7]); that is, 
c o@(bi+ - uix(“)) + a$‘?(aidv) - bi-) = 0, v 3 1. (6%~) 
,EH@) 
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We denote now the index set of the dual basic variables corresponding 
to x’“) bv 
R(V) = {it : iEI+‘“)}U{i-: iEI_‘“)}; (69.v) 
for any i = 1,. . ., m it is clearly impossible that both i+ and ip belong 
to B’“), v 3 1. 
The statement about successive bases B”‘), B’“+l) which opens Section 3 
will now be proved. If for any iteration, v > 1, the solution x”‘) of (AP.v) 
also satisfies the constraints of (IP) not included in (47.v), then x”‘) is 
primal feasible, hence optimal. Otherwise, the vector ~“‘+l) is obtained 
from x’“) in 9 changes, as described in Lemma 5. 
The first (@ - 1) changes replace it [i-l in B’“) by i-[i’] for i = 
k,, k,, . . , k,_, given by (33). The $th change replaces it0 or ik; in B’“) 
by s(v)+ or s(v)-. 
The next dual basis B”‘+n thus differs from B”‘) in p vectors. 
Example 5. In Example 4, iteration 2: 
A”’ = 
From (64.~) we get 
3 -1 
A"' = 
i 1 0 1 
and, by (66.v), 
so that 
0J’i) = (0, l/3, 7/3, 0) 
is dual feasible. The index set 
B’s’ = (2-, 4+} 
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differs from the previous one, 
B(l) = {2’, 3-}, 
by p = 2 vectors, in agreement with Example 3. 
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