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Abstract
This paper explores a fully unsupervised deep learning
approach for computing distance-preserving maps that gen-
erate low-dimensional embeddings for a certain class of
manifolds. We use the Siamese configuration to train a neu-
ral network to solve the problem of least squares multidi-
mensional scaling for generating maps that approximately
preserve geodesic distances. By training with only a few
landmarks, we show a significantly improved local and non-
local generalization of the isometric mapping as compared
to analogous non-parametric counterparts. Importantly,
the combination of a deep-learning framework with a multi-
dimensional scaling objective enables a numerical analysis
of network architectures to aid in understanding their rep-
resentation power. This provides a geometric perspective to
the generalizability of deep learning.
1. Introduction
The characterization of distance preserving maps is of
fundamental interest to the problem of non-linear dimen-
sionality reduction and manifold learning. For the purpose
of achieving a coherent global representation, it is often de-
sirable to embed the high-dimensional data into a space of
low dimensionality while preserving the metric structure of
the data manifold. The intrinsic nature of the geodesic dis-
tance renders such a representation dependent only on the
geometry of the manifold and not on how it is embedded to
the ambient space. In the context of dimensionality reduc-
tion, this property makes the resulting embedding meaning-
ful.
The success of deep learning has shown that neural net-
works can be trained as powerful function approximators
of complex attributes governing various visual and audi-
tory phenomena. The hallmark of deep learning has been
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Figure 1: Learning to unfold a ribbon: A three dimen-
sional Helical Ribbon (left) and its two dimensional embed-
ding - a planar parallelogram (right) learned using a two-
layer MLP. The network was trained using estimated pair-
wise geodesic distances between only 100 points (marked
in black) out of the total 8192 samples.
its ability to automatically learn meaningful representations
from raw data without any explicit axiomatic constructions.
The availability of large amounts of data and computational
power, coupled with parallel streaming architectures and
improved optimization techniques, have all led to compu-
tational frameworks that efficiently exploit their represen-
tational power. However, a study of their behavior under
geometric constraints is an interesting question which has
been relatively unexplored.
In this paper, we use the computational infrastructure of
neural networks to model maps that preserve geodesic dis-
tances on data manifolds. We revisit the classical geometric
framework of multidimensional scaling to find a configura-
tion of points that satisfy pairwise distance constraints. We
show that instead of optimizing over the individual coordi-
nates of the points, we can optimize over the function that
generates these points by modeling this map as a neural net-
work. This choice of modeling the isometric map with a
parametric model provides a straightforward out-of-sample
extension, which is a simple forward pass of the network.
We exploit efficient sampling techniques that progressively
select landmark points on the manifold by maximizing the
spread of their pairwise geodesic distances. We demonstrate
that a small amount of these landmark points is sufficient to
train a network to generate faithful low-dimensional embed-
dings of manifolds. Figure 1 provides a visualization of our
proposed approach.
Our motivation to integrate deep learning into the classi-
cal isometric embedding problem is two-fold. Firstly, this
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approach allows us to view the concept of generalization
from a geometric viewpoint. Algorithms that exhibit poor
generalizations will yield embeddings that show a clear vi-
sual depiction of suboptimal flattening as in Figures 4a, 7
9, 10 and this can be objectively measured using the stress
function (Equation 4, which essentially measures the de-
viation from isometry). We demonstrate qualitatively and
quantitatively that deep learning models provide better local
and non-local generalization properties as compared to the
axiomatic interpolation and extrapolation formulas of their
non-parametric counter-parts. Secondly, the use of geodesic
sampling methods enables further analysis, by measuring
global stress as a function of the number of samples used
for training. Our experiments demonstrate that analogously
to numerical algorithms, one can obtain an order of accu-
racy measure for each neural network architecture thereby
measuring how efficient a given neural network is in mod-
eling a function.
2. Background
2.1. Manifold Learning
Manifold learning is the process of recovering a low-
dimensional representation from a possibly non-linear high-
dimensional data. The literature on manifold learning is
dominated by spectral methods that have a characteristic
computational pattern. The first step involves the compu-
tation of the k nearest neighbors of all N data points. Then,
anN ×N square matrix is populated using some geometric
principle which characterizes the nature of the desired low-
dimensional embedding. The eigenvalue decomposition of
this matrix is then used to obtain the low-dimensional rep-
resentation of the manifold. Manifold learning techniques
such as Laplacian Eigenmaps [3], LLE [35], HLLE [17]
and Diffusion Maps [12] are considered to be local meth-
ods, since they are designed to minimize some form of local
distortion and hence result in embeddings which preserve
locality. Methods like Isomap [42] are considered global
because they enforce preserving all geodesic distances in
the low-dimensional embedding. All spectral techniques
are non-parametric in nature and hence do not characterize
the map that generates them. Therefore, the computational
burden of large spectral decompositions becomes a major
drawback when the number of data-points is large. Further-
more, out-of-sample extension of the map is a computation-
ally expensive task.
2.2. Neural Networks for Manifold Learning
Examining the ability of neural networks to represent
data manifolds has received considerable interest and has
been studied from multiple perspectives. From the view-
point of unsupervised parametric manifold learning, one
notable approach is based on the metric-learning arrange-
ment of the Siamese configuration [22, 7, 10]. Similarly,
the parametric version of the Stochastic Neighborhood Em-
bedding [28] (and its famous variant, t-SNE [44]) is another
example of using a neural network to generate a parametric
map that is trained to preserve local structure. Variational
Autoencoders [25] design generative models of data and
fit them to large data-sets. However, these techniques de-
mand an extensive training effort requiring large number of
training examples in order to generate satisfactory embed-
dings. In [2], the authors have argued that neural-networks
can efficiently represent manifolds as a monotonic chain of
linear segments by providing an architectural construction
and analysis; [20, 31, 11] use neural networks specifically
for solving the out-of-sample extension problem for man-
ifold learning. However, their procedure involves training
a network to follow a pre-computed non-parametric em-
bedding rather than adopting an entirely unsupervised ap-
proach, thereby inheriting some of the deficiencies of the
non-parametric methods.
2.3. Multidimensional Scaling
Multidimensional scaling (MDS) is a classical algo-
rithm for obtaining the global picture of data using pair-
wise distances or dissimilarities information. The core
idea of MDS is to find an embedding configuration
X =
[
x1,x2,x3...xN
]
, such that all pairwise distances
measured in the embedded space (typically ||xi − xj||) are
faithful to the given distances Ds =
[
d2ij
]
as much as pos-
sible. Therefore, the input to an MDS algorithm is the dis-
tance matrix and the output is the embedding configuration
X that preserves these pairwise distances. In the context
of isometric manifold learning, the MDS framework is en-
abled by imputing pairwise geodesic distances and recover-
ing a low-dimensional embedding output such that pairwise
Euclidean distances in this space match the corresponding
geodesic distances. Putting simply, this is the action of flat-
tening the manifold as shown in Figure 1.
There are two prominent, yet different versions of MDS:
Classical Scaling and Least-Squares Scaling. Classical
Scaling is based on the observation that the double center-
ing of a pairwise squared distance matrix gives an inner-
product matrix which can be factored to obtain the desired
embedding. Therefore, if H = I − 1N 11T is the centering
matrix, classical scaling minimizes the strain of the embed-
ding configuration X and is computed conveniently using
the eigen-decomposition of the N ×N matrix − 12HDsH:
X∗CS = arg min
X
||XXT + 1
2
HDsH||2F (1)
X∗CS = VΛ
1
2 , where − 1
2
HDsH = VΛV
T (2)
At the other end, least squares scaling is based on
minimizing the misfits between the pairwise distances of
X =
[
x1,x2,x3...xN
]
and desired distances
[
dij
]
mea-
sured by the stress function
X∗LS = arg min
X
σ(X) (3)
σ(X) =
∑
i<j
wij
(||xi − xj || − dij)2 (4)
Minimization of (4) is typically handled using gradient
descent iterations with wij = 1 for all i, j. One particular
case was introduced by Leeuw et al.[13] under the name
SMACOF (Scaling by Majorizing a COmplicated Func-
tion). The algorithm is based on the following iterative step:
Xk+1 = (V +
1
N
11T )† B(Xk) Xk (5)
where N ×N matrices V = [vij] and B(Xk) = [bij] are
given by:
vij =
−wij i 6= j∑
k 6=i
wik i = j
(6)
bij =

−wij dij||xi−xj|| i 6= j, xi 6= xj
0 i 6= j, xi = xj
−∑
k 6=i
bik i = j.
(7)
The iteration of (5) guarantees a non-increasing stress, due
to the principle of majorization. For more details we refer
the interested reader to [13].
In practice, the MDS framework is enabled by estimat-
ing all pairwise geodesic distances with a shortest path al-
gorithm like Dijkstra’s [16], and choosing an MDS scal-
ing algorithm to generate low-dimensional embeddings that
preserve metric properties of the manifold. Schwartz et al.
[37, 45] and the Isomap algorithm [42] were the first to sug-
gest populating the inter-geodesic distance matrix Ds using
Dijkstra’s algorithm. [21, 47] first suggested the use of con-
sistent approximate of geodesics for the goal of flattening
into 2D and [19] employed the Fast Marching method for
computing the geodesic distances on 2D surfaces.
Historically, MDS was first developed in [43, 46] who
proposed the purely Euclidean model (input distances were
euclidian) of the MDS. Later, non-metric versions of MDS
were developed in [26] and [40] which focused on a generic
dissimilarity information rather than plain inter-point dis-
tances. Methods like [34] showed an application of the iso-
metric embedding problem to non-simple manifolds with
holes and boundaries. In the pattern recognition literature,
a version of least squares scaling (3) is known as Sammon’s
non-linear mapping (NLM) [36]. Sammon’s NLM pro-
posed a straightforward gradient descent on a scaled stress
function similar to (4) for feature extraction from data. Ex-
tensions to Sammon’s non-linear mapping using artifical
neural networks (called SAMANN) was shown in [14, 29]
but with limited exploration and analysis due to the use of
plain Euclidean distances instead of their geodesic counter-
parts.
2.4. Sparse Multidimensional Scaling
One of the major drawbacks of the plain MDS approach
is its computational cost and the lack of a principled gen-
eralization framework for unseen data. The minimization
of objectives (1) and (4) demand computing geodesic dis-
tances between all pairs of points leading to an expensive
eigen-decomposition of a dense N × N matrix as in the
case of classical scaling. Similarly, each step of the SMA-
COF iteration (5) demands computing pairwise Euclidean
distances between all pairs of points.
This motivated various fast MDS algorithms that were
based on sampling the manifold and computing the pairwise
geodesic distances between these sampled pair of points.
The input to a sparse MDS algorithm is a much smaller
K×K matrix of distances withK  N as compared to the
entire N × N matrix required in (2) and (5). The embed-
ding of the whole dataset is then extracted using different
interpolation philosophies. For example, Aflalo et al. [1]
used spectral geometry of the Laplace Beltrami operator of
the manifold to interpolate the distances of the remaining
points in a classical scaling framework. Similar in spirit,
Boyarski et al. [6] used spectral interpolation of the SMA-
COF iterations (5), minimizing the stress for only a subsam-
pled configuration of points and interpolating the rest using
eigenvectors of the Laplace Beltrami operator. Shamai et
al. [38, 39] developed a sparse MDS using the Nystrom
extension method. A similar approach is also adopted in
multigrid-MDS [9] and vector extrapolation [33].
Although the use of a secondary interpolation scheme
provided a speed up, these frameworks still lack a princi-
pled means to generalize to unseen data. The Landmark
Isomap method [15] along with the generalized formula-
tion in [4] showed an out-of-sample extension using a ker-
nel formula based on computing geodesic distances of the
new samples to existing landmarks and triangulating their
embedding accordingly. As we show in our experiments in
Sections 4.3 - 4.5, our deep-learning approach outperformes
all these methods without the need for any external informa-
tion such as spectral geometry, Nystrom projection matrices
or out-of sample geodesic distances.
3. DIMAL: Deep Isometric MAnifold Learn-
ing
3.1. Training Configuration
We incorporate the ideas of least squares scaling into the
computational infrastructure of the Siamese configuration
as shown in Figure 2. A Siamese configuration comprises
X1 ∈ RM X2 ∈ RMGeodesic Distance: d
Network1 Network2
FΘ(X1) ∈ Rm FΘ(X2) ∈ Rm
Cost: L(Θ)
L(Θ) =
(
|| FΘ(X1)−FΘ(X2) || − d
)2
Shared Weights Θ
Figure 2: Siamese Configuration: Each arm of the siamese
network models the map FΘ : RM → Rm, m M . For
each training pair (X1,X2) ∈ RM , the loss minimizes the
squared difference between the Euclidean distances of the
low-dimensional embedding and the geodesic distance d.
of two identical networks that process two different inputs.
The outputs are then combined in a loss that is typically
a function of the distance between the output pairs. This
configuration has been extensively used for the purposes of
metric learning, descriptor learning, 3D shape correspon-
dence etc. [7, 10, 30].
For every pth pair of datapoints, we estimate the
geodesic distance using a shortest path algorithm and
train the network by minimizing the network-parameterized
stress function (see Figure 2):
L(Θ) =
∑
p
( || FΘ(X(p)1 )−FΘ(X(p)2 ) || − d(p) )2 (8)
The expectation here is that with a sufficient number of
example pairs, the network learns to model a map FΘ :
RM → Rm, m  M , from high to low dimension, that
preserves isometry. As explained in Section 4.1, we can
study exactly how many examples are needed to learn this
map to sufficient accuracy, by employing a sampling strat-
egy that sufficiently covers the entire manifold uniformly.
3.2. Geodesic Farthest Point Sampling
The farthest point sampling strategy [23, 8] (also referred
to as the MinMax strategy in [15]) is a method for picking
landmarks amongst the points of a discretely sampled mani-
fold such that under certain conditions, these samples cover
the manifold as uniformly as possible. Starting from a ran-
dom selection, the landmarks are chosen one at a time such
that each new selection from the unused samples has the
largest geodesic distance to the set of the selected sample
points. Figure 3 provides a visualization of this sampling
mechanism. We train the network by minimizing the loss
(8) by computing the pairwise geodesic distances between
K landmarks. Therefore, the pre-training computational ef-
fort is limited to O(K2) distances.
Figure 3: Visualizing Farthest Point Sampling: The
Swiss-roll manifold sampled using the farthest point sam-
pling algorithm (landmarks in black).
Algorithm 1 Farthest Point Sampling
Input: metric space (X, dX),
initial point x1 ∈ X ,
number of landmarks: K
Output: sampling X ′ = {x1, x2, x3, ...xK}
Initialization: X ′ = {x1}, d(x) = dX(x, x1)
While |X ′| < K do:
1. Find the farthest point from X ′, x′ = arg max
x∈X
d(x)
2. Update set of selected samples: X ′ ←− X ′ ∪ {x′}
3. Update distance function d(x): d(x) ←−
min
x
{d(x), dX(x, x′) }
End
Given a dataset with N samples, we can summarize the
proposed DIMAL algorithm as follows (see Algorithm 2).
We first build a graph from the data using an approximate
nearest neighbor algorithm, and obtain the set of landmarks
and corresponding pairwise geodesic distances using far-
thest point sampling (Algorithm 1). Then, we construct a
dataset of all pairs of landmarks and their corresponding
geodesic distances. Using the Siamese configuration de-
picted in Figure 2 we train the network parameters mini-
mizing the MDS loss (8). The low-dimensional embedding
for any high-dimensional datapoint is obtained with its for-
ward pass through the trained network.
4. Experiments
The core idea behind our experiments is to train on the
sub-sampled landmarks and observe the effect on the en-
tire set. Put in another way, we train to preserve only
1
2K(K − 1) distances between the landmarks and evaluate
the stress (4) over all 12N(N − 1) datapoints. We perform
three separate experiments using this evaluation method-
ology. First, in Section 4.1 we vary the number of land-
marks K, and observe the overall stress as a function of
the network architecture. Second, in Section 4.3 we com-
pare DIMAL to existing sparse MDS frameworks by imput-
ing all the algorithms with the same landmarks and same
geodesic distances and evaluating the MDS outputs using
overall stress. Third, in Section 4.4 we analyze the out-of-
sample performance of our framework and compare it to
the only axiomatic extension of MDS: Landmark Isomap
[41]. Finally, we show an extension of our framework to
non-isometric manifolds in Section 4.5.
Algorithm 2 DIMAL: Deep Isometric MAnifold Learning
Input: High-dimensional data-points of manifold:
{Xi ∈ RM}, i = 1, 2, ...N ,
number of landmarks: K
Output: Low-dimensional embeddings of datapoints:
{xi ∈ Rm,mM}, i = 1, 2, ...N ,
1. Compute the nearest-neighbor graph from the mani-
fold data and obtain a set of K landmark points using
Algorithm 1
2. Obtain pairwise geodesic distances Ds between land-
marks using Dijkstra’s or any other numerical algo-
rithm
3. Form a dataset of landmark pairs with corre-
sponding geodesic distances
{
X
(p)
1 ,X
(p)
2 , d
(p) =
d(X
(p)
1 ,X
(p)
2 )
}
4. Training: Train network FΘ with Siamese configu-
ration of Figure 2 minimizing loss (8) for the dataset
obtained in Step 3
5. Inference: Obtain low-dimensional embedding with
forward pass of the network: xi = FΘ(Xi), ∀i ∈
{1, 2, ...N}
4.1. Numerical Experiments on 3D Point Clouds
Our first set of experiments is based on synthetic point-
cloud manifolds, like S-curve (Figure 4a) and the Helical
ribbon (Figure 1). We use a multilayer perceptron (MLP)
with PReLU
PReLU(x) = max(0, x) + a min(0, x), (9)
as the non-linear activation function, where a is a learn-
able parameter. The networks are trained for 1000 itera-
tions using the ADAM optimizer with constants (β1, β2) =
(0.95, 0.99) and a learning rate of 0.01. We run each opti-
mization 5 times with random initialization to ensure con-
vergence. All experiments were implemented in Python us-
ing the PyTorch framework [32]. We used the scikit-learn
machine learning library for the nearest-neighbor and scipy-
sparse for Dijkstra’s shortest path algorithms.
Figure 1 and 4a show the results of our method on the
Helical ribbon and S-curve respectively with varying num-
ber of training samples (in black) out of a total of 8172 data
points. The number of landmarks dictates the approxima-
tion quality of the low-dimensional embedding generated
by the network. Training with too few samples results in in-
adequate generalization which can be inferred from the cor-
rugations of the unfolded manifold embedding in the first
two parts of Figure 4a. Increasing the number of landmarks
improves the quality of the embedding, as expected. We
compute the stress function (4) of the entire point config-
uration to measure the quality of the MDS fit. Figure 4b
shows the decay in the stress as a function of the number of
training points (landmarks) in a two layer MLP.
The natural questions to ask are how many landmarks?
how many layers? and how many hidden nodes per layer?
We observe that these questions relate to an analogous setup
in numerical methods for differential equations. For a given
numerical technique, the accuracy of the solution depends
on the resolution of the spatial grid over which the solu-
tion is estimated. Therefore, numerical methods are ranked
by an assessment of the order of accuracy their solutions
observe [27]. This can be obtained by assuming that the re-
lationship between the approximation error E and the reso-
lution of the grid h is given by
E = C hP (10)
where P is the order of accuracy of the technique and C
is some constant. Thus, for every spatial resolution h,
the error of the numerical algorithm E(h) is evaluated and
logE(h) is plotted as a function of log h for the specific al-
gorithm. P is obtained by computing the slope of the line
since,
log(E) = log(C) + P log(h). (11)
We extend the same principle in order to evaluate net-
work architectures (in place of numerical algorithms) for
estimating the quality of isometric maps. We use the over-
all stress (4) as the error function E in (10). We assume
that due to the 2-optimal property [23] of the farthest point
strategy for a two dimensional manifold, the sampling is
approximately uniform and hence h ∝ 1√
K
where K is the
number of landmarks. By varying the number of layers and
the number of neurons per layer, we associate an order of
accuracy to each architecture using (11), by training with a
varying number of landmarks K and evaluating the overall
stress.
(a)
(b) (c)
Figure 4: Exploring the variations in architecture and the number of landmarks: (a) (top row) Three dimensional S-
Curve manifold with varying number of landmark points obtained using Algorithm 1. (bottom row) The corresponding two
dimensional DIMAL output (Algorithm 2) generated by a 2-Layer MLP with 70 hidden nodes per layer. (b) The logarithm
of stress of all 8172 points as a function of number of landmarks. (c) Order of accuracy estimates of varying architectures.
Figure 4c shows the results of the described experiment.
It shows that a single layer MLP has the capacity of mod-
eling functions to the first order of accuracy. Adding a
layer increases the representation power by moving to a
second order result. Adding more layers does not provide
any substantial gain arguably due to a larger likelihood of
over-fitting as seen in the considerably noisier estimates (in
green). Therefore, a two layer MLP with 70 hidden neu-
rons per layer can be construed as a good architecture for
approximating the isometric map of the S-Curve of Figure
4a with 200 landmarks.
4.2. Image Articulation Manifolds
Each point on a non-linear articulation manifold is a bi-
nary image that is generated by the articulation of a few pa-
rameters. In [18] it is shown that certain types of such man-
ifolds are isometric to Euclidean space, that is, the geodesic
distance between any two sample points is equal to the
Euclidean distance between their articulation parameters.
Therefore, one can consider such manifolds to be the multi-
dimensional equivalents of the three dimensional Swiss-roll
or S-curve. We construct a horizon articulation manifold
where each image contains two distinct regions separated
by a horizon which is modulated by a linear combination of
two fixed sinusoidal basis elements as depicted in Figure 5.
Iα1,α2(u, v) = 1{v≤ψα1,α2 (u)} (12)
ψα1,α2(u) = α1 sin(ω1u) + α2 sin(ω2u)
Thus, each sample has an intrinsic dimensionality of two -
the articulation parameters (α1, α2) which govern how the
sinusoids representing the horizon are mixed. We sample
the articulation parameters from a 2D uniform distribution
(α1, α2) ∼ U([0, 1]× [0, 1]). (13)
Figure 5: Visualizing a horizon articulation manifold:
samples generated from the image articulation manifold as
per equations (12) and (13) with ω1 = 2, ω2 = 7. The color
is proportional to the magnitude
√
α21 + α
2
2
Figure 6: Comparing metric preservation properties for dif-
ferent manifold learning algorithms on the image articula-
tion manifold dataset. Isomap [42], HLLE [17], LLE [35],
LE [3], DrLim [22]. The proposed method shows maximum
fidelity to the ground truth shown in Figure 5.
Figure 7: Comparison with sparse MDS algorithms: Vi-
sual evaluation of the interpolation behavior of different
sparse MDS frameworks. The rows are in increasing or-
der of landmarks. The titles denote the corresponding stress
of that embedding.
Figure 8: Stress plots as a function of the number of land-
marks K
In the context of the main narrative of this paper, which
is metric preserving properties of manifolds, we find that
such a dataset provides an appropriate test-bed for evalu-
ating metric preserving algorithms. Since we are assured
of isometry to Euclidean plane, we can objectively mea-
sure the performance of an MDS flattening algorithm with
the stress function (4). Figure 6 shows the comparison be-
tween DIMAL and other prominent manifold learning al-
gorithms. Except for DIMAL and Isomap, all other meth-
ods exhibit some form of distortion indicating a suboptimal
metric preservation.
4.3. Evaluation with Sparse MDS Algorithms:
We compare DIMAL to existing state-of-the-art sparse
MDS algorithms and present the results in Figures 7 and 8.
We generate 5000 examples of the articulation manifold of
Figure 5 with ω1 = 2 and ω2 = 4. DIMAL was trained with
a CNN comprising two convolution layers, each with kernel
sizes 12 and 9, number of kernels 15 and 2, respectively,
along with a stride of 3 and, followed by a fully-connected
layer mapping the image to a two-dimensional domain. We
train the network for 500 iterations using the ADAM op-
timizer [24] with a learning rate of 0.01 and parameters
(β1, β2) = (0.95, 0.99). Each algorithm has been imputed
with the same landmarks and the same corresponding pair-
wise geodesic distances. For every K landmarks used, we
use 12K eigenvectors of the Laplace-Beltrami operator for
the spectral MDS algorithms as suggested in [6]. We ob-
serve that DIMAL for almost all values of K performs vi-
sually and quantitatively better that other MDS algorithms
without using any external information.
DIMAL
DIMAL
Landmark Isomap
Landmark Isomap
Figure 9: Evaluation of out-of-sample extensions: Visual-
izing the non-local generalization properties of our method
(top) and Landmark Isomap (bottom). Both algorithms
were trained on the same Landmarks (in red) sampled from
only a part of the manifold.
4.4. Comparison with Landmark Isomap
We compare DIMAL to its direct non-parametric com-
petitor: Landmark-Isomap [15]. The main idea of
Landmark-Isomap is to perform classical scaling on the
inter-geodesic distance matrix of only the landmarks and
then to estimate the embeddings of the remaining points us-
ing an interpolating formula (also mentioned in [5]). The
formula uses the estimated geodesic distances of each new
point to the selected landmarks in order to estimate its low
dimensional embedding.
We generate a training horizon articulation dataset con-
taining 5000 samples generated with parameters sampled
from (α1, α2) ∼ U([0, 0.75] × [0, 0.75]) and evaluate the
outputs on test dataset also of 5000 samples with param-
eters sampled from (α1, α2) ∼ U([0, 1] × [0, 1]), thereby
isolating a part of the manifold during training. As in Sec-
tion 4.3, both the methods are imputed with the same set of
landmarks for evaluation.
As depicted in Figure 9, the output of Landmark-Isomap
shows a clustered result due to the lack of non-local data in
the geodesic distance calculations for the interpolation. In
contrast, our neural network clearly exhibits a better gener-
alization property, even for parts of the manifold that were
isolated during training.
4.5. Extensions
4.5.1 Conformal Isometric Mapping
In [41], a technique called conformal isomap (C-Isomap)
was proposed which modifies the local metric structure to
account for an approximate conformal factor. C-Isomap
is essentially an application of the classical scaling algo-
rithm applied to a modified distance matrix which takes the
conformal factor into account. A typical test case for this
technique is the 3D conformal fishbowl visualized in Fig-
ure 10. The conformal fishbowl has a varying density along
the manifold that is sparse at the bottom and dense near the
rim of the bowl.
We extend our DIMAL framework to this scenario using
the same modified distances as proposed. To test the gen-
eralization abilities of both algorithms, we trained on land-
marks comprising from only 60% of the height of the fish-
bowl and test on the flattening of the entire sample set. Fig-
ure 10 demonstrates that DIMAL clearly provides a much
better extension than Landmark Isomap which is unable to
generalize to non-local points.
4.5.2 Camera Pose Manifold
Finally, we test our method on a more realistic dataset where
the constraint of being isometric to a low-dimensional Eu-
clidean space is not necessarily strict. We generate 1369 im-
ages obtained by smoothly varying the azimuth and eleva-
tion of the camera that is imaging a 3D object. We show in
comparison, the visual results and associated training times
of DrLim [22] which was trained using the hinge-loss for
the Siamese architecture of Figure 2:
L(Θ) =
∑
p
λ(p) ||FΘ(X(p)1 )−FΘ(X(p)2 )||
+ (1− λ(p)) max {0, µ− ||FΘ(X(p)1 )−FΘ(X(p)2 )||}
(14)
DrLim requires a considerable training effort, requiring all
possible
(
1369
2
)
= 936396 pairs whereas DIMAL yields a
comparable result in a considerably smaller training time
(geodesic distances between only
(
600
2
)
= 179700 pairs).
We used the same architecture for DIMAL and DrLim for
generating the embedding in Figures 11a and 11b. DIMAL
generates a comparable result with an order of magnitude
smaller training time.
Figure 10: (a) The Conformal Fishbowl dataset [41], shown
with the training and test cases. The training is done on
landmarks obtained from only 60% of the height of the fish-
bowl. (b) The planar embeddings of Landmark Isomap and
DIMAL.
(a) DrLim.
Training time ≈ 6620s
(b) DIMAL.
Training time ≈ 860s
Figure 11: Camera Pose Manifold: Embedding results and
training times for DrLim [22] and DIMAL. DIMAL shows
a faithful result for a much smaller training time.
5. Conclusion
We explored an unsupervised deep learning approach to
the isometric embedding problem. By training with a few
landmarks we see that neural networks integrated into a
classical framework like multidimensional scaling demon-
strate improved generalization properties. The broad mes-
sage of our paper is that, the somewhat black-box learning
infrastructures can be used for solving classical problems
and this helps in developing new tools for better understand-
ing their action.
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