Abstract -Navigation systems have vital importance both in military and civil applications. But, the error associated with these systems reduces the efficiency of the system Kalman filter is a tool that is commonly used to decrease these errors. Recently, the modified wave estimator (MWE) has been proposed as an alternative to Kalman filter for navigation systems. Unlike Kalman filter, the MWE defines the process noise as deterministic means. Both estimators have advantages and disadvantages with respect to each other. This paper proposes an adaptive MWE and an estimator that fuses estimations from the MWE and Kalman filter. Both estimators try to attempt to make use ofadvantages of each estimator in the best way possible. Performance of the MWE, Kalman filter, the fused estimator and adaptive MWE are compared through a navigation simulation and results are discussed.
Introduction
Navigation systems have vital importance in military and civil applications. They are employed to provide coordination and to increase efficiency at military and civil air, maritime or land vehicles.
Navigation is the calculation of relative position and velocity of a physical platform with respect to a reference coordinate frame or a coordinate grid [3] . But, many applications require calculation of the angular velocity relative to the reference axis as well.
Error produced by navigation systems reduces the efficiency of the system. Thus, minimizing the error associated with navigation systems is a primary priority. The most commonly used and probably the most efficient method for this purpose is to integrate the systems with complementary features, such as INS and GPS.
Kalman filter is the most commonly used integration tool in navigation applications. However, recently, new approaches have been proposed, one of which is the Modified Wave Estimator [5] . In Let's assume that the dynamic process of the navigation error could be defined as discrete Markov process. Then, the navigation error dynamics are described by
where, X(k) is the state vector (the error in navigation), F and F are known state transition and disturbance transition matrices respectively and v(k) is unknown zero mean white Gaussian noise with known covariance Q. [12] , here, only the resulting standard Kalman filter equations are given. (6) X(k+1) =X(k+1)+Xl(k+1)
In Eqs 3-9 X(k + 1 k) and P( 
With initial conditions x0 (0) = X(0) and X1 (0) = 0 .
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where, If NIS, calculated through Eq 21 is below the predetermined threshold then the estimator is doing well and a smaller data set is enough for estimation, thus the cycle time can be reduced to save computational power.
On the other hand when NIS goes above the threshold the cycle time must be increased for better estimation.
Simulation Model
This section outlines the error model for the navigation system used in the simulations. The INS system for a single axis may be described as [17] 
Simulation Results
In the simulations, the INS accelerometer and gyro noises are assumed to be zero mean white, Gaussian with 2500x10-'2 (ag)2/Hz and IxO-9 (deg/s)2/Hz variances respectively where the GPS noise has also been taken as zero mean white, Gaussian with OOm2 variance. For the adaptive MWE, the acceptance region, that the chosen cycle time is correct, hypothesis has been determined to be 0.5 < e, (k) < 1.5. Smaller cycle time has been used as long as the calculated NIS is in this region and the NIS has been increased as soon as NIS fell outside of this region. Table 1 presents the performance improvement of the MWE with respect to Kalman filter for 25 Monte Carlo runs. As the cycle time increases so does the estimation performance of the MWE, however, after a certain point longer cycle time allows more noise into the system then the performance starts to degrade. As it can be seen in Table 1 the maximum improvement is achieved when the cycle time is 250 s after which the performance deteriorates.
RMS position, velocity and angle errors for the Kalman filter, MWE and fused estimator are given in Tables 2  through 4 respectively for different cycle times. When compared to Kalman filter and the MWE, the fused estimator produces better estimates in terms of RMS position and velocity errors for all cycle times whereas it is outperformed by the MWE for the weakest observed state that is the angle. The improvement in terms of position and velocity is minimum at the optimum cycle time, 250 s. As for the angle estimation, the fused estimator provides approximately 40% improvement over Kalman filter but is outperformed by the MWE by 25% on average. Improvements achieved by the fused estimator over Kalman filter and the MWE are given in Table 9 . Tables 5 and 6 present simulation times for the MWE and Kalman filter respectively for different cycle times. Table 7 whereas simulation times for these estimators are given in Table 8 . 
