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Abstract 
This work focused on principal component analysis and Choquet integral to structure a model of diagnose Parkinson 
disease. The proper value of Sugeno measure is vital to a diagnostic model. This paper aims at providing a method of 
using principal component analysis to obtain the sugeno measure. In this diagnostic model, there are two key 
elements. One is the goodness of fit that the degrees of evidential support for attribute. The other is the importance of 
attribute itself. The instances of Parkinson disease illuminate that the method is effective.   
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1. Introduction 
Currently, it always sets a mathematics model for actual medical problems, calculates and demonstrates the 
model, amends the model and finally gets the correct model and conclusions. 
As the interaction among the attributes of diagnosis, a non-additive set function which is Sugeno 
measure [1] and the related integral is used to diagnose disease in this paper. In medical diagnosis, Sugeno 
measure is usually given according to the experience of the experts, which has great uncertainty and 
randomness. In order to exclude the factors of human and increase the accuracy, this paper adopts the 
method of principal component analysis [2] to get the key factors. It is a key problem to use the method of 
principal component analysis, which is essential prerequisite to calculate the fuzzy measure. Then, λ  can 
be calculated [3] by the definition of Sugeno measure. Certainly, the value of  λ  is unique in[ 1, ]− ∞ . In 
this diagnose model, Sugeno measure will compare with the goodness of fit to make the preliminary 
diagnosis. This paper will focus discussion on Choquet integral [4-7]. 
© 2011 Published by Elsevier B.V. Selection and/or peer-review under responsibility of ICAPIE Organization 
Committee. Open access under CC BY-NC-ND license.
Open access under CC BY-NC-ND license.
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2. Principal Component Analysis  (PCA) 
PCA is a powerful dimension-reducing technique. It produces new variables. The total variance of the 
principal component variables is equal to the total variance in the original variables. 
2.1   About principal component analysis 
Let xK be a vector of P dimension. ( )1 2 Tpx x x x=K "  The number of the sample is n, so the data matrix 
can be obtained as following: 
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The variance’s value of if  is large as much as possible, so we can select part of indexes which make 
an important contribution to the variance to reach the purpose of the principal component analysis. 
2.2   Calculation Steps 
11 12 1
21 22 2
1 2
Denote X
p
p
n n np
x x x
x x x
x x x
⎡ ⎤
⎢ ⎥
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎢ ⎥⎣ ⎦
"
"
" " % #
"
 
The principal component analysis can be illustrated as following: 
• Original data will be standardized 
( ) , ( 1, 2 , , , 1, 2 , , )i j i j j jx x x S i n j P= − = =" " Where: jx  and jS  respectively, are the 
mean and standard deviation of the thj  target sample, and       
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• Calculation of correlation between the matrix-R.    
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Where: , 1, 2, , , iji j p and r= "  are the 
correlation coefficient between ix  and jx  target factor. 
• Computing eigenvalues of the correlation matrix-R and eigenvectors are calculated by following 
equation: 
      | | 0R Iλ− =  
The eigenvalues are 1 2, , , pλ λ λ"  and 1 2 pλ λ λ≥ ≥ ≥" . Denoting U   represents the 
eigenvectors, and the corresponding eigenvalues. 
• To determine the number of principal components.The overall quality of the representation of p 
variables for the first m principal components is defined by the proportion of total variance: 
( ) ( )1 2 1 2m m pη λ λ λ λ λ λ= + + + + + +" "  
When mη is greater than specific threshold value, the number of principal component is m. 
In this paper, the dimensionality is reduced from p to m. As a result, the diagnostic accuracy can be 
improved. 
3. Sugeno Measure And Choqet Intergral 
Let X be a non-empty set; F be a σ − algebra of subsets of X. 
3.1 Sugeno measure 
Definition[3]: A Sugeno measure (regular λ - fuzzy measure) μ  is a set function on(X, ( )XF ) 
satisfying the conditions: 
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Denote { }1 2, , , nX x x x= "  and let fuzzy measure { }( )i ig xμ= .The value of μ  at any subset C of X 
can be obtained by  
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  Where λ  is determined by solving the following equation: 
1
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3.2 Choqet integral 
Definition[6]: The Choquet integral of nonnegative function  f  with respect to μ  is defined by 
0
( ) ( ) ,c fd F dαμ μ α
∞=∫ ∫  
      where { | ( ) , }F x f x x Xα α= ≥ ∈  for [ )0,α ∈ ∞  is the α − cut set of f . 
Given set function μ  and nonnegative function f , the value of the Choquet integral of f  with 
respect to μ  can be calculated in the following way. First, the values of f , ( ) ( ) ( )1 2{ , , , }nf x f x f x" , 
Should be rearranged into a nondecreasing order, that is, 
( ) ( ) ( )1 2 ,nf x f x f x∗ ∗ ∗≤ ≤ ≤"  
where { }1 2, , , nx x x∗ ∗ ∗"  is a permutation of { }1 2, , , mx x x"  . 
Then, the value of the Choquet integral can be obtained by expression     
* * * * *
1 1( ) [ ( ) ( )] ({ , , , }),
n
i i i i n
i
c f d f x f x x x xμ μ− += − ⋅∑∫ "                                                                                (3) 
where *0( ) 0.f x =  
4. Experiment and results analysis 
4.1 Data source 
The dataset can be got from UCI Machine Learning Repository. This dataset is composed of a range of 
biomedical voice measurements from 31 people, 23 with Parkinson’s disease (PD). Each column in the 
table is a particular voice measure, and each row corresponds one of 195 voice recording from these 
individuals (“name” column). The main aim of the data is to discriminate healthy people from those with 
PD, according to “status” column which is set to 0 for healthy and 1 for PD. 
4.2 Result analysis 
In this paper, we used Statistica 6.0 to do principal component analysis. After calculation with Statistica 
6.0, we got eigenvalues, contribution rate, and accumulation rate. We can see from the TABLE I: 
TABLE I.   THE RESULT OF PCA 
 Eigenvalues Contribution rate % Accumulation % 
1 13.13794 57.12149 57.1215 
2 2.70529 11.76212 68.8836 
3 1.58300 6.88259 75.7662 
4 1.46825 6.38370 82.1499 
5 0.99401 4.32179 86.4717 
6 0.73429 3.19259 89.6643 
7 0.64427 2.80118 92.4655 
8 0.44938 1.95381 94.4193 
9 0.35931 1.56223 95.9815 
10 0.28879 1.25559 97.2371 
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11 0.22316 0.97026 98.2073 
12 0.13895 0.60412 98.8115 
13 0.10476 0.45548 99.2669 
14 0.06942 0.30183 99.5688 
15 0.03596 0.15635 99.7251 
16 0.02177 0.09466 99.8198 
17 0.01754 0.07628 99.8961 
18 0.01248 0.05426 99.9503 
19 0.00689 0.02995 99.9803 
20 0.00345 0.01500 99.9953 
21 0.00109 0.00472 100.0000 
22 0.00000 0.00000 100.0000 
23 0.00000 0.00000 100.0000 
According the Table1, the accumulation of the top 5 principal components is up to 86.4717%. So these 
5 principal components can explain the total information basically. So the number of principal component 
is 5. Table2 is about weights for 5 principal components. 
TABLE II.   THE VARIABLES TO CONTRIBUTION OF THE FRIST  5 PRINCIPAL COMPONENTS. 
 Factor 
1
Factor 
2
Factor 
3
Factor 
4
Factor 
5
MDVP:Fo(Hz) 0.06 0.51 -0.21 0.14 -0.15 
MDVP:Fhi(Hz) -0.00 0.32 -0.28 -0.26 -0.18 
MDVP:Flo(Hz) 0.07 0.38 0.16 0.26 -0.31 
MDVP:Jitter(%) -0.25 0.10 0.17 -0.23 -0.09 
MDVP:Jitter(Abs) -0.24 -0.04 0.23 -0.29 -0.00 
MDVP:RAP -0.25 0.13 0.18 -0.23 -0.06 
MDVP:PPQ -0.25 0.09 0.19 -0.13 -0.15 
Jitter:DDP -0.25 0.13 0.18 -0.23 -0.06 
MDVP:Shimmer -0.26 0.06 -0.01 0.24 0.13 
MDVP:Shimmer(dB) -0.26 0.08 0.01 0.21 0.07 
Shimmer:APQ3 -0.25 0.07 0.01 0.24 0.19 
Shimmer:APQ5 -0.25 0.06 -0.00 0.31 0.07 
MDVP:APQ -0.25 0.05 -0.04 0.23 0.03 
Shimmer:DDA -0.25 0.07 0.01 0.24 0.19 
NHR -0.23 0.19 0.06 -0.26 0.08 
… … … … … … 
The weight can be calculated by Table I and Table II. Then, we get the vital attributes (see TABLE III): 
TABLE III. THE ATTRIBUTE ABOUT WEIGHTS 
Attributes Weights 
MDVP:Jitter(%) 0.1848 
MDVP:RAP 0.1878 
MDVP:PPQ 0.1812 
Jitter:DDP 0.1878 
NHR 0.1779 
* * * * *
1 2 3 4 5, , , ,w w w w w are the values of weights. 1 2 3 4 5, , , ,a a a a a  respectively express the five 
attributes. 1a is stand for MDVP:Jitter(%), 2a is stand for MDVP:RAP, 3a  is stand for  MDVP:PPQ, 4a  is 
stand for Jitter:DDP and 5a  is stand for NHR. 
That is, 
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According to (2) 
1 2 3 4 5
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 λ  is calculated by computer. The right side of an equation subtracted the left to get the error accuracy 
0.000001.The result ofλ : λ = 0.2283 
According to (1), the process of an example to calculate 
1 2({ , })a aμ  is the following: 
1 2 1 2
1 2
1 2
1 0.2283 *[(1 0.2283 * 0.1848)(1 0.2283 *  0.1878) 1]
0.3805
({ , }) 1 [(1 )(1 ) 1]
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The values of ( )cμ  are shown in TABLE IV. 
TABLE IV.   THE VALUE OF μ  BASED ON THE SET OF ATTRIBUTES 
Set Values of μ Set Values of μ
Ф 0 )}{( 5a  0.1779 
1{( )}a
 0.1848 )},{( 51 aa 0.3702 
2{( )}a
 0.1878 )},{( 52 aa 0.3733 
1 2{( , )}a a  0.3805 )},,{( 521 aaa  0.5739 
3{( )}a
 0.1812 )},{( 53 aa 0.3665 
)},{( 31 aa  0.3736 )},,{( 531 aaa 0.5667 
)},{( 32 aa  0.3768 )},,{( 532 aaa 0.5700 
)},,{( 321 aaa  0.5775 )},,,{( 5321 aaaa 0.7788 
4{( )}a
 0.1878 )},{( 54 aa 0.3733 
1 4{( , )}a a  0.3805 )},,{( 541 aaa 0.5739 
2 4{( , )}a a  0.3837 )},,{( 542 aaa 0.5771 
1 2 4{( , , )}a a a  0.5846 )},,,{( 5421 aaaa 0.7863 
)},{( 43 aa  0.3768 )},,{( 543 aaa 0.5700 
)},,{( 431 aaa  0.5775 )},,,{( 5431 aaaa 0.7788 
2 3 4{( , , )}a a a  0.5807 2 3 4 5{( , , , )}a a a a 0.7822 
)},,,{( 4321 aaaa  0.7900 1 2 3 4 5{( , , , , )}a a a a a
 1 
This paper use mathematical formula to calculate the goodness of fit for attributes. The formula is 
given by:  
( )
( ) 1
( ) kx x b
f x x b
f x e x b− −
= ≤
= >
                     (4) 
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According to the dataset of Parkinson’s disease, the values of b and k to every attribute are calculated 
by the following: 
The value of b is less than the minimum of every attribute which belongs to the group which diagnosis 
result is Parkinson’s disease. 
To the value of k , we will respectively calculate the center value of attribute that belongs to the group 
which diagnosis result is Parkinson’s disease or not. Then, a group data may be chose between the two 
center values. The group data are: 0.0044, 0.0025, 0.0025, 0.0066 and 0.0146. In this situation, f(x) equals 
to 0.5. The value of k can be calculated by formula (4). All the values of b and k  are listed in TABLE V. 
TABLE V. THE VALUES OF b AND k  
Attribute Values of b  Values of k  
1a  0.0010 4.6333E+4 
2a  0.0003 1.2603E+5 
3a  0.0005 1.3863E+5 
4a  0.0010 1.8754E+4 
5a  0.0003 3.3200E+3 
if  is the corresponding of  'ia s goodness of fit. The values of 1 2 3 4 5, , , ,f f f f f  can determine whether a 
person can get Parkinson’s disease. They can be calculated by the formula (4).  There are 50 instances for 
testing. Eight instances are list in table6 (Obj1-Obj8). The raw data and goodness of fit are shown in 
TABLE VI and TABLE VII. 
TABLE VI.   RAW DATA 
Object 1a 2a 3a 4a 5a
Obj1 0.0029      0.0017 0.0017 0.0050 0.0034 
Obj2 0.0024      0.0013 0.0014 0.0040 0.0017 
Obj3 0.0021      0.0011 0.0014 0.0034 0.0012 
Obj4 0.0018      0.0009 0.0011 0.0028 0.0007 
Obj5 0.0018      0.0009 0.0011 0.0028 0.0006 
Obj6 0.0020      0.0010 0.0012 0.0031 0.0014 
Obj7 0.0041      0.0023 0.0024 0.0070 0.0059 
Obj8 0.0037      0.0021 0.0022 0.0062 0.0034 
TABLE VII.   GOODNESS OF FIT 
Object )( 1af 2( )f a 3( )f a 4( )f a 5( )f a
Obj1 0.7747 0.7409 0.7537 0.6872 0.9656  
Obj2 0.8558 0.8489 0.8397 0.7985  0.9921  
Obj3 0.8985 0.8950 0.8397 0.8581  0.9964  
Obj4 0.9355 0.9342 0.9126 0.9098  0.9991  
Obj5 0.9355 0.9342 0.9126 0.9098  0.9994  
Obj6 0.9115 0.9156 0.8901 0.8851  0.9949  
Obj7 0.5549 0.5601 0.5314 0.4549  0.8961  
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Obj8 0.6295 0.6210 0.5954 0.5463  0.9656  
After knowing the goodness of fit, let’s take Obj1 as an example to explain the process of diagnosis. So 
we can get the goodness of fit from Table7. 
1 2 3
4 5
( ) 0.7747, ( ) 0.7409, ( ) 0.7537,
( ) 0.6872, ( ) 0.9656
f a f a f a
f a f a
= = =
= =
  
We rearrange{ }1 2 3 4 5( ), ( ), ( ), ( ), ( )f a f a f a f a f a into a nondecreasing order such that: 
* * * * *
1 2 3 4 5( ) ( ) ( ) ( ) ( )f a f a f a f a f a≤ ≤ ≤ ≤  
Where * * * * *1 2 3 4 5( , , , , )a a a a a  is a permutation of 1 2 3 4 5( , , , , ),a a a a a   that is, 
* * * *
1 4 2 2 3 3 4 1, , , ,a a a a a a a a= = = =  5 5 1 2 3
4 5
, ( ) 0.6872, ( ) 0.7409, ( ) 0.7537,
( ) 0.7747, ( ) 0.9656.
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Thus, the value of diagnosis is 
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4 5)] ({ })
[0.6872] 1 [0.7409 0.6872] 0.7788 [0.7537 0.7409]
0.5667 [0.7747 0.7537] 0.3702 [0.9656 0.7747]
0.1779 0.7780
aμ∗ ∗⋅
= ∗ + − ∗ + −
∗ + − ∗ + −
∗ =
      So the person gets Parkinson’s 
disease. After calculating all the testing instances, the accuracy of diagnosis is 88%.  
5. Conclusions 
It is very difficult to diagnose the Parkinson's disease at present. This paper puts forward a method 
which is based on principal component analysis and Choquet integral. The method will be good for the 
development of information system. The result of diagnosis is effective. So the method is workable. 
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