In this paper, we study the representation theorems of multivariate functions with mixed smoothness by wavelet basis formed by tensor products of univariate wavelets, we also study the best approximation in the L q (R d ) metric for some function classes with mixed smoothness by hyperbolic wavelets and obtain some asymptotic estimates of approximating order.
Introduction
Let ϕ be a univariate scaling function that satisfies multiresolution analysis of L 2 (R), i.e., a nested sequence of closed subspaces
(ii) j ∈Z V j = {0}, and j ∈Z V j is dense in L 2 (R), (iii) For any j ∈ Z, f (·) ∈ V j if and only if f (2 ·) ∈ V j +1 , (iv) {ϕ(· − j )} j ∈Z is an orthonormal basis of V 0 .
We define the subspace W j as an orthogonal complement of V j in V j +1 , and the function ψ, the wavelet, such that the set of functions {ψ(· − j )} j ∈Z is an orthonormal basis of W 0 . Then we can represent the space L 2 (R) as a direct sum
So we can construct efficient basis for L 2 (R) and other function spaces by dilation and shifts. For example, the functions both form a orthonormal basis for L 2 (R) (see [3, 9] ). We also suppose ϕ, ψ are l-regular, i.e., ϕ, ψ satisfy 
We define
and
Therefore, the wavelet basis (1.6) and (1.7) are the same as the set of functions {ψ I } I∈D(R d ) and
denote respectively the closed linear span of the finite linear combinations of the functions hyperbolic wavelet approximation in analogy with the approximation by trigonometric polynomial approximation (see [14] ). We also define the partial sum operators of hyperbolic wavelets as follows: In 1963-1965, P.I. Lizorkin and S.M. Nikolskii [7] , S.M. Nikolskii [11] , T.I. Amanov [1] defined three types of function spaces with mixed smoothness, i.e., the Sobolev-type space S r p L, the Hölder-type space S r p H , and the Besov-type space S r p,θ B. They obtained a series of fundamental results about these spaces, such as the representation theorem, imbedding theorem, trace theorem, etc. In [8] P.I. Lizorkin and S.M. Nikolskii studied these spaces again from the view point of function decomposition. They obtained the representation theorem by Littlewood-Paley blocks, introduced the class of entire functions whose spectrals lie in a step hyperbolic cross, and proposed to study the approximation by hyperbolic cross. It is well known that in the periodic case approximation by trigonometric polynomials whose spectrals lie in some hyperbolic crosses was first considered by K.I. Babenko [2] . In the decades of the 1970s and 1980s, N.S. Nikolskaja [10] , E.M. Galeev [6] , D. Zung [5] , V.N. Temlyakov [14] , etc., systematically investigated the multivariate approximation by trigonometric polynomials of hyperbolic crosses in the periodic case. As to the R d (non-periodic) case, Wang Heping and Sun Yongsheng [15] studied the approximation of multivariate functions with mixed smoothness by entire functions whose spectrals lie in a step hyperbolic cross; and there are very few works about the d 2 case as far as we know. In this paper, we will study the best approximation in L q (R d 
Let us recall the definitions of the spaces with mixed smoothness (see [8] or [15] ).
For
be the generalized derivative of f in the sense of Liouville (see [7] ). Then for r = (r 1 , . . . , r d ) > 0, the Sobolev space S r p L(R d ) with mixed smoothness is defined as follows: 
It is to be noticed that when e is empty set, the corresponding terms in ( [14] and Romaniuk [13] . The main tool we use is the representation theory of functions with mixed smoothness by hyperbolic wavelets, which we will show in Section 3. In Section 2, we shall give some properties of operators D * s and D k which will be used in Section 3. In this paper, we restrict our development to approximation on R d , we could also give similar results for the case of approximation on a compact subset of R d or on the torus T d .
Properties of operators D k and D * s (s 0)
In the following, we always suppose that ϕ, ψ are l-regular, k, s
we know that
By a simple variable transformation, we know that it suffices to prove the lemma in the case k = 0 = (0, . . ., 0).
Upper estimates of D r f p . As ψ is l-regular, we have
we get
Lower estimate of D r f p . Since the wavelet function ψ is l-regular, then ψ has up to l order of vanishing moments (see [9] ), so we can integrate the univariate function ψ, r j times to find a function µ j ∈ L p (R) which satisfies (−1) r j µ
. ., d) are rapidly decreasing and
Integration by parts then shows that
where δ is the Kronecker delta. Hence,
Since µ j (x)(j = 1, . . ., d) are rapidly decreasing, then
So we have
then by Hölder inequality, we get 
Furthermore, if when i ∈ ce(s) := {j ∈ e d : s j = 0}, r i = 0, then we also have
The proof is similar, we omit it. From Lemma 2.1 and the following remarks, we get the corresponding Bernstein inequality and Nikolskii inequality in
Proof. By Remark 2.2, we get
µ * j,s is defined as µ j,s in a same way. Using the same methods as Lemma 2.1, we can get
6)
Proof. Without loss of generality, we suppose that
Then we have
We can also decompose f 1 1 (x), f 2 1 (x) as follows:
Continuing this process, we get sequences of functions 
By Lemma 2.3, we get
We use the formulas 
In this case, we have
When θ = ∞, we have
Proof. We only give the proof when 1 θ < ∞. The proof of the case θ = ∞ is similar. Necessity. For any s > 0, t = (t 1 , . . . , t d ) > 0, we define
Let e 1 = {j ∈ e d : β j = 0}, e 2 = {j ∈ e d : β j = 1}. Then from (2.4), we get 
