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A NULLSTELLENSATZ FOR LINEAR PARTIAL DIFFERENTIAL
EQUATIONS WITH POLYNOMIAL COEFFICIENTS
J. CIMPRICˇ
Abstract. In this paper an equation means a homogeneous linear partial
differential equation in n unknown functions of m variables which has real or
complex polynomial coefficients. The solution set consists of all n-tuples of
real or complex analytic functions that satisfy the equation. For a given system
of equations we would like to characterize its Weyl closure, i.e. the set of all
equations that vanish on the solution set of the given system. It is well-known
that in many special cases the Weyl closure is equal to Bm(F)N ∩ Am(F)n
where F ∈ {R,C}, the algebra Am(F) (respectively Bm(F)) consists of all linear
partial differential operators with coefficients in F[x1, . . . , xm] (respectively
F(x1, . . . , xm)) and N is the submodule of Am(F)n generated by the given
system. Our main result is that this formula holds in general. In particular,
we do not assume that the module Am(F)n/N has finite rank which used to
be a standard assumption. Our approach works also for the real case which
was not possible with previous methods. Moreover, our proof is constructive
as it depends only on the Riquier-Janet theory.
1. Introduction
Let F be either R or C and let m and n be integers. A homogeneous linear
partial differential equation with polynomial coefficients in n unknown functions
u1, . . . , un of m variables x1, . . . , xm can be written as
p1[u
1] + . . .+ pn[u
n] = 0
where linear partial differential operators p1, . . . , pn have polynomial coefficients;
in other words, p1, . . . , pn belong to the Weyl algebra Am(F) which is generated by
x1, . . . , xm and
∂
∂x1
, . . . , ∂∂xm . Its solution at point (x
0
1, . . . , x
0
m) ∈ Fn is an n-tuple
of convergent power series in x1 − x01, . . . , xm − x0m that satisfy the equation. The
solution set consists of all solutions at all points of Fn.
The aim of this paper is to prove a nullstellensatz type result for such equations.
Consider a system of k equations
p11[u
1] + . . .+ p1n[u
n] = 0
...(1)
pk1[u
1] + . . .+ pkn[u
n] = 0
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We would like to determine when another equation
(2) q1[u
1] + . . .+ qn[u
n] = 0
vanishes on the solution set of (1). Our main result is that this happens if and
only if there exists a nonzero polynomial w ∈ F[x1, . . . , xm] and a k-tuple of linear
partial differential operators (h1, . . . , hk) ∈ Am(F)k such that the following matrix
equation is true
(3) w
[
q1 . . . qn
]
=
[
h1 . . . hk
]


p11 . . . p1n
...
...
pk1 . . . pkn


The set of all equations (2) that vanish on the solution set of the system (1) is
usually called the Weyl closure of (1). Let N be the submodule of Am(F)
n that is
generated by the rows of the pij matrix. Our result can be rephrased as follows:
the Weyl closure of the system (1) is equal to
F(x1, . . . , xm)N ∩ Am(F)n.
For constant coefficients our main result follows from [8, Examples 1.13 and 1.13
(real), Assumption 2.55, Theorems 2.61 and 4.54]. Note that [8] also covers other
notions of solution which is further developed in [17]. For holonomic systems (with
F = C) our main result follows from [20, Proposition 2.1.9]. This result uses global
solutions instead of our local solutions. We will discuss it in subsection 5.2.
The proof of our main result uses Riquier-Janet theory. Riquier bases are Weyl
algebra analogues of Gro¨bner bases while Janet’s algorithm is an analogue of Buch-
berger’s algorithm. Riquier existence theorems are generalizations of the Cauchy-
Kovalevskaya theorem. For a recent survey of this theory, see [16, Chapter 4].
2. Preliminaries
Let F be either R or C. For every m ∈ N,1 the Weyl algebra Am(F) is the F-
algebra with generators x1, . . . , xm, D1, . . . , Dm and relations xixj = xjxi, DiDj =
DjDi and Djxi − xiDj = εij · 1 for all i, j = 1, . . . ,m, where εij = 1 if i = j and
εij = 0 if i 6= j. Clearly, Am(F) is a left module over F[x] := F[x1, . . . , xm]. We
will also need its localization Bm(F) := (F[x] \ {0})−1Am(F) which is a left vector
space over F(x) := F(x1, . . . , xm). It is well-known that Am(F) and Bm(F) are
Noetherian domains, see e.g. [6, pp. 19–20], (which implies the Ore property by [6,
pp. 46–47]). For every n ∈ N, the left Am(F)-module Am(F)n and the left Bm(F)-
module Bm(F)
n are also Noetherian. For additional ring-theoretic information on
Am(F) and Bm(F) see [18, 9].
An element of Bm(F)
n is a derivative if it is of the form δiα := D
αei where
α = (α1, . . . , αm) ∈ Nm, Dα := Dα11 · · ·Dαmm and ei = (εi1, . . . , εin) is the i-th
standard basis vector of Bm(F)
n. The set of all derivatives will be denoted by ∆.
Every element p ∈ Bm(F)n can be converted into a standard form, i.e. it can be
expressed uniquely as a left F(x)-linear combination of different derivatives. We
write cf(p)(δ) for the coefficient of p at δ ∈ ∆, so p = ∑δ∈∆ cf(p)(δ)δ. The
standard ranking is a linear ordering ≺ of the set ∆ which is defined by
δiα ≺ δjβ ⇔ (|α|, i, α1, . . . , αm−1) ≤lex (|β|, j, β1, . . . , βm−1)
1
N = {0, 1, 2, . . .} is the set of natural numbers.
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where |α| := α1+. . .+αm and≤lex is the usual lexicographic ordering. It determines
the notions of the leading coefficient hcp and the highest derivative hdp of an
element p ∈ Bm(F). If hdp = δiα we define the degree of p by degp := |α|.
The standard ranking satisfies the following property (which defines a ranking): if
δiα ≺ δjβ for some α, β ∈ Nm and i, j = 1, . . . , n, then δiα+γ ≺ δjβ+γ for all γ ∈ Nm.
The standard ranking belongs to several interesting classes of rankings that appear
in the literature (positive rankings, orderly rankings, Riquier rankings); see [15].
Similar remarks apply to elements of Am(F)
n.
For a given point x0 = (x01, . . . , x
0
m) ∈ Fm we will write F[[x − x0]] for the set
of all formal power series in x1 − x01, . . . , xm − x0m. We say that a formal power
series is convergent if it has a nonzero convergence radius. In this case it defines an
analytic function on a ball around x0. Every element p ∈ Bm(F) which is defined
(i.e. whose coefficients are defined) at x0 induces in a natural way a mapping
u 7→ p[u] from F[[x − x0]] to itself which respects convergence. Similarly, every
element p = (p1, . . . , pn) ∈ Bm(F)n which is defined at x0 induces a mapping from
F[[x− x0]]n to F[[x− x0]] by u = (u1, . . . , un) 7→ p[u] := p1[u1] + . . .+ pn[un].
For every finite subset {p1, . . . ,pk} of Bm(F)n, we have a system
(4) p1[u] = . . . = pk[u] = 0
of partial differential equations corresponding to it. We say that an element u ∈
F[[x − x0]]n is a formal solution of system (4) at point x0 ∈ Fm if all p1, . . . ,pk
are defined at x0 and u satisfies (4) in F[[x − x0]]. If a formal solution at x0 is
convergent, then the corresponding analytic function solves the system on a ball
around x0. If two finite subsets of Bm(F)
n generate the same submodule of Bm(F)
n
then the corresponding systems are equivalent, i.e. they have the same formal and
the same analytic solutions at every point x0 from some open dense subset of Fm.
We will now summarize the Riquier-Janet theory. Let N be a submodule of
Bm(F)
n and let N be a finite generating set of N . A procedure called the Janet’s
algorithm2 transformsN into a better finite generating setM that we call a Riquier
basis. The idea is to transform each element aδ+L ∈ N (where a ∈ F(x), δ ∈ ∆ and
hdL ≺ δ) into a substitution rule δ 7→ −a−1L that is used to reduce other elements
of N . We must also ensure that by differentiating the substitution rules for δiα and
δiβ (when they exist) we get only one substitution rule for δ
i
α+β. By definition, all
elements of M are monic. The system corresponding to M is equivalent to the
system corresponding to N but it is much easier to solve.
The procedure to formally solve the system corresponding to M is given by the
Formal Riquier Existence Theorem. The idea is to split the set ∆ into two parts,
the set of principal derivatives PrinM which is defined by
PrinM := {δ ∈ ∆ | δ = Dα hd f for some α ∈ Nm and some f ∈M}
and the set of parametric derivatives ParM := ∆ \ PrinM. Pick a point x0
in which all elements of M are defined. For each parametric derivative, we can
specify an initial condition in x0. We then use the equations fromM to (uniquely)
compute the values of principal derivatives at x0 and thus obtain a formal solution
of the system corresponding to M. If the set ParM is empty, then the system
corresponding to M has only the trivial solution. We refer the reader to [14,
Theorem 2] or to [15] for the details, including the details about Riquier bases.
2The original reference is [3]. A recent monography is [13, Section 2.1]. We use the terminology
from [15, chapter 5].
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Finally, the Analytic Riquier Existence Theorem states that the formal solution
of the system defined byM is convergent if all initial determinations are convergent.
Recall that for each i = 1, . . . , n the initial determination of ui is the formal power
series with support {α ∈ Nm | δiα ∈ ParM} and with coefficients determined by
the initial conditions. We refer the reader to [12, Chapter VIII] for the proof.
The original reference is [11]. We do not use the full generality of this result since
we only work with linear partial differential equations. Reference [15] claims a
generalization of the original result from Riquier to orderly rankings but this has
been disputed in [5]. This is not a problem for us because the standard ranking is
a Riquier ranking.
3. A technical result
The aim of this section is to prove the following technical result. For every integer
s we write Is = {α ∈ Nm | |α| ≤ s} and ∆s = {δiα ∈ ∆ | α ∈ Is, i = 1, . . . , n}.
Proposition 1. Let M be a Riquier basis in Bm(F)n. Let s0 be the maximum of
degrees of all elements from M. (Recall that degrees are defined with respect to the
standard ranking.) We claim that for every integer s ≥ s0, every point x0 ∈ Fm in
which all elements of M are defined (note that all Dβp are defined in every point
in which p is defined) and every c ∈ F∆s the following are equivalent.
(1) There exists a convergent u ∈ F[[x− x0]]n such that
(a) p[u] = 0 for every p ∈M and
(b) δ[u](x0) = c(δ) for every δ ∈ ∆s.
(2) For every p ∈M and every β ∈ Is−deg p, we have that∑
δ∈∆s
cf(Dβp)(δ)
∣∣
x0
c(δ) = 0.
Proof. To prove that (1) implies (2) we multiply (a) with Dβ , convert into standard
form, insert x0 and finally apply (b). Suppose now that (2) is true. If ParM is
empty, then M must contain elements with highest derivatives δi0 = ei for all i.
Then assumption (2) implies that c(δ) = 0 for every δ ∈ ∆s. Now the trivial
solution satisfies (1). If ParM is nonempty, we can proceed as in the Formal
Riquier Existence Theorem. We compute the formal solution u = (u1, . . . , un) of
the system defined by M that satisfies the following initial conditions
δ[u](x0) :=
{
c(δ) if δ ∈ ParM∩∆s
0 if δ ∈ ParM\∆s
By construction, u satisfies (a). Let us show now that u is analytic. For each
i = 1, . . . , n, the initial determination of ui, i.e. the formal power series
∑
α∈Nm
δiα∈ParN
Dαui(x0)
α!
(x−x0)α =
∑
α∈Nm
δiα∈ParN
δiα[u](x
0)
α!
(x−x0)α =
∑
α∈Nm
δiα∈ParN∩∆s
c(δiα)
α!
(x−x0)α
is a polynomial. By the Analytic Riquier Existence Theorem3 it follows that the
formal power series for u is convergent. It remains to show that u satisfies (b). By
construction, we already know that
(5) δ[u](x0) = c(δ)
3See the last paragraph of Section 2.
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holds for every δ ∈ ParM ∩ ∆s. We claim that (5) also holds for every δ ∈
PrinM∩∆s. We will prove this claim by induction. Pick any δiα ∈ PrinM∩∆s
and assume that (5) holds for all δ ≺ δiα. By the definition of PrinM there exists
p ∈M and β ∈ Nm such that δiα = Dβ hdp. Now assumption (2) implies that∑
δ≺δiα
cf(Dβp)(δ)
∣∣
x0
c(δ) + cf(Dβp)(δiα)
∣∣
x0
c(δiα) = 0.
On the other hand, by multiplying the equation p[u] = 0 with Dβ , converting into
the standard form and inserting x0 we obtain that∑
δ≺δiα
cf(Dβp)(δ)
∣∣
x0
δ[u](x0) + cf(Dβp)(δiα)
∣∣
x0
δiα[u](x
0) = 0.
Now, the induction hypothesis implies that
cf(Dβp)(δiα)
∣∣
x0
c(δiα) = cf(D
βp)(δiα)
∣∣
x0
δiα[u](x
0)
The fact that all elements of M are monic implies that cf(Dβp)(δiα)
∣∣
x0
= 1, so
c(δiα) = δ
i
α[u](x
0)
which completes our induction and proves the claim. 
4. Proof of the main result
We will prove a slight generalization of the promised result. Namely, that for
every nonempty open set U ⊆ Fm we can restrict our solution set from a subset
of
⋃
x0∈Fm F[[x − x0]] to a subset of
⋃
x0∈U F[[x − x0]]. We will use several times
that a nonzero polynomial from F[x] cannot vanish on a nonempty open subset of
Fm. It follows that the zero set of a nonzero polynomial has the property that its
relative complement in any nonempty open subset of Fm is dense in that subset.
We will need the following auxiliary observation:
Lemma 2. Pick t ∈ N and let 〈·, ·〉 be the standard inner product on Ft. We claim
that for every g1, . . . ,gk, f ∈ F(x)t the following are equivalent:
(1) There exists a nonempty open subset W ⊆ Fm on which all g1, . . . ,gk, f
are defined such that for every x0 ∈ W and for every c ∈ Ft which satisfy
〈g1(x0), c〉 = . . . = 〈gk(x0), c〉 = 0 we have that 〈f(x0), c〉 = 0.
(2) f ∈ F(x)g1 + . . .+ F(x)gk.
Proof. If (2) is true then f =
∑k
j=1 hjgj for some hj ∈ F(x). Let p be the product
of denominators of all hj and of all components of f and of all components of all
gj. The set W := {x0 ∈ Fm | p(x0) 6= 0} is an open subset of Fm on which f and
all gj are defined. Pick any x
0 ∈W and any c ∈ Ft such that 〈gj(x0), c〉 = 0 for all
j = 1, . . . , k and note that 〈f(x0), c〉 =∑kj=1 hj(x0)〈g(x0), c〉 = 0. So, (1) is true.
Suppose now that (1) is true. Let G be the matrix with rows g1, . . . ,gk and
let v ∈ F(x)t be a column vector such that Gv = 0. We claim that f v = 0. We
may assume that v ∈ F[x]t. Pick any x0 ∈ W , write c = v(x0)T and note that
〈gj(x0), c〉 = 0 for all j = 1, . . . , k. By (1), it follows that f(x0)v(x0) = 〈f(x0), c〉 =
0. We proved that f v vanishes on W . As f is defined on W , it follows that the
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numerator of f v vanishes on W . Thus f v = 0 in F(x). Now we use a standard
linear algebra trick. We define a F(x)-linear function
φ : F(x)k → F(x), φ(u) =
{
f v if u = Gv for some v ∈ F[x]t
0 if u 6= Gv for every v ∈ F[x]t
Since Gv = 0 implies f v = 0, φ is well-defined. By construction, we have that
φ(Gv) = f v for every v ∈ F(x)t. It follows that f =∑kj=1 φ(ej)gj where ej is the
j-th standard basis vector of F(x)k. So, (2) is true. 
We are now ready for the proof of our main result.
Theorem 3. Let U be a nonempty open subset of Fm. For every submodule N of
Am(F)
n and every element q ∈ Am(F)n, the following are equivalent:
(1) Every convergent u ∈ ⋃x0∈Fm F[[x − x0]]n which solves p[u] = 0 for all
p ∈ N , also solves q[u] = 0.
(1’) Every convergent u ∈ ⋃x0∈U F[[x − x0]]n which solves p[u] = 0 for all
p ∈ N , also solves q[u] = 0.
(2) There exists a nonzero w ∈ F[x] such that w q ∈ N .
Proof. Clearly, (1) implies (1’).
To show that (2) implies (1), one must show that (wq)[u] = 0 implies q[u] = 0.
This follows from continuity of analytic functions (and their derivatives) and the
fact that the complement of the zero set of w is dense in any ball around x0.
To show that (1’) implies (2), note first that F(x)N is a submodule of Bm(F)
n.
Pick a Riquier basis p1, . . . ,pk of F(x)N and write
s = max{degq, degp1, . . . , degpk}, t = card∆s.
The standard ranking identifies ∆s with {1, . . . , t}, F∆s with Ft and F(x)∆s with
F(x)t. Let cfs : Bm(F)
n → F(x)∆s be the compositum of cf : Bm(F)→ F(x)∆ with
the restriction map F(x)∆ → F(x)∆s .
We claim that elements f := cfs(q) and gj,β := cfs(D
βpj) (for j = 1, . . . , k
and β ∈ Is−degpj ) satisfy part (1) of Lemma 2. The set W of all x0 ∈ U in
which f and all gj,β are defined is clearly nonempty and open. Pick any x
0 ∈
W and any c = (c(δ))δ∈∆s ∈ F∆s such that 〈gj,β(x0), c〉 = 0 for all j and β.
Note that part (2) of Proposition 1 is satisfied since
∑
δ∈∆s
cf(Dβpj)(δ)
∣∣
x0
c(δ) =∑
δ∈∆s
gj,β(δ)
∣∣
x0
c(δ) = 〈gj,β
∣∣
x0
, c〉 = 0 for every pj and every β ∈ Is−degpj . By
part (1) of Proposition 1, there exists a convergent u ∈ F[[x − x0]]n such that
pj [u] = 0 for every j = 1, . . . , k and δ[u](x
0) = c(δ) for every δ ∈ ∆s. It follows
that p[u] = 0 for every p ∈ N . (This requires a continuity argument as above, as
p ∈ ∑kj=1 Bm(F)pj implies only that (zp)[u] = 0 for some nonzero z ∈ F[x].) By
assumption (1’) it follows that q[u] = 0. If we insert x0 and use that δ[u](x0) = c(δ),
we get that 〈f(x0), c〉 = 0. This proves the claim. Now, Lemma 2 implies that
f ∈
k∑
j=1
∑
β∈Is−deg pj
F(x)gj,β .
Since
∑
δ∈∆s
f(δ)δ = q and
∑
δ∈∆s
gj,β(δ)δ = D
βpj , we obtain
q ∈
k∑
j=1
∑
β∈Is−deg pj
F(x)Dβpj ⊂
k∑
j=1
Bm(F)pj = F(x) ·N
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which implies (2). 
5. Comments and examples
5.1. Simplifications in the m = n = 1 case. If m = 1 then Bm(F) is a principal
left ideal domain by [6, Theorem 1.5.9 (ii)]. If n = 1 then every submodule of
Bm(F)
n is a left ideal of Bm(F). Therefore, if m = n = 1 then every submodule
of Bm(F)
n is principal. Let I be a left ideal of B1(F) and let p =
∑s0
i=0 pi(x)D
i,
where ps0 = 1, be its principal generator. The set I = {p} is then a Riquier basis of
I. We have that ∆ = {Dn, n ∈ N} and its standard ranking comes from the usual
ordering of N. We can decompose ∆ into ParI = {Dn | n = 0, . . . , s0 − 1} and
PrinI = {Dn | n ≥ s0}. Pick a point x0 in which all coefficients of p are defined.
The Analytic Riquier Existence Theorem reduces to the well-known fact that the
initial value problem
∑s0
i=0 pi(x)u
(i)(x) = 0, (u(x0), u′(x0), . . . , u(s0−1)(x0)) = c
has a unique convergent power series solution for each c ∈ Fs0 . Apart from these
simplifications the length of the proof of Theorem 3 in the m = n = 1 case remains
the same as in the general case.
5.2. Nonsingular points. We define a singular point of system (1) as a point (in
Fm) that belongs to its singular locus, see [20, Definition 2.1.3]. If m = n = 1 this
coincides with the usual definition. System (1) has a nonsingular point if and only
if the module Am(F)
n/N , where submodule N is generated by the rows of the [pij ]
matrix, has finite rank, see [20, Lemma 2.1.5]. Note that the set of all nonsingular
points is open in Fn. Proposition 4 strengthens Theorem 3 in a special case.
Proposition 4. Let N be as above. Suppose that F = C and system (1) has a
nonsingular point x0. Let U be a nonempty simply connected open subset of the set
of all nonsingular points. Then the following are equivalent for every q ∈ Am(F)n:
(1”) Every convergent u ∈ F[[x−x0]]n which solves p[u] = 0 for all p ∈ N , also
solves q[u] = 0.
(2) There exists a nonzero w ∈ F[x] such that w q ∈ N .
(3) Every n-tuple u of analytic functions on U which solves p[u] = 0 for all
p ∈ N , also solves q[u] = 0.
Proof. Pick an open ball B around x0 in the set of all nonsingular points. By
the Cauchy-Kovalevskaya-Kashiwara theorem4, the dimension of the space of all
analytic solutions on B is finite and equal to the rank of Am(F)
n/N . It follows that
every convergent power series solution at x0 comes from some analytic solution on
B. Therefore, the equivalence of (2) and (1”) follows from the equivalence of (2)
and (3). The equivalence of (2) and (3) is a reformulation of [20, Proposition 2.1.9]
(which is also a corollary of the Cauchy-Kovalevskaya-Kashiwara theorem). 
Proposition 4 also holds for some singular points x0 and some open U that are
not simply connected (see Example 5) but not for all of them (see Example 6).
Example 5. Take F = C, U = F\{0}, x0 = 0 and p = x2D2−2xD+2. Clearly x0
is a singular point of p and U is not simply connected. We claim that (1”), (2) and
(3) are equivalent for every q ∈ A1(F). Suppose that q ∈ A1(F) satisfies either (1”)
or (3). Every convergent power series solution at x0 and every analytic solution on
4This version is from [20, Theorem 2.1.8] or [7, Section 4]. The original reference is Kashiwara’s
master’s thesis [4, Theorem 2.3.1].
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U of p[u] = 0 are of the form u = c1x+ c2x
2. Therefore, q[x] = q[x2] = 0. It follows
that q also satisfies (1’) of Theorem 3 and so (2) is true. The converse is clear.
Example 6. Take U = F \ {0}, x0 = 0 and p = x2D2 − xD + 34 then a general
solution of p[u] = 0 is u = c1
√
x + c2x
√
x. Therefore, p[u] = 0 has no convergent
power series solution at x0 and no analytic solution on U which implies that (1”)
and (3) are trivially true for all q. On the other hand, (2) is false for some q.
5.3. Generic solution. Let N be submodule of Am(F)
n generated by the rows of
the [pij ] matrix of system (1) and let M = Am(F)
n/N . Let pi : Am(F)
n → M be
the canonical projection and let yi = pi(ei), i = 1, . . . , n be the projections of the
standard basis of Am(F)
n. We will call (y1, . . . , yn) the generic solution of system
(1), see [10, Definition 3.5.1 and Example 3.5.2]. To show that the generic solution
is indeed a solution, note that by the definition of N ,
∑n
j=1 pijej ∈ N for every
i = 1, . . . , k. It follows that
∑n
j=1 pijyj =
∑n
j=1 pijpi(ei) = pi(
∑n
j=1 pijej) = 0 for
every i = 1, . . . , k as desired.
All solutions of system (1) can be obtained by specializing the generic solution,
see [10, Theorem 1.1.1]. Let us explain the details. For every x0 ∈ Fn write Fx0 for
the abelian group of all convergent power series in F[[x−x0]]. Note that Fx0 has the
structure of a left Am(F)-module in the obvious way. Let Hom(M,Fx0) be the set
of all Am(F)-module homomorphisms fromM to Fx0 . For every ϕ ∈ Hom(M,Fx0),
(ϕ(y1), . . . , ϕ(yn)) is a solution of system (1) at point x
0 and every solution can be
obtained this way.
We will now rephrase Theorem 3 in this new terminology. Note that every
element m ∈ M is of the form m = pi(q) = q1y1 + . . . + qnyn for some q =
(q1, . . . , qn) ∈ Am(F)n where (y1, . . . , yn) is the generic solution.
Corollary 7. Let U be a nonempty open subset of Fm and let M be as above. For
every element m ∈M , the following are equivalent:
(1) For every x0 ∈ Fm and every ϕ ∈ Hom(M,Fx0) we have that ϕ(m) = 0.
(1’) For every x0 ∈ U and every ϕ ∈ Hom(M,Fx0) we have that ϕ(m) = 0.
(2) There exists a nonzero w ∈ F[x] such that wm = 0.
Proposition 4 can be rephrased similarly.
5.4. Rapidly decreasing solutions. Recall that a function is rapidly decreasing
if it belongs to S := {f ∈ C(∞)(Rm) | supx∈Rm |xαDβf(x)| <∞ for all α, β ∈ Nm}.
We define the S-closure of system (1) as the set of all equations (2) that vanish
on every rapidly decreasing solution of system (1). The S-closure behaves very
differently from the Weyl closure as the following example shows:
Example 8. Let q = D+x ∈ A1(R) and p = q∗q = (−D+x)(D+x) = −D2+x2−1.
(Recall that the standard involution on Am(F) is defined by D
∗
i = −Di, x∗j = xj for
every i, j = 1, . . . ,m and α∗ = α¯ for every α ∈ F.) We claim that q belongs to the
S-closure of p but it does not belong to the Weyl closure of p. The general solution
of q[u] = 0 is u = c e−x
2/2 which is rapidly decreasing and the general solution of
p[u] = 0 is u = c1e
−x2/2 + c2v where v = e
−x2/2
∫
ex
2
dx is not rapidly decreasing.
It follows that q belongs to the S-closure of p. Since q[v] = ex2/2 6= 0, we have that
q does not belong to the Weyl closure of p.
An important advantage of S is that it has an inner product and that q∗ is the
adjoint of q with respect to this inner product. A disadvantage is that the S-closure
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is often equal to Am(F)
n because often there is no rapidly decreasing solution. Let
N ′ be the S-closure of a submodule N of Am(F)n. By using the inner product one
can show that N ′ is a real submodule of Am(F)
n in the sense that if∑
i
p∗ipi =
∑
j
(h∗jqj + q
∗
jhj) (in Am(F)
n×n)
for some pi,hj ∈ Am(F)n and qj ∈ N ′ then pi ∈ N ′ for all i. From the perspective
of noncommutative real algebraic geometry (see [1, Example 1.3 and Theorem 1.6]
and [2, Theorem 2]) it would be interesting to know when N ′ is the the smallest
real submodule of Am(F)
n which contains N (i.e. when N ′ is the real radical of
N).
References
[1] J. Cimpricˇ, J. W. Helton, S. McCullough, C. Nelson, A noncommutative real nullstellensatz
corresponds to a noncommutative real ideal: algorithms. Proc. Lond. Math. Soc. (3) 106
(2013), no. 5, 1060-1086.
[2] J. Cimpricˇ, A Real Nullstellensatz for free modules. J. Algebra 396 (2013), 143-150.
[3] M. Janet, Sur les systemes d’e´quations aux de´rive´es partielles. J. de Math. (8) 3, 65–151
(1920).
[4] M. Kashiwara, Algebraic study of systems of partial differential equations. Me´m. Soc. Math.
France (N.S.) 63 (1995), xiv+72 pp.
[5] F. Lemaire, An orderly linear PDE system with analytic initial conditions with a non-analytic
solution. Computer algebra and computer analysis (Berlin, 2001). J. Symbolic Comput. 35
(2003), no. 5, 487-498.
[6] J. C. McConnell, J. C. Robson, Noncommutative Noetherian rings. With the cooperation of
L. W. Small. Pure and Applied Mathematics (New York). A Wiley-Interscience Publication.
John Wiley & Sons, Ltd., Chichester, 1987. xvi+596 pp. ISBN: 0–471–91550–5
[7] T. Oaku, Computation of the characteristic variety and the singular locus of a system of
differential equations with polynomial coefficients. Japan J. Indust. Appl. Math. 11 (1994),
no. 3, 485-497.
[8] U. Oberst, Multidimensional constant linear systems. Acta Appl. Math. 20 (1990), no. 1–2,
1-175.
[9] A. Quadrat, D. Robertz, A constructive study of the module structure of rings of partial
differential operators. Acta Appl. Math. 133 (2014), 187-234.
[10] A. Quadrat, An introduction to constructive algebraic analysis and its applications. Research
Report. INRIA. 2010, 237 pp. https://hal.archives-ouvertes.fr/inria-00506104/fr/
[11] C. Riquier, Les Systemes d’ E´quations aux De´rive´es partielles. Paris, Gauthier-Villars, 1910,
xxvii + 590 pp.
[12] J. F. Ritt, Differential algebra. Dover Publications, Inc., New York, 1966, viii+184 pp.
[13] D. Robertz, Formal algorithmic elimination for PDEs. Lecture Notes in Mathematics, 2121.
Springer, Cham, 2014. viii+283 pp. ISBN: 978–3–319–11444–6; 978–3–319–11445–3
[14] C. J. Rust, G. J. Reid, A. D. Wittkopf, Existence and uniqueness theorems for formal power
series solutions of analytic differential systems. Proceedings of the 1999 International Sympo-
sium on Symbolic and Algebraic Computation (Vancouver, BC), 105-112 (electronic), ACM,
New York, 1999. ISBN 1–58113–073–2
[15] C. J. Rust, Rankings of Derivatives for Elimination Algorithms and Formal Solvabil-
ity of Analytic Partial Differential Equations. Ph.D. thesis. University of Chicago 1998.
www.cecm.sfu.ca/~reid/Rust/RustThesis.ps.gz
[16] W. M. Seiler, E. Zerz, Algebraic theory of linear systems: a survey. Surveys in differential-
algebraic equations. II, 287333, Differ.-Algebr. Equ. Forum, Springer, Cham, 2015. ISBN
978–3–319–11050–9
[17] S. Shankar, The Nullstellensatz for systems of PDE. Adv. in Appl. Math. 23 (1999), no. 4,
360-374.
[18] J. T. Stafford, Module structure of Weyl algebras. J. London Math. Soc. (2) 18 (1978), no.
3, 429-442.
10 J. CIMPRICˇ
[19] H. Tsai, Weyl closure of a linear differential operator. Symbolic computation in algebra,
analysis, and geometry (Berkeley, CA, 1998). J. Symbolic Comput. 29 (2000), no. 4-5, 747-
775.
[20] H. Tsai, Algorithms for algebraic analysis. Ph.D. thesis. University of California at Berkley,
2000. www.math.rwth-aachen.de/~levandov/filez/dmod0708/Tsai-PhdThesis.pdf
