We study optimal boundary control problems for the Navier-Stokes equations in an unbounded domain. The control is of Dirichlet type, i.e., the boundary velocity field. The drag functional is used as an example of control objectives. We identify the trace space for the velocity fields possessing finite energy, we prove the existence of a solution for the NavierStokes equations with boundary data belonging to the trace space, we establish the existence of an optimal solution over the control set, and we derive an optimality system of equations in the weak sense by using the Lagrange multiplier principles. The strong form of the optimality system of equations is also obtained and is described by a system of partial differential equations with boundary values.
Introduction
In this paper we consider general Dirichlet controls for the time-dependent Navier-Stokes system in the exterior of a bounded domain. Unsteady NavierStokes equations with distributed optimal control were investigated in [6] , [7] , [15] , [8] . Boundary controls for steady-state Navier-Stokes equations were considered in [11] , [12] and [13] . Boundary controls for time-dependent NavierStokes systems were considered in [3] - [5] wherein the control was assumed to be of the separation of variable type. General boundary controls for the twodimensional time-dependent Navier-Stokes systems were studied in [9] . In this paper, we present a procedure that applies to boundary controls for both the two-dimensional and three-dimensional Navier-Stokes equations.
The basic mathematical questions related to optimal boundary control problems are the well-posedness/existence of optimal solutions and the derivation of optimality system of equations. In order to answer these questions in the present situation of boundary controls for the Navier-Stokes equations, we need to resolve the inhomogeneous boundary value problems for the Navier-Stokes equations. The reasons for this are three-fold (in addition to the fact that such boundary value problems are important in their own right and such results were unavailable in the literature for the Navier-Stokes equations). First, in modelling the functional, one often needs to include a certain norm of the boundary control variable. The proper choice of such a norm depends on the knowledge of the boundary value problem, e.g., in what function spaces the boundary value problems are well-posed (so that the chosen norm makes sense). Second, to show the existence of an optimal solution, one needs a strong enough norm on the boundary control variable in the functional so as to be able to derive certain estimates for the velocity and pressure in the interior of the flow domain. Third, the derivation of the weak form of an optimality system by Lagrange multiplier rule essentially can be reduced to the solvability of a boundary value problem. We will resolve in this article inhomogeneous boundary value problems for the Navier-Stokes equations in both two-and three-dimensions, although the proofs are only given for the two-dimensional case. Of course, we will also answer the basic questions for the boundary control problem. In particular, we will derive the optimality system of equations in the weak form and also formulate the optimality system in a strong form.
The optimal control problems we consider can be described in general manner as follows: seek a boundary velocity field g and a corresponding velocitypressure pair (v, p) such that a functional
(N is a positive constant) is minimized subject to the Navier-Stokes equations
Here, ∂ t = ∂/∂t, Ω is the region exterior to a bounded body B ⊂ R I d (d = 2, 3) and ∂Ω is its boundary. For simplicity we assume ∂Ω is of class C ∞ and is a simple connected closed surface. Also, v ∞ is a constant vector.
A control objective of importance in applications is the minimization of drag. We will use this objective in this paper to present our ideas. Many other control objectives can be handled with necessary modifications. The drag functional is briefly derived as follows. Let T = −pI + 2µD be the stress tensor, where
is the rate of deformation tensor for the flow. The work needed to overcome the drag exerted on the given body B = R I 2 \Ω is given by
Upon setting w = v − v ∞ , and using a Green's formula , we derive
The Navier-Stokes equation for v yields the equation for w = v − v ∞ :
Combining the last two equations yields
The integral 2 Ω |w(t, x)| 2 dx is the (finite) kinetic energy of the difference flow w = v − v ∞ . We can rewrite the last equation as the energy equality (1.5)
Since the initial kinetic energy of the difference flow is given, it is quite natural to take the right-hand side of the last equation as the cost functional F(w) in terms of the difference flow w (for convenience, we introduce a factor of one-half).
For both physical and mathematical reasons, the size of the control should be constrained. Physically, one cannot realize controls of arbitrary size. Moreover, the cost of effecting control should be accounted for in the optimization process, e.g., one would not usually want to reduce the drag by a small amount if the cost of doing so is prohibitive. Limits on the size of the control are also needed in order to obtain a mathematically meaningful problem, e.g. to guarantee the existence of an optimal solution in a certain function class such that derivation of optimality system for considered problem should be possible.
We now discuss how we can choose a convenient functional G(g) from (1.1) for measuring the control. In order to apply Lagrange principle to derive the optimality system, we need to verify that the linearization,at an optimal solution, of the mapping defined by the constraints (i.e., the Navier-Stokes equations) is a surjective operator. This assertion can be proved in the space of sufficiently smooth functions where nonlinear term of the Navier-Stokes equations are subordinated to the linear terms. (This same condition also garantees the uniqueness of the Navier-Stokes solutions). It is well-known that in 2D case the minimal level of smoothness for the velocity field w = v − v ∞ with the aforementioned properties is given by the space in which finite energy estimate holds, i.e. the space w ∈ L 2 0, T ;
. Note that these inclusions imply a certain behavior at infinity. (The Sobolev space notation used here is established in §2.) The boundary control should belong to a subset of the trace space on ∂Ω of the spaces described above for the vector field w. The norm to be used as the functional G should be not weaker than the norm of the trace space. The precise choice of the norm will be given later.
2 Functional spaces and statement of the optimal control problem.
In order to state the optimal control problem mathematically, we need to introduce some functional spaces and notations. We will use the standard notations for the Lebesgue function space L r (Ω) and the Sobolev spaces (Ω). For details, see [1] . We will also use the spaces of solenoidal vector fields
where when m = 0, ∂Ω u · n ds is understood as the H −1/2 (∂Ω)-H 1/2 (∂Ω) duality pairing between the function (u · n) ∈ H −1/2 (∂Ω) and the constant scalar function 1 ∈ H 1/2 (∂Ω). Note that for simplicity, we have assumed ∂Ω is a connected surface; otherwise, we need to require Γi u · n ds = 0 on each
The norm on V m (Ω) and V m 0 (Ω) are chosen to be that of H m (Ω). We also introduce the temporal-spatial function space, defined on Q T = (0, T ) × Ω,
and the corresponding solenoidal function space
Let us give the precise definition of a solution for the Navier-Stokes equations (in the 2D case). Suppose that an initial condition w 0 ∈ V 0 (Ω) and a boundary condition
are given where n is the outwards normal vector field along ∂Ω and τ τ τ is the tangent vector field along ∂Ω. Assume that w 0 and b satisfy the compatibility condition
The solution for the Navier-Stokes equations (1.2)-(1.4) is understood in the following sense (note that the decay of w = v − v ∞ at infinity follows automatically from the requirement w(t) ∈ V
(1) (Q T )): Definition 2.1. v is said to be a solution of
and (2.5)
In the 3D-case, the definition of a Navier-Stokes solution will be the same except that the space
(Ω) (for initial condition w 0 ), and space (2.1) for a boundary condition b replaced by space (4.13) (see below).
The extremal problem we study is to minimize the drag functional F (w) derived in Section 1. It is more convenient to use the variable w = v − v ∞ rather than the variable v. Also, we will simply use w ∂Ω to denote the Dirichlet control and, thus, will not introduce a separate notation b to denote the control variable and the boundary condition (2.4) will not be explicitly imposed as a constraint.
Thus the optimal control problem we consider can be stated as follows: seek a velocity field w such that the functional (2.6)
is minimized subject to the constraints (2.3) and (2.5).
Boundary value problems and the optimality system
Our eventual goal is to derive an optimality system of partial differential equations. This is achieved by using the Lagrange multiplier principles. This optimality system can serve as the basis for computing numerical approximations to optimal solutions. We will demonstrate in this section that the justification of the use of Lagrange multiplier rules can be reduced to the solvability of boundary value problems for a system similar to the linearized Navier-Stokes equations.
The abstract Lagrange multiplier rule is described as follows. Let X 1 and X 2 be two Banach spaces. Let f : X 1 → R I be functional and F : X 1 → X 2 be a mapping. We seek a w ∈ X 1 such that
The Lagrange functional for the minimization problem (3.1) is defined by
for all w ∈ X 1 , λ ∈ R I 1 and q ∈ X * 2 . We quote a standard abstract Lagrange principle in the following particular form (see [2] ). Theorem 3.1 Let w be a solution of (3.1). Assume that the mappings f and F are continuously differentiable and that the image of the operator F (w) : X 1 → X 2 is closed. Then there exists a q ∈ X * 2 and a λ ∈ R I 1 + such that the pair (q, λ) = (0, 0),
where L w (·, ·, ·) denotes the Fréchet derivative of L with respect to the first argument. Furthermore, if F (w) : X 1 → X 2 is an epimorphism then λ = 0 and λ can be taken as 1.
To apply the abstract Lagrange principle to the optimal control problem stated in the previous section, we only need to verify the conditions that G is differentiable and F (w) is an epimorphism. The differentiability of G can be easily met by choice (see Section 5) . Thus the justification of the use of the Lagrange multiplier rule is reduced to showing that F (w) is an epimorphism. To this end, we denote by Y the appropriate space for the difference flow w (a concrete choice of Y will be given in Section 5) and set
We define the mappings f : X 1 → R I and F : X 1 → X 2 as follows:
and
where
is the projection operator. Then y = 0 is the solution of the correspondent extremal problem and F (0) :
To show F (0) is an epimorphism, we first observe that this operator is continuous. Next we need to show that for each f ∈ L 2 0,
has a solution y ∈ Y 0 . We can supplement this system with a boundary condition, e.g.,
Thus we see that the derivation of the optimality system by the Lagrange multiplier rule is reduced to the solvability of the boundary value problem (3.4)-(3.6).
This system of differential equations is similar to a system of linearized NavierStokes equations with coefficients w(t). To prove the solvability of (3.4)-(3.6) we need the optimal solution w(t) (which coincides with the coefficient w(t) in (3.4)) to be smooth enough. To this end, we need to consider the existence theorem for the optimal control problem in a class of sufficiently smooth functions. Thus, the derivation of the optimality system is reduced to the solvability theorem for inhomogeneous boundary value problems for the Navier-Stokes equations in a class of sufficiently smooth vector fields. The question of the solvability of this boundary value problem can be answered using the techniques discussed in the next section (Section 4.2).
4 Trace theorems and solutions of the NavierStokes equations
As has been repeatedly pointed out in this article, the study of Dirichlet boundary value problems for the Navier-Stokes equations is of paramount importance in the study of boundary controls for the Navier-Stokes equations. We devote this section to the study of boundary value problems. Based on the well-known results regarding the existence and uniqueness of solutions for the Navier-Stokes equations with homogeneous Dirichlet conditions, we should seek solutions of the inhomogeneous Dirichlet problem in the spaces 3D . Thus, the Dirichlet boundary conditions should be imposed in the trace spaces of V (1) (Q T ) in 2D and V (3/2) (Q T ) in 3D, respectively. We will consider the trace problems in Section 4.1. The proofs are only given for the 2D case. Then in Section 4.2 we discuss solutions of the Navier-Stokes equations with inhomogeneous boundary conditions.
Trace theorems.
In the 2D case, we have the precise trace results, i.e., the trace space of
is characterized as follows:
The trace results is a local property (local to the boundary ∂Ω). Thus we only need to consider the trace results for functions with support in a neighborhood of ∂Ω. We first examine the necessary condition of the trace theorem. The proofs are only given for the 2D case.
Theorem 4.1. Assume that Ω ⊂ R I 2 and u ∈ V (1) (Q T ) with a compact support in its spatial variables. Then
where C is a constant independent of u. Proof. We first note that the well-known trace result tr
. Using the divergence free condition of u, we can find a stream function ψ ∈ H 1 (Ω) such that
see, e.g., [10] . We denote by τ τ τ = (τ 1 , τ 2 ) T and n = (n 1 , n 2 ) T the unit counterclockwise tangent and outward normal vectors, respectively, along ∂Ω. We have the following relations:
It can be easily verified that
where ∂ τ ψ and ∂ n ψ are the tangential and normal derivatives of ψ, respectively. Thus the proof of the lemma boils down to checking the regularity of (∂ τ ψ) ∂Ω and (∂ n ψ) ∂Ω . Taking the t-derivatives of (4.1) we have
where (·) t stands for the partial derivative with respect to t. Using the regularity u ∈ L 2 0, T ; H 1 (Ω) and u t ∈ L 2 0, T ; H −1 (Ω) , we deduce that (see [10] )
∂Ω being of class C ∞ , we may choose a neighborhood U of ∂Ω and an orthonormal coordinate system (x 1 , x 2 )
T such that U = x = (x 1 , x 2 ) T : (x 1 , 0) T ∈ ∂Ω, x 2 ∈ [0, ] for some > 0 and that along ∂Ω, this new coordinate system coincides with the tangential-normal coordinate system. The space H (2) ((0, T )× U) can be rewritten in the form
By virtue of a trace theorem of [16] , we have that the mappings γ 0 : ψ → ψ x 2 =0
and γ 1 : ψ → ∂ x 2 ψ x 2 =0 are well-defined on H (2) ((0, T ) × U); furthermore, the
is continuous and surjective. Here we have used the intermediate spaces
, of the Hilbert spaces X and Y as defined in [16] . Using the definition of these intermediate spaces (see [16] ), we obtain
Hence the mapping ψ →(γ 0 ψ, γ 1 ψ) is continuous and surjective from
i.e., we have shown that
with the estimates
where the positive constant C is indepndent of ψ and u. Using relation (4.2) we easily see that u · n ∈ H 3/4 0, T ; H −1 (∂Ω) and u · τ τ τ ∈ H 1/4 0, T ; L 2 (∂Ω) satisfying the desired estimate.
To prove the sufficient condition of the trace results, i.e., the extension theorem, we first prove the following lemma.
Lemma 4.2. Assume that a pair of functions
Then there exists an extension ψ ∈ H (2) (Q T ) satisfying
, and (4.7) ψ vanishes outside a neighborhood of
where C is a constant independent of b τ , h, and ψ. Proof. As was indicated in the proof of the Theorem 4.1, the mapping ψ → ψ ST , (∂ n ψ) ST is continuous and surjective from
. As in Theorem 4.1 proof we may choose a neighborhood U of ∂Ω and an tangential-normal coordinate system (
T ∈ ∂Ω, x 2 ∈ [0, ] for some > 0. Hence, by the trace theorem from [16] given b τ and h satisfying (4.3)-(4.4), there exists a ψ satisfying (4.5) and the estimate
where C is independent of ψ, b τ and h. Finally, we may choose another neighborhood U of (0, ε) × ∂Ω such that the closure of U is contained in U. Well-known extension results allow us to extend continuously the space H (2) ((0, T )×U) into the space φ ∈ H (2) ((0, T ) × Ω) : φ vanishes outside U . We are now in a position to prove the extension result. 
Then, there exists a u ∈ V (1) (Q T ) satisfying
and the estimate (4.12)
where C is a constant independent of b n and b τ , and such that u vanishes outside a neighborhood of (0, T ) × ∂Ω. Proof. We define
where the line integral on the right-hand side is taken counter-clockwise along ∂Ω starting from a fixed point
∂Ω) . Then, Lemma 4.2 implies that there exists an ψ ∈ H
(2) (Q T ) which vanishes outside a neighborhood of (0, T ) × ∂Ω such that
By setting
Estimate (4.12) follows from the previous lemma. Now we formulate the restriction and extension results for the space V (3/2) (Q T ) in the 3D-case. Every vector field u(x) defined on ∂Ω can be decomposed as follows:
where n(x) is the outward normal to ∂Ω, u n is the projection of u(x) in n(x)-direction, and u τ τ τ ∈ T x ∂Ω is the tangential component of u(x) along ∂Ω. These notations will be used below.
Theorem 4.4 Assume that
Then for every ε > 0,
where the constant C ε depends on ε > 0 but does not depend on u. Theorem 4.5 Assume that a vector field b = b n + b τ τ τ belongs to the space
Then there exists an u ∈ V 3/2 (Q T ) satisfying
and the estimate
where C does not depend on b Remark. It is easy to show that
thus we see that the trace space (4.13) is narrower than the corresponding space in Theorem 4.4.
Remark. The proof of Theorems 4.4 and 4.5 (in the 3D case) uses the system
in place of curl ψ = u in the 2D-case. The analysis of regularity is much more involved. Details will be published elsewhere.
Estimates for the solutions of the Navier-Stokes equations with nonhomogeneous Dirichlet boundary data
We now consider the boundary value problem for the Navier-Stokes equation in the form introduced in Definition 2.1. The boundary data b is assumed to satisfy the compatibility condition ∂Ω b · n ds = 0. Our goal here is, with the help of the extension theorem (Theorem 4.3), to establish the existence of a solution for (2.2)-(2.4) and derive estimates for the solutions in the space of critical smoothness in terms of the data w 0 and b. Theorem 4.6. Let Ω ⊂ R I 2 . Assume that b and w 0 satisfy (4.14)
Then, there exists a unique solution w ∈ V (1) (Q T ) for the problem (2.1)-(2.3). Moreover, the solution satisfies the estimate
(1) (Q T ) be the extension of the data b into Q T constructed in Theorem 4.3. With the change of variable relation w = u + η η η, it can be easily checked that the existence and uniqueness of a desired w is equivalent to the existence and uniqueness of a η η η satisfying the equation (4.18)
where (4.21)
The existence and uniqueness of the solution η η η ∈ V (1) (Q T ) for (4.18)-(4.20) can be proved in exactly the same way as that for the two-dimensional Navier-Stokes equations with homogeneous boundary conditions in exterior domains; see, e.g., [14] or [17] . The proof of the estimate is not difficult also. Remark. The proof of the 3D version of Theorem 4.6 can be realized for small initial and boundary data, just as in the case of homogeneous boundary value problems. There is also another case where the 3D version of the existence theorem can be proved. That is the case where the initial condition w 0 is a steady-state solution of the Navier-Stokes equation (2.2) and boundary data are small enough.
5 Formulation of optimal control problems and optimality systems. . Naturally, the control should be measured in a norm that is not weaker than the norm for the trace space. For computational convenience, we will strengthen the fractional time derivatives to the first derivative ∂ t in the functional. Also, the particular form of the drag functional, i.e., the term where ∇ s is the surface gradient operator. Also, we have to include the constraints connected with the term T 0 ∂Ω |w + v ∞ | k ds dt for some k ≥ 3. Hence, the drag functional (compromized by adding the norm of the control) is chosen to be (5.1)
Extremal solutions are sought in the space
equipped with the norm
respectively. Note that w ∈ Y necessarily implies that w(0) ∈ W where
Thus, the specified initial condition in the Navier-Stokes equations must satisfy the regularity condition
We are now in a position to formulate the drag minimization problem. We now formulate the results for the 2D optimal control problem. We begin from the existence theorem. We need the following lemma: Lemma 5.1 There exists a constant C > 0 depending only on Ω such that
Theorem 5.1 There exists a solution w ∈ Y for the 2D Optimal Control Problem. Draft of Proof. Let w n be a minimizing sequence of 2D Optimal Control Problem. Then J(w n ) ≤ C < ∞ and by inequality (5.3) we obtain:
By this inequality and Theorem 4.6 (this is the main point of proof) we have
This estimate allows to pass to limit in w n as n → ∞ and to finish the Theorem 5.1 proof. We now derive the weak form of an optimality system for the 2D case. Theorem 5.2. Assume w ∈ V
(1) (Q T ) is a solution for the optimal control problem. Then there exists a q ∈ V
(1) (Q T ) ∩ L 2 0, T ; V where Y 0 ≡ {y ∈ Y : y| t=0 = 0}. Proof. In the functional (5.1), the differentiability of G is clearly satisfied. We recall from Section 3 the definitions of X 1 = Y 0 , X 2 = L 2 0, T ; V −1 (Ω) , f : X 1 → R I and F : X 1 → X 2 . We also recall that to show F (0) is an epimorphism, we have reduced to show that the system (3.4)-(3.6) has a solution for every given right-hand side f . We may prove as well as Theorem 4.6 that (3.4)-(3.6) indeed has a (unique) solution y ∈ V
(1) (Q T ) (the situation now is even simpler than the case of Theorem 4.6 as the system (3.4)-(3.6) is linear). Clearly, y ∈ Y 0 . Hence, we have verified all the assumption in Theorem 3.1 and we conclude that there exists a q ∈ X * 2 = L 2 0, T ; V 1 0 (Ω) such that L y y, q , h | y=0 = 0 for all h ∈ Y 0 . This equality implies (5.4).
We may formally derive the following strong form of the optimality system: the partial differential equations (in the sense of distributions) The rigorous interpretations of the differential equations, boundary conditions and compatibility conditions were discussed in [9] . In particular, the boundary stresses belong to suitable Besov spaces.
