Abstract-The paper characterizes the localization performance of an Autonomous Underwater Vehicle (AUV) when it moves in environments where floating drifters or surface vessels are present and can be used for relative localization. In particular, we study how localization performance is affected by parameters e.g. AUV mobility, surface objects density, the available measurements (ranging and/or bearing) and their visibility range. We refer to known techniques for estimation performance evaluation and probabilistic mobility models, and we bring them together to provide a solid numerical analysis for the considered problem. We perform an extensive simulations in different scenarios, and, as a proof of concept, we show how an AUV, equipped with an upward looking sonar, can improve its localization estimate by detecting a surface vessel.
I. INTRODUCTION
Autonomous Underwater Vehicles (AUVs) are increasingly used for both scientific purposes and commercial applications due to their ability to navigate in environments hostile to humans, or to perform relatively long term missions (e.g., of the order of weeks for underwater gliders). A wide overview on AUV modeling, navigation and control can be found in [1] , while interesting state of the art on navigation technologies for AUVs can be found in [16] .
Despite their appealing features, the AUV navigation problem has been not completely solved due to several technological and theoretical constraints. Indeed, while diving, AUVs can neither rely on GPS signals nor on exteroceptive sensors such as cameras, due to scarce visibility range and/or reduced number of features. Thus, AUV navigation is performed relying on dead-reckoning techniques that estimate the position using on-board sensors (compass, Inertial Measurement Unit, Doppler Velocity Log); however, such solution suffers numerical from drift and can be used for relatively short paths. After a certain amount of time, the AUV is required to surface to get an absolute position fix via GPS.
Another common solution consists in the usage of acoustic localization systems that allow absolute localization of the AUVs using acoustic massage for range measurements and trilateration algorithms. Common commercial solutions are Long BaseLine (LBL), Short BaseLine (SBL), and UltraShort BaseLine (USBL) that may differ for the technology, operational range and measurement accuracy. Such solutions, however, are expensive, may require a proper infrastructure and have a limited operational area. The recent paper [8] reports the state of the art of model-aided inertial navigation system for underwater vehicles, while [10] describes a six degree of freedom AUV navigation approach with Inertial Measurement Unit (IMU), LBL, Doppler Velocity Log (DVL). The paper [5] presents a set-membership approach for AUV localization within a field of surface floating buoys. Many recent research efforts focus on single-beacon (or range-only) AUV localization, i.e., localization using one single transponder/transducer couple for range measurement, integrating information coming form on board sensors. The paper [7] presents a interesting solution working also in the presence of unknown currents, while different filtering approaches, together with experimental tests with an AUV and a surface vessel, are presented in [6] . Field experiments in deep water using an EKF are presented in [19] .
In this paper we consider the case of opportunistic localization, that is the case where ad-hoc localization solutions are lacking but the AUV moves in an environment where drifting buoys and surface vessels are present and can be used for relative localization. The aim of the paper is to characterize the localization of the AUV with respect to key parameters as the number of drifters or vessels in a certain area, AUV mobility, and range of the available measurements. In particular, two scenarios for the relative localization are studied. In the first, the AUV uses acoustic communication for both range measurement and information exchange with the drifters/vessels (giving rise to a rangeonly localization problem). In the second scenario, the AUV is able to recognize surface objects using an upward looking sonar (a range-bearing localization problem); in such a case, we assume that the AUV receives the absolute position of the drifters/vessels via acoustic communication or, for the drifter case, estimates it using current models e.g., Regional Ocean Model System (ROMS).
With this idea in mind, we refer to known techniques for both filtering performance evaluation and probabilistic mobility modeling, and we fuse the two approaches to provide a solid analysis of the localization performance. In particular, we make use of an iterative formulation of the Posterior Cramér-Rao Lower Bound (PCRL) [18] for discrete-time non linear systems to evaluate the theoretical performance of an unbiased localization filter. Recent papers on this subject deal with recursive formulations to estimate on-line the PCRLB as [9] , that uses the mean and covariance of the estimated online state instead of the true state, or [20] , that considers the case nonlinear/non-Gaussian Bayesian estimation. More specifically related to the subject of our paper, the inspiring work [4] presents a study, based on CRLB, on AUV positioning uncertainty prediction using LBL and DVL.
For the mobility modeling of the AUV we refer to probabilistic approaches. Random mobility models have been used in different applications, e.g., achieving connectivity of mobile robot networks through coalescence [12] , [13] or searching for a target that intermittently emits signals [14] . In this paper we consider a random direction mobility model and we characterize the localization algorithms based on the expected hitting time, that is the expected time the AUV navigates without seeing any reference feature. An overview on random mobility models can be found in the survey [2] ; properties of the random direction model can be found in [11] , while [15] presents an analytical derivation of hitting time, meeting time and contact time.
We present an extensive numerical analysis to study the behavior of the overall system in different scenarios e.g. with stationary or moving drifters, considering different drifter densities, and using only-range or range-bearing measurements. For the range-bearing case we also discuss the data association problem and develop an Extended Kalman Filter with Maximum Likelihood Data Association (EKF-MLDA). Finally, as a proof of concept, we present preliminary experimental results to show how an AUV (the EcoMapper) can improve its localizing estimate using an upward looking sonar to get relative range and bearing to an autonomous surface vessel with GPS.
II. MODELING
Let Σ I : {O − X I , Y I , Z I } be a inertial, Earth-fixed, reference frame defined according to the North East Down (NED) convention. By the assumption that the AUV directly measures its depth and it has auto-stabilized roll, we neglect the vertical component and model the AUV with an underactuated 2D discrete time kinematic non linear model, whose state vector is given by:
where x i , y i , and θ i are respectively the cartesian coordinates in the inertial reference frame and the yaw at the i th instant (see fig. 1 ), and with the state equation:
where
u is the input vector u = v k ω k T ∈ IR 2 with v and ω noting the linear velocity in the surge direction and the yaw rate, respectively; w k is the process noise assumed to be zero-mean Gaussian w k ∼ N (0, R w ) with covariance
We also assume that the system has a constant sample time dT . We assume that the AUV is equipped with proprioceptive sensors and relative localization sensors that can be employed depending on the specific operational mode. We define a sensor model and linearization for each of them. These will be used for computing the PCRLB and the implementation of the EKF-MLDA. We assume the noise to be unbiased for both process and sensor models.
A. Compass
The compass gives information about the actual yaw of the AUV, thus
where the noise is supposed zero-mean Gaussian, i.e.,
Comp . The output linearization matrix is obtained deriving the output function w.r.t. the state components, thus it yields:
B. Doppler Velocity Log/Inertial Measurement Unit
The AUV is assumed to be equipped with a DVL/IMU to measure linear and angular velocity. In a discrete time formulation, its output, including the effect of the sample time dT , is given by:
where the noise is v DV L ∼ N (0, R v,DV L ). To consider the common behavior of the DVL of having different covariance in the surge, sway and yaw direction, the covariance matrix is assumed to be:
where R(θ) is a proper 2D rotation matrix. The output linearization matrix assumes the form:
C. Range from Drifter
With a mild abuse of terminology, in the following we use the term drifter for a generic feature on the surface (thus, both a drifter and a boat). Assuming that the AUV can measure its range from a drifter in position X D = x D , y D T and defining the AUV position as X R = x k , y k T , then the output equation is
Range is the zero-mean Gaussian error. The output linearization matrix assume the form:
D. Bearing of the Drifter
The bearing measurement β k represents the direction of the relative position vector X D − X R in the AUV body fixed reference frame. Thus, it yields (10) with v Bear ∼ N 0, σ 2 Bear and output linearization matrix:
III. RANGE-BEARING AND RANGE-ONLY LOCALIZATION
With a proper selection of the available outputs we can use the previous models for both range-bearing and range-only localization (in this paper we do not consider bearing-only localization). We assume that compass and DVL/IMU are activated in both the cases. For range-bearing localization, we assume two measurements y Range , y Bear j are available for each of the m drifters in the AUV visibility range. Thus,
where v ∼ N (0, R v ) and where
In the case of range-only localization with a single drifter in the visibility range, the output is simply y = y
IV. LOCALIZATION ALGORITHM POSTERIOR CRAMÉR-RAO LOWER BOUND
To evaluate the theoretical performance of a localization algorithm we derive the Posterior Cramér-Rao Lower Bound for our system that gives the performance limits for any unbiased estimator. In particular, for a discrete time nonlinear system
it is well known that, given a set of n measurements Y n = (y 0 , . . . , y n ), the sequence of states X k = (x 0 , . . . , x k ) and their estimatesX k = (x 0 , . . . ,x k ), the covariance of any estimator cannot go below a bound
However, in the filtering context we are generally interested in the right lower block J k of J (X k ), that gives information of the estimate of x k , which is is given by
Tichavsky et al. [18] give an elegant recursive formulation to obtain J k :
If the noise of the system is additive and Gaussian, this yield:
∂x (x k+1 ). Thus, eq. (22) becomes:
Assuming that the system in eq. (2) has additive process noise, we can rewrite it as
where w k ∼ N (0, R w ) with
Thus, it yields
To report the output in an additive noise formulation we apply a change of coordinate to the DVL output so that, for the range-bearing case, we get:
and v ∼ N (0, R v ), with
In the following numerical simulations we will refer to eq. (29) together with eq. (31-32) with C k calculated w.r.t eq. (33). It is worth noting that, since some terms of eq. (29) are functions of the expected values, we can not use a closed form formulation and we have to resort to, e.g., Monte Carlo numerical simulations to derive the filter performance.
V. MOBILITY MODEL
As evident from eq. (29), the performance of the system is affected by the available onboard sensors and their covariances, the number of drifters in the visibility range of the AUV, their displacement, and the kind of available relative localization measurements (range-only or range-bearing). When no drifters are its the visibility range, the AUV relies solely on dead-reckoning (using DVL/IMU and compass), and, as well known, the covariance of the position estimation increases with a rate depending on sensor covariance and process noise; instead, the estimation covariance quickly decreases as soon as a drifter is detected. In this section we characterize the frequency with which the AUV 'sees' a drifter (i.e. either obtains a range-bearing pair to the drifter or the range to the drifter) depending on some key parameters.
We study the problem in the simplified case of a random mobility model for the AUV and extract the expected values of the variables of interest. In particular, we assign an epochbased random direction model to the AUV, that is, during each epoch, the robot moves in a fixed direction at a constant velocity; at the beginning of each epoch, the motion direction θ d as well as the epoch duration T and the velocity ν are randomly chosen according to a distribution (specified below). We define L as the length of the path covered during an epoch. At the end of each epoch, the AUV may eventually remain still for a time T stop (e.g., to achieve a sampling operation in a given location). Moreover, the AUV is assumed to be constrained to move inside an assigned area of dimension Ar where there are n dr drifters with maximum visibility range K. When the AUV reaches the boundaries of the area, it is reflected back by specularly changing its motion direction.
We assume that the random motion parameters of each epoch are chosen as follows: , with average T stop Assigning such parameters, we can extract the expected hitting time, meeting time or contact duration. The hitting time gives an information about the mean time the robot moves without seeing any drifters (in a scenario with stationary drifters e.g., moored buoys). The expected meeting time, conversely, is the time the robot navigates without seeing any drifters when the drifters themselves are moving with a similar random direction motion with a mean velocityν D . The contact time is the time the robot remains in the visibility range of the drifters. The expected values of these parameters can be calculated following the treatment in [15] ; here we report the main formulas for hitting and meeting times:
• Expected meeting time
whereν is the normalized relative speed, and p m = T /(T +T stop ) is the probability that the robot is moving. Given the drifter mean velocityν D and given k = ν D /ν, thenν =ν 2π 2π 0 1 + k 2 − 2k cos(θ)dθ.
VI. EXTENDED KALMAN FILTER WITH MAXIMUM LIKELIHOOD DATA ASSOCIATION
Beyond the theoretical performance of the PCRLB, we want to test the localization performance with a common filtering technique; thus, we developed a discrete time Extended Kalman Filter with Maximum Likelihood Data Association (EKF-MLDA). Indeed, when multiple drifters are simultaneously in the AUV's visibility range, data association problems could arise, that is, due to estimation uncertainties, the AUV is not able to properly associate the relative measurements to the corresponding drifters. The data association problem could arise for the range-bearing localization when the AUV, equipped with the upward looking sonar and having a prediction of drifter positions (e.g., estimated via an ocean model or received directly from the drifters via acoustic communication), has to correlate uncertain data from sonar with the uncertain map of drifter positions. In range-only localization, we neglect the data association problem since we assume that the range measurement is obtained directly using the acoustic communication; in this case it is reasonable assuming that the acoustic communication allows exchanging messages with both GPS position and the drifters' ID. In the latter case we use a classical discrete time EKF.
The data association problem has been widely studied in the literature, e.g. see [3] , and in this paper we refer to a solution inherited from [17] . In particular, the EKF-MLDA has been implemented using the following equations: 1) Time update of state and estimation error covariance:
2) Measurement updates of state and estimation error covariance with MLDA: Supposing the AUV has N D drifters in its visibility range, then, the EKF measurement vector is: T is the range-bearing measurement of each seen drifter. We define the vector
and the matrixĈ
as the estimated measurements and output linearization matrix obtained by using the drifter position X Dj and the AUV position estimatex − k+1 . We solve the data association problem, coupling the i th M -drifter X D,iM to the i thmeasurement, based on their maximum likelihood; thus, we use the following pseudo-code
then we build the matrix 
Once the data association is done, the remaining EKF equations are as follows:
In this section we present the results of a simulation analysis of range-only and range-bearing localization algorithms with the set of parameters chosen as in Table I . In order to show the main behaviors of PCRLB and of the EKF for the two different localization problems, we start by running two simulations where the AUV, initialized in position 0 0 m, moves along a straight path of 500 m in presence of a single drifter in position 250 80 m and with visibility range equal to 100 m. Figure 2 shows the path of the AUV and the covariance ellipsoid obtained considering the x k , y k components from the J −1 k matrix. It is worth noticing that, as soon the AUV enters the visibility range of the drifter, the covariance ellipsoid quickly reduces its component only along the drifter radial direction. Figure 3 shows the estimation error of the EKF, the distance between the AUV and the drifter, and the eigenvalues of the 3x3 lower right submatrix of J 
A. Varying Drifter Density
As an illustrative example, we show the results of two simulations at low/high drifter density. Figure 6 shows the path of a range-bearing localization simulation where the AUV navigated in a bounded area of 3 × 3 km 2 in presence of 5 drifters with visibility range K = 500 m. The figure shows the AUV path, the estimated path and the drifters visibility area. Figure 7 shows the measured hitting times, their mean value and the expected value calculated via eq. (34). Equivalent results for a scenario with higher drifter 
B. Statistical Analysis
With the same environment as the previous simulations, we present the results of extensive simulations with different numbers of stationary/moving drifters. Figures 10 and 11 show the mean hitting time and the mean covariance eigenvalues (of both EKF and PCLRB) with an increasing number of drifters; the mean values are obtained by performing each simulation 20 times with a fixed number of drifters but each time placing them randomly according to a uniform distribution (each simulation lasted 3000s). The left plots show the mean and the expected hitting time, while the right plots show the mean eigenvalues of the covariance matrix of both EKF and PCRLB for both range-only and rangebearing localization. Figure 12 shows the analogous values with drifters moving with increasing velocity.
VIII. PRELIMINARY FIELD EXPERIMENTS
In this section we present preliminary experiments with an AUV and an Autonomous Surface Vessel (see Figure 13) .
The AUV, namely the EcoMapper, is a torpedo style vehicle designed and manufactured by YSI Inc. The vehicle has a three blade propeller and four independent control planes and it is capable of speeds ranging from 0.5 -2 m/s, with an endurance of around 8 hours. It is equipped with GPS, compass, pressure sensor and a DVL for navigation, as well as with a side-scan sonar (that, for the specific experiment, was mounted in an upward looking configuration) and a suite of water quality sensors. Communication with the vehicle is limited to WiFi when on the surface.
The Autonomous Surface Vessel is an OceanScience QBoat-I hull, with a length of 2.1 m and a width of 0.7 m at the widest section, equipped with an onboard computer. The vehicle was equipped with a uBlox EKF-5H GPS that provides global position updates at 2 Hz, and a Microstrain 3D-M IMU with integrated compass sampled at 50 Hz.
The AUV was commanded to perform different dives at a constant depth of 3 m in a bounded area where the ASV was present. The experiments were designed to study the capability of the AUV to estimate the position of the ASV using the upward looking sonar. Trials were performed with different sonar frequency configurations, 330 kHz and 800 kHz, with the ASV moving and stationary. Figure 15 shows the path obtained postprocessing the data from AUV and ASV during of one of the runs. The AUV performed two dives of about 100 m recording sonar images. The figure shows both the paths estimated with dead-reckoning (DVL, compass) and with the EKF using range and bearing to the ASV obtained using the sonar images and the AUV depth; the initial estimation error is assumed null in both the case. To appreciate the performance of the EKF, the figure shows, as a ground truth, the path obtained fusing GPS (available when the AUV is on the surface), DVL, and compass information. The EKF gives an estimate much closer to the real AUV path than the dead-reckoning. Figure 15 shows a snapshot of the runs, in the instant the AUV was able to detect the ASV. The attached video shows a 3D reconstruction from the experimental data of the paths followed by the AUV and the ASV, the side scan sonar images acquired during the same dives, and the estimated paths. Future experiments will focus on the testing AUV localization in presence of multiple ASVs and drifters.
IX. CONCLUSION
In this paper we address an opportunistic localization problem for underwater robots in presence of drifters and surface vessels. The idea is to allow the AUV to take advantage of relative measurements of range (or range and bearing) to drifters or surface vessels present in the area. The surface vehicles' positions are assumed to be accurately known (GPS) allowing the AUV to improve its self-localization estimate each time it 'sees' a surface vessel or a drifter. We study how localization performance is affected by parameters such as drifter density, drifter visibility range and drifter motion. We present a discrete-time nonlinear model for an Path reconstructions from experimental data: dead-reckoning (green), dead-reckoning + sonar measurement (red), GPS + DVL (black).
AUV localizing itself using onboard sensors and relative positioning information from surface objects (e.g., ranging and bearing) and derive the associated relative Posterior Cramér-Rao Lower Bound. Based on a random direction motion model, we analyze the expected performance of the localization algorithm in terms of hitting time between the AUV and the surface objects. An extensive simulation analysis is performed using a discrete time Extended Kalman Filter with Maximum-Likelihood Data Association. A preliminary implementation in which an AUV equipped with an upward looking sonar detects a surface vessel and improves its localization estimate is presented. Further investigation will focus on how to analytically express the relation between the PCRLB and the probabilistic motion model, and on how to consider non Gaussian noise.
