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1". INTRODUCTION 
Throughout his short note, the following notations are used: the symbol I] II denotes the 
2-norm for vectors and matrices. If X is a matrix, X*, Sp(X), and ~min(X) stand, respec- 
tively, for the conjugate transpose, the spectrum, and the smallest singular value of X. The 
notation X* = X > 0 means that the matrix X is Hermitian positive definite. If X is Hermitian, 
its smallest and largest eigenvalues are denoted, respectively, by )~min(X) and Amax(X). The 
identity (null) matrix of order n is denoted by In (0n) or just I (0) if the order is clear from 
the context. Recall that a matrix X E C nxn is discrete-stable if its spectrum lies inside the unit 
circle d = {z • C :  Izl = 1}. 
Now let A E C nxn and consider the discrete-time Lyapunov equation also called the symmetric 
Stein equation [1, p. 104]: 
g - A 'HA = C, (1) 
where the unknown solution H and the right-hand side C are Hermitian matrices of order n. 
Equation (1) arises mainly in system stability and linear control theory (see, e.g., [2]). New 
algorithms for computing the solution H of (1) may be found in [3]. 
Equation (1) has a unique solution if and only if l;2 5£ 1 for every A, # • Sp(A) (see [1, p. 104]). 
The following theorem summarizes ome important properties of equation (1). For the proof, 
see, e.g., [4,5]. 
I f  A is discrete-stable, then the solution H of (1) exists for any matrix C and is THEOREM 1. 
given by 
I f21r +cx~ 
H = ~ Jo (A - e'°l)-* C (A - ei°I)-1 dO = E (A*)P CAP" 
p=O 
From (2), we see that H = H* > 0 if C = C* > 0. 
(2) 
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Conversely, ff  (I) is satisfied with some matrices H = H* > 0 and C = C* > O, then A is 
discrete-stable. Moreover, the powers of A satisfy 
IIAPII <_ x/ItHIIIIH-~II (1)~min(C)llHii p/2 , p = 0 ,1 , . . . .  (3) 
From a strict mathematical viewpoint, the bound (3) is not sharp. However, it involves quan- 
tities based on the eigenvalues of Hermitian positive definite matrices. These quantities can 
therefore be computed with a high precision. 
The aim of this note is to generalize Theorem 1 to the case where the spectrum of A lies inside 
and outside the circle C. 
2. GENERAL IZAT ION OF  THEOREM 1 
Assume that the spectrum of A lies inside and outside C and let 
P = ~ (zI  - A) -1 dz = ~ Jo ( I  - e- i °A) - I  dO (4) 
be the spectral projector associated with the eigenvalues ofA which are inside C. A generalization 
of (1) is the following Lyapunov equation: 
H - A 'HA = P*CP  - ( I  - P )*C( I  - P), (5) 
where the unknown solution H and C are Hermitian matrices of order n. The following theorem 
generalizes Theorem 1. 
THEOREM 2. / / the  spectrum of A lies inside and outside C, then the solution of (5) exists for 
any matrix C and is given by 
1 fo 2'~ H = ~ (A - e '° I ) -*  C (A - e i ° I ) - i  dO (6) 
~- ~ [(A~)k-~I C (A2)k-~l-~ - (A~n) k CA.kln] , (7) 
k=0 
where Ain = PA[Range(P) and Aou = ( I -  P)A[m~nge (I-P) represent restrictions of A to the spaces 
Range(P) and Range( / -  P). Their eigenvalues lie, respectively, inside and outside C. 
The matrices H and P are such that 
(HP)* = HP,  (8) 
IIP*CPII <_ IIHII. (9) 
Conversely, i f  (5) is satisfied with some matrices H = H* > 0, C = C* > 0, and a projector P 
such that AP = PA,  then the spectrum of A does not intersect C and for M1 x 6 C '~ and for 
p = 0, 1, . . . ,  the following bounds hold: 
IIAPPxl[ < X/IIH[II]H-11] (1 - ~min) p/2 HXll, (10) 
][APxl [ _> 1 (1 + ~min) p/2 [](I - P)xll, (11) VHH[I [IH-1]I 
where ?~min is the smallest eigenvMue of the Hermitian matr ix pencil C - uH. 
PRoof.  A proof that the expression of H given in (6) satisfies (5) and (8) can be found 
in [5, p. 169]. 
Let us prove the other properties. 
matrix A can be block-diagonalized as follows [6, p. 336]: 
A:T(Ao1 O) 
A2 T-I '  
where the eigenvalues of A1 and As lie, respectively, outside and inside C. 
Let us partition the Hermitian matrix T*CT as follows: 
E l l  E l2  
T*CT= E~ 2 E22] '  
where En  and A1 (E22 and A2) have the same size. 
A straightforward calculation gives 
(0  0 )  
P=T 0 I T-I '  
with 
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Since the spectrum of A lies inside and outside C, the 
(12) 
(la) 
(14) 
(1~) 
Hn = ~ (AI*) p+I Ell (Al l )  p+l and H22 = (A~) p E22Af. (16) 
p=0 p=0 
Moreover, Hn  and/-/22 satisfy the Lyapunov equations of type (1): 
Hn  - A~HllA1 = -En  and H22 - A~H22A2 = E22. (17) 
Moreover, from (5), we have 
/-/in - A* HinA = Gin, 
H --//in ÷ Huu. (21) 
with Cin -- P*CP. (22) 
with 
oo ~ ( --1 ".k+l 
/-/in = ~ (A[n) k CAkn and Hou = ,--ou(A-*~, k+l C ,Aou ) , (20) 
k-~0 k=0 
l~rom (5) and (7), we see that the matrices Hin and Hou are given by 
Hin=p.HP=T_ . (O  0 ) 0 H22 T - I '  (18) 
Hou=( I -  P ) *H( I -P ) -T - *  (Hno ~)T- l "  (19) 
From these expressions, we easily see that H and P satisfy relations (6)-(9). 
Now if (5) is satisfied with some matrices H -- H* > 0 and C = C* > 0 and P satisfying 
p2 = p, AP = PA, then the eigenvalues of A cannot be on the circle C. Indeed, let (A, u) be 
an eigenpair of A. If Pu = O, then, from (5), we have (Hu, u) - (A*HAu, u) = -(Cu, u) or 
(1 -IA]2)(Hu, u) = -(Cu, u), and therefore, 1 -[A[ 2 ~ 0. If Pu ~ O, we obtain by multiplying (5) 
on the left by P* and on the right by P: (1-[AI2)(HPu, Pu) = (CPu, Pu). Therefore, l-[A] 2 ~ 0. 
Let 
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Now let x0 E C n and consider the sequence (xp)p>0 constructed as Xp = Axp-1, p = 1, 2, . . . .  
Then 
(Hinxp, xp) = (HinAxp_l, Axp_l) 
= ( (H i .  - Gin) xp - l ,xp -1)  
= (H inXp- l ,Xp-1)  (1 -  (Cinxp-1.____.___.~xp-l__~)~ 
(H inXp- l ,Xp-1)  /
-= (HinXp_ l ,Xp_ l )  ~1 - (CPxp-1 ,  Pxp-1)  "~ 
\ (HPxp-1, Pxp-1) ] " 
Since ~min = minx¢0 (Cx, x) / (Hx,  x), we obtain the inequality 
(Hinxp,Xp) <_ (1 - ?Tmin)(Hinxp-l,xp-1). 
Thus, 
(Hinxp, xp) < (1 - r/rain) p(Hinx0, x0). (23) 
The bound (10) follows then from (23) and the inequalities 
(Hinzo,xo) .<_ ~max (gin){IX0{] 2 --< £max(H)Hx0H 2, (see (21)) 
(Hinzp, Xp) = (HPxp, Pxp)) ~ Amin(H)]lPxp[I 2 = {{H -1 [I -1 [[APPxo[[ 2 • 
To obtain (11), observe that Hou satisfies the equation 
Hou - A*HouA = -Con, with Cou = (I - P)*C( I  - P), (24) 
on which arguments similar to those used in the proof of (10) can be applied. 
REMARK 1. The aim of introducing (5) is to answer the problem of constructing, in the case 
where A has eigenvalues inside and outside C, an equation whose solution can be represented 
by means of the integral formula (6). In this case, the solution H is the sum of two positive 
definite matrices, namely Hi, = A.~k=O~'ou~~°° [4-*hk+l(y(4-1~k+l] v~..ou j and Hou = ~-~k=o(Ain)OO * kCAin which 
are solutions of the Lyapunov equations (22) and (24), respectively. 
REMARK 2. Since r/rain = min~#o((Cx, ) / (Hx,  x)) >_ )~min(C)/[]H[[, the bounds (10) and (11) 
where ~?min is replaced by )~mi~(C)/{{H[[ are valid. 
REMARK 3. If A is discrete-stable and r]min is replaced by Ami~ (C)/H HI[, then (10) reduces to (3). 
REMARK 4. From (10) and (11), we obtain the following bound (replace x by Px in (10) and x 
by (I - P)x in (11)): 
/ 1 - -  ~min~ p/2 I[Pxll (25) 
IIAp(I{IAPPx{{- P)x{{ <- I{g{I I Ig-l l l  \ - f~-~mia/  {1(I - P)x[{ 
which measures the convergence rate to zero of the ratio HAPPxI{/{{AP(I - P)xl{. 
REFERENCES 
1. 
2. 
3. 
4. 
5. 
6. 
P. Lancaster and L. Rodman, Algebraic Riccati Equations, Clarendon Press, Oxford, (1995). 
Z. Gajid and M.T.J. Qureshi, Lyapunov Matrix Equation in System Stability and Control, Mathematics m 
Science and Engineering Series, Volume 195, Academic Press, San Diego, CA, (1995). 
S.K. Godunov and M. Sadkane, Some new algorithms for the spectral dichotomy methods, Lin. Alg. Appl. 
(to appear). 
S. Barnett and R.G. Cameron, Introduction to Mathematical Control Theory, Second Edition, Clarendon 
Press, Oxford, (1985). 
S. K. Godunov, Modern Aspects of Linear Algebra, Volume 175, Amer. Math. Soc., (1998). 
G.H. Golub and C.F. Van Loan, Matrix Computation, Second Edition, Johns Hopkins University Press, 
Baltimore, MD, (1989). 
