Abstract. We propose a preconditioned alternating direction method of multipliers (ADMM) to solve linear inverse problems in Hilbert spaces with constraints, where the feature of the sought solution under a linear transformation is captured by a possibly non-smooth convex function. During each iteration step, our method avoids solving large linear systems by choosing a suitable preconditioning operator. In case the data is given exactly, we prove the convergence of our preconditioned ADMM without assuming the existence of a Lagrange multiplier. In case the data is corrupted by noise, we propose a stopping rule using information on noise level and show that our preconditioned ADMM is a regularization method; we also propose a heuristic rule when the information on the noise level is unavailable or unreliable and give its detailed analysis. Numerical examples are presented to test the performance of the proposed method.
Introduction
Linear inverse problems of the form
where A : X → H is a compact linear operator between two Hilbert spaces X and H, arise in many applications such as image deblurring, computed tomography, just to name a few. A challenging issue related to the numerical resolution of (1.1) is its ill-posedness in the sense that the solution of (1.1) does not depend continuously on the data and thus a small perturbation on data can lead to a large deviation on solutions. To overcome ill-posedness, regularization methods should be introduced to produce reasonable approximate solutions; one may refer to [9, 26, 27] for various regularization methods.
In order to find a solution of (1.1) with desired properties, a priori available information on solutions should be incorporated into the problem. Assume that, under a suitable linear transform W from X to another Hilbert spaces Y with domain D(W ), the feature of the sought solution can be captured by a proper convex penalty function f : X → (−∞, ∞]. One may consider instead of (1.1) the constrained optimization problem minimize f (W x) subject to Ax = b, x ∈ D(W ).
(1.2)
Several iterative regularization methods have been developed to solve (1.2), see [2, 10, 16, 18, 19, 21] and references therein. Alternating direction method of multipliers (ADMM) is a versatile splitting method introduced in [11, 12] around the mid 1970s by Gabay, Mercier, Glowinski and Marrocco. For the well-posed problem, it was analyzed in [8, 22] and it has been revitalized and popularized for solving structured convex optimisation problems in recent years; see [3, 28] and references therein. In [16] we proposed an ADMM to solve ill-posed inverse problem (1.2) as a regularization method. By introducing the auxiliary variable y = W x and the augmented Lagrangian functional L ρ1,ρ2 (x, y; λ, µ) = f (y) + λ, Ax − b + µ, y − W x + ρ 1 2
the ADMM in [16] then takes the form
L ρ1,ρ2 (x, y k , λ k , µ k ),
(1.3)
Concerning the implementation of (1.3), there are two important issues requiring further investigation. The first issue concerns the x-subproblem in (1.3) which is a quadratic minimization problem whose solution is given by
Thus one needs to solve a linear system of the form (ρ 1 A * A+ρ 2 W * W )x = r during each iteration. In general it is the very expensive for large size problems with unstructured matrix A including the computed tomography and the magnetic resonance imaging. The second issue concerns the incorporation of a priori known constraints into the underlying solution. In many applications, the sought solution is known to satisfy some constraints such as the box constraints in image restoration. Incorporating known constraints into the design of regularization methods can improve the accuracy of reconstruction results. For the ADMM (1.3), a naive way is to add constraints into the x-subproblem directly. Unfortunately, this simple procedure makes the corresponding x-subproblem to be a more complicated constrained quadratical programming. How to incorporate constraints into (1.3) in an easily implementable way therefore becomes an interesting topic.
In this paper we will propose a new version of ADMM to resolve the above two issues encountered in (1.3) . Let C be a closed convex subset in X representing the constraint on the sought solution. Instead of (1.2) we consider the convex minimization problem minimize f (W x) subject to Ax = b, x ∈ C , x ∈ D(W ).
(1.4)
By introducing the variables z = x and y = W z, we can reformulate (1.4) equivalently as mininize f (y) subject to Az = b, W z − y = 0, z − x = 0, x ∈ C , z ∈ D(W ).
(1.5)
The corresponding Lagrangian function is L ρ1,ρ2,ρ3 (z, y, x, λ, µ, ν) = f (y) + λ, Az − b + µ, W z − y + ν, z − x 6) where ρ 1 , ρ 2 and ρ 3 are positive numbers. Based on this Lagrangian function, we will propose a preconditioned alternating direction method of multipliers to solve (1.5) in which z, y, x are updated in a Gauss-Seidel way and the Lagrangian multipliers λ, µ, ν are updated by an ascent gradient method. Our preconditioned ADMM takes the form
x k+1 = arg min x∈C L ρ1,ρ2,ρ3 (z k+1 , y k+1 , x, λ k , µ k , ν k ),
where Q is a bounded linear positive semi-definite self-adjoint operator and x 2 Q := x, Qx for x ∈ X . The appearance of the term 1 2 z − z k 2 Q in the z-subproblem of (1.7) plays a role of preconditioning which can make the computation of z k+1 simple when Q is properly chosen. This preconditioning strategy has been widely used in the literature, see [4, 5, 7, 28] for instance.
The main contributions of the present paper are two-folds. On one hand, when the data is given exactly, we prove the convergence of (1.7) by producing some summability and monotonicity results which involve residuals and Bregman distance. The proof is essentially different from the existing proofs on the preconditioned ADMM in the literature since it does not depend on the existence of a Lagrange multiplier. On the other hand. if the data is contaminated by noise, our preconditioned ADMM shows the semi-convergence property, i.e. the iterate becomes close to the sought solution at the beginning, however, after a critical number of iterations, the iterate leaves the sought solution far away as the iteration proceeds. In case the accurate information on the noise level is available, we propose a stopping rule to terminate the iteration and show that our preconditioned ADMM can render into a regularization method for solving ill-posed inverse problems. In case the noise level information is unavailable or unreliable, we propose a heuristic selection rule which is purely data driven and establish its convergence under certain conditions on the randomness of noise.
The rest of this paper is organized as follows. In Section 2, we first give conditions on A, W , C and f to guarantee that (1.7) is well-defined and explain how (1.7) can be implemented efficiently. We then establish some important monotonicity and summability results. In Section 3 we prove various convergence results of (1.7) when the data b is given exactly. When the data is corrupted by noise, in Section 4 we propose a stopping rule using information on noise level and show that our precondition ADMM (1.7) is a regularization method and in Section 5 we propose a heuristic rule without using any information on the noise level. In Section 6 we finally report various numerical results to test the performance of our preconditioned ADMM.
The method
Throughout this paper we will make the following assumptions on the operators Q, W , A, the constraint set C and the function f : (A1) A : X → H is a bounded linear operator, Q : X → X is a bounded linear positive semi-definite self-adjoint operator and C ⊂ X is a closed convex subset. (A2) W is a densely defined, closed, linear operator from X to Y with domain D(W ). (A3) There is a constant c 0 > 0 such that
is a proper, lower semi-continuous, strongly convex function in the sense that there is a constant c 1 > 0 such that
for all y 1 , y 2 ∈ Y and 0 ≤ t ≤ 1.
A few remarks are in order. (A3) is a standard condition used in the literature on regularization methods with differential operators, one may refer to [9, 23] for detailed discussions. According to (A2), the linear operator W is closed and densely defined, therefore its adjoint W * is well-defined and is also closed and densely defined. Moreover z ∈ D(W * ) if and only if
In (A4) the convex function f is allowed to be non-differentiable. Thus we need to use the subdifferential ∂f of f . Here, for each y ∈ Y,
Let D(∂f ) = {y ∈ Y : ∂f (y) = ∅}. For y ∈ D(∂f ) and µ ∈ ∂f (y) we introduce
which is called the Bregman distance induced by f at y in the direction µ. When f satisfies (A4), it is straightforward to show that
for allȳ ∈ Y, y ∈ D(∂f ) and µ ∈ ∂f (y), and
We will use a preconditioned alternating direction method of multipliers to solve (1.4). The data b in (1.4) is called consistent if there existsx ∈ X such that
Any elementx ∈ X satisfying (2.5) is called a feasible point of (1.4). Under (A1)-(A4), it is straightforward to show that (1.4) has a unique minimizer, denoted by x * , when the data b is consistent; see [16, Theorem 2.1] . We will use {z k , y k , x k , λ k , µ k , ν k } to denote the sequence produced by the preconditioned ADMM (1.7).
In applications, data are usually obtained by measurements and hence contain errors. Thus, instead of a consistent data b, we only have a noisy data b δ . In order to use b δ to produce approximations to x * , we will use the preconditioned ADMM (1.7) with b replaced by b δ which leads to the iterative sequence {z
with initial guess z 
For implementing the preconditioned ADMM (2.6), let us give some discussions concerning the resolution of the z-, y-and x-subproblems.
• The z-subproblems. Every z-subproblem in (2.6) is a quadratic minimization problem which can be solved explicitly. In fact, from the definition of z δ k+1 it is straightforward to show that 
In many applications, W * W is diagonalizable by a fast transform while A * A is necessarily to be so. In this situation we may take Q = ρI − ρ 1 A * A, where ρ > 0 is chosen such that Q 0. This leads to the formula
• The y-subproblems. From the definition of y δ k+1 we have
, where, for each β > 0, prox βf denotes the proximal mapping of f defined by
In some important applications, the proximal mapping prox βf can be obtained explicitly. For instance one may encounter the function
when the L 1 and the total variation like penalties are used in image restoration, where Ω is a domain in R n and η > 0 is a small number. In this case one has
• The x-subproblems. From the definition of x δ k+1 we have
where P C denotes the orthogonal projection onto C . In some important applications, P C can have an explicit formula. For instance, if the sought solution is a priori known to be in X = L 2 satisfying the box constraint C := {x ∈ L 2 : a ≤ x ≤ b} with given numbers a and b, then P C is given explicitly by P C (h) = max{a, min{h, b}} for h ∈ L 2 .
A monotonicity result
In this subsection we will derive a monotone quantity which plays a crucial role in the analysis of the preconditioned ADMM (2.6). To this end, we start from the definition of z 
For simplicity of exposition, we introduce the notation
It then follows from (2.8) and the last three equations in (2.6) that
(2.14)
for all k ≥ 0. By using (2.10), (2.4), (2.11) and the fact that x δ k ∈ C we have c 1 y
Adding these two equations and using (2.13), (2.14) we can derive that
In view of the definition of s δ k and t δ k we further have
In order to deal with the last two terms on the right hand side of (2.15), we need the following result.
Proof. Multiplying (2.12) by A * and using (2.9), (2.13), (2.14) we obtain for k ≥ 0 that
Using again (2.12), (2.13) and (2.14), we then obtain for k ≥ 1 that
. In view of (2.2), we can complete the proof via the above two equations. (2.17) and plugging the result into (2.15), we thus obtain
By virtue of the definition of s δ k and t δ k , we can write
Consequently we obtain
By introducing
from (2.18) we then obtain
(2.20) Now we are ready to prove the following crucial result concerning the monotonicity of {E δ k } and the summability of certain relevant terms.
by the preconditioned ADMM (2.6) and let E δ k be defined by (2.19) . Then {E δ k } is monotonically decreasing along the iteration and there is a constant depending only on c 0 , c 1 , ρ 1 , ρ 2 , ρ 3 and Q such that
Proof. We will use (2.20) . Noting that (y
(2.21) This shows that {E k } is monotonically decreasing and
From (2.22) and (2.24) it follows that
This together with (2.23) and (A3) implies that
By the boundedness of Q we then obtain
Convergence analysis: exact data case
Let {z k , y k , x k , λ k , µ k , ν k } be the sequence defined by the preconditioned ADMM (1.7) with the exact data b. We will use the notation
It should be pointed out that all the results established in Section 2 are valid for this sequence. When quoting results from Section 2 we will mean the noise-free counterparts. In this section we will show that x k → x * as k → ∞, where x * denotes the unique minimizer of (1.4).
To this end, let (ẑ,ŷ,x) be any feasible point of (1.5). Recall from (2.10) that µ k ∈ ∂f (y k ). We may consider the Bregman distance D µ k f (ŷ, y k ). Then, by using (2.13), we have
By setting z =ẑ − z k+1 in (2.17) and plugging the result into the above equation, it gives
By invokingẑ =x and (2.14), we can write
Plugging this into the above equation, we therefore obtain
where
Sincex,x k+1 ∈ C , it follows from (2.11) that a k ≥ 0 and b k ≥ 0 for all k ≥ 1.
Let m < n be any two positive integers. By summing (3.1) over k from m to n − 1, we obtain
We can write
We can treat the last two terms on the right hand side of (3.2) similarly. Consequently
By the Cauchy-Schwarz inequality, we have
To estimate I 2 , we first write
we then use the Cauchy-Schwarz inequality to derive that
Combining the estimates on I 1 and I 2 with (3.3), setting m = 1 and using Lemma 2.3 we can find a constant C 0 independent of n such that
Using (3.5) we can prove the following crucial result concerning the boundedness of {z k }, {y k }, {x k } and the summability of E k .
Lemma 3.1
The sequences {z k }, {y k }, {x k } and {W z k } are bounded and
Proof. We will use (3.5). According to Lemma 2.3 we have
Thus we can find a subsequence of positive integers {n j } with n j → ∞ such that
as j → ∞. By dropping the nonnegative term a n in (3.5), setting n = n j and then letting j → ∞, it follows that
Recall the definition of b k and E k , the summability result (3.6) follows from (3.7) and Lemma 2.3. It remains only to show the boundedness of {z k }, {y k }, {x k } and {W z k }. Since {E k } is monotonically decreasing, we can derive that
This together with (3.5) shows that a n ≤ C 0 + C 1 , i.e.
In view of the strong convexity of f we can conclude that {y n } is a bounded sequence. Since Az k → b and W z k − y k → 0, we can see that {Az k } and {W z k } are bounded. Thus, we may use (A3) to derive that {z k } is bounded. Finally, using z k − x k → 0 we can see that {x k } is also bounded.
Remark 3.1 In the above proof we have shown that
To see this, for any integer k let [k/2] denote the largest integer ≤ k/2. It then follows from the monotonicity and summability of {E k } that
Lemma 3.2 Let (ẑ,ŷ,x) be any feasible point of (1.5). Then the sequence
Proof. Let m < n be any two positive numbers. From (3.3), (3.4) and the definition of {E k } it follows that
By using Lemma 2.3 and Lemma 3.1 we can see that every term on the right hand side of the above equation goes to zero as m, n → ∞. Therefore |a n − a m | → 0 as m, n → ∞. This shows that {a k } is a Cauchy sequence and hence it is convergent.
We next show the convergence of our preconditioned ADMM (1.7). We will first show that {y k } is a Cauchy sequence by considering D µm f (y n , y m ) for any positive integers m < n. Let (ẑ,ŷ,x) be any feasible point of (1.5). We have the identities
Adding them gives
We need to consider the last two terms on the right hand side of (3.8).
Lemma 3.3 Let the data b be consistent and letx be a feasible point of (1.4). Set z =x andŷ = Wẑ. There holds
Proof. In view of (2.13) and (2.14) we have
By setting z = z n −ẑ in (2.17) and combining the corresponding result with the above equation, it follows that
By the Cauchy-Schwarz inequality we then obtain
In view of the monotonicity of {E k } given in Lemma 2.3 we have
By using the boundedness of {z k } and {W z k } given in Lemma 3.1, we can find a constant C such that
By invoking the summability results given in Lemma 2.3 and Lemma 3.1, the above equation implies (3.9) immediately. Now we are ready to prove the main convergence result of this section. 
Proof. In view of (3.8), Lemma 3.2 and Lemma 3.3 we can obtain
Since ν m , x m −x n ≥ 0, we must have D µm f (y n , y m ) → 0 as m, n → ∞. By the strong convexity of f we have y n − y m → 0 as m, n → ∞. Thus {y k } is a Cauchy sequence and hence y k →ỹ for someỹ ∈ Y as k → ∞. By Lemma 3.1 we then have W z k →ỹ and Az k → b. In view of (A3), it follows that
Thus z n − z m → 0 as n, m → ∞ which shows that {z k } is a Cauchy sequence in X . Therefore there isz ∈ X such that z k →z as k → ∞. Clearly b = lim k→∞ Az k = Ax. Since W is closed and {z k } ⊂ D(W ), we can infer thatz ∈ D(W ) and Wz =ỹ. Letx =z. Since {x k } ⊂ C and C is closed, we may use the fact z k − x k → 0 established in Lemma 3.1 to derive that x k →x andx ∈ C .
We next show thatx is a feasible point of (1.4). It suffices to show thatỹ ∈ D(f ). Letx be any feasible point of (1.4) and setẑ =x andŷ = Wẑ. Since µ k ∈ ∂f (y k ), we have
where for the second inequality we used (2.11). According to Lemma 3.3 we can find an integer k 0 such that
In view of the boundedness of {y k } and {x k }, we can find a constant C such that
Therefore, it follows from (3.11) that f (y k ) ≤ f (ŷ) + 1 + C for all k ≥ k 0 . By the lower semi-continuity of f we then obtain
We now prove that
Sincex is a feasible point of (1.4), we may replace (ẑ,ŷ,x) in (3.9) by (z,ỹ,x) and use y k →ỹ and x k →x to derive that
Consequently we may replaceŷ,x in (3.11) byỹ,x to obtain
Therefore f (ỹ) = lim k→∞ f (y k ). Furthermore, by noting that
Finally we show thatx = x * . To see this, for any ε > 0 we may use (3.9), Lemma 2.3 and Lemma 3.1 to find an integer k 0 such that
for all k ≥ k 0 . Consequently, by using (3.11) withŷ,x replaced by y * , x * we obtain
Using the definition of s k and t k , we can write
By making use of (2.16) with z = z k − z * we have
Therefore, by using the last three inequalities in (3.12), it follows
This together with Lemma 3.1 implies that
Since ε > 0 is arbitrary, we must have
. Sincex is a feasible point of (1.4),x must be a solution of (1.4). By uniqueness we must havẽ x = x * .
Regularization: noisy data case
In this section we consider the preconditioned ADMM (2.6) with noisy data b δ satisfying
with a small known noise level δ > 0. Due to the ill-posedness of inverse problems, the corresponding method will exhibit semi-convergence property, i.e. the iterate converges toward the sought solution at the beginning, and, after a critical number of iterations, the iterate eventually diverges from the sought solution due to the amplification of noise. Thus a stopping rule should be introduced to terminate the method so that a regularization property can be ensured. Recall the quantity E δ k introduced in (2.19) which has been shown to be monotonically decreasing. We may use it to terminate the iteration as long as this quantity is below a certain multiple of δ for the first time. This leads to following stopping rule for the preconditioned ADMM (2.6) with noisy data.
Rule 4.1 Let τ > 1 be a fixed number and define k δ to be the integer such that
In the following we will show that Rule 4.1 defines a finite integer k δ and x δ k δ → x * as δ → 0 together with many other convergence results. Throughout this section we will use x * to denote the unique solution of (1.4) and set z * = x * and y * = W z * . To this end, for any integer k ≥ 0 let
Then we may use the same argument for deriving (3.1) to obtain
By using (4.1) and the definition of k δ we have
for k < k δ − 1. Therefore, be setting c 2 = 1 − 1/τ and using the definition of E δ k+1 we can obtain for all k < k δ − 1 that
. Let m and n be any positive integers satisfying m < n < k δ − 1. By summing the above equation over k from m to n − 1 and using Lemma 2.3, it follows that
By the Cauchy-Schwarz inequality and Lemma 2.3 we have
To estimate I δ 2 , we first rewrite it as
Q , where ε > 0 is a small number to be determined later and C ε is a constant depending only on ε. With the help of Lemma 2.3 we have 
By using the monotonicity of {E δ k } and (4.4) we have
By taking ε = c 2 /2 we then obtain
Plugging this estimate into (4.4) gives
This together with Lemma 2.3 gives the following result.
Lemma 4.1 Rule 4.1 defines a finite integer k δ . Moreover, there exists a universal constant C such that .7) and (4.6) respectively. It remains only to show that k δ is finite. If it is not, then
for any integer k ≥ 1. Therefore, it follows from (4.8) with m = 1 that
for any integer n. Letting n → ∞ we reach a contradiction.
Lemma 4.2
There is a universal constant C such that for any integer m < k δ − 1 there hold
Proof. By using (4.2), (4.1) and the fact ρ 1 δ Az
Let m be any integer satisfying m < k δ −1. We may use the Cauchy-Schwarz inequality, Lemma 2.3 and Lemma 4.1 to derive that
. We can use the similar procedure to estimate the last two terms on the right hand side of (4.12). Consequently, we obtain a
). In view of Lemma 4.1 we then obtain (4.10).
Next we show (4.11). By using the similar argument for deriving (3.10) we have
Q . By using the Cauchy-Schwarz inequality we can further obtain µ
Therefore, by using E
Q . In view of the estimate (4.8), we thus obtain (4.11). Theorem 4.3 Let (A1)-(A4) hold. Let the data b be consistent, let x * be the unique solution of (1.4) and set z * = x * and y * = W z * . Let {b δ } be sequence of noisy data such that δ := b δ − b → 0 and let k δ denote the integer defined by Rule 4.1 with
Proof.
We show the convergence result by considering two cases via a subsequence-subsequence argument.
Assume first that {b δi } is a sequence satisfying b δi − b ≤ δ i with δ i → 0 such that k δi = k 0 for all i, where k 0 is a finite integer. By the definition of k δi = k 0 , we have
i . Letting i → ∞ and using the stability result (2.7), we can obtain E k0 = 0, i.e.
From the first three identities in (4.13) and the last three equations in (1.7) it follows that λ k0 = λ k0−1 , µ k0 = µ k0−1 and ν k0 = ν k0−1 . By using these facts together and the last three identities in (4.13), we can conclude from the first three equations in (1.7) that z k0+1 = z k0 , y k0+1 = y k0 and x k0+1 = x k0 . Repeating this argument we can derive that
for all k ≥ k 0 . In view of Theorem 3.4, we must have z k0 = z * , y k0 = y * and x k0 = x * . With the help of the stability result (2.7), the desired conclusion then follows.
Assume next that {b δi } is a sequence satisfying
Let m ≥ 1 be any integer. Then k i m for large i. Thus we may use Lemma 4.2 to conclude that
By virtue of the stability result (2.7), we have
where 
In view of (A3), we then have 
Heuristic selection rule
The performance of Rule 4.1 in Section 4 relies on the knowledge of the noise level and satisfactory approximate solutions can be produced when accurate information on the noise level is available. However, in real applications such noise level information is not always available or reliable. Overestimation or underestimation on the noise level may lead to a significant loss of accuracy when Rule 4.1 is used to terminate the iteration. Therefore, it is necessary to develop a stopping rule without using the knowledge of noise level. Motivated by the work [13] , in this section we propose the following purely data driven selection rule for the preconditioned ADMM (2.6).
According to Bakushinskii's veto [1, 9] , any stopping rule without using information on noise level can not guarantee a convergent regularization method for ill-posed problems in the worst case scenario. Therefore, in order to establish a convergence result on Rule 5.1, we need to place some conditions on the random noise b δ − b.
Assumption 5.1 {b δ } is a sequence of noisy data with 0 < δ := b δ − b → 0 and there is a constant σ > 0 such that
for every b δ and every v ∈ {Az : z ∈ X }.
Assumption 5.1 was first introduced in [17] for dealing with the heuristic parameter choice rule of Hanke-Raus type for variational regularization in Banach spaces and it can be viewed as an extension of the corresponding condition on random noise in [13] for classical regularization methods in Hilbert spaces. We can interpret Assumption 5.1 as follows. For inverse problems the operator A usually has smoothing effect so that Az admits certain regularity, while the noise b δ − b in general comes from randomness and hence contains many high frequency components so that it may exhibit salient irregularity. The condition (5.1) roughly means that subtracting any regular function of the form Az from the noise can not remove the randomness significantly.
According to Assumption 5.1, we have Az δ . We will use the minimality of Θ(k * , b δ ) to show that Θ(k * , b δ ) → 0 as δ → 0. To this end, we take a sequence {η k } of positive numbers satisfying ∞ k=1 η k < ∞ and definek δ to the integer satisfying Ek
2) where τ > 1. This stopping rule is a slight modification of Rule 4.1 with an extra data η k . This extra term ensures thatk δ → ∞ as δ → 0.
Lemma 5.1 The stopping rule (5.2) defines a finite integerk δ withk δ → ∞ as δ → 0 and there is a constant C independent of δ such that
Moreover, for any integers 1 ≤ m ≤ n < ∞ there holds
where T δ m is defined by (4.5). Proof. Note that for k <k δ − 1 we have
+ η k+1 . We may use the same argument in the proof of Lemma 4.1 to show that there is a constant C 1 such that
This together with k η k < ∞ shows that the left hand side of (5.5) becomes infinite which is a contradiction because the right hand side of (5.5) is finite. Hencek δ < ∞. By the stability result (2.7) we can see the right hand side of (5.5) can be bounded by a constant independent of δ and consequently we obtain (5.3). Further, the definition ofk δ implies that ηk
Therefore we must havek δ → ∞ as δ → 0. On the other hand, noting that for all integer k there holds
we may use the same argument in the proof of Lemma 4.1 to obtain (5.4). Proof. Letk δ be the integer defined by (5.2) . By the minimality of Θ(k * , b δ ) and (5.3) we have
→ 0 as δ → 0. This shows (5.6). According to Assumption 5.1 we have
This together with (5.6) shows that E 
Proof. We will use the arguments in the proof of Theorem 4.3 with suitable modifications to obtain the convergence result.
Assume first that {b δ } has a subsequence {b δi } such that k * := k(b δi ) → k 0 as i → ∞ for some finite integer k 0 . Then k * = k 0 for large i. According to Lemma 5.2 we have E δi k0 → 0 as i → ∞. By the stability result (2.7) we have E k0 = 0. Now we can follow the proof of Theorem 4.3 to obtain the desired conclusion for this case.
Assume next that {b δ } has a subsequence {b δi } such that k * := k(b δi ) → ∞ as i → ∞. Let m be a fixed but arbitrary integer. Then k * > m for large i. Thus we may use (5.4) to obtain
where {T m } is defined by (4.16). Since T m → 0 and E m → 0, by taking m → ∞ we obtain Let m be a fixed but arbitrary integer. By using the similar argument for deriving (4.11) we have
Q . In view of (5.4) we then obtain
Q . By using Lemma 5.2, the stability result (2.7), E 
which then implies (5.8) after taking m → ∞.
Numerical simulations
In this section we consider the application of our preconditioned ADMM to computed tomography and present numerical simulations to test the performance of our method. Computed tomography consists in determining the density of cross sections of human body by measuring the attenuation of X-rays as they propagate through the biological tissues. Mathematically, it requires to determine a function supported on a bounded domain from its Radon transform [25] . For numerical simulations, we need a discrete model. We assume that the sought image is supported on a square domain in R 2 and can be represented by an array of size I × J. We identify x with the long vector of length N := IJ formed by stacking all the columns of x. Suppose that there are n θ projection angles and through each angle there are p X-rays emitted. Let b be the corresponding sinogram which can be represented by a vector of length M := n θ p. According to discretization of the Radon transform in [15] , x and b are related by
where A is a spare matrix of size M × N . The formation of the matrix A depends on the scan geometry.
In the following numerical simulations we consider test problems that model the standard 2D parallel-beam tomography and fan-beam tomography. All the test images δ to reconstruct x * by means of our preconditioned ADMM.
Fan-beam tomography
We first consider the fan-beam tomography. The test images are set to be of size 220×220. We consider the full angle model using 72 projection angles evenly distributed between 1 and 360 degrees, with 250 lines per projection. The function fanbeamtomo in the MATLAB package AIR TOOLS [15] is used to generate the sparse matrix A, which has the dimension size M = 18000 and N = 48400. In order to apply our preconditioned ADMM (2.6), we choose W to be the discrete gradient operator with periodic boundary conditions, i.e. W x = (∇ 1 x, ∇ 2 x) for x = (x i,j ) ∈ R I×J , where
We take f to be the function f η over R I×J × R I×J defined by
with η = 0.001. Clearly f (W x) is a perturbation of the total variation of x. The proximal mapping of f is given explicitly by the standard soft-thresholding. We use the parameters ρ 1 = 0.1, ρ 2 = 0.5, ρ 3 = 1 and the operator Q = ρI − ρ 1 A * A with ρ = σ 2 A + 0.01, where σ A is the largest singular value of A. Since W * W is block circulant, (ρ + ρ 3 )I + ρ 2 W * W is diagonalizable by the 2D discrete Fourier transform ( [14] ). Consequently, all the z-, y-and x-subproblems in (2.6) can be solved efficiently. Therefore, the preconditioned ADMM (2.6) can be efficiently implemented. As initial guess we choose x 0 ,y 0 , z 0 ,λ 0 , µ 0 ,ν 0 to be the zero elements. In Figures 1-3 we report the computational results of our preconditioned ADMM with the stopping index selected by Rule 4.1 with τ = 1.01 and Rule 5.1. The required number of iterations are included. In order to illustrate the quality of the reconstruction results, we also report the value of PSNR (peak sigal-to-noise ratio). Here the PSNR is defined by PSNR = 10 · log 10 255 Next we use the brain image reconstruction to compare our preconditioned ADMM with the Kaczmarz iteration and the total variation regularization. Using the above data, our preconditioned ADMM gives the reconstruction result after 305 iterations; it takes about 9 seconds with the relative error 0.0710. The Kaczmarz iteration is one of the classical algebraic reconstruction techniques for solving tomography problems, it produces the kth iterative solution x δ k by "sweeping" through all the rows of A from top to bottom. As in [15] we terminate the Kaczmarz iteration as long as the residual Ax with η = 0. The reconstruction accuracy depends crucially on the choice of the regularization parameter α > 0. In order to find a good regularization parameter, a number of values of α have to be tried and hence several nonsmooth optimization problems have to be solved. In this case the optimal regularization parameter is known which is approximately α = 0.5; we use the primal-dual algorithm from [28] for the numerical implementation. The algorithm requires 6000 iterations in order to produce an approximate solution with relative error 0.0710. The computation takes about 122 seconds. The reconstruction results are report in Figure 4 .
Parallel-beam tomography
We next consider the parallel-beam tomography. The test images are set to be of size 200×200. We consider the full angle model using 60 projection angles evenly distributed between 1 and 180 degrees, with 250 lines per projection. The function paralleltomo in the MATLAB package AIR TOOLS [15] is used to generate the sparse matrix A, which has the dimension size M = 15000 and N = 40000. One may use the same setup in Subsection 6.1 to implement the parallel-beam tomography. However, In order to indicate the versatility of the preconditioned ADMM (2.6), in the following we will show its performance for parallel-beam tomography using wavelet frames [6] . We will use the two-dimensional Haar framelet. Given L ≥ 1, the corresponding L-level discrete framelet transform W L :
is defined by
where W ,i x ∈ R I×J denotes the frame coefficient of x at level and band i. Let W * L denote the adjoint of W L , then W * L W L is an identity operator. When applying (2.6) we will use W = W L with L = 1. Since the lowest frequency coefficients of W L x are not necessarily sparse, we take
|ξ ,(i1,i2),i,j | 2 for ξ = (ξ ,(i1,i2),i,j ) ∈ R L×2×2×I×J , where β = 0.001. The action of the discrete framelet transform and its adjoint on images can be implemented implicitly by the MRA-based algorithms. We use the same parameters ρ 1 , ρ 2 , ρ 3 and the same operator Q as in Subsection 6.1. Due to the above setup, The preconditioned ADMM (2.6) can be efficiently implemented. Figure 5 and Figure 6 report the reconstruction results of our preconditioned ADMM (2.6) with the stopping index chosen Rule 4.1 with τ = 1.01 and Rule 5. 
