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Dans les domaines de la radioastronomieet de lamétéorologie, il n’est pas rare de faire appel
à des radiomètres millimétriques pour mesurer une intensité de rayonnement électroma-
gnétique sur une ou plusieurs plages de fréquences [1, 2]. Généralement, aux fréquences
inférieures à quelques Gigahertz, le rayonnement électromagnétique est concentré par
une antenne parabolique sur un cornet prolongé par un guide d’onde, ce dernier servant
à amener le signal d’un point à un autre à l’intérieur du système. Cependant, aux bandes
millimétriques, ces dispositifs hyperfréquences classiques présentent de fortes pertes. Les
systèmes quasi-optiques sont ainsi utilisés pour pallier cet inconvénient en guidant l’onde
électromagnétique sous forme de faisceau en espace libre. Dans ces dispositifs, les diffé-
rentes fonctions sont réalisées par l’association de lentilles, de miroirs plans ou courbes, de
cornets et de lames dichroïques qui sont des éléments permettant de réaliser des fonctions
de filtre en polarisation, en fréquence ou en incidence. En contre partie, du fait de leurs di-
mensions grandes devant la longueur d’onde, modéliser ces systèmes à l’aide de méthodes
rigoureuses rend la résolution numérique trop lente, notamment pour entrer dans un pro-
cessus d’optimisation. Il apparaît ainsi un fort besoin d’outils de simulation rapides et précis.
L’emploi de techniques de modélisation issues de l’optique [3–5] s’avère bien adapté. Ainsi,
une méthode répandue pour modéliser des systèmes quasi-optiques est basée sur le for-
malisme des faisceaux gaussiens [2, 6–9]. Ce type d’onde est une solution de l’équation de
propagation sous l’approximation paraxiale. Cette hypothèse impose que le champ, qui se
présente sous la forme d’un faisceau dont l’amplitude transverse est gaussienne, se propage
avec une faible divergence le long d’une direction privilégiée. L’utilisation classique des
faisceaux gaussiens pour la modélisation de systèmes grands devant la longueur d’onde se
fait en effectuant quelques hypothèses plus ou moins restrictives suivant les cas : le champ
électromagnétique à l’entrée du système est considéré comme un unique faisceau gaussien
(mode fondamental) [2, 10, 11]. La modélisation de l’interaction de ce faisceau avec les
lentilles ou miroirs suppose que les faisceaux transmis et réfléchi restent gaussiens. Cela est
vérifié lorsque les courbures de ces éléments par rapport à la longueur d’onde sont faibles
et que l’incidence que fait l’axe du faisceau avec la normale à l’objet reste modérée. L’étude
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du système complet se ramène alors à un chaînage de matrices ABCD 1, chacune d’entre
elles contenant les paramètres essentiels des éléments tels que les rayons de courbures,
l’épaisseur et la permittivité diélectrique. Bien que très efficace, cette méthode souffre de
plusieurs limites : champ incident obligatoirement gaussien, réflexions multiples dans les
diélectrique non prises en compte, défauts de symétrie du systèmemal modélisés, etc.
Cependant, le développement et l’amélioration des techniques basées sur les faisceaux
gaussiens ont permis de généraliser ce formalisme à des systèmes plus complexes. Ainsi, il
a été montré à partir d’une analogie avec les tubes de rayons paraxiaux [12] que les champs
transmis et réfléchi par une interface illuminée par un faisceau gaussien peuvent être as-
similés à des faisceaux gaussiens. Plus récemment et afin de modéliser des champs autres
que gaussiens, de nombreuses techniques de décomposition du champ incident ont vu le
jour permettant de traiter des champs incidents complexes et de s’affranchir de l’hypothèse
de paraxialité [7,13–23]. Enfin, cette décomposition associée à une procédure de « lancer de
faisceaux » permet d’étudier de façon précise un grand nombre de systèmes et notamment
les systèmes quasi-optiques [9].
Jusqu’à présent aucune technique n’a vu le jour permettant d’intégrer efficacement des sur-
faces dichroïques au formalisme des faisceaux gaussiens. Ceci est lié au fait qu’il est compli-
qué de traiter avec une méthode asymptotique un composant qui comporte des éléments
à l’échelle de la longueur d’onde. De ce fait, les codes actuels se basant sur des méthodes
asymptotiques autres que les faisceaux gaussiens ont recours à une technique d’hybridation
avec des méthodes rigoureuses [24–26] ou considèrent un système illuminé par une seule
onde plane [2].
Objectif et originalité du travail
L’objectif de ces travaux est d’étendre les méthodes basées sur le formalisme des faisceaux
gaussiens dans le but de modéliser des systèmes quasi-optiques comprenant des surfaces
dichroïques.
Afin d’atteindre ce but, nous voulons dans un premier temps démontrer que le formalisme
des faisceaux gaussiens est adapté à lamodélisationde systèmes quasi-optiques ne compre-
nant pas de surface dichroïque et qu’il fournit ainsi des performances satisfaisantes à la fois
en terme de précision des résultats et en terme de temps de calcul.
Dans un second temps, nous désirons développer une méthode de modélisation des sur-
faces dichroïques efficace et simple à intégrer à une méthode de lancer de faisceaux. Nous
souhaitons démontrer les capacités d’une telle technique en dimension deux avant de
l’étendre en dimension trois.
Enfin, nous voulons montrer le potentiel de cette technique, toujours en terme d’efficacité,
pour la modélisation d’un système quasi-optique complet.
1. Matrice de passage caractérisant le domaine ou système traversé.
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Démarche et travaux effectués
Nous avons suivi une démarche progressive avec validation de chaque étape rencontrée.
Ceci nous a conduit à faire des hypothèses et approximations cohérentes pour chaque phase
de la modélisation des systèmes quasi-optiques. Ainsi, nous abordons les problématiques
électromagnétiques liées à ce domaine et plus particulièrement aux surfaces dichroïques.
Pour cela, nous avons effectué les travaux suivants :
En nous appuyant sur l’état de l’art [17, 20] que nous synthétisons dans ce manuscrit en
dimensions deux et trois, nous introduisons une nouvelle formulation que nous appelons
faisceau gaussien généralisé, indispensable à notre étude. Nous réalisons également une
étude complète d’un système quasi-optique ne comprenant pas de surface dichroïque.
Dans le but d’implémenter les surfaces dichroïques à une technique basée sur les faisceaux
gaussiens, nous proposons en deux dimensions, trois nouvelles techniques basées sur un
raccordement de spectre que nous appelons raccordement de l’onde plane principale pour
la plus simple et raccordement du faisceau gaussien fondamental et raccordement du
faisceau gaussien généralisé pour les plus évoluées. Nous comparons leur efficacité pour
modéliser une surface dichroïque illuminée par un unique faisceau gaussien avec deux
méthodes de références. Ces méthodes de références s’appuient toutes les deux sur le for-
malisme de Bloch-Floquet couplé à une méthode des moments. Nous montrons également
leur efficacité dans le cas d’une surface dichroïque illuminée par un cornet.
Toujours dans le but d’implémenter les surfaces dichroïques, nous proposons également
deux nouvelles techniques en trois dimensions, basées sur les mêmes hypothèses que le cas
2D. Nous confrontons encore une fois ces techniques à plusieurs méthodes de références
dans plusieurs cas représentatifs. Nous faisons également une comparaison avec des me-
sures.
Concernant l’application de nos résultats, nous développons plusieurs outils informatiques
que nous confrontons, soit à des logiciels commerciaux, soit à des approches convention-
nelles dont nous développons également les outils associés. Pour le cas de la technique 3D,
nous comparons nos résultats au logiciel FEKO et au lancer de faisceaux gaussiens utilisé
dans le logiciel QOSGB développé dans le cadre d’une collaboration entre l’UPS, l’ONERA et
l’ENAC pour le CNES.
Plan de l’étude
Le premier chapitre a pour objectif de définir précisément le contexte de cette thèse. Au tra-
vers de ce chapitre nous présentons le domaine de la radiométrie et plus particulièrement le
radiomètre.Nous nous attardons ensuite sur le système quasi-optique puis nous définissons
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de manière précise ce que nous appelons dans ce manuscrit les surfaces dichroïques pour
finir sur la modélisation de ce type de surface.
Le second chapitre est consacré aux faisceaux gaussiens. Nous voyons comment les FGs ont
été historiquement introduits et quelles sont leurs propriétés physiques. Nous présentons
ensuite une nouvelle formulation en dimensions deux et trois indispensable à notre étude
généralisant des formulations déjà existantes.
Le troisième chapitre présente des techniques basées sur les faisceaux gaussiens qui
peuvent être utilisées pourmodéliser l’interactiond’un champavec des systèmes de grandes
dimensions devant la longueur d’onde, tels que les systèmes quasi-optiques. Nous présen-
tons notamment la décomposition de Gabor, la décomposition multi faisceaux, le lancer
de faisceaux gaussiens avant de nous attarder sur les résultats de simulation d’un système
quasi-optique sans surface dichroïque.
Le quatrième chapitre s’intéresse à l’objectif principal de cette thèse, à savoir présenter
une nouvelle méthode permettant de modéliser l’interaction d’un champ incident avec une
surface dichroïque dans une configuration 2D. Dans un premier temps, nous présentons le
contexte de l’étude avant de nous attarder sur une technique de raccordement appliquée
au faisceau gaussien généralisé. Dans un second temps, nous voyons une technique de
raccordement alternative n’utilisant que des FGs fondamentaux. Par le biais de simulations
et d’études paramétriques, nous testons les techniques en terme d’efficacité pour un seul
faisceau incident puis pour un champ issu d’un cornet.
Le cinquième chapitre est une extension du quatrième puisqu’il s’intéresse au cas 3D. Nous
y présentons une technique basée sur les mêmes principesmais qui tient compte du carac-
tère vectoriel des champs. Dans la première partie nous voyons pourquoi nous avons choisi
de ne retenir qu’une seule des deux techniques de raccordement présentées au chapitre
précédent. Dans la seconde partie nous expliquons les démarches amonts nécessaires au
raccordement de spectre en dimension 3. La troisièmepartie est consacrée au raccordement
de l’onde plane principale. Enfin, la quatrième partie de ce chapitre présente la démarche et
les résultats du raccordement d’un FG généralisé.
Le sixième chapitre présente les résultats de simulations et la campagne demesures relatifs
à la technique 3D. Dans la première partie de ce chapitre, nous présentons et nous vali-
dons les différentes méthodes utilisées dans deux configurations différentes : une première
où nous comparons les résultats à ceux obtenus avec le logiciel commercial FEKO, et une
seconde où nous utilisons un multicouche diélectrique permettant ainsi de comparer les
résultats au lancer de faisceaux. La seconde partie présente les résultats de la méthode pour
modéliser un système quasi-optique complet à deux fréquences différentes. La dernière




L’objectif de ce chapitre introductif est de définir le contexte de cette thèse afin que le lecteur
entre progressivement au cœur du sujet. Il se divise en quatre sections :
• La première partie est consacrée à la radiométrie et plus particulièrement au radio-
mètre, composant essentiel des satellites de météorologie et de radioastronomie.
• Dans une seconde partie, nous nous attardons sur l’élément du radiomètre qui nous
intéresse plus particulièrement, le système quasi-optique. Ce dernier est utilisé car
il a l’avantage de présenter moins de pertes que les systèmes traditionnels aux fré-
quences considérées.
• La troisième partie est ciblée sur un élément particulier du système quasi-optique, la
surface dichroïque.
• La dernière partie porte sur la modélisation de ce type de surface.
1 Radiométrie
1.1 Définition
Un radiomètre est un système permettant de mesurer une intensité de rayonnement élec-
tromagnétique sur une ou plusieurs plages de fréquences. La définition peut difficilement
être plus précise car le terme « radiomètre » englobe une grande famille de dispositifs. En
effet nous trouvons dans cette famille tout aussi bien le radiomètre de Crookes (FIGURE I.1a)
permettant de mesurer un flux lumineux ou infrarouge que le radiomètre cryogénique LFI
(Low Frequency Instrument, FIGURE I.1b) du satellite Planck [27] lancé le 14 mai 2009 pour
mesurer le fond diffus cosmologique.
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(a) Radiomètre de Crookes [28] (b) Cornets au plan focal du LFI (Copyright :
ESA/AOES Medialab) [29]
FIGURE I.1 – Exemples de radiomètres.
Dans cette thèse nous nous intéressons plus particulièrement à la radiométriemillimétrique
car les applications visées se situent dans le domaine quasi-optique et de ce fait à des lon-
gueurs d’ondes millimétriques ou submillimétriques. Nous nous appuyons ainsi sur des
exemples liés à la radioastronomie et la météorologie, domaines de prédilection des radio-
mètres millimétriques [1].
1.2 Radiométriemillimétrique
Avant les années 80, le sondage de l’atmosphère par les satellites météorologiques était réa-
lisé à l’aide d’instruments infrarouges. Cependant, en cas de couverture nuageuse, même
légère, le rayonnement infrarouge est bloqué et le satellite devient aveugle. C’est pourquoi
plus récemment l’instrumentation hyperfréquence est venue complémenter les équipe-
ments infrarouges avec les satellites américains NOAA et TIROS-N [30] qui ont ouvert la voie
à la radiométrie spatiale. Les fréquences mises en jeux étant assez élevées 1, ces dispositifs
complexes à réaliser et destinés à être mis en orbite ont mis longtemps à voir le jour.
Le traitement des données, les problèmes liés aux différentes perturbations ou encore la
sensibilité radiométrique n’étant pas le sujet de cette thèse, nous ne rentrons pas dans les
détails, mais il est intéressant de savoir que la distribution en altitude d’un constituant est
directement lié à l’élargissement d’une de ses raies d’absorption [30].
1. Le spectre de l’atmosphère dans le domaine millimétrique est dominé par les raies d’absorption de la
vapeur d’eau (22 GHz et 183 GHz) et de l’oxygène (60 GHz et 118 GHz).
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Comme dans tout système de télécommunication, meilleur sera le Rapport Signal à Bruit
(RSB), meilleure sera la précision desmesures. S’il existe de nombreusesmanières d’amélio-
rer le RSB, nous allons plus particulièrement nous intéresser ici à la chaine d’acquisition et
notamment à un dispositif appelé « système quasi-optique ».
2 Systèmes quasi-optiques
2.1 Généralités
Généralement le rayonnement électromagnétique est concentré par une antenne parabo-
lique sur un cornet prolongé par un guide d’onde. Ce dernier servant à amener le signal d’un
point à un autre à l’intérieur du système. Nous l’avons vu plus haut, le rapport signal à bruit
doit être le meilleur possible. Au-delà de quelques dizaines de gigahertz l’importance des
pertes dans les guides (≈ 12 dB/m pour un guide rectangulaireWR-4 et unmode TE10 [2]) et
autres dispositifs tels que les filtres conduisent à trouver une solution alternative.
Ainsi, la solution est d’utiliser l’espace libre, qui présente peu de perte, et des composants
empruntés à l’optique pour guider et « pré-traiter » le signal.
2.2 Composants élémentaires
À l’intérieur du système quasi-optique, le champ électromagnétique est guidé sous forme de
faisceau grâce à un enchainement de réflecteurs de formes diverses (plans, ellipsoïdaux, etc.)
et de lentilles diélectriques. Ces dispositifs permettent de réduire les dimensions transverses
du faisceau tout au long de la propagation et ainsi limiter les effets de diffraction par les
bords. Un schéma de principe est présenté FIGURE I.2.
FIGURE I.2 – Schéma de principe d’un système quasi-optique.
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Ce système de guidage comprend souvent des diélectriques multicouches et/ou surfaces
périodiques permettant de réaliser des lames polarisantes (ou des rotateurs de polarisation),
des filtres en fréquence ou encore des dispositifs plus évolués comme des interféromètres.
(a) Système quasi-optique [31] (b) Système quasi-optique + réflecteurs principaux [26]
FIGURE I.3 – Différents radiomètres.
Au final, il en résulte un dispositif complexe, comme nous pouvons le voir FIGURE I.3, qui
présente comme inconvénients un encombrement conséquent, un alignement des diffé-
rents éléments délicat ainsi qu’un réel problème lié aux contraintes de l’environnement spa-
tial (vibrations, gradient de température, etc.). Au delà de ces problèmes d’ingénierie, il est
également important de noter que les dimensions conséquentes du système par rapport à la
longueur d’onde rendent sa modélisation électromagnétique difficile, même avec des tech-
niques dites « asymptotiques ».
3 Lames et surfaces dichroïques
3.1 Présentation
Le terme « dichroïque » est relatif au « dichroïsme » , qui a la propriété d’avoir une colora-
tion différente selon l’angle d’observation. Encore une fois nous voyons que ce terme a été
emprunté à l’optique.
Dans le cadre de cette thèse, à chaque fois que nous utilisons le terme dichroïque, il s’agit
d’un objet d’une épaisseur quelconque et plan. Cet objet peut également présenter une
périodicité spatiale dont la période est inférieure à la demi longueur d’onde considérée
(ce qui est en accord avec ce qui est utilisé dans les systèmes quasi-optiques [2]). Nous y
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reviendrons plus précisément au cours des différents chapitres mais il est intéressant de
noter que ces propriétés physiques nous permettent de représenter cette surface par des
matrices de réflexion et de transmission qui dépendent à la fois de la fréquence, de l’angle
d’incidence, et de la polarisation considérés.
Cette section est donc consacrée à la présentation des objets qui entrent dans la catégorie
de ce que nous appelons dans la suite de ce manuscrit « lames/surfaces dichroïques ».
3.2 Les lames diélectriques
Ce type de surface dichroïque se trouve partout : dans les laboratoires d’optique, les satel-
lites, les sondes spatiales, chez les personnes pratiquant la photographie ou encore sur les
lunettes 3D passives vendues pour quelques euros dans tous les cinémas. Elles sont utilisées
pour filtrer en fréquence, en incidence ou en polarisation.
Le filtrage en fréquence peut être réalisé par deux techniques différentes n’ayant pas les
mêmes performances. La première, le filtrage par absorption, est réalisée à l’aide de verres
colorés. Cette technique présente une bande passante peu sélective en fréquence avec une
transmittancedégradée par l’ajout de composés à l’intérieurdu verre. La seconde technique,
le filtrage par réflexion ou interférentiel (FIGURE I.4), est réalisée à l’aide de diélectriques
multicouches qui fonctionnent sur le principe d’une cavité de Fabry-Pérot. Les couches sont
déposées à l’aide de procédés chimiques qui permettent une grande précision (de l’ordre
de quelques couches atomiques [32]). Ces filtres ont une très bonne transmittance et il est
possible de contrôler la bande passante de façon extrêmement précise (qui est liée à un phé-
nomènede résonance à l’intérieur des couches). Cette technique est également utilisée pour
le filtrage en incidence.
FIGURE I.4 – Filtres interférentiels RVB et visible.
La réalisation de filtres polarisants est possible grâce, entre autres, à l’utilisation de maté-
riaux dits « biréfringents » qui possèdent deux indices de réfraction différents appelés indice
ordinaire no et indice extraordinaire noté ne associés à chacune des polarisations.
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3.3 Les surfaces périodiques
Les surfaces périodiques sont étudiées depuis plusieurs siècles puisqu’historiquement ce
sont les scientifiques D. Rittenhouse et F. Hopkinson qui observent et donnent une première
explication de leur propriété optique en 1783 [33].
Aussi étonnant que cela puisse paraître, Il est possible de rencontrer ce type de surface dans
la nature :
• Les couleurs si particulières de l’opale sont dues à sa structure moléculaire pério-
dique qui fait qu’elle ne réfléchit que certaines longueurs d’onde.
• Le « papillon morpho » bien qu’incolore possède des ailes d’un bleu métallique qui
ne s’altère pas avec le temps et qui deviennent vertes lorsque l’on plonge le papillon
dans l’eau.
Pour ces cas de figure, le phénomène est appelé « iridescence ».
Depuis une dizaine d’années nous trouvons aussi des surfaces périodiques dans nos cui-
sines puisque la grille du four micro-onde fonctionne sur ce principe, elle laisse passer
les fréquences optiques nous permettant de voir l’intérieur du four tout en confinant les
ondes électromagnétiques. Hormis cet exemple et pour une question d’encombrement, les
surfaces périodiques sont principalement utilisées pour des fréquences supérieures à la
centaine demégahertz et dans certains cas particuliers jusqu’à l’infrarouge [34].
Nous ne les voyons dans cette thèse qu’en tant que surface dichroïque plane mais il faut
savoir que les surfaces périodiques sont utilisées dans de nombreuses applications comme
par exemple les radômes et peuvent donc présenter une courbure.
Dans [35], les surfaces périodiques sont utilisées pour leur propriété de filtrage. Elles sont
divisées en quatre groupes distincts répertoriés sur la FIGURE I.5.
(a) Groupe 1 : éléments connectés au centre
ayant N pôles
(b) Groupe 2 : « types en anneau »
(c) Groupe 3 : ouverture dans un plan
conducteur ou patch imprimé sur un sub-
strat de forme quelconque
(d) Groupe 4 : combinaison des trois autres
groupes
FIGURE I.5 – Différents groupes de surfaces périodiques [35].
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À ces quatre groupes nous pouvons également rajouter les surfaces périodiques de type
fractal [36]. Le type de motif est choisi en fonction des performances recherchées car il peut
jouer sur le niveau d’atténuation et/ou de la polarisation croisée, la bande passante et la
sensibilité à l’angle d’incidence.
Demanière générale, les comportements coupe-bande et passe-bande sont obtenus à l’aide
des motifs des groupes 1 et 2 alors que les comportements passe-haut et passe-bas avec les
motifs du groupe 3 [35,36] (FIGURE I.6). Ici aussi la bande passante est liée à un phénomène
de résonance. En effet, chaque motif se comporte comme un circuit RLC dont la ou les fré-
quences de résonances dépendent des caractéristiques géométriques dumotif.
FIGURE I.6 – Gabarit de la réponse en fréquence de divers motifs [36].
Les motifs fractals permettront quant à eux d’avoir un comportementmulti-bandes,mais ce
comportement peut également être obtenu en cascadant plusieurs types de surfaces pério-
diques. Nous pouvons également rajouter les grilles qui présentent un seul axe de périodicité
spatiale et qui servent à filtrer et/ou séparer deux polarisations linéaires.
4 Modélisation des surfaces dichroïques
4.1 Introduction
Maintenant que nous avons introduit les différentes surfaces dichroïques utilisées dans
cette thèse, nous allons voir comment elles sont généralement modélisées. Comme pour la
précédente partie, nous traiterons la modélisation des lames diélectriques et des surfaces
périodiques dans deux sous-parties distinctes.
Nous le verrons par la suite, la modélisation de ce type de surface se fait généralement en
calculant sa réponse à une excitation par ondes planes monochromatiques, la convention
étant dans cette thèse e+ jωt avec j =p−1, ω= 2pi f , f la fréquence et t le temps.
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Le but premier de cette partie est de présenter les différentes techniques de modélisation
mais aussi de mettre en avant le fait que, sous certaines conditions, il est possible de modé-
liser une surface dichroïque à l’aide de matrices de réflexion et transmission.
4.2 Décompositions Parallèle/Orthogonale et TM/TE
L’onde plane incidente est caractérisée par un vecteur d’onde ki. Dans le système de coor-
données associé à la surface périodique (O, xˆ, yˆ, zˆ), ce vecteur d’onde s’écrit
ki = ξi+kzizˆ, (I.1)
avec ξi = kxixˆ+kyiyˆ ses composantes transverses et kzizˆ sa composante longitudinale.
Le calcul de la réponse d’une surface dichroïque se fait en décomposant l’onde plane in-
cidente sur deux vecteurs associés à deux polarisations : un premier vecteur contenu dans
le plan d’incidence et un second orthogonal au plan d’incidence. Le plan d’incidence étant
quant à lui défini comme celui contenant le vecteur d’onde ki et la normale nˆ à la surface
dichroïque. Cette configuration est représentée FIGURE I.7.
FIGURE I.7 – Plan d’incidence.
Avant de poursuivre l’étude, il est important de faire une parenthèse sur le fait que les
conventions, pour décomposer les champs en deux composantes, des lames diélectriques
et des surfaces périodiques ne sont pas toujours les mêmes.
La première convention, parallèle/orthogonale est bien adaptée à une « vision rayon » du
problème et donc aux lames diélectriques très utilisées en optique. Dans ce cas, les vecteurs
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La deuxième convention, Transverse Magnétique/Transverse Électrique (TM/TE), est bien
adaptée à une « vision guide d’onde » du problème. Nous le verrons par la suite, du fait des
conditions de périodicité, la décomposition en ondes TM/TE est très bien adaptée. Dans ce





eˆTEi = eˆ⊥i .
(I.3)
Nous voyons que cette décomposition est similaire à la précédente hormis le fait que dans les
décompositions modales, seules les composantes tangentes à la surface sont généralement




FIGURE I.8 – Différentes décompositions.
Dans la suite de ce chapitre, afin de ne pas perdre le lecteur, les deux types de surfaces
dichroïques sont présentées à l’aide de leur formalisme respectif.
Cependant, une étude rapide des deux décompositions montre que les deux conventions
sont équivalentes. Ainsi, comme nous manipulons tout au long de cette thèse un outil ma-
thématique très proche des rayons utilisés en optique, nous ne conserverons à la suite de ce
chapitre qu’une seule convention, la décomposition parallèle/orthogonale.
4.3 Les lames diélectriques
Pour une lame diélectrique mono ou multicouche, une onde plane incidente génère une
onde plane transmise et une onde plane réfléchie dont les vecteurs d’onde sont conte-
nus dans le plan d’incidence et les directions de propagation sont connues (loi de Snell-
Descartes). À chacune de ces ondes planes, nous associons une base orthonormée définie
par (eˆËu, eˆ⊥u , sˆu), avec l’indice u correspondant à i, r ou t suivant qu’il s’agisse de l’onde plane
incidente, réfléchie ou transmise et sˆu = ku‖ku‖ .
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(a) Lame diélectrique (b) Multicouche diélectrique
FIGURE I.9 – Lames diélectriquesmono et multicouche.
À chaque onde plane nous associons deux coefficients dépendant de la composante consi-


































Dans le cas d’une lame diélectriquemonocouche, les coefficients R/T sont analytiques [37].




















(kzi+kz1)2− (kzi−kz1)2 e−2 jkz1h
.
(I.6)
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(kzi+kz1)2− (kzi−kz1)2 e−2 jkz1h
,
(I.7)
avec (k0,εr0) nombre d’onde et permittivité relative dans le vide, (k1,εr1) nombre d’onde et
permittivité relative dans le diélectrique, kz1 =
√
k21 −
∥∥ξi∥∥2 et h épaisseur du diélectrique.



























Dans le cas d’une lame diélectrique les coefficients antidiagonaux, associés à la dépolari-
sation vis à vis des composantes parallèle et orthogonale, sont nuls. Enfin, pour un multi-
couche, il faudra utiliser une matrice chaîne globale qui dépend de l’interaction sur chaque
interface et de la propagation à l’intérieur de chaque milieu [20] (voir également Annexe E).
Une fois la matrice obtenue, les champs transmis et réfléchi pourront s’écrire dans le même
formalisme que l’équation (I.8).
4.4 Les surfaces périodiques
Il existe un nombre conséquent de méthodes permettant de modéliser une surface pério-
dique. Cette sous-section, en plus de présenter les techniques les plus utilisées, nous permet
également d’introduire une représentation modale très bien adaptée à l’étude des surfaces
périodiques : les modes de Bloch-Floquet.
4.4.a Représentationmodale de Bloch-Floquet
La surface à étudier étant périodique (FIGURE I.10a), il s’avère intéressant de la modéliser
comme une cellule élémentaire avec des conditions aux limites périodiques (FIGURE I.10b)
plutôt que de la considérer dans son ensemble.
Sur la FIGURE I.10a, comme pour le cas diélectrique, l’onde plane incidente est représentée
par son vecteur d’onde ki. En coordonnées sphériques, la direction du vecteur d’onde se tra-
duit par deux angles (θ,φ). La taille de la période est quant à elle définie par le couple (dx,dy ).
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(a) Surface périodique (b) Cellule élémentaire
FIGURE I.10 – Surface périodique et cellule élémentaire
Le problème étant périodique, le champ électrique vérifie les conditions aux limites
Eu(dx)=Eu(0)e− jkxidx
Eu(dy )=Eu(0)e− jky idy ,
(I.9)
avec
(−kxidx ,−kyidy) les déphasages induits par l’onde plane incidente selon x et y . L’indice
u correspond, comme pour les lames diélectriques, à i, r ou t suivant qu’il s’agisse du champ
incident, réfléchi ou transmis.
Afin de résoudre le problème, l’onde plane incidente est représentée comme la superposi-
tion de deux modes transverses TE et TM. Cette configuration est représentée FIGURE I.11.
Sur cette figure, les champs incident et réfléchi sont définis dans z > 0 et le champ transmis
dans z < 0.
FIGURE I.11 – Plan d’incidence.
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u,pq ) les amplitudes associées au mode d’ordre (p,q). Les vecteurs d’onde
d’ordre (p,q) sont quant à eux définis par
ki,pq = ξi,pq +kzi,pq zˆ
kt,pq = ki,pq
kr,pq = ξi,pq −kzi,pq zˆ,
(I.11)
avec ξi,pq = kxi,p xˆ+kyi,q yˆ et
kxi,p = kxi+ 2pip
dx





k2−∥∥ξi,pq∥∥2 si ∥∥ξi,pq∥∥≤ k
j
√∥∥ξi,pq∥∥2−k2 si ∥∥ξi,pq∥∥> k ,
(I.12)
Du fait de e− jkzi,pq z dans (I.10), nous voyons que pour kzi,pq réel, il s’agira de modes propa-
gatifs, dans le cas contraire, il s’agira de modes évanescents.
Enfin, les vecteurs (eˆTMi,pq , eˆ
TE





kyi,q xˆ−kxi,p yˆ∥∥ξi,pq∥∥ ,
(I.13)
ces définitions en (p,q)= (0,0) étant équivalentes à (I.3).
À noter que dans le cas où les deux axes de périodicité ne seraient pas orthogonaux, il existe
des formules plus générales pour les composantes (p,q) du vecteur d’onde [38].
Nous voyons dans (I.13) que l’onde plane incidente correspond au mode de Bloch-Floquet
propagatif d’ordre (0,0) tel que
Ei,tv(ξi)= ETMi,00 e− jk
t
i,00r eˆTMi,00(ξi,00)+ETEi,00 e− jk
t
i,00r eˆTEi,00(ξi,00). (I.14)
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Les champ réfléchi et transmis seront, quant à eux, exprimés à l’aide de l’équation (I.10) sur
une somme discrète infinie de modes.
Exprimées ainsi, ces équations ne nous permettent pas de nous ramener à un problèmema-
triciel simple. Cependant, à l’aide de l’équation (I.12), il est possible de déduire que seul le
mode fondamental est propagatif si et seulement si
dx < λ0
1+kxi/k0
et dy < λ0
1+kyi/k0
. (I.15)
C’est dans ce cadre que nous nous plaçons pour l’étude des systèmes quasi-optiques. Ceci
est en parfait accord avec le contexte exposé dans la première partie. Ainsi, en négligeant les
modes de Bloch-Floquet évanescents, nous pouvons écrire
Er,tv(ξi)= ETMr,00 e− jk
t
r,00r eˆTMi,00(ξi,00)+ETEr,00 e− jk
t
r,pqr eˆTEi,00(ξi,00)
Et,tv(ξi)= ETMt,00 e− jk
t




Au final, tout comme pour les diélectriques, en z = 0 le problème peut se ramener à un pro-






























les indices (0,0) ayant été omis.
Enfin, notons que cetteméthode n’est pas limitée aux surfaces périodiques infiniment fines.
En effet, même si le motif périodique présente une épaisseur (présence d’un substrat, pro-
fondeur du motif, etc.), les champs incident, transmis et réfléchi peuvent toujours être dé-
crits à l’aide de modes de Bloch-Floquet.
4.4.b Modèles numériques
Si le formalisme de Bloch-Floquet fournit un outil puissant pour étudier les surfaces pério-
diques, cela nécessite cependant de savoir calculer les amplitudes (ETMu,pq ,E
TE
u,pq ) associées
aumode d’ordre (p,q). Trois grandesméthodes peuvent être utilisées pour trouver ces coef-
ficients :
Laméthode basée sur les équations intégrales aussi appelée méthode des moments pério-
diques est basée sur une formulation du problème par équations intégrales puis sur une
discrétisation de ces équations afin de ramener le problème à l’étude d’un système linéaire.
Considérons un exemple simple composé uniquement de motifs périodiques métalliques.
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Nous allons décrire l’équation intégrale sur le champ électrique (EFIE en anglais). Grâce au
principe de superposition, le champ total E est divisé en deux composantes distinctes : d’un
côté le champ incident Ei, matérialisé par l’onde plane incidente et de l’autre, le champ dif-
fracté par la surface périodique Ed. Ainsi, nous pouvons écrire que
E=Ei+Ed (Jd) , (I.18)
avec Jd le courant électrique à l’endroit des motifs métalliques. L’équation intégrale sur le
champ électrique s’obtient en écrivant la condition sur le champ E au niveau de la surface
périodique
nˆ× (Ei+Ed (Jd))= 0, à l’endroit du métal, (I.19)
avec nˆ la normale sortante au métal. Le champ diffracté peut s’exprimer
Ed =Z Jd. (I.20)
avecZ un opérateur impédance calculé à l’aide de la fonction de Green périodique.
La résolution du problème nécessite une discrétisation surfacique du problème. Dans ce
but, les familles de fonctions sur lesquelles sont projetés les courants et les champs sont
choisies de telle sorte à être adaptées au problème. Par exemple, les fonctions RWG (Rao
Wilton Glisson), qui utilisent un maillage triangulaire, permettent d’accorder maillage et
structure à mailler, les fonctions Rooftop qui utilisent un maillage carré permettent d’utili-
ser des algorithmes rapides telle la FFT [33]. La méthode des moments s’hybride très bien
avec d’autres méthodes basées sur une description modale des champs [38] et la prise en
compte d’une ou plusieurs couches diélectriques est possible en modifiant la fonction de
Green. Pour plus de détails, l’Annexe A est consacrée à l’étude complète par EFIE d’une
surface périodique en dimension 2.
Ensuite vient la méthode des éléments finis. Cette méthode, basée sur une discrétisation
volumique du problème, n’a pas été utilisée dans le cadre de cette thèse et nous ne la verrons
pas en détails ici. Cependant, il est intéressant de noter qu’elle est notamment utilisée par le
logiciel commercial HFSS.
Enfin, quelques mots sur la méthode des différences finis dans le domaine temporel
(FDTD).C’est une méthode classique de résolution des équations de Maxwell aux dérivées
partielles. Elle consiste à remplacer les dérivées des champs électromagnétiques par des dif-
férences prisent à deux instants t différents sur deux grilles cartésiennes en quinconces. Bien
que les applications visées par cette méthode ne sont pas les surfaces périodiques, de nom-
breux auteurs ont proposés des techniques permettant d’implémenter les modes de Bloch-
Floquet dans la FDTD [39,40].
4.4.c Modèles analytiques
Dans le cas où la période est inférieure à la demi longueurd’onde, il est possible d’utiliser des
modèles analytiques basés sur une condition d’impédance/admittance équivalente [2, 41]
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au niveau de la surface périodique. Cette méthode donne de bons résultats dans le cas
de plaques minces et est d’autant plus précise que la période et l’épaisseur sont petites
devant la longueur d’onde considérée. D’une manière générale, les modèles analytiques ne
manquent pas et sont évidemment d’autant plus complets que la cellule élémentaire est
complexe et/ou le modèle précis. Voici quelques exemples pour illustrer ces propos.
La grille polarisante présentée sur la FIGURE I.12a peut être représentée par des coefficients
de réflexion et transmission enmode TE et TM.
(a) Grille polarisante (b) Grille inductive
FIGURE I.12 – Différentes surfaces périodiques.
Il est possible de démontrer [41] que les coefficients de réflexion et transmission de la grille






(k2−k2xi)(1− jαkzik )+ 2kη Zdd1kzi
T TM = 1+RTM,
(I.21)





(k2−k2xi)(1− jαkzik )+ 2kη Zdd1kzi
T TE = 1+RTE,
(I.22)
enmodeTE, avec d1 période du réseau, d2 épaisseur des fils, η l’impédance d’onde dumilieu







dans le cas d’une grille composée de bandes infiniment fines ;
• α= kd1pi log 2d1pid2 dans le cas d’une grille composée de fils épais.
Il est également possible [42] de modéliser la surface périodique présentée FIGURE I.12b
par une condition d’admittance Y ne dépendant pas de la polarisation du champ incident
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R = T −1,
(I.23)
avec




















et λ longueur d’onde dans le vide.
De nombreuses astuces permettent de modéliser des motifs plus complexes ou d’accélérer
les calculs :
• À l’aide du théorème de Babinet, il est simple de déduire la solution du problème
inverse de la FIGURE I.12b, la grille capacitive composée de patchs.
• Pour une plaque inductive, il est possible de prendre en compte l’épaisseur de la
plaque en utilisant le mode de propagation principal à l’intérieur des guides rectan-
gulaires, et d’en déduire de nouveaux coefficients [41,43].
• Les diélectriques multicouches associés à des surfaces sélectives en fréquence pour-
ront être modélisés en cascadant les conditions d’impédance [44].
• Il est possible d’exploiter la symétrie de certainsmotifs pour calculer la réponse totale
d’une surface périodique à l’aide d’une seule onde plane [45].
5 Conclusion du chapitre
Dans ce chapitre nous avons présenté succinctement la radiométrie spatiale. Nous nous
sommes ensuite attardés sur un élément constituant du radiomètre, le système quasi-
optique pour finir sur la présentation de techniques de modélisation des surfaces di-
chroïques.
Le contexte lié à la radiométrie nous permet de faire une supposition importante quant à la
réponse de la surface dichroïque : seul le mode fondamental de Bloch-Floquet est propa-
gatif. En effet, le rayonnement devant rester tubulaire, la période des surfaces dichroïques
devra être inférieure à la demi longueur d’onde du champ incident. Cette hypothèse sera
exploitée tout au long de l’étude par le fait que toutes les surfaces dichroïques considérées
dans ce manuscrit seront approchées par des coefficients R/T en 2D et des matrices R/T en
3D.
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Le but final de ces travaux étant de modéliser par faisceaux gaussiens un système quasi-




Les surfaces dichroïques ayant été présentées au premier chapitre, ce second chapitre est
consacré aux Faisceaux Gaussiens (FGs). L’objectif est simple : présenter dans un premier
temps l’existant pour ensuite introduire les formulations développées et utilisées dans le
cadre de cette thèse. Ce chapitre est divisé en trois parties :
• Dans une première partie nous voyons comment les FGs ont été introduits. Cette par-
tie nous permet également de présenter leurs propriétés physiques au travers de dif-
férentes formulations.
• La seconde partie est consacrée à une nouvelle formulation 2D indispensable à notre
étude. Cette dernière étant une généralisation de formulations déjà existantes.
• La dernière section est quant à elle dédiée à la formulation généralisée en 3D.
1 Approches classiques
Historiquement, les FGs ont été introduits afin demodéliser efficacement certains systèmes
optiques car ils sont solutions de l’équation de propagation sous l’approximation paraxiale 1
[3–5] et décrivent ainsi très bien, et demanière analytique, la propagationd’un faisceau laser.
1.1 Formulation scalaire à partir de l’équation de propagation paraxiale
1.1.a Équation de propagation paraxiale
L’équation deHelmholtz est une équation aux dérivées partielles qui en l’absence de sources
et dans un espace homogène s’écrit (
∆+k2)u = 0, (II.1)
1. Faible divergence du champ au cours de sa propagation.
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avec ∆ l’opérateur laplacien, k le nombre d’onde du milieu considéré et u représen-
tant soit un potentiel scalaire, soit une des composantes transverses du champ élec-
trique/magnétique ou des potentiels vecteurs.
En régime harmonique, il existe une solution élémentaire à cette équation : L’onde plane,
dont l’amplitude est uniforme et dont les fronts d’ondes sont plans. Considéronsmaintenant
une solution à (II.1) qui ne soit pas purement une onde plane mais, dont la direction de
propagation principale est suivant l’axeOz. Nous pouvons écrire
u(r)= u0ψ(r)e− jkz , (II.2)
avec u0 une amplitude complexe. Si cette solution diverge peu autour de son axe de propa-





Ainsi, en injectant (II.2) dans (II.1) et en négligeant ∂
2ψ(r)
∂z2 , nous obtenons l’équation de pro-


























































les paramètres caractéristiques du faisceau dans les plans
(xOz) et (yOz). Comme nous le verrons dans la partie suivante, ils représentent la taille et la
position de la ceinture le long de l’axe de propagationOz. Les paramètres zx0 et zy0 sont des
constantes dimensionnant la zone focale. Ils sont analogues à la distance de Rayleigh pour


















































Cette solution est souvent appeléemode fondamental, ou FG fondamental, en référence aux
bases de fonctions orthogonales de Gauss-Hermite (et Gauss-Laguerre en coordonnées cy-
lindriques), qui sont elles aussi solutions de l’équation de propagation paraxiale [3].
1.2 Formulation scalaire à partir du spectre d’ondes planes
1.2.a Spectre d’ondes planes
Plus récemment [46, 47], une nouvelle représentation du FG a été introduite permettant
non seulement au faisceau de présenter un astigmatisme généralisé mais aussi de calculer
une nouvelle formulation analytique valide en champ lointain ne dépendant pas de l’ap-
proximation paraxiale. Cette formulation utilise la représentation du champ sur son spectre
angulaire d’ondes planes.




















Q0 est une matrice complexe symétrique de dimension (2,2), traditionnellement appelée
«matrice de courbure complexe » [12], associée à la forme quadratique
ρtQ0ρ =Q11x2+Q22y2+2Q12xy. (II.10)
Afin d’assurer une décroissance du champ u, la matrice Im(Q0) doit être définie négative, ce
qui correspond à
Im(Q11)< 0 det |Im(Q0)| > 0. (II.11)
Notons que ces conditions impliquent que Im(Q22)< 0.
À partir de u(ρ), il est possible de déduire le spectre angulaire d’ondes planes du FG (Annexe






Nous rappelons que ξ= kx xˆ+ky yˆ. Ce spectre se calcule analytiquement











Nous voyons apparaître dans cette équationune racine carrée d’un nombre complexedont il
faut préciser la détermination.Dans toute la suite de cemanuscrit, les racines carrées seront
toujours à partie imaginaire positive.
1.2.b Formulation paraxiale
À partir de l’équation (II.13), nous pouvons déduire la valeur du champ en tout point de
l’espace. Il suffit pour cela de prendre en compte la propagation de chaque onde plane entre
le plan z = 0 et le point d’observation. Il vient ainsi
u(r)=TF−1
(








Contrairement à l’équation (II.13), le calcul de la transformée de Fourier inverse n’est pas
direct. Il faut pour cela utiliser une technique asymptotique d’évaluation d’intégrale appelée
méthode du chemin de descente rapide (ouméthode du point col). Cette évaluation est cou-
plée à une approximation paraxiale qui consiste, dans le domaine spectral, à ne privilégier
que les ondes planes dont les directions de propagation sont proches de l’axeOz. Elles sont
caractérisées par
‖ξ‖ << k. (II.15)




k2−‖ξ‖2 = k− ‖ξ‖
2
2k
+o (‖ξ‖2) . (II.16)
Afinde nepas alourdir la lecture, nous ne détailleronspas la technique icimais nous invitons













Q−1(z)=Q−10 + z I, (II.18)
et I la matrice identité de dimension 2×2. Dans le cas où lamatriceQ0 est diagonale, les for-
mulations (II.5) et (II.17) sont identiques. Nous pouvons ainsi relier la matrice de courbure
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Dans cette dernière équation, le terme en racine carrée décrit l’évolution longitudinale de
l’amplitude de u selonOz et le terme en exponentiel correspond à l’effet de Gouy sur lequel
nous revenons dans la partie 1.6.
1.3 Formulation vectorielle à partir du spectre d’ondes planes
Nous cherchons ici à obtenir une formulation vectorielle du champàpartir de la formulation
paraxiale.
1.3.a Champ électrique en z = 0







avec (ax ,ay ) des coefficients complexes respectivement associés aux amplitudes selon xˆ et
yˆ. La fonction u(ρ) est donnée par (II.8).
1.3.b Spectre d’ondes planes
De la même manière que pour la formulation scalaire, il est possible de trouver le spectre














qui se calcule également analytiquement





avec la fonction u˜(ξ) donnée par l’équation (II.13). La troisième composante du champ est
déduite de l’équation deMaxwell-Gauss en l’absence de charge,∇.E= 0, en remarquant que
dans le domaine spectral, les dérivées partielles selon x, y et z reviennent à respectivement





De la mêmemanière, à l’aide de l’équation deMaxwell-Faraday,∇×E=− jωµH, avec µ per-
















avec E˜= E˜tv (ξ)+ E˜z (ξ) zˆ.
Le cadre de l’approximation paraxiale permet de trouver des formulations vectorielles ap-
prochées des champs électrique et magnétique qui s’écrivent
E(r)= ax
(






































avec la fonction u (r) donnée par (II.14).
1.4 Formulation champ lointain
À partir du spectre d’ondes planes d’un champ électromagnétique, en supposant que le
champ se propage vers les z > 0, il est possible de trouver une formulation champ lointain.
Les FGs ne font pas exception à cette règle. Ainsi, en faisant une nouvelle fois une évalua-
tion asymptotique de (II.25) mais cette fois, à l’aide du théorème de la phase stationnaire





















































Nous voyons apparaître dans l’équation (II.28) le terme e
− j kr
r qui dénote le comportement
classique en onde sphérique qui doit apparaître en champ lointain. Notons que l’évaluation
de l’intégrale ne requiert aucune approximation paraxiale mais seulement une approxima-
tion champ lointain (kr >> 1).
À noter également que la formulation paraxiale, en champ lointain et pour les points éloi-
gnés de l’axe de propagation, ne possède pas le comportement classique en onde sphérique.
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FIGURE II.1 – Coordonnées sphériques.
1.5 Puissance transportée par un FG
Il est possible, à l’aide du théorème de Poynting de calculer la puissance transportée par un











)×H? (ρ)) .z˜ dρ
= pi
p






avec εr permittivité relative dumilieu.
1.6 Propriétés physiques
À ce stade, nous avons donc deux formulations vectorielles du FG :
• Une formulation vectorielle paraxiale (II.26) qui sera utilisée en champ proche.
• Une formulation vectorielle champ lointain (II.28) qui sera utilisée en champ lointain.
Nous l’avons vu, ces deux formulations sont intimement liées à la formulation scalaire du
FG (II.17). Ainsi, avant d’étudier les propriétés de la formulation vectorielle, il est important
de relier les différents termes de la fonction u(r) aux propriétés physiques du FG. Dans cette
sous partie, après avoir étudié la formulation scalaire, nous présentons les caractéristiques
d’un FG, nous analysons ensuite l’évolution des amplitudes transverse et longitudinale de la
formulation paraxiale pour finir sur la formulation champ lointain.
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1.6.a Fonction scalaire : symétrie de révolution (FG circulaire)
La fonction u(r) décrit le comportement de l’amplitude du FG scalaire. Considérons un













Nous pouvons tracer l’amplitude du champ dans les plans transverse (FIGURE II.2a) et lon-
gitudinal (FIGURE II.2b) en fonction de (x/W0, y/W0, (z − zW 0)/z0) pour s’affranchir des ca-
ractéristiques du FG.
(a) |u|dB dans le plan transverse (xOy) (b) |u|dB dans le plan longitudi-
nal (xOz)
FIGURE II.2 – Évolution de |u(r )|.










x2+ y2)] , (II.33)







. Le terme en racine carrée dans (II.33) traduit l’évo-
lution longitudinale du champ alors que le terme en exponentiel traduit l’évolution trans-
verse et le comportement gaussien de u. Le cercle noir et les arcs d’ellipses sur les FIGURES






avec e = exp(1). Notons que plus de 86% de la puissance transportée par le FG est compris
dans cette enveloppe.
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Nous voyons également sur la FIGURE II.2b que le FG converge vers une zone focale. Cette
zone est appelée ceinture du FG et est située en z = zW 0, comme nous pouvons le voir sur la
FIGURE II.3a.
(a) Positions et tailles de la ceinture (b) Angle de divergence θmax
FIGURE II.3 – Évolution du FG dans un plan longitudinal en fonction de Q0.
La divergence du FG est directement liée à la taille de cette ceinture. Plus elle est petite, plus
le faisceau diverge et moins l’approximation paraxiale est vérifiée.
À grande distance de la ceinture, il est possible de définir un angle de divergence du FG,





L’angle de divergence maximal généralement admis étant de l’ordre de 20° [12], ceci corres-
pond à
kW0 ≥ 5. (II.36)


















(a) Rayon de courbure















FIGURE II.4 – Phase et rayon de courbure au passage de la ceinture.
Enfin, à la traversée de la zone focale d’un FG circulaire, il se passe deux phénomènes :
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• À cet endroit le rayon de courbure devient infini et donc, le front d’onde plan. En
s’éloignant de la ceinture, le rayon de courbure diminue très rapidementpour ensuite
augmenter à nouveau et tendre vers le comportement d’une onde sphérique (dans
l’axe du FG) centrée en zW 0. Ce phénomène est représenté FIGURE II.4a.
• Les champs électromagnétiques subissent un déphasage de 180°. C’est ce que l’on
appelle l’effet Gouy. Ainsi, proche de cette zone, la vitesse de phase du FG devient
supérieure à celle d’une onde plane dont la direction de propagation estOz. Ce phé-
nomène est représenté FIGURE II.4b.
1.6.b Fonction scalaire : dissymétrie et astigmatisme
Lorsque Q reste diagonale, mais avec des termes diagonaux égaux, on parle d’astigmatisme.
Dans ce cas, l’évolution longitudinale de l’enveloppe deu(r) et les angles de divergences sont
alors différents dans chacun des plans (xOz) et (yOz). Cette configuration est représentée
FIGURE II.5.
(a) Positions et tailles des ceintures (b) Angles de divergence θx et θy
FIGURE II.5 – Évolution du FG dans les plan longitudinaux en fonction de Q0.
En plus du FG circulaire, la matrice de courbure complexe nous permet de créer quatre
autres types de FGs différents. Sur la FIGURE II.6, nous avons tracé trois enveloppes cor-
respondant à trois matrices de courbures différentes.
• Sur la FIGURE II.6a, le FG circulaire est dû à une matrice de courbure diagonale dont













avec, dans cet exemple,W0 =λ et zW 0= 0.
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FIGURE II.6 – Différents FGs.
• Sur la FIGURE II.6b, le FG elliptique est dû à unematrice de courbure diagonale dont













avec, dans cet exemple,Wx0 =λ,Wy0 = 2λ et zW 0 = 0.
• Sur la FIGURE II.6c, le FG astigmatique est dû à une matrice de courbure diagonale













avec, dans cet exemple,Wx0 =λ,Wy0 = 2λ, zWx0 = 0 et zWy0= 5λ.
• Le quatrième type, le FG à astigmatisme généralisé est dû à unematrice de courbure
non diagonale. Il n’est pas représenté ici car ces caractéristiques géométriques sont
plus difficiles à relier aux paramètres de la matrice de courbure.
1.6.c Formulation vectorielle
Maintenant que nous avons vu le comportement scalaire d’un FG, il est intéressant de voir le
comportement vectoriel d’un FG à astigmatisme généralisé. Pour ce faire, nous considérons
un FG polarisé suivant x ayant une matrice de courbure non diagonale dont les paramètres
sont donnés par :












Le comportement en z = 0 du champ électrique est tracé FIGURE II.7. Sur cette figure, ‖Ex‖dB
représente la norme de la composante du champ électrique suivant x et ‖Ez‖dB suivant z.
Nous voyons sur ces figures que :
34 FAISCEAUX GAUSSIENS
(a) ‖Ex‖dB (b) ‖Ez‖dB
FIGURE II.7 – Champ électrique en z = 0 (dB).
• Du fait des paramètres diagonaux différents de la matrice de courbure, le faisceau est
elliptique.
• Du fait des paramètres antidiagonaux non nuls, les plans de symétries du FG ne sont
plus selon x = 0 et y = 0.
Les évolutions longitudinales du FG dans les plans xOz et yOx sont représentées FIGURE
II.8.
(a) ‖Ex‖dB dans xOz (b) ‖Ez‖dB dans xOz (c) ‖Ex‖dB dans yOz (d) ‖Ez‖dB dans yOz
FIGURE II.8 – Champ électrique dans les plans xOz et yOz (dB).
Nous remarquons sur cette dernière figure que le champ électrique selon zˆ est faible. Habi-
tuellement, pour un FG astigmatique polarisé linéairement suivant xˆ, la composante Ez est
nulle dans le plan (yOz). Une rapide étude de (II.26) permet de démontrer cette propriété.
Cependant ici, du fait de la présence de paramètres antidiagonaux dans la matrice de cour-
bure, ce n’est pas le cas.
Les champs lointains calculés à partir des deux formulations sont présentés FIGURE II.9.
Cette figure met en évidence l’erreur de l’approximation paraxiale par rapport à l’approxi-
mation champ lointain. Nous voyons également que l’erreur commence à devenir consé-
quente au-delà de θ = 20◦. Ceci correspond bien à ce que nous avons vu dans l’équation
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(a) ‖Ex‖dB dans xOz (b) ‖Ex‖dB dans yOz
FIGURE II.9 – Champ électrique normalisé (dB), formulation champ lointain (Form. CL) en
noire et formulation paraxiale (Form. Parax.) en bleue.
(II.35). Notons que dans la suite de ce manuscrit, les champs lointains seront tracés avec la
formulation champ lointain.
2 Formulation généralisée en 2D
L’étude des surfaces dichroïques nous a amené à trouver une nouvelle formulation du FG.
Cette formulation se base sur la formulation des FGs à astigmatisme généralisé auxquels
nous avons ajouté un décalage spatial et spectral. De ce fait, elle se base aussi grandement
sur les Faisceaux Gaussien à Phase Linéaire (FGPL) dont plusieurs formulations ont déjà
été proposées par L. B. Felsen [14, 15, 48], D. Lugara [17, 49]. Dans ces travaux, ces faisceaux
sont utilisés pour décomposer un champquelconque défini sur une surface plane à l’aide de
fonctions gaussiennes élémentaires décalées à la fois spatialement et spectralement 2 (tech-
nique sur laquelle nous reviendrons au prochain chapitre). Ces fonctions élémentaires ont
donc commeprincipale propriété, par rapport aux FGs à astigmatismegénéralisé, une phase
linéaire qui permet de modifier la direction de propagation du faisceau. Cette formulation
exige cependant que la ceinture du FGPL soit placée en z = 0. Pour une meilleure compré-
hension du phénomène, la FIGURE II.10 illustre les différents décalages et leurs effets sur le
faisceau. Sur cette figure, l’angle θf est égal à arcsin
βx0
k avec βx0 < k, le décalage spectral.
Pour plus de détails sur cette formulation, nous invitons les lecteurs intéressés à lire les
thèses de D. Lugara [17] et A. Chabory [20].
Pour les besoins de cette thèse, nous avons généralisé les FGPL afin que la ceinture du FG
puisse être déplacée le long de l’axe de propagation et la matrice de courbure puisse être
2. Dans cette thèse, nous parlons de « décalage spectral » et/ou de « phase linéaire », il est important de
savoir que ces deux notions sont équivalentes.
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(a) Décalage spatial x0 (b) Décalage spectral βx0 (c) rayonnement suivant un nou-
vel axe de propagation z f
FIGURE II.10 – Faisceaux Gaussien à Phase Linéaire dans le plan (xOz).
non symétrique. Mais avant d’introduire la nouvelle formulation en 3D, il est important de
présenter la formulation 2D qui, du fait des champs scalaires, est plus simple à manipu-
ler tout en conservant les mêmes principes physiques. C’est ce que nous faisons dans cette
deuxième partie.
2.1 Formulation paraxiale
En dimension 2, le problème est invariant dans une direction (nous choisissons ici l’axe yˆ).
En z = 0, le FG ne possède donc un aspect gaussien que selon xˆ. En 2D, la formulation géné-








[− jβx0 (x−x0)] . (II.40)




2 . Le paramètre q0 représente le rayon de courbure complexe du FG. Il rem-
place la matrice de courbure du FG 3D. C’est ce dernier terme qui diffère de la formulation
du FGPL 2D. Ainsi, en z = 0, la formulation généralisée possède une phase quadratique. À






























− j (kxx+kz z)dkx , (II.42)
Dans sa thèse, D. Lugara [17] a montré qu’à partir du spectre d’un FGPL, il est possible d’ob-
tenir deux formulations paraxiales différentes. Nous montrons Annexe C, que cela est égale-
ment le cas avec la formulation généralisée. En considérantβx0 < k, elles s’obtiennent toutes
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La première formulation est basée sur une évaluation asymptotique de (II.42) avec la mé-















)]exp[− jkzf] . (II.44)
La deuxième formulation est obtenue de façon similaire mais en effectuant préalablement




























Sur la FIGURE II.11a, nous avons représenté l’évolution de l’amplitude de |u(x)| en z = 0.
Nous voyons que la fonction est décentrée du fait du paramètre x0, la FIGURE II.11b illustre
le décalage dû à βx0 dans le domaine spectral. L’évolution longitudinale du champ au cours
de la propagation se fera telle qu’elle est représentée FIGURE II.11c.
(a) Décalage spatial (b) Décalage spectral (c) rayonnement suivant zf
FIGURE II.11 – Faisceau décalé spatialement et spectralement.
Pour deux raisons, nous avons choisi de ne travailler qu’avec (II.45). La première raison est
que, pour les FGPLs, cette formulation estmoins limitée par l’approximation paraxiale [20] et
donne ainsi de meilleurs résultats (ceci est également vrai pour la formulation généralisée).














[− jkzf] , (II.47)
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avec
qf0 =−zWx0cos2θf+ j z0 cos2θf
q(zf)= zWx0f+qf0.
(II.48)
Ce qui revient à dire qu’il s’agit d’un FG ayant une ceinture égale à Wx0cos2θf placée en
zf = zWx0cos2θf.
Cependant, Il faudra particulièrement faire attention au paramètre βx0 car son effet sur l’er-
reur résiduelle est triple :
• Pour une taille de ceintureWx0 fixée, plus βx0 est grand, plus la ceinture équivalente
Wx0 cos2θf est petite et donc plus le faisceau diverge autour de sa nouvelle direction
de propagation.
• Plus βx0 est grand, plus le champ est déformé. En effet, une fonction gaussienne
translatée spectralement n’est pas exactement une fonction gaussienne décalé angu-
lairement (ceci sera confirmé dans la suite de se rapport par le biais de simulations).
• Si βx0 est choisi de tel sorte qu’une partie du champ se retrouve évanescent, le champ
ne peut plus être considéré comme un FG.
2.2 Formulation champ lointain
Commepour chaque formulation, il est possible à partir du spectre d’ondes planes (II.41) de
















(x−x0)2+ z2. Par rapport à la formulation paraxiale cette formulation n’est pas
limitée par le paramètre βx0. Ceci sera confirmé dans les simulations.
2.3 Évolution de l’erreur en fonction de βx0
2.3.a Méthode de référence
La méthode à laquelle nous comparons les résultats est basée sur le rayonnement de cou-
rants équivalents. Ces courants sont calculés de la manière suivante :
• Le spectre du champ électrique en z = 0 est obtenu sur une grille finie allant de k à
−k à l’aide de (II.41).
• À partir de (II.41) et avec l’équation de Maxwell-Faraday, nous calculons sur cette
même grille le spectre du champmagnétique.
• À l’aide d’une transformée de Fourier inverse, nous déduisons les champs E et H en
z = 0 sur une grille suffisamment grande afin que l’amplitude des champs soient né-
gligeables aux deux extrémités.
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et nous les faisons rayonner grâce aux formules présentées en Annexe D.
Bien entendu, lors de toutes ces manipulations, le maillage est choisi suffisamment fin pour
ne pas engendrer d’erreur. Il est à noter que nous aurions aussi très bien pu directement
utiliser les formules analytiques des champs électrique et magnétique en z = 0 pour calculer
les courants. Cependant, cette opération aurait inclus une petite erreur due à l’approxima-
tion paraxiale. Le fait de n’imposer que le champ électrique et d’utiliser son spectre pour
déduire le spectre du champmagnétique permet de s’affranchir de toute approximation sur
la méthode de référence.
Notons aussi qu’il est possible de faire propager numériquement les spectres des champs
pour trouver la solution de référence. Cependant, cette méthode étant laborieuse en 3D du
fait du grand nombre d’ondes planes à prendre en considération, nous avons préféré ne
conserver qu’une seule méthode de référence pour les cas 2D et 3D en utilisant les courants
équivalents.
2.3.b Formulation paraxiale
Il est intéressant de faire une étude sur le paramètre βx0 afin de voir l’évolution des pro-
priétés physiques du faisceau ainsi que l’erreur générée par l’approximation paraxiale. Pour





La condition de paraxialité (II.36) est bien vérifiée. Les FIGURES II.12 et II.13 récapitulent les
différents résultats.
(a) |uFG|dB, θf = 0◦ (b) |uFG|dB, θf = 22.5◦ (c) |uFG|dB, θf = 45◦
FIGURE II.12 – Amplitude du champ pour différents θf (dB).
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• La FIGURE II.12montre l’évolution de l’amplitude deu(x,z) en fonction du paramètre
βx0.
• La FIGURE II.13 montre l’amplitude de l’erreur en fonction du paramètre βx0.




. la fonction uFG représente le
champ calculé à l’aide de la formulation paraxiale et uref est le champ référence obtenu en
faisant rayonner les courants calculés à l’aide du spectre d’ondes planes du FG en z = 0. Pour
plus de détails sur le spectre d’ondes planes, voir Annexe B.
(a) |uFG−uref|dB, θf = 0◦ (b) |uFG−uref|dB, θf = 22.5◦ (c) |uFG−uref|dB, θf = 45◦
FIGURE II.13 – Différence avec référence (dB).
Nous voyons sur la FIGURE II.12a que la ceinture se situe bien en z = 10λ. Comme dit plus
haut, nous remarquons que plus l’angle θf augmente, plus la ceinture se rapproche de l’ori-
gine z = 0 et plus sa taille diminue. Mais surtout, l’erreur résiduelle devient vite très forte du
fait de l’inclinaison du FG. À noter que la forte erreur placée en z = 0 est due à un résidu du
calcul numérique.
2.3.c Formulation champ lointain
Cette formule ne dépendant pas de l’approximation paraxiale, le champ est parfaitement
bien évalué.
(a) |uFG|dB et |uref|dB, θf = 0◦ (b) |uFG|dB et |uref|dB, θf = 22.5◦ (c) |uFG|dB et |uref|dB, θf = 45◦
FIGURE II.14 – Formulation champ lointain (dB).
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En effet, nous voyons FIGURE II.14 que quel que soit le cas considéré, la formulation champ
lointain et la référence donnent exactement les mêmes résultats (l’erreur relative, bien que
tracée sur les figures, n’apparaît pas car elle est toujours en dessous de −50 dB). Ces figures
nous permettent également de remarquer que du fait de la phase linéaire, l’amplitude du
champ, n’a plus tout à fait une allure gaussienne et perd sa symétrie axiale. Ceci est d’autant
plus vrai que θf est grand.
3 Formulation généralisée en 3D
La formulation 2D ayant été présentée, nous allons maintenant voir la formulation géné-
ralisée en dimension 3. Par rapport à la formulation à astigmatisme généralisé, nous avons
rajouté deux décalages spatiaux (x0, y0) et deux décalages spectraux (βx0,βy0).
3.1 Formulation dans le plan xOy







avec ax et ay des coefficients complexes associés aux directions xˆ et yˆ. La fonction u repré-
sente une fonction scalaire gaussienne positionnée en z = 0, décalée spatialement et spec-




















Ainsi, le faisceau est défini par 5 paramètres :
• Un système de coordonnées (O, xˆ, yˆ, zˆ).
• Unmatrice de courbure complexe symétrique.
• Un couple de coefficients (ax ,ay ).
• Un couple de décalages spatiaux ρ0.
• Un couple de décalages spectraux β0.
3.2 Formulation paraxiale
Comme ce qui a été fait précédemment, la formulation paraxiale du FG généralisé est obte-



































)t Q−10 (ξ−β0)+ jρt0ξ] . (II.57)
Si βz0 =
√
k2−∥∥β0∥∥2 < k, le spectre du FG est centré sur une onde plane propagative. Nous
associons à ce spectre un nouveau système de coordonnées (Of, xˆf, yˆf, zˆf) tel que zˆf corres-






où Pi→f est une matrice (3×3) de passage du repère d’origine au nouveau repère associé à











Ce nouveau repère est illustré FIGURE II.15.
FIGURE II.15 – Nouveau système de coordonnées.
Afin de décrire l’orientation des différents repères, nous utilisons la définition classique des
angles d’Euler tels que présentés sur la FIGURE II.16. Dans ce nouveau système de coordon-
nées, l’évaluation asymptotique de (II.55) est réalisée en faisant au préalable le changement
de variables suivant
kx = k sinϕcosϑ
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FIGURE II.16 – Angles d’Euler.






(− jkzf)exp(− j k2ρtfQf(zf)ρf
)
, (II.62)
avec ρf = xf xˆf+ yf yˆf.
De plus, l’évolution avec z de la matrice de courbure Qf0 est donnée par
Q−1f (zf)=Q−1f0 + zf I. (II.63)
















Tous les détails de ces calculs sont présentés en AnnexeC. Commepour la formulation2D, la
formulation d’un FG généralisé en 3D donne un FG à astigmatisme généralisé. En effet, les
formulations (II.26) et (II.61) sont très proches. Ainsi, la formulation paraxiale généralisée
est définie par trois paramètres
• Un système de coordonnées (Of, xˆf, yˆf, zˆf).
• Un couple de coefficients de polarisation (axf,ayf).
• Unematrice de courbure complexe symétrique Qf0.
À noter que comme en deux dimensions, l’évaluation de (II.55), sans changement de va-
riables, permet de trouver une autre formulation paraxiale [17] qui est présentée Annexe C.
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3.3 Formulation champ lointain





















(x−x0)2+ (y − y0)2+ z2.
3.4 Évolution de l’erreur en fonction de (θf,φf)
La méthode de référence est basée sur les mêmes principes que celle utilisée en 2D.
3.4.a Paramètres
Pour cette partie, nous reprenons les coefficients de polarisation et la matrice de courbure
utilisée dans la partie 1.6.c












qui nous ont permis de caractériser le FG à astigmatisme généralisé.
3.4.b Cas θf =φf = 0◦
La FIGURE II.17 présente quatre résultats champs proches nous permettant de mesurer l’er-
reur due à l’approximation paraxiale dans des plans longitudinaux. Ces résultats nous per-
mettent de comparer la formulation paraxiale à la référence. Nous voyons que l’erreur de
paraxialité est plus forte dans le plan où le FG diverge le plus et est quasiment inexistante
dans le plan yOz. Ceci est en accord avec la théorie.
(a)
∥∥Ex,FG∥∥dB, plan xOz (b) ∥∥Ex,FG−Ex,ref∥∥dB, plan
xOz
(c)
∥∥Ex,FG∥∥dB, plan yOz (d) ∥∥Ex,FG−Ex,ref∥∥dB, plan
yOz
FIGURE II.17 – Champ électrique dans les plans xOz et y0z (dB).
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La FIGURE II.18 présente deux résultats, toujours en champ proche mais dans une section
transverse située à z = 20λ. Afin demieux visualiser l’erreur de paraxialité, celle-ci a été nor-
malisée par rapport au maximum du champ dans ce plan. Cette figure nous permet de voir
comment l’erreur de paraxialité passe d’unmaximumdans le plan xOz à unminimumdans
le plan yOz.
(a)
∥∥Ex,FG∥∥dB (b) ‖Ex,FG−Ex,ref‖max(‖Ex,FG‖) en dB
FIGURE II.18 – Champ électrique dans le plan xOy à z = 20λ (dB).
La FIGURE II.19 présente les résultats de la formulation champ lointain. Sur cette figure,
l’angle θ varie de 0◦ à 90◦ et est noté en blanc. L’angle φ varie de 0◦ à 360◦ et est noté en
noir sur l’extérieur du cercle. La FIGURE II.19b prouve encore une fois que la formulation
champ lointain n’est pas limitée par l’approximation paraxiale. Seule une petite erreur rési-





FIGURE II.19 – Champ électrique lointain normalisé (dB).
3.4.c Cas θf = 20◦ et φf = 45◦
Nous choisissons θf = 20◦ et φf = 45◦. Ces angles correspondent à
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βx0 = k sin20◦ cos45◦
βy0 = k sin20◦ sin45◦.
Du fait de la rotation, les plans longitudinaux apportent peu d’information. Ainsi, nous
avons préféré ne tracer le champ que dans le plan transverse en z = 20λ. La FIGURE II.20
présente ce résultat. Nous voyons par rapport à la FIGURE II.18 que, du fait du décalage an-
gulaire, l’erreur de paraxialitémaximale est plus forte et s’étale plus que dans l’exemple pré-
cédant. Ceci est dû au mêmes phénomènes que pour la formulation 2D, plus θf est grand et
plus l’erreur résiduelle est elle aussi importante.
(a)
∥∥Ex,FG∥∥dB (b) ‖Ex,FG−Ex,ref‖max(‖Ex,FG‖) en dB
FIGURE II.20 – Champ électrique dans le plan xOy à z = 20λ (dB).
En champ lointain, FIGURE II.21, la formulation champ lointain donne toujours de très bons
résultats avec une erreur résiduelle du même ordre de grandeur que l’exemple précédent.
(a) ‖Ex,FG‖
max(‖Ex,FG‖) en dB (b)
‖Ex,FG−Ex,ref‖
max(‖Ex,FG‖) en dB
FIGURE II.21 – Champ électrique lointain en fonction de θ et φ.
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4 Récapitulatif des différentes formulations
Avant de conclure ce chapitre, il nous parait intéressant de faire un tableau récapitulatif des
formulations vues au cours de ce chapitre
Formulations 2D 3D
Astigmatisme q0 complexe Q0 non diagonale, d’éléments complexes
généralisé Aucun décalage Aucun décalage
Décalage spatial x0 Décalages spatiaux (x0, y0)
Phase linéaire Décalage spectral βx0 Décalages spectraux (βx0,βy0)
q0 imaginaire pur Q0 diagonale, d’éléments imaginaires purs
Décalage spatial x0 Décalages spatiaux (x0, y0)
Généralisée Décalage spectral βx0 Décalages spectraux (βx0,βy0)
q0 complexe Q0 non diagonale, d’éléments complexes
5 Conclusion du chapitre
Ce chapitre a été consacré aux Faisceaux Gaussiens (FGs) :
• Dans une première partie nous avons donné la définition classique des FGs et in-
troduit les différentes formulations qui dépendent, soit de l’approximation paraxiale,
soit de l’approximation champ lointain. Nous avons également vu le spectre d’ondes
planes d’un FG qui sera utilisé pour traiter les surfaces dichroïques.
• Dans une seconde partie, nous avons présenté une nouvelle formulation en 2D, plus
générale que celle utilisée dans les travaux précédents.
• Dans une troisième et dernière partie nous avons présenté la formulation généralisée
en 3D.
Maintenant que nous avons présenté les FGs, avant de passer au cœur de la thèse qui est
l’interaction d’un ouplusieurs FGs avec une surface dichroïque, nous allons dans unpremier




DÉCOMPOSITION ET LANCER DE FAISCEAUX
GAUSSIENS
Il existe un nombre conséquent de techniques qui utilisent ou se basent sur le formalisme
des Faisceaux Gaussiens (FGs). Ce chapitre, loin de toutes les aborder, nous permet de pré-
senter celles utilisées pourmodéliser l’interaction d’un champ avec des systèmes de grandes
dimensions devant la longueur d’onde, tels que les systèmes quasi-optiques. Ce chapitre est
ainsi divisé en trois parties :
• Même s’il existe des cornets dont le mode fondamental est très proche d’un FG,
comme par exemple les cornets de Potter [2], tous les champs que nous aurons à trai-
ter ne seront pas forcement gaussiens. Afin de s’affranchir de ce problème, il existe
des techniques de décomposition d’un champ quelconque en une somme de FGs. La
première partie est consacrée à la présentation de deux d’entre elles.
• Une fois le champ décomposé en FGs, il faut faire interagir chacun des FGs avec les
différents éléments qu’il va rencontrer au cours de sa propagation. C’est ce que nous
appelons le Lancer de Faisceaux Gaussiens (LFG). La seconde partie est consacrée à
cette technique. Les surfaces dichroïques sont ici absentes mais nous compléterons
la méthode de modélisation avec une technique permettant d’inclure ces surfaces
dans les prochains chapitres.
• La dernière section est quant à elle dédiée aux résultats de simulation pour un sys-
tème quasi-optique sans surface dichroïque. Cette partie se base sur des résultats
présentés en 2010 à la conférence EuCAP à Barcelone [9].
Le but final de ce chapitre est de démontrer qu’il est possible de simuler de manière précise
et rapide un système quasi-optique relativement complexe à l’aide de FGs.
Il est important de noter que nous présentons dans ce chapitre des techniques et résultats
connus qui ont été développés dans des travauxpassés [17,19,20,50,51]. Travaux sur lesquels
nous nous sommes grandement appuyés pour réaliser cette thèse. Ainsi, si nous illustrons
quelques résultats, nous ne faisons pas d’étude approfondie des techniques présentées. Pour
plus de détails sur la démarche complète, nous renvoyons le lecteur vers les références citées.
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1 Décomposition du champ incident
1.1 Principe
Considérons un champ initial connu sur une surface Σ plane ou courbe suffisamment ré-
gulière et de grande taille par rapport à la longueur d’onde. Le but de la décomposition est
d’exprimer ce champ comme une superposition de faisceaux élémentaires d’allure gaus-
sienne dont les origines et directions de propagation sont différentes. Une fois les fonctions
élémentaires connues sur la surface de décomposition, le champ en tout point de l’espace
est calculé à l’aide des formulations paraxiale et/ou champ lointain en sommant la contri-
bution de chaque FG élémentaire.
1.2 Différentes décompositions
La décomposition du champ peut être réalisée à l’aide des FGs multimodes vectoriels de
Gauss-Hermite (ou de Gauss-Laguerre) [50, 52]. Cette technique est un outil relativement
classique en optique et dans le cadre des systèmes quasi-optiques. Cependant cette décom-
position dépend beaucoup de l’approximation paraxiale. Pour l’utiliser, tous les champs à
l’intérieur du système doivent être paraxiaux.
Une autre solution est la décomposition de Gabor, qui exprimeun champ initial comme une
combinaison de fonctions gaussiennes placées sur une grille discrète spatiale et spectrale.
Felsen et al. [13, 14] ont utilisé cette technique pour représenter le champ sur une ouver-
ture plane comme une somme de FGs décalés à la fois spatialement et angulairement. Ce-
pendant, la base bi-orthogonale associée à cette décomposition induit certaines difficultés
numériques qui ont été surmontées par Maciel et Felsen en 2002 [15, 16] en proposant une
base de Gabor utilisant des FGs ayant des ceintures étroites. Dans le même temps, et pour
s’affranchir des mêmes problèmes, D. Lugara et C. Letrou [17, 49, 53] ont proposé d’utiliser
des frames de Gabor plutôt que des bases.
Parallèlement à ces travaux, P. H. Pathak [7,18] et P. Schott [19,54] ont proposé un autre type
de décomposition à partir d’une surface hémisphérique. Avec ces techniques, la détermina-
tion des coefficients de décomposition est réalisée numériquement en raccordant la somme
des FGs et l’expression du champ à décomposer.
Plus tard, en 2004, A. Chabory propose dans sa thèse [20, 55] la décomposition multi-
faisceaux ou le champ est décomposé sur une ouverture courbe à l’aide de FGs alignés sur
les vecteurs de Poynting locaux. En 2007, C. Letrou [22] propose une technique permet-
tant de décomposer un champ défini sur un cylindre à l’aide de frames dont les variables
spectrales locales sont définies dans les plans tangents à la surface. Enfin, en 2008 [23], A.
Chabory propose d’appliquer la décomposition de Gabor à un champ issu d’une surface
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courbe en utilisant des faisceaux appelés FG conformes.
Dans cette partie, nous présentons les deux techniques de décomposition que nous avons
utilisées dans cette thèse pour nos simulations :
• La première est la décomposition de Gabor [14, 15, 49, 56, 57]. Elle utilise des Fais-
ceaux Gaussiens à Phase Linéaire (FGPL) brièvement présentés dans le chapitre pré-
cédent. Cette technique permet de décomposer un champ quelconque sur une ou-
verture plane. Elle présente toutefois comme inconvénient la génération d’un grand
nombre de FGs.
• La seconde est la décomposition multi-faisceaux [20, 55]. Elle permet de décrire un
champ initialement connu sur une surface courbe avec un nombre relativement
faible de FGs. Elle présente comme inconvénient une mauvaise description des
champs lorsque la direction de propagation est très inclinée par rapport au lieu de
décomposition et lorsque l’amplitude du champ présente des variations spatiales ra-
pides devant la longueur d’onde.
1.3 Décomposition de Gabor 2D
1.3.a Définition
La décomposition de Gabor, introduite en 1946 [58] permet de décomposer un signal sur
des fonctions élémentaires translatées à la fois spatialement et spectralement, principe re-
présenté FIGURE III.1a.
(a) Grille spatiale et spectrale (b) Amplitudes et directions de propagation
FIGURE III.1 – Décomposition de Gabor en électromagnétisme. Grille spatiale de pas x0 et
spectrale de pas βx0
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Cette technique, appliquée à un champ électromagnétique et en utilisant des gaussiennes
comme fonctions élémentaires, revient à utiliser des FGPLs dont les centres et directions
de propagations sont décalées, comme nous pouvons le voir FIGURE III.1b. Sur ces deux
figures, la variable m défini l’ordre spatial et n l’ordre spectral. Nous voyons FIGURE III.1a
que pour nβx0 > k, le spectre du FG est centré sur une onde plane évanescente. Le FG est
donc en grande partie voir totalement évanescent. Son amplitude décroissant rapidement
au-delà du plan initial, dans cette thèse, nous négligeons sa contribution.
Traditionnellement dans ce type de décomposition, les fonctions gaussiennes et leurs














Le paramètre L représente la largeur spatiale de la fonction gaussienne et Ω représente sa
largeur spectrale. Ces deux grandeurs étant reliées par LΩ = 2pi. Les translations spatiale et
spectrale permettent de définir une famille de fonctions wm,n définie par
wm,n(x)=w(x−mx0)e− jnβx0x , (III.2)
dont la transformée de Fourier est
wˆm,n(kx)= wˆ(kx −nβx0) e jmx0kx e− jmnx0βx0 . (III.3)




avec am,n coefficients de décomposition.
Il existe un paramètre νx caractérisant le degré d’échantillonnage de la grille de décomposi-
tion. Ce paramètre est donné par
βx0x0 = 2piνx . (III.5)
Nous voyons sur cette dernière équation que plus νx est petit, plus la grille est resserrée. Il
existe trois cas possibles selon la valeur de ce paramètre [17,59] :
• νx > 1 : sous échantillonnage. La décomposition est impossible car la famillewm,n est
incomplète.
• νx = 1 : échantillonnage critique. La famillewm,n forme une base : La décomposition
est possible et il y a unicité des coefficients.
• νx < 1 : sur échantillonnage. La famille wm,n forme un frame : La décomposition est
possible et il n’y a pas unicité des coefficients.
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Pour les deux cas où la décomposition est possible, nous n’avons utilisé dans cette thèse que
le cas νx < 1 (en 2D). En effet, lorsque νx = 1 la décomposition présente plusieurs inconvé-
nients, notamment une instabilité numérique et une mauvaise localisation des coefficients
de décomposition [17,20]. Au contraire, en imposant νx < 1, il est possible d’assurer la stabi-
lité de la décomposition.
1.3.b Frame de Gabor (νx < 1)
Nous cherchons donc à décrire un champ initial connu sur une ouverture à l’aide d’une
somme pondérée de fonctions gaussiennes décalées spatialement et spectralement, fonc-
tions appelées dans cette décomposition « frame de Gabor » ou frame wm,n .
Il est possible de décomposer toute fonction sur un frame [49]. Pour cela il est nécessaire
d’associer au frame wm,n son frame dual w˜m,n qui se calcule à l’aide d’un procédé itératif
(ce calcul n’est pas abordé dans cette thèse). Les coefficients de décomposition s’obtiennent
grâce à ce frame dual. Enfin, il est important de noter que deux relations entre la taille des
gaussiennes et les résolutions spatiale/spectrale permettant d’optimiser le calcul existent.
Elles s’écrivent
x0 =pνxL et βx0 =pνxΩ. (III.6)
1.3.c FGPL et frame de Gabor
Si l’opération a été réalisée correctement, nous avons dans le plan initial une somme de
fonctions élémentaireswm,n décrivant l’évolution du champ à cet endroit qu’il faut mainte-
nant faire propager pour avoir accès au champ électromagnétique dans tout l’espace. Afin
de réaliser cette opération, nous identifions la formulation généralisée 2D du FG (II.40) et































[− jmnx0βx0] et W 2x0 = L2pi = 4piΩ2 . (III.8)
De ce fait, pour faire propager chacune des fonctions élémentaires nous pouvons utiliser,
soit la formulation paraxiale (II.61), soit la formulation champ lointain (II.28) définies au
précédent chapitre. Enfin, les champs électrique et magnétique sont obtenus en sommant
la contribution de chacun des FGPLs.
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1.3.d Exemple
Nous utilisons pour cet exemple un cornet corrugué dont l’ouverture en z = 0 est approchée














avecu0 une amplitudecomplexe. FIGURE III.2, nous pouvons voir que les dimensionsnotées
a et la correspondent respectivement à la taille de l’ouverture et à la longueur du cornet.
FIGURE III.2 – Cornet.
Nous choisissons pour cet exemple u0 = 1V/m, a = 9λ et la = 18λ.
Concernant les paramètres de décomposition, nous prenons L = 3λ, νx = 0.5 et x0 =pνxL.
Afin de rester dans le cadre de notre étude et de considérer uniquement les faisceaux pro-
pagatifs, nous ne gardons que les FGPLs d’ordres |m| ≤ 5 et |n| ≤ 4. Avec ces paramètres,
l’ouverture est décomposée à l’aide de 99 faisceaux.
FIGURE III.3 – Amplitudes des coefficients de décomposition en fonction de (m,n).
FIGURE III.3, nous traçons l’amplitude des coefficients de décomposition en fonction des
ordres (m,n). Cette figure nous permet de remarquer que la limitation des ordres (m,n) a
été choisie judicieusement puisque les coefficients d’ordres supérieurs ont une amplitude
inférieure à −50dB du coefficient maximum. Notons que cette opération est rendue pos-
sible grâce au frame de Gabor. En effet, une décomposition de Gabor « classique »(sur un
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ensemble de fenêtres gaussiennes qui ne constituent pas un frame), du fait de la mauvaise
localisation des coefficients nous aurait obligé à considérer plus de coefficients.
(a) ‖uFGPL(x,z)‖dB (b) ‖uFGPL(x,z)−uref(x,z)‖dB
FIGURE III.4 – Résultat de la recomposition en champ proche.
FIGURE III.4, nous traçons les résultats en champ proche de la recomposition du champ.
Nous avons utilisé pour cela la formulationparaxiale d’un FG. Ces résultats nous permettent
d’affirmer que le champ incident a été bien évalué.
FIGURE III.5 – Résultat de la recomposition en champ lointain.
Ce résultat se confirme en champ lointain, FIGURE III.5, où référence et recomposition sont
confondues.
1.3.e Conclusion
Telle que présentée ici, la décomposition de Gabor permet donc de décrire efficacement un
champ à partir d’une ouverture plane sur une somme de FGs dont les positions et axes de
propagation ont été décalés. De plus, la théorie des frames de Gabor fournit une solution
rigoureuse au problème. Cependant, cette décomposition possède deux principaux incon-
vénients :
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• Nous l’avons vu dans la partie précédente, la formulation paraxiale d’un FG décalé
spectralement possède un domaine de validité limité (plus le décalage spectral est
grand et plus le faisceau se déforme et diverge autour de sa direction de propagation
principale). Le problème n’existe cependant pas avec la formulation champ lointain.
• Cette décomposition nécessite un grand nombre de faisceaux. Cet inconvénient de-
vient encore plus important en 3D où les fonctions élémentaires seront également
translatées spatialement suivant y et spectralement suivant ky .
La décomposition par frame de Gabor sera utilisée au prochain chapitre pour présenter les
résultats de cette thèse dans une configuration 2D.
1.4 Décompositionmulti-faisceaux 3D
1.4.a Définition
De même que pour la décomposition de Gabor, la technique de décomposition multi-
faisceaux permet de décrire un champ comme une superposition de FGs à partir d’une sur-
face de décomposition initiale. Comme précédemment les FGs sont répartis sur unmaillage
régulier 1 de la surface, qui peut être, dans cette décomposition, courbe. Les FGs sont orien-
tés selon le vecteur de Poynting local. Ainsi, chaque FG généré possède son propre repère
noté (On , xˆn , yˆn , zˆn), alors que précédemment les fonctions étaient définies dans un même
repère. Ce principe de décomposition est schématisé FIGURE III.6.
FIGURE III.6 – Principe de décomposition.
Enfin, il est important de préciser que cette décomposition ne constitue pas un frame, mais
qu’elle prend en compte les caractéristiques physiques du champ à décomposer [55].
1. Maillage pour lequel la distance inter-faisceaux est la plus constante possible.
1 Décomposition du champ incident 57
1.4.b Matrice de courbure
Les FGs utilisés dans cette décomposition sont à symétrie de révolution et possèdent tous
une seule et mêmematrice de courbure complexe qui s’écrit







Nous remarquons également dans cette formule que la ceinture des faisceaux, tout comme
pour la décomposition de Gabor, est en zn = 0.
1.4.c Direction de propagation
Nous l’avons dit précédemment, les FGs sont orientés selon le vecteur de Poynting local noté








avec E etH, champs électrique et magnétique au pointOn .
1.4.d Polarisation et coefficients de décomposition
Afinde considérer la polarisation du champ initial, chacundes FGs possède une composante






n (rn)+ay,nE(yz)n (rn), (III.12)
avec rn = xn xˆn+yn yˆn+zn zˆn , (ax,n ,ay,n) coefficients de décomposition pour les polarisations
suivant xˆ et yˆ et
























ρn = xn xˆn + yn yˆn et Q−1(zn)=Q−10 + zn I.
Enfin, la détermination des coefficients de décomposition se fait en discrétisant l’équation
(III.12) et à l’aide d’une technique de type « point matching ». A. Chabory détaille cette dé-
marche dans sa thèse [20].
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1.4.e Paramètres
Il y a deux paramètres permettant d’ajuster la décomposition : d , la distance entre chaque
FG et le paramètre κ qui est défini comme étant égal à dW0 . La décomposition donne de bons
résultats pour [20]
d > 0.7λ et 0.6< κ< 1.2. (III.15)
1.4.f Exemple
Pour cet exemple, nous utilisons un cornet pyramidal corrugué dont l’ouverture en z = 0 est























avec Ex composante suivant x du champ électrique, E0 une amplitude complexe, (a,b)
tailles de l’ouverture et (la, lb) longueurs du cornet, respectivement suivant les axes x et y
(FIGURE III.7).
FIGURE III.7 – Cornet pyramidal.
Nous choisissons pour cet exemple E0 = 1V/m, a = b = 9λ et la = lb = 18λ.
La précision de cette décomposition est dégradée pour les champs ayant une variation
rapide par rapport à la longueur d’onde sur la surface de décomposition. La troncature
du champ en dehors de l’ouverture du cornet risque donc de limiter la précision de la dé-
composition. Afin d’éviter ce problème, une astuce consiste dans un premier temps à faire
rayonner l’ouverture sur une demi-sphère. Dans cet exemple, nous choisissons une demi-
sphère de rayon 22.5λ centrée sur l’ouverture du cornet. Le rayonnement de l’ouverture est
réalisé à l’aide des formules de rayonnement (Annexe D). La décomposition est ensuite faite
sur cette demi-sphère.
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Concernant les paramètres de décomposition, nous choisissonsunedistance inter-faisceaux
d = 1.5λ et nous fixons κ à 1. Avec ces paramètres, le nombre de FGs générés est de 617.
La FIGURE III.8a présente l’amplitude du champ total recomposé sur la sphère de décom-
position. La FIGURE III.8b montre la soustraction de la recomposition avec le champ initial.
Nous voyons sur cette figure que le champ initial et le champ recomposé sont identiques.
(a) ‖EFG(r)‖dB (b) ‖EFG(r)−Eref(r)‖dB
FIGURE III.8 – Résultat de la recomposition en champ proche.
FIGURE III.9, nous traçons les résultats en champ proche dans les plans xOz et yOz. Les
résultats présentés confirment que le champ rayonné par le cornet est bien évalué.
(a) ‖EFG‖dB dans x0z (b) ‖EFG−Eref‖dB dans x0z
(c) ‖EFG‖dB dans y0z (d) ‖EFG− Eref‖dB dans y0z
FIGURE III.9 – Résultat de la recomposition en champ proche.
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Ceci est également le cas en champ lointain, FIGURE III.10, où le champ initial et le champ
recomposé sont confondus.
FIGURE III.10 – Résultat de la recomposition en champ lointain.
1.4.g Conclusion
La décomposition multi-faisceaux permet donc de décrire un champ à partir d’une ouver-
ture quelconque sur une somme de FGs dont le nombre par rapport à la décomposition de
Gabor est limité. Cependant, cette décomposition possède trois inconvénients :
• L’incidence du champ initial par rapport à la surface de décomposition ne doit pas
être trop élevée.
• L’amplitude du champdoit avoir une variation lente sur la surface de décomposition.
• La surface de décomposition doit être modérément courbe.
À noter que cette méthode de décomposition sera utilisée pour présenter les résultats de
cette thèse dans une configuration 3D.
2 Lancer de faisceaux gaussiens
Une fois la décomposition du champ incident effectuée, il faut poursuivre chacun des FGs
élémentaires à l’intérieur du système et les faire interagir avec les éléments rencontrés. En
effet, l’interaction du champ incident avec un objet est équivalent à la superposition de l’in-
teraction de chacun des FGs élémentaires avec ce même objet. Dans cette partie nous pré-
sentons les techniques utilisées dans cette thèse.
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2.1 Transformation d’un faisceau par une interface
2.1.a Calcul de champ réfléchi et transmis
Cetteméthode a été introduite parG.A.Deschamps en 1972 [12] pour les pinceaux de rayons.
Il l’a ensuite généralisé aux FGs en considérant des pinceaux de rayons complexes. Cette
technique suppose qu’un FG incident donne naissance à deux FGs, un transmis et un ré-
fléchi. À partir de cette hypothèse, elle permet de déduire pour chaque FG généré ses trois
principaux paramètres :
• un nouveau système de coordonnées (associé à une nouvelle direction de propaga-
tion),
• une nouvelle amplitude,
• une nouvelle matrice de courbure.
Le problème initial peut être vu FIGURE III.11a. Tous les repères locaux y sont représentés
avec les indices i,r et t pour incident, réfléchi et transmis. L’indice Σ correspond au repère
local associé surface au point I (point d’intersection de l’axe de propagation du FG incident
avec l’interface).
(a) Repères incident, réfléchi, transmis et asso-
cié à la tangente à la surface
(b) Faisceaux incident, réfléchi et transmis
FIGURE III.11 – Transformation d’un FG incident par une interface diélectrique, plan d’inci-
dence.
Afin de pouvoir traiter le problème, chacun des FGs est décrit dans le repère local associé à
























avec l’indice u correspondant à i, r ou t suivant qu’il s’agisse du FG incident, réfléchi ou
transmis.
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Obtention des paramètres des FGs réfléchi et transmis :


























les coefficients (RË,R⊥) et (T Ë,T⊥) étant donnés Annexe E.
• Leurs directions de propagation sont données par les lois de Snell-Descartes,





• Les matrices de courbure sont obtenues à l’aide d’une approximation à l’ordre deux de
l’interface autour du point I . Cette technique, appelée raccordement de phase (ou « phase












































Dans le cas d’une interface métallique, les coefficients (T Ë,T⊥) sont nuls et les coefficients
(RË,R⊥) sont égaux à (1,−1). Ainsi, seule la matrice de courbure du FG réfléchi devra être
calculée.
2.1.b Limitation de laméthode
Toute laméthodede transformationd’un FGpar une interface supposeque la diffractionpar
les bords peut être négligée. Il est tout demême important de noter que plusieurs auteurs [7,
51,62,63] ont proposé des solutions permettant demodéliser la diffraction par une arrête ou
un coinmétallique illuminée par un FG.Cependant, le contexte des systèmes quasi-optiques
nous permet de nous affranchir d’une partie de ce problème. Ainsi, aucune technique de
modélisation de la diffraction ne sera abordée dans cette thèse.
2.2 Algorithme de lancer de FGs
Considérons, comme illustré FIGURE III.12, un objet constitué de plusieurs interfaces illu-
minées par un FG incident. Nous allons calculer l’interaction globale en poursuivant les FGs
réfléchi et transmis qui deviennent à leur tour des FGs incidents.
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FIGURE III.12 – Objet constitué de différentes couches diélectriques.
Cet algorithme de calcul est schématisé FIGURE III.13.
FIGURE III.13 – Traitement des interactionsmultiples par FGs.
Le processus s’arrête lorsque le nombre d’interactions dépasse une valeur limite Nint ou
lorsque la puissance transportée par le FG considéré passe en dessous d’un seuil Pmin (qui
est donné en relatif par rapport à la puissance maximale du FG ou du champ incident). No-
tons qu’il faut également vérifier que les FGs générés restent paraxiaux. En effet, une inter-
face fortement courbée et/ou une incidence forte peuvent donner naissance à des FGs ne
respectant pas la condition de paraxialité.
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2.3 Conclusion
Toutes ces techniques constituent un outil puissant permettant de modéliser à l’aide de FGs
un système comprenant cornet(s), réflecteur(s), lentille(s) diélectrique(s) ou plus générale-
ment tout objet diélectriquemulticouche.
À ce titre, un outil basé sur ces techniques à été développé en 2008 pour le Centre Natio-
nal d’Étude Spatial (CNES) dans le cadre d’une collaboration entre l’Université Paul Sabatier
(UPS), l’ONERA et l’ENAC. L’un des premiers objectifs de cette thèse a été de valider ce code
de calcul.
3 Modélisation d’un système quasi-optique sans surface di-
chroïque















FIGURE III.14 – Configuration.
Nous nous plaçons dans cet exemple à 150GHz. Le système quasi-optique est constitué de
3 éléments : Un cornet conique corrugué (dont l’ouverture est symbolisée par un disque
rouge) ayant une longueur l = 17.8mm et un diamètre a = 10mm. Le rayonnement est ici
approché par son ouverture équivalente [60]
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avec Ex champ électrique suivant x, E0 une amplitude complexe (fixé à 1V/m), J1 la fonction
de Bessel de première espèce et d’ordre 1, u11 = 2.405 et l longueur du cornet. Pour plus de
détails, se référer à la FIGURE III.7. Une lentille diélectrique (en vert) est placée à 20mm de
l’ouverture, sa permittivité relative est de εr = 2.6 et son épaisseur est de 6mm. Ses deux faces
sont sphériques avec un rayon de 37mm, elles ont été recouvertes d’une couche d’adaptation
de 0.394mmavec une permittivité relative de 1.61. Un réflecteur parabolique (en bleu), situé
à 50mm de l’ouverture et incliné à 45°. Il possède une focale de 100mm et un diamètre de
50mm.
Les paramètres de simulation/décomposition sont :
• La source est maillée à λ/8.
• La décompositionest faite sur une demi-sphère centrée sur la source de rayon 40mm.
• La distance inter-faisceau est de d = 2λ.
• le paramètre κ est fixé à 1.
• L’amplitude minimale de poursuite est de Pmin = 10−6 et le nombre d’interactions
maximalNint = 7.
Sur la FIGURE III.15 nous vérifionsque les effets de bords sont suffisamment faibles pour être
négligés. Ceci est les cas puisque les bords sont éclairés avec une puissance ne dépassant pas
−30dB pour la lentille et −40dB pour le réflecteur.
(a) Champ incident total
∥∥Ei,FG∥∥dB sur la len-
tille
(b) Champ incident total
∥∥Ei,FG∥∥dB sur le ré-
flecteur parabolique
FIGURE III.15 – Champ incident sur les différents éléments du système.
Sur la FIGURE III.16a nous traçons la cartographie en champ proche obtenue avec le lancer
de faisceaux. Sur la FIGURE III.16b nous faisons la différence avec une cartographie référence
obtenue avec le logiciel commercial FEKO.
Cette dernière figure nous permet de dire que le lancer de faisceaux donne satisfaction
puisque l’erreur résiduelle se trouve en dessous de −30 dB. Ceci est confirmé en champ
lointain FIGURE III.17 à la fois pour la polarisation principale et aussi pour la polarisation
croisée.
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(a) Champ total ‖EFG‖dB (b) ‖EFG−Eref‖dB
FIGURE III.16 – Champ proche total et différence avec le logiciel FEKO.
(a) Gain dans le plan xOz (b) Gain dans le plan yOz
FIGURE III.17 – Gain : Lancer de faisceaux () , FEKO (N), polarisation croisée en pointillée.
Concernant les temps de simulation, il faut environ 26 secondes au lancer de faisceaux sur
un PC bureautique cadencé à 2.4GHz contre environ 46 heures avec FEKO en utilisant la
MLFMM (MultiLevel Fast MultipoleMethod). Notons que cette comparaison a été faite uni-
quement afin demontrer les performances en termes de précision de la technique du lancer
de faisceaux. En effet la MLFMM, qui est uneméthode rigoureuse (sans approximation phy-
sique), est trop coûteuse pour la résolution de grands systèmes quasi-optiques.
4 Conclusion du chapitre
Ce chapitre nous a permis de présenter les techniques basées sur les FGs pour la modéli-
sation de systèmes quasi-optiques ne contenant pas de surface dichroïque. Nous avons vu
que :
• Il est possible de décrire un champ complexe à l’aide de FGs. Nous avons d‘ailleurs
présenté deux techniques permettant cette opération. L’une basée sur une représen-
tation à l’aide d’un frame deGabor, et une seconde basée sur les propriétés physiques
du champ à décomposer.
• Il est possible de poursuivre un FG à l’intérieur d’un système quasi-optique et de dé-
crire les champs totaux réfléchi et transmis à l’aide de FGs.
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• Cet algorithme de calcul permet de simuler rapidement et de façon précise un sys-
tème quasi-optique relativement complexe.
Ces trois premiers chapitres finis, nous avons complètement présenté la modélisation de
systèmes complexes par FGs sans surface dichroïque. Dans les prochains chapitres nous
présentons l’un des principaux apports de cette thèse, c’est à dire, une technique permettant
l’implémentation de surfaces dichroïques dans uneméthode basée sur les FGs. Le prochain
chapitre présente la méthode dans une configuration 2D.
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Chapitre IV
INTERACTION 2D D’UN FAISCEAU GAUSSIEN
AVEC UNE SURFACE DICHROÏQUE
Nous avons présenté dans le chapitre précédent une méthode pour approcher le rayonne-
ment d’une source par une somme de Faisceaux Gaussiens (FGs). Cette source se trouvant
dans un environnement complexe, nous avons également vu comment chacun des FGs
interagit avec des éléments tels que lame, lentille diélectrique, ou réflecteur métallique. Une
fois toutes ces interactions calculées, nous avons accès au champ présent dans le système et
au champ lointain en sommant la contributionde tous les FGs générés par la décomposition
et par la technique du lancer de faisceaux.
Nous avons également vu au premier chapitre que les systèmes quasi-optiques ne sont pas
uniquement composés de réflecteurs et de lentilles diélectriques. Les surfaces dichroïques
sont un des éléments importants dans la chaîne de traitement. Lorsque ces surfaces sont
constituées d’un diélectriquemulticouche, l’algorithme du lancer de FGs permet de les mo-
déliser. Cependant, lorsqu’il s’agit d’éléments périodiques il devient impossible d’exploiter
les techniques traditionnellement basées sur les FGs.
L’objectif de ce chapitre est donc de présenter une nouvelleméthode basée sur un raccorde-
ment de spectre du FG incident avec les FGs réfléchi/transmis, dans une configuration 2D,
ceci afin de modéliser l’interaction d’un champ incident avec une surface dichroïque. Il est
divisé en cinq parties :
• Dans la première partie, nous présentons le contexte de l’étude. Nous y voyons les
techniques existantes utilisées pour traiter le même genre de problème que celui que
nous cherchons à résoudre, le type de configuration étudiée et les outils que nous
allons utiliser.
• Dans la seconde partie, nous présentons dans un premier temps une technique de
raccordement appliquée à la formulation généralisée du FG introduite au second
chapitre. Dans un second temps, nous voyons une technique de raccordement alter-
native n’utilisant que des FGs fondamentaux (faisceaux ne présentant ni translation
spectrale, ni translation spatiale).
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• Dans la troisième partie nous réalisons des simulations pour un seul FG incident.
Nous testons dans cette partie les techniques vues précédemment, en termede préci-
sion, en fonction des caractéristiques du FG incident et du type de surface dichroïque
utilisée.
• Dans la quatrième partie nous faisons une étude paramétrique nous permettant de
montrer que la méthode fonctionne dans un grand nombre de situations.
• Enfin, dans la dernière partie nous présentons les résultats pour une illumination
de la surface dichroïque par un cornet. Nous testons ici la technique en termes de
précision et de temps de calcul.
1 Contexte
Dans le but de modéliser des structures périodiques de type surface dichroïque, il faut
généralement supposer une excitation par ondes planes. La réponse peut alors être cal-
culée à l’aide des techniques vues au premier chapitre. Cependant, pour la modélisation
d’un système quasi-optique complet, il faut trouver un moyen d’intégrer cette réponse à
la modélisation, c’est-à-dire calculer l’interaction de la surface dichroïque avec un champ
d’extension transverse limitée. Nous abordons dans cette première partie quelques mé-
thodes permettant de réaliser cela.
Nous rappelons que dans le cadre de ces travaux de thèse, nous supposons qu’il n’y a pas
d’effet de bord.
1.1 Techniques existantes
1.1.a Méthode numérique exacte pour modéliser une surface dichroïque illuminée
par un champ électromagnétique
Il est possible de modéliser l’interaction entre un champ incident et une surface dichroïque
en se basant sur laMéthode des Moments Périodique (MMP) [33] dont une implémentation
possible est traitée en Annexe A. Voici une démarche pour intégrer dans cette méthode un
champ qui n’est pas constitué par une seule onde plane :
• La première étape consiste à calculer le champ électromagnétique au niveau de la
surface dichroïque.
• Il faut ensuite calculer, selon les cas, numériquement ou analytiquement, le spectre
angulaire d’ondes planes de ce champ (voir Annexe B).
• Si le spectre est obtenu analytiquement, il faut le discrétiser. Cette étape est néces-
saire pour avoir un nombre fini d’ondes planes incidentes.
• Pour chaque onde plane incidente, on applique la MMP afin de déterminer des cou-
rants équivalents au niveau de la surface dichroïque (Annexe A). Les courants totaux
sont obtenus en sommant les courants associés à chaque onde plane.
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• Enfin, une fois toutes les contributions sommées, il suffit de faire rayonner les cou-
rants avec les formules de rayonnement présentées en AnnexeD pour avoir accès aux
champs réfléchi et transmis.
Si tout le champ est intercepté par la surface dichroïque cette technique est exacte. Cepen-
dant, pour la modélisation d’un système quasi-optique complet, il faut tout de même noter
qu’elle sera très gourmande en ressources informatiques et en temps de calcul. Il sera ainsi
difficile de l’envisager pour entrer dans un processus d’optimisation.
1.1.b Simplification de la méthode précédente
Afin de pallier l’inconvénient principal de la précédente méthode (temps de calcul), il est
possible d’exploiter le fait que la période de la surface dichroïque est inférieure à la longueur
d’onde pour modéliser la surface par des coefficients de réflexion et transmission. Cepen-
dant, cette technique nécessite au préalable d’avoir calculé ces coefficients sous forme ta-
bulée, soit avec la méthode des moments périodiques, soit avec un logiciel du commerce
permettant de modéliser des conditions aux limites périodiques.
Une fois ces coefficients connus, quelle que soit la forme du champ incident, il est possible
d’utiliser la technique suivante pour trouver les champs réfléchi et transmis [64] :
• Comme précédemment, à partir du champ électromagnétique au niveau de la sur-
face dichroïque, il faut calculer numériquement ou analytiquement son spectre an-
gulaire d’ondes planes.
• Le spectre du champ électrique incident est ensuite multiplié par les réponses en
réflexion et transmission de la surface dichroïque dans le but d’obtenir les spectres
des champs réfléchi et transmis.
• À partir de ces expressions, il faut calculer les spectres des champs magnétiques ré-
fléchi et transmis. Les formules associées sont vues en Annexes B.
• Enfin, les champs électromagnétiques réfléchi et transmis au niveau de la surface
dichroïque sont obtenus à l’aide d’une transformée de Fourier inverse. À partir de ces
champs, il est possible de déduire les courants électrique et magnétique équivalents,
qu’il faut faire rayonner pour avoir accès aux champs réfléchi et transmis.
Cette technique nous servira de référence concernant le temps de simulation. Nous l’appe-
lons « CRT » pour Courants associés aux champs Réfléchi et Transmis.
1.1.c Modélisation de structures périodiques illuminées par un FG
Pour une illumination par FG d’éléments périodiques canoniques, des travaux récents ont
montré qu’il est possible de combiner le spectre d’ondes planes à une technique de matrice
de diffraction (scattering-matrix en anglais). Dans [65], une technique est proposée pour
traiter numériquement l’interaction d’un FG avec des cylindres périodiques. Dans [66], cette
méthode a été utilisée pour calculer le champ diffusé par des cylindres à l’aide d’un nombre
fini de FGs. Bien qu’intéressantes, ces méthodes ne fonctionnent que pour des éléments
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canoniques alors que nous cherchons à modéliser des surfaces dont les motifs peuvent être
quelconques.
1.2 Configuration
Nous considérons la configuration présentée FIGURE IV.1.
FIGURE IV.1 – Exemple de configuration.
L’étude faite ici est en dimension deux avec l’axe yˆ comme direction d’invariance. La sur-
face dichroïque possède une période de taille dx . Les motifs périodiques peuvent être de
dimensions, de forme et de matériaux (métal, diélectrique, etc.) quelconques. la surface
dichroïque est placée en z = 0 dans un repère noté (O, xˆ, yˆ, zˆ). De la même manière, nous
associons un repère au champ incident noté (Oi, xˆi, yˆi, zˆi). L’angle formé entre les axes zˆ et zˆi
est noté θi.
Afin de ne pas alourdir la lecture, nous ne présentons dans ce chapitre que le cas Trans-
verse Électrique (TE) (champ électrique orienté suivant l’axe yˆ), présenté FIGURE IV.1. Le cas
TransverseMagnétique (TM) pouvant être traité de la mêmemanière.
1.3 Modélisation de la surface dichroïque en 2D
Au premier chapitre, nous avons vu en dimension trois, comment modéliser une surface
dichroïque à partir desmodes de Bloch-Floquet. Lemême type d’étude peut être fait en deux
dimensions. Ainsi, en considérant une excitation par onde plane dont le vecteur d’onde est





− jkx ,px− jkz,p z , (IV.1)
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où ui0 est l’amplitude complexe de l’onde plane incidente et Tp(kx0) le coefficient de trans-
mission associé au mode d’ordre p. Les paramètres kx,p et kz,p sont définis par





k2−k2x,p , si k2x,p ≤ k,
− j
√
k2x,p −k2, si k2x,p > k.
(IV.2)
Nous avons vu au premier chapitre que le contexte des systèmes quasi-optiques nous per-
met de ne considérer que le mode de Bloch-Floquet d’ordre 0 (période plus petite que la
demi longueur d’onde). Ceci revient à négliger toute la partie évanescente du spectre dont
l’amplitude n’est significative qu’à proximité de la surface dichroïque (à des distances infé-
rieures à la longueur d’onde). De ce fait, en 2D, la surface dichroïque peut être modélisée
par les coefficients de réflexion R0(kx) et transmission T0(kx).
Ainsi, pour la méthode basée sur les FGs que nous présentons dans ce chapitre, tout comme
pour la CRT présentée auparavant, ces deux coefficients sont supposés connus.
2 Raccordement du FG généralisé
2.1 Faisceau gaussien incident
Dans le second chapitre de ce manuscrit, nous avons défini plusieurs formulations d’un FG














zif+ j z0 cos2θif
)]exp[− jkzif] , (IV.3)
avec ui0 une amplitude complexe, q0 =−zWx0+ j kW
2
x0













Dans ces expressions, xi0 correspond au décalage spatial. L’angle θif = arcsin βxi0k est associé
au décalage spectral βxi0. Nous rappelons que l’indice i est utilisé pour le champ incident.
2.2 Hypothèses
Comme ce qui a été fait pour les interfaces diélectriques avec la technique du raccordement
de phase dans le lancer de faisceaux présenté au précédent chapitre, nous supposons que si
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le champ incident est un FG, les champs transmis et réfléchi seront également des FGs. Cette
configuration est présentée FIGURE IV.2a. Nous voyons sur cette figure qu’il y a deux degrés
de liberté sur l’angle d’incidence puisqu’il est défini par l’addition des angles θi, associé au
repère du champ incident, et θif, associé au décalage spectral.
2.3 Repères des FGs transmis et réfléchi
Nous définissons les repères des FGs réfléchi et transmis à partir du repère du FG incident,
comme indiqué FIGURE IV.2.
(a) FG incident et hypothèses (b) FG transmis (c) FG réfléchi
FIGURE IV.2 – Repères associés aux FGs réfléchi et transmis.
Le repère du FG transmis est le même que le repère du FG incident. Le repère du FG réfléchi
est l’image du repère du FG incident par rapport à la surface z = 0. Il est noté (O′i, xˆ′i, yˆ′i, zˆ′i)
dans ce manuscrit et il est défini FIGURE IV.2c.
Le raisonnement étant identique pour les deux FGs générés, par souci de concision nous ne
considérons maintenant que le FG transmis.
2.4 Raccordement de spectre




















avec l’indice u correspondant à i ou t suivant qu’il s’agisse du FG incident ou transmis.
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L’objectif étant d’approcher le plus efficacement le champ transmis, nous devons trouver les
quatre meilleurs paramètres (ut0,qt0,xt0,βxt0) pour le FG transmis. Dans ce but, nous réali-
sons un raccordement des spectres des deux faisceaux dans le repère du faisceau incident.
Ce raccordement doit prendre en compte les paramètres du FG incident et la présence de la
surface dichroïque qui est représentée par son coefficient de transmission T0(kx).
La première étape du calcul consiste donc à exprimer cette réponse dans le même repère
que les deux spectres à raccorder. En ne considérant que les ondes planes propagatives vers
les z > 0 et zi > 0, cela revient à faire une rotation de θi autour de yˆ. Ainsi, le coefficient de
transmission par rapport à kxi s’écrit
T (kxi)= T0 (kxi cosθi+kzi sinθi) . (IV.6)
Nous voyons dans l’expression (IV.6) que si θi est nonnul, la réponse de la surface dichroïque,
comme illustré FIGURE IV.3a, subit une déformation liée à la rotation.
(a) |T0(kx )| (b) |T (kxi)| pour θi = 45◦
FIGURE IV.3 – Coefficient de transmission d’une surface dichroïque tracé dans différents re-
pères.
Finalement, le raccordement de spectre consiste à écrire que le spectre du champ transmis
est égal au spectre du champ incident multiplié par le coefficient de transmission de la sur-
face dichroïque exprimé dans le repère du FG incident, soit
u˜t(kxi)= u˜i(kxi)T (kxi). (IV.7)
Notons que si seul le mode fondamental est propagatif, alors il n’y a dans cette expression
aucune approximation.
2.5 Raccordement de l’onde plane principale
Dans le cas où la réponse T (kxi) est lentement variable en amplitude et en phase autour
de βxi0 (direction associée au maximum d’amplitude du spectre), nous pouvons faire une
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approximation à l’ordre zéro de T (kxi). Ceci correspond à supposer que T (kxi) est constant






Elle est représentée FIGURE IV.4 à titre d’illustration. À noter qu’il n’y a sur cette dernière
figure que l’amplitude du champ qui est représentée mais l’approximation est également
réalisée sur la phase.
FIGURE IV.4 – Approximation de |T (kxi)| par une constante.






En d’autres termes, avec ce raccordement, le FG transmis est identique au FG incident à un
coefficient près.
2.6 Approximation du coefficient de transmission et raccordement
Les réponses en transmissiondes surfaces dichroïques n’étant pas toujours constantes, il est
intéressant de faire une approximation à l’ordre 2 des coefficients autour du maximum de
puissance. Pour notre étude, nous avons choisi d’écrire le coefficient sous une forme expo-
nentielle. Ainsi, nous effectuons une approximation à l’ordre deux de l’argument de cette
exponentielle tel que





où T0, T1 et T2 sont des nombres complexes. Nous avons choisi de faire une approximation
à l’ordre deux pour deux raisons :
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• Cette approximation est en accord avec la méthode utilisée dans le lancer de fais-
ceaux. En effet, la technique du raccordement de phase nécessite une approximation
d’ordre deux dans le terme exponentiel de la courbure de la surface. Ceci est fait afin
de trouver le rayon de courbure des FGs réfléchi et transmis. Nous faisons donc ici
une approximation du même ordre. Toutefois l’approximation est réalisée ici dans le
domaine spectral et non dans le domaine spatial.
• Cette approximation permet, par le biais de l’expression (IV.7) et en identifiant,
d’avoir un champ transmis qui est un FG.
L’équation (IV.10) doit être valide là où l’amplitude du spectre du FG incident est la plus
significative. Dans ce but, nous avons choisi d’effectuer le raccordement sur trois points : un
en kxi =βxi0 et deux autres au niveau de la largeur à mi-hauteur (±βmh). Nous avons ainsi à




)+T2 (βxi0−βmh)2 = ln ∣∣T (βxi0−βmh)∣∣+ j arg[T (βxi0−βmh)]
T0+T1βxi0+T2β2xi0 = ln




)+T2 (βxi0+βmh)2 = ln ∣∣T (βxi0+βmh)∣∣+ j arg[T (βxi0+βmh)]
(IV.11)
Cette approximation est représentée à titre d’illustration FIGURE IV.5.
FIGURE IV.5 – Approximation de |T (kxi)|.
En insérant l’approximation (IV.10) dans (IV.7), nous obtenons
u˜t (kxi)= u˜i (kxi)exp[T0+T1kxi+T2kxi] . (IV.12)
Il est important de voir que l’erreur résiduelle
∣∣(T −Tapprox) u˜i∣∣ dépend de deux paramètres :
la variation du coefficient T (kx) et la paraxialité du FG incident. En effet, plus le FG incident
sera paraxial et plus son excursion spectrale sera petite et donc plus l’approximation autour
de la puissancemaximale sera précise.
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2.7 Identification
2.7.a Faisceau transmis
En remplaçant u˜t et u˜i par leurs expressions données en (IV.5) et en identifiant, nous trou-
vons
























Le FG transmis est complètement défini. Les formulations analytiques (II.45) et (II.49)
peuvent maintenant être utilisées pour trouver les champs électromagnétiques en tout
point de l’espace.
Nous pouvons tout de même noter que le FG généré par la méthode doit rester paraxial.
2.7.b Faisceau réfléchi
Le raisonnement et les remarques sont les mêmes que pour le FG transmis, cependant, du
fait des repères différents, il y a également des signes qui diffèrent. Ainsi nous trouvons




























Dans cette équation, R0, R1 et R2 remplacent les paramètres T0, T1 et T2 de l’équation (IV.10)
et dépendent donc d’une approximation dumême ordre du coefficient de réflexion.
2.7.c Remarques et amélioration de la technique
Nous pouvons noter que dans certains cas, il peut arriver qu’une des réponses R ou T pré-
sente un zéro, situation qu’il est impossible de modéliser avec un seul FG. Il existe une solu-
tion. Si ce problème est associé à T , cette solution consiste à écrire
u˜t (kxi)= u˜i+ u˜i (kxi) (T (kxi)−1) (IV.15)
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Le terme (T (kxi)− 1) ne présente alors plus de zéro. Le champ peut donc être modélisé
par deux FGs : le FG incident plus un second FG calculé en faisant une approximation de
(T (kxi)−1). De la mêmemanière, nous pourrons appliquer uneméthode similaire si le pro-
blème apparaît sur R . Notons tout de même que lorsque ce cas de figure apparaît, la puis-
sance du champ est faible. Nous présenterons un résultat de simulation associé à ce cas lors
de l’étude paramétrique.
2.8 Formulation alternative
Dans le cas où la surface dichroïque est illuminée par un FG fondamental (faisceau gaussien
ne présentant ni translation spectrale, ni translation spatiale), il est intéressant d’essayer de
garder cette particularité et de modéliser les champs transmis et réfléchi par des FGs eux
aussi fondamentaux. Dans ce but, nous supprimons dans cette partie les paramètres βxi0,
βxt0, βxr0 et xi0.
2.8.a Faisceaux transmis et réfléchi













L’objectif est là encore d’approcher le plus efficacement possible le champ transmis, nous
devons donc trouver les meilleurs paramètres (ut0,qt0) mais aussi un nouveau système de
coordonnées (Ot, xˆt, zˆt) pour le FG transmis afin d’introduire un possible décalage angu-
laire et spatial en dépit de l’absence des paramètres βxt0 et xt0. Ainsi, la différence est que
la méthode basée sur la formulation généralisée évalue le décalage angulaire par un déca-
lage spectral alors que la formulation alternative calcule directement l’angle entre les repères
du FG incident et du FG généré. Les différents repères associés sont présentés FIGURE IV.6.




















Une fois de plus, nous réalisons le raccordement des spectres des deux faisceaux dans le
repère du faisceau incident. Ainsi, en tenant compte de la rotation αt0 et de la translation

















Notons que cette formulation n’est valable que pour un dépointage αt0 faible. Les simula-
tions à la fin de ce chapitre confirmeront la validité de cette hypothèse.
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(a) FG incident (b) FG transmis (c) FG réfléchi
FIGURE IV.6 – Repères associés aux FG incident, réfléchi et transmis.
Afin de pouvoir réaliser le raccordement de spectre, nous utilisons l’approximationparaxiale




+o (k2xi) . (IV.19)
2.8.b Identification
L’approximation de la réponse de la surface dichroïque étant identique pour les deux types
de raccordement, en remplaçant kzi par (IV.19) dans (IV.18) et en limitant, dans cette même


























Comme précédemment, le FG transmis est complètement défini et les formulations analy-
tiques (II.45) et (II.49) peuvent être utilisées pour trouver les champs électromagnétiques
en tout point de l’espace. Enfin, les mêmes remarques sur la paraxialité du faisceau généré
peuvent être faites ici.
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2.9 Comparaison avec le raccordement du FG généralisé
En examinant les formules (IV.13) et (IV.20), si βxi0 est nul, en faisant un développement
en série de Taylor autour de αt0 = 0 nous voyons que les deux identifications donnent les
mêmes résultats. Ainsi, dans le cas où le faisceau incident n’est pas décalé spectralement,
nous pouvons utiliser les deux raccordements pour trouver les FGs réfléchi et transmis.
3 Simulations pour un seul faisceau gaussien incident
Avant de simuler un cas pour lequel le champ incident est décomposé sur une somme de
FGs, nous allons dans un premier temps nous attarder sur le comportement de la méthode
avec un seul FG incident. Cette partie est divisée en trois sous-parties :
• Dans la première nous rappelons toutes les méthodes utilisées dans ces simulations.
• Dans la seconde nous validons la technique, qui nous servira de référence tout au
long des simulations dans un cas simple mais représentatif. Nous présentons égale-
ment les résultats trouvés avec les trois raccordements pour différents FGs incidents.
Dans cet exemple, la surface dichroïque simulée est infiniment fine.
• La dernière est consacrée à un cas plus contraignant où le motif périodique est dis-
posé sur un diélectrique et l’incidence du FG incident est forte.
Afin de s’affranchir des distances et de la fréquence, toutes les dimensions sont données en
fonction de la longueur d’onde.
3.1 Méthodes utilisées
Nous avons présenté dans les précédentes parties trois méthodes de raccordement de
spectre que nous appelons tout au long des simulations :
• le Raccordement de l’Onde Plane Principale (ROPP), présenté dans la partie 2.5 ;
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• le Raccordement par Faisceau Généralisé (RFG), présenté dans la partie 2.6 ;
• le Raccordement par Faisceau Fondamental (RFF), présenté dans la partie 2.8.
Nous comparons les résultats obtenus à la méthode des Courants associés aux champs Ré-
fléchi et Transmis (CRT). Mais avant toute chose, nous validons cette méthode dans une
première simulation en la comparant à laMéthode desMoments Périodique (MMP) présen-
tée au début de ce chapitre.
Afin d’avoir un critère d’erreur simple à interpréter, nous introduisons une erreur quadra-






avec d’une part u le résultat des méthodes CRT, ROPP, RFF ou RFG, et d’autre part uref le
résultat de la méthode de référence utilisée. Ce critère englobe à la fois l’erreur résiduelle du
champ transmis et du champ réfléchi. Enfin, nous définissons trois valeurs typiques pour ce
critère :
• erms <−30dB, les résultats obtenus sont une représentation fidèle des champs ;
• −30dB< erms < −15dB, les résultats obtenus sont acceptables et suffisants pour une
méthode asymptotique ;
• erms > −15dB, le comportement réel du champ n’est plus pris en compte par la mé-
thode.
3.2 Surface dichroïque infiniment fine
L’objectif de cette première configuration est double. Dans un premier temps nous validons
la CRT en la comparant à la MMP afin de ne conserver qu’une seule méthode de référence.
Dans un second temps, nous testons la RFG et nous la comparons à la ROPP.
3.2.a Configuration
FIGURE IV.7 – Configuration étudiée.
La configuration est représentée FIGURE IV.7.
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Pour ce premier exemple, nous simulons une surface dichroïque d’épaisseur nulle et de pé-
riode 0.5λ avec une bande de métal parfaitement conductrice de 0.1λ. Les coefficients de
réflexion et transmission de cette surface sont reportés FIGURE IV.8.
(a) Modules de R et T (dB) (b) Phases de R et T (◦)
FIGURE IV.8 – Réponse en transmission (♦) et réflexion (4) de la surface dichroïque.
Le repère associé au faisceau incident a pour origine le pointOi = (−13λ,−13λ)t et un angle
θi nul. L’angle d’incidence de 45◦ est donné par le décalage spectral βxi0 = k sin45◦. Tous les
paramètres du FG incident sont récapitulés dans le tableau (IV.1).
FAISCEAU INCIDENT
Amplitude Ceinture Décalages
ui0 = 1V/m Taille Position Spatial SpectralWxi0 = 2λ zWxi0 = 0 xi0 = 0 βxi0 = k sin45◦
TABLE IV.1 – Paramètres du faisceau incident.
3.2.b Validation de laméthode CRT
Dans ce cas, l’erreur quadratique moyenne entre les deux formulations est de erms =
−46.6dB. Nous jugeons que ce résultat est suffisant pour ne conserver que la CRT comme
méthode de référence. Néanmoins, afin d’avoir unemeilleure vision du problème, nous pré-
sentons les résultats en champ proche des deux méthodes FIGURE IV.9.
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(a) |uMMP|dB (b) |uCRT|dB (c) |uCRT−uMMP|dB
FIGURE IV.9 – Champ électrique total obtenu avec différentes formulations (dB).
Nous voyons sur cette figure qu’excepté dans une zone proche de la surface dichroïque (dis-
tance inférieure à la longueur d’onde), les deux formulations donnent les mêmes résultats.
Les résultats en champ lointain sont présentés FIGURE IV.10.
FIGURE IV.10 – Champ électrique lointain normalisé : transmis (à gauche) et réfléchi (à
droite) obtenu avec MMP (•) CRT (◦), différence (pointillés).
Nous voyons sur cette figure qu’encore une fois les deux méthodes donnent les mêmes ré-
sultats. Les seules différences apparaissent entre 80◦ et 100◦. Elles sont dues au fait que pour
des raisons numériques nous avons tronqué la dimension de la surface dichroïque (le champ
sur les bords de la surface est ainsi à−50dB de sonmaximum). Tous ces résultats confirment
l’erreur quadratiquemoyenne trouvée.
3.2.c Approximation des coefficients
Nous rappelons que notre technique repose sur une approximation à l’ordre deux de l’évo-
lution des coefficients R/T de la surface dichroïque. Nous validons ici cette technique d’ap-
proximation. Pour ce faire, l’approximation autour dumaximumde puissance est tracée FI-
GURE IV.11.
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(a) Modules de R et T (dB) (b) Phases de R et T (◦)
FIGURE IV.11 – Coefficients de transmission (♦) et de réflexion (4) de la surface considé-
rée. Approximation à l’ordre 2 autour dumaximumde puissance du FG incident (pointillés).
Points servant à l’approximation (×).
Nous voyons sur cette figure que le raccordement est correct autour de βxi0 = k sin45◦ sur
un intervalle de 0.2k. Afin de savoir si ceci est suffisant pour avoir une bonne approximation
des champs réfléchi et transmis, nous traçons FIGURE IV.12 les spectres des champs réfléchi
et transmis, leurs approximations et les erreurs résiduelles.
(a) Spectres du champ réfléchi (dB) (b) Spectres du champ transmis (dB)
FIGURE IV.12 – Spectre (en trait plein) et spectre approché (pointillés), différence (en rouge).
Cette figure nous permet de dire que dans cette configuration, les spectres des champs ré-
fléchi et transmis sont bien évalués.
3.2.d Résultats
En comparant les résultats trouvés à la CRT, nous obtenons
erms, RFG ≈−42.0dB et erms, ROPP ≈−27.0dB, (IV.23)
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avec erms, RFG erreur quadratiquemoyenne entre la RFG et la CRT et erms, ROPP entre la ROPP
et la CRT. Ceci nous permet de dire que les deux techniques sont efficaces avec unemeilleure
précision pour la RFG. Nous exposons FIGURES IV.13 les résultats de la méthode.
(a) |uRFG|dB (b) |uRFG−uCRT|dB (c) |uROPP−uCRT|dB
FIGURE IV.13 – Champ électrique total obtenu avec différentes formulations (dB).
FIGURE IV.13a, nous traçons le champ proche obtenu avec la méthode RFG puis nous com-
parons FIGURES IV.13b et IV.13c les résultats des méthodes RFG et ROPP à la méthode de
référence CRT.
Nous voyons sur ces figures que l’erreur résiduelle est faible. Elle est uniquement due à l’ap-
proximation paraxiale qui est également présente sur le FG incident. FIGURE IV.13c, nous
voyons que là aussi le champ est bien évalué par la méthode ROPP, même si l’erreur rési-
duelle est plus élevée.
FIGURE IV.14 –Champélectrique lointain normalisé, transmis (à gauche) et réfléchi (à droite)
obtenu avec RFG (♦), ROPP (•) et CRT (◦), différence avec CRT (pointillés).
Les résultats en champ lointain, FIGURE IV.14, confirment les remarques que nous avons
faites précédemment.
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3.2.e Bilan
Les tableaux IV.2 et IV.3 récapitulent les différents paramètres des FGs réfléchi et transmis.
FAISCEAU RÉFLÉCHI
Amplitude Ceinture Décalages
|ur0| ≈ 0.75V/m Taille Position Spatial SpectralWxr0 ≈ 2λ zWxr0 ≈ 0.3λ xr0 ≈ 0.1λ βxr0 ≈ k sin45.3◦
TABLE IV.2 – Paramètres du faisceau réfléchi.
FAISCEAU TRANSMIS
Amplitude Ceinture Décalages
|ur0| ≈ 0.66V/m Taille Position Spatial SpectralWxt ≈ 2λ zWxt0 ≈ 0.3λ xt0 ≈ 0.1λ βxt0 ≈ k sin44.5◦
TABLE IV.3 – Paramètres du faisceau transmis.
Nous voyons que la surface dichroïque simulée, mis à part sur l’amplitude, n’a que peu
d’effet sur le FG incident. Cependant, il existe tout de même un léger dépointage pour les
champs transmis et réfléchi qu’il peut être important de considérer suivant l’application vi-
sée.
3.2.f Sensibilité aux décalages
Afin de quantifier l’importance des décalages spatiaux et spectraux sur la précision des ré-
sultats, nous faisons varier les paramètres x0 etβx0 sur les FGs réfléchi et transmis. Les résul-
tats sont présentés FIGURE IV.15. Notons que nous faisons varier les paramètres autour des
valeurs trouvées (notées 0 sur chacune des figures).
(a) erreur rms en fonction du décalage
spectral (dB)
(b) erreur rms en fonction du déca-
lage spatial (dB)
FIGURE IV.15 – Étude paramétrique sur les décalage.
88 INTERACTION 2D D’UN FAISCEAU GAUSSIEN AVEC UNE SURFACE DICHROÏQUE
La FIGURE IV.15a nous montre l’erreur résiduelle en fonction du décalage spectral et la FI-
GURE IV.15b nous montre l’erreur résiduelle en fonction du décalage spatial.
Ainsi les paramètres trouvés dans cet exemple peu contraignant correspondent bien au
meilleurs paramètres. Nous voyons que, dans ce cas, l’erreur est peu sensible au décalage
spectral. Au contraire, dans ce cas de figure, l’erreur est très sensible au décalage spatial. Ce
comportement est dû au fait que le faisceau considéré est peu paraxial.
3.3 Comparaison avec laméthode alternative
Dans le cas où le FG incident est un faisceau fondamental, nous montrons dans cette partie
que les deux raccordements RFG et RFF, basés tous les deux sur une approximation à l’ordre
deux des coefficients R/T, donnent des résultats identiques.
3.3.a Configuration
Nous conservons la surface dichroïque précédente cependant nous utilisons pour ce cas
un faisceau incident fondamental. Le repère associé au faisceau incident possède toujours
comme origine le point Oi = (−13λ,−13λ)t mais nous fixons θi à 45◦. La configuration est
présentée FIGURE IV.16 et les paramètres du FG incident sont répertoriés dans le tableau
IV.4.
FIGURE IV.16 – Seconde configuration étudiée : FG incident fondamental.
FAISCEAU INCIDENT
Amplitude Ceinture Repère
ui0 = 1V/m Taille Position Translation RotationWxi0 =
p
2λ zWxi0 = 0 xi0 = 0 αi0 = 0
TABLE IV.4 – Paramètres du faisceau incident.
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3.3.b Coefficients R/T dans le repère du FG incident





avec erms, RFF erreur quadratique moyenne entre la RFF et la CRT. Ces résultats nous per-
mettent d’affirmer que la RFF et la RFG donnent effectivement des résultats équivalents et
qu’encore une fois la ROPP est légèrement en retrait. Nous traçons FIGURE IV.17 les coeffi-
cients de réflexion et transmission dans le repère associé au FG incident.
(a) Modules de R(kxi) et T (kxi) (dB) (b) Phases de R(kxi) et T (kxi) (◦)
FIGURE IV.17 – Réponse en transmission (♦) et réflexion (4) de la surface considérée dans le
repère du FG incident.
Nous voyons sur cette figure, par rapport à la figure IV.11, l’effet induit par la rotation entre
le repère du FG incident et le repère associé à la surface dichroïque.
3.3.c Résultats
Nous reportons FIGURE IV.18 les résultats obtenus avec les différents raccordements.
(a) |uRFF|dB (b) |uRFF−uCRT|dB (c) |uRFG−uCRT|dB (d) |uROPP−uCRT|dB
FIGURE IV.18 – Résultat du raccordement en champ proche.
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Nous pouvons voir sur cette figure que la RFF et la RFG représentent bien les caractéristiques
du champ, les seules erreurs étant dues à l’approximation paraxiale également présente sur
le FG incident. La ROPP est effectivement en retrait et présente une erreur due à l’approxi-
mation des coefficients R/T. Afin de visualiser les différences entre la RFF et la RFG, nous
comparons les deux méthodes FIGURE IV.19 avec une dynamique de 126 dB.
FIGURE IV.19 – |uRFF−uRFG|dB.
Nous voyons sur cette figure que comme nous le disions en introduction de ce chapitre, si le
FG incident est un faisceau fondamental, les deux méthodes donnent les mêmes résultats.
En effet, les différences apparaissent seulement en dessous de −90dB.
La FIGURE IV.20 présente les résultats en champ lointain. Cette figure confirme tout ce que
nous venons de dire précédemment.
FIGURE IV.20 –Champélectrique lointain normalisé, transmis (à gauche) et réfléchi (à droite)
obtenu avec RFF (?), RFG (♦), ROPP (•) et CRT (◦), différence avec la CRT (pointillés).
3.3.d Bilan
Les tableaux IV.5 et IV.6 présentent les paramètres des faisceaux réfléchi et transmis, trouvés
avec la RFF.
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FAISCEAU RÉFLÉCHI
Amplitude Ceinture Repère
|ur0| ≈ 0.75V/m Taille Position Translation RotationWxr0 ≈ 1.4λ zWxr0 ≈ 0.1λ xr0 ≈ 0λ αr0 ≈−0.3◦
TABLE IV.5 – Paramètres du faisceau réfléchi.
FAISCEAU TRANSMIS
Amplitude Ceinture Repère
|ut0| ≈ 0.66V/m Taille Position Translation RotationWxt ≈ 1.4λ zWxt0 ≈ 0.1λ xt0 ≈ 0λ αt0 ≈ 0.4◦
TABLE IV.6 – Paramètres du faisceau transmis.
La surface considérée et l’angle d’incidence étant les mêmes, les constatations sont égale-
ment identiques. Cependant, nous avons vu par le biais de ces simulations que les deux
raccordements donnent entière satisfaction tandis que la ROPP est légèrement moins pré-
cise. Nous allons voir maintenant comment ceux-ci réagissent avec une surface dichroïque
épaisse et un angle d’incidence important.
3.4 Surface dichroïque épaisse
L’objectif de cette nouvelle configuration est de vérifier que les raccordements donnent tou-
jours des résultats satisfaisants dans une configuration plus contraignante.
3.4.a Configuration
Pour ce second exemple, nous reprenons les motifs de la surface dichroïque des simulations
précédentes mais cette fois-ci disposés sur un diélectrique d’épaisseur λ/4 et de permitti-
vité relative εr = 2.1. L’obtention des coefficients R/T a été réalisée avec le logiciel HFSS. La
configuration est représentée FIGURE IV.21.
Le repère associé au faisceau incident a pour origine le pointOi = (−6λ,−6λ)t et nous fixons
θi à 70◦. Les paramètres du FG incident sont récapitulés dans le tableau IV.7.
FAISCEAU INCIDENT
Amplitude Ceinture Repère
ui0 = 1V/m Taille Position Translation RotationWxi0 = 2λ zWxi0 = 0 xi0 = 0 αi0 = 0
TABLE IV.7 – Paramètres du faisceau incident
Du fait que le champ incident ne présente pas de décalage spectral, nous pouvons encore
comparer les résultats obtenus avec la RFF et la RFG.
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FIGURE IV.21 – Troisième configuration : FG incident fondamental et surface dichroïque
épaisse.
3.4.b Approximation
La FIGURE IV.22 nous montre l’approximation à l’ordre deux des coefficients R/T dans le
repère du champ incident.
(a) Modules de R et T (dB) (b) Phases de R et T (◦)
FIGURE IV.22 – Réponse en transmission (♦) et réflexion (4) de la surface considérée. Ap-
proximation à l’ordre 2 autour dumaximumde puissance du FG incident (pointillés). Points
servant à l’approximation (×).
Nous voyons sur cette figure que le raccordement est correct autour du point kxi = 0 sur un
intervalle de 0.1k. La variation rapide du coefficient de transmission empêche cependant
l’approximation de coller parfaitement à ce coefficient. Nous verrons dans les simulations
que ceci est tout de même suffisant pour avoir une bonne approximation du champ trans-
mis.
3.4.c Résultats
Dans ce cas de figure, l’erreur quadratiquemoyenne par rapport à la CRT vaut
erms, RFG = erms, RFF ≈−23.4dB
erms, ROPP ≈−3.1dB.
(IV.25)
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Nous pouvons faire ici plusieurs constations : les deux raccordements basés sur une approxi-
mation à l’ordre 2 des coefficients R/T donnent une fois encore les mêmes résultats. Malgré
la forte incidence et l’épaisseur du diélectrique, les résultats restent acceptables. Par contre,
la ROPP n’est plus suffisante dans cette configuration. Afin de visualiser ces résultats, nous
traçons FIGURE IV.23, les cartographies en champ proche obtenues avec les trois techniques
de raccordement. Nous voyons sur cette figure que malgré l’incidence, les champs transmis
et réfléchi calculés avec la RFF et la RFG sont bien évalués. En effet, l’erreur résiduelle est
inférieure à −30dB sur toute la cartographie. FIGURE IV.23d nous voyons que la ROPP est
fausse, particulièrement sur le champ réfléchi. Ces résultats sont confirmés en champ loin-
tain FIGURE IV.24 et FIGURE IV.25 qui comporte l’erreur résiduelle.
(a) |uRFF|dB (b) |uRFF−uCRT|dB (c) |uRFG−uCRT|dB (d) |uROPP−uCRT|dB
FIGURE IV.23 – Champ électrique total obtenu avec plusieurs formulations (dB).
FIGURE IV.24 – Champ électrique lointain normalisé (dB) (transmis à gauche et réfléchi à
droite) obtenu avec RFF (?), RFG (♦), ROPP (•) et CRT (◦).
FIGURE IV.24, nous voyons apparaître entre 80◦ et 90◦ un lobe sur le champ transmis. Ce lobe
est dû au coefficient de transmission qui présente un zéro dans sa réponse. Étant très faible
dans ce cas de figure (inférieur à −37dB), il ne nuit pas à la validité des résultats.
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FIGURE IV.25 – Erreur résiduelle (dB) : RFF-CRT (?), RFG-CRT (♦) et ROPP-CRT (•).
3.4.d Bilan
Les tableaux IV.8 et IV.9 récapitulent les différents paramètres des FGs réfléchi et transmis.
Notons qu’il s’agit des données trouvées avec la RFF (la RFG étant équivalente).
FAISCEAU RÉFLÉCHI
Amplitude Ceinture Repère
|ur0| ≈ 0.8V/m Taille Position Translation RotationWxr0 ≈ 2λ zWxr0 ≈−6.6λ xr0 ≈−1.8λ αr0 ≈−0.9◦
TABLE IV.8 – Paramètres du faisceau réfléchi.
FAISCEAU TRANSMIS
Amplitude Ceinture Repère
|ut0| ≈ 0.48V/m Taille Position Translation RotationWxt ≈ 2.5λ zWxt0 ≈−3.9λ xt0 ≈−0.7λ αt0 ≈ 2.1◦
TABLE IV.9 – Paramètres du faisceau transmis.
Ces données numériques nousmontrent pourquoi la ROPP est dans l’incapacité de modéli-
ser correctement les champs réfléchi et transmis. En effet, les paramètres et les repères des
FGs générés diffèrent trop du FG incident.
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4 Étude paramétrique
4.1 Influence de la taille et de l’inclinaison du FG incident
Nous souhaitons maintenant évaluer les capacités de la méthode en terme de précision.
Pour ce faire nous conservons la surface dichroïque précédente que nous éclairons avec di-
vers FGs incidents. Les résultats sont exposés sur la FIGURE IV.26.
(a) erms en fonction de la taille de la ceinture (b) erms en fonction de l’angle d’incidence
FIGURE IV.26 – erms (dB) pour différents paramètres du FG incident, avec : RFF (?), RFG (♦)
et ROPP (•).
La FIGURE IV.26a présente la variation de l’erreur pour un angle d’incidence de 45◦. La FI-
GURE IV.26b présente la variation de l’erreur pour une taille de ceinture du FG incident égale
à deux fois la longueur d’onde. Notons que nous avons reporté sur ces figures les seuils défi-
nis dans la partie précédente.
Nous voyons FIGURE IV.26a que pour une taille de ceinture inférieure à deux fois la longueur
d’onde, la ROPP génère une erreur non négligeable. De plus, avec ces paramètres, cette tech-
nique ne passe jamais en dessous du seuil de −30dB. Au contraire, dèsWxi0/λ= 1.25, la RFG
et la RFF donnent d’excellents résultats. Ceci est d’autant plus intéressant queWxi0/λ= 1 est
une limite basse concernant la paraxialité du FG.
Nous voyons FIGURE IV.26b que la RFG et la RFF restent en-dessous du seuil de −30dB jus-
qu’à 60◦. Nous retrouvons sur cette figure, à θi = 70◦, le cas traité précédemment. Nous
voyons qu’il s’agit d’un pire cas et que toutes les autres configurations donnent donc de
meilleurs résultats. Concernant la ROPP, nous notons qu’au-delà d’une incidence de 45◦,
elle n’est plus suffisamment précise.
4.2 Influence de l’épaisseur du diélectrique
Pour cette simulation, afin d’isoler chaque caractéristique du problème, nous supprimons
lesmotifs périodiques de la lame et nous ne conservonsque le diélectrique dont nous faisons
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évoluer l’épaisseur h. Dans cette simulation, l’angle d’incidence est de 45◦ et la ceinture du
FG incident est de 2λ. Les résultats de la méthode sont reportés FIGURE IV.27.
FIGURE IV.27 – erms (dB) pour différentes épaisseurs : RFF (?), RFG (♦) et ROPP (•).
Concernant la ROPP, nous voyons sur cette figure qu’elle présente des erreurs dès que h dé-
passe 0.15λ et qu’elle devient relativement peu précise au-delà de h > λ. La RFG et la RFF
sont partout satisfaisantes. Toutefois, il existe des sauts au-dessus de−30dB sur l’erreur qua-
dratique moyenne. Ils sont dus au coefficient de réflexion qui présente un zéro pour cer-
taines épaisseurs de diélectrique h. Nous avons vu dans la partie 2.7.c un méthode permet-
tant d’apporter une solution à ce problème. Nous exposonsmaintenant cette alternative.
4.3 Amélioration de la technique
Les résultats du raccordement sur (R (kxi)−1) sont présentés FIGURE IV.28.
FIGURE IV.28 – erms (dB) pour différentes épaisseurs : RFF (?), RFG (♦) et ROPP (•).
Sur cette figure, nous voyons tout d’abord que les résultats de la ROPP sont inchangés.
En effet, l’amélioration n’a pas d’effet sur cette méthode. Concernant la RFG et la RFF, le
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problème a totalement disparu. L’erreur quadratique moyenne est maintenant toujours
en-dessous du seuil de −30dB.
Nous montrons FIGURE IV.29, les résultats en champ lointain pour h = 1.13λc , cas corres-
pondant à un zéro dans le coefficient de réflexion.
(a) Champ transmis (b) Champ réfléchi (c) Différence avec la CRT
FIGURE IV.29 – Champ électrique lointain normalisé (dB) obtenu avec RFF (?), RFG (♦),
ROPP (•) et CRT (◦).
La FIGURE IV.29b nous permet de faire plusieurs constatations. Tout d’abord, le champ ré-
fléchi contient bien deux lobes liés à la présence du zéro dans le coefficient de réflexion.
Deuxièmement, comme nous le disions, lorsqu’un zéro apparaît dans l’un des coefficients,
le champ qui présente ce zéro est faible. Cela est vrai dans une certaine mesure puisqu’ici le
maximumdu champ réfléchi se situe à −18dB dumaximumdu champ transmis.
Enfin, nous voyons FIGURE IV.29c que la RFF et la RFG donnent toutes les deux d’excellents
résultats alors que la ROPP est fausse non seulement sur le champ réfléchi mais également
sur le champ transmis car l’épaisseur du diélectrique translate fortement le FG transmis
(xt0 ≈ 0.4λ).
5 Simulation avec un champ issu d’un cornet
Cette simulation s’appuie sur un cas concret dans lequel le champ est issu d’un cornet. Le
champ incident étant décomposé sur un frame de Gabor, seules la RFG et la ROPP sont com-
parées à la solution de référence. Dans cet exemple, nous souhaitons tester non seulement
la précision de la techniquemais également le temps de calcul par rapport à la CRT.
5.1 Configuration
Nous reprenons pour cet exemple le cornet simulé dans la partie 1.3.d du chapitre III, et la
surface dichroïque épaisse simulée précédemment. La configuration est présentée FIGURE
IV.30.
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FIGURE IV.30 – Configuration 2D : cornet et surface dichroïque.
Le repère du champ incident a comme origine le point Oi = (−15λ,−15λ)t et il est tourné
d’un angle θi = 45◦. Nous utilisons également les même paramètres de décomposition que
dans la partie 1.3.d du chapitre III. Nous rappelons que u0 = 1V/m, a = 9λ, la = 18λ et que la
décomposition génère 99 faisceaux.
5.2 Résultats
Dans ce cas de figure, les erreurs quadratique par rapport à la CRT nous donnent
erms, RFG ≈−22.4dB et erms, ROPP ≈−17.9dB. (IV.26)
Encore une fois la précision obtenue est acceptable. La RFG demeure bonne alors que la
ROPP se rapproche du seuil des −15dB que nous avons fixé au début du chapitre sur les si-
mulations. Afin d’avoir unemeilleure vision sur ces résultats, nous traçons les cartographies
en champ proche FIGURE IV.31.
(a) |uRFG|dB (b) |uRFG−uCRT|dB (c) |uROPP−uCRT|dB
FIGURE IV.31 – Champ électrique total en champ proche (dB).
Sur cette figure, nous pouvons voir que le champ est bien évalué par la technique de raccor-
dement. La ROPP génère une erreur plus importante qui ne dépasse toutefois pas −20dB du
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maximum. Afin de valider ce constat, nous traçons les résultats en champ lointain FIGURE
IV.32 et l’erreur résiduelle FIGURE IV.33.
FIGURE IV.32 – Champ électrique lointain normalisé (dB), (transmis à gauche et réfléchi à
droite) obtenu avec RFG (♦), ROPP (•) et CRT (◦).
FIGURE IV.33 – Erreur résiduelle (dB) : RFG-CRT (♦) et ROPP-CRT (•).
Le constat est ici le même : l’erreur résiduelle associée à la RFG reste en-dessous de −33dB.
Comme nous le disions au début de cette partie, la ROPP est moins précise mais donne tout
demême une solution acceptable avec une erreur résiduelle qui reste en-dessous de−22dB.
L’écart entre les deux formulations est moins important qu’habituellement dû au fait que
la décomposition utilise un grand nombre de FGs. L’addition de chacun des FGs dont la
direction principale de propagation a été bien raccordée permet à la technique ROPP de
conserver une certaine efficacité.
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5.3 Temps de simulation
Nous comparons maintenant les temps de simulation afin de voir si la technique est rapide
ou non par rapport à la CRT (temps obtenus avec un PC bureautique cadencé à 2.4GHz).
CRT RFG ROPP
Interaction 1640.10ms 188.01ms 116.01ms
Rayonnement en champ proche 4.86ms/pt 0.94ms/pt 0.94ms/pt
Rayonnement en champ lointain 2.53ms/pt 1.25ms/pt 1.25ms/pt
Total champ proche pour 1000 points 6500ms 1128ms 1056ms
Total champ lointain pour 1000 points 4170ms 1438ms 1366ms
TABLE IV.10 – Temps de calcul pour CRT, RFG et ROPP (ms).
Pour les trois méthodes nous trouvons dans ce tableau :
• La ligne « Interaction » qui explicite le temps nécessaire pour calculer l’interaction du
champ incident avec la surface dichroïque. Pour la technique CRT, il s’agit du calcul
des courants au niveau de la surface dichroïque. Pour RFG et ROPP, il s’agit du temps
de calcul des paramètres de tous les FGs transmis et réfléchis.
• Les lignes « Rayonnement en champ proche » et « Rayonnement en champ loin-
tain » qui indiquent les temps nécessaires pour sommer, d’une part, la contribution
de chacun des courants pour CRT, et d’autre part, la contribution de chacun des FGs
pour la RFG et la ROPP.
• Les lignes «Total champproche pour 100 points » et « Total champ lointain pour 1000
points » indiquent les temps totaux qu’il faudrait pour obtenir des résultats sur 1000
points en champ proche et champ lointain.
Nous voyons sur la première ligne que la RFG et la ROPP sont plus efficaces que la CRT pour
évaluer l’interaction entre le champ incident et la surface dichroïque. En effet, malgré le
nombre de FGs assez conséquent pour un cas 2D, il existe un facteur 9 entre la CRT et la
RFG.
En champ proche et en champ lointain, le constat est le même, les techniques de raccor-
dement sont plus efficaces d’un facteur 5 pour le calcul du champ proche et d’un facteur 2
pour le calcul du champ lointain.
De plus, les temps de calculs de l’interaction entre la RFG et la ROPP sont du même ordre
puisqu’il n’y a qu’un facteur 1.5 entre les deux. Ainsi, les autres temps de calculs étant iden-
tiques, le gain en temps associé à la ROPP par rapport à la précision obtenue est discutable.
Enfin, si la technique CRT est bien adaptée à la modélisation d’un champ éclairant une sur-
face dichroïque, pour la modélisation d’un système quasi-optique complet, il faudra la cou-
pler à une technique d’optique physique qui sera bien moins efficace qu’une technique de
lancer de FGs associée à la RFG.
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6 Conclusion du chapitre
Dans ce chapitre nous avons présenté une nouvelle méthode permettant de traiter l’inter-
action d’un FG généralisé incident avec une surface dichroïque dans une configuration 2D.
Cette méthode suppose qu’un FG incident génère un FG réfléchi et un FG transmis. Les
paramètres de ces deux FGs ont été obtenus à l’aide d’un raccordement spectral en tenant
compte des coefficients R/T de la surface dichroïque.
Nous avons également présenté une approche alternative permettant de raccorder des FGs
fondamentaux. Notons également que lorsque les coefficients R/T de la surface dichroïque
possèdent une variation lente, nous avons également vu qu’un raccordement unique sur
l’onde plane principale pouvait être suffisant.
Pour valider ces formulations, nous avons effectué des tests numériques pour une surface
dichroïque infiniment mince, une surface dichroïque épaisse ainsi que pour une lame di-
électrique dont nous avons fait varier l’épaisseur. Les résultats en champ lointain et en
champ proche nous montrent que les modifications induites par la surface dichroïque sont
correctement estimées, notamment les décalages spatiaux et spectraux. De plus, nous avons
effectué une étude paramétrique à partir de laquelle nous concluons que la ROPP peut
devenir inexacte, en particulier pour les grands angles d’incidence et pour des ceintures de
faisceaux incidents de petite taille. En ce qui concerne les temps de calcul, pour un champ
incident issu d’un cornet, la technique de raccordement est plus efficace que la technique
basée sur les courants (CRT).
Enfin, cette méthode est parfaitement compatible avec un algorithme de lancer de FGs.
Ainsi, nous avons maintenant à disposition une technique 2D permettant de modéliser un
système quasi-optique comprenant des surfaces dichroïques.
Le prochain chapitre est consacré à l’extension de cette méthode au cas 3D.
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Chapitre V
INTERACTION 3D D’UN FAISCEAU GAUSSIEN
AVEC UNE SURFACE DICHROÏQUE
Nous avons présenté dans le chapitre précédent uneméthode permettant demodéliser l’in-
teraction d’un FG incident avec une surface dichroïque dans une configuration 2D. Nous
faisons dans ce chapitre l’extension de cette méthode au cas 3D. Dans son principe la tech-
nique reste la même puisque nous supposons toujours qu’un FG incident, à la traversée de
la surface dichroïque, génère un FG réfléchi et un FG transmis. Nous faisons également tou-
jours un raccordement de spectre pour trouver les différents paramètres des FGs générés.
Cependant, du fait de la dimension supplémentaire, les expressions deviennent plus com-
plexes, elles doivent inclure par exemple l’aspect vectoriel des champs. Ce chapitre est divisé
en 4 parties :
• Dans la première partie nous voyons pourquoi, en 3D, nous avons choisi de ne pas
considérer le raccordement alternatif basé uniquement sur des FGs fondamentaux.
Nous présentons ensuite la configuration étudiée avant de faire quelques rappels
concernant les expressions des FGs en 3D.
• Dans la seconde partie nous expliquons les démarches amonts nécessaires au raccor-
dement de spectre en dimension 3.
• La troisième partie est consacrée au raccordement de l’onde plane principale.
• Enfin, la quatrième partie présente la démarche et les expressions du raccordement
d’un FG généralisé.
Ce chapitre s’appuie grandement sur le chapitre précédent car les raisonnements sont les
mêmes. De ce fait, de nombreux parallèles sont faits tout au long de l’exposé.
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1 Contexte
1.1 Type de faisceau gaussien utilisé
Nous avons présenté dans le chapitre précédent une méthode basée sur le raccordement
dans le domaine spectral d’un FG généralisé incident avec une surface dichroïque dans
une configuration 2D (que nous avons appelé RFG). Nous avons également présenté une
approche alternative permettant de raccorder des FGs fondamentaux (méthode appelée
RFF). Nous avons vu équation (IV.18) que la RFG est, d’un point de vue calculatoire, plus
simple que la RFF. En effet, si l’identification est directe avec la RFG, la RFF nécessite plu-
sieurs opérations : un changement de repère et un développement limité à l’ordre deux de
kz . Si en deux dimensions, l’opération reste assez simple à réaliser, en trois dimensions ce
calcul devient fastidieux. De plus, les simulations nous ont permis de remarquer que les
techniques RFF et RFG donnent strictement les mêmes résultats.
De ce constat, en dimension trois, nous avons préféré ne conserver et ne développer que la
RFG.
1.2 Configuration
Nous considérons la configuration présentée FIGURE V.1.
FIGURE V.1 – Exemple de configuration.
La surface dichroïque est plane et constituée de motifs périodiques. Les périodes selon les
axes xˆ et yˆ sont de dimensions dx et dy . Les motifs contiennent des éléments de forme
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et d’épaisseur arbitraires. Comme pour le cas 2D, un repère (O, xˆ, yˆ, zˆ) est associé à la sur-
face dichroïque. De la même manière, nous associons un repère au champ incident noté
(Oi, xˆi, yˆi, zˆi). L’orientation du repère du FG incident par rapport au repère de la surface di-
chroïque est défini par les angles d’Euler (φ,θ,γ) qui ont été introduits au second chapitre.
1.3 Expression du spectre d’un faisceau gaussien généralisé
Le spectre du FG généralisé nous sert tout au long de ce chapitre pour réaliser le raccorde-


































Dans ces équations, (axi,ayi) sont des amplitudes complexes, Qi0 est la matrice de courbure


















Enfin, rappelons également que le repère associé à la direction de propagation du FG, noté
(Oif, xˆif, yˆif, zˆif) est différent du repère de départ. Pour plus de détails sur cette formulation,
nous renvoyons à la partie 3.2 du second chapitre.
2 Méthode
2.1 Hypothèses
Nous faisons la même hypothèse que dans le cas 2D. Quelles que soient les propriétés du
FG incident, nous supposons qu’il ne génère que deux FGs : un réfléchi et un transmis. À
partir des équations (V.1), (V.2) et (V.3), nous pouvons voir que nous pourrons jouer sur les
paramètres (axu,ayu), Qu0, ρu0 et βu0 des faisceaux réfléchi (cas u= r) et transmis (cas u= t)
pour trouver la meilleure approximation du champ.
2.2 Repères de FGs transmis et réfléchi
De la même manière que pour le cas 2D, nous rappelons également que dans le cadre de la
formulation généralisée le repère du FG transmis est le même que le repère du faisceau inci-
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dent. De la mêmemanière, le repère du faisceau réfléchi est le repère image du FG incident.
Pour les FGs réfléchi et transmis, comme pour le FG incident, notons qu’il existe des repères
supplémentaires associés aux décalages spatiaux et spectraux (liés à la direction de propa-
gation). Ce repère est représenté pour le FG transmis FIGURE V.2.
FIGURE V.2 – Repère associé à la direction de propagation du FG transmis.










Les raisonnements étant identiques, nous n’étudions à partir demaintenant que le FG trans-
mis.
2.3 Expression du spectre transmis
Alors qu’en dimension 2 le raccordement de spectre demandait uniquement d’exprimer le
coefficient de transmission dans le repère du champ incident, en trois dimensions, le rac-
cordement de spectre nous oblige à décomposer chaque onde plane du champ incident sur
les composantes orthogonale et parallèle par rapport au plan d’incidence défini par zˆ et ki.
2.3.a Décomposition en composantes parallèle et orthogonale du spectre incident
Ainsi la première opération consiste à exprimer chaque onde plane incidente sur les compo-
santes eˆËi et eˆ
⊥





)= u˜i (ξi)(ei (ξi) .eˆËi (ξi)) et E˜⊥i (ξi)= u˜i (ξi)(ei (ξi) .eˆ⊥i (ξi)) . (V.6)
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2.3.b Spectre du champ transmis
Maintenant que la décomposition est effectuée, nous pouvons multiplier les composantes
orthogonale et parallèle de l’onde plane incidente par la matrice de transmission pour obte-













où T Ë,Ë,T Ë,⊥,T⊥,Ë,T⊥,⊥ sont les coefficients de transmission associés à chacune des polari-
sations. Ainsi, le spectre du champ transmis s’écrit
E˜t = E˜Ët eˆËi + E˜⊥t eˆ⊥i . (V.8)
2.3.c Champ électrique transmis transverse
En utilisant (V.6), (V.7) et (V.8), nous trouvons le spectre du champ électrique transverse, re-













)= ([T Ë,Ë (ei.eˆËi )+T Ë,⊥ (ei.eˆ⊥i )] eˆËi +[T⊥,Ë (ei.eˆËi )+T⊥,⊥ (ei.eˆ⊥i )] eˆ⊥i ) .yˆi. (V.10)
Notons que l’équation (V.9) ne souffre d’aucune approximation excepté que seul le mode de
Bloch-Floquet d’ordreO est utilisé pour décrire la réponse de la surface dichroïque.
3 Raccordement de l’onde plane principale
Dans le cadre de notre hypothèse stipulant qu’un seul FG est transmis, le spectre de son








Nous devons donc trouver un moyen de raccorder (V.11) et (V.9). Notons tout d’abord que,
contrairement au cas 2D, nous ne faisons pas l’approximation de lamatrice de transmission
T . En effet, nous choisissons de nous focaliser sur les coefficients (Sxt,Syt) qui intègrent non
seulement la matrice T mais également la polarisation du FG incident.
Exactement comme ce que nous avons vu en deux dimensions, dans le cas où les fonc-
tions Sxt et Syt sont lentement variables en amplitude et en phase autour du maximum
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de puissance du FG incident, il est possible de réaliser un raccordement uniquement sur
l’onde plane principale du spectre du FG incident. Ainsi, en supposant les fonctions Sxt et
















Cette solution est de la forme de l’équation (V.11). Ainsi, en trois dimensions, le raccorde-
ment de l’onde plane principale permet d’écrire que le FG transmis possède les mêmes ca-












Ils sont donc modifiés par la matrice de transmission (V.7) évaluée dans la direction d’inci-
dence principale du FG incident.
4 Raccordement du FG généralisé








Les matrices R/T n’étant pas toujours constantes, nous cherchons maintenant à réaliser un
raccordement plus performant. Ainsi, afin de n’avoir qu’un seul FG transmis, nous cher-









)= (sxt0xˆi+ syt0yˆi)exp[(ξi−βi0)t ρs,t+ (ξi−βi0)t Ps,t (ξi−βi0)] . (V.15)
Nous devons donc choisir au mieux les deux coefficients (sxt0, syt0), le vecteur complexe ρs,t
et la matrice complexe symétrique Ps,t.
Les deux coefficients (sxt0, syt0) sont choisis égaux à la valeur de St évaluée dans la direc-
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De la même manière qu’en dimension deux, nous supposons les matrices de réflexion et
transmission connues. Elles ont été préalablement calculées à l’aide des méthodes présen-
tées au premier chapitre.
En dimension trois, en plus de se raccorder sur l’onde plane principale, nous réalisons l’ap-
proximation sur 5 autres points équirépartis àmi-amplitudenoté ξi,n pour n ∈ {1, ...,5}. Cette
opération est illustrée à titre d’exemple FIGURE V.3.
FIGURE V.3 – Spectre du champ incident. Cercle noir : mi-puissance. Points jaunes : points
servant au raccordement.



























dont les inconnues sont les éléments du vecteur ρs,t et les éléments de la matrice Ps,t. Une










110 INTERACTION 3D D’UN FAISCEAU GAUSSIEN AVEC UNE SURFACE DICHROÏQUE
4.3 Raccordement

















)t (Q−1i0 − j2kPs,t)(ξi−βi0)+ ( jρi0−ρs,t)t ξi] . (V.19)
Nous devons raccorder cette expression avec la formulation du spectre d’un FG donnée par
















)t Q−1t0 (ξi−βt0)+ jρtt0ξi] . (V.20)
4.4 Identification
Ainsi, en identifiant (V.19) avec (V.20), nous trouvons








































Le FG transmis est maintenant complètement défini. Les formulations analytiques (II.61) et
(II.67) peuvent être utilisées pour trouver les champs électromagnétique respectivement en
champ proche et champ lointain.
Notons que le FG généré par laméthode doit vérifier le critère de paraxialité défini au second
chapitre.
5 Conclusion du chapitre 111
4.5 Raccordement du FG réfléchi
De la mêmemanière, les paramètres du FG réfléchi sont obtenus en écrivant








































Dans cette équation, (sxr0, syr0), Ps,r et ρs,r remplacent les paramètres (sxt0, syt0), Ps,t et ρs,t de
l’équation (V.15) et dépendent donc d’une approximation du même ordre de la matrice de
réflexion.
5 Conclusion du chapitre
Dans ce chapitre nous avons présenté une nouvelle méthode permettant de traiter l’inter-
action d’un FG généralisé incident avec une surface dichroïque dans une configuration 3D.
Comme pour le cas 2D, cette méthode suppose qu’un FG incident génère un FG réfléchi et
un FG transmis. Les paramètres de ces deux FGs sont obtenus à l’aide d’un raccordement
dans le domaine spectral.
Le prochain chapitre est consacré aux différentes simulations et mesures.
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Chapitre VI
SIMULATIONS ET MESURES
Ce chapitre présente les résultats de simulations obtenus dans une configuration 3D. Il est
divisé en trois parties :
• Dans la première partie nous testons les différentes méthodes utilisées. Ceci est fait
dans deux configurations différentes. Une première où nous comparons les résultats
à ceux obtenus à l’aide de FEKO et une seconde, où nous utilisons un multicouche
diélectrique permettant ainsi de comparer les résultats au lancer de faisceaux.
• Dans la seconde partie, nous présentons les résultats de la méthode pour modéliser
un système quasi-optique complet à deux fréquences différentes. Cette partie nous
permet de montrer l’intérêt de la méthode en terme de temps de simulation sur un
cas réaliste.
• La dernière partie est consacrée aux comparaisons des résultats de simulations aux
mesures.
1 Test desméthodes utilisées
Cette première partie nous sert à étudier le raccordement de spectre en terme de précision.
Dans un premier temps, nous rappelons toutes les méthodes que nous employons. Ensuite,
nous comparons le raccordement de spectre à une méthode numérique rigoureuse, puis
nous testons la technique dans le cas d’un diélectriquemulticouche épais.
Pour les deux simulations qui suivent : le champ incident est un unique FG. Le repère
(Oi, xˆi, yˆi, zˆi) est associé au FG incident et le repère (O, xˆ, yˆ, zˆ) est associé à la surface di-
chroïque.
Notons que pour plus de lisibilité, les décalages spectraux sont directement exprimés sous
formes d’angles (θuf,φuf) (avec indice u égal à i, r ou t).
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1.1 Rappel des techniques
Nous avons présenté dans le chapitre précédent deuxméthodes de raccordement de spectre
que nous appelons tout au long des simulations :
• le Raccordement de l’Onde Plane Principale (ROPP), basé sur le raccordement unique
de l’onde plane principale ;
• le Raccordement du Faisceau Généralisé (RFG), basé sur une approximation à l’ordre
2 des coefficients St.
Nous utilisons comme technique de référence laméthode desCourants associés aux champs
Réfléchi et Transmis (CRT) que nous validons dans une première simulation. Dans le cas
d’une lame diélectrique multicouche sans motif périodique, notre méthode est comparée
au Lancer de Faisceaux Gaussiens (LFG).
1.2 Surface dichroïque infiniment fine
Le but de cette première simulation est de comparer nos techniques d’approximation à une
méthodenumérique rigoureusedans un cas représentatif. La référence a été obtenue à l’aide
du logiciel FEKO.
1.2.a Configuration
La configuration est représentée FIGURE VI.1.
(a) Configuration (b) Motif périodique utilisé (c) Plaque entière sous FEKO
FIGURE VI.1 – Configuration,motif et plaque dichroïque.
La surface dichroïque simulée est d’épaisseur nulle et de période 0.5λ. Elle est inclinée de 45◦
par rapport à zˆ et elle est positionnée au point (0,0,33.3λ)t dans le repère du FG incident. Son
motif est représenté FIGURE VI.1b. Les paramètres du FG incident sont récapitulés dans le
tableau (VI.1).
Il s’agit donc d’un FG à symétrie de révolution dont la ceinture est positionnée au niveau de
la surface dichroïque. Pour les simulations sous FEKO et pour la CRT, la source a été maillée
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FAISCEAU INCIDENT
Amplitude Ceinture Décalages
axi0 = 1V/m Taille Position Spatial Spectral
ayi0 = 0V/m Wxi0 =Wyi0 = 1.5λ zWxi0 = zWyi0 = 33.3λ xi0 = yi0 = 0 θif =φif = 0
TABLE VI.1 – Paramètres du faisceau incident.
à λ/4. Notons enfin que les coefficients R/T relatifs à la surface dichroïque ont également
été obtenus à l’aide du logiciel FEKO (avec unmaillage de λ/16).
Comme ce qui a été fait dans le cas 2D, nous utilisons une erreur quadratiquemoyenne afin
d’avoir un critère d’erreur simple à interpréter. Cette erreur est calculée en champ lointain.
1.2.b Approximation des fonctions Sr et St
Le spectre du champ incident est présenté FIGURE VI.2.
FIGURE VI.2 – Norme du spectre du champ incident (dB).
Les approximations des fonctions Sr et St sont faites sur le point kxi = kyi = 0 et cinq autres
équirépartis sur un cercle de rayon 0.17k autour de kxi = kyi = 0 (0.17 correspondant à la
mi-puissance du spectre du FG incident). Les résultats sont présentés FIGURE VI.3 pour Sr et
FIGURE VI.4 pour St.
(a) ‖Sr‖ (b)
∥∥Sapprox,r∥∥ (c) ∥∥Sapprox,r−Sr∥∥dB
FIGURE VI.3 – Approximation du coefficient Sr.
Notons que sur ces cartographies, Sr et St sont représentées dans le repère du champ in-
cident. Nous voyons que, dans toute la zone où l’amplitude du spectre est significative,
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l’approximation est bonne puisque l’erreur résiduelle se situe en-dessous de −40dB. Nous
voyons également que l’amplitude de la réponse en transmission est quasiment plate. Ainsi,
nous pouvons d’ores et déjà prévoir que la formulationROPP donnera elle aussi des résultats
tout à fait acceptables pour le champ transmis. Nous remarquons également que
∥∥Sapprox,r∥∥
varie significativement. Ainsi, il se peut que la ROPP soit dans l’incapacité d’approcher le
champ réfléchi dans cette configuration.
(a) ‖St‖ (b)
∥∥Sapprox,t∥∥ (c) ∥∥Sapprox,t−St∥∥dB
FIGURE VI.4 – Approximation du coefficient St.
1.2.c Résultats





Commenous pouvions nous y attendre, la CRT est validée en tant queméthode de référence
par rapport à FEKO, l’erreur résiduelle étant limitée par le pas d’échantillonnage de la source.
La RFG donne elle aussi de bons résultats contrairement à la ROPP qui est au-dessus du seuil
de −15dB. Les résultats en champ proche sont présentés FIGURE VI.5.
(a) ‖ERFG‖dB (b) ‖ECRT−EFEKO‖dB (c) ‖ERFG−EFEKO‖dB (d) ‖EROPP−EFEKO‖dB
FIGURE VI.5 – Champ électrique totaux obtenus avec différentes formulations (dB).
Nous voyons sur ces cartographies que la RFG donne de bons résultats, la seule erreur ré-
siduelle étant due en grande partie à l’approximation paraxiale également présente sur le
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champ incident. Concernant la ROPP, comme nous l’avions présumé, pour le champ trans-
mis elle donne des résultats équivalents à la RFG. Le champ réfléchi est quant à lui très
mal évalué par la ROPP avec une erreur résiduelle du même niveau que le champ. Ceci est
confirmé sur les résultats en champ lointain présentés, dans les plans xOz et yOz, FIGURE
VI.6. Notons qu’il n’y a pas de champ réfléchi dans le plan yOz.
(a) Champ réfléchi, plan xOz (b) Champ transmis, plan xOz (c) Champ transmis, plan yOz
FIGURE VI.6 – Champ électrique lointain normalisé obtenu avec RFG (♦), ROPP (•), CRT (◦)
et FEKO (?), différences avec FEKO (pointillés).
1.2.d Bilan
Les tableaux VI.2 et VI.3 récapitulent les différents paramètres des FGs réfléchi et transmis.
Dans ces tableaux nous avons pu faire figurer les tailles et positions des ceintures selon x et
y car les matrices de courbures Qr et Qt possèdent des termes anti-diagonaux négligeables.
Il en sera de même dans les autres simulations de ce chapitre.
FAISCEAU RÉFLÉCHI
Amplitude Ceinture Décalages
Taille Position Spatial Angulaire
axr0 ≈ 0.19V/m Wxr0 ≈ 1.5λ zWxr0 ≈ 33.3λ xr0 ≈ 0.7λ θif ≈−1.1◦
ayr0 ≈ 0V/m Wyr0 ≈ 1.5λ zWyr0 ≈ 33.3λ yr0 ≈ 0 φif ≈ 0.4◦
TABLE VI.2 – Paramètres du faisceau réfléchi.
FAISCEAU TRANSMIS
Amplitude Ceinture Décalages
Taille Position Spatial Angulaire
axt0 ≈ 0.98V/m Wxt0 ≈ 1.5λ zWxt0 ≈ 33.3λ xt0 ≈ 0 θif ≈ 0
ayt0 ≈ 0V/m Wyt0 ≈ 1.5λ zWyt0 ≈ 33.3λ yt0 ≈ 0 φif ≈ 0.1◦
TABLE VI.3 – Paramètres du faisceau transmis.
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Les données numériques confirment les résultats précédents. Excepté pour l’amplitude, le
faisceau incident est peu modifié par le coefficient de transmission. Concernant le faisceau
réfléchi, il souffre non seulement d’un décalage angulaire significatif (1.1◦) mais également
d’un fort décalage spatial. Ceci explique les résultats imprécis de la ROPP.
1.3 Diélectrique épais
Dans cette simulation, nous allons tester la technique sur unmulticouche diélectrique épais
(sans motif périodique) éclairé par un faisceau gaussien. L’objectif de cette simulation est
double :
• Montrer que la technique RFG est capable de prendre en compte les forts décalages
spatiaux dus à l’épaisseur du diélectrique.
• Montrer, en terme de temps de calcul, l’apport de la technique RFG par rapport au
LFG dans le cas d’unmulticouche.
Concernant les paramètres de simulation pour la LFG, nous avons fixé la puissance mini-
male relative à partir de laquelle nous arrêtons de poursuivre les FGs à Pmin = 10−6.
Concernant les paramètres de simulationpour la CRT, afin de limiter le temps de simulation,
la source est maillée à λ/4 et le diélectrique à λ/8.
1.3.a Configuration
La configuration est représentée FIGURE VI.7a.
(a) Configuration (b) Propriétés dumulticouche
FIGURE VI.7 – Paramètres de la configuration.
La surface dichroïque simulée est un diélectrique multicouche. Elle est inclinée de 45◦ au-
tour de yˆi et elle est positionnée au pointOd = (0,0,33.3λ)t . Les paramètres du multicouche
ont été choisis de telle sorte à avoir un diviseur de puissance à cette incidence. Ces para-
mètres sont reportés FIGURE VI.7b.
1 Test des méthodes utilisées 119
Le FG incident est quant à lui à symétrie de révolution, polarisé suivant xˆi, et possède une
ceinture positionnée au niveau de la surface dichroïque. Ces paramètres sont récapitulés
dans le tableau (VI.4).
FAISCEAU INCIDENT
Amplitude Ceinture Décalages
axi0 = 0V/m Taille Position Spatial Spectral
ayi0 = 1V/m Wxi0 =Wyi0 = 3λ zWxi0 = zWyi0 = 33.3λ xi0 = yi0 = 0 θif =φif = 0
TABLE VI.4 – Paramètres du faisceau incident.
1.3.b Résultats





Nous voyons sur ces données numériques que la RFG et la LFG donnent toutes les deux de
bons résultats avec une meilleure précision pour la RFG qui passe en-dessous du seuil de
−30dB. La ROPP, du fait de l’épaisseur du diélectrique, ne permet pas demodéliser correcte-
ment les champs. Les résultats en champ proche sont présentés FIGURE VI.8 et FIGURE VI.9
dans les plans xOz et yOz, respectivement. Sur ces figures, nous traçons les différences entre
la CRT et les méthodes faisceaux gaussiens (RFG, LFG, ROPP).
(a) ‖ERFG‖dB (b) ‖ERFG−ECRT‖dB (c) ‖ELFG−ECRT‖dB (d) ‖EROPP−ECRT‖dB
FIGURE VI.8 – Champélectrique dans le plan xOz obtenu avec différentes formulations (dB).
Nous voyons que dans le plan xOz le champ est très bien évalué par la RFG et la LFG. Seule
la ROPP donne des résultats beaucoup moins précis. Ceci est dû au fait que cette méthode
ne prend pas en compte le décalage spatial qui est ici important sur le champ transmis.
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(a) ‖ERFG‖dB (b) ‖ERFG−ECRT‖dB (c) ‖ELFG−ECRT‖dB (d) ‖EROPP−ECRT‖dB
FIGURE VI.9 – Champélectrique dans le plan yOz obtenu avec différentes formulations (dB).
Ceci est confirmé sur les résultats dans le plan yOz. En effet, le problème étant symétrique
dans ce plan, il n’y a ni décalage spatial, ni décalage angulaire et l’erreur résiduelle sur la
ROPP est ainsi moins élevée. Les résultats en champ lointain sont présentés FIGURE VI.10.
(a) Champ réfléchi, plan xOz (b) Champ transmis, plan xOz (c) Champ transmis, plan yOz
FIGURE VI.10 – Champ électrique lointain normalisé (dB) obtenu avec RFG (♦), ROPP (•),
LFG (?) et CRT (◦), différences avec CRT (pointillés).
Nous pouvons faire ici les mêmes constations. Les RFG et LFG donnent des résultats précis.
Concernant la ROPP, du fait du décalage spatial important sur le champ transmis dans le
plan xOz, l’erreur résiduelle est forte. Dans le plan yOz en revanche, du fait de la symétrie
du problème, elle donne de nouveau des résultats satisfaisants.
1.3.c Bilan
Les tableaux VI.5 et VI.6 récapitulent les différents paramètres des FGs réfléchi et transmis.
Nous voyons sur ces tableaux que :
• du fait de l’épaisseur du diélectrique, le décalage spatial sur le faisceau transmis selon
l’axe xˆ est important et les positions des ceintures sont également modifiées ;
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FAISCEAU RÉFLÉCHI
Amplitude Ceinture Décalages
Taille Position Spatial Angulaire
axr0 = 0V/m Wxr0 ≈ 3.1λ zWxr0 ≈ 34.8λ xr0 ≈ 0.5λ θif ≈ 0.6◦
ayr0 ≈ 0.71V/m Wyr0 ≈ 3λ zWyr0 ≈ 32.4λ yr0 ≈ 0 φif ≈ 0
TABLE VI.5 – Paramètres du faisceau réfléchi.
FAISCEAU TRANSMIS
Amplitude Ceinture Décalages
Taille Position Spatial Angulaire
axt0 = 0V/m Wxt0 ≈ 3λ zWxt0 ≈ 37.6λ xt0 ≈−1.6λ θif ≈ 0.7◦
ayt0 ≈ 0.66V/m Wyt0 ≈ 3λ zWyt0 ≈ 35.5λ yt0 ≈ 0 φif ≈ 0
TABLE VI.6 – Paramètres du faisceau transmis.
• un décalage angulaire légèrement supérieur à un demi degré pour les deux FGs dans
le plan xOz existe ;
• pour ce type de modélisation (surface épaisse et/ou permittivité élevée), la ROPP
n’est plus adaptée.
1.3.d Temps de simulation
Les temps de simulations sont reportés sur le tableau VI.7 (simulations réalisées avec un PC
bureautique cadencé à 2.4GHz).
LFG RFG ROPP CRT
Interaction 3268.2ms 72ms 68ms ≈ 2448.103ms
Rayonnement en champ proche 0.12ms/pt 0.007ms/pt 0.007ms/pt 78.18ms/pt
Rayonnement en champ lointain 0.41ms/pt 0.044ms/pt 0.044ms/pt 276.11ms/pt
TABLE VI.7 – Temps de calcul pour LFG, RFG, ROPP et CRT (ms).
Dans cet exemple les méthodes FGs sont largement plus rapides que la méthode CRT. Le
gain en temps est par exemple de 34000 pour le calcul de l’interaction entre la RFG et la CRT.
Nous voyons aussi que les temps de simulation sont largement en faveur du raccordement
spectral par rapport à la LFG puisqu’il y a un facteur 44 pour le calcul de l’interaction, 17
pour le champ proche et 9 pour le champ lointain, alors que les résultats sont aussi précis
avec la LFG qu’avec la RFG.
L’important temps de calcul de la LFG s’explique du fait du nombre important de couches.
La LFG génère donc un nombre important de FGs. En effet, la LFG calcule de manière ité-
rative les réflexionsmultiples à l’intérieur dumulticouche. Chaque interaction avec une des
interfaces génère deux nouveaux faisceaux qui doivent être poursuivis à leur tour. Ainsi, pour
un FG incident, il existe en tout 612 FGs avec la LFG. Avec la RFG, il en existe seulement 3.
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2 Simulation d’un système quasi-optique complet
Le but de cette simulation est de démontrer la capacité de la méthode à traiter un système
quasi-optique complet qui fonctionne à deux fréquences différentes avec un temps de simu-
lation réduit.
2.1 Configuration étudiée
La configuration étudiée est représentée FIGURE VI.11. Le dispositif est fait de telle sorte qu’à
la fréquence 1, la surface dichroïque est transparente et laisse ainsi passer une grande partie
du champ. À la fréquence 2, la surface dichroïque est réfléchissante est renvoie ainsi le signal
dans la même direction que pour la fréquence 1. Notons que les échelles sont données en
fonction de la longueur d’onde de la fréquence centrale aux deux fréquences considérées.
FIGURE VI.11 – Système quasi-optique complet.
Cette configuration comporte 2 cornets coniques non-corrugués de longueur 10λ et de dia-
mètre 5λ. Le repère du cornet appelé « Cornet 1 » FIGURE VI.11 sert de référence pour posi-
tionner les autres éléments du système. Dans ce repère, le second cornet est placé au point
Oi,2 = (26.7λ,0,26.7λ)t . Chacun de ces cornets est associé à une lentille placée à 5λ de l’ou-
verture. Ces lentilles sont sphériques et sont faites d’unmatériau ayant une permittivité rela-
tive de 2.6. Elles sont recouvertes sur chacune de leurs faces d’une couche anti-réfléchissante
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d’épaisseur 0.2λ et de permittivité relative de 1.61. Leurs paramètres géométriques sont ré-
capitulés FIGURE VI.12a.
La surface dichroïque est dans l’axe du «Cornet 1 » à une distance de 43.4λde son ouverture.
Elle est inclinée de 45◦. C’est une plaque de 26.7λ de côté, son motif est représenté FIGURE
VI.12b. Il est composé de deux anneaux de 0.34λ et de 0.28λ de diamètre. Ces anneaux ont
été choisis de sorte que la surface dichroïque soit réfléchissante ou transparente suivant la
fréquence considérée. Dans notre cas, la surface dichroïque est transparente à 89GHz et ré-
fléchissante à 84GHz.
Enfin, le réflecteur plan est un disque de diamètre 26.7λ. Il est situé dans l’axe du « Cornet
2 » à une distance de 16.7λ de son ouverture. Il est également incliné de 45◦.
(a) Lentille diélectrique (b) Motif périodique
FIGURE VI.12 – Paramètres de la lentille et du motif périodique.
2.2 Paramètres de simulation
Pour chacun des cas étudiés (84GHz et 89GHz) :
• La source est maillée à λ/8.
• La décomposition en FGs est faite en utilisant la décomposition multi faisceaux pré-
sentée dans le chapitre III. Elle est réalisée sur une demi-sphère centrée sur l’ouver-
ture des cornets et de rayon 13.3λ. La distance inter-faisceaux est de d = 1.5λ. le pa-
ramètre κ est fixé à 1. Avec ces paramètres, la source est décomposée à l’aide de 463
FGs.
• Nous utilisons la LFG pour tous les éléments du système et la RFG pour la surface
dichroïque. L’amplitude relativeminimale de poursuite de la LFG est de Pmin = 10−6.
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2.3 Résultats
2.3.a Fréquence 1
Les résultats à 89GHz en champ proche et en champ lointain sont présentés FIGURE VI.13.
La cartographie de gauche présente la norme du champ E dans le plan xOz. La cartographie
de droite présente la norme du champ E lointain.
(a) ‖E‖RFG dans le plan xOz (φ= 0◦) (b) ‖E‖RFG en champ lointain
FIGURE VI.13 – Champ proche et champ lointain normalisés (dB).
Nous voyons sur cette figure qu’une grande partie du champ traverse la surface dichroïque.
Cette dernière est donc bien transparente. Nous remarquons également en x = 20λ et z =
30λ un phénomène lié à la présence de la lentille et du réflecteur du second système. Nous
pouvons également remarquer sur la FIGURE VI.13a deux lobes qui semblent traverser le
réflecteur en x = 25λ et z = 45λ. Ceci est dû à des effets de bord non pris en compte. En
effet, à cet endroit est sommée la contributionde plusieurs FGs dont l’axe de propagation est
proche du réflecteur mais n’est pas interceptée par ce dernier, ce cas de figure est présenté
FIGURE VI.14a. Notons tout de même que les niveaux mis en jeu sont faibles (inférieurs à
−30dB). À l’inverse, un FGdont la direction principale de propagation est interceptée proche
du bord est considéré comme complètement réfléchi (FIGURE VI.14b).
Notons que ceci est cohérent avec le lancer de faisceaux et n’est doncpas lié à la technique de
raccordement de spectre. Nous pouvons également ajouter que dans le cadre des systèmes
quasi-optiques, les effets de bord sont généralement faibles. Ainsi cette erreur sera généra-
lement limitée dans des cas pratiques. Enfin, il existe des solutions pour prendre en compte
la diffraction par les bords dans les méthodes FGs [62, 63, 67]. Ces solutions n’ont pas été
étudiées dans le cadre de cette thèse.
Les résultats en champ lointain, FIGURE VI.15a, confirment le fait que la lame diélectrique
est bien transparente puisque le champ réfléchi est −19dB en dessous du maximum. Nous
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(a) FG incident traver-
sant le réflecteur
(b) FG incident entièrement réflé-
chi
FIGURE VI.14 – Problèmes liés aux effets de bord.
remarquons, FIGURE VI.15b, que la polarisation croisée est très faible dans cet exemple (in-
férieure à −50dB).
(a) Plan xOz (φ= 0◦) (b) Plan yOz (φ= 90◦)
FIGURE VI.15 – Champ électrique lointain normalisé obtenu (dB) avec RFG : ‖E‖p , polarisa-
tion principale (trait plein) et ‖E‖c , polarisation croisée (pointillés).
2.3.b Fréquence 2
Les résultats à 84GHz en champ proche et en champ lointain sont présentés FIGURE VI.16.
La cartographie de gauche présente la norme du champ E dans le plan xOz. La cartographie
de droite présente la norme du champ E en champ lointain.
Nous voyons sur cette figure qu’une grand partie du champ est réfléchie par la surface
dichroïque dans l’axe. Comme dans le cas précédent, il existe des effets dus au fait que notre
méthode ne prend pas correctement en compte les effets de bord. Dans cet exemple il s’agit
de la sommation de la contribution de FGs intercepté par la surface dichroïque en x = −5λ
et z = 50λ. Ce cas de figure est représenté FIGURE VI.14b.
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(a) ‖E‖RFG dans le plan xOz (φ= 0◦) (b) ‖E‖RFG en champ lointain
FIGURE VI.16 – Champ proche et champ lointain.
En champ lointain, nous pouvons voir que le champ est perturbé dans le plan xOz (plan E)
et beaucoup plus propre dans le plan yOz. Nous pouvons également remarquer qu’il existe
de la polarisation croisée dans ce plan du fait de la présence du réflecteur et de la surface
dichroïque.
(a) Plan xOz (φ= 0◦) (b) Plan yOz (φ= 90◦)
FIGURE VI.17 – Champ électrique lointain normalisé (dB) obtenu avec RFG : ‖E‖p , polarisa-
tion principale (trait plein) et ‖E‖c , polarisation croisée (pointillés).
2.4 Temps de simulation
Les temps de simulations sont reportés sur le tableau VI.8 (simulations réalisées avec un PC
bureautique cadencé à 2.4GHz).
Ces lignes signifient :
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RFG
Interaction 35770ms
Rayonnement en champ proche 1.36ms/pt
Rayonnement en champ lointain 1.84ms/pt
TABLE VI.8 – Temps de calcul (ms).
• La ligne « Interaction » est le temps nécessaire pour calculer l’interaction du FG inci-
dent avec tout le système (lentille, réflecteur, surface dichroïque).
• Les lignes « Rayonnement en champ proche » et « Rayonnement en champ lointain »
sont les temps nécessaires pour sommer la contribution de tous les FGs.
Cette méthode est donc rapide puisque les cartographies en champ proche de cette partie
(faisant 200×200 points) ne demandent que 1min30s sur un PC bureautique pour être cal-
culées.
2.5 Conclusion
Nous avons développé un outil permettant de modéliser des systèmes quasi-optiques com-
prenant à la fois des lentilles, des réflecteurs et des surfaces dichroïques. De plus, cette mé-
thode est efficace en terme de temps de calcul ce qui ouvre la voie à de l’optimisation. Il
aurait été intéressant de confronter ces résultats à un autre logiciel. Cependant, peu d’outil
permettant de modéliser un système de cette dimension existent. Afin de pallier une partie
de ce problème, nous avons confronté notre méthode de simulation à des mesures. Ceci est
l’objet de la prochaine partie.
3 Confrontation auxmesures
Afin demontrer les capacités de notre technique à décomposer un champ issu d’une lentille
puis à modéliser l’interaction de ce champ avec une lame dichroïque, nous effectuons une
confrontation à des mesures dans cette partie.
3.1 Configuration
Nous avons utilisé un banc de mesure de l’ONERA déjà en place que nous avons modifié
pour nos besoins. Il fonctionne en bande C et il est partiellement entouré de matériaux ab-
sorbants afin de s’affranchir de possibles réflexions parasites. Les mesures n’ont donc pas
été réalisées sur un banc de mesure millimétriquemais à des fréquences plus basses. Deux
photos du banc sont présentées FIGURE VI.18. La FIGURE VI.19 récapitule les différentes di-
mensions du banc demesure. Sur les photos, l’axe yˆ correspond à l’axe vertical.
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(a) Cornet, lentille et surface dichroïque (b) Lentille et surface dichroïque
FIGURE VI.18 – Photos du banc demesure.
FIGURE VI.19 – Schéma banc demesure (plan horizontal).
La configuration est constituée d’un cornet conique corrugué placé en z = −1040mm
suivi d’une lentille possédant une couche anti-réfléchissante. Cette lentille est placée en
z =−515mm.À la suite de cette lentille, est disposée en z =−140mmune surface dichroïque.
Le banc fonctionne à 10GHz. Le champ rayonné par le cornet est polarisé suivant l’axe ver-
tical. Il est focalisé par la lentille au niveau de la surface dichroïque. La mesure est obtenue
à l’aide d’un dipôle vertical placé à l’extrémité d’un câble coaxial semi rigide fin, lui même
porté par un bras robotmobile sur trois axes. Le dipôle et le cornet sont reliés à un analyseur
de réseaux vectoriel. Les paramètres géométriques du cornet et de la lentille sont donnés
FIGURE VI.20.
La surface dichroïque nous a été fourni par l’ONERA. C’est une plaque carrée de 300mm
de côté qui possède des motifs en forme de croix présentés FIGURE VI.21. La partie cuivrée
est imprimée sur un substrat de faible épaisseur lui-même supporté par unemousse diélec-
trique de faible permittivité et d’épaisseur 8.2mm.Nous ne connaissons pas précisément les
permittivités du substrat et de la mousse. L’épaisseur du substrat, inférieure au dixième de
millimètre, n’est elle aussi pas connue précisément. La réponse de ce motif a été obtenue à
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(a) Cornet (b) Lentille
FIGURE VI.20 – Caractéristiques géométriques du cornet et de la lentille (mm).
l’aide du logiciel FEKO en considérant une permittivité de 1.5 pour lamousse et en omettant
le substrat. Afin de prendre en compte sa présence, nous avons rajouté aux coefficients de
transmissions une atténuation que nous avons supposée indépendante de l’incidence. Ceci
peut se justifier par la faible épaisseur de ce substrat vis-à-vis de la longueur d’onde (infé-
rieure àλ/300). Cette atténuation a été estimée à−1.51dB parmesure en incidence normale.
FIGURE VI.21 – Motif périodique de la surface dichroïque.
3.2 Décomposition
Dans une première étape, nous cherchons à décomposer le champ mesuré en FGs. Dans
cette partie, la surface dichroïque a été retirée du banc. Les effets de bords sur la lentille (≈
−10dB) ne nous ont pas permis de simuler l’interaction du cornet avec la lentille. Cependant,
et afin de pouvoir tout de même réaliser la simulation, nous avons décomposé le champ
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rayonné par la lentille à partir d’un plan transverse situé en z = 0mm. La mesure dans ce
plan est présentée FIGURE VI.22a.
(a)
∣∣Ey,mesure∣∣ (b) ∣∣Ey,FG∣∣ (c) ∣∣Ey,FG−Ey,mesure∣∣
FIGURE VI.22 – Champ électrique dans le plan transverse xOy en z = 0 (dB).
Le premier constat que l’on peut faire est que le champ, malgré l’utilisation d’un cornet co-
nique corrugué présente beaucoup de lobes secondaires. Ceci est dû en grande partie à la
diffraction du champ sur les bords de la lentille mais peut être également dû aux autres élé-
ments présents sur le banc.
À partir de ce plan, nous décomposons avec un pas d = 2.1cm et un paramètre κ = 1.4. Ne
possédant que le champ électrique suivant l’axe vertical, tous les faisceaux sont polarisés
suivant cette composante du champ. De plus, étant proche de la zone focale, nous avons
choisi comme direction de propagation des FGs élémentaires la normale au plan de décom-
position. Ces paramètres nous donnent 204 faisceaux. Les résultats de la recomposition sont
présentés dans le plan transverse FIGURE VI.22b. La différence avec la mesure est présentée
FIGURE VI.22c. Cette figure nous permet de dire que le champ est relativement bien évalué
par la décomposition. Il existe une erreur résiduelle ne dépassant pas −20dB proche de la
zone centrale.
(a)
∣∣Ey,mesure∣∣ (b) ∣∣Ey,FG∣∣ (c) ∣∣Ey,FG−Ey,mesure∣∣
FIGURE VI.23 – Champ électrique dans le plan longitudinal xOz (dB).
Afin de valider ce constat nous regardons ce qu’il se passe dans le plan horizontal en y = 0. La
mesure est tracée FIGURE VI.23a. Sur cette figure, le trait noir matérialise le plan transverse
où a été effectuée la décomposition. Le résultat de la recomposition est tracée FIGURE VI.23b
et la différence avec la mesure sur la troisième figure.
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Nous voyons ici qu’encore une fois la décomposition donne de bons résultats. Ce constat
est vrai en aval mais également en amont du plan de décomposition où le champ est bien
évalué avec une erreur résiduelle d’environ −20dB.
3.3 Simulations
3.3.a Cartographies
Nous ajoutons à présent la surface dichroïque et nous la tournons de 30◦ autour de l’axe
vertical, comme ce qui est schématisé sur la FIGURE VI.19. À partir des FGs issus de la dé-
composition, nous appliquons la méthode du raccordement spectral (RFG). Les résultats en
z = 145mm sur le champ transmis sont présentés FIGURE VI.24.
(a)
∣∣Ey,mesure∣∣ (b) ∣∣Ey,RFG∣∣ (c) ∣∣Ey,RFG−Ey,mesure∣∣
FIGURE VI.24 – Champ électrique transmis (dB) dans le plan transverse xOy en présence de
la surface dichroïque inclinée de 30◦, en z = 145mm.
La FIGURE VI.24a présente lesmesures et la FIGURE VI.24b le résultat du raccordement spec-
tral. Enfin la FIGURE VI.24c présente l’erreur résiduelle. L’analyse des résultats montre que
le champ est bien évalué par la technique avec une erreur résiduelle située en dessous de
−20dB.
3.3.b Coupe horizontale en y = 0mm
Nous traçons la coupe horizontale de ces figures en y = 0 et z = 145mm, symbolisée par le
trait noir FIGURE VI.24a. Les résultats sont présentés FIGURE VI.25.
Sur cette figure nous avons tracé les résultats de simulation et des mesures pour le cas où
la surface dichroïque n’est pas inclinée, et les résultats pour le cas où la surface dichroïque
est inclinée de 30◦. Nous voyons que l’amplitude du champ a été légèrement modifiée par
l’inclinaison. De plus, nous voyons sur la courbe correspondant auxmesures avec la surface
dichroïque inclinée l’apparition d’un phénomène en x = 0.04mm probablement dû à la
diffraction sur le bord de la surface dichroïque.
Nous souhaitons à présent évaluer le décalage spatial dans les deux cas de figures (surface
dichroïque non inclinée et inclinée). Afin de s’affranchir des variations locales des mesures,
nous définissons une zone centrale à l’intérieur de laquelle le champ est supérieur à −3dB
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FIGURE VI.25 – Champ électrique transmis dans la coupe horizontale y = 0 et z = 145mm
(dB) en présence de la surface dichroïque : RFG (♦) et mesure (◦), surface dichroïque non
inclinée (trait plein), surface dichroïque inclinée de 30° (pointillés).
de sonmaximum. Les dépointages sont évalués en fonction de la position du centre de cette
zone. Ces décalages sont reportés sur le tableau VI.9.
Décalage
Mesure - inclinaison (0◦) +2.15mm
RFG - inclinaison (0◦) +0.95mm
Mesure - inclinaison (30◦) +6.15mm
RFG - inclinaison (30◦) +4.95mm
TABLE VI.9 – Décalages (mm).
Lorsque la surface dichroïque n’est pas inclinée, nous trouvons un léger décalage du champ
à la fois en mesure et en simulation. Lorsque l’incidence augmente à 30◦, le décalage aug-
mente de la même façon en mesure et en simulation. Toutefois, il faut rester prudent sur
l’interprétation de ces résultats. En effet, il existe des incertitudes sur la configuration et sur
l’importance des effets de bord. De plus ces décalages sont relativement faibles (3mm cor-
respondant à λ/10).
3.4 Conclusion
Nous avons exposé les résultats de simulation en les comparant à desmesures. Pour ce faire,
nous avons décomposé un champ issu d’un cornet et d’une lentille à l’aide de la technique
multi faisceaux présentée au troisième chapitre. Nous avons ensuite placé une surface di-
chroïque en incidence normale et inclinée de 30◦. Nous avons pu comparer les résultats
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obtenus grâce au raccordement de spectre avec les mesures.
Nous avons vu que la technique décrivait correctement les phénomènes liés à la présence
de la surface dichroïque, notamment sur les décalages qui sont relativement bien évalués.
Cependant il aurait été intéressant, afin de faire une validation du code plus robuste d’avoir
à disposition un système quasi-optique en bande millimétrique. Ce type de système souffre
généralement moins d’effet de bord. Il faudrait également utiliser une surface dichroïque
dont toutes les caractéristiques sont précisément connues (motifs, épaisseurs et types de
diélectrique).
4 Conclusion du chapitre
Dans ce chapitre, nous avons présenté les résultats de la méthode 3D dans quatre cas de
figures :
• Le but de la première simulation était de démontrer la précision de la technique en
comparant les résultats trouvés avec uneméthode rigoureuse (FEKO). Nous avons vu
dans cet exemple que les résultats trouvés par la RFG sont précis et que la ROPP ne
simule pas correctement le champ réfléchi.
• Le but de la seconde simulation était de comparer le raccordement à une technique
de lancer de faisceaux dans le cas d’un multicouche diélectrique. Nous avons vu que
la RFG et le lancer de faisceaux donnent de bons résultats.Notons que la RFG est dans
ce cas légèrement plus précise. Concernant les temps de simulation, ils sont bien plus
rapide avec la RFG (gain d’un facteur supérieur à 10). Nous avons également vu que
la ROPP n’est pas capable de modéliser ce type de dispositif.
• Le but de la troisième simulation était de montrer l’intérêt de la technique pour mo-
déliser un système quasi-optique complexe. Nous avons ainsi étudié un système bi-
fréquentiel comprenant 2 cornets, 2 lentilles, un réflecteur et une surface dichroïque.
Nous avons vu que la méthode ne demande qu’une minute et 30 secondes pour mo-
déliser totalement le système et tracer une cartographie en champproche de 200×200
points.
• Enfin, le but de la dernière partie était de comparer les résultats de la méthode à une
mesure. Nous avons vu que malgré des effets de bords importants, la décomposition
multi faisceaux couplée au raccordement de spectre semble modéliser correctement
les phénomènes présents dans le système.
Nous avons donc présenté et testé, tout au long de ce chapitre, une technique rapide et pré-
cise permettant de modéliser des systèmes quasi-optiques ce qui était l’objectif principal de
cette thèse.
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Résumé des travaux
L’objectif de ces travaux de thèse était d’étendre les méthodes basées sur le formalisme des
faisceaux gaussiens dans le but de modéliser des systèmes quasi-optiques comprenant des
surfaces dichroïques.
Pour ce faire, et afin de suivre une démarche cohérente, nous avons divisé le travail en
plusieurs étapes. La première était de démontrer que le formalisme des faisceaux gaussiens
est adapté à la modélisation de systèmes quasi-optiques et qu’il fournit ainsi des perfor-
mances satisfaisantes à la fois en termes de précision des résultats et de temps de calcul. La
seconde était de développer uneméthode demodélisationdes surfaces dichroïques efficace
et simple à intégrer à une méthode basée sur les faisceaux gaussiens. La dernière était de
montrer le potentiel de cette technique, toujours en terme d’efficacité, pour la modélisation
d’un système quasi-optique complet.
Pour atteindre ces objectifs nous avons dans le premier chapitre défini ce qu’est un radio-
mètre et dans quels domaines d’applications il est utilisé. Nous nous sommes ensuite plus
particulièrement attardés sur un élément le constituant, le système quasi-optique. Nous
avons vu que ce système est utilisé pour guider l’onde électromagnétique en espace libre
afin de limiter les pertes inhérentes aux dispositifs hyperfréquences classiques. Nous avons
également vu que, dans le but de traiter le signal (filtrage en polarisation, en fréquence ou en
incidence), les systèmes quasi-optiques comprennent souvent un dispositif appelé « surface
dichroïque ». Nous avons donné à ce sujet une définition précise de ce dispositif. Nous avons
ainsi pu noter qu’il peut être composé d’éléments périodiques de dimensions inférieures à la
demi longueur d’onde. Afin de pouvoir le modéliser, nous avons étudié quelques méthodes
et nous nous sommes plus particulièrement intéressés au formalisme de Bloch-Floquet
couplé à uneméthode des moments. Enfin, nous avons noté que dans le cadre des systèmes
quasi-optiques, seul le mode fondamental de Bloch-Floquet est propagatif et de ce fait, que
la surface dichroïque peut êtremodélisée à l’aide dematrices de réflexion et de transmission.
Dans le deuxième chapitre de cette thèse nous avons défini ce qu’est un faisceau gaussien
et comment il a été introduit en optique et en électromagnétisme. Nous avons synthétisé les
formulations issues des travaux passés afin d’expliciter ses propriétés physiques et de définir
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ses limitations. Dans un second temps nous avons introduit une nouvelle formulation du
faisceau gaussien en 2D plus générale. Elle permet notamment, de décaler l’origine du fais-
ceau, d’incliner sa direction de propagation, et aussi de déplacer sa ceinture le long de cet
axe de propagation. Nous avons également vu que l’erreur de paraxialité induite par cette
formulation est dépendante de l’inclinaison du faisceau. Nous avons ensuite généralisé
cette formulation aux faisceaux gaussiens vectoriels en trois dimensions. Ceci nous a permis
d’avoir à disposition deux formulations (2D et 3D) dont toutes les propriétés peuvent être
modifiées : taille et position de la ceinture, origine du faisceau, direction de propagation
et plans de symétrie (ceux-ci correspondent aux termes anti-diagonaux de la matrice de
courbure dans le cas 3D).
Dans le troisième chapitre de cette thèse nous avons présenté des techniques se basant
sur le formalisme des faisceaux gaussiens. Dans un premier temps nous avons exposé deux
techniques de décomposition du champ. En 2D, nous avons abordé la décomposition à
l’aide de frames de Gabor. Nous avons vu que cette théorie fournit une solution rigou-
reuse basée sur une discrétisation spatiale et spectrale du champ, cependant elle exige un
nombre conséquent de faisceaux élémentaires. En dimension trois, nous avons présenté
la décomposition multi-faisceaux. Cette décomposition, qui n’est pas un frame, s’appuie
sur les caractéristiques physiques du champ à décomposer. Elle permet notamment de
décomposer un champ avec moins de faisceaux mais possède comme inconvénient que
l’amplitude du champ doit avoir une variation lente sur la surface de décomposition. En
toute logique, nous avons ensuite abordé la technique du raccordement de phase. Cette
technique permet, en supposant qu’un faisceau incident interagissant avec une interface
génère un faisceau réfléchi et un faisceau transmis, de traiter les interfaces planes et courbes,
métalliques ou diélectriques. Par conséquent, elle permet de définir un algorithmede lancer
de faisceaux gaussiens pour modéliser les réflecteurs, les lames multicouches et les lentilles
diélectriques. Enfin, nous avonsmontré que ces techniques sont adaptées à la modélisation
de systèmes quasi-optiques en les comparant en terme de précision au logiciel FEKO. Nous
avons également vu que les temps de simulation trouvés se prêtent à un potentiel processus
d’optimisation.
Dans le quatrième chapitre nous avons exposé une méthode permettant d’intégrer les sur-
faces dichroïques à une technique basée sur les faisceaux gaussiens. Comme pour le lancer
de faisceaux, nous faisons l’hypothèse qu’un faisceau incident ne génère qu’un seul faisceau
réfléchi et qu’un seul faisceau transmis. Les paramètres de ces faisceaux ont été déterminés
en raccordant leurs spectres à la réponse spectrale de la surface dichroïque éclairée par un
faisceau gaussien. Pour cela nous avons développé trois techniques de raccordement. La
première se base sur un raccordement de l’onde plane principale. Cette technique simple
n’est valide que dans le cas où la réponse de la surface dichroïque peut être considérée
comme constante. Afin de remédier à ce problème, nous avons proposé de faire une ap-
proximation à l’ordre deux de cette réponse autour dumaximumd’amplitude du spectre du
champ incident. Nous avons vu que cette hypothèse était en accord avec les simplifications
qui peuvent être faites lors du raccordement de phase. Nous avons également proposé une
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méthode alternative basée sur une rotation spatiale et non plus sur une translation spectrale
ce qui permet de ne considérer que des faisceaux gaussiens fondamentaux. Enfin, nous
avons étendu la technique au cas où la réponse de la surface dichroïque présente un zéro.
Lorsque ce cas se présente, nous proposons d’approcher le champnon plus par un seulmais
par deux faisceaux gaussiens : le faisceau incident et un second calculé à l’aide du raccorde-
ment de spectre. Nous avons ensuite démontré l’efficacité des trois techniques dans trois cas
représentatifs et étudié le domaine de validité en réalisant trois études paramétriques. En
effet, nous avons étudié l’erreur résiduelle en fonction de la paraxialité du faisceau incident,
de son angle d’incidence, et enfin de l’épaisseur de la surface dichroïque. Dans une dernière
simulation, nous avons démontré l’intérêt de cetteméthode, notamment en terme de temps
de calcul, dans le cas d’une surface dichroïque illuminée par un champ incident issu d’un
cornet.
Le cinquième chapitre de cette thèse a été consacré à l’étude théorique du cas 3D. Nous
avons étendu le principe du raccordement spectral en 3D afin d’approcher les champs
transmis et réfléchi par des faisceaux gaussiens. Nous avons vu que dans ce cas, chaque
onde plane servant au raccordement doit être projetée sur les composantes orthogonale et
parallèle au plan d’incidence lié à la surface dichroïque. Afin de ne conserver qu’un seul
faisceau réfléchi et transmis, nous avons fait le choix de projeter ensuite chacune de ces
ondes planes sur les composantes orthogonale et parallèle de l’onde plane principale. Nous
avons également vu que l’approximation, contrairement au cas 2D, ne se fait plus sur les
coefficients R/T mais sur des fonctions dépendant à la fois des propriétés de la surface
dichroïque et du faisceau incident.
Dans le sixième et dernier chapitre, nous avons présenté les résultats de la méthode 3D.
La première partie de ce chapitre nous a permis de tester la méthode dans deux cas où la
surface dichroïque est illuminée par un seul faisceau. Nous avons vu que les paramètres
physiques des champs réfléchi et transmis étaient bien évalués. Nous avons ensuite démon-
tré l’intérêt de cette technique pour la modélisation de systèmes quasi-optiques complets.
En effet, nous avons montré qu’un cas comprenant réflecteurs, lentilles, cornets et surfaces
dichroïques ne demande que quelques dizaines de secondes sur un PC bureautique pour
être traité. Cette technique pourrait donc être utilisée en vue d’optimiser les performances
de systèmes quasi-optiques. Enfin, nous avons testé la technique sur un cas concret par le
biais d’une campagne de mesures. Nous avons ainsi vu que malgré une fréquence de travail
relativement basse et des effets de bords importants, la méthode permet encore d’avoir des
résultats satisfaisants et semble notamment décrire correctement les décalages.
Perspectives pratiques et théoriques
À court terme, nous pourrions étendre au cas 3D la technique permettant de prendre en
compte les zéros de la réponse de la surface dichroïque. En effet, nous avons vu en 2D que
simuler le champ transmis (ou réfléchi) par deux faisceaux au lieu d’un seul permettait de
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pallier un défaut qui pouvait apparaître lors de l’usage de lames épaisses ou de diélectriques
de fortes permittivités. Cette extension devrait être assez simple à réaliser dans la mesure où
la technique est la même que celle employée en 2D.
Nous pourrions aussi envisager d’étendre la technique du raccordement spectral au
cas des faisceaux gaussiens multimodes, des faisceaux coniques [68] ou des faisceaux
conformes [21, 23]. Ces faisceaux sont exploités dans des techniques de décomposition
alternatives qui peuvent être utilisés pour la modélisation des systèmes quasi-optiques.
Afin de valider plus précisément la technique, il serait également intéressant de réaliser une
campagne demesure à l’aide d’un bancmillimétrique.Nous pourrions également envisager
une confrontation logiciel, notamment avec le logiciel GRASP de TICRA qui possède un
module appelé QUAST permettant de simuler des systèmes quasi-optiques comprenant des
surfaces dichroïques [69].
D’un point de vue plus pratique, nous pensons que cette technique de calcul de l’interac-
tion d’un champ avec une surface dichroïque par le formalisme des faisceaux gaussiens
est parfaitement intégrable au logiciel QOSGB développé dans le cadre d’une collaboration
entre l’UPS, l’ONERA et l’ENAC pour le CNES. Ceci permettrait d’envisager des procédures
d’optimisation lors de la réalisation de systèmes quasi-optiques car cette technique assure
un bon compromis entre rapidité et précision.
D’un point de vue utilisateur, il serait intéressant d’intégrer directement à cet outil un logi-
ciel permettant de calculer les réponses des surfaces dichroïques simulées. Nous avons vu
au premier chapitre que ces dernières pouvaient être obtenues par des modèles analytiques
ce qui permettrait également de gagner un temps précieux et d’avoir un outil plus complet
à disposition.
À moyen terme et dans une logique d’augmentation de la précision, ou encore d’élargis-
sement de la bande de fréquence d’utilisation des surfaces périodiques, nous pourrions
également envisager de prendre en compte les modes de Bloch-Floquet d’ordres supérieurs
qui deviennent propagatifs pour des périodes supérieures à la demi longueur d’onde. Une
solution consisterait à conserver pour chaquemode propagatif unematrice de transmission
et de réflexion. Ainsi, nous pourrions associer à chacun de ces modes un faisceau gaussien
réfléchi et un faisceau gaussien transmis calculés à l’aide du raccordement de spectre. L’outil
serait plus complet mais en contre-partie plus lent. Dans le même ordre d’idée, il serait peut
être intéressant d’inclure à la méthode les ondes de surface. Une thèse traitant le couplage
d’un faisceau gaussien aux ondes de surface et d’ailleurs actuellement en cours dans le cadre
d’une collaboration entre le CNES et le LAPLACE [70].
Afin d’augmenter la précision de la méthode globale de simulation des systèmes quasi-
optiques, nous pourrions également envisager d’intégrer une technique permettant de
prendre en compte les effets de bord. Phénomène ayant déjà fait l’objet de plusieurs
études [62,63,67]. Cela permettrait d’avoir une méthode plus robuste permettant de rendre
compte des phénomènes de diffraction dus à l’illumination d’arêtes. Bien entendu, ceci se
ferait au détrimentdu temps de calcul. Uneméthode pourrait consister à faire l’optimisation
du système sans prendre en compte les effets de bord. Puis une fois la configuration choisie,
CONCLUSION 139
à la valider en ajoutant ces effets.
D’un point de vue plus théorique, il serait intéressant, notamment pour l’étude des surfaces
sélectives en fréquence sur les radômes, d’étendre la technique au cas des surfaces courbes.
Étant donné que le raccordement de phase permet de prendre en compte la courbure des in-
terfaces et le raccordement de spectre, la réponse spectrale desmotifs périodiques, une idée
serait de coupler les deux en les appliquant successivement. Une autre idée serait d’étendre
aux surfaces dichroïques les coefficients de transmission et réflexion d’un faisceau gaussien
développés par A. Chabory dans sa thèse [20] pour les interfaces diélectriques courbes. Cette
méthode permettrait d’avoir accès aux champs transmis et réfléchi par un faisceau gaussien







PÉRIODIQUE DANS UNE CONFIGURATION 2D
Dans cette annexe nous exposons la démarche complète pour résoudre un problème de dif-
fraction en dimension 2 d’une surface périodique par EFIE (équation intégrale sur le champ
électrique) à l’aide d’un algorithme de transformée de Fourier rapide [33].
1 Configuration et outil mathématique
Le système à étudier, présenté FIGURE A.1, est invariant par rapport à l’axe yˆ. Il se compose
d’une surface périodique, située en z = 0, qui est constituée d’éléments faits de métal par-
faitement conducteur et d’épaisseur nulle. L’onde plane incidente est matérialisée par son
vecteur d’onde k= kx xˆ+kz zˆ.
(a) Surface périodique (b) Cellule élémentaire
FIGURE A.1 – Surface périodique et cellule élémentaire.
Le système étant en deux dimensions, l’étude est décomposée en deux problèmes distincts
scalaires : le cas transverse électrique (TE) et le cas transverse magnétique (TM). Seul le cas
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TE est étudié dans cette annexe. Ainsi, le champ électrique incident Ei , tout comme le cou-
rant J, sont orientés selon yˆ. Le champ magnétique possède, quant à lui, une composante
suivant les axes xˆ et zˆ.
Le champ électrique incident considéré est une onde plane notée
Ei = Ei yˆ= E0e− j (kxx+kz z)yˆ, (A.1)
avec E0 une amplitude complexe.
Le problème étant périodique, toutes les grandeurs du problème vérifient [71,72]
u(x+dx)= u(x)e− jkxdx , (A.2)
avec x ∈ [0 ; dx[, dx la taille de la période et −kxdx le déphasage induit par l’onde plane
incidente. Le passage auxmodes de Bloch-Floquet se fait à l’aide d’une série, et série inverse,
de Fourier à un terme de phase près. Ces transformées sont définies par








u˜(m)e− jkx ,mx ,
(A.3)
avecm ∈Z et kx,m = 2pimdx +kx .
2 Raccordement en champ électrique
Grâce au principe de superposition, le champ total E est divisé en deux composantes dis-
tinctes : d’un côté le champ incident Ei, matérialisé par l’onde plane incidente et de l’autre,
le champ diffracté par la surface périodique Ed. Ainsi, nous pouvons écrire que
E=Ei+Ed (Jd) , (A.4)
avec Jd le courant électrique à l’endroit des motifs métalliques. L’équation intégrale sur le
champ électrique s’obtient en écrivant la condition sur le champ E au niveau de la surface
périodique
nˆ× (Ei+Ed (Jd))= 0, sur Γ, (A.5)
avec nˆ la normale sortante au métal. En 2D, le problème est scalaire et se ramène à trouver
le courant J , tel que
Z J =−Ei sur Γ, (A.6)
avec Z opérateur impédance qui associe E à J . Le champ incident Ei étant connu, la pro-
blématique est donc de calculer l’opérateurZ afin de pouvoir l’inverser.
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3 Opérateur Z˜
Afin de pouvoir calculerZ , à l’aide des séries de Fourier (A.3) définies précédemment, nous
faisons apparaître l’opérateur Z˜ associé au domaine de Floquet. Il vient
Z =F−1Z˜ F . (A.7)






+k20Ed (x,z)= jk0Z0 J (x)δ (z) sur Γ, (A.8)
avec δ(z) dirac en 0. Dans l’espace de Floquet, cette équation devient
∂2E˜d ,m
∂z2
















J (x)e jkx ,mxdx
(A.10)






















4 Résolution du problème
Grâce à l’étude réalisée dans les trois parties précédentes, nous avonsmaintenant le système
linéaire suivant à résoudre
F−1Z˜ F (J (x))=−Ei (x) sur Γ, (A.13)




− jkx ,mx =−Ei (x) sur Γ. (A.14)
Mis à part les deux cas particuliers où la surface périodiquene comporterait pas demétal ou,
dans le cas contraire, ne serait faite que de métal, il est impossible de résoudre analytique-
ment (A.14). L’étape suivante du calcul consiste donc à projeter le problème sur une famille
de fonctions afin de nous ramener à un système linéaire de dimension finie.
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4.1 Projection du courant sur des fonctions de bases
Nous projetons le courant dans un sous-espace de dimension finie. Nous appelons les fonc-
tions utilisées pour celaΛn(x). Ces fonctions sont définies à partir d’une grille régulière n∆x
avec n ∈ {0, ..,Nx − 1} et ∆x = dxNx . Le support et le nombre de ces fonctions sont limités à
l’endroit où il y a dumétal. Elles prennent donc la forme
Λn(x)=Λ(x)⊗δ(x−n∆x ). (A.15)










Λ˜n,m étant la série de Fourier associée àΛn(x), donnée par
Λ˜n,m = Λ˜me jkx ,mn∆x , (A.18)








jn =−Ei (x). (A.19)
4.2 Projection sur les fonctions de test
Nous projetons l’équation (A.19) sur des fonctions test. Là-aussi, pour ne pas brider les pos-
sibilités, nous ne spécifions pas le type de fonctions utilisées. Nous l’appelons simplement
∩n′(x). L’opération réalisée ici est notée
<Z J |∩n′ > = <−Ei |∩n′ > n′∆x ∈Γ. (A.20)













Ei (x)∩n′ (x)dx. (A.21)
Encore une fois la résolutionde (A.21) n’est pas possible car nous considérons ici un nombre
infini de modes. Pour pouvoir aller plus loin, nous devons limiter leur nombre dans le
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membre de gauche. Nous limitons donc leur nombre à m ∈ {−M , ..,M −1} soit 2M modes










Ei (x)∩n′ (x)dx, (A.22)
avec
∩˜n′,m = ∩˜me jkx ,mn∆x , (A.23)
et ∩˜m = ∩˜(m).
Nous étudions à présent le secondmembre de (A.22). Nous savons que
Ei = E0e− jkxx , (A.24)





















Equation que nous pouvons également écrire∑
n∆x∈Γ






Ce système linéaire est entièrement connu. Il suffit d’inverser Zn′,n pour obtenir Jn et donc
une approximation du courant J sur Γ. A noter que ce calcul devra être refait pour chaque
angle d’incidence considéré.
Nous allons maintenant utiliser à notre avantage le fait que le maillage est constant en ex-
ploitant l’algorithme de transformée de Fourier rapide afin de réduire le temps d’inversion
du systèmematriciel.
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5 Calcul rapide de Zn′,n par transformée de Fourier rapide
Nous n’avons pour le moment fait aucune approximation sur le nombre de modes de Flo-
quet et il faut savoir que le calcul de la matrice Zn′ ,n s’avère en pratique coûteux car il faut
considérer un très grand nombre demodes avant de voir les calculs converger.
5.1 Étude de l’opérateur








Z˜mΛ˜m∩˜me jkx ,m∆x (n−n
′ ).
(A.29)







+kx )∆x (n−n′ )
















La sommation sur les ordres de Floquet est ramenée à une sommation par blocs en posant
m =m′+ rNx , (A.31)



















De ce fait, nous trouvons





































est la transformée de Fourier discrète inverse (notéeF−1FT ) de G˜(m
′). De ce fait nous pouvons
écrire





F−1FT peut se calculer rapidement par FFT.
6 Quelques remarques
L’utilisation de la technique nécessite de faire attention aux deux points suivants :
• L’utilisation de la FFT nous oblige à avoir un pas constant. De ce fait les surfaces
métallique devront être alignées avec la grille de discrétisation.
• Il faudra choisir judicieusement les fonctions de base en fonction du cas considéré.
Dans cette thèse nous utilisons de fonctions triangles pour toutes les simulations 2D
présentées.
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Annexe B
SPECTRE ANGULAIRE D’ONDES PLANES
Nous montrons dans cette annexe comment un champ peut être représenté par son spectre
angulaire d’ondes planes [73]. Nous appliquons tout d’abord cette technique à une grandeur
scalaire. Nous la généralisons ensuite pour obtenir le spectre angulaire d’ondes planes d’un
champ électromagnétique vectoriel.
1 Spectre angulaire d’ondes planes scalaire
1.1 Dimension trois
Les ondes planes sont des solutions élémentaires de l’équation d’Helmholtz sans source.
Elles s’écrivent
exp
(− jktr)= exp(− jkxx− jky y − jkzz) , (B.1)
où k= kx xˆ+ky yˆ+kz zˆ et r= xxˆ+ y yˆ+ zzˆ. Le vecteur d’onde k est tel que
‖k‖2 = k2x +k2y +k2z = k2, (B.2)
avec k = 2pi/λ le nombre d’onde dumilieu.
Nous considérons une ondeu (r) connue en z = 0 et se propageant vers les z croissants. Dans
le plan z = 0, le spectre angulaire d’ondes planes de u est défini à partir d’une transformée
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En utilisant (B.1) pour z = 0, nous remarquons que l’expression (B.4) permet d’exprimeru(r)
comme une combinaison d’ondes planes. Le spectre u˜ (ξ) désigne donc la pondération des
ondes planes.
Pour calculer le champ pour z ≥ 0, il suffit de prendre en compte la propagation des ondes











La détermination de la racine carrée est dictée par des considérations physiques :
• Pour ‖ξ‖2 ≤ k2, l’onde plane est propagative. Elle doit se propager vers les z crois-
sants. Ceci impose kz =
√
k2−‖ξ‖2.
• Pour ‖ξ‖2 ≥ k2, l’onde plane est évanescente. Elle doit s’atténuer vers les z croissants.




Dans cette thèse, nous utilisons également la notion de spectre angulaire d’ondes planes
en dimension deux. La définition est similaire à la dimension trois. Sur l’axe Ox, le spectre





u˜ (ξ)e jkxxdx. (B.7)






− jkxxdkx . (B.8)




k2−k2x pour k2x ≤ k
− j
√
k2x −k2 pour k2x > k.
(B.9)
2 Spectre angulaire d’ondes planes vectoriel
Pour des champs électromagnétiques vectoriels, toutes les composantes vérifient l’équation
d’Helmholtz. Elles peuvent donc toutes être représentées sur leur spectre angulaire d’ondes
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Les trois composantes du champ électrique ne sont pas indépendantes puisqu’elles sont








Nous rappelons que dans le domaine spectral, les dérivées partielles selon x, y et z re-
viennent à multiplier les composantes du champ par − jkx , − jky et − jkz , respectivement.
Par conséquent, les composantes du spectre angulaire d’ondes planes du champ électrique
sont reliées par
E˜z (ξ)=−
kx E˜x (ξ)+ky E˜y (ξ)
kz
. (B.12)


















Ce spectre peut être exprimé en fonction du spectre des composantes transverses du champ
électrique à l’aide de l’équation de Maxwell-Faraday qui s’écrit
∇×E=− jωµH, (B.15)
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Annexe C
FORMULATION D’UN FG GÉNÉRALISÉ PAR
ÉVALUATION ASYMPTOTIQUE
Dans cette annexe nous présentons le calcul complet permettant de trouver la formulations
champ lointain et la formulation paraxiale d’un Faisceau Gaussien (FG) généralisé en 3D.
Ces formulations sont obtenues en faisant une évaluation asymptotique sur le spectre du
champ. Ainsi, le champ lointain est trouvé à l’aide de la méthode de la phase stationnaire et
la formulation paraxiale à l’aide de la méthode de descente rapide. À partir des expressions
obtenues, il est possible de déduire celles du FG à phase linéaire et celles du FG à astigma-
tisme généralisé.
Cette annexe est divisée en quatre parties distinctes :
• Dans la première partie nous présentons brièvement les techniques que nous allons
utiliser pour réaliser les évaluations asymptotiques.
• Dans la seconde partie, nous rappelons la définition d’un FG généralisé.
• La troisième partie est consacrée à l’évaluation permettant de trouver la formulation
champ lointain d’un FG.
• La quatrièmepartie est consacrée à l’évaluation permettant de trouver la formulation
paraxiale d’un FG.
1 Solution approchée de l’intégrale complexe
Nous présentons dans cette première partie deux techniques d’évaluation d’intégrales. Ces
techniques permettent d’obtenir des expressions analytiques à partir, entre autres, des inté-
grales du spectre angulaire d’ondes planes. Pour cela, elles exploitent des variations rapides




avec Ω >> 1. Dans cette
annexe, elles sont énoncées de façon succincte et sans démonstrationmathématique rigou-
reuse. Pour plus de détails, L. B. Felsen et N. Marcuvitz fournissent un exposé plus complet
dans leur ouvrage [48].
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1.1 Intégrales rencontrées dans cette thèse










• f (u,v) une fonction complexe lentement variable ;
• g (u,v) une fonction complexe ;
• Ω un paramètre réel grand devant un.
1.2 Méthode de la phase stationnaire
Cette méthode exploite les variations de phase rapides sur le domaine d’intégration de dé-




= 0 et ∂g (us,vs)
∂v
= 0 (us,vs) ∈R2, (C.2)
avec (us,vs) les points de phase stationnaire. Leurs voisinages sont les seuls intervalles pour
lesquels la contribution de l’intégrande n’est pas négligeable. S’il n’existe qu’un seul point
de phase stationnaire d’ordre 1, nous obtenons quandΩ→+∞











avec Gs la matrice Hessienne au point (us,vs). Le paramètre σ dénote la différence entre
le nombre de valeurs propres positives et négatives de la matrice Gs. Nous avons les trois
possibilités suivantes :
• Si det |Gs| > 0 et ∂
2g (us ,vs)
∂u2 > 0 alorsσ= 2.
• Si det |Gs| > 0 et ∂
2g (us ,vs)
∂u2 < 0 alorsσ=−2.
• Si det |Gs| < 0 alors σ= 0.
1.3 Méthode du chemin de descente rapide
Cette méthode généralise la méthode de la phase stationnaire. Nous considérons en effet
désormais que la fonction g est réelle ou complexe et nous nous plaçons dans le cadre plus
général des intégrales d’une fonction à variables complexes.
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À la différence de laméthode précédente, nous allonsmaintenant utiliser la variation rapide
de l’amplitude de la fonction exponentielle. Un point col (us,vs) est défini par
∂g (us,vs)
∂u
= 0 et ∂g (us,vs)
∂v
= 0 (us,vs) ∈C2. (C.4)
En pratique, dans les intégrales rencontrées dans cette thèse, il n’est pas toujours possible
de déterminer l’expression analytique du/ou des points col. Toutefois, D. Lugara [17] et A.
Chabory [20] ont montré dans leurs thèses qu’il était possible de trouver une solution ap-
prochée si le point col se situe proche d’une valeur initiale connue (u0,v0). En effet, à partir

















avec G0 la matrice Hessienne au point (u0,v0). Pour Ω→+∞, l’évaluation asymptotique de



























2 Rappel de la définition d’un FG généralisé
2.1 Formulation en z = 0






avec ax et ay des coefficients complexes respectivement associés aux polarisations selon xˆ




















La translation spatiale ρ0 présente dans u(ρ) correspond à une translation du FG de
[x0, y0,0]t . Elle sera volontairement omise, dans la suite de cette annexe, afin d’alléger les
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2.2 Expression du spectre



























)t Q−10 (ξ−β0)] . (C.12)
2.3 Intégrale à calculer
Nous cherchons à trouver une formulation analytique du champ dans tout l’espace. Nous







3 Formulation champ lointain
En champ lointain, nous pouvons utiliser la méthode de la phase stationnaire pour calculer
(C.13). Pour cela, remarquons tout d’abord que l’équation (C.13) est de la forme (C.1). En















Lorsque kr >> 1, il n’existe qu’un seul point de phase stationnaire ξs donné par
kxs = k sinθcosφ
kys = k sinθ sinφ.
(C.16)
L’équation (C.3) permet d’obtenir la formulation analytique suivante du champ lointain
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Notons que, pour tenir compte du décalage spatial ρ0, r devra être remplacé par√
(x−x0)2+ (y − y0)2+ z2.
4 Formulation paraxiale
Il existe deux formulations issues de l’approximation paraxiale. La variable d’intégration de
la première est le vecteur d’onde transverse ξ. La seconde formulation, utilisée dans cette
thèse, nécessite de faire au préalable un changement de variable. Nous développons ici les
détails du calcul de ces deux formulations.
4.1 Mis en place du calcul
En champ proche, afin de trouver l’équation de la formulation paraxiale d’un FG généralisé,
nous devons utiliser la méthode du chemin de descente rapide pour résoudre (C.13). En























)t Q−10 (ξ−β0)− jktr. (C.21)
Par souci de concision, le paramètre Ω est inclus dans g (ξ). Nous supposons qu’il n’existe
qu’un seul point col associé à g et qu’il est proche de ξ=β0. Ceci correspond à supposer que
les ondes planes dont la direction de propagation est proche de β0 jouent un rôle privilégié.
Il s’agit donc d’une approximation paraxiale autour de la direction de propagation (θf,φf).
Pour les besoins du calcul, d’après l’équation (C.6), nous devons calculer au point β0 les

















Nous associons un nouveau système de coordonnées (Of, xˆf, yˆf, zˆf) dont nous allons avoir be-
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où Pi→f est unematrice de passage (3×3) égale à
Pi→f =
cosφf −sinφf 0sinφf cosφf 0
0 0 1

















4.2 Variable d’intégration ξ
Nous allons calculer au point β0 les trois fonctions définies équation (C.22). Dans cette pre-
mière étude nous conservons la variable d’intégration ξ.
4.2.a Calcul de g (β0)
Le calcul est ici immédiat. Nous trouvons
g (β0)=− jktr, (C.26)
que nous pouvons réécrire
g (β0)=− jkzf. (C.27)
4.2.b Calcul de∇g (β0)
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Afin de pouvoir aller plus loin dans le calcul, nous remplaçons k par k zˆf et nous exprimons r










(yˆ× zˆf).(xf xˆf+ yf yˆf)





(yˆ× zˆf).xˆf (yˆ× zˆf).yˆf
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Ainsi, nous obtenons finalement






4.2.d Première équation paraxiale
Les trois termes (a), (b) et (c) ayant été calculés, nous les reportons dans (C.6). Le champ
























R tG−10 R . (C.44)














avec I la matrice identité de dimension 2× 2 et Q−1f0 = R−1Q−10 R t ,−1. Nous injectons (C.44)












(− jkzf) . (C.46)
En remarquant que det |R| = 1cosθf et à l’aide de (C.45), nous pouvons démontrer que
det |G0| = − 1
k2cos2θf
det
∣∣Q−1f (z)∣∣ . (C.47)
4 Formulation paraxiale 163
Ainsi, en remarquant que
















(− jkzf) . (C.49)







Nous n’irons pas plus loin dans l’étude de cette formulation car elle n’a pas été utilisée dans
le cadre de cette thèse. En effet, la seconde formulation, développée à la suite de cette partie
est plus précise [17, 20] et correspond à un FG à astigmatisme généralisé. Le calcul de cette
première formulation a été fait uniquement pour pouvoir s’appuyer dessus dans la suite de
cette annexe.
4.3 Variables d’intégration (ϑ,ϕ)
Dans le but de trouver cette seconde formulation, nous exprimons ξ en coordonnées sphé-
riques. Il vient
kx = k sinϑcosϕ
ky = k sinϑsinϕ.
(C.51)








t rdet |J |dϑdϕ, (C.52)













Notons que le domaine d’intégrations en (kx ,ky ) de l’intégrale a été limité à k2x + k2y < k2
pour pouvoir effectuer le changement de variables. Ceci revient à ne pas tenir compte des
ondes évanescentes ce qui est en accord avec le cadre de cette thèse. En effet, dans toutes
les configurations étudiés nous aurons
∥∥β0∥∥< k et des FGs paraxiaux.
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Pour ce nouveau calcul, nous utilisons à nouveau une approximation paraxiale autour de la
direction définie par β0. Ici, ceci consiste à supposer que g possède un point col proche de
ϑ= θf et ϕ=φf.
Dans ce cas les trois termes à calculer deviennent

















4.3.a Calcul de g (θf,φf)
Le changement de variable n’a aucune incidence sur ce paramètre, nous avons
g (θf,φf)=− jkzf. (C.55)
4.3.b Calcul de∇g (θf,φf)





















































Comme pour la première formulation, nous cherchons maintenant à calculer
Gf =
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= J t0Q−10 J0, (C.64)













Il existe plusieurs manières de calculer le terme de droite. Cependant, il est intéressant afin





= J t0G2,0 J0. (C.66)
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[− tanθf xf cosθf yf























































4.3.d Deuxième équation paraxiale
Le troisième terme de l’équation (C.74) donne lors du développement du calcul des termes







0 J0+ zf J t0RR t J0
)
. (C.75)
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Au point col (ϑs,ϕs), nous avons






































avec Qf(zf)=R t J0G−10 J t0R .
L’évaluation asymptotique de l’intégrale nous permet d’écrire que
E(r)= 2pi f (ϑs,ϕs)eg (ϑs,ϕs)
= 2pi√
det |G0|









Par hypothèse, le point col (ϑs,ϕs) est voisin de (θf,φf). Comme f est une fonction lentement























À partir de cette expression, nous trouvons
Q−1f (z)=Q−1f0 + zfI, (C.80)
avec Q−1f0 =R−1Q−10 R t ,−1. De ce fait
E(r)= u(rf)
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ayf =−sinφfax +cosφfay .
(C.84)
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Nous voyons dans l’équation (C.83) que le champ électrique ne possède pas de composante
suivant zˆf. Ceci est dû à l’approximation de la fonction f que nous avons faite en (C.78). Afin
de retrouver cette composante, nous utilisons l’équation de Maxwell-Gauss en l’absence de




















qui est l’équation du champ électrique d’un FG à astigmatisme généralisé. Une étude simi-


























FORMULES DE RAYONNEMENT EN ESPACE
HOMOGÈNE
1 Préambule
Nous considérons ici des distributions de courant électrique Je et/oumagnétique Jm situées
à l’intérieur d’un volume noté Ω. Tout l’espace est supposé homogène (conductivité σ,
permittivité ε et perméabilité µ sont constants).
Nous cherchons à calculer les champs électrique et magnétique rayonnés par ces sources
situées en M′ ∈ Ω en un pointM situé en dehors de la zone source. Cette configuration est
présentée sur la FIGURE D.1.
FIGURE D.1 – Configuration étudiée.
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2 Formules de Stratton-Shu




























3 Formules de rayonnement sans opérateur différentiel
Ces formules sont très proches des formules de Stratton-Chu. La seule différence étant qu’il
n’y a plus d’opérateur ∇ appliqué aux points sources. Il n’y a ainsi plus besoin de connaître
la divergence des courants Je et Jm aux pointsM ′. En outre, les opérateurs faisant intervenir































































avec Z impédance d’onde dumilieu égale à
√
jωµ
σ+ jωε , r
′ = ∥∥M′M∥∥ et rˆ′ = M′Mr ′
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4 Formules de Schelkunoff
Ces formules utilisent une approximation champ lointain pour simplifier les formules de
Stratton-Shu. En effet, lorsque kr >> 1, nous pouvons écrire que∥∥M′M∥∥≈R pour les termes d’amplitudes∥∥M′M∥∥=R−OM′.Rˆ pour les termes de phase. (D.4)




























En deux dimensions, il est possible de trouver des formules de rayonnement ayant la même
formes que (D.3). Nous considérons l’axe yˆ comme direction d’invariance et nous divisons
le problème en deux sous-problèmes : Le cas TE et le cas TM.
5.1 Cas TE
Dans le cas TE, nous avons
JTEe = Je,y yˆ





















































avec H (2)0 fonction de Hankel d’ordre 0 du deuxième type.
172 FORMULES DE RAYONNEMENT EN ESPACE HOMOGÈNE
5.2 Cas TM
Dans le cas TM, nous avons
JTMe = Je,x xˆ+ Je,z zˆ






















































COEFFICIENTS R/T D’UN MULTICOUCHE
DIÉLECTRIQUE PLAN
1 Lame diélectriquemulticouche à faces parallèles
Dans cette annexe nous calculons les expressions des coefficients R/T d’unmulticouche di-
électrique plan illuminé par une onde plane. La FIGURE E.1 présente la lame diélectrique à
faces parallèles.
FIGURE E.1 – Lames diélectriques plane à faces parallèles.
Le comportement de la lame est décrit commeune succession deN+1milieux diélectriques
homogènes séparés par N interfaces diélectriques planes. Sur chaque interface, nous pla-
çons un point Ip qui sert de point de référence pour les ondes planes se propageant à l’inté-
rieur de la lame. Pour chaque interface rencontrée, nous calculons une matrice chaîne élé-
173
174 COEFFICIENTS R/T D’UN MULTICOUCHE DIÉLECTRIQUE PLAN
mentaire qui traduit l’évolution des amplitudes complexes des ondes planes avant et après
l’interaction. De même, pour chaque milieu diélectrique traversé, nous calculons une ma-
trice chaîne qui traduit l’évolutiondes amplitudes complexes des ondes planes au cours de la
propagation. Nous aboutissons à la matrice chaîne globale de la lame multicouche en mul-
tipliant successivement toutes ces matrices chaînes élémentaires. Enfin, la matrice chaîne
globale permet de trouver les coefficients de réflexion et transmission que nous cherchons.
2 Matrice chaîne d’une interface diélectrique plane
FIGURE E.2 – Matrice chaîne élémentaire d’une interface diélectrique plane.
Nous cherchons la matrice chaîne élémentaire qui permet de relier les ondes planes côté p
aux ondes planes côté p +1. Les ondes planes se propageant de p vers p +1 sont notées (+)
tandis que les ondes planes se propageant de p +1 vers p sont notées (−). Les directions de
propagation des ondes planes (+) et (−) côté p et p + 1 sont donnés par les lois de Snell-





Les champs associés à la polarisationparallèle et à la polarisationperpendiculaire de chaque
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Les équations de continuité permettent de calculer ces matrices en fonctions des angles et




































3 Matrice chaîne de propagation à l’intérieure d’une lamedi-
électrique homogène
FIGURE E.3 – Matrice chaîne élémentaire d’une lame diélectrique plane homogène.
Cette matrice traduit le déphasage des ondes planes lors de la traversée de la couche p
d’épaisseur dp et de constante diélectrique relative εr,p entre les points Ip−1 et Ip . Elle est








)]=Mp [E+p (Ip−1)E−p (Ip−1)
]
. (E.4)









avec kp nombre d’onde dans le milieu p.
4 Coefficients de réflexion et de transmission
La matrice chaîne globale de la lame diélectrique se calcule en multipliant les matrices
chaînes qui caractérisent l’interaction sur chaque interface et la propagation à l’intérieur de
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chaque milieu diélectrique. Nous obtenons ainsi une relation matricielle qui relie les ondes






















MË =MËN ,N+1MNMËN−1,N ...M1MË0,1 et, M⊥ =M⊥N ,N+1MNM⊥N−1,N ...M1M⊥0,1. (E.7)
Pour chaque type de polarisation, le coefficient de réflexion de la lame diélectrique relie
l’onde plane incidente dans le milieu 1 (E+,Ë1 et E
+,⊥
1 ) avec l’onde plane réfléchie dans le
milieu 1 (E−,Ë1 et E
−,⊥










Pour chaque type de polarisation, le coefficient de transmission de la lame diélectrique relie
l’onde incidente dans le milieu 1 (E+,Ë1 et E
+,⊥
1 ) avec l’onde transmise dans le milieu N + 1
(E−,ËN+1 et E
−,⊥
N+1). Nous avons donc
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RÉSUMÉ :
Dans les domaines de la radioastronomie et de la météorologie, il est courant de faire appel
à des radiomètres millimétriques qui, pour la plupart d’entre eux, intègrent des systèmes
quasi-optiques. Ces systèmes permettent de réaliser des fonctions de guidage, de filtrage et
de séparation des signaux. Ils sont constitués à partir de lentilles, de miroirs, de cornets et
de lames dichroïques. Il apparaît, pour la conception de tels dispositifs, un fort besoin en
outils de simulation adaptés. En effet, les systèmes quasi-optiques sont souvent très grands
devant la longueur d’onde et, de ce fait, les méthodes de modélisation conventionnelles
comme l’optique physique ou la méthode des moments sont trop coûteuses en ressources
informatique.
Dans ce contexte, les méthodes basées sur les faisceaux gaussiens sont prometteuses. Elles
ont d’ailleurs été largement étudiées dans la littérature pour la modélisation d’antennes, de
lentilles, de réflecteurs ou encore de radômes. Cependant, à l’heure actuelle, elles ne per-
mettent pas de modéliser les surfaces dichroïques comportant des éléments périodiques,
qui sont très souvent utilisées dans les systèmes quasi-optiques.
Nous proposons dans cette thèse plusieurs méthodes permettant d’intégrer les surfaces
dichroïques à une technique basée sur les faisceaux gaussiens. Pour cela, nous faisons l’hy-
pothèse qu’un faisceau incident illuminant une surface dichroïque ne génère qu’un faisceau
réfléchi et qu’un faisceau transmis. Les paramètres de ces faisceaux sont déterminés par un
raccordement spectral prenant en compte la réponse spectrale de la surface.
Après avoir présenté le contexte et le formalisme utilisé, nous nous intéressons dans un
premier temps à l’étude du cas 2D. Au travers de diverses simulations, nous mettons en
évidence la précision de cette approche et nous établissons ses limites. Nous la généralisons
ensuite au cas 3D, puis nous réalisons des confrontations logicielles et expérimentales afin
d’en démontrer l’efficacité.
MOT CLÉS : Modélisation électromagnétique,méthodes asymptotiques, faisceaux gaussiens,
surfaces dichroïques, systèmes quasi-optiques, radiométriemillimétrique
