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Resumen: La importancia de pronosticar o prever el nivel de ventas es vital para la 
supervivencia de una empresa. Al no tener un patrón claro, la investigación sobre 
mejores modelos continúa en desarrollo. A través del avance tecnológico ha sido 
posible desarrollar aplicaciones basadas en redes neuronales artificiales (RNA), 
enfocadas en el desarrollo de pronóstico de ventas de productos de consumo frecuente, 
mejorando la exactitud de los sistemas de pronóstico tradicionales. En el presente 
estudio se compara el desempeño de los modelos tradicionales frente a sistemas más 
desarrollados como son redes neuronales artificiales y máquinas de soporte vectorial o 
regresión de soporte vectorial (SVM-SVR). Se demuestra la importancia de considerar 
factores externos como indicadores macroeconómicos e internos como los 
microeconómicos, (por ejemplo, precios de productos relacionados), los cuales afectan 
el nivel de ventas en una organización.  Estas consideraciones no se habían tomado en 
cuenta en el pasado. La aplicación de este estudio fue en un supermercado. En primera 
instancia se realizó un pre-procesado para limpiar, adecuar y normalizar las bases de 
datos. Luego, debido a que no se tenía información etiquetada respecto a cuáles pares de 
productos eran sustitutos o complementarios, fue necesario aplicar un análisis de 
elasticidad cruzada. Además, se considera una media armónica (f1-score) en varios 
puntos para establecer prioridades en algunos productos y resultados obtenidos. 
Estudios en los que se realizan análisis comparativos entre pronósticos, demuestran la 
eficacia al usar redes neuronales, se presenta en: [7], [16] y [25]. El modelo propuesto 
en este estudio presenta una potencial aplicación en el pronóstico de ventas de 
productos de alta rotación en supermercados, ya que sus resultados son más exactos que 
los obtenidos con procedimientos tradicionales. 
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Abstract: The importance of forecasting and predicting the level of sales is vital to the 
survival of a company. There is continuous research on the development for better 
systems due to the lack of clear sales patterns. Through the rapid advancement of 
technology, it has been possible to develop applications based on artificial neural 
networks (ANN). These applications focus on the development of sales forecasts of 
products of frequent consumption, improving the accuracy of traditional forecasting 
systems. In the present study, the performance of traditional models is compared with 
more developed systems such as neural networks and support vector machines or 
support vector regression (SVM-SVR). It demonstrates the importance of considering 
external factors as macroeconomic and internal indicators such as microeconomics, (for 
example, prices of related products), which affect the level of sales in an organization. 
These considerations had not been taken into account in the past. The application of this 
study was in a super-market. In the first instance, a preprocessor was carried out to 
clean, adapt and standardize the databases. Then, because there was no labeled 
information regarding which pairs of products were substitutes or complements, it was 
necessary to apply a cross-elasticity analysis. In addition, a harmonic average (f1-score) 
is considered in several points to establish priorities in some products and obtain results. 
Studies in which comparative analyzes are made between forecasts, which demonstrate 
the effectiveness of using neural networks is presented in: [7], [16], and [25]. The model 
proposed in this study presents a potential application in the forecast of sales of high 
turnover products in supermarkets, since their results are more accurate than those 
obtained with traditional procedures. 
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Resumen: La importancia de pronosticar o prever el nivel de ventas es vital para la supervivencia de una 
empresa. Al no tener un patrón claro, la investigación sobre mejores modelos continúa en desarrollo. A 
través del avance tecnológico ha sido posible desarrollar aplicaciones basadas en redes neuronales 
artificiales (RNA), enfocadas en el desarrollo de pronóstico de ventas de productos de consumo frecuente, 
mejorando la exactitud de los sistemas de pronóstico tradicionales. En el presente estudio se compara el 
desempeño de los modelos tradicionales frente a sistemas más desarrollados como son redes neuronales 
artificiales y máquinas de soporte vectorial o regresión de soporte vectorial (SVM-SVR). Se demuestra la 
importancia de considerar factores externos como indicadores macroeconómicos e internos como los 
microeconómicos, (por ejemplo, precios de productos relacionados), los cuales afectan el nivel de ventas 
en una organización.  Estas consideraciones no se habían tomado en cuenta en el pasado. La aplicación de 
este estudio fue en un supermercado. En primera instancia se realizó un pre-procesado para limpiar, 
adecuar y normalizar las bases de datos. Luego, debido a que no se tenía información etiquetada respecto 
a cuáles pares de productos eran sustitutos o complementarios, fue necesario aplicar un análisis de 
elasticidad cruzada. Además, se considera una media armónica (f1-score) en varios puntos para establecer 
prioridades en algunos productos y resultados obtenidos. Estudios en los que se realizan análisis 
comparativos entre pronósticos, demuestran la eficacia al usar redes neuronales, se presenta en: [7], [16] y 
[25]. El modelo propuesto en este estudio presenta una potencial aplicación en el pronóstico de ventas de 
productos de alta rotación en supermercados, ya que sus resultados son más exactos que los obtenidos con 
procedimientos tradicionales. 
Palabras claves: ARIMA, Promedio móvil, Pronóstico, RNA, SVR, Variación cíclica.  
 
Abstract: The importance of forecasting and predicting the level of sales is vital to the survival of a 
company. There is continuous research on the development for better systems due to the lack of clear 
sales patterns. Through the rapid advancement of technology, it has been possible to develop applications 
based on artificial neural networks (ANN). These applications focus on the development of sales forecasts 
of products of frequent consumption, improving the accuracy of traditional forecasting systems. In the 
present study, the performance of traditional models is compared with more developed systems such as 
neural networks and support vector machines or support vector regression (SVM-SVR). It demonstrates 
the importance of considering external factors as macroeconomic and internal indicators such as 
microeconomics, (for example, prices of related products), which affect the level of sales in an 
organization. These considerations had not been taken into account in the past. The application of this 
study was in a super-market. In the first instance, a preprocessor was carried out to clean, adapt and 
standardize the databases. Then, because there was no labeled information regarding which pairs of 
products were substitutes or complements, it was necessary to apply a cross-elasticity analysis. In 
addition, a harmonic average (f1-score) is considered in several points to establish priorities in some 
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products and obtain results. Studies in which comparative analyzes are made between forecasts, which 
demonstrate the effectiveness of using neural networks is presented in: [7], [16], and [25]. The model 
proposed in this study presents a potential application in the forecast of sales of high turnover products in 
supermarkets, since their results are more accurate than those obtained with traditional procedures. 
 




1.1. Fundamentación y justificación 
 
El mundo de los negocios está impulsado por la demanda de productos y servicios que 
los clientes requieren. No obstante, los patrones de la demanda varían 
considerablemente de un período a otro. Toda empresa actualmente debe hacer planes 
frente a la incertidumbre que puede surgir en el entorno en el que se encuentra. Estos 
planes trazan una guía para poder determinar cuáles serían los recursos necesarios para 
que la empresa pueda cubrir la demanda prevista. 
En el contexto de la administración de inventarios, es bien conocido que, ante la 
variación de la demanda y la demora en la entrega de un nuevo pedido por parte del 
proveedor, las organizaciones definen un inventario de seguridad que les permita 
atender los pedidos. Esta acción se toma para no llegar a la penosa situación de tener 
déficit de inventarios que les representarían perdidas en ventas, así como una mala 
imagen ante los consumidores. Todo lo anterior es esencial en la actualidad ante la 
enorme competencia que se ha desatado en la mayoría de sectores comerciales [17].  
Debido al comportamiento no lineal de ventas, en la gran mayoría de empresas existe un 
alto nivel de incertidumbre en la formulación de pronósticos. La planificación de la 
producción empieza por fijar la cantidad necesaria de producto terminado para producir 
o mantener almacenado para un tiempo determinado. Esta planificación determina el 
nivel de ventas que podría llegar a tener la empresa considerando factores como: 
habilidades, capacidades, actitudes y comportamientos de la población [23]. Los 
modelos de pronóstico que se conocen hasta la actualidad presentan resultados con un 
cierto grado de error.  
Bernstein [4] explica metafóricamente la importancia de un pronóstico para la 
planificación de cualquier industria: 
“Para la planeación de recursos es imprescindible primero determinar que le espera en 
el futuro. Asegúrese que los insumos necesarios que se solicitan se entreguen a tiempo, 
sepa que los artículos a vender se produzcan conforme a lo programado y verifique sus 
instalaciones antes que el cliente entre por la puerta. El ejecutivo de negocios exitoso es, 
en primer lugar, un pronosticador: la compra, la producción, el marketing, la fijación de 
precios y la organización vienen todos después.”  
En cuanto se determina un pronóstico inmediatamente se lo evalúa y como resultado se 
obtiene un error, el cual es comparado entre todos los modelos de pronóstico. 
Finalmente se utiliza el pronóstico que logre el mínimo error. El error en este caso 
representa el nivel de inventario en excedente o por el contrario insuficiente para 
satisfacer la demanda, lo que a su vez en el ámbito económico representa gasto por 
ventas no realizadas o gasto por obsolescencia. 
En síntesis, mientras el pronóstico sea menos acertado provocaría mayores pérdidas 
económicas para la empresa. Es por eso el interés de encontrar un pronóstico el cual sea 
lo bastante confiable para que las pérdidas sean lo mínimas posible, siempre anticipando 
a los cambios que pueda ocurrir en el entorno que lo rodea. Elaborar un presupuesto 
bien estructurado es el enfoque vital de la planeación estratégica, para que la empresa 
pueda tomar el rumbo correcto. 
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Existen modelos tradicionales, determinísticos, probabilísticos e híbridos tales como: 
promedio móvil simple, promedio móvil ponderado, suavización exponencial, análisis 
de regresión, técnica Box Jenkins (ARIMA), proyecciones de tendencia, etc., que han 
sido utilizados para generar pronósticos, presentando ciertas ventajas y desventajas de 
unos sobre otros. Sin embargo, estos aún son incapaces de ofrecer buenos resultados en 
un entorno de alta incertidumbre y cambios constantes, como los de la actualidad. Para 
ello, se buscan nuevos paradigmas basados en modelamientos de sistemas no lineales, 
tales como las redes neuronales artificiales (RNA) y regresión de soporte vectorial 
(SVR). 
Sapankevych y Sankar [24] mencionan:  
“Tradicionalmente las máquinas de soporte vectorial (SVM), así como otros algoritmos 
de aprendizaje tales como RNA, se utilizan como aplicación para el ordenamiento en el 
reconocimiento de patrones. Estos algoritmos de aprendizaje también han sido aplicados 
al análisis de regresión general: el ajuste de una función ajustando la curva a un 
conjunto de puntos de datos. La aplicación de SVM al caso de análisis de regresión 
general se llama regresión de soporte vectorial (SVR) y es transcendental para muchas 
aplicaciones en las predicciones de series de tiempo, o lo que es lo mismo, los 
pronósticos” 
Las RNA son un sistema de neuronas artificiales las cuales se encuentran 
interconectadas de forma aproximadamente análoga como sucede en un cerebro 
biológico (figura 1). Cada neurona se encuentra conectada con muchas otras 
sinápticamente lo que hace posible que el sistema completo adquiera una experiencia a 
partir de datos históricos con los cuales se entrene previamente a la RNA. 
 
 
Figura 1. RNA de propagación hacia adelante 
Fuente: Villada et al. [27] 
 
De manera análoga la implementación de una RNA para el análisis de cualquier 
situación sería ineficiente sin el uso de las tecnologías adecuadas como mencionan 
Hanke y Wichern en [15]: “Los problemas generan una enorme cantidad de registros y 
la necesidad molesta de extraer información útil. Actuales herramientas de pronósticos, 
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junto con las capacidades de la tecnología, se han vuelto imprescindibles para las 
empresas que operan el mundo moderno.” 
García [10], realiza un análisis de pronóstico del precio externo del café mediante el uso 
de RNA las cuales según menciona él, son un método más aproximado a un 
comportamiento no lineal: 
“Existen problemas que no se han podido solucionar en este momento por medio de 
modelos matemáticos y que requieren de métodos no tradicionales de cálculo para 
obtener una respuesta. La gran mayoría de las situaciones económicas tienen un 
comportamiento no lineal, lo que sugiere utilizar métodos que los trabajen tal como son, 
o que por medio de una transformación emulen un comportamiento lineal. Las RNA al 
ser, por definición, no lineales y al comportarse como un sistema dinámico se presentan 
como una solución a este tipo de problemas.” 
El uso de estas RNA sería un gran aporte sobre la predicción en todos los proyectos que 
incluyen series de tiempo como: estimación y predicción de la moneda, predicción de 
las condiciones ambientales, toma de decisiones desde el punto financiero y predicción 
en el crecimiento poblacional [19]. 
Además, Toro [26], realiza un estudio sobre RNA aplicadas al estudio de pronósticos 
tomando en consideración los parámetros de estacionalidad, en donde el pronóstico 
obtenido representa una aproximación más ajustada a otros modelos tradicionales 
considerados. 
Zhang [31] ha reconocido la relevancia de los pronósticos en el momento de la toma de 
decisiones. Considerar el pronóstico sin tener en cuenta el error del mismo puede 
provocar impactos no deseados en todas las áreas de la empresa, desde los insumos de 
entrada, atravesando por la producción hasta el mercadeo de los productos. 
 
1.2. Revisión de la literatura 
 
1.2.1. Clasificación de los modelos tradicionales de pronóstico 
Los pronósticos son la mejor forma de realizar una planeación de ventas para el futuro. 
Según el modelo que se elija, se plantea hacer un incremento sobre los resultados 
anteriores o mediante el uso de herramientas tecnológicas que posibilitan hacer 
innumerables cálculos para obtener un pronóstico lo más cercano a la realidad. Según 
Chase et al., [5] los principales modelos de pronósticos en series de tiempo son: 
 Promedio móvil simple 
 Promedio móvil ponderado 
 Suavización exponencial 
 Análisis de regresión 
 Técnica Box Jenkins 
 Proyecciones de tendencia  
En cuanto a la precisión obtenida por cada pronóstico, la principal forma de evaluación 
es según la comparación del error obtenido. El vocablo error hace mención a la 
diferencia entre el valor de pronóstico y lo que ocurrió en verdad. En estadística, estos 
errores llevan el nombre de residuales. Siempre que el valor del pronóstico este dentro 
del rango de confianza, éste no es realmente un error. Por lo tanto, el uso frecuente se 
refiere a la divergencia como un error [5].  
 
1.2.2. Uso de las RNA y regresión de soporte vectorial 
Matich [18], explica que las semejanzas de las RNA con el desempeño de una neurona 
biológica son muy parecidas. Por ejemplo, tienen la capacidad de aprendizaje, pueden 
omitir detalles de datos que se obtienen a partir de información irrelevante, aprender de 
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errores anteriores, etc. Esto hace que brinden varias ventajas y que este tipo de 
tecnología se esté usando en múltiples campos. Entre las ventajas incluyen: 
 Aprendizaje Adaptativo.  
 Auto-organización.  
 Tolerancia a fallos. 
 Operación en tiempo real.  
Las RNA han tenido un desarrollo considerable en reducir el error en comparación con 
modelos tradicionales de pronóstico. La diferencia radica en que este nuevo método de 
analizar indicadores se basa en el aprendizaje artificial, es decir, este algoritmo adquiere 
una experiencia a través de los registros históricos que se introducen como valores de 
entrada. 
La demanda de un producto se genera mediante la interacción de varios factores 
demasiado complejos para describirlos con precisión en un modelo matemático, debido 
a esto, en este estudio se ha considerado tratar el pronóstico de la demanda.  
En la actualidad gracias a diversos grupos de investigación repartidos por universidades 
de todo el mundo, las RNA han alcanzado una madurez muy aceptable y poseen un 
sinnúmero de aplicaciones entre las que se puede citar:  
 Reconocimiento de patrones, voz y vídeo, compresión de imágenes. 
 Estudio y predicción de sucesos muy complejos como la bolsa de valores. 
 Aplicaciones de apoyo a la medicina, en todo tipo de aplicaciones que necesiten 
el análisis de grandes cantidades de datos, etc. 
Otro método que logra buenos resultados es una regresión de soporte vectorial (SVR) en 
términos de mayor precisión, mejora la medida global óptima [14]. Inicialmente las 
máquinas de soporte vectorial (SVM) se implementaron para reconocimiento de 
patrones y clasificaciones [8]. En la actualidad, SVM se ha implementado para 
regresión lineal (SVR). Wu, Yan, y Yang [30] y Du, Leung, Zhang, y Lai [9] utilizaron 
este sistema para pronosticar ventas de productos de consumo como son automóviles y 
productos agrícolas perecederos respectivamente. 
Consecuentemente, SVR es un método de pronóstico muy preciso, por la poca cantidad 
de información que necesita. Wen, Mu, Sun, Hua, y Zhou [30] concluyen que el 
pronóstico de demanda de la uva con este modelo tiene limitaciones como no considerar 
los productos sustitutos. 
El uso de sistemas más desarrollados como RNA y máquinas de soporte vectorial han 
presentado una gran mejora de los pronósticos conforme se ha desarrollado la 
tecnología y el manejo de datos más complejos. Una extensa revisión de publicaciones 
científicas utilizando RNA entorno al pronóstico de precios en el mercado de valores en 
alrededor del mundo es exhibida por Atsalakis y Valavanis [2], estos estudios concluyen 
que los métodos de aprendizaje profundo en comparación con modelos convencionales 
presentan mejores resultados incrementando su precisión considerablemente. Por el 
contrario, recalcan la dificultad en la concepción estructural del modelo debido a que en 
la mayoría de casos se elaboran por prueba error. En cambio, Chen, Su, Cheng, y 
Chiang [6], confrontaron el desempeño resultante en series de tiempo y lógica difusa 
con una estructura basada en series de tiempo cambiando las entradas a la variación del 
precio y el signo de la tendencia, de esta manera el índice del mercado de valores de 
Taiwán resulto más preciso que los modelos tradicionales de pronóstico. 
1.2.3. Consideración de indicadores microeconómicos y macroeconómicos 
En este estudio se considera otros parámetros los cuales influyen notablemente en la 
demanda de un producto o servicio. Los indicadores en conjunto pueden proporcionar 
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un panorama de la situación de un proceso, de un negocio, de la salud de un enfermo o 
de las ventas de una compañía. 
Los indicadores que engloben fácilmente el desempeño total del negocio deben recibir 
la máxima prioridad. El paquete de indicadores puede ser mayor o menor, dependiendo 
del tipo de negocio, sus necesidades específicas entre otros. 
La importancia de considerar los precios de productos relacionados, ya sean productos 
complementarios o sustitutos radica en la estrecha relación que consideran los 
consumidores a la hora de la decisión de compra [3]. 
Además, la correcta evaluación e interpretación de los indicadores macroeconómicos es 
fundamental para todo país, pues a partir de ahí se pueden tomar decisiones de política 
fiscal o monetaria y son señales que da el mercado para que los agentes económicos 
tomen sus precauciones. Así mismo, los indicadores económicos son una forma de 
pronosticar y anticiparse a los fenómenos, es por eso que se implementarán en el estudio 
los principales indicadores económicos de Ecuador. Según Vitez [28], los siguientes son 
considerados los principales indicadores económicos:  
 Producto interno bruto 
 Índice de precios al consumidor 
 Índice de precios al productor  
 Indicadores de empleo  
 Ventas al por menor 
 Confianza del consumidor 
Los indicadores descritos en la tabla 1 son el resultado del análisis de disponibilidad y 
correlación, que será mostrado en la sección 2.2.3. 
En la primera columna, CODIGO, se indican los códigos que fueron utilizados para 
facilitar la manipulación de los datos y tablas relacionadas. En la columna dos, 
INDICADOR, se encuentran tanto indicadores microeconómicos como 
macroeconómicos, su valor fue analizado con las unidades que se encuentra 
representado entre paréntesis. 
 
Tabla 1. Indicadores internos y externos utilizados 
CODIGO INDICADOR  FUENTE 
INDICADORES INTERNOS / MICROECONOMICOS 
I1 Año Empresa 
I2 Mes Empresa 
I3 Precio (USD) Empresa 
CANT Demanda (Unidades) Empresa 
I4 Precio del producto sustituto (USD) Empresa 
I5 Precio del producto complementario (USD) Empresa 
INDICADORES EXTERNOS / MACROECONOMICOS 
I6 Divisa (US DOLLAR INDEX) www.tradingeconomics.com  
I7 PIB tasa de crecimiento anual (%) Banco mundial 
I8 PIB tasa de crecimiento (%) Banco central del Ecuador 
I9 Tasa de empleo (%) INEC 
I10 Tasa de participación laboral (%) Banco central del Ecuador 
I11 Salario mínimo (USD/MONTH) Banco central del Ecuador 
I12 Tasa de desempleo (%) Banco central del Ecuador 
I13 
Salario mínimo en manufactura 
(USD/MONTH) 
Banco central del Ecuador 
I14 
Índice de precio al consumidor (IPC) (Índex 
points) 
INEC 
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I15 IPC Transporte  (Índex  points) INEC 
I16 Inflación de alimentos (%) INEC 
I17 Tasa de inflación (%) INEC 
I18 Tasa de inflación, MoM (%) INEC 
I19 Índice del precio al productor (Índex  points) INEC 
I20 Cambio del índice del precio al productor (%) INEC 
I21 Reserva de divisas (USD MILLION) Banco central del Ecuador 
I22 Tasa interbancaria media ponderada (%) Banco central del Ecuador 
I23 Tasa de interés (%) Banco central del Ecuador 
I24 Préstamos al sector privado (USD MILLION) Banco central del Ecuador 
I25 Oferta monetaria M1  (USD MILLION) Banco central del Ecuador 
I26 Balanza comercial  (USD Thousand) Banco central del Ecuador 
I27 Flujo de capital (USD MILLION) Banco central del Ecuador 
I28 
Producción de crudo (BBL/D/1K) miles de 
barriles por día 
Organización de países exportadores de 
petróleo 
I29 Cuenta corriente (USD MILLION) Banco central del Ecuador 
I30 Exportaciones (USD Thousand) Banco central del Ecuador 
I31 
Inversión extranjera directa, corrientes netas 
(USD MILLION) 
Banco central del Ecuador 
I32 Importaciones (USD Thousand) Banco central del Ecuador 
I33 Remesas  (USD MILLION) Banco central del Ecuador 
I34 Gasto fiscal  (USD MILLION) Banco central del Ecuador 
I35 Valor del presupuesto público (USD MILLION) Banco central del Ecuador 
I36 Ingresos públicos (USD MILLION) Banco central del Ecuador 
I37 Gasto público (USD THO) Banco central del Ecuador 
I38 Confianza empresarial  (Índex points) Banco central del Ecuador 
I39 Variaciones de existencias (USD THO) Banco central del Ecuador 
I40 Índice de corrupción (Points) Transparency International 
I41 Rango en corrupción Transparency International 
I42 Facilidad de hacer negocios en Ecuador Banco Mundial 
I43 Índice económico adelantado (5) INEC 
I44 Producción de acero  (Thousand Tonnes) World Steel Association  
I45 Confianza del consumidor (Índex points) Banco central del Ecuador 
I46 Crédito al consumo (USD MILLION) Banco central del Ecuador 
I47 Gasto del consumidor (USD THO) Banco central del Ecuador 
I48 Crédito al sector privado (USD MILLION) Banco central del Ecuador 
I49 IVA - Impuesto al valor agregado  (%) SRI 
 
La tabla 1 presenta información obtenida principalmente de dos fuentes. Para los 
indicadores internos provienen de una fuente primaria (la empresa); y los indicadores 
externos provienen de una fuente secundaria (Instituciones de gubernamentales 
detalladas en la columna FUENTE). 
  
1.2.4. Sistema de valoración  
Para hacer posible la comparación de los diferentes métodos y su efectividad es 
necesario llevarlos a una sola escala. El error descrito en la ecuación (1), resume la 
precisión de cada modelo de pronóstico: 
 
𝑀𝐴𝑃𝐸 =  
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1.2.5. Algoritmo de Garson para determinar el nivel de importancia 
El algoritmo de Garson fue desarrollado para determinar el grado o nivel de importancia 
que tiene un indicador de entrada en una RNA. En muchos casos relacionados con la 
medida de las variables se considera dos aspectos: los pesos en la capa oculta y sus 
interacciones en la red de salida. Una medida propuesta por Garson [11], consiste en 
dividir los pesos de la capa oculta en componentes asociados con cada nodo de entrada 
para después atribuir a cada uno de ellos un porcentaje del total de pesos. 
Varios estudios revelan la efectividad del algoritmo de Garson para evaluar la 
importancia de una entrada en la RNA [1], [12], [13]. De manera experimental 
determinaron la certeza del algoritmo de Garson concluyendo que la medida se aplica 
exitosamente bajo una amplia variedad de condiciones. Como resultado de este análisis 
el algoritmo de Garson determina en una escala de 0 a 1 un valor único para cada 
variable explicativa que describe la relación con la variable de respuesta en el modelo. 
Por lo tanto, este estudio plantea, por un lado, implementar una RNA, y por otro, el 
algoritmo SVR para realizar pronósticos de ventas en productos de alta rotación en un 
supermercado. La expectativa es que estos enfoques disminuyan notablemente el error 
que generan los pronósticos tradicionales. Existe un volumen importante de 
experiencias reportadas que señalan la efectividad de los modelos de RNA para el 
pronóstico de series de tiempo, entre los que se incluyen: pronóstico del precio de la 
electricidad [7], series de producción industrial europeo [16] y pronóstico de modelos 
econométricos [25].   
 
2. Materiales, fuentes y métodos. 
 
La propuesta que se plantea en el presente trabajo es establecer un sistema de RNA que 
permita la aceptación de varios indicadores los cuales pueden determinar el pronóstico 
de ventas en una empresa.  
En este caso la empresa a considerar se trata de un supermercado que, en promedio sus 
ventas anuales ascienden a 3 millones de dólares aproximadamente, y tiene a su 
disposición productos de consumo frecuente como: frutas y vegetales, enlatados, 
artículos de primera necesidad, artículos de aseo personal, artículos de limpieza, 
artículos de bodega, licores, juguetes, piñatería, etc.  
La población considerada son todos los productos vendidos en la empresa, para obtener 
la muestra a considerar en el estudio se obtienen los diez productos de mayor cantidad y 
mayor valor vendidos (f1-score), detallados en la sección 3.2. Se usa la RNA perceptron 
multicapa (rprop+) la cual admite el ingreso de diferentes indicadores de entrada, en 
este caso los indicadores mencionados en la tabla 1, además de los productos a ser 
analizados, se necesita información sobre productos sustitutos y complementarios 
analizados en la sección 2.2.2. Cabe recalcar que el detalle especifico de cada producto 
no puede ser revelado por un acuerdo de confidencialidad estipulado con la empresa. La 
SVR necesita solamente información histórica de la demanda para establecer un 
pronóstico. 
Se usó dos paquetes informáticos: RStudio (versión 3.4.4) y Python (versión 3.6.3), los 
cuales son utilizados para realizar el pronóstico usando los algoritmos de aprendizaje 
automático (machine learning) RNA y SVR. 
MAPE = error porcentual absoluto medio 
N = número de periodos a ser evaluados 
𝑥𝑖  = demanda real en el periodo i 
ẋ𝑖 = pronóstico en el periodo i 
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La metodología a seguir demostrará en sus resultados la medida de error porcentual 
absoluto medio, con la cual se podrá demostrar si aplicar este tipo de análisis puede 
poseer validez.  
2.1. Recopilación de datos  
 
Este estudio lleva a cabo una investigación descriptiva y un diseño no experimental, ya 
que sólo se observaron las variables sin manipularlas. 
Para la selección de la población de estudio se ha considerado que los pronósticos a ser 
analizados dependen de la fluctuación o estabilidad de sus ventas. En un supermercado 
se puede encontrar diversidad de productos los cuales son seleccionados de acuerdo al 
nivel de ventas que presentan. Los ítems que se han escogido para el estudio son los 
productos que se han vendido durante los últimos 3 años en el supermercado. 
 
2.2. Procedimiento modelo 
 
2.2.1. Recolección de datos y filtración 
Se considera todos los productos que el supermercado ha facturado desde octubre de 
2015 hasta diciembre de 2017. Para la fase de entrenamiento la RNA necesita una 
cantidad significativa de datos por lo cual, en este caso, no se puede esperar resultados 
con una proyección mayor a 6 meses. 
Es de suma importancia considerar tanto la cantidad como las ventas históricas. La 
cantidad representa un rango más amplio para elaborar un pronóstico de mayor 
asertividad como efecto de la sensibilidad sobre los demás factores a considerar y las 
ventas representan mayor rentabilidad para la empresa.  
En este estudio se considera un ordenamiento de acuerdo a la media armónica f1-score, 
que, se define como el reciproco de la media aritmética de los recíprocos. Este valor se 
emplea para promediar variaciones con respecto al tiempo, también es usado en su 
mayoría para encontrar la media de valores de eficiencia y error. En este estudio permite 
obtener un factor, considerando importante tanto las ventas, como la cantidad, la 











El ordenamiento de todos los productos de acuerdo a este factor efectivamente 
considera dos características o más, dándoles la misma importancia. Los 10 productos 
más importantes según f1-score se consideran para este estudio. 
 
2.2.2. Análisis para selección de productos sustitutos y complementarios 
Teniendo la muestra de productos a ser considerados se analiza la interactividad que 
tiene con otros productos para poder seleccionar los sustitutos y complementarios de 
cada producto. Una forma cuantitativa de seleccionar productos sustitutos y 
complementarios es mediante la elasticidad cruzada de la demanda, que analiza dos 
productos y según su signo establece si es sustituto (+) o complementario (-). Luego, el 
valor máximo o mínimo resultante representa mayor interacción entre los dos productos, 






f1 = media armónica f1-score 
Q = cantidad vendida en unidades 
V = ventas en dólares        
Ecuación (2) 
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es decir, se escoge el valor máximo positivo para sustituto y el valor máximo negativo 
para complementario. La elasticidad cruzada se define como la variación proporcional 
en la cantidad demandada de un bien o servicio provocada por una variación 
proporcional del precio de otros bienes [21]. 












Cabe aclarar que, existen otros métodos para la clasificación entre sustitutos y 
complementarios, como por ejemplo encuestas y grupos focales. En este estudio se 
utilizó el método de la elasticidad cruzada de la demanda por la agilidad que presenta. 
 
2.2.3. Preparación de indicadores macroeconómicos 
Con el fin de mejorar el desempeño de la RNA es necesario realizar un 
preprocesamiento de los datos de las variables de entrada. Los procesos que se 
realizaron antes de la fase de entrenamiento son los siguientes: 
1) Correlación (coeficiente de correlación de Pearson): Según [22], sí dos variables 
están altamente correlacionadas, deberíamos eliminar una de ellas. Las variables 
correlacionadas obstaculizan el desempeño eficiente de los algoritmos de predicción 
como las RNA y SVR. Se consideraron como variables altamente correlacionadas a 
aquellas que presentaron un valor del coeficiente de Pearson superior a 0.95.  
2) Normalización (Max – Min): Un proceso para mejorar el resultado y evitar la 
confusión entre indicadores es llevarlos a todos a la misma escala. La normalización se 
realizó con una filtración max – min el cual lleva todos los valores dentro de un 
indicador a una escala entre 0 y 1 [20]. 
3) Desfase: La disponibilidad de datos macroeconómicos se convierte en un tema 
delicado ya que no se puede obtener un dato actualizado al momento de realizar el 
pronóstico. Los organismos gubernamentales se tardan un tiempo considerable hasta 
publicar un valor oficial. El tiempo varía desde 1 mes hasta 1 año por lo que los valores 
más lejanos de 1 año se evitarán considerando indicadores que se actualizan cada mes, 
trimestre, semestre. Por lo tanto, todos los indicadores que servirán de entrada a la RNA 
tendrán un retraso de 6 meses. 
 
2.2.4. Consideraciones de cada modelo de pronóstico a comparar  
En la tabla 2 se resumen las consideraciones que se plantean para todos los modelos de 
pronósticos a ser comparados. Se debe aclarar que, el algoritmo en R para determinar el 
pronóstico a través del modelo ARIMA automáticamente selecciona la mejor 
configuración de la componente autorregresiva, la componente integrada y la 
componente para la media móvil (p, d y q respectivamente). Mientras que, el algoritmo 
en Python para determinar el pronóstico SVR, por defecto, está configurado con las 
consideraciones resumidas en la tabla 2. Además, el algoritmo en R para determinar el 
pronóstico usando RNA tuvo que modificarse para que algunas características de 
entrada pudieran adaptarse y obtener mejores resultados. Las neuronas en la capa oculta 

















Ec = elasticidad cruzada 
Δ%Qx = Variación porcentual de la cantidad del bien 
“x” 
Δ%Py = Variación porcentual del precio del bien “y” 
Ecuación (3) 
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varían de acuerdo a cada producto al igual que el número de repeticiones, tales 
características se describirán mejor en la sección de resultados.   
Tabla 2. Clasificación de consideraciones para cada pronóstico 
METODO DE PRONÓSTICO CONSIDERACIONES 
Promedio móvil simple Periodos considerados: 3  
Promedio móvil ponderado Periodos considerados: 2 
Suavización exponencial simple Alfa = 0.2 
Regresión - tendencia Lineal 
Variación estacional o cíclica 
Años promedio: 2015, 2016 
Año de referencia: 2017 
Box Jenkins (ARIMA)  
(1,0,0) 
p=1, d=0, q=0 
Regresión de soporte vectorial (SVR) 
kernel = RBF 
 C=1x10³ 
gamma = 0.1 
Red neuronal artificial (RNA) 
1 capa oculta 
# neuronas variables 
# repeticiones = 600 
learningrate = 0.005 
algorithm = "rprop+" (se refieren a la 





3.1. Indicadores macroeconómicos considerados  
 
De un total de 78 indicadores macroeconómicos (ver tabla 1) se eliminaron 29 debido a 
que no dispone de ellos en periodos iguales o menores a 6 meses (estos indicadores se 
actualizan anualmente). Luego, al aplicar el análisis de correlación descrito en el punto 
2.2.3 se descartaron 4 indicadores que estaban altamente correlacionados con otros 
indicadores. La tabla 3 presenta los indicadores que se descartaron y los que se 
mantuvieron para la siguiente fase. Finalmente, se conservaron 44 indicadores para 
trabajar en la siguiente fase. 
 
Tabla 3. Indicadores eliminados por correlación 
INDICADORES ELIMINADOS POR 
CORRELACION 
CODIGO INDICADOR RELACIONADO 
Formación bruta de capital fijo (USD 
THO) 
I17 Tasa de inflación (%) 
Salarios promedio nominales mensuales 
(USD/MONTH) 
I11 Salario mínimo (USD/MONTH) 
IPC vivienda y servicios públicos (Índex  
points) 
I14 
Índice de precio al consumidor 
(IPC) (Índex points) 
Liquidez total M2 (USD MILLION) I25 
Oferta monetaria M1  (USD 
MILLION) 
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Reserva de Oro  (Tonnes)  
(No existe variación según el 
histórico registrado) 
 
3.2. 10 productos principales considerados  
 
Para seleccionar los productos sobre los que se realizarán los pronósticos, usamos el 
criterio del f1-score. El ordenamiento por este factor consideró tanto la cantidad como el 
valor de las ventas para la selección de los productos más importantes. La tabla 4 
presenta los valores del factor f1-score para cada producto seleccionado. 
 
Tabla 4. Priorización y selección de productos 
CODIGO CANT VENTAS F1-SCORE 
P1 87318 202056.026 121939.957 
P2 57785 74968.1623 65264.5132 
P3 64679 61119.2437 62848.756 
P4 66609 40592.3929 50443.7233 
P5 52489 42490.3608 46963.3935 
P6 49960 34320.7961 40689.3872 
P7 46920 26130.5429 33567.0352 
P8 36773 27891.6058 31722.393 
P9 25126 41170.5907 31206.8012 
P10 27232 30794.6962 28903.9777 
 
En la tabla 5 se presenta la descripción general de los productos sobre los que se 
realizará el pronóstico usando una RNA y SVR. 
Tabla 5. Productos a ser analizados 
CODIGO LINEA CATEGORIA 
P1 Aves Pollo 
P2 Abarrotes Azúcar 
P3 Aves Huevos 
P4 Abarrotes Fideos y pastas 
P5 Licores Cerveza 
P6 Lácteos Leche 
P7 Abarrotes  Sal 
P8 Limpieza Prod. Lavado 
P9 Abarrotes Atún 
P10 Abarrotes Aceite 
 
3.3. Comparación de resultados obtenidos en la aplicación de pronósticos en un 
supermercado 
 
Indiscutiblemente la cantidad de neuronas que un modelo de RNA tiene en su capa 
oculta varía, por lo que empíricamente estos valores se determinaron para cada 
producto. Además, el número de repeticiones en donde se genera el valor mínimo de 
error se especifica como modelo final en la Tabla 6 el cual podría ser aplicado para el 
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siguiente periodo del 2018 sujeto a modificaciones dado que el modelo actual podría 
mejorar al cambiar el rango de datos para la fase de entrenamiento. 
En la Tabla 7 se observa los resultados obtenidos incluyendo el error porcentual 
absoluto medio (MAPE), descrito en la ecuación (1), resultados obtenidos a partir de 
600 repeticiones de entrenamiento en RNA. La metodología utilizada exige que una 
parte de datos sea para entrenamiento y otra para prueba, por lo que se escogió una 
proporción 80/20 sobre los datos totales, puesto que se contaba con información desde 
el último trimestre del año 2015 hasta el último trimestre del año 2017, se escogió el 
último semestre del año 2017 para utilizarlo como parte de prueba y poder comprobar el 
modelo. 
Teniendo en consideración los análisis realizados se puede fundamentar los resultados 
obtenidos, observando que el mejor valor promedio de MAPE observado en la Tabla 7, 
es de la RNA con 10,24%. Este valor resulta significativamente diferente a otros 
modelos tradicionales de pronóstico, resultado que permite sintetizar que puede existir 
un nivel de ajuste en el caso del entrenamiento conforme pase el tiempo y aumente la 
información para ajustar el modelo ya entrenado, hipótesis probable si se analiza 
además el hecho de no contar con una cantidad óptima de ejemplos de entrenamiento 
para alcanzar niveles de errores más bajos. Como se puede observar en la Tabla 7 las 
RNA en comparación con otros modelos más tradicionales de pronóstico presentan un 
error considerablemente más pequeño.  
Cabe recalcar que el producto P8 no posee todos los indicadores considerados en los 
demás productos, el precio del producto complementario no pudo ser configurado ya 
que este valor no varió según el histórico registrado, consecuentemente una RNA no 
puede considerar este factor porque no encuentra una relación de variable para poder 
establecer un patrón, el resto de indicadores varia de periodo a periodo.  
 
Tabla 6. Parámetros considerados en la RNA 
PRODUCTO P1 P2 P3 P4 P5 P6 P7 
P8 - (sin 
I5) 
P9 P10 
Neuronas  29 30 29 28 29 28 28 32 30 31 
# Rep. Optimas (/600) 294 369 115 285 192 568 285 113 54 506 
 
Tabla 7. Comparación de resultados generales 

















7.84% 9.21% 6.36% 8.48% 50.06% 7.38% 5.67% 9.03% 9.28% 12.01% 12.53% 
Regresión 
lineal 




23.49% 32.74% 27.48% 26.39% 38.33% 29.39% 31.64% 68.06% 64.44% 73.45% 41.54% 
Box Jenkins - 
ARIMA (1,0,0) 
8.52% 9.57% 7.95% 8.23% 52.57% 6.58% 7.79% 12.01% 6.45% 10.87% 13.05% 





11.41% 16.37% 5.96% 11.26% 26.11% 13.44% 8.25% 6.52% 10.81% 18.15% 12.83% 
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3.4. Importancia de indicadores macroeconómicos  
 
La tabla 8 presenta el nivel de importancia que se obtuvo en la RNA con el algoritmo de 
Garson, el coeficiente mostrado en la última columna presenta el grado de importancia 
que genera cada indicador, cabe recalcar que para cada producto se obtiene un 
coeficiente diferente en un mismo indicador por lo cual, se muestra un coeficiente de 
Garson promedio entre los 10 productos. 
 
Tabla 8. Resumen de indicadores más importantes 
CODIGO DESCRIPCION INDICADOR COEF. GARSON 
INTERNOS - MICROECONOMICOS 
I5 Precio del producto complementario 0.013257374 
I2 Mes 0.016043408 
I4 Precio del producto sustituto 0.016370018 
I3 Precio 0.021072393 
I1 Año 0.021388844 
EXTERNOS - MACROECONOMICOS 
I20 Cambio del índice del precio al productor (%) 0.023568662 
I39 Variaciones de existencias (USD THO) 0.023690179 
I37 Gasto público (USD THO) 0.023876179 
I49 IVA - Impuesto al valor agregado  (%) 0.024390901 
I38 Confianza empresarial  (Índex points) 0.024481111 
I42 Facilidad de hacer negocios en Ecuador 0.025104695 
I18 Tasa de inflación, MoM (%) 0.025132292 
I26 Balanza comercial  (USD THO) 0.025274287 
I41 Rango en corrupción 0.025759514 




4.1. Comparación de pronósticos más ajustados  
 
Se seleccionó el producto 2 (Gráfica 1) y producto 5 (Gráfica 2) para ejemplificar de 
mejor manera los resultados obtenidos. El producto 2, porque muestra claramente una 
variación baja periodo a periodo y el producto 5 por el contrario, refleja una alta 
variación. 
En la gráfica 1 y gráfica 2 se encuentra la comparación obtenida entre todos los 
pronósticos considerados, pero posteriormente este resultado varió en las dos gráficas, 
es decir, en la Gráfica 1 a juzgar por el ajuste de regresión lineal, claramente vemos que 
se trata de una tendencia creciente con poca variabilidad de periodo a periodo, por el 
contrario, en la Gráfica 2 se puede ver la misma tendencia creciente pero con una 
variabilidad de periodo a periodo mucho más marcada, según los resultados en la tabla 7 
los dos productos obtuvieron diferentes valores de error en RNA, en cuanto al producto 
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2 la RNA no fue lo suficientemente precisa y otros modelos de pronóstico se ajustaron 
mejor, mientras que en el producto 5 la RNA fue muy precisa y más ajustada que otros 
modelos de pronóstico. 
 
 




















PROMEDIO MOVIL SIMPLE(3) PROMEDIO MOVIL PONDERADO
SUAVIZACIÓN EXPONENCIAL SIMPLE REGRESION LINEAL
ARIMA (1,0,0) RED NEURONAL
(SVR) SUPPORT VECTOR REGRESSION DEMANDA
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Gráfica 2. Comparación de pronósticos del producto 5 
Por el contrario el panorama cambia radicalmente con el producto 8 (P8) según los 
resultados obtenidos, los indicadores macroeconómicos más importantes para este 
producto, son: la tasa interbancaria media ponderada (I22), la tasa de empleo (I9) y el 
cambio del índice del precio al productor (I20), de igual manera los indicadores internos 
más importantes son: el año (I1), el mes (I2), y el precio del producto sustituto (I4), la 
tabla 8 muestra otros resultados que no concuerdan con los niveles de importancia 
mencionados, esto sucede por efecto de haber eliminado el precio del producto 
complementario en el producto 8, afectando severamente los resultados en comparación 
con los otros productos.  
Según el promedio global del MAPE que se muestra en la tabla 7, la RNA logra 




Indiscutiblemente una RNA artificial es un avance radical en la forma de anticipar 
comportamientos y valores de acuerdo a factores relacionados con el objetivo, es decir, 
un entorno fácilmente cuantificable está a la disposición para identificar una tendencia o 
comportamiento futuro. A partir de los inicios las RNA han estado desarrollándose en 
cada campo posible, ignorar este gran avance tecnológico sería mala decisión para 
cualquier organización, no solo por no permanecer a la vanguardia y actualización de 
conocimientos, sino por perder gran parte del mercado debido a la competitividad de 
empresas más innovadoras. 
En la sección anterior se presentó datos concluyentes del comportamiento de ciertos 
productos, dos grupos se presentan claramente. El primero cuando no existe gran 
variabilidad y el segundo cuando efectivamente si la hay, con un estudio de RNA el 
ajuste es más preciso en el segundo grupo ya que modelos tradicionales no logran 





















PROMEDIO MOVIL SIMPLE(3) PROMEDIO MOVIL PONDERADO
SUAVIZACIÓN EXPONENCIAL SIMPLE REGRESION LINEAL
ARIMA (1,0,0) RED NEURONAL
(SVR) SUPPORT VECTOR REGRESSION DEMANDA
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Algunos productos de los cuales no se obtiene toda la información necesaria para ajustar 
el modelo, van a cambiar severamente su resultado. Al no tener el mismo tipo de 
información, este pronóstico adquiere resultados diferentes en comparación con los 
otros productos que si tienen la información completa. No solamente cambia la cantidad 
de entradas en la red, resulta también en el aumento de neuronas en la capa oculta y la 
variación en el error resultante. 
El análisis presentado en este estudio resalta la eficacia de utilizar RNA para el 
pronóstico de series temporales considerando tanto factores externos como internos a la 
organización. Se pudo comprobar la eficacia del modelo obteniendo mejores resultados 
a comparación de los modelos tradicionales. Además, hay que tomar en cuenta el uso de 
sistemas más desarrollados para prever la demanda de un producto que, cada vez 
aumenta y para las organizaciones es importante mantenerse siempre a la vanguardia de 
la tecnología y sobretodo de modelos de pronostico cada vez más precisos. 
Todos los indicadores considerados como entradas del modelo no presentan el mismo 
nivel de importancia por lo que, el nivel de importancia es posible determinar según el 
algoritmo de Garson implementado en el algoritmo de la RNA, para establecer una 
relación más estrecha entre estos indicadores y el objetivo, en este caso la demanda de 
un producto. Consecuentemente el modelo se vuelve más sensible a la variación los 
indicadores que presentan un mayor coeficiente de Garson. 
Aunque verídicamente no se puede obtener indicadores macroeconómicos actualizados, 
ni mucho menos prever el valor de alguno de ellos en el futuro, es posible utilizar 
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