Abstract. We apply techniques that originate in the analysis of market basket data sets to the study of frequent trajectories in graphs. Trajectories are defined as simple paths through a directed graph, and we put forth some definitions and observations about the calculation of supports of paths in this context. A simple algorithm for calculating path supports is introduced and analyzed, but we explore an algorithm which takes advantage of traditional frequent item set mining techniques, as well as constraints placed on supports by the graph structure, for optimizing the calculation of relevant supports. To this end, the notion of the path tree is introduced, as well as an algorithm for producing such path trees.
Introduction
Determining frequent item sets in market basket data sets is an unsupervised data mining activity that has received a great deal of attention beginning with the seminal paper [2] and continuing with several fundamental references [6, 9, 5] A monograph dedicated to this task is [1] .
Finding frequent item sets is a necessary step in computing association rules. An association rule stipulates that with a certain probability customers who buy an item set K will buy an item set H. Such rules provide actionable information for marketeers who will place items from K ∪ H in physical proximity in order to stimulate sales.
The purpose of this paper is to develop a study of frequent trajectories in graphs inspired by the ideas used in the analysis of market basket data sets. The study of trajectory data has been explored intensively in the literature [3, 8, 4] motivated by the large amount of spatio-temporal data allowed by location acquisition technologies. Our model is simpler than the model used in the previous references, in that, it does not include explicitly the temporal aspect. In exchange, our approach extends ideas that originate in market-basket analysis and allows us to build simple and efficient algorithms that will allow, at a later stage, the integration of the temporal aspect.
We present some preliminary results and formulate a number of open problems that we intend to approach in our future research. In the second section we set forth definitions and preliminary information relevant to our work. Theorems and observations about the implications of the graph for calculating path supports are discussed in the third section. Section 4 proposes a simple algorithm for calculating path supports. Section 5 introduces the notion of path trees, which provide insight into possible trajectories in a graph, and may be used in future work to reduce the amount of computation required for path support. The paper concludes with a discussion of further avenues of research.
Trajectories in Directed Graphs
Unless stated otherwise, vectors in R l are row vectors, except for vectors of the form e i which are column vectors; the components of e i are 0 with the exception of the i th component that equals 1, for 1 ≤ i ≤ l.
Let G = (V, E) be a finite directed graph without loops having the set of vertices V and the set of edges E ⊆ V × V . We assume that |V | = n and |E| = m. If e k = (v i , v j ) ∈ E, we refer to v i as the source of e k and to v j as the target of e k . This defined the mappings source : E −→ V and target : E −→ V given by source(e k ) = v i and
The set of outgoing edges of a vertex A trajectory in the graph G is a sequence of edges (e 1 , . . . , e p ) such that target(e i ) = source(e i+1 ) for 1 ≤ i ≤ p − 1 and no vertex occurs twice in the sequence (source(e 1 ), . . . , source(e p ), target(e p )).
The directed graph G is represented by its incidence matrix C G ∈ {−1, 0, 1} n×m defined as
If the graph is clear from context, the subscript G will be omitted. Note that each column corresponds to an edge e k and contains exactly two non-zero numbers that correspond to the source and the target of e k . Each row corresponds to a node of the graph and contains a −1 for each edge that exits the node and an 1 for each edge that enters the node.
A trajectory is represented by a sequence t = (t 1 , . . . , t m ) ∈ {0, 1} m , where m = |E|, given by
1 if e k occurs in the trajectory, 0 otherwise. A trajectory table for a directed graph G = (V, E) is a table whose attributes are the edges of a directed graph and whose rows are trajectories. For instance, the following matrix T is a table of trajectories in the graph G:
e 1 e 2 e 3 e 4 e 5 e 6 e 7 e 8 e 9 e 10 e 11 e 12 e 13 e 14 t 
The first, third and fourth columns refer to paths that start in v 1 and end in v 6 , v 4 and v 7 , respectively.
Support for Edge Sets
If D is a set of vertices in G and no trajectory begins or ends in D, then
supp(e).
Let E t be the set of edges that occur on a trajectory t in a directed graph
It is immediate that the support function supp T :
Unlike, the similar problem involving market basket, there exists certain interesting connections between the supports of edge sets motivated by the underlying graph structure. Note that any directed graph has a cover that consists of directed trees because the edges of the graph yield such a cover.
A Simple Algorithm for Support Computation
Path supports are recorded by the object supports that consists of a hash map h such that h(℘) = supp(℘) for any path ℘, and a method update which sets the support of the paths.
Let Ξ be a set of pairs of the form (℘, s), where ℘ is a path and s ∈ N. The call supports.update(Ξ) sets the supports of the paths that occur in the first components of the pairs of Ξ to the values specified by the second components of these pairs, respectively. When this method is called as supports.update(℘, s) we assume that Ξ = {(℘, The function recursive-traversal is used in the function traverse which starts with a set of paths T , a vertex v and a minimal support θ and computes the supports of the θ-frequent paths that emerge from v. The pseudocode of this function is shown in Algorithm 2.
For 1000 trajectories and a minimal support of 0.3 the algorithm applied to trajectories that originate in v 1 generates the following results:
The algorithms in this paper were implemented in Python 2.7 and run on a computer with an Intel i7×980 @ 3.33 GHz processor running Ubuntu 11.10. An experiment was run on the traverse algorithm on the graph in Figure 1 , with trajectories generated as randomly terminated walks starting at vertex v1. Results are shown for 100, 1,000, 10,000, 100,000, and 1,000,000 trajectories. The support threshold for these experiments is 0.2.
The dependency of the average time is shown in Figure 2 . 
The Path Tree of a Graph
Market basket data studies seek arbitrary frequent item sets. In contrast, we are interested here in supports of sequences of edges that form paths in the traffic graph. Thus, we need to develop an adequate counterpart to Rymon trees that are used in formulating the standard Apriori algorithm [7] .
Let P vi to be the set of all simple paths which originate from vertex v i . We can visualize P vi graphically using a tree rooted at v i . The children of each vertex v i in this tree are vertices which are direct successors of v i in the graph and are not ancestors of v i in the tree.
The path tree for paths that start from v 1 in the directed graph given in Figure 1 is shown in Figure 3 . Figure 1 Note that in the path tree we could have multiple occurrences on an edge. For example, in the tree shown in Figure 3 , the edge e 7 occurs twice, on the paths e 2 e 1 e 9 e 7 and e 4 e 13 e 9 e 7 . Theorem 4. Let γ vi (e j ) = {℘ ∈ P vi | e j is the last edge in ℘}. That is, γ vi (e j ) is the set of all paths which begin at vertex v i and end with edge e j . Then, for trajectories beginning at v i , supp(e j ) = ℘∈γv i (ej ) supp(℘).
Note that when | γ vi (e j ) |= 1, then supp(e j ) = supp(℘) for ℘ ∈ γ vi (e j ). We can use this fact to extrapolate supports for paths which end in unique edges without actually calculating support for such a path.
The following algorithm decreases the number of computations requiring passes through all trajectories, as is required during the computation of support. It does so by using the case in the previous theorem when | γ vi (e j ) |= 1.
Note that using this method requires pre-computation of edge supports, which can be done in one pass.
Using the theorem requires the construction of a path tree rooted at some vertex v i . However, the path tree can become intractably large. We can limit our attention to the relevant parts of the path tree by halting tree growth before edges which are not θ-frequent are added.
The following algorithm computes the set of maximal paths M xi . For 10,000 trajectories and a minimal support of 0.1 the max-path function returns the following table containing the maximal paths that start from v 1 :
The dependency of the average running time versus the size of the data set for a minimal support level of 0.2 is shown in Table 3 . The dependency of the average running time and the number of maximal paths on the size of the data set and the minimal support is presented in Table 4 .
Conclusion and Further Work
There are many issues left to investigate. Support may be defined for a variety of types of sets of edges and connections between supports for various sets of edges out to be analyzed and used to simplify algorithms for computing supports. Association rule need to be explored in this context. Connections between the confidence of rules of the form ℘ → e 1 , . . . , ℘ → e h , where e 1 , . . . , e h are edges that continue the path ℘ can be used to simplify the computation of confidence of such rules.
A measure of "attractiveness" can be introduced for path that join two vertices v 1 and v 2 . The tradeoff between the length of the path and the support of the path (which shows the number of drivers that take the path) can be used for defining such a measure.
