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Abstract
Object-based image classification and retrieval are two fundamental visual recognition and understanding problems, which can help to solve a wide range of applications. Both tasks aim to identify or match one specific kind of object in an image from
a set of database images. The objects in those images generally undergo various variations, for example, appearance, translation, scale, pose and viewpoint, which makes
these two tasks challenging. Feature representations that can effectively handle various object variations are crucial for both image classification and retrieval tasks,
and they have been the driving engine of research in computer vision for the last two
decades. In recent years, deep learning based models, especially the deep convolutional neural networks (CNNs), have promoted substantial performance boost for a
variety of visual recognition tasks owing to their astonishing feature representation
capability. Compared to the conventional shallow hand-crafted features, the feature
representations learned by deep CNNs can encode high-level abstractions of objects.
How to effectively deploy deep CNNs for specific recognition tasks is still an appealing research field in computer vision and machine learning. This thesis focuses
on developing advanced methods that concentrate on deep feature representations
to improve the accuracy of object-based image classification and retrieval from the
following three aspects.
Firstly, despite the effectiveness of deep CNNs in classifying objects in the generic images, the recognition capability of deep CNNs for a special kind of object-based
images, i.e., Human Epithelial-2 (HEp-2) cell images in the field of biomedical, still
requires investigation. As the HEp-2 cell images have greatly different statistics
from the generic images. In this thesis, an automatic feature representation and
classification deep CNNs framework is designed to recognize HEp-2 staining patterns. Some key factors that are associated with learning more effective cell feature
representations via training the network are thoroughly investigated and analyzed.
The system achieves outstanding performance in recognizing this special kind of
object-based images, which could be served as a computer-aided diagnosis system.
Furthermore, the good cross-dataset generalization capability demonstrated by the
system makes it practical to be utilized in the real-world diagnosis systems.
Secondly, even though deep CNN features are effective in the supervised objectbased image classification tasks, including the generic and biomedical images classifi-

iii

iv
cation, how to effectively explore these deep feature representations for unsupervised
object-based image retrieval is an open issue. To obtain effective global image representations, the pre-trained deep CNN on large-scale image classification tasks is
increasingly employed as feature representations in the object-based image retrieval task. Feature pooling is an essential step to aggregate deep features in image
retrieval, and the simple sum-pooling demonstrates superior performance. With
the knowledge and understanding of deep convolutional features gained from the
research into object-based cell image classification with deep CNNs, this thesis conducts a theoretical analysis via a probabilistic interpretation to sum-pooling over
convolutional activations, in order to understand the effectiveness of sum-pooling
over deep features for developing better pooling approaches. Two improved pooling
methods derived from the Infomax principle are further proposed. The optimality
of sum-pooling is justified via a quantitative analysis based on the Infomax principle
in neural networks. Moreover, the proposed principal component analysis (PCA)
and two-directional 2DPCA based pooling methods are experimentally verified that
they can produce more effective global image representations for retrieval than sumpooling.
Thirdly, even though the global image representation is scalable for conducting
retrieval, its performance is unsatisfactory due to the lack of invariance to object
transformations. By contrast, the cross-region matching (CRM) method with deep
features demonstrates superior retrieval performance. Thus, it is of great importance
to gain insights and identify issues in CRM, and further improve it for objectbased image retrieval. In light of this, this thesis provides a rigorous probabilistic
interpretation to CRM. The fundamental issue hindering its performance is revealed,
which is related to modeling the distribution of the visual concept class associated
with an image region. The corresponding solution, i.e., pseudo-label based approach,
via utilizing the distribution of the visual concept class associated with an image
region in the deep feature space, is proposed. Specifically, the locally clustered
image regions are regarded as a pseudo-labeled class that shares the same visual
concept class, and they are used to model the distribution of the visual concept class
associated with an image region. Both non-parametric and parametric methods are
developed to approximate the likelihood that a query image region is present in the
class of regions associated with the compared image region. The superiority of this
approach is demonstrated on multiple benchmark image retrieval datasets.
Lastly, despite the robustness of CRM to the geometric transformations of objects, its final accumulated image similarity is prone to being dominated by the
image regions irrelevant to the object of interest, as it rigidly assigns a match region
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to every region in the query image, including the irrelevant ones. This problem
greatly hinders its performance in the scenario of cross-domain object-based image
retrieval, e.g., clothing image retrieval, where the clothing items in the street images are usually exhibited under complex distractions from the cluttered background
and other irrelevant image regions. The CRM method will make the false positives
ranked high in this case because of the misleading of the matches of those irrelevant
image regions. This thesis tackles this issue via designing a non-parametric distance
truncation approach. It truncates the unreliable matching distances to the reliable
ones for the likelihood approximation. Experiments on two cross-domain clothing
image retrieval datasets demonstrate performance improvement over the CRM method. This indicates that the proposed distance truncation approach is robust to the
irrelevant distraction image regions.
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Chapter 1
Introduction
1.1

Research Background

Object categorization and retrieval have been the long-standing research topics in
the field of computer vision, largely because they can help to solve a wide range
of visual recognition and understanding problems. Object-based classification and
retrieval are two separate but related recognition tasks, and they are different from
the scene level classification and retrieval which understand images based on the
semantic meaning of the images. The goal of object-based classification and retrieval
is to identify or match one specific kind of object in an image from a set of database
images. For example, one might have a database of images with each containing
one specific building (Eiffel tower), a place (the beach of somewhere) or instance (a
car). Given a new image, both tasks are to recognize the object in it and find out
its nearest neighbors among the database images, and the class or category of the
new image also needs to be determined for the classification task.
In the real-world cases, the same object can be exhibited under different variations, including appearance, translation, scale, pose, viewpoint, occlusion and
so on. Good object categorization and retrieval systems are expected to be able
to effectively handle these variations, and feature representations are the essential
component for achieving this. Feature representations are used to transform the raw
pixels of images into data that can be effectively tackled by the classification and
retrieval systems. They should be invariant to the complex object variations, and
they have always been the driving force behind the research of computer vision for
the past two decades [BCV13]. The feature descriptors used for image representations have experienced shifts from the low-level global features [TC88], such as color,
texture and shape features, to the hand-crafted local invariant descriptors, such as
Scale-Invariant Feature Transform (SIFT) [Low04]. In the past decade, considerable
1
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research efforts have been dedicated to the Bag-of-Features (BoF) [CDF+ 04] model
built upon SIFT, which is invariant to small image scaling, translation and rotation,
and robust to the local geometric transformation. The BoF model generally consists of four modules to encode an image to a vectorized representation, and they
are: local feature extraction, dictionary learning, local feature encoding and feature pooling. Many methods have been proposed to improve these four modules in
image categorization and retrieval, and mature systems have been built using these
methods. However, the large quantization error introduced in the feature encoding
stage and the low-level representations restrict the improvement of the BoF model.
In recent years, another line of machine learning approaches, known as deep
learning [BCV13], has greatly stimulated the development of various visual recognition tasks [RASC14], including image classification and retrieval. Deep learning
models attempt to learn high-level abstractions of the input data automatically via
multiple processing stages or layers, with the output of each stage being the input
to the next. This mechanism is inspired by the hierarchical non-linear processing
of visual recognition in the human brain [Ros58], during which the features are
extracted starting from the raw signals to gradually more abstract and complex
representations. With this biological plausibility, deep learning models are deemed
to learn good internal feature representations of the visual worlds automatically.
Deep learning based feature representations, especially those learned by the deep
convolutional neural networks (CNN), have demonstrated superior performance to
the conventional hand-engineered shallow representation models, like BoF, for various visual recognition tasks, including large-scale image classification [KSH12],
object detection [GDDM14], face recognition [TYRW14] and semantic segmentation [CMV15]. Seeing the remarkable performance of deep CNN on recognizing
the generic images, its capability in recognizing images in the biomedical area has
also attracted increasing research attention in recent years, for example, the Human
Epithelial-2 (HEp-2) cell images. HEp-2 cells are associated with the antinuclear
antibody tests for detecting the Connective Tissue Diseases [MS10]. As the conventional manual analysis leads to crucial limitations, the automatic and reliable
recognition of different types of staining patterns in the HEp-2 cell images is in
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increasing demand. Therefore, deep CNN is an appealing option for this kind of
object-based image recognition task, which has distinct image statistics from the
generic images.
Moreover, recent studies have shown that the features of deep CNNs, which
have been trained on sufficiently large and diverse image classification datasets, e.g.,
ImageNet [DBLFF10], could be deployed as off-the-shelf features [RASC14]. The
trained CNNs could also be transferred to other visual recognition tasks, e.g., object detection and segmentation, when trained with images of the target domain. As
image retrieval is more closely related to image classification task compared to other visual recognition tasks, the neural activations obtained through the pre-trained
deep CNNs [KSH12] have been increasingly used as feature representations for image
retrieval. As reported in the literature [BL15], the simple sum-pooling applied to the
convolutional neural activations extracted from one intermediate layer of the trained deep CNN can provide global image representation with promising performance
for image retrieval, which is even better than the conventional encoding-based models. However, even though the global image representations are scalable for image
retrieval, they perform greatly inferior to the multi-region based representations.
Because the complex object variations could not be well handled by the single global representation of each image. The cross-region matching (CRM) method with
deep convolutional features [RSMC15, RSCM14] has shown superior performance on
object retrieval. Instead of extracting deep features solely for the whole image, CRM
samples a set of regions from each image at different locations and scales. When
evaluating the distance of a query image from a database image, it finds the best
match (i.e., the one with the shortest distance) for every region of the query from
the regions in the database image, and accumulates these shortest distances as the
final distance. With this mechanism, CRM is more robust to object variances, such
as translation, scaling and rotation, than the methods based on global deep image
representations. It is therefore an appealing option for handling difficult retrieval
tasks.
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Research Questions

Aiming to improve the accuracy of object-based image classification and retrieval,
this thesis focuses on developing advanced methods that fully exploit the deep feature representations for these two kinds of tasks. The following three research
questions will be tackled:
• How to design an effective deep CNN architecture given a specific kind of object
level image classification task, i.e., HEp-2 cell images classification in the field of
biomedical, with a limited number of images at hand? What are the key factors
in adopting deep CNNs to learn effective feature representations for this image
classification task? How is the performance of CNN-based classification model
compared with the well-established hand-engineered models in the literature, like
BoF, for the cell image classification?
• How to aggregate the neural activations of the trained deep CNN to obtain an
effective global image representation for object-based image retrieval? Why the
simple sum-pooling over the deep convolutional neural activations can achieve
promising performance? Is there any better linear pooling method than sumpooling?
• How to understand and gain insights into the unsupervised cross-region matching
(CRM) [RSMC15] method from the probabilistic perspective, considering its superior retrieval performance to methods using global deep image representation,
as well as to other deep learning methods based on the manually labeled supervised information, e.g., the methods in [RTC16] and [GARL16]? Is there any issue
in the CRM method in terms of the similarity comparison between two images
from the same domain, and between images from two different domains, e.g., one
image from the street view and one image from the shop view in clothing image
retrieval task? And what is the corresponding solution to resolve the issue in order
to improve the similarity comparison and retrieval performance of CRM method
built upon deep feature representations?
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Contributions

By conducting research to the questions raised above, the main contributions of this
thesis are summarized as follows.
• This thesis proposes an automatic feature representation and classification framework for a special kind of object level images, i.e., HEp-2 cell images, by designing
and training a deep CNN from scratch. The design of the unified framework is elaborated. Extensive investigations are conducted in order to learn effective deep feature representations for this specific object-based image classification task. They
include the important factors that impact network design and training, the role of
rotation-based data augmentation for cell images, the effectiveness of cell image
masks for feature learning, and the adaptability of the CNN-based classification
system across different datasets. Some interesting findings and observations found
via these investigations have provided insights and understanding to CNN-based
classification system. Comparisons of the proposed framework with the wellestablished image classification models in the literature are also conducted. The
experimental results on benchmark datasets demonstrate that 1) the proposed
framework can effectively outperform existing models by properly applying data
augmentation; 2) the proposed CNN-based framework has excellent adaptability
across different datasets, which is highly desirable for cell image classification
under varying laboratory settings. The proposed system is ranked high in the
cell image classification competition hosted by the International Conference on
Pattern Recognition (ICPR) 2014.
• This thesis presents a theoretical understanding on the effectiveness of sumpooling of the deep convolutional features via the probabilistic interpretation.
It proves that sum-pooling leads to an upper bound of the probability that a
visual pattern is present in an image. A quantitative analysis based on the Infomax principle in neural networks is provided to further answer the optimality of
sum-pooling. It shows that sum-pooling aligns well with the leading eigenvector
of principal component analysis (PCA) applied to the activations of a convo-
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lutional feature map. Moreover, this thesis proposes a two-directional 2DPCA
((2D)2 PCA) based pooling scheme to aggregate the convolutional activations by
considering the 2D matrix structure of feature maps. It has shown improved
retrieval performance than sum- and max-pooling, as well as other global deep
representation based methods.
• This thesis scrutinizes CRM [RSMC15] based object retrieval method to provide
a rigorous probabilistic interpretation by following the probability ranking principle in information retrieval. The assumptions implicitly taken by CRM are
manifested via the interpretation. Meanwhile, one fundamental issue hindering
its performance is revealed, that is, when comparing two image regions, CRM
ignores modeling the distribution of the visual concept class associated with an
image region in the deep feature space.
This thesis proposes one pseudo-label based CRM approach to tackle the above
issue. By taking advantage of the unprecedented representative deep convolutional features, the proposed approach treats locally clustered image regions as a
pseudo-labeled class sharing the same visual concept, and uses them to model the
likelihood of the presence of one query region in the class of regions relevant to
the compared one. Both non-parametric and parametric methods are developed
for this likelihood estimation, with careful probabilistic justification. The superiority of the proposed approach is demonstrated on multiple public object retrieval
datasets.
• This thesis further investigates the effectiveness of CRM [RSMC15] based retrieval
method in the more challenging cross-domain object-based image retrieval task,
where there is huge domain discrepancy among images from different domains. By
extending the proposed probabilistic interpretation of CRM to the cross-domain
image retrieval scenario, another issue related to the rigidly assigned match to
every region in the query image is identified. It enforces every region to have a
match from the compared database image without considering the reliability of the
match, leading to similarity comparison dominated by the regions irrelevant to the
object of interest. To tackle this issue, this thesis devises one distance truncation
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based CRM approach. It takes the lack of labeled data and the reliability of the
match into account to model the likelihood of the query image region present
in the set of image regions relevant to the compared image region. It truncates
the distances of the unreliable matches to alleviate the false matches in CRM.
The effectiveness of the proposed approach in handling both the distractions from
the irrelevant image regions and the domain discrepancy is verified on two crossdomain clothing image retrieval datasets.
In brief, this thesis has carried out research into developing advanced methods
with deep CNN based feature representations for two related and fundamental visual
recognition tasks, i.e., object-based image classification and retrieval. The research
question starts from the supervised cell image classification task. The resulting
investigations have provided basic ideas on the design of CNN-based system from
scratch for a specific classification task at hand, as well as the important aspects
relating to utilizing and processing available image data to learn more effective deep
feature representations for classification. Also, the understanding of the mechanism
of learning feature representations with deep CNNs, in addition to the fundamental properties of the features gained in the research, have paved the way for the
subsequent investigation to the unsupervised object-based image retrieval with deep
feature representations. The theoretical analysis and insights to the sum-pooling
and CRM built upon the deep convolutional features provided in the subsequent research are of importance in developing better pooling and region matching methods
for different object-based retrieval cases/scenarios. The potential solutions have
been proposed and their effectiveness have been experimentally verified, including
the PCA-based and (2D)2 PCA-based pooling methods, pseudo-label based CRM
approach and distance truncation based CRM approach.

1.4

Organization of the Thesis

The outline of this thesis is organized as follows:
Chapter 2 reviews papers related to the conventional methods of solving image
classification and retrieval problems, the deep CNNs, and the deep CNNs based
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image classification and retrieval methods.
Chapter 3 presents the proposed automatic classification framework for the special kind of images, i.e., HEp-2 cell images, with deep CNNs. Investigations associated with the network design and training, rotation-based data augmentation,
the effects of cell image masks for classification, and the adaptability of our CNNs
are introduced. The effectiveness of the CNN-based classification system and the
interesting observations are verified with experimental studies.
Chapter 4 introduces our understanding to the effectiveness of sum-pooling over
the deep convolutional features for object-based image retrieval, including both
a qualitative analysis and a quantitative analysis. The PCA and two-directional
2DPCA based pooling schemes are proposed. Their better retrieval performance
than sum- and max-pooling, as well as other global deep image representation based methods [KMO16], [BL15], is demonstrated via experiments on multiple object
level image retrieval datasets.
Chapter 5 provides a probabilistic interpretation to the CRM based retrieval
method and identifies one fundamental issue in it. The proposed pseudo-label based
approach to addressing this issue is described. Experimental studies on multiple
datasets demonstrate its improvement over CRM, as well as other deep feature
based retrieval methods.
Chapter 6 reveals another issue in the CRM method, that is related to the rigidly
assigned match for every query image region without the guarantee of the reliability
of the match for the cross-domain image retrieval task. The proposed distance
truncation approach is introduced, and experiments on two cross-domain clothing
image retrieval datasets show the effectiveness of the proposed method on alleviating
the false region match issue and on improving the image retrieval performance.
Chapter 7 concludes this thesis and discusses the future works.

Chapter 2
Literature Review
In this chapter, the key works related to image categorization and retrieval are reviewed. In specific, the conventional hand-engineered feature representation models
for classification and retrieval are reviewed first. The related works to deep convolutional neural networks (CNN) and its application to image classification and
retrieval are then introduced.

2.1

Conventional Feature Representations for
Image Classification and Retrieval

The essential problem of image categorization and retrieval is how to efficiently represent the image content for the following processing and understanding procedures
of the recognition systems. The early study of computer vision and multimedia communities from the 1990s to early 2000s primarily focuses on using the global low-level
features to depict patterns in the images, such as color, texture, shape [PF86] and
structure [TC88]. An image is generally represented by a single holistic feature
vector with these features. Although a great deal of progress has been made by
works in this line, the accuracy of image categorization and content-based image
retrieval (CBIR) is still far from being satisfactory [SWS+ 00]. This situation is
improved by the introduction of Bag-of-Features (BoF) model built upon the lowlevel hand-crafted local invariant descriptor, i.e., Scale-Invariant Feature Transform
(SIFT) [Low04], for image retrieval [SZ03]. Later, the BoF model is extended to
object categorization [CDF+ 04] and scene recognition [FFP05]. In general, the BoF
model consists of four modules: local feature extraction, codebook (dictionary) learning, feature encoding (aggregation) and feature pooling. For the following ten
years, many methods have been proposed to improve different modules in BoF. This
section reviews the key works related to the modules of local feature extraction, and
9
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feature aggregation and pooling, since the analogous functions of these modules can
also be found in the framework of deep convolutional neural networks (CNNs). The
relationship and comparison of these counterpart modules between BoF and deep
CNNs will be introduced in the following sections.

2.1.1

Local Hand-crafted Feature Extraction

The BoF model [SZ03] in image retrieval is derived from the text based document
retrieval model, where each document is represented as a word histogram by accumulating the frequency of each word in a dictionary. Thanks to the introduction
of local invariant descriptor SIFT by Lowe [Low04], it has paved the way for the
birth of BoF model, mainly because SIFT can be used to transform every local
image region to a fix-sized feature descriptor, which can be regarded as the prototype words in the document. In the original definition of local feature extraction,
it is comprised of two steps: local interest region (or point) detection and region
(or point) description. The resulting local descriptor should not change much under
small transformations of image regions, or the change of illumination. Thus, in local
interest region detection step, some key regions or points with high repeatability are
identified, as these regions (points) can also be detected under different transformations or changes of the image. In the original work of SIFT [Low04], the Difference
of Gaussian (DoG) is proposed as local key point detector, which detects the stable features using a continuous function of scale across all possible scales. It can
be viewed as a fast approximation of the Laplacian detector [Lin98]. To make the
detected regions invariant to a wider range of transformations, the affine transformation invariance is preferred in the retrieval community. The Harris-affine [SZ02]
and Hessian-affine [MS02] detectors are thus proposed to detect elliptical regions invariant to affine transformations. The Hessian-affine detector performs better than
DoG since it can detect local structures under large viewpoint change. Another different approach is Maximally Stable Extremal Region (MSER) detector [WKIS09].
It defines feature regions as the connected components of a threshold image. A
thorough evaluation of different detectors can be found in [MS03]. In addition, the
dense region sampling [LM01] is another option to obtain more regions than interest
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region detection by densely sampling regions in the image at different locations.
Besides, to deal with the scale change, dense sampling is usually conducted on multiple scales. In image categorization, dense sampling has led to better classification
performance than interest point detection [JT05], while for image search, a comprehensive comparison of different dense region sampling strategies, as well as interest
point detectors can be found in [ITGJ15].
With the set of detected local interest regions, a descriptor is extracted for each
region to describe its visual appearance. Generally, the descriptor is designed to
be invariant to scale and small perturbations of the image, as well as rotation and
illumination changes. Meanwhile, it should also be discriminative in order to match
with regions of the same content within a large set of image regions in the database.
SIFT [Low04] is the most widely used descriptor, and it is obtained with the histograms of intensity gradient orientations of sub-regions in 4 × 4 grid. The gradient
orientation histogram of each sub-region is calculated using 8 orientation bins, resulting in 4 × 4 × 8 = 128 dimensional SIFT descriptor. Each histogram is weighted
by its gradient magnitude. The descriptor is normalized to make it invariant to the
intensity change. As a variant, the Speeded-UP Robust Features (SURF) [BTVG06]
descriptor is proposed based on the distribution of Haar filter responses, and provides comparable performance with lower computational complexity by using the
integral images. As an improvement, RootSIFT [AZ12] is proposed to apply rootnormalization to the original SIFT, and it has demonstrated great improvement in
image retrieval. In [TLF10], the DAISY descriptor is introduced, which is optimized
for the dense computation of local descriptor at every image pixel without interest
point detection.
Besides the gradient based descriptor for the local region, other types of handcrafted descriptors are also usually deployed in combination with SIFT based descriptor, such as local binary pattern (LBP) [OPM02], and color-SIFT [VDSGS10],
to improve the representation capability. It is noted that the local descriptors introduced above are all hand-crafted feature, which means these features are designed
based on the domain knowledge of human expert. Among these region detectors
and descriptors, the Hessian-affine detector combined with RootSIFT is used as a

CHAPTER 2. LITERATURE REVIEW

12

routine local feature extraction for image retrieval, while for image categorization,
the use of dense region sampling with SIFT has provided superior performance and
is widely used.

2.1.2

Feature Aggregation and Pooling Models

Usually, an image is extracted with hundreds or thousands of local region features.
The direct use of them for image classification or retrieval is not scalable due to
the extremely high dimensionality of the representation and not being robust to
object transformation. To deal with this, it is necessary to aggregate these region
features into a fixed-length vector representation via feature encoding (aggregation)
and pooling for an image. Let {x1 , · · · , xn } be the set of local region features
extracted from an image, where each xi ∈ Rd is a d-dimensional feature vector.
For example, d = 128 when SIFT descriptor is utilized. Let Φ = f ({φ(xi )}ni=1 )
be the encoding and pooling process with φ(xi ) being the encoder applied to each
local descriptor xi , and f (x) being the pooling operation to generate the fixedlength vector Φ after local descriptor encoding. Generally, there are three critical
feature encoding models developed for image recognition. They are Bag-of-Features
(BoF) [SZ03], Vector of Locally Aggregated local Descriptors (VLAD) [JDSP10]
and Fisher Vector (FV) [PSM10], [PLSP10] models, respectively. For the pooling
operation, the most common methods are the sum-pooling (or average-pooling) and
max-pooling. The former directly conducts the element-wise sum to each φ(xi ), that
is, Φ =

Pn

i=1

φ(xi ), while the latter finds the maximum value among all the encoded

descriptors for each dimension, i.e., Φ = maxni=1 φ(xi ). After pooling, all the n local
descriptors are aggregated into a vector Φ having a constant size, which has the
same dimension as φ(xi ). Each of the three feature encoding models is introduced
as follows.
Bag-of-Features (BoF) model aggregates (encodes) all the local region descriptors into a compact feature vector representation by feature encoding via a
codebook V, which is composed of a set of visual words vi describing the common
visual patterns shared by the local descriptors, i.e., V = {vi }ki=1 . The most common and intuitive way to obtain the codebook is clustering a large set of sampled
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local descriptors with k-means, and taking the cluster centers as visual words in the
codebook. As an improvement, hierarchical k-means [NS06] is proposed to decrease
the computational complexity of generating the codebook. When a large codebook is deployed, it is time-consuming to assign each local descriptor to the closest
cluster center. To accelerate this, an approximate k-means algorithm is proposed
in [PCI+ 07] by exploiting the randomized KD-trees [ML14].
With the generated codebook, local feature encoding is conducted to assign each
local region descriptor xi to its closest visual word in the codebook, and results in a
binary coding vector φ(xi ) ∈ {0, 1}k with the only non-zero entry being the assigned
visual word. With all the n binary encoding vectors of each local descriptor, sumpooling is usually deployed to produce the vector representation Φ ∈ Rk of an image.
This procedure is regarded as hard-assignment encoding, and the global feature
representation Φ is sparse and essentially the histogram of visual word occurrences
in the image. Because the codebook partitions the feature descriptor space into nonoverlapping cells, feature encoding introduces large quantization errors. In specific,
when small codebook is utilized, the feature space is partitioned into coarse regions.
The irrelevant local features could be assigned to the same cluster center. This
will degrade the accuracy of local feature matching. On the other hand, when
a large codebook is used to finely divide the descriptor space into cells, the local
features at the boundary of two cells tend to be assigned to different cells when small
transformation incurs to them. To resolve this issue, some methods are proposed to
assign a local descriptor to multiple visual words. In [PCI+ 08], the soft assignment
scheme encodes each local descriptor as the weighted combination of multiple visual
words [PCI+ 08]. For image retrieval, some methods perform further verification
to reduce the quantization loss. The hamming embedding method in [JDS08] uses
a binary vector which indicates the approximate location of a local descriptor in
the assigned cells to complement the visual word index. There are also methods
using multiple vocabularies to reduce the quantization artifacts [XHWS13] [JC12].
For image classification, sparse coding [YYGH09] is proposed as a variation of the
soft-assignment encoding, where each local descriptor is enforced to be assigned to
a limited number of visual words. The codebook V and the encoding vector φ(xi )
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for each local descriptor are jointly optimized via solving an optimization problem.
When combined with max-pooling, sparse coding provides superior classification
performance to with sum-pooling.
In addition, for image retrieval, to incorporate the visual word frequency into
the encoded feature vector, the term frequency and inverse document frequency
(TF-IDF) are generally adopted as a weighting scheme [SZ03] and integrated into
the BoF model. The rare visual words are assumed to be more discriminative and
are assigned higher weights. Specifically, TF records the number of occurrences of
each visual word in an image, and IDF down-weights the visual word appearing
frequently in the database.
Vector of Locally Aggregated local Descriptors (VLAD) model is the
second popular feature aggregation method in the conventional image representation
models [WYY+ 10]. It also adopts the k-means based vector quantization and aims
to reduce the quantization error. Instead of encoding the visual words occurrences
as done in BoF model, it encodes the residues of each local descriptor xi with respect to its closest visual word vk . That is, φk (xi ) = xi − vk if vk is the assigned
visual word for xi , and it is a vector of zero for other non-assigned visual words.
The residue vectors of all the local descriptors in an image are accumulated with
sum-pooling and applied `2 -normalization. Therefore, the dimension of the global
representation Φ after VLAD encoding is kd. As seen, the VLAD feature representation encodes the first-order statistics of features in an image. Also, it inherits
the merits of SIFT descriptors, i.e., being invariant to small translation, rotation
and scaling. And with a small codebook, VLAD provides a high-dimensional feature representation for an image. For image retrieval, the improvement to VLAD is
proposed in [AZ13] that conducts the intra-normalization scheme within each visual
cluster and multiple spatial VLADs are deployed to better identify the small object
in the image. PCA and whitening are identified to be crucial to de-correlate the
visual word co-occurrences in [JC12]. A triangulation embedding and democratic
aggregation scheme is proposed in [JZ14] to regularize the individual contributions
of all the local descriptors in the global feature representation after encoding.
Fisher Vector (FV) model [SPMV13] is a generative model that utilizes
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the Gaussian Mixture Model (GMM) as the probabilistic codebook to encode the
local descriptors. The GMM is trained to fit the distribution of local descriptors
sampled from the database images. FV then encodes the derivatives of the loglikelihood of the GMM model with respect to its parameters [PSM10]. Typically,
the derivatives with respect to the Gaussian mean and covariances are concatenated
and taken as the encoding for a local descriptor with φ1 (xi ) =
φ2 (xi ) =

k
√ 1 αk (xi )( (xi −µ
σk2
2πk

)2

(x −µk )
√1 αk (xi ) i
πk
σk

and

−1), where {πk , µk , σk2 } are the mixture weights, means

and the diagonal covariances of the GMM. And αk (xi ) is the soft assignment of local
descriptor xi to the k-th Gaussian, which is the posterior probability of component
i)
k and calculated as αk (xi ) = PπkπNjkN(xj (x
, where Nk ∼ exp(− 21 (xi −µk )T σk−2 (xi −µk ))
i)
j

is the k-th Gaussian. Therefore, the encoding vector for a local descriptor is φ(xi ) =
[φ11 (xi ), φ21 (xi ), · · · , φ1k (xi ), φ2k (xi )]. All the encoding vectors of local descriptors in an
image are then aggregated via average-pooling and then normalization to generate
a fix-sized vector representation Φ in the high-dimensional space. With a GMM
of k Gaussian components, the FV representation is 2kd-dimensional. Similar to
VLAD, FV encoding produces discriminative and high-dimensional feature vector
representation with a codebook of small size. Using the same codebook size, BoF
model provides a k-dimensional image representation, while VLAD and FV generate
kd- and 2kd-dimensional representations. From another perspective, BoF needs a
2d-times larger codebook to provide an image representation having the same size
as FV. Therefore, FV is more computationally efficient than BoF model. Also, FV
can be regarded as the generalized representation of BoF and VLAD. In specific,
it degenerates to the soft-assignment encoding variation of BoF, when only the
derivatives of the log-likelihood with respect to the mixture weights are kept in FV.
On the other hand, VLAD can be regarded as the special case that FV only takes the
gradients of the log-likelihood with respect to the mean vector of GMM. Thus, FV
model provides image representations that capture both the first- and second-order
statistics of local region descriptors, which is more representative. The improved
FV [PSM10] is generally coupled with the signed square-rooting normalization to
reduce the burstiness effect caused by the frequently occurring bursty features in an
image.
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Spatial Information Incorporation

The global image representations obtained with sum- or max-pooling do not capture the spatial configuration of local regions in an image. To deal with this, the
three encoding models introduced above generally adopt the spatial pyramid matching (SPM) [LSP06] to incorporate the spatial information into the encoded image
representation. The SPM splits the image into several grids of rectangular cells.
The local descriptors in each cell are applied with feature encoding, and the coding
vectors of all the cells from every grid are concatenated as the final image representation. The most commonly used grids include 4 × 4, 2 × 2, 3 × 1 or 1 × 3 and
1 × 1. In this way, the rough spatial information is incorporated into the feature
representation and the invariance to small image transformations are maintained at
the same time, as the change of the position of one local descriptor in a cell does
not change the feature aggregation result. However, one drawback of SPM is that
the dimensionality of the aggregated feature vector increases linearly with respect
to the number of cells used. Therefore, for large-scale image recognition tasks, a
small number of cells are used generally.

2.2

Deep

Convolutional

Neural

Networks

(CNNs)
In this section, the works related to the deep image representations learned by
deep learning models are reviewed. The deep learning models consist of a family of
deep neural network (DNN) architectures [BCV13]. They are composed of multiple non-linear processing stages of the input and learn feature representations in a
hierarchical and automatic way. In general, the network has one input layer, several
hidden layers and one output layer. The upper layers learn increasingly abstract
concepts that are increasingly invariant to the input transformations. Although
becoming increasingly prevalent in various visual recognition tasks in recent years,
deep learning is actually derived from the classical artificial neural networks, which
are inspired by the fact that the biological neural systems process information in a
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multi-stage way [Ros58]. Despite the long history, neural networks had attracted
less attention for decades due to lack of efficient training algorithms. The learning
algorithm of greedy layer-wise pre-training and then fine-tuning the network with
back-propagation [LBD+ 89] for deep architectures [HOT06] has made deep learning
feasible, and a number of deep architectures have been exploited since then.

2.2.1

CNN Architecture and Image Representations

Within the family of DNN architectures, deep convolutional neural network (CNN)
is a representative supervised deep learning architecture, which can be trained with
labeled data via back-propagating the errors between the true labels and predicted
ones. One CNN comprises a set of convolutional layer interleaving sub-sampling layers. The convolutional layer extracts features using filters with local receptive fields
by mimicking the simple cells in visual cortex, and sub-sampling layer performs
sub-sampling on the filters’ responses to achieve some invariance by mimicking the
function of complex cells in visual cortex. A primary and classical CNN architecture is LeNet-5 [LBBH98] proposed by LeCun et al., as shown in Figure 2.1. It is
composed of two two-layer (convolution and sub-sampling) stages, followed by a classification module. The classification module consists of three fully-connected layers.
The last layer of this module is the output layer, and usually is a logistic regression.
LeNet-5 has exhibited very good performance on MNIST [LBBH98] digital character
recognition benchmark. CNNs have been adopted to tackle many practical visual
recognition problems, such as handwritten digital character recognition [LBD+ 89]
and house number recognition [SCL12].
For the network architecture of a CNN, a convolutional layer C l (layer l of the
network) in the network is composed of N l feature maps hlj (j ∈ {1, ..., N l }). It is
parametrized by an array of two-dimensional filters Wlij associating the ith feature
map hl−1
in the (l − 1)th layer with the jth feature map hlj in the lth layer. Each
i
feature map hlj is the sum of convolving previous layer’s maps hl−1
(i = 1, 2, ..., N l−1 )
i
with the corresponding filters Wlij . The result is added with a bias blj and then
mapped by a non-linear activation function φ(·), which can be sigmoid function, tanh
function or rectified linear function [KSH12]. If the feature map is fully connected
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Figure 2.1: Architecture of the LeNet-5 convolutional neural network. The
figure is taken from [LBBH98].

with previous layer’s maps, the feature map is calculated as:
hlj

l−1
NX

= φ(

hl−1
∗ Wlij + blj ), j = 1, 2, ..., N l .
i

(2.1)

i=1

where ∗ is the convolution operator.
A sub-sampling layer decreases the size of feature maps, and introduces some invariance to small input distortion or shifts. The pooling type can be max-pooling or
average-pooling. For max-pooling, the output feature map is given by the maximum
activation value over a small non-overlapping region, while the average-pooling gets
the average activation value over the pooling region. Typically, max-pooling is preferred and generally performs better than average-pooling, as it avoids cancellation
of negative activation values, and prevents blurring of the activations and gradients
throughout the network, since the gradients are placed in a single position with the
maximum activation value during back-propagation.
The classification module usually has one or more fully-connected layers. The
first fully-connected layer takes the cascade of all the feature maps of its previous
layer as input. The last layer of the classification module contains Nc neurons, where
Nc is the number of classes. This layer is parametrized by weights W and biases
b for final classification. Its output h is passed to a softmax regression to produce
the probabilities of the input sample belonging to each class. The entire network
is trained with back-propagation of the network error E generated by cross-entropy
between output probabilities and the class labels y in a supervised manner as follows.
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ehj

, i, j = 1, ..., Nc .

Nc
X

(yi log(ŷi ) + (1 − yi ) log(1 − ŷi )), i = 1, ..., Nc .

(2.2)

(2.3)

i=1

where ŷi is the output probability of the ith neuron.
Deep CNNs perform feature extraction directly on the two-dimensional input
data, unlike other deep architectures which reshape an input sample to a vector. The
input sample is forward-propagated through the network. The spatial resolution of
each feature map decreases as the features are extracted hierarchically from one layer
to the next, and the spatial information of input is preserved by the feature maps
because of the spatial convolution and pooling operations. The features obtained
are invariant to small translation, distortion or shift of input images, because the
filter weights of the convolutional layers are fixed for different regions of input maps
and the max-pooling layers are robust to small variations. Compared with other
deep architectures, deep CNNs have less parameters to be trained because of the
shared weights.
Conventional research on object recognition mainly tackles datasets of relatively
small size, that is, datasets at the order of tens of thousands of images, for example,
MNIST [LBBH98], CIFAR10/100 [KH09] and Caltech-101/256 [FFFP06]. Despite
much improvement made on these small-scale datasets, the recognition performance
tends to be plateau with the conventional highly hand-engineeringed methods and
their variants. With the advent of parallel GPUs and large-scale labeled dataset
in recent years, the deep CNN devised and trained by Krizhevsky et al. [KSH12]
changes that situation and has made a breakthrough on the large-scale image classification benchmark ImageNet [DBLFF10]. Since then, the research interest in
deep CNNs has been renewed and they are increasingly deployed in various visual
recognition tasks.

CHAPTER 2. LITERATURE REVIEW

2.2.2

20

Relations with Conventional Feature Representations

Actually, the BoF model and deep CNN have similarities in terms of feature representations. Both of them extract features from the raw image pixels based on
the edge-like patterns and conduct encoding to the features. They essentially share
some basic building blocks, and BoF model can be regarded as a single-stage (convolution and sub-sampling) layer of a CNN, which is inspired from the visual cortex
structure composed by simple and complex cells. In specific, BoF model utilizes the
fixed (hand-engineeringed) oriented edge detectors to detect interest regions in an
image, and SIFT descriptors calculated for those interest regions can be viewed as
computing eight oriented gradient feature channels, which play the role of simple
cells. The encoding to the local descriptors applies the non-linear transformation to
the descriptors, and the subsequent sum- or max-pooling carries out the function of
complex cells, which introduce invariance to the small shift and transformation of
input to the feature representations. Whereas the CNN learns the trainable filters
to detect the edge-like patterns at the lower layer, and then applies non-linear transformation and sub-sampling for multiple stages. From this perspective, if we express
the encoding process for an image in BoF model as ΦBoF = φ(x), the encoding of
CNN can be interpreted as ΦCN N = φL (φl · · · (φ2 (φ1 (x)))). For image categorization, the SVM classifier is usually trained with the constant encoding feature vector
ΦBoF in BoF model, while the classifier is jointed trained via the fully-connected
layer with the features in CNN via back-propagation algorithm.

2.3

Deep CNNs based Image Classification

The high capacity deep CNN, i.e., AlexNet, designed by Krizhevsky et al. [KSH12]
in 2012 has shown excellent image categorization performance on a large-scale dataset ImageNet [DBLFF10], which consists of over 1.2 million high-resolution labeled
images of over 1, 000 object categories. AlexNet is composed of five convolutional
layers optionally followed with pooling layers and three fully-connected layers, as
shown in Figure 2.2, and the whole network has 60 million parameters and 650, 000
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neurons. Trained with the large-scale and diverse ImageNet dataset, this deep CNN
is capable to hierarchically learn complex and semantic features for object recognition automatically. Besides the availability of a large number of labeled training
images, there are two other factors that are important for this renewed interest in
convolutional networks. One is the powerful GPU implementations in recent years
making it possible to train increasingly-large and deep CNNs fast in parallel. The
other factor is the utilization of good regularization approaches, e.g., weight decay,
data augmentation and dropout [HSK+ 12], which are designed to incorporate prior
knowledge into the training process and to avoid overfitting. After the pioneering
deep CNN network, i.e., AlexNet [KSH12], image categorization, as well as other
visual recognition tasks, have achieved substantial performance boost with improved deep CNN architectures. This section reviews works that employ deep CNN for
object categorization in recent years.

Figure 2.2: Architecture of the AlexNet convolutional neural network devised
by Krizhevsky et al. [KSH12].

In general, the works adopting deep convolutional neural networks to tackle
image classification task can be categorized into two groups. The first group of
works attempts to devise more advanced network architecture and algorithms associated with the training procedure. The second group of works utilizes the features
extracted from the pre-trained network to design better methods for image categorization. For works in the first group, after AlexNet wins the ILSVRC challenge
in 2012, the OverFeat network [SEZ+ 13] is designed in 2013 to train the CNN to
simultaneously classify, locate and detect objects in an image. Starting from 2014,
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the network architecture is significantly advanced by deeper and wider networks.
The VGGNet [SZ15] increases the depth of CNN with more convolutional layers.
The filters of small size of receptive field 3 × 3 are adopted to reduce the number of
network parameters. All the hidden layers use the rectified linear units activation
function. It achieves state-of-the-art classification accuracy at 2014 ILSVRC challenge. The GoogleNet [SLJ+ 15] is also the top-performer at 2014 ILSVRC challenge.
The crucial component of this network is the Inception module, that is designed to
perform well even under restricted computational and memory resources. The 1 × 1
convolutional layers are used in this module to calculate the reductions before the
expensive 3 × 3 and 5 × 5 convolutional layers. Compared to AlexNet and VGGNet,
which have around 60 and 180 million parameters respectively, GoogleNet only consists of about 7 million parameters, but with excellent recognition performance. The
deep Residual Nets (ResNets) [HZRS16] reformulate the layers in deep network as
learning residual functions. It has a depth of up to 152 layers which is 8 times deeper than VGGNet [SZ15]. ResNets [HZRS16] have achieved the first place of 2015
ILSVRC challenge and the 2015 MS COCO [LMB+ 14] competition. Apart from the
advanced network architectures, the algorithms related to the network training also
play an essential role to gain promising recognition performance. The batch normalization (BN) [IS15] algorithm is proposed to reduce the internal covariate shift of
the activations, which is caused by the changes of distribution of activations after
parameter updates of previous layer. BN is a normalization process that transforms
each activation with fixed means and variances of inputs in the mini-batch. As a
variation of dropout, the maxout in [GWFM+ 13] outputs the maximum value from
a set of inputs. It is interpreted as making a piecewise linear approximation to an
arbitrary convex function, and achieves state-of-the-art classification results on several standard small-scale datasets. The evaluational dropout [LGY16] is proposed
to adapt dropout sampling probabilities via evolving distributions of layer outputs
instead of using identical and independent probabilities in the standard dropout. As
pooling operation also plays a central role in the CNN architecture, the mixed and
gated max-average pooling, and the tree pooling operations are proposed in [LGT16]
to allow pooling to learn and adapt to complex and variable patterns.
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For works in the second group, as shown by Donahue et al. [DJV+ 14], the features learned from AlexNet [KSH12] can be effectively generalized to other benchmark object recognition datasets, including Caltech-101 [FFFP07], Caltech-UCSD
Birds fine-grained recognition dataset [WBW+ 11] and SUN-397 scene recognition
dataset [XHE+ 10]. They report state-of-the-art image classification performance by
simply training linear SVM classifiers on top of the CNN features extracted from
the pre-trained AlexNet [KSH12]. In [OBLS14], the layers of pre-trained AlexNet
are reused and transferred from ImageNet classification task to another object classification task, i.e., PASCAL VOC [EVGW+ 10] object classification. It fine-tunes
the last fully connected layer of the network to adapt to the classification of the target task and shows substantially improved classification results. At the same time,
Girshick et al. [GDDM14] design one object classification and detection system,
named R-CNN. In order to solve the problem of the scarcity of labeled training
images, they pre-train the supervised CNN on ImageNet classification task at first
and then transfer the network with the limited PASCAL VOC [EVGW+ 10] object detection images. This cross-domain “supervised pre-training/domain-specific
fine-tuning” strategy surprisingly achieves outstanding detection performance via
transferring the pre-trained network and relieves the requirement of the large-scale
annotated samples to train the high capacity deep network. Later on, a number of
studies also report that the features learned with ImageNet CNNs could serve as generic off-the-shelf features for a wide range of tasks [OBLS14], [RASC14], including
object classification, scene recognition, fine-grained recognition, attribute detection
and instance retrieval. Since then, the features extracted from the trained network
have been increasingly utilized for image classification. In [GWGL14], image patches
of multiple spatial scales are cropped and deep activations of the last fully-connected
layer are extracted for them. The orderless VLAD encoding and pooling are applied
to these features to obtain image representation. This method achieves promising
classification results on SUN-397 [XHE+ 10] and MIT Indoor [QT09] scene recognition datasets. In [LSvdH15], a cross-convolutional-layer pooling method is proposed
to utilize the subarrarys in convolutional feature maps as local features and takes
feature maps of next convolutional layer as guidance to pool these features. Good
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classification performance is achieved by this method on MIT Indoor [QT09], PASCAL VOC [EVGW+ 10] and fine-grained classification tasks. In a similar line, the
FV-CNN proposed in [CMKV16] adopts the features from the last convolutional
layer for image regions to build an orderless representation using FV as the pooling
scheme. This method provides outstanding performance of texture, material and
scene classification.

2.4

Deep CNNs based Image Retrieval

Similar to the trend of deep CNN applied to image classification, the pioneering work
of AlexNet [KSH12] has demonstrated the effectiveness of deep activations of fullyconnected (FC) layer in image retrieval task. Afterwards, the work in [RASC14]
directly employs CNNs representation obtained from OverFeat [SEZ+ 13] and shows
that the single representation of the first fully-connected layer (FC6 in brief) extracted from the global input image performs inferior to BoW or VLAD based pipeline
using hand-designed SIFT feature descriptors. In order to search for the object of
interest that may appear at different locations and scales, multiple sub-patches at
different scales and different locations are cropped for each image. The CNNs representations of patches in a query image are extracted and compared with each
of those from the reference image. This strategy leads to significant improvement
and better retrieval performance than hand-designed feature representations, despite
that the CNNs features are originally trained for image classification task. By augmenting the images with cropped and rotated samples, the performance is further
boosted [RASC14]. This implies that the geometric object variations cannot be
tackled by simply using the global CNNs activations as image representations for
instance retrieval. One simple method to improve the holistic CNNs representation
for image retrieval is to fine-tune the network with images in the target domain as
implemented by Babenko et al. [BSCL14]. However, manually collecting labeled
training samples that have similar image statistics to the target retrieval dataset is
labor-intensive and increases the computational expense as well. It is empirically demonstrated that the CNNs representations extracted from the final fully-connected
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layer are also very sensitive to the global transformations of the input [GWGL14].
As a result, the holistic deep CNNs features demonstrate inability to invariance
of these geometric transformations. To increase the robustness of CNNs features
to image scaling, translation and rotation, Gong et al. [GWGL14] extract CNNs
features for patches at multiple scales with sliding window like strategy and aggregate these features with orderless VLAD encoding (referred as MOP-CNN). This
method performs well on instance retrieval. One limitation is that the final feature
representation for an image has high dimensionality (12, 288-dimensional before applying PCA) which makes this method not suitable to large-scale image retrieval
application. Wan et al. [WWH+ 14] conduct a comprehensive study with the CNNs
activations of the last three fully-connected layers, i.e., FC6, FC7 and FC8, for content based image retrieval (CBIR) task via three feature generalization schemes: 1)
directly using global CNNs activations of the whole image as feature representations
to perform image retrieval; 2) refining the CNNs activations with similarity learning
to minimize the hinge loss of the training triplets; and 3) retraining the CNN model
with images of target dataset. In specific, the CNN is optimized with the classification objective function for labeled image dataset, and optimized with the similarity
learning loss function by constructing triplets for image datasets without category
label information available. Consistent with previous study [RASC14, BSCL14], the
global CNNs features extracted directly from the pre-trained model perform worse
than traditional BoW-based retrieval methods for two landmark datasets. The second and third schemes improve the retrieval performance with similarity learning
by incorporating the similarity information of images to the feature representation.
The third scheme achieves the best performance by fine-tuning the whole network
and underlying feature representations. These experimental studies imply the potential of deep CNNs features bridging the semantic gap between the low-level image
content and the higher-level concepts existing in CBIR [DJLW08].
Since the features from FC layer encode high-level semantic-category information related to classification, they are not necessarily beneficial for retrieval. Another
group of works utilizes features from convolutional layers, as they capture more local
appearance characteristics of objects and are more effective to distinguish objects.
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These works make improvement in the context of coping with the lack of invariance to object transformations of convolutional descriptors for image retrieval, via
adopting different pooling or aggregation strategies. Razavian et al. [RSMC15] improve their previous cross-region matching (CRM) method [RASC14] with CNNs
features of the last convolutional layer (Conv5). The weights for each sub-patch
in the query image are introduced to increase influence of larger-sized sub-patches
and down-weight the influence of the smaller sub-patches for the similarity measure.
This simple spatial search in conjunction with the weighted sum of region distances
strategy performs well on six instance retrieval datasets. Ng et al. [YHNYD15]
also employ the CNNs features of convolutional layers to conduct instance retrieval.
Different from [RSMC15], they regard each location of all the convolutional feature
maps as a local feature vector mimicking the function of SIFT descriptors to preserve local pattern information, and these local CNNs features are then encoded by
VLAD for retrieval. However, this method performs worse than the CRM [RSMC15]
method with uncompressed VLAD feature representations, possibly because there
is no spatial information encoded in the final feature representations. Another useful finding shown in this work as well as in [RSMC15] is that larger scale of the
input image for feature extraction provides better retrieval performance, because
more local details of the enlarged images are preserved. In order to tackle the geometric transformations of the objects and object compositions in an image, Mopuri
et al. [MB15] utilize objectness prior on the CNNs activations by extracting FC6
features for object proposals generated with selective search [UVDSGS13], and then
apply max-pooling to CNN features of all the object proposals to sum up the whole
visual content of the image. This method works better on scene images (e.g. Holidays) than on building images (e.g. Oxford5K and Paris6K) as demonstrated by
the experimental results. Compared to MOP-CNN [GWGL14] and CRM [RSMC15]
methods, the multi-scale patches in this work [MB15] are extracted in a more efficient non-exhaustive manner by directly focusing on object patches. Similarly, Xie
et al. [XHZT15] extract convolutional features for object regions in an image that
correspond to the semantic objects with VGGNet [SZ15]. They fuse the retrieval
results of each object feature for a query image after online approximate nearest-
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neighbor (ANN) search, rather than conducting max-pooling to all the objectness
CNNs features for retrieval. The CNNs features are utilized as auxiliary regional
and global feature descriptors in [ZWHT14] to complement local SIFT descriptors
to identify true matched keypoints that are similar on all three feature levels: local,
regional and global. This strategy represents an image with multi-level contextual
description and incorporates the merits of local SIFT descriptors, i.e., robustness to
image scaling, translation and occlusion to some extent. In [CLW+ 16], a query adaptive matching scheme is proposed that represents the convolutional feature maps of
each image by a set of base regions. The similarity between the query and a reference
image is obtained as the highest score between the query feature and the feature
pooled from the combined base regions via solving an optimization problem. The
work in [ITA+ 17] employs the neighborhood graph constructed by the deep feature
representations of image regions in the database. The neighborhood graph is used to
conduct the diffusion process [DB13] to propagate the region similarities for multiple
regions in the query image during online process. The diffusion process built upon
deep convolutional features in this work has demonstrated state-of-the-art retrieval
performance.
The last group of works fine-tunes the pre-trained CNNs by an external set
of images that has similar statistics to a target database [BSCL14]. Babenko et
al. [BSCL14] fine-tune the network with a classification loss on extra collected landmark images and report improved retrieval results. Two works [RTC16], [GARL16]
fine-tune the networks with labeled image pairs or triplets that are generated by
utilizing an external dataset via geometric verification, which requires extra effort.
In [NAS+ 17], an attention mechanism for key local feature selection is designed with
two convolutional layers in the deep CNN. The network is trained with the imagelevel annotations on a landmark dataset which has similar statistics to the target
one. Improved retrieval performance is achieved on a more challenging large-scale
dataset, which contains complex background clutter, partial occlusion and scale
variance at both query and database images sides.
With these works applying deep CNNs features to image retrieval tasks, three
points could be obtained as follows: 1) the holistic CNNs representation for an
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image lacks the ability of handling the object variations and generally performs
no better than the state-of-the-art hand-crafted features based retrieval methods;
2) extracting CNNs features for sub-patches from an image of different scales to
represent an image can effectively improve the retrieval performance and address
the lack of robustness of CNNs features to object transformations; 3) fine-tuning
the CNNs with images having similar statistics to target dataset via optimizing
the classification objective function or similarity learning loss function can always
significantly boost the retrieval performance, which is better than conventional BoW
based methods.
Also, the above reviewed works that employ deep CNN for image classification
and retrieval demonstrate the astonishing representation and classification capability
of deep CNN for the generic image classification tasks. The systematic investigation of deploying deep CNN on different kinds of object-based image classification
tasks in the biomedical field is worth exploring. Meanwhile, how to effectively take
advantage of the deep convolutional features from the trained network to improve
the object-based image retrieval still requires investigation. They will be explored
in the following chapters in this thesis.

Chapter 3
HEp-2 Cell Image Classification
with Deep Convolutional Neural
Networks
Despite the effectiveness of deep CNNs in classifying objects in the generic images,
the recognition capability of deep CNNs for a special kind of object-based images,
i.e., Human Epithelial-2 (HEp-2) cell images, in the field of biomedical and related
to diagnose autoimmune diseases, still requires investigation. Moreover, the HEp-2
cell images have greatly different statistics from the generic images. In this chapter,
the automatic feature extraction and classification for HEp-2 staining patterns with
deep CNNs is studied, inspired by the excellent performance achieved by deep CNNs
on generic visual recognition and the high demand for full automation of HEp-2 cell
image classification.

3.1

Introduction

Indirect immunofluorescence (IIF) on Human Epithelial-2 (HEp-2) cells is a recommended methodology to diagnose autoimmune diseases [RSZ+ 07]. However, manual
analysis of IIF images leads to crucial limitations, such as the subjectivity of result,
the inconsistence across laboratories, and the low efficiency in processing a large
number of cell images [FPSV13]. To improve this situation, automatic and reliable
cell images classification has become an active research topic.
Many methods have been recently proposed for this topic, especially during the
HEp-2 cell classification competitions [FPSV13, FPSV14], [LPVW14]. Most of them
treat feature extraction and classification as two separate stages. For the former, a
variety of hand-crafted features are adopted, including local binary pattern (LBP)
29
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[NF14], [TKEF14], scale-invariant feature transform (SIFT) [Low04], histogram of
oriented gradients [DT05], and the statistical features like gray-level size zone matrix [TAM14]. For the latter, nearest-neighbor classifier, boosting, support vector
machines (SVM) and multiple kernel SVM have been employed [WSW+ 14]. As a
result, the performance of these classifiers relies highly on the appropriateness of the
empirically chosen hand-crafted features. Moreover, because features and classifier
are treated separately, they cannot work together to maximally identify and retain
discriminative information.

3.2

Motivation

Deep convolutional neural networks (CNNs) have demonstrated outstanding performance on generic visual recognition tasks [KSH12] and this has revived extensive research interest in the hierarchical CNN-based classification model [RASC14].
With the advent of powerful computing capability, better optimization strategies,
and larger-scale datasets, deep CNNs models have significantly outperformed the
models with hand-crafted features by a huge margin on generic visual recognition
tasks [RASC14, TYRW14] in recent years. The excellent performance achieved by
deep CNNs on generic visual recognition and the high demand for full automation
of HEp-2 cell image classification motivate us to research the CNNs for this special kind of classification task, despite that Malon et al. [FPSV13] adopted a CNN
to classify HEp-2 cell images in the ICPR 2012 contest, and that Buyssens et al.
[BEL13] designed a multiscale CNN for cytological pleural cancer cells classification.
Although CNNs have been initially applied to cell image classification in these
two works, the following issues have not been systematically investigated and thus
remain unclear: 1) what are the key factors in adopting deep CNNs for cell image
classification? 2) how is the performance of CNN-based classification model when
compared with the well-established BoF and FV classification models in the literature? These issues will be investigated and addressed in this chapter.
To this end, we propose an automatic feature extraction and classification framework, which can serve as a computer-aided diagnosis (CAD) system, for HEp-2
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Figure 3.1: The architecture of our deep convolutional neural network classification system for HEp-2 cell images. Each plane within the feature extraction
stage denotes a feature map. The convolutional layer and max-pooling layer are
abbreviated as C and P respectively. C1:6@72 × 72 means that this is a convolutional layer, and is the first layer of the network. This layer is comprised of
six feature maps, each of which has size of 72 × 72. The symbols and number
above the feature maps of other layers have the similar meaning, whereas F7:150
means that this is a fully-connected layer. It is the seventh layer of the network
and has 150 neurons. The words and number between two layers stand for i) the
operation, i.e., convolution or max-pooling, applied to the feature maps of the
previous layer in order to obtain the feature maps of this layer; and ii) the size of
each filter or the size of pooling region.

staining patterns based on deep CNNs. This framework learns feature representations from the raw pixels of cell images and avoids using hand-crafted features
as previous methods. Also, the classification layer is jointly optimized with these
feature representations to predict the class for each cell image. Our system has participated in the Contest on Performance Evaluation on Indirect Immunofluorescence
Image Analysis Systems hosted by ICPR 2014a and won the fourth place among the
11 international teams.

3.3

Proposed Deep CNN Framework to Classify
Cell Images

The proposed deep CNN-based HEp-2 cell image classification framework consists
of the following components: network architecture, image preprocessing, network
training, and feature extraction and classification.
a

Contest website is at http://i3a2014.unisa.it/?page_id=91.
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Network Architecture

A proper selection of network architecture is crucial to CNNs. Our deep CNN
shares the basic architecture of the classical LeNet-5 [LBBH98]. Specifically, it
contains eight layers as illustrated in Figure 3.1. Among them, the first six layers
are convolutional layers alternated with pooling layers, and the remaining two are
fully-connected layers for classification.
3.3.1.1

Convolutional Layer

Let’s assume that it is the lth layer. Let N l denote the number of feature maps
at this layer, where l is used as a superscript. Accordingly, each feature map is
denoted as hlj (j = 1, 2, ..., N l ). This convolutional layer is parametrized by an
array of two-dimensional filters Wlij associating the ith feature map hl−1
in the
i
(l − 1)th layer with the jth feature map hlj in the lth layer and the bias bj . Each
filter acts as a feature detector to detect one particular kind of feature by convolving
with every location of the input feature map. To obtain hlj , each input feature
map hil−1 (i = 1, 2, ..., N l−1 ) is firstly convolved with the corresponding filter Wlij .
The results are summed and appended with the bias blj . After that, a non-linear
activation function φ(·) is applied in an element-wise manner. Mathematically, when
the full-complete connection scheme is used between feature maps of two successive
layers, the feature maps of the lth layer can be expressed as follows:
hlj

l−1
NX

= φ(

hl−1
∗ Wlij + blj ), j = 1, 2, ..., N l .
i

(3.1)

i=1

where ∗ denotes the convolution operation.
3.3.1.2

Pooling Layer

A pooling layer down-samples a feature map. This will greatly reduce the computation of training a CNN and also introduces invariance to small translations
of input images. Max-pooling or average-pooling is usually applied. The former
selects the maximum activation over a small pooling region, while the latter uses
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the average activation over this region. Max-pooling generally performs better than
average-pooling [BPL10].
3.3.1.3

Classification Layer

Classification layers usually involve one or more fully-connected layers at the top of
a CNN. Our network contains two fully-connected layers. The first fully-connected
layer (F7 in Figure 3.1) takes the cascade of all the feature maps of the sixth layer
as input. The last fully-connected layer is the output layer. It takes the output of
F7 (denoted as h7 ) as input and is parametrized by weights W8 and biases b8 . It
contains n neurons corresponding to n classes of staining patterns, and outputs the
probabilities ŷ = [ŷ1 , ŷ2 , ..., ŷn ]> ∈ Rn via softmax regression as follows:
h8 = W8 h7 + b8 , h8 ∈ Rn
exp(h8j )
, j = 1, 2, ..., n.
ŷj = Pn
8
i=1 exp(hi )

(3.2)
(3.3)

where ŷj is the output probability of the jth neuron.
When a cell image is fed into and forward-propagated through the network, the
spatial resolution of each feature map decreases as the features are extracted hierarchically from one layer to next. The spatial information of each cell is extracted by
the feature maps because of the spatial convolution and pooling, which are important to distinct different staining pattern types. The features obtained are invariant
to small translation or shift of cell images, because the filter weights of convolutional
layers are uniform for different regions of the input maps and max-pooling is robust
to small variations.

3.3.2

Image Preprocessing

An appropriate image preprocessing method that takes the characteristic of images into consideration is necessary for deep CNNs to obtain good internal feature
representation and classification performance.
The brightness and contrast of the HEp-2 cell images provided by the ICPR
2014 contest (ICPR2014 dataset in short) vary greatly. To reduce this variance and
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enhance the contrast, we normalize each image by first subtracting the minimum
intensity value of the image. The resulting intensity is then divided by the difference
between the maximum and minimum intensity values. Furthermore, each image is
resized to 78 × 78 to guarantee a uniform scale of all the images used for training.
This size is approximately the average size of all the cell images in the dataset.
Larger size would increase the computational cost to train more parameters of the
CNN, while smaller size could cause the information loss. Examples of six staining
patterns in ICPR2014 dataset and the preprocessed images are shown in Figure 3.2.
In addition, we just use the whole cell images to train the network, instead of
adopting a mask to only keep the foreground of each cell image as in [FPSV13]. This
is not only because cell mask is usually unavailable in practice, but also due to our
interesting finding that applying the cell masks will surprisingly hurt the classification performance. This finding will be elaborated in this paper and experimentally
verified.
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Figure 3.2: Example cells of six classes in ICPR2014 dataset and their corresponding preprocessed and aligned images. There are four images for each cell:
(a) the original image; (b) the mask of this cell image (we do not utilized it for
training the CNN, as discussed in Section 3.4.3); (c) the preprocessed image obtained by resizing and contrast normalization; (d) the PCA-aligned image involved
in the discussion in Section 3.4.2.
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Network Training

Due to the non-convex property of the cost function of deep CNNs, appropriately
setting network training parameters is essential for the network converge to good
solutions fast.
Our deep CNN is parameterized by the weights and biases of different convolutional layers and fully-connected layers {Wl , bl }, where l = 1, 3, 5, 7, 8. The total
number of parameters is over 50, 000. The network is trained by minimizing the
cross-entropy between the output probability vector ŷ = [ŷ1 , ŷ2 , ..., ŷn ]> and the
binary class label vector y = [y1 , y2 , ..., yn ]> which has one and only one non-zero
entry “1” corresponding to the true class.
E(y, ŷ) = −

n
X

yj log(ŷj ).

(3.4)

j=1

The weights are initialized from a uniform distribution between (−r, r) with r =
q

6
(f an−in+f an−out)

[GB10], where fan-in and fan-out are the numbers of inputs and

outputs to a neuron. All these trainable parameters are updated periodically via
stochastic gradient descent (SGD) [LBBH98] after evaluating the cost function over a
mini-batch of training images with a relevantly large learning rate at first. To smooth
the directions of gradient descent and make the network converge fast, momentum
[Ben12] is employed to speed up the learning. Also, weight decay in form of L2
regularization is adopted to reduce overfitting. When training error rate becomes
stabilized, the learning rate will be reduced to achieve finer learning. The whole
training process terminates after the classification error rates of both training set
and validation set (which is held out from the given training images) plateau at
some epochs.

3.3.4

Feature Extraction and Classification

To classify a test image, the same preprocessing in Section 3.3.2 is applied. The
image is then forward-propagated through the network, and the probability of this
cell for each class is obtained. To further improve the robustness of classification,
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we select four similar CNNs after the training process becomes stable and use them
collectively for classification by following [KSH12]. The predicted class is the one
having the maximum output probability averaged over the four probabilities.

3.4

Observations and Findings

In this section, we describe our observations and interesting findings during the
investigation for HEp-2 cell image classification with deep CNNs, and provide discussions for them.

3.4.1

Important Factors for Network Design and Training

Designing and training the deep network requires making many choices. We basically
follow the guidances given in [Ben12] to select the network architecture, and then
verify the effectiveness of the trained CNN for cell classification based on a trial-anderror approach. Generally, the process of network design and training boils down to
tuning a set of “hyper-parameters” of a CNN network.
As defined in the literature [Ben12], hyper-parameters for a learning algorithm
are the variables to be set prior to the actual application of this algorithm to the
data. We categorize the hyper-parameters in the CNN-based classification system
into two groups: 1) model-relevant hyper-parameters: number and size of filters for
convolutional layers, pooling region size for pooling layers, number of neurons for the
first fully-connected layer, and activation function, which correspond to network design; 2) training-relevant hyper-parameters: initial learning rate, size of mini-batch,
and the coefficients of momentum and weight decay, which control the subsequent
training process.
We designed the network by investigating various settings for these modelrelevant hyper-parameters. In particular, for the activation functions in hidden
layers, the common used functions include sigmoid φ(x) =

1
,
1+e−x

hyperbolic tangent

φ(x) = 1.7159 tanh( 23 x) and rectifier φ(x) = max(0, x). It is found that the sigmoid
non-linearity leads the activations of the top hidden layer to saturate quickly and
last for long time because of its non-symmetric around zero [GB10]. This prevents
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the lower layers from learning useful features and finally generates poor classification
performance. In contrast, the hyperbolic tangent, a symmetric non-linear function,
is free of this problem and therefore adopted in our network. As for the rectifier
function, it performs worse in our network learning, and this is probably due to its
full non-saturation when the activations are larger than zero. To show the impact
of network design, we will compare the classification performance obtained by the
networks with various model-relevant hyper-parameters in the experimental study
in Section 3.5.2.
In addition, the training-relevant hyper-parameters can also significantly affect
the convergence of cost function, the learning speed, and ultimately the classification
performance of the network. Their impacts will be demonstrated in Section 3.5.2
too, via the learning curves obtained with different settings of these parameters.

3.4.2

The Role of Data Augmentation for Cell Images

Deep CNNs have a large number of parameters to learn. They cannot be effectively
trained unless a sufficient number of training images are provided. Data augmentation [KSH12] has been an important way to generate more image samples and gain
robustness against a variety of variances.
To ensure effective training, data augmentation is investigated in our framework. Our investigation identifies the following two points. First, generating new
cell images by rotating existing ones can indeed effectively boost the classification
performance of the CNNs, which agrees with the literature and can be expected;
Secondly, as a more interesting one, we find that the role of such data augmentation
is not merely increasing the robustness of the CNNs against the global orientation
of a cell. Instead, this augmentation actually helps to better exhibit the intrinsic
distribution of the staining patterns for each cell category. And it is the latter that
makes a more important contribution to the classification performance.
To demonstrate the first point, we rotate each training image with respect to its
center by 360◦ , with a step of θ degrees. The generated images inherit the class label
of the original one. This enlarges the original training set by a factor of m =

360
,
θ

and this augmented training set is used to train the CNN. When classifying a test
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cell image, this image will also be rotated in the same way to generate m variants in
total. Each of them is then classified and m probabilities are obtained for each class.
The class corresponding the highest average probability will be used to label this test
cell image. We find that the classification performance of the CNNs continuously
improves when the rotation angle θ becomes finer. This shows the effectiveness of
this rotation-based augmentation on cell image classification.
To investigate the second point, we pre-align each cell to have the same global
orientation. In this way, we can form two hypotheses: 1) if the global orientation
variance is indeed the main factor affecting the classification performance of the
CNN, we shall be able to observe some improvement by using the pre-aligned training
and test images; 2) furthermore, if the first hypothesis is true, then augmenting the
pre-aligned training set simply by image rotation shall not lead to significantly better
classification performance.
To investigate our hypotheses, we apply principal component analysis (PCA) to
each cell’s mask to obtain the principal direction of its shape. Each cell is then prealigned by rotating this principal direction to be upward. This process is illustrated
in the upper left portion in Figure 3.2. After that, we use these pre-aligned training
images to train the CNN and then classify the test images which are also pre-aligned.
Surprisingly, we find that the CNN trained and tested with pre-aligned images
does not clearly outperform the CNN fed with the images without alignment. This
indicates that for this cell image classification task, the global orientation variance
is not the main factor affecting the classification performance of the CNN. This
result is further strengthened by the following observation. When rotation-based
data augmentation is applied to these pre-aligned training images, the classification
performance of the trained CNN increases greatly.
Combining these two observations, we can clarify the role of the rotation-based
data augmentation for cell image classification as follows. That is, through such
augmentation, the network is able to access more samples showing the diverse staining patterns within cell images. This helps the CNNs to better estimate of the
underlying distribution of each cell class, which is a critical requirement for successful classification. Therefore, our investigation shows that when implementing cell
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image classification, it is more important to allow the CNNs to examine all kinds of
image samples than focusing on removing the global orientation varianceb .

3.4.3

Impact of Cell Foreground Masks

Generally speaking, when image masks are available, they can be used to separate
image foreground from background noise, and this often helps to improve classification performance. However, delineating masks for cell images is not only labor
intensive, but also requires domain-specific knowledge. Due to these, cell mask is
usually not available in practical cell image classification tasks. Nevertheless, when
applying the CNNs to HEp-2 cell image classification, whether segmenting the foreground of cell images with masks really helps to improve the classification accuracy?
We investigate this issue on benchmark dataset and obtain interesting findings as
follows.
Our investigation considers the following three cases. The first case ignores the
cell mask information and simply uses the whole cell image to train and test the
CNNs, which is called “CNN-Whole-Img” in short. The second case uses cell mask
to segment the foreground and only take the foreground to train and test CNNs.
This is called “CNN-FG-Mask”. Opposite to the second one, the third case only uses
the background for the whole classification task and it is called “CNN-BG-Mask”c .
The investigation shows that regardless of whether data augmentation is applied or not, CNN-FG-Mask does not do better than CNN-Whole-Img (86.07%
vs. 89.04%, and 96.32% vs. 97.24%). More surprisingly, with data augmentation,
CNN-BG-Mask’s performance can be greatly improved and become close to that of
CNN-Whole-Img (86.62% vs. 97.24%), which is much higher than that of random
guess, 16.67%. These results strongly imply that for these cell images, the region
outside a cell mask also contains information useful for discriminating different cell
b

A good example in contrast is human facial image, for which pre-alignment is generally helpful
for recognition. This is because the patterns within a facial image, e.g., eyes, nose and mouth,
have a rigid geometric association with the global orientation of the face. Pre-aligning the faces
with respect to their global orientations effectively makes the patterns inside align with each other.
Nevertheless, it is not such a case for cell images.
c
To make the size of input cell images consistent, for the case of CNN-FG-Mask (CNN-BGMask), the region outside (inside) the mask is padded with zeros.
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classes, instead of simply being noise as commonly assumed. This is different from
typical image classification tasks where background is usually dominated by noise,
and classification performance can be well improved by removing the background
with masks. To better illustrate the case in cell image classification, the region
outside a cell mask is shown for one example from each of the six cell classes in
Figure 3.3. It can be seen that these regions contain the patterns that are same as
or similar to those within the corresponding masks. Such information could provide
the network with useful context to better predict the type of a staining pattern
presented in a cell image.

Figure 3.3: Example cell pairs with one being the whole cell image and the
other one being its counterpart containing only the background.

This interesting finding is significant in that when the CNNs are applied to cell
image classification, we can directly use the whole cell images without seeking the
cell masks. This not only avoids the laborious manual labeling process, but also
allows the CNNs to effectively utilize all the available image information to make
better prediction.

3.4.4

Adaptability of CNN-based Cell Classification System

For cell image classification, the captured images may vary with different laboratory
settings, the types of staining patterns involved, and the size of dataset. It is highly
desired that a cell classification system trained with one dataset (laboratory setting)
can be conveniently adapted to another new one. Owning this feature not only
improves the efficiency of system building, but also can take full advantages of the
images in different datasets.
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To investigate this feature for our CNN-based system, we verify the adaptability
of CNNs for cell image classification across two HEp-2 cell datasets used by ICPR
2014 and 2012 competitions. The number of images in ICPR2012 cell dataset is more
than nine times smaller than that in ICPR2014 dataset, and the classes of cells are
different in the two datasets. Two types of CNN are trained for investigating the
adaptability of CNN: CNN-Standard and CNN-Finetuning. The former is purely
trained with the ICPR2012 training images, while the latter is trained on ICPR2014
training set first and then fined tuned with ICPR2012 training set for a few epochs.
Both CNNs are then tested on ICPR2012 test set.
We find that CNN-Finetuning performs consistently better than CNN-Standard
on ICPR2012 test set. The superiority of CNN-Finetuning can be attributed to the
training process on the larger-sized ICPR2014 dataset, through which the network
parameters have been set to reasonably good values for cell image classification. On
top of this, the fine-tuning procedure with ICPR2012 training set is then able to
swiftly adapt this network to the classification task on ICPR2012 data set. Moreover,
this fine-tuning procedure is simple and effective, and this makes the CNN-based system more attractive for adaption across datasets, compared to the well-established
two-stage models, i.e., BoF and FV. This is because the dictionary in the BoF model
(or GMM in FV) and the classifier are generated separately with training images.
The dictionary (or GMM) is more difficult to be incrementally adapted to a new
dataset. An intuitive approach to adapting BoF and FV models to a new dataset is
to utilize the existing dictionary (or GMM) to encode the images in the new dataset
and re-train the classifier with the training images in the new dataset. We compare
this adaptation approach for BoF and FV with the fine-tuning of the CNNs.
We observed that when our CNN is trained with the non-augmented ICPR2014
training set and then is fine-tuned on the ICPR2012 training set, its classification
accuracy on the ICPR2012 test set is better than the FV model and inferior to BoF.
However, when all the models are trained with augmented ICPR2014 training set,
the classification performance of the CNN increases gradually and is able to achieve
the highest accuracy. This implies that a sufficiently trained CNN model can adapt
well on a new dataset. This is because CNN has the nature of incremental, adaptive
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learning from input, which is not well equipped by the two-stage models like BoF
and FV. Based on these observations, we believe that the proposed CNN-based
system will be a better option for practical clinical applications in that it can take
advantage of pre-trained models obtained from large and relevant datasets.

3.4.5

Visualization of CNNs Features

To gain insights into the behavior of a deep model, visualization is a common
practice. In order to understand the network trained with cell images and gain
insights for this biological image classification with deep CNNs, we visualize the
filters and feature maps learned by our CNN.

(a) 1st convolutional layer
filters

(b) 2nd convolutional layer
filters

Figure 3.4: The filters learned by the first and second convolutional layers of our
CNN trained with 9◦ rotated cell images of ICPR2014 dataset. In general, most
of the filters are stain-like texture detectors, and some are edge-like extractors.

The filters learned by the first and second convolutional layers of CNN are depicted as Figure 3.4, which correspond to the 100th epoch trained with 9◦ rotated
cell images of ICPR2014 dataset. Different from the filters learned from the generic
images which are typically frequency-selective filters [KSH12], the filters of the first
convolutional layer learned with cell images are various stain-like texture detectors,
and there are no “dead” filters, whose weights are all almost zeros appearing in network [KSH12]. Some of the second convolutional layer filters are like edge detectors,
and most of them are also stain-like texture extractors. For better illustration, the
feature maps of a cell image obtained with these filters at different layers are presented in Figure 3.5. As seen, the spatial information of the cell image is preserved
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Cell Image

Layer P6 Feature maps

Figure 3.5: The feature maps of convolutional and pooling layers learned by
our CNN (9◦ rotation) on ICPR2014 dataset.

Figure 3.6: Top 6 images producing the largest activations of neurons in a set
of feature maps of the last pooling layer in our CNN trained with 9◦ rotated cell
images of ICPR2014 dataset. Each row corresponds to the top 6 images producing
the largest activations of neurons in one feature map. It can be observed that the
images (every row in this figure) producing the largest activations for a specific
feature map tend to have similar typical patterns.

by these feature maps, and the size of the feature maps decreases with the features
becoming more abstract as the input is forwarded to higher layers.
In further, Figure 3.6 depicts the top six cell images that produce the largest
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activations of neurons in a random subset of feature maps of the last pooling layer in
our CNN. It can be observed that the images (every row in Figure 3.6) producing the
largest activations for a specific feature map tend to have similar typical patterns.
This suggests the effectiveness of these feature maps in capturing the characteristics
of various staining patterns to distinguish these cell classes.

3.5

Experimental Results

This section conducts experiments and reports the results to verify the effectiveness
of our system as well as the observations and findings presented in the previous
section. We evaluate our CNN classification system on two datasets of HEp-2 cell
classification competitions held by ICPR 2014 and 2012. The evaluation criterion
is the mean class accuracy (MCA) newly adopted by ICPR 2014 competition. It is
the average of the per-class accuracies defined as follows [LPVW14]:
n
1X
CCRk
MCA =
n k=1

(3.5)

where CCRk is the classification accuracy of class k and n is the number of cell
classes. The average classification accuracy (ACA), which is the overall correct
classification rate of all the cell images, used by the previous competition is also
calculated for ease of comparison.

3.5.1

Introduction of the HEp-2 Cell Datasets

ICPR2014 cell dataset: This dataset contains 13, 596 training cell images, and the
test set is reserved by the competition organizers and not released yet. The cell images are extracted from 83 specimen images captured by monochrome high dynamic
range cooled microscopy camera fitted on a microscope with a plane-Apochromat
20×/0.8 objective lens and an LED illumination source [LPVW14]. Each image
belongs to one of the six staining patterns: Homogeneous, Speckled, Nucleolar, Centromere, Nuclear Membrane and Golgi.
ICPR2012 cell dataset: It consists of 1, 455 cell images from 28 specimens, acqui-
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red with a fluorescence microscope (40-fold magnification) coupled with 50W mercury vapor lamp and a digital camera [FPSV13]. The dataset is pre-partitioned
into training set (721 images) and test set (734 images). Each image belongs to
one of the six classes: Homogeneous, Coarse Speckled, Nucleolar, Centromere, Fine
Speckled and Cytoplasmic.
Comparing the two datasets shows that two of the six classes are different.
Specifically, two sub-categories of ICPR2012 dataset (Fine Speckled and Coarse
Speckled) are merged into one category (Speckled) in ICPR2014 dataset, and two
less frequent staining patterns appearing in daily clinical cases, Golgi and Nuclear
Membrane are introduced in ICPR2014 dataset for developing more realistic HEp2 cell classification systems. Moreover, because the images in the two datasets are
captured with different laboratory settings, a classification system that can be easily
adapted from one dataset to the other one will be highly desired.

3.5.2

Experiments of Hyper-parameters Optimization

This experiment demonstrates the importance of properly tuning the model-relevant
and training-relevant hyper-parameters [Ben12] for network design and training discussed in Section 3.4.1.
To tune these hyper-parameters, ICPR2014 dataset is randomly partitioned
into three subsets, that is, 64% for training (8701 images), 16% for validation (2175
images), and 20% for test (2720 images). This partition is utilized by all experiments
on ICPR2014 dataset (multiple random partitions could be certainly implemented
when adequate computational resource is available). Data augmentation is not
used when tuning hyper-parameters. The optimal hyper-parameters obtained by
the tuning process presented in Section 3.4.1 are summarized in Tables 3.1 and
3.2, and Table 3.3 shows the classification accuracy on the test set achieved by
the network architectures corresponding to different choices of the model-relevant
hyper-parameters in Tables 3.1.
The impacts of training-relevant hyper-parameters are demonstrated via the
learning curves of MCA on training, validation and test sets in Figure 3.7 to Figure
3.10. In each figure, we focus on one hyper-parameter while the others are set to
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Table 3.1: Model-relevant Hyper-parameters Obtained

Layer

Layer Type

Hyper-parameter

Image size W × W : 78 × 78
Filter size k1 × k1 : 7 × 7
C1
Convolution
Feature map number n1 : 6
Activation function:
φ(x) = 1.7159 tanh( 32 x)
Pooling region size k2 × k2 : 2 × 2
P2
Pooling
Pooling method: max-pooling
Filter size k3 × k3 : 4 × 4
C3
Convolution
Feature map number n2 : 16
Activation function:
φ(x) = 1.7159 tanh( 32 x)
Pooling region size k4 × k4 : 3 × 3
P4
Pooling
Pooling method: max-pooling
Filter size k5 × k5 : 3 × 3
C5
Convolution
Feature map number n3 : 32
Activation function:
φ(x) = 1.7159 tanh( 32 x)
Pooling region size k6 × k6 : 3 × 3
P6
Pooling
Pooling method: max-pooling
Neurons number n4 : 150
F7
Full connection
Activation function:
φ(x) = 1.7159 tanh( 32 x)
Output
Output
Neurons number n5 : 6
Input
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Figure 3.7: Demonstration of the impact of learning rate. It shows that an oversmall learning rate, e.g., 0.001, slows down the learning process and degrades the
classification performance.

their optimal values in Table 3.2.
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Table 3.2: Training-relevant Hyper-parameters Obtained

Hyper-parameter
Value

Initial
learning rate
0.01

Mini-batch Momentum Weight decay
size
coefficient
coefficient
113
0.9
0.0005

Table 3.3: Classification Accuracy of Different Network Designsa

Network Architecture Design
Decrease n2 in C3 from 16 to 6
Decrease n3 in C5 from 32 to 20
Decrease n2 and n3 in C3 and C5
from 16 and 32 to 6 and 20
Increase n1 and n2 in C1 and C3
from 6 and 16 to 16 and 24
Increase k1 in C1 from 7 × 7 to 9 × 9
Increase k3 and k5 in C3 and C5
from 4 × 4 and 3 × 3 to 5 × 5
Increase k2 in P2 from 2 × 2 to 4 × 4
Decrease n4 in F7 from 150 to 100
Increase n4 in F7 from 150 to 200
Change the activation functions to sigmoid
Change the activation functions to rectifier
Our design with hyper-parameters in Table 3.1
a

Accuracy
(on test set)
MCA (%) ACA (%)
88.38
88.42
88.16
88.13
85.59

86.14

87.85

88.16

87.35

87.72

87.82

87.94

88.19
87.98
88.22
80.06
86.02
88.58

88.49
88.13
88.31
80.18
86.73
89.04

Symbols used in this table are the same symbols denoted in Table 3.1.

Figure 3.7 (a) indicates that when learning rate is small, e.g., 0.001, the learning
process is so slow that the MCA of the three sets have not become stable in 100 epochs. Properly increasing the learning rate effectively improves learning efficiency and
the MCA becomes stable in 35 epochs and achieves better performance ultimately,
as shown in Figure 3.7 (b). Also, Figure 3.8, 3.9 and 3.10 demonstrate the impacts
of mini-batch size, the coefficients of momentum and weight decay, respectively.
In sum, the hyper-parameters of a CNN can significantly impact the network
training process. They have to be carefully tuned before satisfactory classification
performance is obtained. For our deep CNN system, with the hyper-parameters set
in Table 3.2, we can achieve the MCA of 88.58% on the test set of ICPR2014 dataset
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Figure 3.8: Demonstration of the impact of mini-batch size. It shows that when
mini-batch size is unnecessarily small, the learning becomes bumpy and leads to
poor performance.
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(b) Momentum coefficient = 0.9

Figure 3.9: Demonstration of the impact of momentum. It shows that using
momentum can well accelerate the learning process and improve the classification
performance.

without using data augmentation.

3.5.3

Experiments on Data Augmentation

Effectiveness of data augmentation. To access more cell images with available training samples and reduce potential overfitting of the trained CNNs, we augment the
training set by rotating each cell image for 360◦ , with the step of 36◦ , 18◦ and 9◦ , respectively. In this way, the training set is expanded by 10, 20 and 40 times, and they
are used to train the CNNs, respectively. To improve the robustness of our system,
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(b) Weight decay coefficient = 0.005

Figure 3.10: Demonstration of the impact of weight decay. It shows that a smaller weight decay coefficient seems to be a safer choice, while a larger coefficient,
e.g., 0.005, could destabilize the learning process.

we select four CNNs corresponding to the 75th, 85th, 95th and 100th epochs after
the network learning becomes stabled as in [KSH12]. A test image will go through
the same rotation process and be jointly classified by the four CNNs. As previously
mentioned, this system is called “CNN-Whole-Img”. As shown in the first row of
Table 3.4, the MCA is significantly improved (by more than 7%) from “No data
augmentation” to “Augmentation by a rotation angle step of 36◦ ”. Furthermore,
applying a smaller angle step to generate more training data pushes the MCA even
higher, reaching 96.76%. Similar results can be observed on the ACA values.
Data augmentation vs. pre-alignment. To gain more insight on the rotationbased data augmentation, we pre-align all the cell images with PCA as described
in Section 3.4.2 to train the CNNs. We call this method “CNN-Align”. Two experiments are conducted: i) only using these aligned images to train the CNNs without
performing data augmentation; and ii) as a comparison, we further rotate each aligned image by 360◦ , also with step of 36◦ , 18◦ and 9◦ , respectively. The augmented
training set is used for training. As previous, augmentation (or no augmentation)
is equally applied to test images. As shown in Table 3.4, when no augmentation is
used, CNN-Align does not achieve any improvement over CNN. This indicates that
d

This strategy is adopted as a model average. Different number of CNNs may be chosen, e.g. 3
or 5, to compromise between the computational expense and performance, which leads to similar
classification accuracy in our experiments.
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pre-alignment does not help here. In contrast, when training data are augmented by
rotation (even with the largest angle step of 36◦ ), CNN-Align improves significantly.
This result confirms our previous discussion that the rotation-based augmentation
makes the network effectively access the diverse staining patterns. This is a more important factor contributing to the performance improvement compared with tackling
the global orientation variance of cells.
The impact of cell foreground masks. To investigate whether the background of
cell images is of value for our CNN-based classification system, we train the CNN
by only using the foreground or the background of cell images, i.e., CNN-FG-Mask
and CNN-BG-Mask introduced in Section 3.4.3. The classification accuracies are
reported in Table 3.4. It can be seen that the MCA of CNN-FG-Mask is 3.5%
lower than CNN-Whole-Img when no data augmentation is used. Furthermore,
trained with the coarsest data augmentation (rotation angle step of 36◦ ), the MCA
of CNN-FG-Mask is even 8.5% lower than CNN-Whole-Img, even thought it is
only 1% worse than CNN-Whole-Img with the finest rotation of 9◦ at the expense
of more training complexity under the same network architecture. Surprisingly,
the CNN-BG-Mask achieves MCA of 67.46% and ACA of 66.54% by only using
the background information of cells. With data augmentation, its performance is
significantly improved in further. Especially, with rotation angle of 9◦ , the MCA of
CNN-BG-Mask reaches 87.25% on the test images. These results confirm that the
information outside the cell masks is not simply noise but helpful for classification
by providing the network with consistent context of different staining patterns.

CNN-BG-Mask

CNN-FG-Mask

CNN-Align

CNN-Whole-Img (our)

Method

Accuracy
No
Augmentation by
(on test set) data augmentation a rotation angle step of 36◦
MCA (%)
88.58
95.99
ACA (%)
89.04
96.51
MCA (%)
88.86
95.13
ACA (%)
88.71
95.33
MCA (%)
85.19
87.45
ACA (%)
86.07
88.71
MCA (%)
67.46
69.80
ACA (%)
66.54
68.97

Augmentation by
a rotation angle step of 18◦
96.71
97.10
96.50
96.84
95.35
96.10
85.79
85.04

Table 3.4: Classification Accuracy of Our Deep CNN on ICPR2014 Dataset
Augmentation by
a rotation angle step of 9◦
96.76
97.24
96.52
96.84
95.67
96.32
87.25
86.62
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Figure 3.11: Confusion matrix of our best CNN (9◦ rotation) (%).

In addition, the confusion matrix of the CNN trained with the rotation angle
step of 9◦ is shown in Figure 3.11. The overall classification performance is very promising. The staining patterns Nucleolar and Nuclear Membrane obtain the highest
classification accuracy (both 98.87%), which means that they are well separated
from the others. The maximum misclassification rate (4.85%) happens to Golgi
cells. They are easy to be misclassified as Nucleolar cells, because both patterns
consist of a few large dots within the cells (see misclassification examples in Figure
3.12). Also, Golgi can be confused with Nuclear Membrane. This may be because
when the large dots within Golgi cells are at the edge, they will look like the Nuclear Membrane cells having ring-like edges. In addition, the Speckled cells are easy
to be misclassified as Homogeneous cells, probably because the densely distributed
speckles are the main signatures for both patterns. Misclassification examples of
these staining patterns are shown in Figure 3.12.

3.5.4

Comparison with the BoF and Fisher Vector Models

Experimental setting. To ensure a fair comparison, the same image preprocessing in
our CNN model is equally used in both models. For each cell image, SIFT descriptors
are extracted from densely sampled patches with a stride of two pixels. For BoF
model, the visual dictionary is generated by applying the k-means clustering to the
descriptors extracted from training images. Local soft-assignment coding (LSC)
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Golgi

Nucleolar

Golgi
Nuclear
Membrane

Speckled

Homogeneous

Figure 3.12: Misclassification examples of the three highest misclassification
rates in the confusion matrix of Figure 3.11. Every two rows form a group, and
the first row shows cells that are misclassified to the cell type of the second row.

[LWL11] is employed to encode the SIFT descriptors. SPM is used to partition each
image into 1 × 1, 2 × 2 and 1 × 3 regions, and max-pooling is applied to extract
representations from each region.
A similar setting is applied to the FV model. In addition, the 128-dimensional
SIFT descriptors are decorrelated and reduced to dimensions of 64 by PCA as in
[SPMV13]. A GMM is then estimated to represent the visual dictionary. Afterwards, each PCA-reduced SIFT descriptor is encoded with the improved Fisher
encoding [PSM10], where the signed square-root and l2 -normalization are applied to
the coding vector. SPM with four regions (1 × 1 and 1 × 3) are adopted [SPMV13].
Following the literature, a multi-class linear SVM classifier is used in the BoF and
FV models. In our implementation of BoF and FV, the publicly available VLFeat
toolbox [VF10] is used.
The two primary parameters in the BoF and FV models: patch size and dictionary size (or equally, the number of components of the GMM in the FV model),
are tuned by five-fold cross-validation on the union of training and validation sets,
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with the criterion of MCA. The patch size and dictionary size in the BoF model
are finally selected as 15 × 15 and 10, 000. With the use of SPM, this results in an
80, 000-dimensional representation for each cell image. For the FV model, the patch
size is chosen as 20 × 20 and the number of GMM components is 512. This leads to
a 262, 144-dimensional representation for each image with the utilization of SPM.
Comparison results. The BoF, FV and CNN models are compared on the same
training and test sets. Also, both of the cases, i.e., with and without data augmentation, are investigated. To be fair, when data augmentation is used, the visual
dictionary in the BoF and FV models will be built with the augmented training set.
Also, to keep consistent with the setting of our deep CNN system, each test image
in this case will be equally augmented and predicted, except that the probabilities
are replaced by the decision values of the linear SVM classifier.
As shown in Table 3.5, FV is consistently better than BoF, regardless of whether
data augmentation is applied or not. This agrees well with the literature. Furthermore, both BoF and FV can well benefit from data augmentation, with an average
performance increase of about 4 percentage points. Compared with BoF and FV,
CNN system shows slightly lower performance (88.85% vs. 89.83% for BoF and
91.60% for FV), when there is no augmentation. However, CNN outperforms both
BoF and FV once data augmentation is applied. In specific, the highest MCA,
96.76%, is obtained by our CNN, while BoF and FV achieve only 94.23% and 95.73%
respectively. Similar situation can be observed from the ACA values. These results
suggest that i) when training samples are not sufficient, the high-capacity CNN is
more difficult to train than the shallower, hand-designed models such as BoF and
FV; and ii) by properly using data augmentation to generate more training data,
the CNN can be better trained and are able to achieve better performance than the
BoF and FV models.

Accuracy
Methods
(on test set)
BoF
MCA (%)
FV
CNN
BoF
ACA (%)
FV
CNN

No
Augmentation by
data augmentation a rotation angle step of 36◦
89.83
94.23
91.60
95.41
88.58
95.99
90.70
94.30
92.65
95.78
89.04
96.51

Augmentation by
a rotation angle step of 18◦
93.98
95.73
96.71
94.19
96.07
97.10

Augmentation by
a rotation angle step of 9◦
94.14
95.53
96.76
94.38
95.81
97.24

Table 3.5: Comparison of Classification Accuracy among the Methods of BoF, FV and Our Deep CNN on ICPR2014 Datatset
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Experiments on the Adaptability across Datasets

As previously mentioned, the ICPR2014 and ICPR2012 datasets are acquired with
different laboratory settings and two types of staining patterns are also different
in the two datasets. To verify the adaptability of our CNN-based system, CNNStandard and CNN-Finetuning introduced in Section 3.4.4 are trained and compared.
Following previous experimental settings, CNN-Standard is trained with the
721 training images predefined in ICPR2012 dataset. Only the green channel of
each image in this dataset is kept and the same preprocessing in Section 3.3.2 is
performed. CNN-Standard is trained by 100 epochs and then used to classify the
predefined test images.
To train CNN-Finetuning, we first select a basic CNN system learned with the
ICPR2014 dataset. It is the one obtained at the 100th epoch when the system is trained with an augmented (rotation with an angle step of 9◦ ) training set of ICPR2014.
Afterwards, this basic system is fine-tuned with the training set of ICPR2012 dataset, with or without data augmentation. All the trainable network parameters
are updated during this fine-tuning process. To demonstrate the simplicity and efficiency of fine-tuning stage, we only fine-tune this basic system by 10 epochs, which
takes significantly less time than the 100 epochs spent in training CNN-Standard.
0.85

Mean class accuracy

0.8
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0.65
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Rotation angle step of 36 degree
Rotation angle step of 18 degree
Rotation angle step of 9 degree
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Figure 3.13: The MCA of test set obtained by CNN-Finetuning at each of the
10 epochs. Data augmentation with various angle steps is investigated.
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The evolution of the MCA on test set with the 10 epochs is plotted in Figure
3.13. As shown by the line of “No rotation”, CNN-Finetuning does not work well at
the beginning. Nevertheless, it catches up quickly in a couple of epochs and reaches a
satisfying performance in 10 epochs. Furthermore, the adaption stage is significantly
shortened, by applying data augmentation to the small training set of ICPR2012
to increase training samples. These results demonstrate the high efficiency of the
adaptability of our CNN-based system, especially considering that there are two
different classes of staining patterns across these datasets. Comparison of CNNStandard and CNN-Finetuning is shown in Table 3.6. It is interesting to note that
CNN-Finetuning consistently outperforms CNN-Standard, even though it is only
fine-tuned for a few epochs.
Table 3.6: Classification Accuracy of Our CNN-based System on ICPR2012
Dataset
Accuracy
(on test set)
MCA (%)
ACA (%)

No
Augmentation by different rotation angle steps
data augmentation
36◦
18◦
9◦
CNN-Standard
63.1
72.4
72.4
73.2
CNN-Finetuning
74.5
76.3
76.2
74.9
CNN-Standard
64.3
70.2
70.0
70.1
CNN-Finetuning
72.9
74.8
74.7
73.3
Methods

Moreover, the comparison results of the adaptability among our deep CNN,
BoF and FV across ICPR2014 and ICPR2012 datasets are shown in Table 3.7.
We can see that the MCA is 61.70% on the ICPR2012 test set, achieved by CNN
trained with the non-augmented ICPR2014 training set and then fine-tuned on the
ICPR2012 training set. This is better than the FV model and inferior to BoF.
When the augmented ICPR2014 training set is used to train the three models, the
CNN achieves the best MCA of 74.47% when the rotation angle is 9◦ per step. This
performance is superior to the MCAs of 66.74% for BoF and 54.31% for FV. Neither
BoF nor FV significantly benefits from the increasing number of the augmented
training samples. Especially, the FV model is even inferior to the BoF across the
two datasets, perhaps because the GMMs corresponding to these two datasets are
not close enough.

MCA (%)
ACA (%)

MCA (%)
ACA (%)

MCA (%)
ACA (%)

Accuracy
(on test set)
MCA (%)
ACA (%)

Models obtained on ICPR2014 training set without augmentation
CNN
BoF
FV
61.70
66.21
48.70
61.04
64.58
48.09
Models obtained on the augmented ICPR2014 training set with rotation angle step of 36◦
CNN
BoF
FV
63.79
66.42
49.98
63.49
64.17
48.91
Models obtained on the augmented ICPR2014 training set with rotation angle step of 18◦
CNN
BoF
FV
65.15
66.20
52.70
66.35
64.17
50.41
Models obtained on the augmented ICPR2014 training set with rotation angle step of 9◦
CNN
BoF
FV
74.47
66.74
54.31
72.89
64.85
51.23

Table 3.7: Comparison of Adaptability among methods of Our Deep CNN, BoF and FV across ICPR2014 and ICPR2012 Datatsets.
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At last, we compare our CNN-Finetuning (rotation with an angle step of 36◦ )
with other methods reported in the literature in Table 3.8. As seen, it outperforms
the best-performing method of that contest and the CNN at the ICPR2012 contest.
For that CNN, a 100 × 100 pixels area centered at the largest connected component
of each cell is taken via the mask and then is normalized by mapping the first and
99th percentile values to 0 and 1. The architecture of that CNN consists of two
sequences of convolution, absolute value rectification and subtractive normalization,
one average pooling layer, one max pooling layer and one fully connected layere ,
which is also quite different from our architecture. The better performance of our
CNN may benefit from these differences as well as our effective data augmentation.
Also, our CNN-Finetuning is just slightly inferior to the method in [TKEF14]. That
method combines two kinds of hand-crafted features: the distribution of SIFT and
gradient-oriented co-occurrence LBP. A dissimilarity representation of an image is
created with them.
Table 3.8: Comparison with other methods on the ICPR2012 dataset

Method
2012 contest
best-performing method [FPSV13]
2012 contest CNN [FPSV13]
Nosaka et al. [NF14]
Shen et al. [SLWY14]
Faraki et al. [FHWL14]
Larsen et al. [LVL14]
Theodorakopoulos et al. [TKEF14]
Our CNN-Finetuning

Average classification accuracy (ACA)
68.7%
59.8%
68.5%
74.4%
70.2%
71.5%
75.1%
74.8%

In addition, it is worth mentioning that in the ICPR2014 contest, the three methods [LPVW14] that perform better than or comparable to our deep CNNs system
(87.10%, 83.64% and 83.33% vs. 83.23% with the MCA criterion) are all built on
two-stage framework: hand-designed feature representation and classification. The
top-ranked method utilizes multi-scale and multiple types of local descriptors; the
e
Please refer to the contest report available at http://mivia.unisa.it/hep2contest/
HEp2-Contest_Report.pdf for the detailed presentation of the contest CNN.
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second-ranked method adopts the hand-crafted rotation invariant dense scale local descriptor; and the third method combines morphological features and different
local texture features. In contrast, our CNN system generates discriminative features from raw pixels directly by utilizing class label information and jointly learns
the classifier in a single architecture without learning extra dictionaries as these
methods.

3.5.6

Computational Issues

For the CNN-based classification system, training the network is the most timeconsuming in the whole pipeline. The network loss function can become sufficiently
stabilized within 100 epochs with one forward path taking about 0.6 seconds and
backward path about 1.2 seconds with Matlab implementation on a computer with
3.60GHz Intel CPU and 64GB RAM. The computational complexity of each layer in
our CNN architecture for one forward or backward path with one input image has
been calculated and shown in Table 3.1. Without using data augmentation, it takes
about 3.85 hours and 77MB memory to train the CNN with the training images of
ICPR2014 dataset for 100 epochs. When data augmentation is used to train the
network, it takes about 1.7 days, 3.2 days and 6.4 days for rotation with angle steps
of 36◦ , 18◦ and 9◦ respectively for training 100 epochs. However, this process can
be well accelerated by utilizing GPU programming. Once the networks are trained,
a test cell image only needs to go through the networks and then is classified within
0.9 seconds in total. Also, as previously shown, an existing CNN-based system can
be efficiently transferred to a new but related task via a short training process. For
example, with the CNN trained on the ICPR2014 dataset, it only takes less than 2
minutes to fine-tune with ICPR2012 training set without data augmentation for 10
epochs.
For the BoF and FV models, building visual dictionary or the GMM is computationally intensive, especially when the number of training images is large, e.g.,
due to the use of data augmentation. For example, building a dictionary of 10, 000
visual words and the GMM of 512 components takes a couple of days in our implementation, when the training set of ICPR2014 dataset is augmented by rotation
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with an angle step of 9◦ . Also, a large dictionary in the BoF model slows down the
encoding process, e.g., around 78 seconds per image in our experiment. Although
the time for this process can be reduced in the FV model, it still takes about three
seconds per image. In addition, SPM is usually needed to attain better classification
performance. In this case, the dimensions of the resulting image representation are
much higher than that in the CNN-based system (80, 000 or 262, 144 vs. 150 only).

3.6

Conclusion

This chapter proposes an automatic HEp-2 cell staining patterns classification framework with deep convolutional neural networks. We give a detailed description on
various aspects of this framework, carefully discuss a number of key issues that could
affect its classification performance, and report several interesting findings obtained
from our investigation. Extensive experimental study on two benchmark datasets
demonstrates 1) the advantages of our framework over the well-established image
classification models on cell image classification; 2) the importance and effectiveness
of data augmentation, especially when training images are not sufficient; 3) the desirable adaptability of our CNN-based system across different datasets, which makes
our system attractive for practical tasks.

Chapter 4
Infomax Principle Based Pooling of
Deep Convolutional Activations for
Image Retrieval
The effectiveness of the learned deep CNN features in recognizing a special kind of
object level cell images has been demonstrated in the last chapter, while the outstanding performance of deep CNN features in classifying generic images is well known
in the literature. Also, the pre-trained deep CNN on large-scale image classification
tasks is increasingly employed as feature representations for different visual recognition tasks in the literature. It is natural and worth exploring the effectiveness of
deep feature representations for object-based image retrieval, which is more closely
related to image classification compared to other visual recognition tasks.
To obtain effective global image representations with deep CNN features, the
feature pooling is an essential step to aggregate deep features into a global feature
vector for retrieval, with the simple sum-pooling showing superior performance.
However, the understanding to the effectiveness of sum-pooling over deep features
remains unclear, which is necessary to develop better pooling approaches. The
understanding of the properties of deep features gained in the last chapter has paved
the way for this. This chapter presents a probabilistic interpretation to sum-pooling
over convolutional activations. Based on that, the Infomax principle based pooling
methods of deep convolutional activations are proposed.

4.1

Motivation

Content-based image retrieval has recently made much progress thanks to the advent
of deep convolutional neural networks (CNNs) [LBBH98]. The neural activations
62

CHAPTER 4. INFOMAX PRINCIPLE BASED POOLING

63

obtained through pre-trained deep CNNs [KSH12] have become the state-of-the-art
visual representation of image retrieval.
Since the seminal work [KSH12] demonstrates the effectiveness of neural activations of fully connected (FC) layers in image retrieval, several
works [RASC14], [BSCL14], [GWGL14] have further explored how to utilize the activations of FC layers to attain good representations for image retrieval. Recently, the
neural activations at convolutional layers have attracted increasing research attention because of a number of appealing properties. For example, they preserve more
local appearance characteristics of objects than the activations at FC layers. Also,
they can be effectively extracted for an image of any size. By applying max-pooling
to convolutional activations, [RSMC15] achieves better retrieval performance than
their previous work with FC layer activations [RASC14]. In [YHNYD15], the local
convolutional activations across different feature maps are used to replace SIFT descriptors in the VLAD [JDSP10] pipeline. Interestingly, as reported in [BL15], upon
these convolutional activations, the sum-pooling based aggregation can achieve promising performance for retrieval, which is even better than encoding-based aggregation, e.g., Fisher Vector [PLSP10], as well as the max-pooling based one. Moreover,
applying sum-pooling to the weighted convolutional activations can also be seen in
more recent work [KMO16].
It is known that pooling aims to aggregate local visual information into a global representation. Sum- and max-pooling are the most common schemes. The
mechanism of max-pooling in Bag-of-Features (BoFs) model is analyzed in several
works [BPL10], [LWL11]. A probabilistic interpretation of max-pooling is presented
in [LWL11], where max-pooling is revealed as the lower bound of the probability
of presence of a visual word in an image. In addition, generalized max-pooling is
proposed in [MP14] to encourage the similarity between the descriptor of each patch
and the pooled one.
Although the simple sum-pooling on deep convolutional activations has been
increasingly employed for image retrieval, why it can achieve attractive performance
has largely remained unclear. Having a good understanding on its effectiveness could
help to develop better aggregation schemes and therefore improve retrieval perfor-
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mance. Motivated by this, this chapter tries to answer the following two questions:
1) why can sum-pooling be an effective aggregation scheme for deep convolutional
activations? 2) is there any better linear pooling method than sum-pooling for image
retrieval? We seek to answer the questions from two perspectives. One is qualitative
analysis based on probabilistic interpretation, and the other is quantitative analysis
through the Infomax principle in neural network systems. In the qualitative analysis, we show that, by interpreting a convolutional activation as the probability that
a visual pattern is observed at a specific location within an image, a sum-pooling
of these activations can be proven as an upper bound of the probability that a visual pattern is observed from anywhere within the whole image. This provides a
qualitative explanation for the effectiveness of sum-pooling in the context of deep
convolutional activations. To further answer the optimality of sum-pooling, the
quantitative analysis views the aggregation of convolutional activations as a linear
dimension reduction problem. We show that sum-pooling aligns well with the leading eigenvector of principal component analysis (PCA) applied to the activations of
a feature map. Such PCA-based pooling leads to comparable (if not better) retrieval
performance than sum-pooling, thanks to its optimality in the sense of maximally
preserving information. Inspired by the above analysis, considering the 2D matrix
structure of a feature map, we further propose to employ the two-directional 2DPCA
to perform the linear pooling. This produces an even better pooling scheme for the
activations of convolutional layers, as shown by the experimental study on multiple
benchmark datasets on image retrieval.

4.2

Background Overview

With the pre-trained deep CNNs, e.g., AlexNet [KSH12], VGG16 or VGG19 [SZ15],
and GoogLeNet [SLJ+ 15], an image I is represented by k feature maps in a convolutional layer, after passing through the network. Each value at a feature map is
a local activation. The goal of pooling-based aggregation is to integrate the activations in the set of feature maps into a k-dimensional feature vector, denoted as
y ∈ Rk . In particular, sum-pooling simply calculates the sum of activations within
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each feature map, and these sums constitute the vector y.
With sum-pooling, an effective process of aggregating raw convolutional activations for image retrieval consists of five steps [RSMC15], [JPD+ 12]: 1) perform
sum-pooling over each of the k feature maps to obtain a global feature vector y; 2)
conduct `2 -normalization to y to make kyk=1; 3) perform PCA whitening transform,
with or without dimensionality reduction; 4) the obtained principal components are
`2 -normalized again; 5) the cosine angle between the processed yi and yj is used to
evaluate the similarity of two images Ii and Ij . To be consistent with the literature,
our work follows this process. In particular, it focuses on the pooling operation in
Step 1.

4.3

Proposed Qualitative Analysis via Probabilistic Interpretation

Inspired by the work in [LWL11], which provides a probabilistic explanation on the
effectiveness of max-pooling in the BoFs model using local invariant features SIFT,
we generalize that explanation to interpret the sum-pooling in the context of deep
convolutional activations.
For a given convolutional layer, it is composed of k feature maps, denoted
as {X1 , X2 , · · · , Xk }, with each having size of w × h. They are generated by
k filter banks, denoted as {W1 , W2 , · · · , Wk }, applied to l input feature maps
with each having size of w0 × h0 , denoted as {Z1 , Z2 , · · · , Zw0 ×h0 }, where each
Zi = {z1i , z2i , · · · , zli }(i = 1, · · · , w0 × h0 ) denotes the l units across all the input maps at the ith position of the inputs. Each filter bank consists of l filters, for
example, the jth filter bank Wj = {w1j , w2j , · · · , wlj }, and is regarded as representing one specific kind of visual pattern leading to one output feature map Xj
in this layer. Specifically, a local activation in the ith position of jth feature map
Pl

Xj , denoted as xij , is obtained with xij = σ(

n=1

wnj ∗ zni + bj ). That is, each

filter wnj within the jth filter bank first convolves with each corresponding input
units zni of the ith local region. The results are then summed and an offset bj is
added, with a nonlinear activation function σ(·) (e.g., rectified linear units (ReLU))
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applied. Figure 4.1 illustrates the relationship between filter banks, input maps and
the resulting feature maps.
Input
feature maps Z

Output
feature maps X

Filter banks W
WK
wlk
w2k
w1k

Z1 = {z11,z21,z31,…,zl1}
zl1 zll22 zl3
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σ

zlw'

X1k X2k
z31 z3322 z33
z21 z2222 z23
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z3w'
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Xwk

Xik

X13 X23

wl3

X3

Xw3

Xi3

X12 X22

z2w'
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w
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w21
w11

Convolution

Figure 4.1: Illustration of the relationship between filter banks W, input maps
Z and output feature maps X.

The summed convolution of each filter bank with every local region of the inputs can be interpreted as detecting whether one specific kind of visual pattern is
present or not. The resulting local activations of a feature map can thus be interpreted as the probability that the visual pattern is present at a local region of
input. Let p(Wj |I) denote the probability that visual pattern Wj is present in the
image I and p(Wj |Zi ) be the probability that Wj is present at the local region Zi .
Treating {W1 , W2 , · · · , Wk } as the set of all visual patterns to detect, and enforcing

Pk

j=1

p(Wj |Zi ) = 1, we can express p(Wj |Zi ) via the commonly used softmax

regression as


p(Wj |Zi ) = Pk



Pl

exp βσ(


n=1

Pl

j=1 exp βσ(

wnj ∗ zni + bj )



n=1 wnj ∗ zni + bj )

(4.1)

where β is a scaling factor.
Following [LWL11] to assume that the input feature map can be spatially
partitioned into a set of non-overlapping (and statistically independent) regions
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S1 , S2 , · · · , Sm , we can obtain the expression
p(Wj |I) = 1 −

m
Y

(1 − p(Wj |Z ∈ Si ))

(4.2)

i=1

This expression means that the probability of presence of Wj in image I equals
to one minus the product of the probability that Wj does not appear at any local
region Si . Also, we can prove the following Theorem 1.
Theorem 1.
1−

m
Y

(1 − p(Wj |Z ∈ Si )) ≤

i=1

m
X

p(Wj |Z ∈ Si )

(4.3)

i=1

This theorem shows that the probability p(Wj |I) that we are interested in is upperbounded by

Pm

i=1

p(Wj |Z ∈ Si ). In particular, the commonly used sum-pooling

just corresponds to a special case when every local region of the input is assumed to
be statistically independent to each other, which makes each Si shrunk to Zi . Also,
it is not difficult to prove that max-pooling corresponds to a lower bound with the
way in [LWL11]. Therefore, for this special case, the following relationship can be
summarized for a feature map of size w × h.
max p(Wj |Zi ) ≤ p(Wj |I) ≤

i=1,...,w×h

sum p(Wj |Zi )

i=1,...,w×h

(4.4)

This result indicates that both max-pooling and sum-pooling of the convolutional
activations within a feature map can be related to the probability p(Wj |I) and
that they are essentially two different means to estimate this probability. Note
that being able to estimate this probability is important in the sense of recognition,
because it summarize the presence or absence of a specific visual pattern in an image.
This lower- and upper-bound relationship will be numerically demonstrated in the
experimental part via benchmark image retrieval data sets.
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Proposed Quantitative Analysis via Infomax
Principle

The above analysis provides a probabilistic interpretation to sum-pooling on the deep
convolutional activations. Nevertheless, it has not clearly answered the optimality
of sum-pooling and whether there is any better linear pooling method. These will
be addressed in this section.
For image retrieval, the process of pooling over the local neural activations of
a feature map is unsupervised. There is an established principle in the domain
of neural networks, known as Infomax principle or maximal mutual information
principle. It is defined as “The transformation of a random vector X observed in
the input layer of a neural system to a random vector y produced in the output layer
of the system should be chosen that the activities of the neurons in the output layer
jointly maximize information about the activities in the input layer. The objective
function to be maximized is the mutual information I(X, y) between the vectors
X and y” [HHHH09]. This principle can be applied to measure the optimality of
the pooling process of convolutional activations, which requires that the mutual
information between the input feature map Xi and output of the pooling step yi ,
denoted by I(Xi , yi ), be maximized.
A linear pooling can be defined as yi = hXi , TiF , where T denotes the weight
template and h·, ·iF denotes the inner product of two matrices. Sum-pooling can be
viewed as a special case of linear pooling with uniform weights. The typical models
assumed for vectorized Xi , denoted as vec(Xi ), and yi are Gaussian distributions,
which are adopted in this paper. With this, it is not difficult to show (see Sec.10.8
in [HHHH09]) that maximizing I(Xi , yi ) equals to a PCA applying to vec(Xi ) to
reduce it to one-dimensional variable yi . Hence, we can immediately know that the
optimal vec(T? ) in this case is just the leading eigenvector (associated with the largest
eigenvalue) of the covariance matrix of vec(Xi ). With this result, we can answer
the previously mentioned two questions by performing two tasks: 1) evaluate the
similarity between the uniform-weight T used by sum-pooling and the optimal T?
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obtained with PCA. A high similarity will justify the effectiveness of sum-pooling
in this case; 2) apply this PCA-pooling to feature maps to investigate whether it
can produce better retrieval performance than sum-pooling. The first task will be
conducted in the experimental part. The second task is elaborated in the following
sections.

4.4.1

PCA-based pooling of feature maps

When implementing this idea, we compute a single pooling template T uniformly
shared by all the feature maps, instead of computing a different T for each feature
map separately, because it is found that the latter does not lead to better, but
sometimes even worse, retrieval performance than the former. The explanation is
that the dimensions of vec(Xi ) can generally be as high as thousands, which requires
a sufficiently large number of images to reliably estimate its covariance matrix used
by PCA. By computing a single T for all the feature maps, we will have k times
more samples to use, where k is the number of feature maps, i.e., 512 in VGG16.
In specific, given a database of n images, each image is passed through a pretrained CNN to obtain a set of k feature maps. Each feature map X is then reshaped
to a (w ×h)-dimensional vector, vec(X), and nk vectors are obtained in total. These
vectors are used as samples to estimate the covariance matrix, and the leading
eigenvector is used as the optimal vec(T? ). For each image, uniformly applying
T? to each feature map to calculate the pooling result as yi = hXi , T? iF , and a
k-dimensional global feature descriptor y is then obtained. After that, the steps 2
to 5 presented in Section 4.2 are followed to perform image retrieval.

4.4.2

Two-directional 2DPCA-based pooling

A feature map is a matrix of size w×h by nature and captures the spatial information
of objects in an image. Rigidly reshaping it to a long vector destroys the spatial
relationship among the local neural activations within a feature map. To avoid this,
we further propose to employ the idea of two-directional 2DPCA ((2D)2 PCA) in
face recognition [ZZ05] to develop a ((2D)2 PCA)-based pooling scheme.
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Instead of reshaping X to a (w × h)-dimensional vector, two projection vectors
u (u ∈ Rw ) and v (v ∈ Rh ) are sought to project X to a scalar y = u> Xv, which
equals to y = hX, uv> iF when written in the form of the above PCA-based pooling.
Recall that a database of n images is given. Let Xij denote the jth feature map of
the ith image, where i = 1, · · · , n and j = 1, · · · , k. The average of all the feature
maps can be calculated as X̄ =

1
nk

Pn

i=1

Pk

j=1

Xij .

A covariance matrix estimated with the row vectors of all the feature maps is
denoted by Gr (Gr ∈ Rh×h ), and it can be expressed as
Gr =

n X
k
1 X
(Xij − X̄)> (Xij − X̄)
nk i=1 j=1

(4.5)

The optimal v? is the leading eigenvector (corresponding to the largest eigenvalue)
of Gr . In a similar way, a covariance matrix estimated with the column vectors of
all the feature maps, Gc (Gc ∈ Rw×w ), can be expressed as
Gc =

k
n X
1 X
(Xij − X̄)(Xij − X̄)>
nk i=1 j=1

(4.6)

The optimal u? is the leading eigenvector of Gc . The details for deriving v? and
u? can be found in [ZZ05]. Through this two-directional 2DPCA-based pooling, the
global feature descriptor of the ith image is obtained as


yi = hXi1 , uv> iF , hXi2 , uv> iF , · · · , hXik , uv> iF

>

(4.7)

Recall that the size of covariance matrix in the PCA-based pooling in
Section 4.4.1 is wh × wh. In contrast, the two covariance matrices Gr and Gc
are significantly smaller by w2 and h2 times, respectively. This considerably reduces
the computation requirement and allows to handle large-sized feature maps. In addition, it is worth noting that sum-pooling is a data-independent method, while the
proposed two PCA-based pooling schemes are data-dependent. This difference can
be clearly seen in the experiment visualizing the weights of the template T? in the
proposed PCA-based pooling. For image retrieval tasks, it is worth exploiting the
large number of images available to ensure the maximum information to be preserved
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through the pooling operation, in order to achieve better retrieval performance.

4.5

Experimental Results

The experiments aim to 1) demonstrate the relationship of sum-pooling (and maxpooling) of deep convolutional activations with the probability of a visual pattern
appearing in an image; 2) verify the similarity between sum-pooling and the leading
eigenvector of PCA; 3) evaluate the proposed (2D)2 PCA-based pooling scheme for
image retrieval.

4.5.1

Experimental settings

Datasets. Six benchmark datasets are used. INRIA Holidays [JDS08] contains
1491 holiday photos of 500 categories of scenes or objects. One image from each
category is used as a query. Oxford5K [PCI+ 07] and Paris6K [PCI+ 08] consist of 5062 and 6412 building images respectively. Both datasets have 55 queries. UKBench [NS06] consists of 10200 photographs of 2550 indoor objects, with
each having four photos. Every image is used as a query. We further add Flicker100K [PCI+ 07] images to Oxford5K and Paris6K datasets as distractor images to
construct Oxford105K and Paris106K datasets, respectively. The mean average
precision (mAP) is used to measure retrieval performance on all the datasets, except for UKBench, which is traditionally measured by the average number of true
positive images in the top-4 results.
Experimental setup. For deep convolutional networks, we use the publicly
available pre-trained model VGG16 [SZ15]. We extract activations from the second
sub-convolutional layer of the last convolutional layer, denoted as conv5-2, because
of its superior retrieval performance shown in the literature [KMO16], [YHNYD15].
The largest square centred at the centre of an image is cropped for each image. When
the bounding-box of a query object is available (say, in the datasets of Oxford5K,
Paris6K, Oxford105K and Paris106K), the smallest square containing the box is
cropped as the query [RSMC15]. All the square patches are resized to 576 × 576
before fed into the network. In total, 512 feature maps are obtained at the conv5-
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2 layer, each of which has the size of 36 × 36. The activations of each feature
map is aggregated to a scalar with a specific pooling method, leading to a 512D
representation for each image. This representation is further processed for image
retrieval by the procedure presented in Section 4.2.

4.5.2

Visualization of the probabilistic interpretation of
sum-pooling

To illustrate the sum-pooling and max-pooling as the upper- and lower-bound of
the probability p(Wj |I) (see Eq.(4.4)), the convolutional activations of a randomly
selected image in Oxford5K dataset are extracted. Each local activation xij of a
feature map is transformed to the probability p(Wj |Zi ) according to Eq.(4.1), with
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Figure 4.2: Demonstration of the relationship among sumi p(Wj |Zi ), p(Wj |I)
and maxi p(Wj |Zi ) in Eq.(4.4).

Figure 4.2 demonstrates the upper- and lower-bound relationship of Eq.(4.4).
For better illustration, the results of sum-pooling (or max-pooling) of the 512 feature
maps are sorted and plotted. As seen from Figure 4.2(a), sum-pooling as the upperbound indeed holds for deep convolutional activations, and it is tight for the first
about 250 values of p(Wj |Zi ). This shows that for almost half of these feature
maps, sum-pooling produces a reasonably good estimate for the probability. The
max-pooling as the lower-bound is also verified in Figure 4.2(b).
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Relationship of sum-pooling and PCA-based pooling

As analysed in Section 4.4, both sum-pooling and PCA-based pooling applied to
a feature map essentially perform linear dimension reduction. The former uses a
template T of uniform weights, while the latter uses a template T? corresponding
to the leading eigenvector of the covariance matrix of the activations. We visualize
T? obtained by applying PCA-based pooling to Holidays, Oxford5K and Paris6K
datasets in Figure 4.3(a), 4.3(b), 4.3(c) respectively and reshaping the leading eigenvector back to the size of original feature map. The cosine similarity between the
uniform weights T used by sum-pooling and the T? learned with PCA on the three
datasets are evaluated as high as 0.99, 0.96 and 0.98, respectively. This indicates
that PCA-based pooling templates learned on the three datasets have consistently
high similarity to the one used by sum-pooling. At the same time, as seen from Figure 4.3, unlike sum-pooling, the templates obtained with PCA assign larger weights
to the activations close to the center part of the feature map. This implies that the
activations around the center are generally more important in representing the convolutional activations. This result agrees well with the fact that the objects and
landmarks in the images of these datasets are usually present at the central part
and therefore this part varies most. This pattern has been captured by the PCA.
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Figure 4.3: Visualization of weight templates obtained by PCA-based pooling
on Holidays, Oxford5K and Paris6K datasets.

4.5.4

Comparison with sum-pooling and max-pooling

We compare four pooling methods: max-pooling, sum-pooling, and the proposed
PCA and (2D)2 PCA pooling, denoted as PCA-P and (2D)2 PCA-P respectively.
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The results are reported in Table 4.1. The 512D global image representation obtained after pooling is reduced to different lower dimensions to have a comprehensive
evaluation. As can be seen, max-pooling performs inferior to sum-pooling for all
dimensions and datasets, which agrees with recent works [BL15], [KMO16]. The
proposed PCA-P achieves better performance than sum-pooling on Oxford5K, Paris6K, Paris106K and UKB datasets at all dimensions, while its performance is slightly worse on Holidays and Oxford5K overall. The proposed (2D)2 PCA-P method
further outperforms PCA-P and consistently achieves the best performance (marked by “?”) over all the six datasets. This suggests that considering the 2D matrix
structure of a feature map is indeed helpful for obtaining better global representation
for image retrieval. Figure 4.4 and Figure 4.5 compares the top-10 retrieval results
of 256D aggregated global image representations obtained with max-pooling, sumpooling and our (2D)2 PCA-pooling on Oxford5K dataset. For each query in the left
most column, the retrieval results of max-pooling, sum-pooling and the proposed
(2D)2 PCA-pooling are images in the first, second and third rows in the same group,
respectively. As seen, the retrieval results of max-pooling are worse than those of
sum-pooling, and the proposed (2D)2 PCA-pooling provides the best top-10 results
among the three methods. Figure 4.4 and Figure 4.5 compares the top-10 retrieval
results of 256D aggregated global image representations obtained with max-pooling,
sum-pooling and our (2D)2 PCA-pooling on Oxford5K dataset. For each query in the
left most column, the retrieval results of max-pooling, sum-pooling and the proposed
(2D)2 PCA-pooling are images in the first, second and third rows in the same group,
respectively. As seen, the retrieval results of max-pooling are worse than those of
sum-pooling, and the proposed (2D)2 PCA-pooling provides the best top-10 results
among the three methods. Figures 4.6 and 4.7 presents some retrieval examples on
Holidays dataset with 512D aggregated global image representations obtained with
our (2D)2 PCA-pooling method. The images at the left most column of each subfigure are query images and the following ones are retrieval results. The green box
outside of an image indicates true positives and red box indicates false positives.
The irrelevant images are not indicated by any boxes when all true positives have
been found. Figures 4.6 and 4.7 demonstrate that the global image representations
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produced by our (2D)2 PCA-based pooling are robust to scale, viewpoint, cropping
and rotation, respectively.
Table 4.1: Comparison of different pooling methods. PCA-P and (2D)2 PCA-P
are the proposed methods. The symbol “?” marks the best performance achieved
for a dataset.
Method

Dim

Max-pooling
Sum-pooling
PCA-P
(2D)2 PCA-P
Max-pooling
Sum-pooling
PCA-P
(2D)2 PCA-P
Max-pooling
Sum-pooling
PCA-P
(2D)2 PCA-P
Max-pooling
Sum-pooling
PCA-P
(2D)2 PCA-P
Max-pooling
Sum-pooling
PCA-P
(2D)2 PCA-P
Max-pooling
Sum-pooling
PCA-P
(2D)2 PCA-P

512
512
512
512
256
256
256
256
128
128
128
128
64
64
64
64
32
32
32
32
16
16
16
16

Holidays Oxford5K Paris6K
63.8
80.9
80.6
81.3
71.7
84.0
83.8
84.5?
71.8
82.7
82.7
83.2
68.1
78.7
78.9
78.2
60.9
73.1
72.3
71.8
50.2
64.4
64.3
64.0

46.4
60.6
62.5
62.7
52.4
64.0
65.3
65.5
52.9
64.4
65.5
65.7?
49.4
61.2
61.3
62.1
43.3
54.1
56.1
57.0
40.7
39.5
40.9
42.4

31.2
46.8
49.6
50.0
40.0
56.5
58.4
59.2
49.7
62.8
63.7
65.7
56.4
63.7
65.9
67.6
57.6
64.0
64.8
67.8?
54.8
52.6
55.2
59.4

Oxford105K

Paris106K

UKB

56.7
65.9
65.8
66.2?
54.0
64.2
65.0
64.8
49.1
58.6
58.4
58.1
39.1
50.0
50.6
51.5
30.6
41.9
41.8
43.3
20.8
26.6
27.8
30.1

51.8
65.4
65.9
67.4?
52.0
64.0
65.3
66.7
47.6
60.3
61.1
63.3
40.8
48.9
52.3
53.5
32.4
40.3
43.9
45.7
23.2
26.6
29.0
32.5

3.54
3.69
3.71
3.73?
3.53
3.65
3.67
3.70
3.45
3.57
3.61
3.63
3.28
3.45
3.49
3.52
3.05
3.30
3.35
3.36
2.61
2.91
2.99
3.01

Following the literature [BL15], we also compare the global representations
obtained by sum-pooling and (2D)2 PCA-pooling in the case of cross-dataset whitening, that is, the covariance matrix used for whitening is taken from another dataset
instead of the original dataset. As shown in Table 4.2, when the whitening parameters for Oxford5K and Paris6K datasets are taken from Oxford105K and Paris106K,
the retrieval performance on them improves greatly. (2D)2 PCA still performs overall better than sum-pooling and again achieves the best performance (marked by
“?”). This result indicates that the proposed (2D)2 PCA-based pooling also works
well with the setting of cross-dataset whitening.
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max-pooling

sum-pooling

(2D) 2 PCA-pooling

max-pooling

sum-pooling

(2D) 2 PCA-pooling

Figure 4.4: Top-10 retrieval examples comparing max-pooling, sum-pooling
with our (2D)2 PCA-pooling method on Oxford5K dataset with 256D aggregated
global image representations. For each query in the left most column, the first,
second and third rows in the same group are retrieval results of max-pooling,
sum-pooling and our (2D)2 PCA-pooling, respectively. The red box outside of an
image indicates false positives and all the images without boxes are true positives.
As seen, the retrieval results obtained with max-pooling are worse than those
obtained with sum-pooling, and the proposed (2D)2 PCA-pooling provides the
best top-10 results among the three methods.
Table 4.2: Performance of cross-dataset whitening parameters learning provided
by sum-pooling and proposed (2D)2 PCA-P.
Method
Sum-pooling
(2D)2 PCA-P
Sum-pooling
(2D)2 PCA-P
Sum-pooling
(2D)2 PCA-P

Dataset
Param.
from
512
512
256
256
128
128

Oxford5K

Paris6K

Oxford5K

Oxford105K

Paris6K

Paris106K

60.6
62.7
64.0
65.5
64.4
65.7?

69.9
70.4?
67.7
68.6
62.4
62.1

46.8
50.0
56.5
59.2
62.8
65.7?

74.3
75.7?
72.5
74.7
68.6
71.1
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max-pooling

sum-pooling

(2D) 2 PCA-pooling

max-pooling

sum-pooling

(2D) 2 PCA-pooling

Figure 4.5: Top-10 retrieval examples comparing max-pooling, sum-pooling
with our (2D)2 PCA-pooling method on Oxford5K dataset with 256D aggregated
global image representations. For each query in the left most column, the first,
second and third rows in the same group are retrieval results of max-pooling,
sum-pooling and our (2D)2 PCA-pooling, respectively. The red box outside of an
image indicates false positives and all the images without boxes are true positives.
As seen, the retrieval results obtained with max-pooling are worse than those
obtained with sum-pooling, and the proposed (2D)2 PCA-pooling provides the
best top-10 results among the three methods.
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(a) Scale

(b) Viewpoint

Figure 4.6: Retrieval examples of Holidays dataset with 512D aggregated global
image representations obtained with our (2D)2 PCA-pooling method. The images
at the left most column of each sub-figure are query images and the following ones
are retrieval results. The green box outside of an image indicates true positives
and red box indicates false positives. The irrelevant images are not indicated
by any boxes when all true positives have been found. (a) and (b) demonstrate
that the aggregated global image representations with our (2D)2 PCA-pooling are
robust to scale and viewpoint, respectively.
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(a) Cropping

(b) Rotation

Figure 4.7: Retrieval examples of Holidays dataset with 512D aggregated global
image representations obtained with our (2D)2 PCA-pooling method. The images
at the left most column of each sub-figure are query images and the following ones
are retrieval results. The green box outside of an image indicates true positives
and red box indicates false positives. The irrelevant images are not indicated
by any boxes when all true positives have been found. (c) and (d) demonstrate
that the aggregated global image representations with our (2D)2 PCA-pooling are
robust to cropping and rotation, respectively.
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Comparison with state-of-the-art methods

We compare the proposed PCA-based and (2D)2 PCA-based pooling with state-ofthe-art methods [BSCL14], [BL15], [KMO16], [RSMC15], that use a global image
representation obtained from deep neural activations. Note that our methods do not
use any additional processing steps, like centering prior or manually rectification
used in [BL15]. The comparisons at two dimensions are reported in Table 4.3,
where the results of CroW [KMO16] are reproduced while the others are from the
original papers. In the (2D)2 PCA-P-CW (CW for cross-dataset whitening), the
whitening parameters for Oxford5K and Paris106K are taken from Oxford105K, and
parameters for Paris6K and Oxford105K are taken from Paris106K. The results show
that (2D)2 PCA or (2D)2 PCA-P-CW outperforms other methods on five datasets,
except Oxford105K on which CroW [KMO16] performs best. This result again
confirms the superiority of the proposed (2D)2 PCA-based pooling for image retrieval.

Table 4.3: Comparison with state-of-the-art methods. The symbol “?” marks
the best performance achieved for a dataset.
Method

Dim

Holidays

Oxford5K

Paris6K

Oxford105K

Paris106K

UKB

Neural Codes [BSCL14]
CroW [KMO16]
PCA-P
(2D)2 PCA-P
(2D)2 PCA-P-CW
Neural Codes [BSCL14]
SPoC [BL15]
CroW [KMO16]
Razavian et al. [RSMC15]
PCA-P
(2D)2 PCA-P
(2D)2 PCA-P-CW

512
512
512
512
512
256
256
256
256
256
256
256

74.9
79.8
80.6
81.3
83.9
74.9
80.2
83.0
71.6
83.8
84.5?
84.0

43.5
61.2
62.5
62.7
70.4?
43.5
58.9
65.3
53.3
65.3
65.5
68.6

–
46.0
49.6
50.0
75.7?
–
–
56.9
67.0
58.4
59.2
74.7

39.2
67.4?
65.8
66.2
66.9
39.2
57.8
66.5
48.9
65.0
64.8
63.6

–
65.4
65.9
67.4
70.5?
–
–
64.8
–
65.3
66.7
66.7

3.43
3.73?
3.71
3.73?
–
3.42
3.65
3.70
3.37
3.67
3.70
–

4.6

Conclusion

This chapter conducts analysis of the effectiveness of sum-pooling of deep convolutional activations from the perspective of probability interpretation and Infomax principle. The upper-bound relationship reveals the connection between sum-pooling
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and the probability of the presence of a visual pattern in an image. On top of this, a
quantitative justification is obtained from the high similarity between sum-pooling
template and the optimal pooling template produced by PCA. Furthermore, a twodimensional 2DPCA is proposed as a new pooling method to aggregate the neural
activations of a feature map. The analysis conducted in this work and the advantage
of the new pooling method are well demonstrated by the experiments on multiple
benchmark datasets.

Chapter 5
Pseudo-label Approach to Crossregion Matching based Image Retrieval
The cross-region matching (CRM) method with deep activations performs superior
to the global image representations based object retrieval, because CRM is more
robust to object variations. The insights to CRM are worth exploring to further
improve it for image retrieval. In light of this, this chapter provides a rigorous probabilistic interpretation to CRM. The fundamental issue hindering its performance
is revealed, which is related to modeling the distribution of the visual concept class
associated with a region. The corresponding solution, i.e., pseudo-label based approach, via utilizing the distribution of the visual concept class associated with
an image region in the deep feature space composed by the image regions in the
database is proposed.

5.1

Introduction

Content-based image retrieval (CBIR) aims to search for images of the same object or scene within a large database with respect to a given query. Various variations exhibited by the objects, e.g., appearance, translation, scale, viewpoint
and illumination, make this task challenging. Feature representation and similarity measurement that can effectively handle these variations are two crucial components in image retrieval, and they have been extensively studied over the last
decade [DJLW08], [ZYT17]. Typically, the majority of existing works adopt local
invariant descriptors based models, like Bag-of-features (BoF) [SZ03] model built
upon SIFT [Low04]. Some of these works improve the precision of approximate
82
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local descriptor matching by incorporating geometric constraint [JDS08] or using
large visual codebook [NS06], [PCI+ 07]. Other works [PLSP10], [JC12] aggregate
the local descriptors of image patches with improved encoding methods, like Fisher
Vector [PD07] and VLAD [JPD+ 12], to obtain compact global image representations. To boost retrieval performance, many works utilize gallery images to construct
a better model depicting the query object for online post-processing of the initial
retrieval result, like query expansion [CPS+ 07]. Mature retrieval systems have been
built with these methods and efficient inverted file for large-scale search [ZYT17].
With the development of deep convolutional neural networks (CNNs) [KSH12]
in recent years, deep convolutional features have been increasingly used for image
retrieval [BSCL14, RASC14], thanks to their unprecedented representation capability. Compared with the conventional image features, they can better preserve local
appearance characteristics of objects and encode higher-level semantics. Meanwhile,
the rich appearance and spatial information retained by these convolutional features
make them sensitive to the geometric transformations of objects [GWGL14]. The
recent literature has attempted to address this issue by designing better feature
pooling and aggregation schemes [BL15, KMO16, GWGL14, TSJ16], and to obtain
a compact global deep feature representation for each image for retrieval. Although
promising results have been obtained, the overall performance of deep features based
image retrieval still cannot match that of conventional local invariant feature based
methods [GARL16].
A notable exception is the cross-region matching (CRM) method using deep convolutional features [RSMC15, RSCM14], which demonstrates superior performance
on image retrieval. CRM samples a set of regions from each image at different locations and scales. When evaluating the distance between a query and a gallery
image, it finds the best match (i.e., the shortest distance) for every region of the
query from the regions of a gallery image, and then accumulates these shortest distances as the final distance. Although incurring more computations, CRM is more
robust to object variances, such as translation, scaling and rotation, than methods
based on global deep image representations. It is therefore an attractive option for
handling difficult retrieval tasks or acting as a reranking method.
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To better understand CRM-based image retrieval and improve it in further, this
chapter firstly scrutinizes CRM [RSCM14] with the probability ranking principle in
information retrieval [MRS08]. The quest of a probabilistic interpretation allows us
to gain more insight on the assumptions implicitly taken in CRM. More importantly,
this interpretation helps to identify the shortcomings of CRM with respect to the
optimality in a probabilistic sense. Precisely, our interpretation shows that when
comparing a region of a query image with that of a gallery image, CRM ignores
modeling the distribution of the visual concept class associated with the latter,
which is required to compute the likelihood of the presence of the query region in
the class of regions relevant to the compared one. Instead, it simply approximates
this likelihood via the distance between the two individual regions. Taking such
an approximation is understandable when considering that the distribution of the
visual concept class associated with an image region is hard to obtain under the
unsupervised nature of image retrieval. Nevertheless, this simple approximation
hurts the accuracy of similarity comparison.
Nevertheless, the advent of deep feature representations provides an opportunity
to resolve the issue in CRM [RSMC15] identified above. It has been widely agreed
that the features from pre-trained deep neural networks have significantly higher
representation capability than either the low-level global color or texture features
in the early years or the more recent local invariant features[ZYT17]. As a result,
two image regions that share the similar visual concept will become more likely to
stay close when represented with these deep features. This inspires us to explore
the idea of modeling the distribution of the visual concept class associated with an
image region by treating the local cluster centered at this image region as a pseudolabeled class. The local cluster is obtained with the neighborhood graph constructed
with the deep features of the regions in gallery images. The image regions in this
cluster are then deployed to estimate the likelihood in CRM-based image retrieval to
address the identified issue. We conduct analysis to make this a solid investigation
and provide a coherent probabilistic framework. Based on this framework, both
non-parametric and parametric methods are developed to model this distribution
with the pseudo-labeled class.
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CRM-based Image Retrieval

In the framework of CRM-based image retrieval [RSMC15, RSCM14]a , for a given
image, multiple sub-patches from the whole image and an increasingly finer scales
are extracted, as illustrated in Figure 5.1, in order to handle the variations of objects.
Let L be the total number of scales, and W and H be the image width and height.
For each scale l ∈ {1, 2, ..., L}, l2 overlapping regions are cropped with width of
Wl =

2W
l+1

and height of Hl =

2H
.
l+1

Two extra regions are the whole image rotated

by ±90◦ to handle significant rotation. In [RSCM14], L = 4 is used. The first scale
corresponds to the whole image, and the other three scales provide smaller regions.
For each image, the total number of regions, denoted by m, is 32 (i.e., 2 +

Scale 1

Scale 2

Scale 3

PL

l=1

l2 ).

Scale 4

Figure 5.1: Illustration of multiple region generation in CRM. From left to
right, an image is partitioned into four scales: scale 1 corresponds to the whole
image, scales 2, 3 and 4 partition the image into 4, 9 and 16 overlapping regions,
respectively. The pink dot indicates the center of each region.

Let Q and G denote a query image and a gallery image respectively. With
the pre-trained deep CNNs, e.g., AlexNet [KSH12], VGG16 or VGG19 [SZ15], and
GoogLeNet [SLJ+ 15], each region in an image is feed into the network and represented as a 3D tensor of feature maps in a convolutional layer. To obtain a
compact representation for each region, a spatial 2 × 2 max-pooling is performed
over each feature map, and each region is thus represented as a 4c−dimensional
feature vector with c being the number of feature maps. After pooling, a commonly
used process [RSMC15], [JPD+ 12] will be performed to each feature vector: `2 normalization, PCA whitening transform with or without dimensionality reduction,
and `2 -normalization again. With these processes, all the regions in a query and
gallery images are represented as a set of feature vectors respectively, denoted as
a

[RSCM14] is the detailed version of [RSMC15]. These two versions of CRM are cited exchangeably in this manuscript.
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m
Q = {qi }m
i=1 and G = {gi }i=1 , where qi and gi are the feature vectors of the ith

regions in Q and G.
In CRM, to measure the similarity between Q and G, the distance between
each query region qi and the gallery image G is first calculated and defined as the
minimum distance from qi to all region features of G as
D(qi , G) = min d(qi , gj ),
j=1,...,m

(5.1)

where d(·, ·) is a distance metric between two feature vectors. The distance of Q
and G is computed as
D(Q, G) =

m
X

wi · D(qi , G) =

i=1

m
X

wi · min d(qi , gj ).

i=1

j=1,...,m

(5.2)

where wi is used to distinguish the impact of ith query region to the distance evaluation. It is empirically set to be a larger weight for the larger region and a small
weight for the small region in [RSMC15]. That is, the distance of a query from a
gallery image is accumulated by the minimum distances (i.e., the best match) of
each query region from those in the gallery image.
As CRM [RSCM14] can more effectively handle object variations with the crossregion matching strategy and produce superior performance with deep features, even
to the fine-tuning based methods [RTC16], [GARL16], this motivates us to gain more
insight into it and to improve it in further.

5.3

Proposed Probabilistic Interpretation

In this section, we provide a rigorous probabilistic interpretation to CRM and indicate the assumptions implicitly made in it. The crucial component in this framework
is identified as the approximation to the likelihood of the presence of one query region in the class of regions relevant to (by sharing the same visual concept) one
region in the compared image. Moreover, one issue associated with the likelihood
estimation, which hinders its performance, is then highlighted.
Our interpretation to CRM derives from the probability ranking princi-
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ple [MRS08], which is a theoretical basis of information retrieval. It assigns each
gallery image a probability indicating the relevance of the query to this image, and
sorts all gallery images with this probability. Let us denote this probability by
P (R|Q, G),b where R means “relevance”. Applying the Bayes’ rule leads to
P (R|Q, G) =

p(Q|R, G)
P (R|G),
p(Q|G)

(5.3)

where p(Q|R, G) denotes the likelihood of the presence of {qi }m
i=1 in the class of
regions that share the same visual concept as (i.e., relevant to) {gi }m
i=1 . For example,
they contain the same object or object part. P (R|G) denotes the priori probability.
Note that to facilitate the following probabilistic interpretation, we condition all the
probabilities on the gallery image G in Eq.(5.3). The odds of relevance, which is
monotonic with P (R|Q, G), is
O(R|Q, G) =

p(Q|R, G) P (R|G)
·
,
p(Q|R̄, G) P (R̄|G)

(5.4)

where R̄ denotes “irrelevance”. In the sense of probability, CRM makes two assumptions that are commonly used in information retrieval: 1) the rightmost term in
Eq.(5.4) remains constant over any gallery image G; and 2) p(Q|R̄, G) is approximated by a uniform distribution, considering that relevant images usually account for
a very small portion of all the gallery images. In this way, estimating O(R|Q, G) in
CRM boils down to estimating the density p(Q|R, G).
Another key assumption specifically made by CRM is that the m region feature
vectors {qi }m
i=1 of the query Q are conditionally independent of each other. This
further reduces p(Q|R, G) to
p(Q|R, G) =

m
Y

p(qi |R, G),

(5.5)

i=1

where p(qi |R, G) is the likelihood of the presence of qi in the class of regions relevant
to {gi }m
i=1 . By taking the logarithm to p(Q|R, G), we can immediately recognize that
b

Note that Q and G are used here for clarity. Mathematically, they shall always be interpreted
m
as {qi }m
i=1 and {gi }i=1 as defined above. The following analysis is conducted in this context.
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the “sum” in Eq.(5.2) corresponds to the “product” in Eq.(5.5).
We can interpret the “min” operation in Eq.(5.2) as follows. For the compared gallery image G = {gj }m
j=1 , let S(R, G) and S(R, gj ) be the sets of regions relevant to {gj }m
j=1 and gj , respectively, and they have the relationship that
S(R, G) =

Sm

j=1

S(R, gj ). According to the knowledge of mixture models [Anz12],

we can express p(qi |R, G) as
p(qi |R, G) =

m
X

P (gj )p(qi |R, gj ) =

j=1

m
X

πj p(qi |R, gj ),

(5.6)

j=1

where p(qi |R, gj ) is the likelihood of the presence of qi in the class of regions relevant
to gj , and P (gj ) is the priori probability (i.e., mixing ratio) of each region gj . It is
denoted as πj , and satisfies that πj ≥ 0 and

P

j

πj = 1. It is therefore easy to obtain

that
p(qi |R, G) ≥ max πj p(qi |R, gj ).

(5.7)

j=1,··· ,m

To interpret the “min” operation in Eq.(5.2), we define that p(qi |R, gj ) =
1
Zj

exp(−d(qi , S(R, gj ))),

where Zj

is a constant for normalization and

d(qi , S(R, gj )) evaluates the distance of qi from S(R, gj ). By taking logarithm
to both sides of Eq.(5.7), it gives
#

"

− log(p(qi |R, G)) ≤ min

j=1,··· ,m

Zj
d(qi , S(R, gj )) + log
.
πj

(5.8)

Combining Eqs.(5.7) and (5.8) with Eq.(5.5) leads to
p(Q|R, G) ≥

m 
Y
i=1

− log(p(Q|R, G)) ≤

m
X
i=1



max πj p(qi |R, gj ) ,

j=1,··· ,m

"

min

j=1,··· ,m

and

(5.9)

#

Zj
.
d(qi , S(R, gj )) + log
πj

(5.10)

The probabilistic interpretation for CRM-based image retrieval [RSCM14] can be
obtained with Eq.(5.10): It equates d(qi , S(R, gj )) with d(qi , gj ) in Eq.(5.2) c , and
c

Without loss of generality, the empirical weight wi in Eq.(5.2) can be absorbed into d(qi , gj ).
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regards log Zπjj constant. In this sense, D(Q, G) used by CRM can be interpreted
as an upper bound of the quantity − log(p(Q|R, G)). This agrees with the goal of
image retrieval, because seeking a smaller D(Q, G) has the effect to help finding a
larger p(Q|R, G).
Through the above analysis, we can identify that several assumptions have been
implicitly taken by CRM. On one hand, these assumptions simplify the original
probabilistic model and facilitate the practical use of CRM. On the other hand, some
assumptions or approximations are strong, and they could make CRM deviate from
the true models of data and result in less precise similarity evaluation. In particular,
approximating the likelihood p(qi |R, gj ) in Eq.(5.9) is essential in CRM. As seen
above, CRM simply uses the Euclidean distance between the feature vectors of the
compared two regions, i.e., d(qi , gj ), for the likelihood estimation. Nevertheless,
the image regions in S(R, gj ) rarely conform to a spherical Gaussian distribution
centered at gj , and thus usually lead to inaccurate likelihood estimation. It can
be seen from Eq.(5.9) that each query region qi is assigned a match from {gj }m
j=1
by taking the region with the maximum likelihood. All the matches for the m
query regions are accumulated to approximate the likelihood at the image level, i.e.,
p(Q|R, G). Thus, the inaccurate estimation of p(qi |R, gj ) for each query region in
CRM not only affects the accuracy of its best match, but also consequently degrades
that of p(Q|R, G) for ranking gallery images. This is identified as the fundamental
issue in CRM method, which will be solved with the approach proposed in the
following section.

5.4

Proposed Pseudo-label Approach

In this section, to address the issue of the poor approximation to the likelihood
p(qi |R, gj ) in CRM revealed in Section 5.3, a pseudo-label approach is proposed by
exploiting the local neighborhood information in the feature space of the deep image
regions of the gallery. Two methods are developed to better estimate the likelihood:
one is non-parametric likelihood estimation based on the Parzen-window density
estimation [DHS12], and the other is parametric density estimation by assuming the
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likelihood to have an ellipsoid Gaussian distribution. For both methods, the local
neighborhood of each image region gj in the gallery are utilized, in a pseudo-labeled
manner, to model the class of regions in S(R, gj ) that share the same visual concept,
such as object or object part, as gj . The feasibility of utilizing the local neighborhood
to model S(R, gj ) is attributed to the representation power of deep image region
features. That is, the high-level semantic and appearance characteristic captured
by the deep convolutional features at the top layer of CNNs make the image regions
more likely to stay close, when they are composed of a similar object (or object
part). This property makes the deep convolutional features more effective to model
the pseudo-labeled class depicting the same visual concept than the conventional
local invariant descriptors. The framework of the proposed pseudo-label approach
is illustrated in Figure 5.2.

5.4.1

A Non-parametric Method to p(qi |R, gj ) (Non-PMPL)

Theoretically, to estimate p(qi |R, gj ) requires the access to the set of regions relevant
to gj . Nevertheless, the elements of S(R, gj ) are not known due to the unsupervised
nature of image retrieval. To address this issue, let xi (i = 1, · · · , n) be the total
n regions obtained from all the gallery images.d A binary random variable yi (i =
1, · · · , n) is introduced to represent the pseudo-label of region xi . It is defined as
yi = 1 if region xi belongs to S(R, gj ) by sharing the same visual concept class
(pseudo-label) as gj . For instance, xi contains the same object or object part as gj .
And yi = 0 otherwise. The pseudo-labels of all the regions in the gallery can be
represented as a vector y = [y1 , · · · , yn ]> .

d

Note that both xi and gj are used to denote image regions and they are essentially same. The
former is used when talking about all the n regions, while the latter is used when focusing on a
specific gallery image.

Image regions

g1

g2

q2

g3

q3

Deep features extraction

G

Q

q1

gm

qm

Pooled region features

Local
neighborhood

Pseudo-labeled class

p(qi | R, g j )

S (R, g1 ) S (R, g 2 ) S (R, g 3 ) S (R, g m )

Figure 5.2: The framework of the proposed pseudo-label approach to estimating p(qi |R, gj ), i.e., the likelihood of the presence of
each query region qi (i = 1, ..., m) in the class of regions relevant to a region gj (j = 1, ..., m) in a compared reference image from
the gallery. Our retrieval framework is composed of offline and online stages, which are shown as the parts below and above the
dotted line, respectively. The offline stage extracts the deep convolutional features for the m regions of each gallery image with a
pre-trained network, e.g., VGG16 [SZ15], as the CRM [RSCM14] method. Afterwards, the local neighborhood of each image region
gj is constructed to form its pseudo-labeled class S(R, gj ). At the online stage, a query image is first represented as a set of deep
region feature vectors {qi }m
i=1 in the same way as the gallery images at the offline stage. When evaluating the similarity between
m
the query image and a reference image in the gallery, which is represented as {gj }m
j=1 , the pair-wise likelihood {p(qi |R, gj )}i,j=1 is
estimated based on the pseudo-labeled class of regions in S(R, gj ) with our non-parametric (Non-PM-PL) and parametric (PM-PL)
methods proposed in Section 5.4.

Database

Offline Stage

Reference image

Query image

Online Stage
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The non-parametric Parzen-window density estimation [DHS12] is adopted for
the estimation of p(qi |R, gj ). For notational convenience, p(qi |R, gj ) is written as
p(q|R, gj ) by omitting the subscript of the query region, and S(R, gj ) is written as
S. In this way, the likelihood can be written as
1 X
q − xi
p(q|R, gj ; y) =
φ
h0 ·|S| xi ∈S
h0


n
X



(5.11)

q − xi
=
yi φ
,
Pn
h0 ·( i=1 yi ) i=1
h0
1





where φ(·) is the Parzen window function with width h0 and |S| is the cardinality
of S, which equals to

Pn

i=1

yi .

Since the value of each binary pseudo-label yi is not known, Eq.(5.11) is the
function of y, that needs to be marginalized out.

Without loss of generality,

x1 , · · · , xn are assumed to be independent and identically distributed, and this allows to write P (y) = P (y1 , · · · , yn ) =
P (y) =

n
Y

Qn

i=1

P (yi ) and also

P (yi = 1)yi (1 − P (yi = 1))(1−yi ) .

(5.12)

i=1

As the high-level deep feature representations make the image regions containing
the same object or object part more likely to be locally clustered, we define P (yi = 1)
as
P (yi = 1) ∝ exp (−β0 d(xi , gj )) .

(5.13)

With this model, the probability P (yi = 1) gradually attenuates when xi moves
away from gj , and the attenuation speed is controlled by the hyper-parameter β0 .
In practice, we can reasonably only evaluate P (yi = 1) for those image regions xi
within a local cluster centered at gj , that is, the regions satisfying xi ∈ Bk0 (gj ),
where Bk0 (gj ) is a k0 -sized neighborhood of gj determined by d(xi , gj ), and regard
the image regions outside the cluster to have an infinite distance d(xi , gj ).
Therefore, the marginal distribution p(q|R, gj ) can be obtained as the expecta-
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tion of p(q|R, gj ; y) with respect to y
X

p(q|R, gj ) =

p(q|R, gj ; y)P (y)

(5.14)

y

X

=

y

n
q − xi
1 X
yi φ
P (y).
h0 ·|S| i=1
h0





As the y in Eq.(5.14) has 2n different configurations (each of the n elements in y,
i.e., yi , can have the value of either 0 or 1), the cardinality of S changes with the
configuration of y, since |S| equals the number of ‘1’s in y. We can consider that
the average cardinality of S(R, gj ) over the n regions from all the gallery images
concentrates around an unknown constant value k0 . In other words,

Pn

i=1

y i ≈ k0 .

This consideration can be justified as follows. On one hand, for those ys with
Pn

i=1

yi > k0 , P (yi = 1) attenuates towards zero for the image regions outside of the

local cluster Bk0 (gj ) and makes P (y) close to 0. On the other hand, for those ys with
Pn

i=1

yi < k0 , there will be some regions within the local cluster Bk0 (gj ) but not in

S(R, gj ), and those regions have yi = 0. However, being within the cluster Bk0 (gj ),
P (yi = 1) could be uniformly large for those regions when a proper β0 in Eq.(5.13)
is set. Consequently, those regions have small value of P (yi = 0) = (1 − P (yi = 1)).
This greatly decreases P (y) with Eq.(5.12). In this case, the configuration of y
will be dominated by

Pn

i=1

yi ≈ k0 . Therefore, the average cardinality of S(R, gj )

approaches to the size of the local cluster k0 with the above analysis. Meanwhile,
with this local pseudo-labeled class, the distance computation becomes tractable by
ignoring a huge number of image regions in the gallery that are unlikely to share
the same visual concept class as gj . Hence, Eq.(5.14) can be approximated as
p(q|R, gj ) ≈



n
1 XX
q − xi
yi φ
P (y).
h0 k0 y i=1
h0

(5.15)

Now a theorem is provided for marginalizing out y in Eq.(5.15).
Theorem 1. Let f (X, y) =

Pn

i=1

yi g(xi ), where g(xi ) is a scalar- or vector-valued

function of xi , while X = {xi }ni=1 , and y = [y1 , · · · , yi , · · · , yn ]> with yi ∈ {0, 1}.
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The expectation of f (X, y) over y can be written as
Ey [f (X, y)] =

n
X

P (yi = 1)g(xi ).

(5.16)

i=1

Proof. f (X, y) can be written as G(X)y, where G(X) = [g(x1 ), · · · , g(xn )]. By
definition of expectation,
Ey [f (X, y)] =

X

G(X)yP (y) = G(X)E[y].

(5.17)

y

The ith entry of E[y] is E[yi ], which equals 1·P (yi = 1) + 0·P (yi = 0) = P (yi = 1).
 Applying Theorem 1 to Eq.(5.15) with g(xi ) = φ



q−xi
h0



, we can obtain



n
1 X
q − xi
p(q|R, gj ) ≈
.
P (yi = 1)φ
h0 k0 i=1
h0

(5.18)

where φ(·) can be chosen as a unit normal density function, while h0 and k0 are two
hyper-parameters to be set.
The result in Eq.(5.18) implies that the non-parametric estimation for p(q|R, gj )
is actually determined by the k0 -sized neighborhood of gj . The region that has higher
probability P (yi = 1) sharing the same pseudo-label as gj has larger influence on
the estimated likelihood. With this result, we can obtain the {p(q|R, gj )}m
j=1 . By
applying Eq.(5.9), p(Q|R, G) can be estimated for ranking the image G.

5.4.2

A Parametric Method to p(qi |R, gj ) (PM-PL)

Typically, a class-conditional density function is often assumed to be a normal distribution. It is therefore worth investigating its potential in the proposed pseudo-label
approach. In this way, we define p(qi |R, gj ) ∼ N (µ, Σ). The likelihood estimation boils down to estimating µ and Σ, which are the mean and covariance of deep
region feature vectors in the pseudo-labeled region class S(R, gj ). With the same
binary label variables y defined in Section 5.4.1, the unbiased maximum-likelihood
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estimation to µ(y) and Σ(y) can be written as
n
X

1

µ(y) = Pn

i=1

yi

yi xi

(5.19)

i=1

n
X
1
yi (xi − µ)(xi − µ)>
y
−
1
i=1 i
i=1

Σ(y) = Pn

(5.20)

The expectations of µ and Σ with respect to y can be calculated with the similar
manner introduced in Section 5.4.1, and the average cardinality of S also approaches
to the size of Bk0 (gj ), i.e.,

Pn

i=1

yi ≈ k0 . By applying Theorem 1, it can be obtained

that
"

µ = Ey [µ(y)] = Ey
≈

n
X

1
(

Pn

i=1

yi ) i=1

#

y i xi

(5.21)

n
1 X
P (yi = 1) xi ,
k0 i=1

and (by reshaping (xi − µ)(xi − µ)> to a long vector)
Σ = Ey [Σ(y)]
"

= Ey
≈

(5.22)
n
X

1
yi (xi − µ)(xi − µ)>
( i=1 yi ) − 1 i=1

#

Pn

n
1 X
P (yi = 1) (xi − µ)(xi − µ)> ,
k0 − 1 i=1

where P (yi = 1) has the same definition in Eq.(5.13).
The results in Eq.(5.21) and Eq.(5.22) indicate that the estimation for the expectation of µ and Σ in the normal distribution also depends on the k0 -sized neighborhood of gj . Similar to the result in Non-PM-PL, the image regions having
higher P (yi = 1) affect more on the estimated µ and Σ. One point noted for this
parametric approach is that the number of image regions used to estimate µ and Σ
is k0 . It can be smaller than the dimensions of the deep feature vectors. In order to
obtain a full-ranked covariance matrix, the shrinkage regularization Σ , Σ + λI is
employed, where λ is the shrinkage parameter.
The complete procedures of both our Non-PM-PL and PM-PL methods to estimate p(qi |R, gj ) and obtain an ordered list of gallery images for a query image are
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summarized in Algorithm 1.
Algorithm 1 The proposed pseudo-label approach for CRM [Non-parametric (NonPM-PL) and parametric (PM-PL) methods]
Input: M gallery images {G1 , . . . , GM }, each of which is represented by m regions
{gj }m
j=1 . All the n regions, {x1 , · · · , xn }, (n = M m), obtained from these gallery
images. A query image Q represented by m regions {qi }m
i=1 . Preset hyper1 m
parameters k0 , h0 and β0 . Constant values {πj = m }j=1 .
P
Output: An ordered list of the M gallery images according to m
i=1 (minj=1,··· ,m −
logπj p(qi |R, gj )) from Eq.(5.9).
procedure (Offline)
1: for each region xi (i = 1, · · · , n) do
2:
Obtain the nearest neighborhood Bk0 (xi );
3:
Compute P (yj = 1) for each xj ∈ Bk0 (xi ) by Eq.(5.13);
4:
if PM-PL method then
5:
Compute µ and Σ via Eqs.(5.21) and (5.22);
6:
end if
7: end for
end procedure
procedure (Online, when a query Q is given)
8: for each of the M gallery images G do
9:
if Non-PM-PL method then
10:
Obtain p(qi |R, gj ), ∀i, j by Eq.(5.18);
11:
else
12:
Obtain p(qi |R, gj ), ∀i, j by Eqs.(5.21) and (5.22);
13:
end if
P
14:
Obtain J(Q, G) = m
i=1 (minj=1,··· ,m − logπj p(qi |R, gj ));
15: end for
16: Rank the M gallery images in ascending order of J(Q, G).
end procedure

5.5

Discussions and Analysis

This section discusses and analyzes the proposed pseudo-label approach from the following three aspects: 1) the computational complexity; 2) the justification between
the computational complexity and the improved performance; and 3) the connections and differences of the proposed approach from the existing related works.
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Analysis of Computational Complexity

The time and space complexity of the proposed pseudo-label approach (Non-PM-PL
and PM-PL methods) in Algorithm 1 is analyzed as follows.
Offline stage. Obtaining the nearest neighbors Bk0 (xi ) for every xi incurs
the complexity of O( n(n−1)
d) by an exhaustive search, where d is the dimensions
2
of xi and n the total number of regions from all the gallery images. It can be
reduced to O(k0 d log n) by approximate nearest neighbor search like randomized KDtree [ML14], with additional complexity of O(dn log n) for tree building. Computing
P (yj = 1) for each xj ∈ Bk0 (xi ) incurs O(k0 dn). For the PM-PL method, computing
µ and Σ incurs O(k0 dn) and O(k0 d2 n), respectively. For space complexity, the
Non-PM-PL method incurs O((2k0 + d)n) to store 1) features xi (i = 1, · · · , n); 2)
P (yj = 1) values of Bk0 (xi ) for each xi ; and 3) the indexes of Bk0 (xi ) for each xi .
The PM-PL method incurs O((2d + 2k0 + d2 )n) because it needs to additionally
store pre-computed µ and Σ for each xi .
Online stage. The complexity of computing p(qi |R, gj ) for all pairs of qi and gj
is O(k0 dM m2 ) and O(d3 M m2 ) for a query image with the Non-PM-PL and PM-PL
methods, respectively. Computing J(Q, G) for all gallery images incurs O(M m2 ).
For space complexity, the Non-PM-PL method incurs O(d) for computing p(qi |R, gj )
and ranking all gallery images, while the PM-PL method incurs O(d2 ).

5.5.2

Computational Complexity vs.

Improved Perfor-

mance
Compared to the original CRM [RSCM14] method, the proposed pseudo-label based
CRM needs an offline stage to compute Bk0 (xi ) and P (yj = 1) for Non-PM-PL, and
additionally µ and Σ for PM-PL. When compared to the retrieval methods using
a global deep feature representation for each image, the pair-wise region similarity
comparison in CRM and our pseudo-label approach leads to higher computations.
Nevertheless, as shown by the experimental results in the following section, the
increased computations can be well justified by the considerable improvement of
retrieval performance. Our Non-PM-PL method even outperforms the two recent
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fine-tuning based methods in [RTC16] and [GARL16], which fine-tune the deep
network with image pairs and triplets extra-labeled from another dataset chosen to
have similar statistics to the target one. That is, they require task-dependent labeled
external datasets, whereas our method is purely unsupervised and not dependent on
the target task, i.e., generally directly applicable to any given task.
Besides, the computations at the online stage of our proposed pseudo-label approach could be readily reduced. In specific, for each query region qi , we can only
explicitly calculate the likelihood p(qi |R, gj ) for the regions gj that are more likely to share the same visual concept as qi . These regions can be obtained via the
following two ways.
Way-I. A simple and straightforward way is that, we first calculate the Euclidean distance between qi and every region gj (j = 1, ..., m) in a gallery image, which
is quite fast. After that, only the top-K regions (K < m) that have smaller distances
to qi are selected to calculate p(qi |R, gj ) with our pseudo-label approach, while the
likelihoods for the rest (m − K) regions do not need to be computed at all. In this
way, the complexity of computing the pair-wise likelihood for a query image is decreased from O(k0 dM m2 ) in our original Non-PM-PL method to O((m + Kk0 )dM m).
That is, the computations are reduced by

m
K+ km

times. This only incurs slight re-

0

trieval performance decrease, as shown in the experimental section. At the same
time, the computational complexity of Way-I still linearly increases with the total
number of images M in the gallery. It is more suitable for small- or medium-scale
datasets.
Way-II. To become scalable to large-scale retrieval datasets, we can first find
the image regions that have smaller Euclidean distances to qi from the whole gallery.
Specifically, to effectively handle large-scale datasets, we employ randomized KDtree [ML14] to find the K nearest neighbors of qi from all the regions in the gallery
images. The likelihood p(qi |R, gj ) is solely calculated for those K nearest neighbor
regions by our pseudo-label approach, while the likelihoods for all other regions in
the gallery are (implicitly) given a fixed low likelihood. This fixed likelihood value
is set to be equal to the likelihood of the K-th nearest neighborhood of qi . This
way reduces the time complexity from O(k0 dM m2 ) in the original Non-PM-PL to
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O((log(M m) + Kk0 )dm), which is in logarithm of the total number of image regions
in the gallery. This leads to

Mm
K+

log(M m)
k0

times computation reduction, which is more

significant than Way-I.
In a straightforward implementation of our better-performing pseudo-label based method, i.e., Non-PM-PL, it takes around 0.08 second to obtain p(qi |R, gj ) for
all pairs of qi and gj between a query and a reference image with a desktop computer of a 3.30GHz Intel CPU and 16GB RAM. For a gallery with about 5K images,
it takes around 6.7 minutes and 615MB memory to get the ranking list of all the
gallery images for a query. However, with the two acceleration ways proposed above,
i.e., Way-I and Way-II, the time can be considerably reduced down to 22.7 seconds
and 3.4 seconds, respectively, without significant performance degradation. Similarly, the computational complexity of the proposed PM-PL method can also be well
reduced with these two ways. In addition, most of the computations involved in the
proposed approach can be readily parallelized. The very recent progress on GPUbased parallel computation [JDJ17] could help to further improve the computational
efficiency.
Last but not the least, for the precision-demanding retrieval tasks, like exact
clothing item retrieval [HKHL+ 15], or the tasks that cannot readily find labeled datasets of similar statistics as in [RTC16] and [GARL16], the proposed pseudo-label
approach will be more appealing than those using global feature representations
or requiring task-dependent supervised information, thanks to the superior performance and the unsupervised nature of this approach. Also, our approach could be
readily utilized in the reranking stage only to improve the computational efficiency
for large-scale retrieval tasks.

5.5.3

Connections and Differences from Existing Works

The proposed pseudo-label approach exploits the local neighborhood information of
regions in the gallery images. Some existing works have utilized the neighborhood
structure of images [CPS+ 07],[QGB+ 11],[JHS07],[ZYC+ 12],[SLBW14] or image patches [BSI08],[ML12] in the database for image retrieval or classification. Table 5.1
provides a comparison of our approach with seven related works from the following
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five aspects: feature type, similarity comparison, probabilistic interpretation, how
the neighborhood graph is utilized, and whether pre-defined class label is required.
The connections and differences of the proposed approach from these works are
elaborated as follows.
Connections. From the aspect of neighborhood graph, the proposed pseudolabel approach exploits the local neighborhood information of an image region by
taking advantage of other image regions in the gallery. Similarly, all the seven
methods in Table 5.1 utilize the neighborhood information of an image or a patch
(region) in the image to construct a better object model. In specific, the Naive-Bayes
nearest neighbor (NBNN) [BSI08] and local NBNN [ML12] methods adopt a local
descriptor’s neighborhood distances to estimate the likelihood of presence of that
descriptor in one specific image class. The query expansion (QE) method [CPS+ 07]
utilizes the top-ranked images of a query (as the neighborhood) to generate a new
query for reranking. The hello neighbor (HN) method [QGB+ 11] constructs a close
set of images for a query with its top reciprocal nearest neighbors in an initial
retrieval result for reranking. The contextual dissimilarity measure (CDM) method
in [JHS07] uses the neighborhoods of an image to regularize the average distance
from this image to its neighborhoods. The graph-based query specific fusion (QSF)
in [ZYC+ 12] merges the neighborhood graph in multiple retrieval results of a query
image via a link analysis for reranking. Also, the spatially-constrained similarity
measure (SCSM) method [SLBW14] uses the rank order information of the top
ranked images for a query (as the neighborhood) for reranking.
From the aspect of probabilistic interpretation, our approach is designed based on
a probabilistic framework by following the probability ranking principle. In a similar
vein, the NBNN [BSI08] and local NBNN [ML12] are derived from the probabilistic
perspective of Naive-Bayes. While other methods in Table 5.1 do not provide any
probabilistic interpretation.

Our pseudo-label approach

SCSM [SLBW14]

QSF [ZYC+ 12]

CDM [JHS07]

HN [QGB+ 11]

QE [CPS+ 07]

Local NBNN [ML12]

NBNN [BSI08]

Method

×

√

√

√

√

√

√

√

SIFT

×
√

×

×

×

×

√

√

√

√

×
√

×
×

×

×
√

×

×

×

×

√

√

Image Level Patch Level

Similarity Comparison

×

Deep CNNs

Feature Type

×
√

×

×

×

×

√

√

Interpretation

Probabilistic

×
√

×

×
√

×

√

√

Not Need Initial Retrieval

×

√

×
√

√

√

√

(online stage)
√

×
√

×

×
√

×

×

×

(offline stage)

Used at Query Side Used at Database Side

Neighborhood Graph

Table 5.1: Comparison of our pseudo-label approach with the related works.
Not Need

√

√

√

√

√

×
√

×

Class Label

Pre-defined
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Differences. From the aspect of neighborhood graph, our pseudo-label approach
does not need any initial retrieval result of a query for post-processing. It conducts
an offline pre-processing by constructing and applying the neighborhood information
to image regions in the gallery rather than the query image. By contrast, the methods of QE [CPS+ 07], HN [QGB+ 11], QSF [ZYC+ 12] and SCSM [SLBW14] require
an initial retrieval result to obtain the neighborhood graph. They all integrate that
neighborhood graph in the online post-processing step to compose a better query
object model. The CDM [JHS07] method is closer to ours in this aspect. However,
CDM calculates a single weighting factor in an iterative manner for each database
image with its neighborhood information. In contrast, our approach does not involve any iterative process when calculating the probabilities of regions in database
images sharing the same visual concept as one image region.
From the aspect of similarity comparison, our pseudo-label approach,
NBNN [BSI08] and Local NBNN [ML12], evaluate the image similarity at the
image patch (region) level, while QE [CPS+ 07], HN [QGB+ 11], CDM [JHS07],
QSF [ZYC+ 12] and SCSM [SLBW14] are at the image level.
From the aspect of probabilistic interpretation, ours has the following differences
from NBNN [BSI08] and Local NBNN [ML12]. Firstly, ours is derived under the
unsupervised image retrieval scenario, while they are under the supervised classification scenario, where the class membership has been clearly defined. Secondly,
they aim to obtain the posterior probability of a local descriptor in the query image
belonging to a specific image class, while we focus on modeling the distribution of
one region with its visually similar regions.
From the aspect of feature type, we adopt the recently developed deep CNNs
features, while the seven methods adopt the traditional local invariant SIFT descriptors. As the receptive field of the deep convolutional neural activations is large,
the higher-layer convolutional activations in the feature maps are highly correlated
to the semantics of object or object part of regions in the image. Thus, compared to
the conventional local invariant descriptors, the deep convolutional features in our
approach are more effective to model the pseudo-labeled visual concept class of an
image region.
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Experimental Results

This section conducts experiments to evaluate the effectiveness and efficiency of
the proposed pseudo-label approach to improve retrieval performance over CRM
in [RSMC15].

5.6.1

Database and Experimental Setting

Database. The following eight benchmark datasets are adopted to evaluate the
Non-PM-PL and PM-PL methods. Paris6K [PCI+ 08] includes 6, 412 images of 11
landmarks in Paris. In total, 55 queries uniformly distributed over those landmarks
are used. Oxford5K [PCI+ 07] consists of 5, 063 building images of 11 Oxford landmarks. Similar to Paris6K, 55 queries are used. Sculpture [AZ11] is composed of
6, 340 smooth and texture-less sculpture images. The pre-defined test subset of 3, 170
images is used in our evaluation with 70 query images. INRIA Holidays [JDS08]
contains 1, 491 holiday photographs of 500 categories of scenes or objects. One
image from each category is used as a query. UKBench [NS06] consists of 10, 200
photographs of 2, 550 indoor objects, each of which has four photos of different viewpoints. INSTRE [WJ15] comprises 23, 070 images of 200 single-object classes from
architectures, planar objects, and daily stereoscopic objects. For the two largest
datasets UKBench and INSTRE, we choose the first of every eight images for UKBench, leading to 1, 275 queries. For INSTRE, the first image of each object class is
chosen, and this gives 200 queries. Following the literature, Flicker100K [PCI+ 07]
images are further added into Oxford5K and Paris6K as distractors to construct
Oxford105K and Paris106K, respectively. Among these eight datasets, the object
bounding boxes are available for the query images in Oxford5K, Paris6K, Sculpture
and INSTRE datasets, and they are properly utilized in our experiments following
the literature [RSCM14]. The mean average precision (mAP) is used to measure
retrieval performance for all the datasets except UKBench, which traditionally uses
the average number of true positive images in the top-4 retrieval.
Experimental Setting. For deep convolutional networks, the publicly available pre-trained model VGG16 [SZ15] implemented by MatConvNet [VL15] is em-
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ployed. We extract activations from the second sub-convolutional layer of the last
convolutional layer (i.e., conv5-2), since this layer has shown promising retrieval performance in the literature [YHNYD15]. CRM [RSCM14] and the proposed pseudolabel approach directly conduct retrieval on the four medium-scale datasets, i.e.,
Paris6K, Oxford5K, Sculpture and INRIA Holidays. For the remaining four largerscale datasets, CRM [RSCM14] and the proposed pseudo-label approach are tested
as a reranking method on the top-N retrieved images obtained by one recent retrieval
method R-MAC [TSJ16], where N = 500 is used.
For each image in the datasets, the largest square centered at the center of an
image is first cropped for database images following [RSCM14]. When the boundingbox of a query object is available, the smallest square containing the box is cropped
as the query. As shown in Figure 5.1, there are 32 image regions extracted from
four scale levels in total for each image. Every region is resized to 576 × 576 (224 ×
224 for Sculpture6K) and fed into the network. Thus, 512 feature maps of size
36 × 36 (14 × 14 for Sculpture) are obtained at the conv5-2 layer for each image
region. To obtain a compact representation for each image region, we apply a spatial
2 × 2 max-pooling followed by a sum-pooling to each feature map. Each region is
therefore represented by a 512-dimensional feature vector. This feature vector is
further processed by following the common procedure [RSMC15], [JPD+ 12]: `2 normalization, PCA whitening transformation and (or) dimensionality reduction,
and `2 -normalization again. At last, each image is represented by a set of 32 deep
feature vectors of 512D. Our pooling scheme is a bit different from that in the original
CRM [RSCM14], where only the spatial 2 × 2 max-pooling is applied to each feature
map. This results in a 2048-dimensional vector for each region. As we observed,
our pooling scheme produces four-time shorter feature vector without degrading the
performance. Note that this pooling scheme is equally applied to CRM [RSCM14]
and our approach in the comparison of the following experiments.

5.6.2

Result of the Non-PM-PL and PM-PL Methods

The Non-PM-PL and PM-PL methods in the proposed pseudo-label approach presented in Section 5.4 utilize the locally clustered regions in the gallery to approxi-
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mate p(qi |R, gj ). Both methods resort to the k0 -sized nearest neighborhood of gj
and their corresponding probabilities of sharing the same pseudo-label as gj , as
shown in Eq.(5.18) for Non-PM-PL, and Eqs.(5.21) and (5.22) for PM-PL.
For the hyper-parameters in all the experiments, β0 in Eq.(5.13) and h0 in
Eq.(5.18) are empirically fixed as 0.01 and 3.0, since the proposed pseudo-label approach is not sensitive to them. To be consistent with CRM [RSMC15], we apply
the same weight wi (see Eq.(5.2)) to each item in

Pm

m
i=1 (minj=1

− logπj p(qi |R, gj )).

For the PM-PL method, considering that the estimate of Σ could be unreliablee
because the neighborhood size k0 is usually much smaller than the feature dimensions, we report both retrieval performance obtained with or without the term |Σ|
in p(qi |R, gj ), and denote them by PM-PL-with-Σ and PM-PL-no-Σ, respectively.
We reproduce CRM with the same setting as the proposed approach to ensure a fair
comparison, and the result is regarded as our baseline.
The results on Paris6K, Oxford5K, Sculpture, and Holidays are in Tables 5.2
to 5.5. In each table, the deep features without or with dimension reduction (i.e.,
512D and 256D) in PCA whitening are investigated. Retrieval is compared under various neighborhood size k0 . Since CRM does not involve k0 , its performance remains
a constant. As shown in all tables, the proposed Non-PM-PL method consistently
outperforms CRM for all k0 values from 5 to 30 (indicated as boldface numbers), and
the larger the k0 is, the better its performance is in general. Also, the performance
tends to be saturated when k0 increases to 30. This can be observed on both 512D
and 256D features. The highest performance (indicated by “ ”) is generally always
attained by the Non-PM-PL method. When k0 is 30, its improvement over CRM
reaches about 5, 7 and 10 percentage points for Oxford5k, Paris6k and Sculpture,
respectively. Moreover, the two PM-PL methods (PM-PL-no-Σ and PM-PL-with-Σ
) also demonstrate improvement over CRM. Specifically, PM-PL-no-Σ considerably
outperforms CRM by about 6 percentage points on both Paris6K and Sculpture for
512D features. PM-PL-with-Σ is generally inferior to PM-PL-no-Σ for small k0 .
This is understandable since the estimation of Σ is less reliable with small samples.
For 256D features, both of the two PM-PL methods win CRM once k0 reaches 10.
e

It is the case even though a regularised Σ , Σ + λI is employed.
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In this case, PM-PL-with-Σ and PM-PL-no-Σ become comparable, reflecting that
Σ of lower-dimensions could be more reliably estimated.
Table 5.2: Comparison of mAP on Paris6K. Boldface indicates improvement
over CRM. “ ” marks the best performance.
Dim (d)

512

256

Methods
k0 = 5
Non-PM-PL
83.29
PM-PL-with-Σ 76.67
PM-PL-no-Σ
86.12
CRM (Baseline) 81.33
Non-PM-PL
85.52
PM-PL-with-Σ 86.52
PM-PL-no-Σ
87.16
CRM (Baseline) 83.49

10
85.68
82.30
86.66
81.33
87.13
88.15
87.82
83.49

15
86.87
84.89
86.94
81.33
87.91
88.27
87.84
83.49

20
87.54
86.34
87.12
81.33
88.36
88.18
87.77
83.49

25
87.94
87.13
87.27
81.33
88.55
88.24
87.89
83.49

30
88.31
87.54
87.44
81.33
88.71
88.33
87.98
83.49

Table 5.3: Comparison of mAP on Oxford5K. Boldface indicates improvement
over CRM. “ ” marks the best performance.
Dim (d)

512

256

Methods
Non-PM-PL
PM-PL-with-Σ
PM-PL-no-Σ
CRM (Baseline)
Non-PM-PL
PM-PL-with-Σ
PM-PL-no-Σ
CRM (Baseline)

k0 = 5
10
15
20
25
84.97 86.70 87.54 87.92 88.13
78.82
81.75 82.66 82.95 83.43
82.38
82.52 82.42 82.56 83.02
83.29
83.29 83.29 83.29 83.29
84.89 86.38 87.58 87.85 87.95
83.77 84.55 84.52 84.14 84.56
83.50 83.95 83.90 83.50 84.09
83.41
83.41 83.41 83.41 83.41

30
88.50
84.31
83.87
83.29
88.11
84.94
84.56
83.41

Table 5.4: Comparison of mAP on Sculpture. Boldface indicates improvement
over CRM. “ ” marks the best performance.
Dim (d)

512

256

Methods
Non-PM-PL
PM-PL-with-Σ
PM-PL-no-Σ
CRM (Baseline)
Non-PM-PL
PM-PL-with-Σ
PM-PL-no-Σ
CRM (Baseline)

k0 = 5
10
64.96 68.66
49.13
58.98
67.98 66.73
61.56
61.56
65.41 68.90
66.44 68.01
67.05 67.38
62.18
62.18

15
70.31
63.35
65.46
61.56
70.39
68.68
67.98
62.18

20
71.31
65.01
65.50
61.56
71.12
69.23
68.66
62.18

25
71.91
66.67
66.67
61.56
71.43
69.71
69.15
62.18

30
72.16
67.56
67.33
61.56
71.67
70.29
69.87
62.18

The results on Paris106K and Oxford105K are in Tables 5.6 and 5.7. As aforementioned, for both datasets, the two proposed methods and CRM are compared to
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Table 5.5: Comparison of mAP on Holidays. Boldface indicates improvement
over CRM. “ ” marks the best performance.
Dim (d)

512

256

Methods
Non-PM-PL
PM-PL-with-Σ
PM-PL-no-Σ
CRM (Baseline)
Non-PM-PL
PM-PL-with-Σ
PM-PL-no-Σ
CRM (Baseline)

k0 = 5
10
15
92.01 92.53 93.13
89.05
90.58 91.54
89.77
90.53 91.16
91.95
91.95 91.95
91.06 92.37 92.37
90.77 91.75 91.55
90.44 91.59 91.50
91.01
91.01 91.01

20
92.80
91.84
91.79
91.95
92.30
91.74
91.52
91.01

25
92.80
92.58
92.55
91.95
91.84
91.86
91.80
91.01

30
92.46
92.32
92.29
91.95
91.62
91.97
92.07
91.01

Table 5.6: Comparison of mAP on Paris106K. Boldface indicates improvement
over CRM. “ ” marks the best performance.
Dim (d)

512

256

Methods
Non-PM-PL
PM-PL-with-Σ
PM-PL-no-Σ
CRM (Baseline)
Non-PM-PL
PM-PL-with-Σ
PM-PL-no-Σ
CRM (Baseline)

k0 = 5
10
80.19 82.40
73.33 78.41
81.85 82.03
78.34
78.34
81.66 83.25
81.94 82.87
82.45 82.34
79.62
79.62

15
83.51
80.40
81.56
78.34
83.93
82.83
82.15
79.62

20
84.16
81.53
81.72
78.34
84.31
82.73
82.10
79.62

25
84.52
82.01
81.76
78.34
84.48
82.68
82.15
79.62

30
84.69
82.31
81.93
78.34
84.60
82.73
82.26
79.62

rerank the top-500 images returned by R-MAC [TSJ16] method. On Paris106K, all
the proposed methods demonstrate improved mAP over CRM as k0 increases. When
k0 reaches 30, the improvements of Non-PM-PL are 6 and 5 percentage points on
the two datasets for 512D features, and are 5 and 3 points in the 256D case. Again,
Non-PM-PL is better than PM-PL and achieves the best performance on the two
datasets.
Since Non-PM-PL has consistently shown better performance than PM-PL, we
now focus on comparing Non-PM-PL with CRM on INSTRE and UKBench, the
two larger-scale datasets. The results are in Tables 5.8 and 5.9. On INSTRE, the
performance of Non-PM-PL steadily improves with increasing k0 and achieves an improvement of more than 2 percentage points over CRM. On UKBench, Non-PM-PL
shows improvement over CRM for k0 = 5, and almost maintains this improvement
through to k0 = 30. The probable reason for this result is that in UKBench, each
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Table 5.7: Comparison of mAP on Oxford105K. Boldface indicates improvement over CRM. “ ” marks the best performance.
Dim (d)

512

256

Methods
Non-PM-PL
PM-PL-with-Σ
PM-PL-no-Σ
CRM (Baseline)
Non-PM-PL
PM-PL-with-Σ
PM-PL-no-Σ
CRM (Baseline)

k0 = 5
10
83.01 84.44
73.50
77.90
80.15
79.44
81.36
81.36
83.07 84.40
80.44
81.02
80.37
80.40
81.39
81.39

15
85.76
79.84
79.91
81.36
85.34
80.97
80.21
81.39

20
25
30
85.94 86.25 86.37
80.46 80.92 81.58
79.94 80.36 81.15
81.36 81.36 81.36
85.60 85.90 85.81
81.25 81.24 81.39
80.60 81.85 81.91
81.39 81.39 81.39

Table 5.8: Comparison of mAP on INSTRE. Boldface indicates improvement
over CRM. “ ” marks the best performance.
Dim (d)
512
256

Methods
Non-PM-PL
CRM (Baseline)
Non-PM-PL
CRM (Baseline)

k0 = 5
10
15
20
25
30
68.76 69.69 70.27 70.64 70.87 71.01
68.81
68.81 68.81 68.81 68.81 68.81
68.57 69.41 69.93 70.25 70.45 70.58
68.44
68.44 68.44 68.44 68.44 68.44

Table 5.9: Comparison of top-4 score on UKBench. Boldface indicates improvement over CRM. “ ” marks the best performance.
Dim (d)
512
256

Methods
Non-PM-PL
CRM (Baseline)
Non-PM-PL
CRM (Baseline)

k0 = 5 10
15
3.89 3.89
3.89
3.87
3.87 3.87
3.87
3.87 3.87
3.85
3.85 3.85

20
3.89
3.87
3.86
3.85

25
30
3.89 3.89
3.87 3.87
3.86 3.87
3.85 3.85

query only has four true positive images. In this case, a relatively small nearest
neighborhood size may have been sufficient for the likelihood estimation of each
image region, and increasing this size does not help much. Also, as the performance
on UKBench is evaluated by the “average number of true positive at top-4 retrieval”, and CRM’s performance has been quite high, the improvement attained by the
Non-PM-PL method can still be regarded as valuable. In addition, to illustrate the
comparison of the proposed Non-PM-PL to CRM, some retrieval examples produced
by them are displayed in Figure 5.3. We can see from them that our Non-PM-PL
provides better top-20 or -40 retrieval results than CRM, since the first false positive
in Non-PM-PL results appears later than that of CRM. Besides, the total number
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of false positives within the top-20 or -40 results of Non-PM-PL is less than that of
CRM.

5.6.3

On Improving Computational Efficiency

Recall that to improve the computational efficiency of the proposed pseudo-label
approach for online retrieval, two ways are presented in Section 5.5.2 to reduce the
total number of calculating the pair-wise likelihood for image regions in the query
and database images. For our better-performing method, i.e., Non-PM-PL, these
two ways are denoted as Way-I-Non-PM-PL and Way-II-Non-PM-PL, respectively.
Their retrieval performance on Oxford5K dataset with different number of top-K
regions are shown in Table 5.10. It is obtained with 512D features and k0 = 30.
The corresponding retrieval time for a query image is also reported in Table 5.10.
As shown, when K is set as 5 for Way-I-Non-PM-PL, the retrieval performance
remains as high as the original Non-PM-PL (i.e., mAP = 88.50), which calculates
the likelihood for all the 32 regions in a compared reference image for each query
region. Also, the total retrieval time is considerably reduced to 65.0 seconds from the
original 402.8 seconds. When K is further decreased from 5 to 1, the retrieval time
continues to reduce correspondingly, whereas the retrieval performance degrades
very marginally. Only 22.7 seconds are used for retrieval when K = 1, which is
more than 17 times faster compared to the original Non-PM-PL. Meanwhile, the
performance decrease is as slight as 0.84 percentage point compared to the original
Non-PM-PL (87.66 vs. 88.50). For Way-II-Non-PM-PL, when the likelihood is
solely calculated for the K = 4, 000 nearest neighbor regions within the database for
each query region (rather than M m = 162, 016 regions as the original Non-PM-PL),
the retrieval performance only slightly decreases 0.9 percentage point from 88.50
to 87.60. And the retrieval time for a query is significantly reduced from 402.8
seconds to 16.0 seconds, which is accelerated by more than 25 times. When K is
further reduced to 500, the time cost is mere 3.4 seconds, thanks to its computational
complexity of being logarithmic with respect to the total number of database images
M . Even though the performance decreases, it still outperforms CRM. Comparing
these two acceleration ways, Way-II-Non-PM-PL consumes less time than Way-I-
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Query

(a) Baseline CRM. The first false positive is ranked 23rd, and there are 4 false positives within the top-40 results.

(b) Proposed Non-PM-PL. The first false positive is ranked 37th, and there are 3 false positives within the top-40 results.

Query

(a) Baseline CRM. The first false positive is ranked 31st, and there are 7 false positives within the top-40 results.

(b) Proposed Non-PM-PL. The single false positive within the top-40 results is ranked 40th.

Query

(a) Baseline CRM. The first false positive is ranked 10th, and there are 7 false positives within the top-20 results.

(b) Proposed Non-PM-PL. The single false positive is ranked 17th.

(a)

Query

(a) Baseline CRM. The first false positive is ranked 4th, and there are 12 false positives within the top-20 results.

(b) Proposed Non-PM. The first false positive is ranked 11th, and there are 3 false positives within the top-20 results.

Query

(a) Baseline CRM. The first false positive is ranked 8th, and there are 11 false positives within the top-40 results.

(b) Proposed Non-PM. The first false positive is ranked 13th, and there are 4 false positives within the top-40 results.

Query

(a) Baseline CRM. The first false positive is ranked 12th, and there are 8 false positives within the top-40 results.

(b) Proposed Non-PM. There is on any false positive within the top-40 results.

(b)

Figure 5.3: Retrieval examples comparing the CRM with the proposed NonPM-PL (512D features and k0 = 30). Red boxes indicate false positives. Top:
an example from the Oxford5K dataset. Middle: an example from the Paris6K
dataset. Bottom: an example from the Sculpture dataset.
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Table 5.10: Comparison of mAP and online retrieval time of Way-I- and WayII-Non-PM-PL to the original Non-PM-PL on Oxford5K dataset with 512D
features and k0 = 30.
Methods
Way-I-Non-PM-PL

Type
mAP
Time (seconds)

Way-II-Non-PM-PL
Original Non-PM-PL
CRM (Baseline)

mAP
Time (seconds)
mAP
Time (seconds)
mAP

Number of
K=5
4
88.50
88.42
65.0
54.3
K = 4000 3000
87.60
87.40
16.0
12.4
88.50
88.50
402.8
402.8
83.29
83.29

top-K
3
88.31
43.3
2000
87.21
9.0
88.50
402.8
83.29

regions
2
1
88.18 87.66
32.1 22.7
1000
500
86.59 84.71
5.1
3.4
88.50 88.50
402.8 402.8
83.29 83.29

Non-PM-PL on the whole, while the latter can better keep the original improved
retrieval accuracy of Non-PM-PL over CRM.
In sum, the proposed Non-PM-PL method can gain consistent performance improvement over CRM on the evaluated eight datasets. Also, the PM-PL method can
provide improved performance over CRM with larger cluster size k0 . This indicates
that the proposed pseudo-label approach can effectively model the distribution of
the visual concept class associated with an image region for approximating the likelihood p(qi |R, gj ). It is beneficial for obtaining more accurate match region for each
query region, so as to improve the retrieval performance. Moreover, the computational complexity of retrieval with our pseudo-label approach can be readily reduced
with two ways investigated above. In addition, our pseudo-label approach can be
further accelerated via parallel computation, which is one of our future works.

5.6.4

Comparison with the State-of-the-art

The proposed Non-PM-PL method is further compared with the state-of-the-art
retrieval methods in the literature on four datasets, including Holidays, Oxford5K,
Paris6K, and Sculpture in Table 5.11. The table consists of two parts: the top section
compares Non-PM-PL with the methods that do not involve any post-processing,
e.g. spatial verification or query expansion; and the bottom section (including two
panels) compares Non-PM-PL to the methods that use various post-processing to
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enhance retrieval performance. Note that the proposed Non-PM-PL method does
not use any online post-processing or extra supervision in the whole comparison.
Table 5.11: Comparison of the proposed Non-PM-PL with the state-of-the-art
method on four datasets. Boldface indicates the best performance in each section.
Method

Model

Dim

Holidays Oxford5K

Paris6K Sculpture

Tr. Embedding [JZ14]

BoF

512

70.0

52.8

–

–

Neural Codes [BSCL14]

CNN

512

74.9

43.5

–

–

CroW [KMO16]

CNN

512

79.8

61.2

46.0

–

R-MAC [TSJ16]

CNN

512

–

66.8

83.0

–

MOP-CNN [GWGL14]

CNN

512

78.4

–

–

–

?

CIRB (MAC) [RTC16]

CNN

512

79.5

79.7

82.4

–

?

CIRB (R-MAC) [RTC16]

CNN

512

82.5

77.0

83.8

–

?

DIR [GARL16]

CNN

512

86.7

83.1

87.1

–

CRM [RSCM14]

CNN

512

92.0

83.3

81.3

61.6

Our Non-PM-PL

CNN

512

93.1

88.5

88.3

72.2

Tr. Embedding [JZ14]

BoF

256

65.7

47.2

–

–

Neural Codes [BSCL14]

CNN

256

74.9

43.5

–

–

SPoC [BL15]

CNN

256

80.2

58.9

–

–

CroW [KMO16]

CNN

256

83.0

65.3

56.9

–

R-MAC [TSJ16]

CNN

256

–

56.1

72.9

–

?

NetVLAD [AGT+ 16]

CNN

256

79.9

63.5

73.5

–

?

CIRB (MAC) [RTC16]

CNN

256

77.3

77.4

80.8

–

?

CIRB (R-MAC) [RTC16]

CNN

256

81.4

74.9

82.3

–

CRM [RSCM14]

CNN

256

91.0

83.4

81.5

62.2

Our Non-PM-PL

CNN

256

92.4

88.1

88.7

71.7

Reranking and/or Query expansion (QE)
BoF+QE [CMPM11]
BoF+fine vocabularies
+QE [MPCM10]
i-ASMK+QE [TAJ16]
Bag-of-boundaries
+Reranking [AZ11]
R-MAC+Reranking
+QE [TSJ16]
CroW+QE [KMO16]

BoF

1M

–

82.7

80.5

–

BoF

16M

–

84.9

82.4

–

–

–

80.4

86.9

85.1

–

BoB

–

–

–

–

50.2

CNN

512

–

77.0

87.7

–

CNN

512

–

72.2

85.5

–

Supervision + Reranking and/or Query expansion (QE)
?

CIRB (MAC)

+Reranking+QE [RTC16]
?

CIRB (R-MAC)

+Reranking+QE [RTC16]
?

DIR+QE [GARL16]

1
2

?

CNN

512

–

85.0

86.5

–

CNN

512

–

82.9

85.6

–

CNN

512

–

89.1

91.2

–

“ ” indicates a retrieval method using supervised information.
Our Non-PM-PL method has no supervised information nor online post-processing.
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As seen in the top section, Non-PM-PL outperforms both BoF- and CNN-based
methods on all the four datasets for both 512D and 256D features, and even wins the
two recent methods [RTC16], [GARL16] that fine-tune VGG16 with extra-labeled
images pairs and triplets from another dataset similar to the target dataset. CRM
also shows attractive performance and is generally the second best one among these
methods. In the bottom section of Table 5.11, we see that without using any online
post-processing, the proposed Non-PM-PL still outperforms the methods that adopt
reranking and/or query-expansion process. This result well demonstrates that, by
taking advantage of the local cluster structure obtained based on deep feature representations, the proposed pseudo-label approach can more effectively evaluate image
similarity and attain better retrieval performance.
Finally, to provide a whole picture about the proposed method with respect
to the state-of-the-art, we also quote the best performance achieved in [RTC16,
GARL16] that combines all means of supervision, reranking and query expansion.
As seen, without any supervision or post-processing, our Non-PM-PL is still better
than [RTC16] and is the closest one to [GARL16].

5.7

Conclusion

This chapter gives a probabilistic interpretation to image retrieval using the crossregion matching (CRM) method. In addition to showing the implicit assumptions
made in CRM, it reveals the shortcomings of CRM’s approximation to the likelihood
estimation that is fundamental to image similarity evaluation. Taking advantage of
the unprecedented representation capability of deep features and the local neighborhood clusters in the gallery, we propose a pseudo-label approach to better estimate
the likelihood in CRM. Both non-parametric and parametric models are proposed,
with careful probabilistic analysis. The improvement is well demonstrated by the
comparison with CRM and the state-of-the-art methods on eight benchmark datasets. As seen, the proposed pseudo-label based CRM is a competitive option for
handling difficult retrieval tasks.

Chapter 6
Cross-domain Clothing Image Retrieval with Distance Truncation
based Cross-region Matching
Despite the robustness of CRM to the geometric transformations of objects, its final
image similarity via accumulating the regional ones is prone to being dominated
by the matches of irrelevant regions to the object of interest, as it rigidly assigns a
matching image region found from the compared image to every region in the query
image. For the cross-domain clothing image retrieval, this problem in CRM can
greatly degrade the retrieval performance, as the clothing items in the street images
are usually exhibited under complex distractions from the cluttered background and
other irrelevant image regions. In this case, the CRM method will make the false
positives ranked high. In this chapter, to tackle this issue, one approach is designed
to take the reliability of matching distances into account when approximating the
likelihood that a query image region is present in the set of image regions relevant
to the compared image region.

6.1

Introduction and Motivation

In the past several years, the online shopping has become increasingly popular
and attracted considerable research efforts. A significant portion of the trade in
e-commerce is related to clothing products [HKHL+ 15]. Apart from the conventional keyword-based clothing product search, the image-based clothing search is
emerging as another type of appealing search option, which has great value to the
industry because of its convenience and effectiveness. The users can directly upload
the query image to search for their interested clothing product that they see on
114
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the street, fashion magazines or social media without the demand of providing the
appearance or attribute description as required in the keyword-based search. This
chapter focuses on the cross-domain clothing item retrieval task. In specific, given
a photo captured in an uncontrolled environment (e.g., on the street) that contains
one garment of interest, this task aims to use this photo as a query to find the identical garment items from a database of shop images in the online shopping platforms,
as shown in Figure 6.1. This retrieval task is challenging because there exists a great
deal of discrepancy between the query image and the images in the database. The
former is usually taken in uncontrolled wild settings, experiencing significant variances related to cluttered background, occlusion, illumination, human poses, and
viewpoint. On the contrary, the database images are usually captured with professional models under clean background, good lighting condition, and standard poses.

Database Images
Street Snap Image

Which shop can I
buy this skirt?

Search Result
SKIRT

Online
Clothing Shopping

Figure 6.1: An example illustrating the cross-domain clothing item retrieval
task.

Some works have explored the cross-domain clothing image retrieval. As one
of the earliest works in this area, Liu et al. [LSL+ 12] leverage sparse representation
and part-alignment based method with the conventional hand-crafted local features
to deal with the domain discrepancy. Due to the outstanding representation capability of deep features from convolutional neural networks, deep features have been
deployed in some works for the clothing image retrieval problem. In [HKHL+ 15], a
two-layer similarity network is trained with street and shop image pairs to obtain
the features and to bridge domain discrepancy. Huang et al. [HFCY15] devise a twostream attribute-aware ranking network with each stream designed for one specific
domain, respectively. However, their network requires pre-defined clothes semantic
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attributes for feature learning. Similarly, Liu et al. [LLQ+ 16] adopt massive clothing attributes and explicitly labeled clothing landmarks to train a deep network
and to learn clothing features by joint attribute and landmark prediction. Jiang
et al. [JWF16] propose to use both intra-domain and cross-domain triplets to learn
deep feature embeddings for handling the discrepancy among the clothing images
from two domains. However, as the configuration of clothing items on a person
could be very complex sometimes, most of these works require a manually labeled bounding box to indicate the position of the target clothing item in the query
image to improve retrieval accuracy. This exerts extra burden on the users during
online shopping or clothing recommendation. And this time-consuming process can
become even impractical for large-scale automatic clothing image matching or retrieval systems. Differently, this chapter aims to attain a more efficient and practical
clothing image retrieval framework, that does not require any manually labeled information and directly takes the street images as input. Without requirement for
the labeled bounding box information, this kind of framework can always provide
users valid clothing search result based on the similarity between the street image
and database shop images. Also, it can be readily applied to the large-scale clothing
image search and analysis tasks without the cost-expensive labeling work. Meanwhile, this cross-domain retrieval task becomes even more difficult without knowing
the position of the target clothing item in the query, since more irrelevant regions
to the target clothing item in the query image could adversely affect the similarity
measure between the query and database images.
The majority of works using deep feature representations resort to the global
image representation for an image during the similarity evaluation between the
query and shop images. As introduced in Chapter 5, the cross-region matching
(CRM) [RSCM14] method is more robust to object variations than methods based on the global image representation. It is worth exploring that: 1) how is the
performance of CRM method in this more challenging cross-domain clothing image
retrieval task? 2) can CRM handle the domain discrepancy and the distractions from
the irrelevant regions to the target clothing item? To answer these two questions, in
the cross-domain clothing image retrieval framework developed in this chapter, the
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probabilistic interpretation to CRM presented in Chapter 5 is further extended and
its mechanism under the cross-domain image retrieval problem is analyzed. One
issue related to the similarity evaluation of irrelevant regions in the query image is
identified, and a corresponding approach is proposed.

6.2

Framework of Proposed Cross-domain Clothing Image Retrieval

In this section, the proposed purely unsupervised cross-domain clothing image retrieval framework is described. As shown in Figure 6.2, it consists of three components:
person detection to the street images, deep regional feature extraction and similarity comparison with the proposed distance truncation based CRM method. Each
component is introduced as follows.
Given a query image captured in the wild setting and containing the clothing
item of interest, the person detection is first conducted for it to locate the person in
the image in order to decrease the impact of the complex background on the similarity comparison of street and shop images. To avoid the labor-intensive labeling of
bounding boxes to the street images for training a person detector, the off-the-shelf
Faster R-CNN [RHGS15] is deployed to roughly detect the person for each street
image. The pre-trained Faster R-CNN [RHGS15] on the PASCAL VOC [EVGW+ 10]
dataset is already trained to recognize and detect the category of person. For the
street images that contain multiple persons, the detected person having the largest
area is kept and others are discarded. Three examples that show the detection results of street images in the Exact Street2Shop dataset [HKHL+ 15] are in Figure 6.3.
It can be seen that the pre-trained Faster R-CNN [RHGS15] provides good person
detection for street images with various variations, for example, background clutter,
viewpoint and scale. Similarly, for each shop image, the white border area in the
image is removed by detecting regions that have almost no gradient change.

Street Image

Database

Faster R- CNN
Person Detection

Regional patches

Deep features extraction and pooling

Distancetruncation based
CRM algorithm

Figure 6.2: The proposed cross-domain clothing image retrieval framework.

Shop image

Query image

Detection Result

Ranking list of shop images
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Even though a large portion of the background area is removed from one street
image by person detection, there are still some irrelevant image regions to the target
clothing item, such as the human body regions and the non-target clothing items.
They can distract the similarity comparison between the street and shop images. In
this case, the global image representation lacks robustness to those distracting image
regions, and would assign a high similarity score to the shop images that are similar
to the query on the whole instead of containing the same clothing item as the query.
In contrast, the multi-region based representation is more effective in this regard.
Therefore, the CRM [RSCM14] method built upon the deep convolutional features
is adopted in the proposed framework. Because the street and shop images usually
have a large height-to-width ratio (or width-to-height ratio) after person detection
or removing borders, three groups of multi-scale and multi-location regional patches
used in CRM are extracted for an image after person detection or removing borders.
Each group corresponds to the top, center and bottom square patches (or left, center
and right square patches), respectively, as shown in Figure 6.4. In this way, each
street or shop image is represented by 96 regions in total. They are resized to the size
of 224×224 and feed into the VGG16 [SZ15] networka to extract the conv5-2 features
from the second sub-convolutional layer of the fifth convolutional layer. After that,
each of the 512 feature maps is applied with a spatial 2 × 2 max-pooling followed by
a sum-pooling, and each region is represented by a 512-dimensional feature vector.
This feature vector is processed with the common procedure [RSMC15], [JPD+ 12]:
`2 -normalization, PCA whitening transformation, and `2 -normalization again. At
last, each image is represented by a set of 96 deep regional feature vectors of 512D.
With those deep regional features, the CRM [RSCM14] method is to be utilized to
evaluate the similarity between a street image and a shop image. In the following
section, one issue in CRM impairing the similarity comparison of the cross-domain
image retrieval task is identified and the approach proposed to resolve it is described.

a

The regional features can also be obtained from the convolutional feature maps as in [TSJ16]
with subtle performance decrease.
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Figure 6.3: Three examples of the person detection results with the off-the-shelf
Faster R-CNN [RHGS15] to street images in the Exact Street2Shop [HKHL+ 15]
dataset. For each group of images, the left is the original street image, and the
right is the person detection result.

Scale 1

Scale 2

Scale 3

Scale 3

(a)

(b)

Figure 6.4: Illustration of three groups of multi-scale and multi-location regional patches for an image. (a) The three square patches from the top, center
and bottom of the image corresponding to boxes in different colors, respectively. (b) The 32 regions from four scales for each square patch in (a) as used in
CRM [RSCM14] method. The red dot indicates the center of each region.
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Proposed Distance Truncation Approach to
CRM

The probabilistic interpretation to CRM [RSCM14] in Chapter 5 (Section 5.3) identifies that approximating the likelihood p(qi |R, gj ), that is, the likelihood of the
presence of a region qi of the query image in the class of regions S(R, gj ) relevant
to a region gj in the compared image, is crucial in CRM. Also, according to the
similarity evaluation between two images in CRM method shown in Eq.(5.9), i.e.,
p(Q|R, G) ≥
from

{gj }m
j=1

Qm

i=1





max πj p(qi |R, gj ) , each query region qi is assigned a match

j=1,··· ,m

in the compared image by taking the image region having the max-

imum likelihood. However, there is no mechanism to ensure the reliability of that
match. In addition, the matches of all the m query regions are accumulated as a
measure of the image-level likelihood, i.e., p(Q|R, G).
Under this framework, when the object of interest in the query only occupies a
small region or is in the presence of irrelevant regions, each of those irrelevant regions
is also rigidly assigned a match region and contributes to the image-level similarity
comparison. In this case, the multiple assigned matches to those irrelevant regions,
tend to produce a high similarity to the image that has no object of interest but has
similar irrelevant regions, while producing a low similarity to the true match image.
For the cross-domain clothing image retrieval [HKHL+ 15], this issue is particularly
significant as the target clothing item is usually present under complex clutters in
the query street image acquired in wild settings. As a result, the set of matches
for those irrelevant image regions in the query tends to corrupt the final similarity
of the query and shop images. Figure 6.5 shows such an example. In the query
image of (a) from the Exact Street2Shop dataset [HKHL+ 15], the target object is
the clothing item in the yellow bounding box (note that the bounding box is predefined by the dataset but not utilized in the proposed framework in this chapter),
but there are multiple regions irrelevant to it, including the green skirt and human
body regions. By using CRM [RSCM14], these irrelevant regions are matched with
the green T-shirt and similar human body regions in the image of (c), making this
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false positive ranked high, while the ground-truth match image of (b) is ranked low.
This issue significantly undermines the performance of CRM in finding the exact
same clothing item.

Figure 6.5: An example depicting the issue of rigidly assigned matches to the
query image in CRM with images from Exact Street2Shop dataset [HKHL+ 15].
(a) The query image with target object being the clothing item in the yellow
bounding box for illustration only. Note that the bounding box is not utilized
in the proposed framework. (b) One ground-truth matching image of (a), and is
ranked low by CRM [RSCM14]. (c) A false matching database image but ranked
high by CRM. The rigidly assigned matches of the green T-shirt and human body
regions in this image to the green skirt and human body regions in (a) cause a
high similarity between this false match image and the query.

Under the setting of no bounding box available and no matching region pairs
information available for the street images, to solve the issue of CRM [RSCM14]
identified above, a non-parametric density estimation approach to p(qi |R, gj ) is
developed via directly taking the lack of matching region pairs information into
account and truncates the unreliable match distances when estimating p(qi |R, gj ).
This approach is denoted as Non-PM-DT.

6.3.1

Distance Truncation with the Single Largest Likelihood

The non-parametric Parzen-window density estimation [DHS12] for p(qi |R, gj ) under S(R, gj ) is p(qi |R, gj ) =

1
h0 ·|S|

P

xi ∈S

φ



qi −xi
h0



as introduced in Eq.(5.11) of

CHAPTER 6. CROSS-DOMAIN CLOTHING IMAGE RETRIEVAL

123

Chapter 5, where S(R, gj ) is the set of image regions relevant to gj with the cardinality of |S|, and h0 is the bandwidth of window function φ(·). When we use the
i
typical Gaussian as the window function, i.e., φ( qih−x
) = exp(− 2h1 2 d2 (qi , xi )), where
0
0

d(qi , xi ) is the Euclidean distance from qi to xi , it is known that as |S| approaches
infinity, and h0 accordingly reduces, the estimated density converges to the true
one. In the proposed approach, with a given database without labeled matching
region pairs, |S| is reduced to the region gj in combination with a set of other
unknown image regions that conceptually share the same visual content as gj . By
incorporating this fact, we can write the likelihood as




X
d2 (qi , gj ) 
1
d2 (qi , xi ) 
(6.1)
exp −
+
p(qi |R, gj ) =
exp −
h0 ·|S|
2h20
2h20
xi ∈S
xi 6=gj

≥

2

1
d (qi , gj
exp −
h0 ·|S|
2h20


)

where the first exponential term in the first equation corresponds to the region gj
in S, and the second exponential term corresponds to the set of unknown image
regions in S. The last expression in Eq.(6.1) indicates that the likelihood is lowerbounded by the term corresponding to the compared region gj itself. Since the highdimensional deep features of image regions tend to lie on a sub-dimensional manifold,
the Euclidean distance is only meaningful within a local sub-space, while the large
Euclidean distance is less reliable [LWL11]. Thus, the single term in the result of
Eq.(6.1) having large value of d(qi , gj ) is unreliable for the likelihood estimation. Let
us assume that the distance d(qi , gj ) becomes unreliable when it reaches a certain
threshold, denoted as εi . We can reasonably truncate this large distance to εi in this
case. Meanwhile, the reliable distance, that satisfies d(qi , gj ) ≤ εi , can be retained
for directly in the likelihood approximation. Hence, the lower-bound in Eq.(6.1),
denoted as pL (qi |R, gj ), can be expressed as

pL (qi |R, gj ) ≈






1
h0 ·|S|

exp(− 2hi2 ),

if d(qi , gj ) > εi





1
h0 ·|S|

2
i ,gj )
exp(− d (q
),
2h20

otherwise

ε2

0

(6.2)

CHAPTER 6. CROSS-DOMAIN CLOTHING IMAGE RETRIEVAL

124

By taking logarithm to Eq.(6.2) and multiplying the region priori πj to the right
side of Eq.(5.7) in Chapter 5, it can be obtained that


ε2

log( h0 ·|S| ) + i

2h20

πj

− log πj pL (qi |R, gj ) ≈ 

,

2

log( h0 ·|S| ) + d (qi2,gj ) ,

πj

2h0

if d(qi , gj ) > εi

(6.3)

otherwise

Since gj is the only known term in S and other image regions that are relevant
to gj are practically unknown due to the lack of matching region pairs information
in unsupervised case, we use pL (qi |R, gj ) to approximate the likelihood p(qi |R, gj ).
The cardinality of S and the region priori πj are assumed to be a constant for all
query regions, and h0 is also a constant once preset. The term log( h0π·|S|
) in Eq.(6.3) is
j
denoted as a0 for ease of presentation. With Eq.(6.3) and by taking logarithm to the
lower-bound in Eq.(5.7) used in CRM, we can obtain the approximated likelihood of
the presence of qi in the set of image regions that are relevant to G, i.e., p(qi |R, G),
by pL (qi |R, gj ) as follows. By substituting it into the CRM expressed by Eq.(5.9),
we can obtain that
− log(p(Q|R, G)) =
≤

m
X
i=1
m
X
i=1

=

(− log(p(qi |R, G)))

(6.4)

min [− log πj pL (qi |R, gj )]

j=1,··· ,m

m
X




a

0

+

ε2i
,
2h20

if d(qi , gj ) > εi

a

0

+

d2 (qi ,gj )
,
2h20

otherwise

min 
j=1,··· ,m
i=1

= ma0 +



 ε2i
m 
 2h2 ,
X
0

if all d(qi , gj ) > εi , ∀j


d2 (qi ,gj )
i=1 

, otherwise
 min
2
j=1,··· ,m 2h0

With this result, the likelihood p(qi |R, G) will be capped by the threshold εi when
all the m likelihoods {pL (qi |R, gj )}m
j=1 correspond to unreliable distances between qi
and each region in G. That is, the rigidly assigned unreliable match to qi is rectified
by the threshold εi . As a result, when the query image contains multiple irrelevant
regions to the object of interest, the estimated likelihoods to those regions tend
to be capped and they will not corrupt the final image-level likelihood p(Q|R, G)
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during accumulating the likelihoods of regional ones. In this way, the false match
problem in CRM [RSCM14] method will be alleviated. For the distance threshold
εi associated to each query region qi , it can be selected as the distance of qi to its
k0 -th nearest neighbor in the database, where k0 is a preset algorithmic parameter.

6.3.2

Distance Truncation with Top-k Largest Likelihoods

In the CRM [RSCM14], the likelihood p(qi |R, G) is approximated with the largest likelihood

max πj p(qi |R, gj ), as shown by the probabilistic interpretation

j=1,··· ,m

presented in Section 5.3. This approximation ignores the probability of the presence of qi in the regions relevant to other (m − 1) regions of G. We can also
approximate p(qi |R, G) by not being restricted to the single largest likelihood as in
Section 6.3.1. According to the analysis in Section 5.3 of Chapter 5, it is known that
p(qi |R, G) ≥ max πj p(qi |R, gj ). This implies that
j=1,··· ,m

p(qi |R, G) ≥

max πj p(qi |R, gj )

j=1,··· ,m

(6.5)

p(qi |R, G) ≥ 2nd-max πj p(qi |R, gj )
j=1,··· ,m

p(qi |R, G) ≥ 3rd-max πj p(qi |R, gj )
j=1,··· ,m

..
.
p(qi |R, G) ≥ kth-max πj p(qi |R, gj )
j=1,··· ,m

where the 2nd-max, 3rd-max, and kth-max stand for the second, third and k-th
highest likelihood values with assumption of equal priori πj for each region gj . By
multiplying the left and right sides in the inequalities of Eq.(6.5) correspondingly,
it can be obtained that
[p(qi |R, G)]k ≥

Y

πj p(qi |R, gj ),

and

(6.6)

top-k max
j

log p(qi |R, G) ≥


1 X 
log p(qi |R, gj ) + log πj
k top-k max
j

(6.7)
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Eq.(6.7) implies another lower-bound of log p(qi |R, G) based on the top-k highest
log p(qi |R, gj ) values. Therefore, instead of using the single best one to approximate
p(qi |R, G) as in Eq.(6.4) of Section 6.3.1, as well as in the CRM method, we can use
the top-k highest likelihoods to approximate it. This can take into account the k
regions in G that provide the largest likelihoods of the presence of qi in the regions
relevant to G. Combining Eq.(6.7) with the distance truncation in Eq.(6.2), we can
obtain the following result
− log(p(Q|R, G))
=
≤

m
X
i=1
m
X
i=1

(6.8)

(− log(p(qi |R, G)))
−


1 X 
log pL (qi |R, gj ) + log πj
k top-k max
j

= ma0 +



 ε2i
m 
 2h2 ,
X
0

1
i=1 

k

 P

if all d(qi , gj ) > εi , ∀j
top-k min
j

d2 (qi ,gj )
, otherwise
2h20

With this result, the value of k can be preset to be a specific value for all the m
m
regions of {qi }m
i=1 . It can also be set to the number of regions in G = {gj }j=1 that

satisfies d(qi , gj ) ≤ εi for each qi .
The proposed Non-PM-DT approach using solely the single largest likelihood
and the top-k largest likelihoods to approximate p(qi |R, G) are denoted as NonPM-DT-Max and Non-PM-DT-top-k, respectively. Their performance is evaluated
on the cross-domain clothing image retrieval datasets. The evaluation results are
reported in the experimental section.

6.3.3

Analysis of Computational Complexity

Let M be the total number of database images, m the number of regions in each
image, and d be the dimensions of each deep regional feature vector. The time and
space complexity of the proposed Non-PM-DT approach (i.e., Non-PM-DT-Max and
Non-PM-DT-top-k) is analyzed as follows.
• Obtaining the k0 nearest neighbor regions for every query region qi to compute
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the distance threshold εi incurs the complexity of O(k0 d log (M m)) by the approximate nearest neighbor search, like randomized KD-tree [ML14]. And, building
the tree needs additional complexity of O(d(M m) log (M m)).
• The complexity of computing p(qi |R, gj ) for all pairs of qi and gj is
O(dM m2 ) for a query image. This has a comparable complexity to the original CRM. Computing J(Q, G) =

Pm

i=1 (minj=1,··· ,m

− log m1 pL (qi |R, gj )) for

all database images incurs O(M m2 ) for Non-PM-DT-Max, and J(Q, G) =
Pm

1
i=1 − k

P


top-k max



log pL (qi |R, gj ) + log πj incurs O(M m2 k).

j

• For space complexity, the proposed Non-PM-DT approach incurs O(d) for computing p(qi |R, gj ) and ranking all database images.

6.4

Experimental Results

This section conducts experiments to evaluate the performance of the proposed
cross-domain clothing retrieval framework, and the effectiveness of the proposed
distance truncation approach to approximating the likelihood p(qi |R, gj ) for improving retrieval performance over CRM [RSMC15].

6.4.1

Database and Evaluation Protocol

Two cross-domain clothing image retrieval datasets are used to evaluate the proposed
Non-PM-DT approach.
Exact Street2Shop dataset [HKHL+ 15] focuses on matching between the exact
clothing item in the real-world street image and the product images in the online
shopping sites. It contains 20, 357 street photos, which are usually captured in
the uncontrolled wild settings with cluttered backgrounds, occlusion and diverse
viewpoints and poses, and 404, 683 shop photos, which are generally photos under
professional settings of clean background, good lighting and normal poses. There
are 11 categories of clothing items in this dataset. Four garment categories are
randomly selected for evaluation, and they are Outerwear, Skirts, Pants and Tops.
For street images in each category, the search is conducted within the shop images of
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the same category. The statistics of query and shop images of these four categories
in this dataset are in Table 6.1.
Table 6.1: Dataset statistics of four classes in Exact Street2Shop dataset [HKHL+ 15].
Category
Number of query images
Number of shop images

Outerwear
666
34, 695

Skirts
604
18, 281

Pants
130
7, 640

Tops
763
68, 418

A private commercial clothing dataset is also employed for evaluation. Similar to the Exact Street2Shop dataset, this dataset is also comprised of photos of
clothing items across street and shop domains. One difference is that this dataset
specifically focuses on garment items from nine different brands. Three brands are
randomly chosen for performance evaluation, which are denoted as Brand-1, Brand2 and Brand-3, respectively. The data statistics of these three brands are shown in
Table 6.2. The retrieval for the clothing item in a street image is conducted within
its brand.
For both datasets, the performance is measured with the top-20 retrieval accuracy as in [HKHL+ 15], that is, the percentage of queries with at least one true match
successfully returned within the first 20 results.
Table 6.2: Dataset statistics of a private commercial clothing dataset.
Category
Brand-1 Brand-2
Number of query images
1, 424
1, 860
Number of shop images
1, 386
5, 861

6.4.2

Brand-3
167
6, 520

Experimental Settings

For deep convolutional networks, the publicly available pre-trained model
VGG16 [SZ15] is used. The activations from the second sub-convolutional layer
of the last convolutional layer (i.e., conv5-2) are extracted for each image region.
As introduced in Section 6.2, for images in the two cross-domain clothing retrieval
datasets, the pre-trained Faster R-CNN [RHGS15] is first applied to each street
image to detect the person. The detected area is used as the query image, while
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the background area is discarded. For each shop image, the white border area with
almost no gradient change is removed. After that, three groups of 32 regional patches from the top, center and bottom largest square patches (or left, center and
right largest square patches) are extracted from each street or shop image, as shown
in Figure 6.4 in page 116. That is, each image is represented by 96 regions in total.
Afterwards, each region is resized to 224 × 224 and fed into the network. There are
512 feature maps of size 14 × 14 obtained at the conv5-2 layer. For each feature
map, a spatial 2 × 2 max-pooling followed by a sum-pooling is applied, and each
region is therefore represented by a 512-dimensional feature vector. This feature
vector is further processed with `2 -normalization, PCA whitening transformation,
and `2 -normalization. At last, each image is represented by a set of 96 deep feature
vectors of 512D.

6.4.3

Results of the Non-PM-DT Approach

To verify the effectiveness of the proposed approach, experiments are conducted on
the two cross-domain clothing retrieval datasets introduced above.
For the Exact Street2Shop [HKHL+ 15] dataset, the bounding box of the target
clothing item in each street image has been pre-defined. As introduced in Section 6.2,
manually labeling the bounding box of region of interest for each street image costs
intensive labor in practice, or the user will bear extra burden when uploading the
image for online shopping. To verify the effectiveness of the proposed Non-PM-DT
in tackling background clutter, the provided bounding box of each street image is
not adopted during retrieval. Instead, only the person area is detected for each
street image and used to conduct retrieval, which returns all the shop images in
the database having high similarity with it at the top ranked positions. Despite
that the irrelevant regions to the target clothing item, such as the parts of detected
human body, the non-target garment items and the remaining background within
the detected area, could distract the similarity comparison between the query and
shop images. The similar person detection procedure is applied to the street images
in the private commercial clothing dataset. The only difference is that the person
detector, i.e., Faster R-CNN [RHGS15], is fine-tuned with held-out images of this
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dataset. And the street images in this dataset use the fine-tuned network to detect
the person.
For the distance threshold εi in Eqs.(6.4) and (6.8) used in Non-PM-DT approach, it is selected as the distance of its k0 -th nearest neighbor region found from
all the regions of shop images, and k0 is empirically set as 100 in the experiments.
Besides, it is found that the parameters used for PCA whitening have a great effect on the retrieval performance. And the preliminary experimental results show
that the whitening parameters learned from deep regional features of the complex
street images provide better performance than those learned from the clean shop
images. As the image regions of all the street images contain more diverse visual
information than those of all the shop images, it is speculated that the deep features
from image regions having a wider variety of visual content could produce better
retrieval performance. Therefore, for Exact Street2Shop [HKHL+ 15] dataset, two
types of whitening parameters are learned and evaluated for whitening the deep
regional features of query and shop images. One kind of parameters is obtained
with deep regional features of the provided bounding box area of street images in
the pre-defined training set of each category, denoted as WB , and the other kind
of parameters is learned from the detected person area of training street images,
denoted as WD . Since there is no labeled bounding box for the street images in
the private commercial dataset, only the whitening parameters WD are learned and
used for images in this dataset. The weight wi (in Eq.(5.2)) applied to each item
in

Pm

m
i=1 (minj=1

− logpL (qi |R, gj )) is uniformly set to be same for each region qi on

both datasets, considering that there is no prior knowledge about the influence of
each individual region to the image-level similarity without knowing the position of
the target clothing item in a query street image.
The retrieval performance of CRM [RSCM14] and the proposed distance truncation approach on the Exact Street2Shop dataset [HKHL+ 15] is shown in Table 6.3.
The results obtained with both the Non-PM-DT-Max and Non-PM-DT-Top-k are
reported. As seen, for three out of the four categories, i.e., Outerwear, Skirts and
Tops, both CRM and the proposed Non-PM-DT gain superior performance with
the whitening parameters WD learned from the features of the detected person area
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of street images to those with WB learned from the bounding box area. Especially for CRM, the improved performance is about 6, 10 and 14 percentage points
on Outerwear, Skirts and Tops categories, respectively. This is probably because
the patterns in the detected person area of all the street images are more diverse
than those in the pre-defined tight bounding box area. Also, compared to the baseline CRM, the proposed Non-PM-DT provides improved retrieval accuracy over
CRM with both types of whitening parameters on categories of Outerwear, Skirts
and Tops. The improvement is as high as about 8, 11 and 23 percentage points
on these three categories when the whitening parameters WB are used, while the
improvement is 4, 3 and 11 percentage points on these three categories with parameters WD . As seen, the performance improvement on the Tops category is much
more significant than on the other two categories. On the Pants category, the proposed Non-PM-DT-Max improves over CRM by about 3.8 percentage points using
the whitening parameters WD . In terms of the two methods of Non-PM-DT-Max
and Non-PM-DT-Top-k, both of them perform comparably well on the categories
of Outerwear, Skirts and Tops, whereas the former performs better than the latter
on the Pants category. This may be because the differences among pant images
are much subtler than those among images in other three categories, and the use of
top-k largest likelihoods together tends to mix the distinct patterns of different pant
images. Overall, the average accuracy improvement of the proposed Non-PM-DTMax and Non-PM-DT-Top-k with both types of whitening parameters over CRM
method is 7.67 percentage points on these four categories. These results imply that,
by truncating the unreliable distances, the proposed Non-PM-DT can mitigate the
adverse impact of irrelevant regions to the target clothing item and the rigidly assigned matches to those image regions, and hence provide more accurate similarity
comparison between images.
The retrieval performance of the proposed distance truncation approach and
CRM method with whitening parameters WD on the private commercial clothing
dataset is shown in Table 6.4. It can be seen that improved retrieval accuracy of
Non-PM-DT over CRM is consistently achieved. The average improvement of NonPM-DT-Max and Non-PM-DT-Top-k over CRM is around 4, 3 and 1.5 percentage
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Table 6.3:
Comparison of top-20 retrieval accuracy on
Exact
+
Street2Shop [HKHL 15] dataset between CRM and proposed Non-PM-DT.
Whitening

Class

Parameters Non-PM-DT-Max

Outerwear
Skirts
Pants
Tops

CRM

Improvement

Non-PM-DT-Top-k

(Baseline)

(on average)
8.86

Non-PM-DT

WB

19.52

18.92

10.36

WD

21.17

19.82

16.37

4.13

WB

50.66

50.50

38.91

11.67

WD

51.49

51.82

48.68

2.98

WB

32.31

30.00

33.85

-2.70

WD

36.15

30.00

32.31

0.76

WB

37.61

37.88

14.02

23.73

WD

39.84

39.71

27.92

11.86

36.09

34.83

27.80

7.67

Average

points on the three brands, respectively.
Table 6.4: Comparison of top-20 retrieval accuracy on the private commercial
clothing dataset between CRM and proposed Non-PM-DT.
Category
Brand-1
Brand-2
Brand-3
Average

Non-PM-DT
Non-PM-DT-Max Non-PM-DT-Top-k
44.31
45.86
30.22
30.38
14.37
13.77
29.63
30.00

Accuracy @ k for Outerwear

CRM
Improvement
(Baseline) (on average)
40.94
4.15
27.31
2.99
12.58
1.49
26.94
2.88

Accuracy @ k for Skirts

0.25

Accuracy @ k for Tops

0.6

0.5

0.55

0.45
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0.05
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Figure 6.6: Accuracy at top-k for the three clothing categories on Exact
Street2Shop dataset with whitening parameters learned from features of the detected person area of street images.

In Figure 6.6, the retrieval accuracy at the top-k with the value of k varying
from 1 to 50 on three categories, i.e., Outerwear, Skirts and Tops, is depicted. It
can be observed that the retrieval accuracy of the proposed Non-PM-DT-Max and
Non-PM-DT-Top-k consistently outperforms the baseline CRM method with the
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value of k increasing on all the categories. And the accuracy improvement tends
to be larger with larger k values in general. Moreover, four examples comparing
the top-10 retrieval results of CRM and the proposed Non-PM-DT-Max on Exact
Street2Shop [HKHL+ 15] dataset are illustrated in Figure 6.7. It can be seen that
the top-ranked images produced by CRM tend to match with the garment or human
body regions that are irrelevant to the target clothing item in the query in general,
while the proposed Non-PM-DT-Max can mitigate the effect of those distraction
regions and assign high similarities to the true matches of the regions containing the
target clothing item.

6.4.4

Comparison with Existing Methods

The performance of the proposed Non-PM-DT-Max with whitening parameters WD
learned from the deep features of detected person area and the CRM method is
compared with existing methods of cross-domain clothing image retrieval, including
AlexNet [HKHL+ 15], F.T.Similarity [HKHL+ 15], Matching [WSZ+ 16], and Deep
Bi-direct [JWF16]. The comparison results are shown in Table 6.5. It can be
seen that, for the four categories, the proposed Non-PM-DT-Max performs best
for two categories, i.e., Outerwear and Pants, among all the compared methods,
while for the other two categories, i.e., Skirts and Tops, the proposed Non-PMDT-Max provides the second best performance. Also, compared to other methods,
the baseline CRM method performs better than AlexNet [HKHL+ 15] and Deep Bidirect [JWF16] methods. This indicates that the cross-region based method with
deep features also performs well on the cross-domain image retrieval scenario. Note
that, compared to the proposed Non-PM-DT-Max, all other methods in Table 6.5,
except the baseline CRM, fine-tune the pre-trained deep networks with the labeled
bounding box of street images. They either use pair-wise matching/non-matching
samples for fine-tuning, or adopt triplets that are composed of query, matching and
non-matching samples for fine-tuning. In contrast, the proposed Non-PM-DT-Max
does not use any manually labeled information, and is purely an unsupervised method. Moreover, the proposed method does not involve any off-line network training
process, and is therefore much more computationally efficient. The favorable perfor-
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(a) Baseline CRM. No true positive is found within the top-10 retrieval results.

(b) Proposed Non-PM-DT (Max.). Three true positives are found within the top-10 retrieval results.

Query

(a) Baseline CRM. No true positive is found within the top-10 retrieval results.

(b) Proposed Non-PM-DT (Max.). Two true positives are found within the top-10 retrieval results.

Query

(a) Baseline CRM. No true positive is found within the top-10 retrieval results.

(b) Proposed Non-PM-DT (Max.). Two true positives are found within the top-10 retrieval results.

Query

(a) Baseline CRM. No true positive is found within the top-10 retrieval results.

(b) Proposed Non-PM-DT (Max.). Two true positives are found within the top-10 retrieval results.

Figure 6.7: Retrieval examples of the CRM and the proposed Non-PM-DTMax (512D features) from Exact Street2Shop [HKHL+ 15] dataset. Green boxes
applied to the retrieved images indicate the true positives. Note that the bounding
box of each street image provided in this dataset is not used by the CRM and
the proposed Non-PM-DT approach.
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mance of the proposed method to those methods in comparison implies that without
any manually labeled information or fine-tuning the deep networks, the proposed
approach can effectively eliminate the distractions from the cluttered regions when
matching street clothing items with shop images.
Table 6.5: Performance comparison of top-20 retrieval accuracy on Exact
Street2Shop dataset [HKHL+ 15] of the proposed Non-PM-DT-Max with existing methods. The bold font indicates the best performance, and the italic
indicates the second best performance.
Category
Outerwear
Skirts
Pants
Tops

6.5
6.5.1

AlexNet
F.T.Similarity Matching Deep Bi-direct
[HKHL+ 15]
[HKHL+ 15]
[WSZ+ 16]
[JWF16]
6.31
21.00
20.30
15.71
11.26
54.60
50.80
10.32
15.38
29.20
22.30
32.16
11.93
38.10
48.10
17.42

CRM
Non-PM-DT-Max
(Baseline)
16.37
21.17
48.68
51.49
32.31
36.15
27.92
39.84

Discussion and Analysis
On the Proposed Distance Truncation Approach

The improved retrieval performance shown in the experimental section indicates the
effectiveness of the proposed Non-PM-DT approach to tackling the rigidly assigned
match problem in CRM [RSCM14] for the cross-domain clothing image retrieval
task. In this section, the mechanism of the proposed Non-PM-DT in improving
retrieval performance is analyzed via an example shown in Figure 6.8, where the
green bounding box in the left-most street image indicates the target skirt clothing
item pre-defined by the dataset but not used in the proposed Non-PM-DT approach.
The detected person area of this street image by Faster R-CNN [RHGS15] is the
image in the second column, in which the human body, other clothing items, and the
background regions are distractions to the similarity comparison. Two shop images
are shown in the middle column of Figure 6.8. The distance from the ground-truth
match image (at the top row) to the query is 167.28 calculated with CRM [RSCM14],
while the false match image (at the bottom row) is given a smaller distance of
164.50b . This smaller distance is mainly caused by the assigned matches to the
b

For ease of analysis, we directly use distance instead of the likelihood to represent the similarity
comparison.
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irrelevant regions to the skirt in the query, and they dominate and mislead the
final image similarity. On the contrary, the ground-truth match image is given a
smaller distance to the query than the false match image by the proposed distance
truncation method (i.e., 152.37 vs. 152.47), and they are ranked at the third and
eighth positions, respectively, by the proposed Non-PM-DT-Max. At the rightmost column of Figure 6.8, the distance from each query region to the assigned
match region found from the compared shop image, i.e., D(qi , G) = minm
j=1 d(qi , gj )
produced by CRM and the proposed distance truncation method is shown as the
green and blue lines, respectively. It can be seen that, for many query image regions,
the large distances of their assigned matches produced by CRM (the green lines) are
truncated to smaller distances (the blue lines) by the proposed method. And most
of these query regions are the regions irrelevant to the target skirt. One example
is the eighth query region, which is a body part of the detected person, as shown
in the right-most distance plots of the two compared shop images. While for the
query regions containing the target skirt, the distances of their matches found from
the shop image are not truncated when their matches are indeed visually similar to
them, e.g., the twenty-fourth and eightieth query regions shown in the right-most
distance plots. As a result, only the visually similar matches to the query image
regions containing the target clothing item tend to dominate the final similarity
between the query and compared shop image, while the matches of the irrelevant
image regions to the target clothing item are truncated to the same distances for
different shop images. In this way, the impact of the rigidly assigned matches on
the final image similarity comparison is alleviated by the proposed Non-PM-DT.

6.5.2

On the Impact of PCA Whitening Parameters

Recall that the PCA-whitening parameters that are applied to the pooled deep regional features of street and shop images affect the retrieval performance greatly,
as shown in the results in Section 6.4.3. In specific, the whitening parameters WD
that are learned from the deep regional features of the detected person area of street
images provide better performance than WB learned from features of the bounding
box area of street images. It is conjectured that this is because the detected person

Detected person

Rank = 8

Rank = 3

DDT (Q, G) = 152.47

DCRM (Q, G) = 164.50

Figure 6.8: An example depicting how the proposed Non-PM-DT approach alleviates the adverse impact of the rigidly assigned
matches between the irrelevant regions to the target clothing item on the final image similarity between street and shop images.

Query

DDT (Q, G) = 152.37

DCRM (Q, G) = 167.28
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areas of all the street images contain more diverse visual patterns than those of the
bounding box areas, seeing that the detected person areas still have more complex
background and human body regions than the bounding box areas of street images.
Therefore, the PCA whitening eigenvectors obtained from the covariance matrix of
the features from the detected person area of street images, denoted as ΣD , could
express more diverse visual patterns, than those obtained from the covariance matrix of the features from the bounding box area, denoted as ΣB . To verify this
conjecture, the deep regional features of street images in Skirts category of Exact
Street2Shop [HKHL+ 15] dataset are utilized to calculate ΣD and ΣB , respectively.
In Figure 6.9, the cosine angle similarity of the leading eigenvector corresponding to
the largest eigenvalue of ΣD with the top 35 eigenvectors of ΣB is calculated. The
resulting similarity values are shown in Figure 6.9(a). And vice versa, Figure 6.9(b)
shows the similarity values of the cosine angle between the leading eigenvector of ΣB
and the top 35 eigenvectors of ΣD . We can see that the majority of these similarity
values are small for both cases (around 0.1), which implies that the feature embedding space spanned by the eigenvectors of these two types of covariance matrices
have a great difference. Also, Figure 6.10 shows the eigenvalues of ΣD and ΣB in
descending order, and their eigenvalues are normalized by dividing their maximum
eigenvalue, respectively. It can be seen that the eigenvalues of ΣD are larger than
those of ΣB from the third one to the 35-th one, which consistently indicates the
difference of the two types of covariance matrices, and that the embedding space
spanned by the eigenvectors of ΣD contains more variation.
Also, to qualitatively understand the feature embedding space of street and
shop images after applied PCA whitening to their deep regional features, the tSNE [MH08] algorithm is deployed to visualize the feature embedding space. In
specific, 10, 000 largest square regional patches from the street and shop images
in Skirts category of Exact Street2Shop [HKHL+ 15] dataset are randomly selected.
The two-dimensional feature embedding space of these patches is visualized with the
following procedure: 1) the 512D deep regional features of those selected 10, 000 patches obtained by PCA whitening are further projected to 50 dimensions via another
PCA to reduce the computational cost in t-SNE; 2) the t-SNE algorithm is applied
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(a) Similarity values between the leading eigenvector of covariance matrix ΣD and the top
35 eigenvectors of covariance matrix ΣB .
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(b) Similarity values between the leading eigenvector of covariance matrix ΣB and the top
35 eigenvectors of covariance matrix ΣD .

Figure 6.9: Similarity values between the leading eigenvectors of covariance
matrix ΣD obtained from the features of detected person area of street images of
Skirt category in Exact Street2Shop [HKHL+ 15] dataset and that of covariance
matrix ΣB learned from bounding box area.

to project these 50-dimensional features to a two-dimensional space. The resulting
two-dimensional locations of these selected patches are shown in Figure 6.11, in
which the sub-figure (a) is the embedding space of deep regional features produced by the whitening parameters WD , and the sub-figure (b) is the one produced
by the whitening parameters WB . By comparing these two spaces, it can be seen
from Figure 6.11(a) that the feature embeddings obtained with WD not only group
patches having similar visual patterns together (for example, the different leg patterns indicated in the green ellipse of Figure 6.11(a)), but also tend to group the
visually similar patches from the two domains together despite the discrepancy of
the street and shop domains (for example, the lower-body patterns in patches of
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Figure 6.10: Normalized eigenvalues of ΣD and ΣB sorted in descending order.

two domains indicated in the red ellipse of Figure 6.11(a)). However, the feature
embeddings obtained with WB learned from the bounding box area of street images
in Figure 6.11(b) distribute some similar visual patterns within the same domain
far away (for example, the leg patterns indicated in the two green ellipses of Figure 6.11(b)), and some similar visual patterns across the two domains also have
large distances (for example, the lower-body patterns indicated in the two reds ellipses of Figure 6.11(b)). These observations imply that the feature embeddings
obtained with whitening parameters WD obtained from the detected person area
of street images could group patches from both the same domain and two different domains together when these patches have semantically similar visual patterns.
And thus better retrieval performance could be achieved. This is consistent with
the experimental results in Section 6.4.3.

6.6

Conclusion

This chapter identifies an important issue in CRM based image retrieval related to
the unreliable enforced match for every query region, which adversely affects the
similarity comparison between two images for the cross-domain clothing image retrieval task. With the powerful deep convolutional features, a distance truncation
approach based on the probabilistic non-parametric method is proposed. The im-
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(a) Feature embedding obtained with PCA whitening parameters WD that are learned
from features of street images of their detected person area

(b) Feature embedding obtained with PCA whitening parameters WB that are learned
from features of street images of their bounding boxes area

Figure 6.11: Visualization of image feature embeddings obtained with PCAwhitening parameters learned from features of street images of their detected
person area (a), and with those learned from features of street images of their
bounding boxes area (b) .
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provement of the proposed approach over the CRM method is well demonstrated
on two cross-domain clothing item retrieval datasets by alleviating the rigidly assigned match problem. The mechanism of the proposed distance truncation approach
and the impact of PCA-whitening parameters to the retrieval performance are also
analyzed.

Chapter 7
Conclusions and Future Work
This chapter summarizes the contributions of this thesis, and potential directions of
future work are then discussed.

7.1

Conclusions

The main focus of this thesis is object-based image classification and retrieval with
deep convolutional neural networks (CNN). Feature representation is the essential
module of these two tasks, and similarity measure is another vital module for image
retrieval. This thesis has studied these two modules from four aspects: 1) effective
designing a deep CNN for a specific type of object-level (e.g., cell image) classification task; 2) developing an effective feature pooling method to obtain compact
global image representations for retrieval; 3) gaining insights into the well-performed
method of cross-region matching (CRM) with deep feature representations for object retrieval, and then developing an approach to resolve its issue associated with
the similarity comparison between two images; and 4) developing an approach to
improve the robustness of the CRM-based method against the distractions from the
irrelevant image regions to the object of interest in the query image for cross-domain
image retrieval tasks. The following conclusions are drawn from the proposed works.
In Chapter 3, an automatic HEp-2 cell image classification framework is designed with a deep CNN, which could serve as a computer-aided diagnosis (CAD)
system. The interesting observations and findings elaborated in the investigation
provide practical guidances on the important factors that impact the CNN network
design and training for a specific task like cell image classification. Also, the importance and effectiveness of the rotation-based data augmentation for CNN-based
cell image classification implies that the primary goal of data augmentation shall
better serve to estimate the underlying distribution of the target data to be tackled.
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Therefore, appropriate data augmentation methods should be adopted based on the
investigation of the data at hand to effectively train CNN with limited samples. In
addition, the desirable adaptability of the CNN-based system developed in this thesis across different cell datasets has been demonstrated. This property is important,
especially for the biomedical tasks, considering that the captured cell images may
vary under different laboratory settings, and the types of cell images and the scale
of the captured dataset may also change. With good adaptability of the trained
network on one dataset, the training and classification performance on a new dataset can benefit from the pre-trained network. This property can also be extended
to other types of object-based image classification.
In Chapter 4, the analysis and understanding of the effectiveness of sum-pooling
over deep convolutional activations for image retrieval is conducted from the perspective of probability interpretation and the Infomax principle. Sum-pooling is
revealed to produce the upper-bound of the probability of the presence of a visual
pattern in an image, while max-pooling corresponds to the lower-bound. The estimate of this probability is important in the sense of recognition, as it summarizes
the presence or absence of a specific visual pattern in an image. On top of this, the
quantitative analysis via the Infomax principle has further answered the optimality of sum-pooling, through the well aligned pooling template between sum-pooling
and the optimal pooling template provided by the leading eigenvector of PCA. In
addition, the effectiveness of the proposed two-dimensional 2DPCA-based pooling
method suggests that preserving the two-dimensional spatial relationship among the
local convolutional activations during pooling is beneficial to obtain more effective
global image representations for image retrieval.
In Chapter 5, a probabilistic interpretation to the well-performed cross-region
matching (CRM) method is provided by following the probability ranking principle.
The implicit assumptions made in CRM have been identified with the interpretation, and a fundamental issue associated with comparing two image regions is
revealed. The corresponding pseudo-label approach using the neighborhood graph
of deep region features has been proposed and demonstrated effectiveness in alleviating that issue. The proposed pseudo-label approach models the distribution of the
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visual concept class associated with an image region to approximate the likelihood
of the presence of a query region in the class of regions relevant to the compared
image region. The effectiveness of both the proposed non-parametric and parametric methods in improving CRM and retrieval performance has been demonstrated
on multiple benchmark object retrieval datasets. In addition, two ways have been
investigated in improving the computational efficiency of the proposed pseudo-label
approach.
In Chapter 6, the rigidly assigned match problem of the CRM method is identified for the cross-domain clothing image retrieval task, which generally faces the
challenges of various object variations in intra-domain, complex clutters and the
large discrepancy across domains (between street domain and shop domain). In
the purely unsupervised cross-domain clothing image retrieval framework developed
in this thesis, the proposed non-parametric distance truncation approach truncates
the unreliable match distance to a query image region with a threshold, by utilizing
the neighborhood graph composed by image regions in the database. It demonstrates effectiveness in mitigating the rigidly assigned match problem of CRM on two
cross-domain clothing item retrieval datasets. Also, the analysis to the mechanism
of the proposed distance truncation approach indicates that the truncation to the
assigned matches of irrelevant image regions well contributes to the performance
improvement over CRM for retrieval. Moreover, the analysis to the impact of PCA
whitening parameters justifies that when the whitening parameters are learned from
the deep features of image regions that have more diverse visual patterns, better retrieval performance could be usually achieved for the cross-domain image retrieval
tasks.

7.2

Future Work

The following research directions for the work in this thesis could be explored in the
future:
• Transfer Learning. Transfer learning with deep networks has demonstrated promising results on various visual recognition tasks. It can transfer knowledge from
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a source domain to improve the performance of the target domain by taking advantage of available data and pre-trained deep network and reduce the expensive
computation of training a large capacity network from scratch. For the HEp-2
cell images classification and unsupervised object retrieval tasks, transfer learning
can be explored by taking advantage of available annotated datasets that have
similar statistics to the target dataset, rather than simply using the pre-trained
deep features that are originally designed to recognize objects different from the
target ones.
• Deep Metric Learning. Deep metric learning aims to learn feature embeddings
with deep networks that reflect the similarity relation among images. That is,
the matching images have small Euclidean distances with the learned feature embeddings, and the non-matching images have large distances. The Siamese and
triplet networks based deep metric learning have recently been increasingly used
in a wide range of visual recognition tasks, for example, face identification, person
re-identification, image retrieval, and so on. Regarding the cross-region matching
(CRM) based object-level retrieval studied in this thesis, deep metric learning
could be built upon the CRM-based method to learn the feature embeddings. In
specific, the Siamese/triplet network could be trained with region-based matching
and non-matching pairs/triplets, and the distance between the query image and
matching and non-matching images could be calculated in the way of CRM method, i.e., the weighted sum of regional distances. The learned region-level feature
embeddings are expected to be more effective in dealing with the impact of irrelevant regions to the target object for the final image-level similarity comparison,
and to tackle the domain discrepancy for images from different domains for the
cross-domain image retrieval task.
• Attention model based methods. Attention model targets at differentiating the
input image adaptively based on the attention mechanism rooted from the human
visual attention during training the deep network. It has been applied to visual
recognition and understanding problems including image classification, image captioning, semantic segmentation, to name a few. For the work conducted in this
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thesis, the feature pooling or aggregation over deep convolutional features aims
to produce compact global image representations. The attention mechanism can
be integrated into the pooling method developed in this thesis by assigning local
convolutional features different weights, so that the salient features related to the
region of interest object can be distinguished from the non-salient features. Also,
the attention mechanism could be integrated into the CRM-based method investigated in this thesis to differentiate the features/regions with different weights
for similarity comparison between two images.
Moreover, the above three directions can be integrated into a unified framework to
compensate for each other for object-based image retrieval. For instance, when the
target dataset lacks of annotated data to learn feature embeddings, deep metric
learning based on transfer learning could be developed via taking advantage of
available annotated datasets. And the attention mechanism can be integrated
into the deep metric network to learn feature embeddings that capture the visual
attention of input to improve the accuracy of similarity comparison among images.
It is expected that these future works could lead to more effective and efficient
image retrieval frameworks.
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Relja Arandjelović and Andrew Zisserman. Three things everyone
should know to improve object retrieval. In IEEE Computer Society
Conference on Computer Vision and Pattern Recognition (CVPR),
pages 2911–2918, June 2012.

[AZ13]

Relja Arandjelovic and Andrew Zisserman. All about VLAD. In
IEEE Computer Society Conference on Computer Vision and Pattern
Recognition (CVPR), 2013.

[BCV13]

Yoshua Bengio, Aaron Courville, and Pascal Vincent. Representation learning: A review and new perspectives. IEEE Transactions
on Pattern Analysis and Machine Intelligence, 35(8):1798–1828, Aug
2013.

[BEL13]
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Filip Radenović, Giorgos Tolias, and Ondřej Chum. CNN image retrieval learns from BoW: Unsupervised fine-tuning with hard examples. In European Conference on Computer Vision (ECCV), 2016.

[SCL12]

Pierre Sermanet, Soumith Chintala, and Yann LeCun. Convolutional neural networks applied to house numbers digit classification.
In International Conference on Pattern Recognition (ICPR), pages
3288–3291. IEEE, 2012.

[SEZ+ 13]

Pierre Sermanet, David Eigen, Xiang Zhang, Michaël Mathieu, Rob
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