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Autonomous Underwater Vehicles (AUVs) have been used for a huge number of tasks ranging from
commercial, military and research areas etc, while the fundamental function of a successful AUV is its
localization and mapping ability. This report aims to review the relevant elements of localization and
mapping for AUVs. First, a brief introduction of the concept and the historical development of AUVs is
given; then a relatively detailed description of the sensor system used for AUV navigation is provided.
As the main part of the report, a comprehensive investigation of the simultaneous localization and
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Towards Localisation and Mapping of Autonomous
Underwater Vehicles: A survey
1 Introduction
Autonomous Underwater Vehicles (AUVs) are able to travel in underwater environments with-
out inputs from a human operator[1], i.e. to control and manage themselves to accomplish
missions given by human beings. As the ocean is closely related to environmental issues, re-
sources, scientific and military tasks, the need for underwater robotic systems has become more
apparent. Great efforts have been made in developing AUVs to operate in the unstructured
and hazardous ocean environments [2]. Their applications can be categorized as follows.
 Commercial Application: Oil and gas industry uses AUVs to build detailed maps of the
seafloor before they begin to deploy the infrastructures; AUVs with chemical sensors are
used to monitor and detect the contamination state of specific sea areas.
 Military: A typical military mission for an AUV is to map an area to determine if there
are any mines, or to monitor a protected area (such as a harbour) for new unidentified
objects. AUVs are also employed in anti-submarine warfare, to aid in the detection of
manned submarines.
 Research: Scientists in oceanographic and marine biology employ AUVs to dive into deep
underwater to study marine life, to measure the concentration of various elements or
compounds.
Without accurate localization, the AUV will get lost, not mention to realize other complex
tasks. However, localization is never an independent issue because another issue called mapping
always accompany with it, as only by referencing the environment (map) around the AUV, an
AUV can localize itself. The map plays a key role in localisation unless a Global Position System
(GPS) is deployed.
In other words, localization is a problem to localize the underwater vehicle by referencing the
existing map around it, while mapping is a problem to build a map describing the environment
through the knowledge of its own position. Therefore, localization and mapping is actually
considered as “Chicken and Egg” problem. For decades, this problem has been attracting many
researchers working on it, and at present it becomes a solved problem by the technique of
Simultaneous Localization and Mapping (SLAM).
To the best knowledge of authors, SLAM has been successfully applied to localization and
navigation of indoor, outdoor and undersea robots. Nevertheless, due to the highly unstructured
and hazardous underwater and undersea environment, it is quite challenging to realize fully
SLAM with high accuracy for AUVs. Consequently, the purpose of this survey is to investigate
the relevant elements involved in localization and mapping of AUVs and previous work related
to it, and to make suggestions for future research in this area.
The structure of this paper is organized as follows. Section 2 provides a brief introduction
about the concept of AUVs and their historical development. Section 3 summarizes various
sensors that are used for the localization and navigation of AUVs, in which the advantage
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and disadvantages of each type sensor is analyzed respectively. As the main part of the report,
Section 4 presents comprehensive issues regarding the localization and mapping of AUVs, specif-
ically on the definition of the localization and mapping problem, a comprehensive investigation
of the solutions to the SLAM problem and the SLAM application examples for AUVs. Finally,
a brief conclusion is summarized in Section 5.
2 Autonomous Underwater Vehicles
2.1 Development History
Research on AUVs can be dated back to 1960s, the successful invention of Rebikoff’s SEA
SPOOK and the University of Washington’s SPURV(Self-propelled Underwater Research Vehi-
cle) signified the beginning of the AUV’s era. Soon after that, a plenty of AUVs showed up, for
example, former SKAT (Soviet union), OSR-V (Japan), EAVE West?RUMIC and UFSS (U.S.
Navy); EAVE EAST in University of New Hampshire, USA, as well as EPAULARD in France
[3].
Unfortunately, AUVs developed relatively slowly in 1980s due to their big size, low efficiency
and high cost, while the Remotely Operated Vehicles (ROVs) were beginning to gain in maturity.
With the rapid advances and development of computer technology, energy storage and other
relevant technology, the drawbacks stated above were conquered in 1990s. The AUV technology
began mature. A brief chronological history of the AUV development is shown as follows [4].
 Prior to 1970s - Special application of AUVs
Initial investigations were conducted into the utility of AUV systems, a few AUVs were
built mostly to focus on very particular applications. There were not a huge number of
papers published related to these efforts in literature.
 1970 - 1980 - Explorer the potential of AUVs
During these years, AUV technology was developing, a number of testbeds were built.
 1980 - 1990 - Experiment with prototypes
There were advances in technology reinforce development efforts, the Proof of Concept
(POC) prototypes were developed/tested/used.
 1990 - 2000 - Goal Driven Tech. Development
Broader based funding of technology development was poured into the field, many AUVs
were developed internationally, users were attracted by the technology.
 2000 - 2010 - Commercial markets grow; Small bio-inspired AUV developed.
First truly commercial products became available(See Figure 1 ); Several bio-inspired
AUVs such as robotic fish in University of Essex[5](See Figure 2) and biomimetic robotic
fish in Chinese Academy of Science[6].
2.2 Localisation and Navigation of AUV
The purpose of localisation is for the navigation, because only by knowing the current position
can the AUV decide where to go and which action to take. Therefore, by saying navigation,
most of its content includes localisation. The different methods which are currently used for
AUV navigation can be grouped into three categories[7] in terms of the sensors that AUV use
for navigation:
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Figure 1: Commercial AUV
Figure 2: Bio-inspired robotic fish in University of Essex
1. Inertial navigation
Inertial navigation uses gyroscopic sensors to detect the acceleration of the AUV. This
is a significant improvement over dead reckoning and is often combined with a Doppler
velocity log (DVL) which can measure the vehicle’s relative velocity.
2. Acoustic navigation
Acoustic navigation uses acoustic transponder beacons to allow the AUV to determine its
position. The most common methods for AUV navigation are long baseline (LBL) which
uses at least two, widely separated transponders and ultra-short baseline (USBL) which
generally uses GPS-calibrated transponders on a single surface vessel.
3. Geophysical navigation
Geophysical navigation uses physical features of the AUV environment to produce an
estimate of the location of the AUV. These can be pre-existing or purposefully deployed
features.
The detailed description of the sensors or sensor system narrated here will be provided in
the following Section.
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3 Sensors Used for Localization and Mapping
With eyes and ears, humans are able to localize and navigate anywhere around the world.
Similarly, UAVs reuire various sensors for localization and navigation. These sensors include
but not limited to GPS(Global Positioning System), INS(Inertial Navigation System), visual-
based sensor, acoustic-based sensor and Underwater Acoustic Positioning System, etc.
3.1 GPS/INS
GPS, the acronym for Global Positioning System, is a space-based global navigation satellite
system (GNSS) that provides location and time information in all weather, anywhere on or
near the Earth, where there is an unobstructed line of sight to four or more GPS satellites. It
is maintained by the United States government and is freely accessible by anyone with a GPS
receiver[8]. An inertial navigation system (INS) is a navigation aid that uses accelerometers
and gyroscopes to continuously calculate the position, orientation, and velocity (direction and
speed of movement) of a moving object without the need for external references[9].
The GPS is capable of providing this accuracy if integrated with an INS to compensate for
intermittent reception caused by either wave action or deliberate submergence. Therefore, GPS
are usually integrated with INS to be applied in many areas, for example, integrated GPS/INS
systems have been applied to aircraft and space shuttle guidance and navigation [10, 11, 12],
balloon navigation[13], missile systems[14, 15], land vehicles[16], and mobile robots[17, 18]. In
these applications, GPS data are continuously available in short intervals, and INS data are
used to navigate between GPS fixes. Similar to these applications, integrated GPS/INS system
can also be applied to AUVs working in shallow sea without long period of submergence.
When AUVs are surfaced, they take advantage of GPS to localize themselves accurately,
while they are in underwater, INS replace GPS to localize though with relatively low accu-
racy compared to the circumstance on the surface. Yun et al. [19]developed a SANS(A Small
Autonomous Underwater Vehicle Navigation System) system which employed GPS/INS as the
localization and navigation sensor, exhibiting an encouraging degree of accuracy. Loebis et
al.[20]described the implementation of an intelligent navigation system, based on the integrated
use of the GPS and several INS sensors, for autonomous underwater vehicle (AUV) applica-
tions, differently from [19], they applied Kalman Filter to integrated the data from both GPS
and INS. Zhao et al. [21] conducted the similar research to [20], integrating GPS/INS/DVL
(Doppler Velocity Log) by applying Extended Kalman Filter (EKF).
Although GPS/INS integrated systems can achieve relatively high accuracy of localization,
it is limited to shallow underwater environments with short period of working time, since INS
has an accumulated error as the AUVs are moving underwater, the localization error will become
quite large if it is not corrected by GPS for a long time.
3.2 Side-scan Sonar
Side-scan sonar (also sometimes called side scan sonar, sidescan sonar, side looking sonar, side-
looking sonar, side imaging sonar, side-imaging sonar and bottom classification sonar) is a
category of sonar systems that are used to efficiently create an image of large areas of the sea
floor[22]. Figure 3 shows a working side-scan sonar.
Side-scan sonars can be used in marine or underwater fields for various purposes, such as
pipeline detection and tracking[23], mine feature extraction[24] and geological interpretation[25]
etc. One of the most significant applications of side-scan sonar is to help AUVs localize them-
selves. A variety of successful applications of side-scan sonar for localization of AUVs have been
implemented all over the world. The general principle of how they apply it as the localization
and mapping sensor is: firstly, collect image data from side-scan sonar; secondly, extract feature
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from the collected image data by some special algorithms; then finally, match the feature with
a priori map to locate where the AUV is.
Langer et al. [26] used side-scan sonar for mapping. Rui et al. [27] create a system that
builds a map of the environment using observations of landmarks extracted from side-scan
sonar and uses that map and the dead-reckoning to estimate the AUV location. After the work
done in [27], Rui et al. again uses a sidescan sonar to sense the environment to realize CML
(Concurrent Localization and Mapping) in [28], in which the returns from the sonar are used
to detect landmarks in the vehicles vicinity. These landmarks are used, in conjunction with a
vehicle model, by the CML algorithm to concurrently build an absolute map of the environment
and to localize the vehicle in absolute coordinates.
From what has been discussed above, we can make a conclusion about the merits and defects
of the side-scan sensor used for localization and mapping. The merits include: the information
provided by the side-scan sensor is rich, which may produce highly accuracy of localization.
However, the defects exist in the following aspects: the volume of side-scan sonar is so big and
the energy for powering it is so much that it is not appropriate to be installed on small AUV
such as robotic fish stated above; the large volume of data needed to be processed adds a huge
computational burden to the processors of side-scan sonar.
Figure 3: A side-scan sonar is working
3.3 Visual-based sensor
Camera and laser-based systems are the two main visual based sensors used for localization and
mapping in underwater environments because of its low cost and rich information. Although
video camera is limited to short range due to low visibility and lighting factors in underwater
circumstances, it is widely applied by researchers conducting underwater localization and map-
ping experiment and practise. Salvi et al. [29] equipped calibrated stereo cameras on an AUV
to implement Simultaneous Localization and Mapping (SLAM) by extended Kalman filters and
unscented Kalman filters. Zhang et al. [30] built a AUV carrying the camera to localism its po-
sition by calculating the camera’s viewpoint through looking at the artificial visual landmarks.
The position of landmarks is known in a world-centered coordinate system (WCCS). Two
steps are then taken to realize the localization of the AUV: the first step is to calculate the 3D
coordinates of feature points in a camera centred coordinate system (CCCS); the second step is
to obtain a closed-form solution through the geometric transformations to map the 3D points
from CCCS to WCCS. Carrera et al. [31] presented a vision-based localization system to estimate
the position, orientation and velocity of an underwater robot in a structured environment. A
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down-looking camera is working with a coded pattern placed on the bottom of the water tank
to provide map sensing information for localization, landmark detection and tracking.
As discussed above, the advantages of applying cameras to localize AUVs are: low cost and
informative character; whereas the drawback is the fact that it is limited to a short range due
to low visibility in underwater environments. Laser-based vision system is usually composed
of laser projectors and a camera, which cooperate with each other to recognize the feature of
specific objects. Compared to a single camera, the system is not subject to the low visibility
and bad lighting condition of underwater environments, as the laser projectors can emit very
powerful laser beam which can hardly be weakened by water.
Therefore, laser-based vision system can realize more accurate localization than a single
camera. Unsurprisingly, there are application of this system for AUV localization. Karras
et al. [32] proposed a ROV mounted with the sensor package consisting of two underwater laser
pointers and a single CCD camera.The proposed system fuses data deriving from the projection
of the laser pointers on the image plane and computer vision object tracking algorithms. The
results deriving from the data fusion compose the position vector of the vehicle, with respect to
the centre of the tracked object. The integration of the system was proved successful through
the experimental procedure.
3.4 Underwater Acoustic Positioning System
Underwater Acoustic Positioning Systems are commonly used in a wide variety of underwater
work, including oil and gas exploration, ocean sciences, salvage operations, marine archaeology,
law enforcement and military activities[33]. Acoustic positioning systems measure positions
relative to a framework of baseline stations, which must be deployed prior to operations.
In the case of a long baseline (LBL) system(See Figure 4(a)), a set of three or more baseline
transponders are deployed on the sea floor. The location of the baseline transponders either
relative to each other or in global coordinates must then be measured precisely. Underwater
acoustic positioning systems are generally categorised into four broad types or classes:
 Long Baseline (LBL) Systems
Long baseline systems, as shown in Figure 4(a) above, use a sea-floor baseline transponder
network. The transponders are typically mounted in the corners of the operations site.
LBL systems yield very high accuracy of generally better than 1 m and sometimes as
good as 0.01m along with very robust positions[34]. One of the typical applications of
LBL for localization and navigation of AUV can be seen in[35], where Anibal Matos et al.
successfully developed a LBL based navigation system for an AUV.
 Ultra Short Baseline (USBL) Systems
USBL systems (see Figure 4(b)) and the related super short baseline (SSBL) systems
rely on a small (ex. 230 mm across), tightly integrated transducer array that is typically
mounted on the bottom end of a strong, rigid transducer pole which is installed either on
the side or in some cases on the bottom of a surface vessel. Unlike LBL and SBL systems,
which determine position by measuring multiple distances, the USBL transducer array is
used to measure the target distance from the transducer pole by using signal run time,
and the target direction by measuring the phase shift of the reply signal as seen by the
individual elements of the transducer array. The combination of distance and direction
fixes the position of the tracked target relative to the surface vessel. The disadvantage is
that positioning accuracy and robustness is not as good as for LBL systems. The reason
is that the fixed angle resolved by a USBL system translates to a larger position error at
greater distance.
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(a) LBL (b) USBL (c) SBL
(d) GIB
Figure 4: Classic underwater acoustic positioning systems. (a) Long Baseline LBL system.
(b) Short Baseline SBL system. (c) Ultra-Short Baseline (USBL) system.(D) GPS Intelligent
Buoys.
Therefore, USBL is generally integrated with other dead reckoning sensors such as DVL
and INS for the accurate localization and navigation of AUV, by adopting filtering al-
gorithms such as Kalman filter, Extended Kalman filter and Particle Filter etc. For
example, Rigby et al. [36] improved navigation system which combines navigation data
from a Doppler velocity Log (DVL) and an ultra-short baseline (USBL) acoustic tracking
system to provide superior three-dimensional position estimates to the AUV; LI Shou-
jun et al. [37] integrated INS and USBL based on Kalman Filter to fulfil the deep-sea
accurate navigation. Morgado et al. [38] presented a new Ultra-Short Baseline (USBL)
tightly-coupled integration technique to enhance error estimation in low-cost strap down
Inertial Navigation Systems (INSs) with application to underwater vehicles. Compared
with a conventional loosely-coupled solution that consists of solving separately the tri-
angulation and sensor fusion problems, the proposed technique enhances the position,
orientation, and sensors biases estimates accuracy. The accuracy of USBL is much higher
than that of LBL and SBL.
 Short Baseline (SBL) Systems
Short baseline systems(see Figure 4(c)) use a baseline consisting of three or more individual
sonar transducers that are connected by wire to a central control box. Accuracy depends
on transducer spacing and mounting method. When a wider spacing is employed as
when working from a large working barge or when operating from a dock or other fixed
platform, the performance can be similar to LBL systems. In a contrast to the widely
used application of USBL in underwater navigation, quite few SBL system was applied to
this field.
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 GPS Intelligent Buoys (GIB)
GIB systems(see Figure 4(d)) are inverted LBL devices where the transducers are replaced
by floating buoys, self-positioned by GPS. The tracked position is calculated in real-time
at the surface from the Time-Of-Arrival (TOAs) of the acoustic signals sent by the under-
water device, and acquired by the buoys. Such configuration allow fast, calibration-free
deployment with an accuracy similar to LBL systems. At the opposite of LBL, SBL ou
USBL systems, GIB systems use one-way acoustic signals from the emitter to the buoys,
making it less sensible to surface or wall reflections. Alcocer et al. [39]selected GIB as the
representative of a class of promising acoustic positioning systems and discussed theoret-
ical and practical issues that must necessarily be taken into account during its operations
at sea. Following this work, they moved on to a deeper research which is presented in [40],
where they established an EKF GIB-based underwater positioning system, and tackled
the problem of underwater target tracking in the framework of extended Kalman filtering
by relying on a purely kinematic model of the target.
From what has been discussed above about the underwater acoustic positioning system, it
is clear that the merits of the sensor system rest with the high accuracy of localization, and the
drawbacks lie on a limited range, high complexity, expensive, and inflexibility (because of the
deployment of the transponders).
In this section, we give a brief overview of various sensors used for localization and mapping
of AUVs. Each type of sensors or sensory systems has its own merits and drawbacks. Therefore,
the principle of choosing the most appropriate type of sensor should take into account the
following factors: the working depth of AUV, the size of the AUV, the demanding accuracy of
localization and the project budget etc.
4 Localisation and Mapping of AUV
Before we go deeper into the problem of localisation and mapping of AUVs, some general
definitions should be given. As can be seen in Figure 5, there are 6 significant elements involved
in this problem, whose specification is provided as follows:
 A discrete time index k = 1, 2, · · · .
 xk: The true location of the vehicle at a discrete time k.
 uk: A control vector, assumed known, and applied at time k − 1 to drive the vehicle
fromxk−1 to xk at time k.
 mi: The true location or parametrisation of the i
th landmark.
 zk,i: An observation (measurement) of the i
th landmark taken from a location xk at time
k.
 zk: The (generic) observation (of one or more landmarks) taken at time k.
In addition to these elements, the following sets are also defined:
 The history of states: Xk = {x0, x1, · · · , xk} = {Xk−1, xk}.
 The history of control inputs: Uk = {u1, u2, · · · , uk} = {Uk−1, uk}.
 The set of all landmarks: m = {m1,m2, · · · ,mM}.
 The history of observations: Zk = {z1, z2, · · · , zk} = {Zk−1, zk}.
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Figure 5: Elements involved in localisation and mapping problem. Stars represent the land-
marks, triangles represent the vehicle and the dashed line represents the trajectory of the vehicle.
4.1 The Localisation Problem
As shown in Figure 6, the localisation problem can be described as to make inferences about
the unknown vehicle locations Xk under the control of a sequence of control actions Uk by
taking the observation zk, given a known a priori map which may be a geometric map, a map
of landmarks and a map of occupancy. Due to the inevitable uncertainty or measurement error,
the estimation of the vehicle location diverges from the true position of the vehicle.
Figure 6: The localisation problem. Stars represent the landmarks, the yellow triangles represent
the true position of the vehicle, the grey triangles represent the estimated of inferred position,
and the dashed line represents the trajectory of the vehicle.
4.2 The Mapping Problem
A major step towards achieving the true autonomy of mobile robots is the ability to inde-
pendently extract and recognize useful knowledge from the environment. For the navigation
purpose, this knowledge is commonly known as a map. As can be seen from Figure 7, the
mapping problem can be described as to make inferences about the map m, which may be a
geometric map, a map of landmarks or a map of occupancy, given the vehicle locations Xk by
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some independent means such as GPS. Similar to the localisation problem, due to the unavoid-
able uncertainty of the observation, the estimation of the map slightly diverges from the true
position of the map.
Figure 7: The mapping problem. The purple stars represent the true position of landmarks or
map, the grey stars represent the estimated position of landmarks, triangles are vehicles, and
the dashed line represents the trajectory of the vehicle.
Basically, the method of map representation can be categorized into three classes: the
grid− based map, feature− based map and the topological map.
4.2.1 Grid-based Map
Grid based approaches originally proposed by Moravec and Elfes [41, 42, 43, 44] represent
the robot’s environment by dividing the workspace into evenly spaced grids. Each grid cell
represents a part of the world and has a probability attached to it which indicates whether it is
occupied or not. This probability indicates whether the centre of the robot can move into the
centre of that particular grid cell or not.
To build grid maps, sensor readings should be translated into occupancy values for each
grid cell. Thrun et al. in [45] and Van Dam et al. in [46] proposed the back propagation neural
network (see Figure 8) to map sensor data to occupancy values for each grid cell. As can be
seen from Figure 8, the input to the network consists of the four sensor readings closest to the
cell< x, y >, together with two values that encode the cell location in polar coordinates (see
Figure 8 and Figure 9). The output is a binary value 0 indicating an unoccupied cell (i.e. no
obstacle) and 1 indicating an occupied cell (presence of obstacles). Figure 10 shows an example
of a grid based map.
In order to obtain a consistent map, sensor interpretations are integrated over time in
updating the grid cells. To do this, Moravec and Elfes [47] and Cho [48] used Bayesian rule,
while Oriolo et al. [49], and Fabrizi & Saffioti [50] used fuzzy logic.
The advantages of using grid-based maps are:
 The maps are easy to build, represent and maintain.
 Recognition of places is non-ambiguous and independent of view point.
 The map allows for easy computation of shortest paths.
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Figure 8: Neural Network maps sensor measurement to occupancy probability[45]
While the disadvantages rest with:
 Computationally heavy for grid updating routine.
 The maps consume a lot of memory space as the environment size increases.
 The maps are inefficient for planning.
 Require accurate determination of the robots position.
 The map is a poor interface for most symbolic problem solvers.
4.2.2 Feature-based Map
Most environments usually contain one or more distinctive features which can be parametrised
by metrics such as width, length, position, shapes or by colour, etc. Feature based maps are
built by descriptions of these features of the environment. In [52], Samuel et al. proposed
an line fitting algorithm to extract line feature from raw range data (see Figure 11). The
simplest feature based map m typically contains a list of N features, probably of the same
type or structure, which describes their position within the within the environment, and can be
described as m = {m1, · · · ,mN}.
In [53], Cowley used line segments to represent the environment, where each segment has
an attribute representing its degree of confidence. Chatila et al. [54] used a polygonal map to
predict readings from a laser sensor. Kuc & Siegel [55] implemented map building by consid-
ering lines, corners and edges as suitable candidates for geometric beacons. Johan et al. [56]
developed an extension to the Hough transform by range weighting. The range weighted Hough
transform is used for extracting line segments from the environment for map making and for
implementing Kalman filter based navigation. Lamon et al. [57] proposed a method for cre-
ating unique identifiers by combining vertical lines and colour patches extracted from vision,
to encode fingerprint sequences as environmental features in the map. The advantage of de-
scribing sensor information in terms of an uncertain parametric function is that the geometric
description itself can be transformed between different coordinate systems and different object
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Figure 9: Sensor interpretation:Three sample sonar scans (top row) and local occupancy maps
(bottom row), as generated y the neural network. Bright regions indicate free space, dark
regions indicate walls and obstacles (enlarged by robot diameter)[45]
representations, providing a simple but effective means of communicating information between
sensors[58].
4.2.3 Topological Maps
Topological maps are built on top of the grid-based maps. The key idea is simple but very effec-
tive. The free-space of a grid-based map is partitioned into a small number of regions, separated
by critical lines that correspond to narrow passages such as doorways. The partitioned map is
then mapped into a isomorphic graph[51]. This method applies a connected graph structure
technique to represent the environment, graph nodes correspond to places and edges correspond
to connections between places. The map is defined by the structure of the environment, and a
place is an area that is a functional or a topological unit[59]. Figure 12 shows the process of
transforming a grid-based map into a topological map.
Brooks [60] built a topological map using vision, where building blocks are called freeways
(edges) and meadows (nodes). Kortenkamp, Kuipers. and others [61, 62, 63] also represent
robot environments by graphs.
Advantages of the topological approach can be concluded as:
 The map can be constructed without consideration of the exact geographical relationship
between nodes, and so does not require accurate determination of the robot’s position.
All that is required is a knowledge of which edge the robot is getting into when leaving a
particular node. This means that, every node must be distinguishable from others in its
immediate neighbourhood by some criterions as defined by sensory inputs.
 The map permits efficient planning, and its resolution depends on the complexity of the
environment.
 It is a convenient representation for symbolic planning and problem solving.
whereas the disadvantages lie in:
 Difficulty in disambiguating between places where two places look alike. “Since sensory
input usually depends strongly on the viewpoint of the robot, topological approaches may
fail to recognize geometrically nearby places even in static environments, making it difficult
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Figure 10: Grid-based map, constructed at the 1994 AAAI autonomous mobile robot
competition[51].
to construct large scale maps, particularly if sensor information is highly ambiguous” by
Sebastian Thrun [64].
 A map may yield sub optional paths
4.3 The Simultaneous Localisation and Mapping Problem
The simultaneous localisation and mapping (SLAM) problem is, for a vehicle to be placed at
an unknown location in an unknown environment, to incrementally build a consistent map of
this environment while simultaneously determining its location within this map[65]. As shown
in Figure 13, using the definitions stated at the beginning of this section, the SLAM problem
can also be described as to build the map m and at the same time make inferences about the
location of the vehicle Xk under the conditions that no information about m is provided, and
the initial location x0 is assumed known (the origin) and that the sequence of control actions
Uk is given.
Uncertainty arises if the robot lacks critical information for carrying out its task. It arises
from five different factors: environment, sensors, robot it self, models and computation. All
these factors will result in the errors between the true position and estimated position of both
the map and the vehicle.
Smith et al. [66] published the first consistent solution to the SLAM problem where they
employ estimation and the Kalman filter. Early experiments were later carried out by Moutarlier
et al. [67] where the approach used by Smith et al. was modified; the problem of bias in the filter
was also addressed. Experiments were also carried out by Leonard et al. [68]. The structure
of the SLAM problem, the convergence result and the coining of the acronym SLAM was first
presented in a mobile robotics survey paper presented at the 1995 International Symposium
on Robotics Research[69]. Csorba in [70] developed the essential theory on convergence and
many of the initial results. The complexity of the problem is as a result of the fact that both
the position of a feature end the vehicle are estimated from one relative position, which can be
likened to a single algebraic equation of two unknowns.
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Figure 11: Example of line segment fit: data points (left) and fitted line with a representation
of its uncertainty (right)[52]
4.3.1 Probabilistic Model for SLAM
As stated above, uncertainty exists almost every part of the robot control. We can naturally
choose probabilistic model to describe and even give solution to SLAM problem. Actually
probabilistic models of sensing and motion are the most widely used method of quantifying
uncertainty. According to Durrant-Whyte et al. [65], for probabilistic form, the SLAM problem
requires that the probability distribution
P (xk,m|Z0:k, U0:k, x0) (1)
be computed for all times k. This probability distribution describes the joint posterior density
of the landmark locations and vehicle state (at time k) given the recorded observations and
control inputs up to and including time k together with the initial state of the vehicle.
In general, a recursive solution to the SLAM problem is desirable. Starting with an estimate
for the distribution P (xk−1,m|Z0:k−1, U0:k−1) at time k − 1, the joint posterior, following a
control uk and observation zk, is computed using Bayes theorem. This computation requires
that a state transition model and an observation model are defined describing the effect of the
control input and observation respectively. The observationmodel describes the probability of
making an observation zk when the vehicle location and landmark locations are known and is
generally described in the form
P (zk|xk,m). (2)
It is reasonable to assume that once the vehicle location and map are defined, observations are
conditionally independent given the map and the current vehicle state. The motionmodel for
the vehicle can be described in terms of a probability distribution on state transitions in the
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Figure 12: Extracting the topological graph from the map depicted in Figure 10: (a) Voronoi
diagram, (b) Critical points and lines, (c) regions, and (d) the final graph.[51]
form
P (xk|xk−1, uk). (3)
That is, the state transition is assumed to be a Markov process in which the next state xk
depends only on the immediately preceding state xk−1 and the applied control uk and is inde-
pendent of both the observations and the map.
The SLAM algorithm is now implemented in a standard two-step recursive (sequential)
prediction (time-update) correction (measurement-update) form:
 Time-update
P (xk,m|Z0:k−1, U0:k, x0) =
∫
P (xk|xk−1, uk)× P (xk−1,m|Z0:k−1, U0:k−1, x0)dxk−1 (4)
 Measurement-update
P (xk,m|Z0:k, U0:k, x0) = P (zk|xk,m)P (xk,m|Z0:k−1, U0:k, x0)
P (zk|Z0:k−1, U0:k) (5)
Both Equation 4 and Equation 5 provide a recursive procedure for calculating the joint posterior
P (xk,m|Z0:k, U0:k, x0) for the robot state xk and map m at a time k based on all observations
Z0:k and all control inputs U0:k up to and including time k. The recursion is a function of a
vehicle model P (xk|xk−1, uk) and an observation model P (zk|xk,m).
It is worth noting that the mapping problem can be formulated as computing the conditional
15
Figure 13: The SLAM problem. The purple stars and the yellow triangles represent the true
position of the map and the vehicle respectively. The white stars and triangles represent the
estimated position of both the map and the vehicle, and the dashed line represents the trajectory
of the vehicle.
density P (m|X0:k, Z0:k, U0:k), which assumes that the location of the vehicle xk is known(or at
least deterministic) at all times, subject to knowledge of initial location. Similarly, the localisa-
tion problem can be formulated as computing the probability distribution P (xk|Z0:k, U0:k,m),
which assumes that the landmark locations are known with certainty, and the objective is to
compute an estimate of vehicle location with respect to these landmarks.
4.4 Solution to SLAM
4.4.1 Extended Kalman Filter
The Extended Kalman filter (EKF) is a linear recursive estimator for systems described by
non-linear process models and/or observation models. As its name shows, EKF is an improved
filter on the basis of Kalman filter that addresses the general problem of estimating the state of
a discrete-time controlled process governed by a linear stochastic difference equation. EKF aims
to tackle the scenario where the process to be estimated and (or) the measurement relationship
to the process is non-linear.
According to Durrant-Whyte et al. [65], the basis for the EKF-SLAM method is to describe
the vehicle motion in the form
P (xk|xk−1, uk)⇔ xk = f(xk−1, uk) + wk, (6)
where f(· ) models vehicle kinematics and where wk are additive, zero mean uncorrelated Gaus-
sian motion disturbances with covariance Qk. The observation model is described in the form
P (zk|xk,m)⇔ zk = h(xk,m) + vk, (7)
where h(· ) describes the geometry of the observation and where vk are additive, zero mean
uncorrelated Gaussian observation errors with covariance Rk.
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Time-update
xˆk|k−1 = f(xˆk−1|k−1, uk) (8)
Pxx,k|k−1 = ∇fPxx,k−1|k−1∇fT +Qk (9)
where ∇f is the Jacobian of f evaluated at the estimate xˆk−1|k−1. There is generally no need









+Wk(zk − h(xˆk|k−1, mˆk−1)) (10)
Pk|k = Pk|k−1 −WkSkW Tk (11)
where
Sk = ∇hPk|k−1∇hT +Rk
WK = Pk|k−1∇hTS−1k
and where ∇h is the Jacobian of h evaluated at xˆk|k−1 and mˆk−1.
Equations (8), (9), (10) and (11) compose the essence of the EKF algorithm. EKF is by far
the most widely used algorithm for problems in localisation, mapping, and navigation, and it is
also considered as the basis for most current SLAM algorithms. The following two algorithms
(UKF and PF) are exactly developed on the basis of EKF.
David Ribas et al.[71] chose an extended Kalman filter (EKF)Cbased implementation of
the stochastic map to perform SLAM for an AUV. The algorithm relies on a mechanically
scanned imaging sonar (MSIS) for feature extraction. A mechanically scanned imaging sonar
is used to obtain information about the location of vertical planar structures present in such
environments. The obtained information is incorporated into a feature-based simultaneous
localisation and mapping (SLAM) algorithm running an extended Kalman filter. Mahon, I.
et al.[72] also applied EKF-SLAM to select and track regions of the environment that may be
used as features to estimate the vehicle’s motion.
Although EKF is the most widely used algorithm in localisation and mapping field, it still
has several disadvantages, which are:
 Unlike its linear counterpart, the extended Kalman filter in general is not an optimal
estimator (of course it is optimal if the measurement and the state transition model are
both linear, as in that case the extended Kalman filter is identical to the regular one).
 In addition, if the initial estimate of the state is wrong, or if the process is modelled
incorrectly, the filter may quickly diverge, owing to its linearisation.
 Another problem with the extended Kalman filter is that the estimated covariance matrix
tends to underestimate the true covariance matrix and therefore risks becoming inconsis-
tent in the statistical sense without the addition of ”stabilising noise”[73].
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4.4.2 Unscented Kalman Filter
The extended Kalman filter is an minimum mean squared error (MMSE) estimator that approx-
imates the probability distribution function P (xk|Zk), based on Taylor series expansion of the
process and measurement functions around the estimates xˆk|k of the state x(k). Because of the
first order expansion used in obtaining the EKF, large errors may be introduced in the poste-
rior estimates, especially when the model is highly nonlinear and the local linearity assumption
breaks down, and also may lead to sub-optimal performance and sometimes divergence of the
filter[74]. The unscented Kalman filter (UKF), a recursive MMSE was first proposed by Julier
& Uhlmann[75] in an attempt to overcome the adverse effects of the first order approximations
in EKF, by utilising the Unscented Transform (UT). UT is used to calculate the statistics
of a random variable that undergoes a nonlinear transformation and builds on the principle
that it is easier to approximate a probability distribution instead of approximating nonlinear
functions.
The Unscented Transform Consider a nx dimensional random variable x that passes
through an arbitrary nonlinear function g : Rnx → Rny to generate y,
y = g(x) (12)
Given the known mean x¯ and covariance Px of x, we calculate the mean and covariance of y by
using the following procedures.
 Step 1:
A set of 2nx + 1 weighted samples or sigma points Si = {Wi, χi} are chosen determinis-
tically to capture the true mean and covariance of the prior x. Based on the following
selection scheme[75]:
if i = 0 χ0 = x¯ W0 = k/(nx + k) (13)





Wi = 1/2(nx + k) (14)





Wi = 1/2(nx + k) (15)





is ith row or column of the matrix




Propagate each sigma point χi through the nonlinear function to obtain
yi = g(χi) i = 0, · · · , 2nx
 Step 3:








Wi(yi − y¯)(yi − y¯)T (17)
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These estimates are accurate to the second order Taylor series expansion of g(x) for any
nonlinear function, and accurate to the third order for Gaussian priors. Errors that are
introduced in the third and higher order terms are scaled by the choice of k.
A property of UT is that as the state space dimension increases, the spread of the
sigma points increases. The first and second moments of the prior are still well cap-
tured but, if the nonlinearities are very serious then there could be significant difficul-
ties in the estimation. The problem is addressed by the choice of the scaling factor k.
By variating the value of k, sigma points can be scaled towards or away from xˆ. The
Scaled Unscented Transform (SUT) is used to replace the original set of sigma points
with a transformed set.
The implementation of the UKF is formulated as follows:
1. Initialisation
xˆ(0|0) = E[x(0)]
P (0|0) = E [x(0)− xˆ(0|0)(x(0)− xˆ(0|0))T ]
xˆa(0|0) = E [xa(0|0)] = [xˆ(0|0)T 0 0]
P a(0|0) = E
[
(xa(0)− xˆa(0|0)) (xa(0)− xˆa(0|0))T
]
=
 P (0|0) 0 00 Q 0
0 0 R

2. For i ∈ 1, · · · ,∞,





(na + λ)P a1 (k|k)
]
(18)
4. Time Update (prediction)
χx(k + 1|k) = f (χx(k), χv(k)) (19)







i (k + 1|k) (20)







i (k + 1|k)− xˆ(k + 1|k)] [χxi (k + 1|k)− xˆ(k + 1|k)]T (21)
y(k + 1|k) = h(χx(k + 1|k), χn(k)) (22)





i yi(k + 1|k) (23)
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5. Measurement Update (correction)





i c) [yi(k + 1|k)− yˆ(k + 1|k)] [[yi(k + 1|k)− yˆ(k + 1|k)] (24)





i [χi(k + 1|k)− xˆ(k + 1|k)] [yi(k + 1|k)− yˆ(k + 1|k)]T (25)
Kalman gain
K(K + 1) = Pxy(k + 1)P
−1
y˜y˜ (k + 1) (26)
Updated Estimate
xˆ(k + 1|k + 1) = xˆ(k + 1|k) +K(k + 1)(y(k + 1)− yˆ(k + 1)) (27)
Updated Covariance
P (k + 1|k + 1) = P (k + 1|k)−K(k + 1)Py˜y˜(k + 1)KT (k + 1) (28)
Lian et al.[76] applied UKF(unscented Kalman filter) to the AUV integrated navigation.
As compared with the Dead Reckoning and EKF, the simulation result shows that the UKF is
more accurate than the first two and with comparable compute cost. LIU et al.[77] presented an
improved unscented Kalman filter(UKF) algorithm to meet the stability,precision and real-time
performance of navigation system for AUV. A simplified UKF integrated navigation algorithm
based on spherical simplex sampling transformation is designed for the additive and complex
noise model of the system. Simulation results show that this algorithm can effectively reduce
the computational complexity and improve the efficiency of the navigation system without loss
of filtering accuracy compared with the traditional UKF algorithm using scaled symmetric
sampling.
4.4.3 Particle Filter
The Kalman Filter and the EKF represent probability distributions using a parameterized
model (a multivariate Gaussian). Particle filters, on the other hand, represent distributions
using a finite set of sample states, or “particles.” Regions of high probability contain a high
density of particles, whereas regions of low probability contain few or no particles. Given enough
samples, this non-parametric representation can approximate arbitrarily complex, multi-modal
distributions[78]. As particle filters have high efficiency of computing when used for SLAM,
they are also known as FastSLAM.
The joint SLAM state may be factored into a vehicle component and a conditional map
component:
P (X0:k,m|Z0:k, U0:k, x0) = P (m|X0:k, Z0:k)P (X0:k|Z0:k, U0:k, x0) (29)
Here the probability distribution is on the trajectory X0:k rather than signle pose xk because,
when conditioned on the trajectory, the map landmarks become independent. This is a key
property of Particle Filter (PF) and reason for its speed.
The essential structure of PF is a Rao-Blackwellized state, where the trajectory is represented
by weighted samples and the map is computed analytically. Thus the joint distribution, at time
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0:k, P (m|X(i)0:k, Z0:k)
}N
i
, where the map accompanying each
particle is composed of independent Gaussian distributions
P (m|X(i)0:k, Z0:k) =
M∏
j
P (mj |X(i)0:k, Z0:k).
The general form of a particle filter for SLAM is as follows. We assume that, at time k− 1,






0:k−1, P (m|X(i)0:k−1, Z0:k−1)
}N
i
1. For each particle, compute a proposal distribution, conditioned on the specific particle
history, and draw a sample from it
x
(i)
k ∼ pi(xk|X(i)0:k−1, Z0:k, uk). (30)
This new sample is (implicitly) joined to the particle history X
(i)
0:k , {X(i)0:k−1, Z0:k, uk}.




















k |X(i)0:k−1, Z0:k, uk
) . (31)
The numerator terms of this equation are the observation model and the motion model,
respectively. The former differs from (2) because R-B requires dependency on the map be
marginalised away.
P (zk|X0:k, Z0:k−1) =
∫
P (zk|xk,m)P (m|X0:k−1, Z0:k−1)dm. (32)
3. if necessary, perform resampling. (When best to instigate resampling is an open problem.
Some implementations resample every time-step, others after a fixed number of time-steps,
and others once the weight variance exceeds a threshold.) Resampling is accomplished







, including their associated
maps, with probability of selection proportional to w
(i)
k . Selected particles are given
uniform wight, w
(i)
k = 1/N .
4. For each particle, perform an EKF update on the observed landmarks as a sample mapping
operation with known vehicle pose.
There are two versions of FastSLAM in the literature, FastSLAM 1.0 (First proposed in
[79] by M. Montemerlo et al. ) and FastSLAM 2.0 (First proposed in [80] by the same group
of people with FastSLAM 1.0), differ only in terms of the form of their proposal distribution
(Step 1) and, consequently, in their importance weight (Step 2). FastSLAM 2.0 is by far the



















For FastSLAM 2.0, the proposal distribution includes the current observation
x
(i)
k ∼ P (xk|X0:k−1, Z0:k, uk) , (35)
where
















The advantage of FastSLAM 2.0 is that its proposal distribution is locally optimal[81]. That is,
for each particle, it gives the smallest possible variance in importance weight w
(i)
k conditioned
upon the available information, X
(i)
0:k−1, Z0:k and U0:k.
Maurelli et al.[82] presented a particle filter approach for localisation of autonomous under-
water vehicles both in structured and unstructured environments. Experimental results show
the high performances of this algorithm, which is robust to noisy measurements. Fairfield et al.
[83] described the application of a Rao-Blackwellized Particle Filter to the problem of simulta-
neous localisation and mapping on-board a hovering autonomous underwater vehicle, which is
called DEPTHX. Due to the three dimensional nature of the tunnels, the Particle Filter must
use a three dimensional map. The SLAM algorithm used 20 particles with 2003 voxel maps
at 1m resolution (see Figure 7 for the final map of a single particle). Each run took about 43
minutes on a modern desktop computer: about four times faster than realtime. The SLAM
error is higher than localisation only, but much lower than dead-reckoning. More importantly,
the SLAM error is bounded.
4.4.4 Data Association
Data association is the process of matching observations that are received by the filter to
the features to which they correspond[84]. Data association is essential to the operation of the
SLAM. The estimated location of landmark positions rely on the accuracy of the vehicle location
estimate. An incorrect association of an observation to the map can cause the filter to diverge
from a consistent estimate, effectively rendering all future predicted observations incorrect.
The most common method for associating observations to features in the map relies on
Nearest Neighbour (NN) techniques. Nearest Neighbour association is taken in this case to be
the closest association in a statistical sense. A common statistical discriminator is based on the
normalised innovation squared between two estimates. Given an observation z(k) comprising
a range and bearing to the observed landmark, the innovation, υ(k) = z(k) − zˆ−(k), and
innovation covariance, S(k) (see equation (12)). The normalised innovation squared between
the observation and the estimated feature location is then compared against a validation gate,
dmin, for the association being considered.
dfi = υ
T (k)S−1(k)υ(k) < dmin (36)
The normalised innovation squared forms a χ2 distribution that can be used to accept or reject
a particular association with a given confidence level by the appropriate selection of dmin[84].
The NN uses the gate validation test to initially determine which landmark states are valid
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candidates to update with the observation received. Among all the possible landmarks, the one
that is nearest to the observation is selected. All the other possible hypotheses are ignored.
The NN can fail to recover the true data association when validation gates overlap, and the
observations fall within this overlapped region. In such cases, the NN can associate the obser-
vation with an incorrect state. Such false data associations are known to induce catastrophic
failures to the SLAM problem[85]. This is one flaw of NN. To overcome the low reliability of
the simple NN and improve the robustness of data association in SLAM, various work has ex-
amined the possibility of using Multiple Hypothesis Tracking (MHT) implementation[86], joint
compatibility test based on the branch and bound search (JCBB) [87].
4.4.5 Methods for improving the robustness of SLAM
It is an important research issue to figure out methods to improve the robustness of SLAM so
that it can adapt itself to the complex underwater environment. Among all these methods, data
association is a significant technical tool to enhance the robustness of SLAM algorithms. The
developing trend of AUV navigation leads to the expansion of the map and the increase of the
computational complexity, which have been inhibiting the application of SLAM algorithm for
a long time. In addition, the underwater scenario is extremely complex, the sensors that can
be applied are limited to sonar, underwater camera, underwater acoustic positioning system
etc. Furthermore, the obtained observation has large noise and interference, which demands
the high performance of the data association. Therefore, to solve these problems satisfactorily,
researchers in literature have done plenty of work.
RibasD [88] proposed Individual Compatibility Nearest Neighbor (ICNN), the Individual
Compatibility (IC) between an observation and a feature in the map can be determined using
an innovation test that measures the Mahalanobis distance[89]. Then, from the features which
satisfy the IC criterion, the one with the smallest distance is chosen. In spite of its conceptual
simplicity and computational efficiency, the ICNN test has low reliability in detecting spurious
matchings when the vehicle error grows with respect to sensor error. This happens mainly
because it only considers individual compatibility between an observation and a feature, but
ignores the fact that this pairing must be jointly compatible with other individual compatible
pairings to form a consistent hypothesis.
A much more restrictive algorithm that considers this aspect is the Joint Compatibility
Branch and Bound (JCBB)[87]. This approach explores the space of correspondence using a
Branch and Bound (BB) search algorithm to find the hypothesis containing the largest number
of Jointly Compatible (JC) pairings. Leonard et al.[90] verified the two data association methods
ICNN and JCBB, provided the simulation result, put forward several problems needed to be
solved. williams et al. [84] proposed a novel feature initialisation scheme designed to improve the
performance of the SLAM algorithm. Rather than discarding observations of tentative features
in the environment, this initialisation scheme incorporates them into the filter. When a feature
is confirmed through multiple sightings, the information is consolidated into a single estimate
of the feature through the application of appropriately formulated constraints.
4.4.6 Methods for reducing the computational complexity
Computational complexity is one of the main issues of SLAM. Although the computational
complexity can be reduced to be proportional to the square of the number of features, it is still
far and away from the real-time requirement as future AUV will go deeper and further sea.
Consequently, improving the computational efficiency is the key aspects of the development
SLAM algorithms.
One of the means of reducing the computational complexity is called Extended Information
Filter (EIF), which was proposed by Thrun et al. [91] in 2002. Instead of applying covariance
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matrix to represent the correlation of space information , it utilizes space information matrix to
do that, and uses local, Web-like networks of features to maintain the map of the environment
feature. The advantage of this is that the calculation in update stage has nothing to do with
the environment features, keeping the fixed time cost, thus conquring the flaws of massive
calculation. However, the theory and implementation is in its preliminary, there exists many
problems to be tackled.
Another method of reducing the computational complexity is the sub-mapping method,
which divides the global map into relatively smaller local sub map. Several questions should
be taken into account when using this method, for instance, how to partition the global map,
how to represent the relationship between sub maps, how to keep the consistency of the global
map when transmitting information between the global map and the sub maps. So far, to
the knowledge of the author, the sub mapping methods mainly include Decoupled Stochastic
Mapping (DSM) proposed by Leonard et al. in [92], Constrained Local Submap Filter (CLSF)
proposed by Williams et al. in [93] and Compressed Extended Kalman Filter (ECKF) [94].
In addition, some researchers conducted work on Cooperative Simultaneous Localisation and
Mapping(CSLAM) to realise the reduction of the computational complexity[95, 96]. Compared
with single vehicle, CSLAM can increase the mapping efficiency and the accuracy through the
cooperation and the information sharing between multi vehicles. Walter et al. [97] proposed a
SLAM algorithm for 3 land robots in the simulation of underwater environment with low visi-
bility, adopting delayed Kalman filter. The experiment showed that the CSLAM improved the
accuracy of navigation. Due to the limitation of bandwidth of the underwater communication,
observation techniques, CSLAM is not applied to AUV at present, which needs to develop and
research.
4.4.7 Other solutions
Paskin [98] proposed a Thin Junction Tree Filters for SLAM (TJTF), trying to apply dynamic
Bayesian network (DBN) approximation inference to solve SLAM problem. The basic principle
of TJTF is: Consider the states in Kalman filter as a time-variant Gaussian model, apply
the dependency of direct or indirect nodes to represent the correlation, and then to find and
discard the weak and redundant dependency thus to simplify the reasoning process by analysing
the varying process of the graphic. In the SLAM domain, TJTF can be made to (frequently)
operate in constant-time, making its time complexity competitive with that of the FastSLAM
algorithm.
TJTF also represents a single estimate of the map, incontrast to FastSLAM. while this im-
proves the complexity of data association and extracting map marginals,it significantly curbs
the representations expressiveness. Finally, while FastSLAM relies on the diversity of the parti-
cle population to represent correlations between landmark estimates (and is therefore sensitive
to noise due to the curse of dimensionality), TJTF chooses the optimal correlations to repre-
sent directly, subject to a computational complexity constraint; thus, it is less susceptible to
divergence.
Jaulin [99] proposed a set membership method based on interval analysis to solve the SLAM
problem. The principle of the approach is to cast the SLAM problem into a constraint satis-
faction problem for which interval propagation algorithms are particularly powerful. The main
advantages of the interval propagation approach are its generality, its simplicity, its reliability,
and its efficiency. Nevertheless, the interval constraint propagation SLAM method is oﬄine and
requires a human operator to detect seamarks and make the mark associations.
There are also other new methods for SLAM, for example, A genetic algorithm for SLAM[100]
and A multigrid approach for accelerating relaxation-based SLAM[101].
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4.5 Application of SLAM for AUVs
Underwater SLAM has many more challenging issues compared to indoor and outdoor SLAM,
due to the unstructured nature of the underwater scenarios and the difficulty to identify reliable
features. Many underwater features are scale dependant, sensitive to viewing angle and scale.
To tackle these challenging issues, many researchers in the world conduct a plenty of research
work on SLAM for AUVs. Regarding the process of feature extraction, much work focused on
using point feature. For instance, Williams et al.[102] used point feature to build the map, this
approach proposed to fuse information from the vehicle’s on-board sonar and vision systems.
They use EKF based SLAM combined with sonar and vision to obtain 3D structure and texture.
He et al.[103] from Ocean University of China described a localisation and mapping system
for autonomous underwater vehicles (AUV) which used a DVL (Doppler velocity log) sensor and
AHRS (attitude and heading reference system) sensor to measure AUV’s depth, attitude and
velocities relative to the bottom. A mechanically scanning imaging sonar (MSIS) is employed
to obtain acoustic images of objects in underwater environment. In order to estimate optimally
AUV pose without a priori map of the environment, simultaneous localisation and map building
(SLAM), a prevailing method in the past decade, is presented based on point features extraction
and EKF-based estimator. Using Fluvia Nautic marina data set, the proposed method was
compared with traditional dead-reckoning, results show that their solution can reduce estimation
error significantly. Leonard et al.[92] and Bosse et al. [104] also used point features. The former
implemented the decoupled stochastic mapping and performed tests on a water tank, while the
later proposed the constant time SLAM and used LBL information to help on the localisation.
Majumder et al. from Australian Centre for Field Robotics at the University of Sydney [105]
developed an AUV Oberon to conduct underwater experiment in the offshore of Sydney, the
AUV was equipped with cone-shaped sensor of 585 kHz, fan-shaped scanning sensor, underwater
colour camera, fibre-optical gyroscope and pressure sensor. They fuse the information of sonar
and image captured from the camera. The experiment proves that the estimation generated
from SLAM algorithm is continuously consistent.
Ribas et al.[106] in University of Girona described a system for underwater navigation with
AUVs in partially structured environments, such as dams, ports or marine platforms. An
imaging sonar is used to obtain information about the location of planar structures present in
such environments. This information is incorporated into a feature-based SLAM algorithm in a
two step process: (1) the full 360 sonar scan is undistorted (to compensate for vehicle motion),
thresholded and segmented to determine which measurements correspond to planar environment
features and which should be ignored; and (2) SLAM proceeds once the data association is
obtained: both the vehicle motion and the measurements whose correct association has been
previously determined are incorporated in the SLAM algorithm. This two step delayed SLAM
process allows to robustly determine the feature and vehicle locations in the presence of large
amounts of spurious or unrelated measurements that might correspond to boats, rocks, etc.
Preliminary experiments show the viability of the proposed approach.
Ruiz et al. [107] from Heriot-Watt University in Edinburgh UK described a Concurrent
Mapping and Localisation (CML) algorithm for localising an AUV, mainly focused on feature
extraction and data association problem. The chosen targets consist of returns of a significant
strength. The segmentation detects these targets and calculates (a) the relative position of their
centre of mass with respect to the vehicle, (b) the targets surface size, and (c) the targets first
invariant moment. This information is used by the system to perform the data association. The
well known Multiple Hypothesis Tracking Filter (MHTF) data association algorithm associates
the segmented targets to existing targets on the stochastic map. Segmented targets that are
not associated to any of the tracked targets are used to initialise new map targets.
Aulinas et al.[108], from Institute of Informatics and Applications Girona/Spain, developed
an AUV called SPARUS, using Inertial Measurement Unit (IMU) and the Doppler Velocity Log
(DVL) to measure navigation data, while a down looking camera is used to gather data from
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the environment. They built a SLAM approach, called the selective submapping SLAM, using
navigation readings to improve vehicle localisation, and the map through its correlation with
the vehicle position. The main idea of this approach is to use EKF based SLAM to build local
maps (xi, Pi), where xi is the state vector describing vehicles pose, vehicles velocities and the
map, while Pi is its associated uncertainty. The size of these local maps is bounded by the
total number of features and by the level of uncertainty. The relative topological relationship
between consecutive local maps is stored in a global level map (xG, PG). The global level is
used to search for loop closure (HLoop), i.e. the vehicle is revisiting a region. The loop closing
strategy involves a decision on whether to fuse local maps depending on the amount of found
correspondences between submaps.
Underwater SLAM implementations have some points in common, for instance, imaging
sonar is widely used, the most common filtering technique is the Extended Kalman Filter (EKF)
and point features are commonly used to represent the map. Some approaches use side-scan
sonar or optical cameras, which seems to become more important as technology advances. The
use of EKF based SLAM has been shown to handle uncertainties properly; however, the com-
putational cost associated with EKF grows with the size of the map. In addition, linearization
errors accumulate in long missions, increasing the chance of producing inconsistent mapping
solutions.
5 Conclusion
This report has provided an overview of relevant elements of localisation and mapping for
Autonomous Underwater Vehicles (AUV). First, an brief introduction of the concept and the
historical development of AUV is presented; then a relatively detailed description of sensors is
provided; finally, a comprehensive investigation of the solutions to the SLAM problem for AUVs
are conducted.
From what has been discussed in this report, it is clear that a great deal of research work
has been conducted to realize the localization and navigation for AUVs. Although there are
some successful examples, various challenging issues remain and require researchers to pay more
attention, some of which are:
1. In underwater navigation, the dynamic and unstructured characteristics of underwater
environments require sensors with a high resolution and accuracy. This is very challenge.
2. In the situation that the environmental feature is not intuitive, it is necessary to ap-
ply proactive SLAM such as deploying artificial landmarks to explore useful information
proactively. However, this will increase the cost and complexity of the AUV navigation
system.
3. Since high accurate sensor systems such as LBL, USBL and SBL have a large size and
high cost, it is impractical to use these sensor systems for localisation of small bio-inspired
vehicles such as robotic fish. Consequently, it is highly desirable to conduct research on
improving the accuracy of SLAM for the small AUVs.
In the future, in spite of the difficulties existing in realizing highly accurate SLAM for AUVs,
we believe more and more accurate and robust localization solutions will be achieved with the
development of both sensors and SLAM algorithms.
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