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In this paper, we introduce and analyze a new hybrid iterative algorithm for ﬁnding a
common element of the set of solutions of mixed equilibrium problems and the set of ﬁxed
points of an inﬁnite family of nonexpansive mappings. Furthermore, we prove some strong
convergence theorems for the hybrid iterative algorithm under some mild conditions. We
also discuss some special cases. Results obtained in this paper improve the previously
known results in this area.
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1. Introduction
Equilibrium problems which were introduced by Blum and Oettli [1] and Noor and Oettli [2] in 1994 have had a great
impact and inﬂuence in the development of several branches of pure and applied sciences. It has been shown that the
equilibrium problem theory provides a novel and uniﬁed treatment of a wide class of problems which arise in economics,
ﬁnance, image reconstruction, ecology, transportation, network, elasticity and optimization. It has been shown [1,2] that
equilibrium problems include variational inequalities, ﬁxed point, Nash equilibrium and game theory as special cases. Hence
collectively, equilibrium problems cover a vast range of applications. Due to the nature of the equilibrium problems, it is
not possible to extend the projection and its variant forms for solving equilibrium problems. To overcome this drawback,
one usually uses the auxiliary principle technique. The main and basic idea in this technique is to consider an auxiliary
equilibrium problem related to the original problem and then show that the solution of the auxiliary problems is a solution
of the original problem. This technique has been used to suggest and analyze a number of iterative methods for solving
various classes of equilibrium problems and variational inequalities, see [16,25–29] and the references therein.
Related to the equilibrium problems, we also have the problem of ﬁnding the ﬁxed points of the nonexpansive mappings,
which is the subject of current interest in functional analysis. It is natural to construct a uniﬁed approach for these problems.
In this direction, several authors have introduced some iterative schemes for ﬁnding a common element of a set of the
solutions of the equilibrium problems and a set of the ﬁxed points of ﬁnitely many nonexpansive mappings, see [6,8,11–
17,30,32–45] and the references therein. In this paper, we suggest and analyze a hybrid iterative method for ﬁnding a
common element of a set of the solutions of mixed equilibrium problems and a set of ﬁxed points of an inﬁnite family of
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special cases are also discussed.
Let H be a real Hilbert space and let C be a nonempty closed convex subset of H . Let ϕ : C → R be a real-valued function
and Θ : C × C → R be an equilibrium bifunction, i.e., Θ(u,u) = 0 for each u ∈ C . The mixed equilibrium problem (for short,
MEP) is to ﬁnd x∗ ∈ C such that
MEP: Θ(x∗, y) + ϕ(y) − ϕ(x∗) 0, ∀y ∈ C .
In particular, if ϕ ≡ 0, this problem reduces to the equilibrium problem (for short, EP), which is to ﬁnd x∗ ∈ C such that
EP: Θ(x∗, y) 0, ∀y ∈ C .
Denote the set of solutions of MEP by Ω . The mixed equilibrium problems include ﬁxed point problems, optimization
problems, variational inequality problems, Nash equilibrium problems and the equilibrium problems as special cases; see,
for example, [1–5]. Some methods have been proposed to solve the MEP and EP, see, for example, [5–17,25–31].
First we recall some relevant important results as follows.
Recall that a mapping f : C → C is called contractive if there exists a constant α ∈ (0,1) such that ‖ f (x) − f (y)‖ 
α‖x − y‖, ∀x, y ∈ C . A mapping T : C → H is said to be nonexpansive if ‖T x − T y‖ ‖x − y‖, ∀x, y ∈ C . Recall also that a
mapping T : C → H is called ﬁrmly nonexpansive if ‖T x − T y‖2  〈T x − T y, x − y〉 for all x, y ∈ C . Denote the set of ﬁxed
points of T by F (T ).
Let A be a strongly positive bounded linear operator on H , that is,
〈Ax, x〉 0 for all x ∈ H .
Now we consider the following optimization problem (for short, OP):
OP: min
x∈ Fˆ
μ
2
〈Ax, x〉 + 1
2
‖x− u‖2 − h(x),
where Fˆ =⋂∞i=1 Ci , C1,C2, . . . are inﬁnitely many closed convex subsets of H such that ⋂∞i=1 Ci = ∅, u ∈ H , μ 0 is a real
number, A is a strongly positive bounded linear operator on H and h is a potential function for γ f (i.e., h′(x) = γ f (x) for
all x ∈ H). This kind of optimization problems has been studied extensively by many authors, see, for example, Bauschke
and Borwein [18], Combettes [19], Deutsch and Yamada [20] and Xu [21] when Fˆ =⋂Ni=1 Ci and h(x) = 〈x,b〉.
2. Preliminaries
Let H be a real Hilbert space with inner product 〈·,·〉 and norm ‖ · ‖. Let C be a nonempty closed convex subset of H .
Then, for any x ∈ H , there exists a unique nearest point in C , denoted by PC (x), such that∥∥x− PC (x)∥∥ ‖x− y‖
for all y ∈ C . Such a PC is called the metric projection of H onto C . We know that PC is nonexpansive. Furthermore, for
x ∈ H and x∗ ∈ C ,
x∗ = PC (x) ⇔ 〈x− x∗, x∗ − y〉 0 for all y ∈ C .
In this paper, for solving the mixed equilibrium problems for an equilibrium bifunction Θ : C × C → R, we assume that
Θ satisﬁes the following conditions:
(H1) Θ is monotone, i.e., Θ(x, y) + Θ(y, x) 0 for all x, y ∈ C ;
(H2) for each ﬁxed y ∈ C , x → Θ(x, y) is concave and upper semicontinuous;
(H3) for each x ∈ C , y → Θ(x, y) is convex.
We also recall some well-known concepts from convex analysis.
A differentiable function K : C → R on a convex set C is called:
(i) convex, if
K (y) − K (x) 〈K ′(x), y − x〉, ∀x, y ∈ C,
where K ′ is the Frechet derivative of K at x;
(ii) strongly convex, if there exists a constant σ > 0 such that
K (y) − K (x) − 〈K ′(x), y − x〉 (σ /2)‖x− y‖2, ∀x, y ∈ C .
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a given point x ∈ C , we consider the problem of ﬁnding y ∈ C such that
Θ(y, z) + ϕ(z) − ϕ(y) + 1
r
〈
K ′(y) − K ′(x), z − y〉 0, ∀z ∈ C,
which is known as the auxiliary mixed equilibrium problem. Let Sr : C → C be the mapping such that for each x ∈ C , Sr(x)
is the solution set of the auxiliary problem MEP, i.e., ∀x ∈ C ,
Sr(x) =
{
y ∈ C : Θ(y, z) + ϕ(z) − ϕ(y) + 1
r
〈
K ′(y) − K ′(x), z − y〉 0, ∀z ∈ C
}
.
Using the technique of Ceng and Yao [16], one can easily prove the following result.
Lemma 2.1. Let C be a nonempty closed convex subset of a real Hilbert space H and let ϕ : C → R be a lower semicontinuous and
convex functional. Let Θ : C × C → R be an equilibrium bifunction satisfying conditions (H1)–(H3). Assume that
(i) K : C → R is strongly convex with constant σ > 0 and its derivative K ′ is sequentially continuous from the weak topology to the
strong topology;
(ii) for each x ∈ C, there exist a bounded subset Dx ⊂ C and zx ∈ C such that for any y ∈ C \ Dx,
Θ(y, zx) + ϕ(zx) − ϕ(y) + 1
r
〈
K ′(y) − K ′(x), zx − y
〉
< 0.
Then there hold the following:
(i) Sr is single-valued;
(ii) Sr is nonexpansive if K ′ is Lipschitz continuous with constant ν > 0 and〈
K ′(x1) − K ′(x2),u1 − u2
〉

〈
K ′(u1) − K ′(u2),u1 − u2
〉
, ∀(x1, x2) ∈ C × C,
where ui = Sr(xi) for i = 1,2;
(iii) F (Sr) = Ω;
(iv) Ω is closed and convex.
We also need the following lemmas for proving our main results.
Lemma 2.2. (See [22].) Let {xn} and {zn} be bounded sequences in a Banach space X and let {βn} be a sequence in [0,1] with 0 <
lim infn→∞ βn  limsupn→∞ βn < 1. Suppose
xn+1 = (1− βn)zn + βnxn
for all integers n 0 and
limsup
n→∞
(‖zn+1 − zn‖ − ‖xn+1 − xn‖) 0.
Then, limn→∞ ‖zn − xn‖ = 0.
Lemma 2.3. (See [24].) Assume {an} is a sequence of nonnegative real numbers such that
an+1  (1− γn)an + δn,
where {γn} is a sequence in (0,1) and {δn} is a sequence such that
(1)
∑∞
n=1 γn = ∞;
(2) limsupn→∞ δn/γn  0 or
∑∞
n=1 |δn| < ∞.
Then limn→∞ an = 0.
Lemma 2.4. Let C be a nonempty closed convex subset of a real Hilbert space H, and g : C → R ∪ {∞} be a proper lower-
semicontinuous differentiable convex function. If x∗ is a solution to the minimization problem
g(x∗) = inf
x∈C g(x),
then 〈
g′(x), x− x∗〉 0, x ∈ C .
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u + (γ f − (I + μA))x∗, x− x∗〉 0.
Proof. Since C is convex, x∗ + t(x− x∗) ∈ C for all x ∈ C and 0< t < 1. Hence
lim
t→0+
g(x∗ + t(x− x∗)) − g(x∗)
t
= 〈g′(x∗), x− x∗〉 0.
In particular, if
g(x) = μ
2
〈Ax, x〉 + 1
2
‖x− u‖2 − h(x) = 1
2
〈
(I + μA)x, x〉− 〈x,u〉 + 1
2
‖u‖2 − h(x),
then
g′(x) = (I + μA)x− u − γ f (x).
Consequently, we obtain〈
u + (γ f − (I + μA))x∗, x− x∗〉 0.
This completes the proof. 
Lemma 2.5. (See [24].) In a real Hilbert space H, there holds the inequality
‖x+ y‖2  ‖x‖2 + 2〈y, x+ y〉, ∀x, y ∈ H .
3. Iterative scheme and strong convergence
In this section, we ﬁrst introduce our iterative scheme. Consequently, we will establish strong convergence theorems for
this iteration scheme. To be more speciﬁc, let T1, T2, . . . be inﬁnitely many mappings of C into H and let λ1, λ2, . . . be real
numbers such that 0 λi  1 for every i ∈ N. For any n ∈ N, deﬁne a mapping Wn of C into H as follows:
Un,n+1 = I,
Un,n = λnTnUn,n+1 + (1− λn)I,
Un,n−1 = λn−1Tn−1Un,n + (1− λn−1)I,
.
.
.
Un,k = λkTkUn,k+1 + (1− λk)I,
Un,k−1 = λk−1Tk−1Un,k + (1− λk−1)I,
.
.
.
Un,2 = λ2T2Un,3 + (1− λ2)I,
Wn = Un,1 = λ1T1Un,2 + (1− λ1)I. (1)
Such a Wn is usually called the W -mapping generated by Tn, Tn−1, . . . , T1 and λn, λn−1, . . . , λ1.
We have the following crucial Lemmas 3.1 and 3.2 concerning Wn . The readers are referred to [23]. Now we only need
the following similar version in Hilbert spaces.
Lemma 3.1. Let C be a nonempty closed convex subset of a real Hilbert space H. Let T1, T2, . . . be nonexpansive mappings of C into
H such that
⋂∞
i=1 F (Ti) is nonempty, and let λ1, λ2, . . . be real numbers such that 0 < λi  b < 1 for any i ∈ N. Then, for every x ∈ C
and k ∈ N, the limit limn→∞ Un,kx exists.
Lemma 3.2. Let C be a nonempty closed convex subset of a real Hilbert space H. Let T1, T2, . . . be nonexpansive mappings of C into
H such that
⋂∞
i=1 F (Ti) is nonempty, and let λ1, λ2, . . . be real numbers such that 0 < λi  b < 1 for any i ∈ N. Then, F (W ) =⋂∞
i=1 F (Ti).
The following remark, which is due to Yao, Liou and Yao, [14], is important to prove our main results.
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x ∈ C . If {xn} is a bounded sequence in C , then we have
lim
n→∞‖Wxn − Wnxn‖ = 0.
Throughout this paper, we will assume that 0< λi  b < 1 for every i ∈ N.
Now we introduce the following iteration algorithm.
Algorithm 3.1. Let μ > 0, γ > 0, r > 0 be three constants. Let f be a contraction of H into itself with coeﬃcient α ∈ (0,1)
and let A be a strongly positive bounded linear operator on H with coeﬃcient γ > 0 such that 0 < γ < (1 + μ)γ /α. For
given x0 ∈ H arbitrarily and ﬁxed u ∈ H , suppose the sequences {xn} and {yn} are generated iteratively by{
yn = Srxn;
xn+1 = αn
(
u + γ f (xn)
)+ βnxn + ((1− βn)I − αn(I + μA))Wnyn, ∀n 1, (2)
where {αn} and {βn} are two sequences in (0,1), ϕ is a real-valued function on H , Θ is an equilibrium bifunction on H
and Wn is the W -mapping deﬁned by (1).
Now we study the strong convergence of the hybrid iterative method (2) and this is the main task of this paper.
Theorem 3.1. Let H be a real Hilbert space. Let ϕ : H → R be a lower semicontinuous and convex functional. Let Θ : H × H → R be an
equilibrium bifunction satisfying conditions (H1)–(H3) and let T1, T2, . . . be an inﬁnite family of nonexpansive mappings on H such
that
⋂∞
i=1 F (Ti) ∩ Ω = ∅. Let f be a contraction of H into itself with coeﬃcient α ∈ (0,1), and let A be a strongly positive bounded
linear operator on H with coeﬃcient γ > 0 and 0 < γ < (1 + μ)γ /α. Suppose {αn} and {βn} are two sequences in (0,1). Assume
that:
(i) K : H → R is strongly convex with constant σ > 0 and its derivative K ′ is not only sequentially continuous from theweak topology
to the strong topology but also Lipschitz continuous with constant ν > 0;
(ii) for each x ∈ H, there exist a bounded subset Dx ⊂ H and zx ∈ H such that, for any y /∈ Dx,
Θ(y, zx) + ϕ(zx) − ϕ(y) + 1
r
〈
K ′(y) − K ′(x), zx − y
〉
< 0;
(iii) limn→∞ αn = 0,∑∞n=0 αn = ∞ and 0< lim infn→∞ βn  limsupn→∞ βn < 1.
Given x0 ∈ H arbitrarily, then the sequences {xn} and {yn} generated iteratively by (2) converge strongly to x∗ ∈ ⋂∞n=1 F (Tn) ∩ Ω
which solves OP1 below provided Sr is ﬁrmly nonexpansive,
OP1: min
x∈⋂∞n=1 F (Tn)∩Ω
μ
2
〈Ax, x〉 + 1
2
‖x− u‖2 − h(x).
Proof. We divide the proof into several steps.
Step 1. First, we prove that {xn} is bounded.
Note that from the control conditions (iii), we may assume, without loss of generality, that αn  (1− βn)(1+ μ‖A‖)−1.
Recall that a standard result in functional analysis is that if A is linear bounded self-adjoint operator on H , then
‖A‖ = sup{∣∣〈Au,u〉∣∣: u ∈ H, ‖u‖ = 1}.
Observe that
〈(
(1− βn)I − αn(I + μA)
)
u,u
〉= 1− βn − αn − αnμ〈Au,u〉
 1− βn − αn − αnμ‖A‖
 0,
that is to say (1− βn)I − αn(I + μA) is positive. It follows that
∥∥(1− βn)I − αn(I + μA)∥∥= sup{〈((1− βn)I − αn(I + μA))u,u〉: u ∈ H, ‖u‖ = 1}
= sup{1− βn − αn − αnμ〈Au,u〉: u ∈ H, ‖u‖ = 1}
 1− βn − αn − αnμγ .
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‖yn − p‖ = ‖Srxn − Sr p‖ ‖xn − p‖. (3)
Next prove that {xn} and {yn} are all bounded. Indeed, from Lemma 3.2 we have p ∈ F (Wn). Set A¯ = (I + μA). Then
from (2) and (3), we obtain
‖xn+1 − p‖ =
∥∥αn(u + γ f (xn))+ βnxn + ((1− βn)I − αn A¯)Wnyn − p∥∥
= ∥∥αnu + αn(γ f (xn) − A¯p)+ βn(xn − p) + ((1− βn)I − αn A¯)(Wnyn − p)∥∥
 (1− βn − αn − αnμγ )‖yn − p‖ + βn‖xn − p‖ + αn‖u‖ + αn
∥∥γ f (xn) − A¯p∥∥
 (1− αn − αnμγ )‖xn − p‖ + αn‖u‖ + αnγ
∥∥ f (xn) − f (p)∥∥+ αn∥∥γ f (p) − A¯p∥∥
 (1− αn − αnμγ )‖xn − p‖ + αn‖u‖ + αnγα‖xn − p‖ + αn
∥∥γ f (p) − A¯p∥∥
= (1− ((1+ μ)γ − γα)αn)‖xn − p‖ + αn(∥∥γ f (p) − A¯p∥∥+ ‖u‖)
= [1− ((1+ μ)γ − γα)αn]‖xn − p‖ + ((1+ μ)γ − γα)αn ‖γ f (p) − A¯p‖ + ‖u‖
(1+ μ)γ − γα . (4)
It follows from (4) by induction that
‖xn − p‖max
{
‖x0 − p‖, ‖γ f (p) − A¯p‖ + ‖u‖
(1+ μ)γ − γα
}
, n 0.
Therefore {xn} is bounded. We also obtain that {yn}, {Wnxn}, {Wnyn} and { f (xn)} are all bounded.
Step 2. We show that ‖xn+1 − xn‖ → 0 as n → ∞.
Deﬁne
xn+1 = βnxn + (1− βn)zn
for all n 0.
Observe that from the deﬁnition of zn , we obtain
zn+1 − zn = xn+2 − βn+1xn+1
1− βn+1 −
xn+1 − βnxn
1− βn
= αn+1(u + γ f (xn+1)) + ((1− βn+1)I − αn+1 A¯)Wn+1 yn+1
1− βn+1 −
αn(u + γ f (xn)) + ((1− βn)I − αn A¯)Wnyn
1− βn
= αn+1
1− βn+1
(
u + γ f (xn+1)
)− αn
1− βn
(
u + γ f (xn)
)
+ Wn+1 yn+1 − Wnyn + αn
1− βn A¯Wn yn −
αn+1
1− βn+1 A¯Wn+1 yn+1
= αn+1
1− βn+1
[
u + γ f (xn+1) − A¯Wn+1 yn+1
]+ αn
1− βn
[
A¯Wn yn − u − γ f (xn)
]
+ Wn+1 yn+1 − Wn+1 yn + Wn+1 yn − Wnyn.
It follows that
‖zn+1 − zn‖ − ‖xn+1 − xn‖ αn+1
1− βn+1
(‖u‖ + ∥∥γ f (xn+1)∥∥+ ‖ A¯Wn+1 yn+1‖)
+ αn
1− βn
(‖ A¯Wn yn‖ + ‖u‖ + ∥∥γ f (xn)∥∥)+ ‖Wn+1 yn+1 − Wn+1 yn‖
+ ‖Wn+1 yn − Wnyn‖ − ‖xn+1 − xn‖
 αn+1
1− βn+1
(‖u‖ + ∥∥γ f (xn+1)∥∥+ ‖ A¯Wn+1 yn+1‖)
+ αn
1− βn
(‖ A¯Wn yn‖ + ‖u‖ + ∥∥γ f (xn)∥∥)+ ‖Wn+1 yn − Wnyn‖
+ ‖yn+1 − yn‖ − ‖xn+1 − xn‖. (5)
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‖Wn+1 yn − Wnyn‖ = ‖λ1T1Un+1,2 yn − λ1T1Un,2 yn‖
 λ1‖Un+1,2 yn − Un,2 yn‖
= λ1‖λ2T2Un+1,3 yn − λ2T2Un,3 yn‖
 λ1λ2‖Un+1,3 yn − Un,3 yn‖
 · · ·
 λ1λ2 · · ·λn‖Un+1,n+1 yn − Un,n+1 yn‖
 Mn
n∏
i=1
λi, (6)
where M is a constant such that supn{‖Un+1,n+1 yn‖ + ‖Un,n+1 yn‖,n 0} M .
On the other hand, from yn = Srxn and yn+1 = Srxn+1, from the nonexpansivity of Sr we have
‖yn+1 − yn‖ ‖xn+1 − xn‖. (7)
Using (6) and (7) in (5), we get
‖zn+1 − zn‖ − ‖xn+1 − xn‖ αn+1
1− βn+1
(‖u‖ + ∥∥γ f (xn+1)∥∥+ ‖ A¯Wn+1 yn+1‖)
+ αn
1− βn
(‖ A¯Wn yn‖ + ‖u‖ + ∥∥γ f (xn)∥∥)+ Mn
n∏
i=1
λi,
which implies that
limsup
n→∞
(‖zn+1 − zn‖ − ‖xn+1 − xn‖) 0.
Hence by Lemma 2.2, we have
lim
n→∞‖zn − xn‖ = 0.
Consequently
lim
n→∞‖xn+1 − xn‖ = limn→∞(1− βn)‖zn − xn‖ = 0. (8)
Step 3. ‖W yn − yn‖ → 0 as n → ∞.
Note that xn+1 = αn(u + γ f (xn)) + βnxn + ((1− βn)I − αn A¯)Wnyn , then we have
‖xn − Wnyn‖ ‖xn − xn+1‖ + ‖xn+1 − Wnyn‖
 ‖xn − xn+1‖ + αn
∥∥u + γ f (xn) − A¯Wn yn∥∥+ βn‖xn − Wnyn‖,
that is
‖xn − Wnyn‖ 1
1− βn ‖xn − xn+1‖ +
αn
1− βn
∥∥u + γ f (xn) − A¯Wn yn∥∥.
It follows from (iii) and (8) that
lim
n→∞‖xn − Wnyn‖ = 0. (9)
For p ∈⋂∞n=1 F (Tn) ∩ Ω , note that Sr is ﬁrmly nonexpansive, then we have
‖yn − p‖2 = ‖Srxn − Sr p‖2
 〈Srxn − Sr p, xn − p〉
= 〈yn − p, xn − p〉
= 1
2
(‖yn − p‖2 + ‖xn − p‖2 − ‖xn − yn‖2)
and hence
‖yn − p‖2  ‖xn − p‖2 − ‖xn − yn‖2.
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‖xn+1 − p‖2 =
∥∥αn(u + γ f (xn) − A¯p)+ βn(xn − Wnyn) + (I − αn A¯)(Wnyn − p)∥∥2

∥∥(I − αn A¯)(Wnyn − p) + βn(xn − Wnyn)∥∥2 + 2αn〈u + γ f (xn) − A¯p, xn+1 − p〉

[∥∥(I − αn A¯)(Wnyn − p)∥∥+ βn‖xn − Wnyn‖]2 + 2αn∥∥u + γ f (xn) − A¯p∥∥‖xn+1 − p‖

[
(1− αn − αnμγ )‖yn − p‖ + βn‖xn − Wnyn‖
]2 + 2αn∥∥u + γ f (xn) − A¯p∥∥‖xn+1 − p‖
= (1− αn − αnμγ )2‖yn − p‖2 + β2n‖xn − Wnyn‖2 + 2(1− αn − αnμγ )βn‖yn − p‖‖xn − Wnyn‖
+ 2αn
∥∥u + γ f (xn) − A¯p∥∥‖xn+1 − p‖
 (1− αn − αnμγ )2
{‖xn − p‖2 − ‖xn − yn‖2}+ 2(1− αn − αnμγ )βn‖yn − p‖‖xn − Wnyn‖
+ 2αn
∥∥u + γ f (xn) − A¯p∥∥‖xn+1 − p‖ + β2n‖xn − Wnyn‖2
= (1− 2αn(1+ μ)γ + αn(1+ μ)2γ 2)‖xn − p‖2 − (1− αn(1+ μ)γ )2‖xn − yn‖2 + β2n‖xn − Wnyn‖2
+ 2(1− αn − αnμγ )βn‖yn − p‖‖xn − Wnyn‖ + 2αn∥∥u + γ f (xn) − A¯p∥∥‖xn+1 − p‖
 ‖xn − p‖2 + αn(1+ μ)2γ 2‖xn − p‖2 + β2n‖xn − Wnyn‖2 − (1− αn − αnμγ )2‖xn − yn‖2
+ 2(1− αn − αnμγ )βn‖yn − p‖‖xn − Wnyn‖ + 2αn
∥∥u + γ f (xn) − A¯p∥∥‖xn+1 − p‖.
Then we have
(
1− αn(1+ μ)γ
)2‖xn − yn‖2  ‖xn − p‖2 − ‖xn+1 − p‖2 + αn(1+ μ)2γ 2‖xn − p‖2
+ β2n ‖xn − Wnyn‖2 + 2αn
∥∥u + γ f (xn) − A¯p∥∥‖xn+1 − p‖
+ 2(1− αn − αnγ )βn‖yn − p‖‖xn − Wnyn‖

(‖xn − p‖ + ‖xn+1 − p‖)× ‖xn+1 − xn‖
+ αn(1+ μ)2γ 2‖xn − p‖2 + β2n‖xn − Wnyn‖2
+ 2(1− αn − αnμγ )βn‖yn − p‖‖xn − Wnyn‖
+ 2αn
∥∥u + γ f (xn) − A¯p∥∥‖xn+1 − p‖. (10)
So, from (8)–(10), we have
lim
n→∞‖xn − yn‖ = 0. (11)
Since
‖Wnyn − yn‖ ‖Wnyn − xn‖ + ‖xn − yn‖
from which it follows that
‖Wnyn − yn‖ → 0.
Note that
‖W yn − yn‖ ‖W yn − Wnyn‖ + ‖Wnyn − yn‖,
this together with Remark 3.1 give limn→∞ ‖W yn − yn‖ = 0.
Step 4. Next, we show that
limsup
n→∞
〈
u + [γ f − (I + μA)]x∗, xn − x∗〉 0,
where x∗ is a solution of OP1.
To show this, we can choose a subsequence {yni } of {yn} such that
lim
j→∞
〈
u + [γ f − (I + μA)]x∗, yn j − x∗〉= limsup
n→∞
〈
u + [γ f − (I + μA)]x∗, yn − x∗〉. (12)
Since {yn j } is bounded, there exists a subsequence {yn ji } of {yn j } which converges weakly to w . Without loss of generality,
we can assume that yn j ⇀ w . From ‖W yn − yn‖ → 0 we obtain W yn j ⇀ w . By the same argument as in the proof of [16,
Theorem 4.1], we can obtain w ∈⋂∞n=1 F (Tn) ∩ Ω . Therefore, from Lemma 2.4, (11) and (12), we have
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n→∞
〈
u + [γ f − (I + μA)]x∗, xn − x∗〉= limsup
n→∞
〈
u + [γ f − (I + μA)]x∗, yn − x∗〉
= lim
j→∞
〈
u + [γ f − (I + μA)]x∗, yn j − x∗〉
= 〈u + [γ f − (I + μA)]x∗,w − x∗〉
 0. (13)
Step 5. Finally, we prove that {xn} and {yn} converge strongly to x∗ .
From (1), we have
‖xn+1 − x∗‖2 =
∥∥αn(u + γ f (xn) − A¯x∗)+ βn(xn − x∗) + ((1− βn)I − αn A¯)(Wnyn − x∗)∥∥2

∥∥βn(xn − x∗) + ((1− βn)I − αn A¯)(Wnyn − x∗)∥∥2 + 2αn〈u + γ f (xn) − A¯x∗, xn+1 − x∗〉

[∥∥((1− βn)I − αn A¯)(Wnyn − x∗)∥∥+ ∥∥βn(xn − x∗)∥∥]2 + 2αnγ 〈 f (xn) − f (x∗), xn+1 − x∗〉
+ 2αn
〈
u + γ f (x∗) − A¯x∗, xn+1 − x∗
〉

[(
1− βn − αn(1+ μ)γ
)‖yn − x∗‖ + βn‖xn − x∗‖]2 + 2αnγα‖xn − x∗‖‖xn+1 − x∗‖
+ 2αn
〈
u + γ f (x∗) − A¯x∗, xn+1 − x∗
〉

(
1− αn(1+ μ)γ
)2‖xn − x∗‖2 + αnγα{‖xn − x∗‖2 + ‖xn+1 − x∗‖2}
+ 2αn
〈
u + γ f (x∗) − A¯x∗, xn+1 − x∗
〉
,
that is,
‖xn+1 − x∗‖2  1− 2αn(1+ μ)γ + α
2
n (1+ μ)2γ 2 + αnγα
1− αnγα ‖xn − x
∗‖2 + 2αn
1− αnγα
〈
u + γ f (x∗) − A¯x∗, xn+1 − x∗
〉
=
[
1− 2((1+ μ)γ − γα)αn
1− αnγα
]
‖xn − x∗‖2 + ((1+ μ)αnγ )
2
1− αnγα ‖xn − x
∗‖2
+ 2αn
1− αnγα
〈
u + γ f (x∗) − A¯x∗, xn+1 − x∗
〉

[
1− 2((1+ μ)γ − γα)αn
1− αnγα
]
‖xn − x∗‖2 + 2((1+ μ)γ − γα)αn
1− αnγα
×
{
(αn(1+ μ)γ 2)M1
2((1+ μ)γ − γα) +
1
(1+ μ)γ − γα
〈
u + γ f (x∗) − A¯x∗, xn+1 − x∗
〉}
= (1− δn)‖xn − x∗‖2 + δnσn,
where M1 = sup{‖xn − x∗‖2: n 1}, δn = 2((1+μ)γ−γα)αn1−αnγα and βn =
(αn(1+μ)γ 2)M1
2((1+μ)γ−γα) + 1(1+μ)γ−γα 〈u+γ f (x∗)− A¯x∗, xn+1 − x∗〉.
It is easy to see that δn → 0,∑∞n=1 δn = ∞ and limsupn→∞ βn/δn  0. Hence, by Lemma 2.3, the sequence {xn} converges
strongly to x∗ . Consequently, we can obtain that {yn} also converges strongly to x∗ . This completes the proof. 
Corollary 3.1. Let H be a real Hilbert space. Let ϕ : H → R be a lower semicontinuous and convex functional. Let Θ : H × H → R
be an equilibrium bifunction satisfying conditions (H1)–(H3) such that Ω = ∅. Let f be a contraction of H into itself with coeﬃcient
α ∈ (0,1), and let A be a strongly positive bounded linear operator on H with coeﬃcient γ > 0 and 0 < γ < (1 + μ)γ /α. Suppose
{αn} and {βn} are two sequences in (0,1). Assume that:
(i) K : H → R is strongly convex with constant σ > 0 and its derivative K ′ is not only sequentially continuous from theweak topology
to the strong topology but also Lipschitz continuous with constant ν > 0;
(ii) for each x ∈ H, there exist a bounded subset Dx ⊂ H and zx ∈ H such that, for any y /∈ Dx,
Θ(y, zx) + ϕ(zx) − ϕ(y) + 1
r
〈
K ′(y) − K ′(x), zx − y
〉
< 0;
(iii) limn→∞ αn = 0,∑∞n=0 αn = ∞ and 0< lim infn→∞ βn  limsupn→∞ βn < 1.
Given x0 ∈ H arbitrarily, let the sequences {xn} and {yn} be generated iteratively by{
yn = Srxn;
x = α (u + γ f (x ))+ β x + ((1− β )I − α (I + μA))y , ∀n 1.n+1 n n n n n n n
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OP2: min
x∈Ω
μ
2
〈Ax, x〉 + 1
2
‖x− u‖2 − h(x).
Proof. Put Tix = x for all i = 1,2, . . . ,N and for all x ∈ H . Then, the desired result follows from Theorem 3.1. 
Corollary 3.2. Let H be a real Hilbert space. Let T1, T2, . . . be an inﬁnite family of nonexpansive mappings on H such that⋂∞
i=1 F (Ti) = ∅. Let f be a contraction of H into itself with coeﬃcient α ∈ (0,1), and let A be a strongly positive bounded linear
operator on H with coeﬃcient γ > 0 and 0< γ < (1+ μ)γ /α. Suppose {αn} and {βn} are two sequences in (0,1). Assume that:
lim
n→∞αn = 0,
∞∑
n=0
αn = ∞ and 0< lim inf
n→∞ βn  limsupn→∞
βn < 1.
Given x0 ∈ H arbitrarily, let the sequence {xn} be generated iteratively by
xn+1 = αn
(
u + γ f (xn)
)+ βnxn + ((1− βn)I − αn(I + μA))Wnxn, ∀n 1.
Then {xn} converges strongly to x∗ ∈⋂∞n=1 F (Tn) which solves OP3,
OP3: min
x∈⋂∞n=1 F (Tn)
μ
2
〈Ax, x〉 + 1
2
‖x− u‖2 − h(x).
Proof. Put Θ(x, y) = 0, ϕ(x) = 0 for all x, y ∈ H and r = 1. Take K (x) = ‖x‖22 for all x, y ∈ H . Then we get yn = xn in
Theorem 3.1. Therefore the conclusion follows. 
Acknowledgment
The authors would like to thank the referee for his/her valuable constructive suggestions and comments.
References
[1] E. Blum, W. Oettli, From optimization and variational inequalities to equilibrium problems, Math. Student 63 (1994) 123–145.
[2] M. Aslam Noor, W. Oettli, On general nonlinear complementarity problems and quasi equilibria, Matematiche (Catania) 49 (1994) 313–331.
[3] O. Chadli, N.C. Wong, J.C. Yao, Equilibrium problems with applications to eigenvalue problems, J. Optim. Theory Appl. 117 (2003) 245–266.
[4] O. Chadli, S. Schaible, J.C. Yao, Regularized equilibrium problems with an application to noncoercive hemivariational inequalities, J. Optim. Theory
Appl. 121 (2004) 571–596.
[5] I.V. Konnov, S. Schaible, J.C. Yao, Combined relaxation method for mixed equilibrium problems, J. Optim. Theory Appl. 126 (2005) 309–322.
[6] P.L. Combettes, S.A. Hirstoaga, Equilibrium programming in Hilbert spaces, J. Nonlinear Convex Anal. 6 (2005) 117–136.
[7] S.D. Flam, A.S. Antipin, Equilibrium programming using proximal-like algorithms, Math. Program. 78 (1997) 29–41.
[8] S. Takahashi, W. Takahashi, Viscosity approximation methods for equilibrium problems and ﬁxed point problems in Hilbert spaces, J. Math. Anal.
Appl. 331 (2007) 506–515.
[9] O. Chadli, I.V. Konnov, J.C. Yao, Descent methods for equilibrium problems in a Banach space, Comput. Math. Appl. 48 (2004) 609–616.
[10] X.P. Ding, Y.C. Lin, J.C. Yao, Predictor–corrector algorithms for solving generalized mixed implicit quasi-equilibrium problems, Appl. Math. Mech. 27
(2006) 1157–1164.
[11] Y. Yao, Y.C. Liou, J.C. Yao, Convergence theorem for equilibrium problems and ﬁxed point problems, Fixed Point Theory (2008), in press.
[12] S. Plubtieng, R. Punpaeng, A general iterative method for equilibrium problems and ﬁxed point problems in Hilbert spaces, J. Math. Anal. Appl. 336
(2007) 455–469.
[13] A. Tada, W. Takahashi, Strong convergence theorem for an equilibrium problem and a nonexpansive mapping, in: W. Takahashi, T. Tanaka (Eds.),
Nonlinear Analysis and Convex Analysis, Yokohama Publishers, Yokohama, 2007, pp. 609–617.
[14] Y. Yao, Y.C. Liou, J.C. Yao, Convergence theorem for equilibrium problems and ﬁxed point problems of inﬁnite family of nonexpansive mappings, Fixed
Point Theory Appl. 2007 (2007), Article ID 64363, 12 pp.
[15] P.L. Combettes, S.A. Hirstoaga, Equilibrium programming using proximal-like algorithms, Math. Program. 78 (1997) 29–41.
[16] L.C. Ceng, J.C. Yao, A hybrid iterative scheme for mixed equilibrium problems and ﬁxed point problems, J. Comput. Appl. Math. 214 (2008) 186–201.
[17] A. Moudaﬁ, Viscosity approximation methods for ﬁxed-point problems, J. Math. Anal. Appl. 241 (2000) 46–55.
[18] H.H. Bauschke, J.M. Borwein, On projection algorithms for solving convex feasibility problems, SIAM Rev. 38 (1996) 367–426.
[19] P.L. Combettes, Hilbertian convex feasibility problem: Convergence of projection methods, Appl. Math. Optim. 35 (1997) 311–330.
[20] F. Deutsch, I. Yamada, Minimizing certain convex functions over the intersection of the ﬁxed point sets of nonexpansive mappings, Numer. Funct. Anal.
Optim. 19 (1998) 33–56.
[21] H.K. Xu, An iterative approach to quadratic optimization, J. Optim. Theory Appl. 116 (2003) 659–678.
[22] T. Suzuki, Strong convergence of Krasnoselskii and Mann’s type sequences for one-parameter nonexpansive semigroups without Bochner integrals,
J. Math. Anal. Appl. 305 (2005) 227–239.
[23] K. Shimoji, W. Takahashi, Strong convergence to common ﬁxed points of inﬁnite nonexpansive mappings and applications, Taiwanese J. Math. 5 (2001)
387–404.
[24] H.K. Xu, Viscosity approximation methods for nonexpansive mappings, J. Math. Anal. Appl. 298 (2004) 279–291.
[25] M. Aslam Noor, Generalized mixed quasi-equilibrium problems with trifunction, Appl. Math. Lett. 18 (2005) 695–700.
[26] M. Aslam Noor, On a class of nonconvex equilibrium problems, Appl. Math. Comput. 157 (2004) 653–666.
[27] M. Aslam Noor, Multivalued general equilibrium problems, J. Math. Anal. Appl. 283 (2003) 140–149.
[28] M. Aslam Noor, Themistocles M. Rassias, On nonconvex equilibrium problems, J. Math. Anal. Appl. 312 (2005) 289–299.
Y. Yao et al. / J. Math. Anal. Appl. 354 (2009) 319–329 329[29] M. Aslam Noor, Themistocles M. Rassias, On general hemiequilibrium problems, J. Math. Anal. Appl. 324 (2006) 1417–1428.
[30] Y. Yao, M. Aslam Noor, Y.C. Liou, On iterative methods for equilibrium problems, Nonlinear Anal. 70 (2009) 497–509.
[31] M. Aslam Noor, K. Inayat, V. Gupta, On equilibrium-like problems, Appl. Anal. 86 (2007) 807–818.
[32] M. Aslam Noor, Y. Yao, Y.C. Liou, Extragradient method for equilibrium problems and variational inequalities, Albanian J. Math. 2 (2008) 125–138.
[33] M. Aslam Noor, Some iterative algorithms for extended general variational inequalities, Albanian J. Math. 2 (2008) 265–275.
[34] A. Bnouhachem, M. Aslam Noor, Z. Hao, Some new extragradient iterative methods for variational inequalities, Nonlinear Anal. 70 (2009) 1321–1329.
[35] M. Aslam Noor, Implicit Wiener–Hopf equations and quasi variational inequalities, Albanian J. Math. 2 (2008) 15–25.
[36] M. Aslam Noor, General variational inequalities, Appl. Math. Lett. 1 (1988) 119–121.
[37] M. Aslam Noor, K. Inayat Noor, Th.M. Rassias, Some aspects of variational inequalities, J. Comput. Appl. Math. 47 (1993) 285–312.
[38] M. Aslam Noor, New approximation schemes for general variational inequalities, J. Math. Anal. Appl. 251 (2000) 217–229.
[39] M. Aslam Noor, Some recent developments in general variational inequalities, Appl. Math. Comput. 152 (2004) 199–277.
[40] M. Astern Noor, K. Inayat Noor, On equilibrium problems, Appl. Math. E-Notes 4 (2004) 125–132.
[41] M. Aslam Noor, On a class of general variational inequalities, J. Adv. Math. Stud. 1 (2008) 31–42.
[42] M. Aslam Noor, Extended general variational inequalities, Appl. Math. Lett. 22 (2009) 182–186.
[43] M. Aslam Noor, K. Inayat Noor, H. Yaqoob, On general mixed variational inequalities, Acta Appl. Math. (2008), doi:10.1007/s10440-008-9402.4.
[44] M. Aslam Noor, Differentiable nonconvex functions and general variational inequalities, Appl. Math. Comput. 199 (2008) 623–630.
[45] M. Aslam Noor, Projection iterative methods for extended general variational inequalities, J. Appl. Math. Comput. (2009), doi:10.1007/s12190-009-
0234-9.
