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On the basis of its path integral representation discussed is the nonrelativistic 
limit c + co of the solution of the pure-imaginary-time Schrlidinger equation for the 
Weyl quantized Hamiltonian corresponding to the classical relativistic Hamiltonian 
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1. INTRODUCTION 
Let 
(H:,g)(x)=(2n)-“JJ~~~Rdei(r--rlPhb(l), i(x+y)) (1.1) 
x g(Y) 4 47 g E y(R”), 
be the quantum Hamiltonian associated, via the Weyl correspondence 
(Berezin and &bin [ 11, Grossmann et al. [S], Mizrahi [ 151, and Sato 
[ 16]), with the classical relativistic Hamiltonian 
h’(p, x) = UP, x) + e@(x), 
h>(p, x) = [c’(p - eA(x))* + m2c4] 1’2, ~ER~,xER~, 
(1.2) 
for a spinless particle of mass m > 0 and charge e, in d-dimensional space 
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RJ, interacting with the vector and scalar potentials ,4(x) and Q(x) of an 
electromagnetic field (e.g., Landau and Lifschitz [ 141). c is the light 
velocity, and Planck’s constant h is taken to equal 27c so that A = h/2n = 1. 
The nonrelativistic quantum Hamiltonian for the same particle interacting 
with the same vector and scalar potentials is 
H=(1/2m)(-i~-eA(x))2+e@(x). (1.3) 
The aim of the present paper is to show that as c + co, the solution 
Il/“(t, x) of the Cauchy problem for the pure-imaginary-time Schrodinger 
equation 
d,ll/“(t,x)= -[H”-mc2] Jl”(t,x), t>O,xgRd, (1.4) 
for H” subtracted with the rest energy mc2 approaches the solution $(t, x) 
of the Cauchy problem for the pure-imaginary-time Schrodinger equation, 
i.e., the heat equation 
a,$(& xl = -fW(f, xl, t>O,xcRd, (1.5) 
for H, both with the same initial data @“(O, x) = Il/(O, x) =g(x). For this 
purpose the usual factor l/c in front of A(x) in (l.l), (1.2) and (1.3) is 
omitted (cf. Hunziker [7]) so that it can be kept fixed in the limit c -+ cc. 
It is assumed for simplicity that A is in g(Rd + Rd) and @ in a(Rd --+ R), 
where a(Rd+ RN), N= 1, d, stands for the Frechet space of the RN-valued 
C” functions which together with their derivatives of all orders are 
bounded in Rd. H; in (1.1) is a pseudo-differential operator; the right-hand 
side of (Wig)(x) is defined as an oscillatory integral. Both H’; and H‘ map 
Y’(Rd) into itself (e.g., Kumano-go [13]). It is shown (e.g., [17, lo]) that 
H‘ defines a selfadjoint operator in L2(R”) with domain H1(Rd) which is 
bounded from below. H in (1.3) is a selfadjoint operator in L2(Rd) with 
domain H2(Rd) which is bounded from below. 
The proof is path-integrational or probabilistic. Namely, we exploit the 
path integral representation of the solution for (1.4) obtained by Ichinose 
and Tamura [9, lo] to prove its convergence in the nonrelativistic limit to 
the Feynman-Kac-It6 representation of the solution for (1.5), in both 
L2(Rd) and C,(Rd). Here the latter space is the Banach space of the 
bounded continuous functions in Rd which converge to zero as 1x1 -+ co. 
The L2 case may be also treated operator-theoretically with the quadratic 
form techniques. 
The nonrelativistic limit problems for the Dirac and/or Klein-Gordon 
equations are discussed by Hunziker [7] and Cirincione and Chernoff [3]. 
Section 2 states the main result. Sections 3 and 4 are devoted to the 
proof. The result of the present paper was announced in [S]. 
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2. NONRELATIVISTIC LIMIT 
The solution Il/“(t, x) of the Cauchy problem for (1.4) with initial data 
Il/“(O, x) =g(x) in L2(Rd) has the path integral representation (Ichinose and 
Tamura [lo]). 
t)“(t, x) = 
s 
e- “(‘~“‘“)g(X(t)) dA:(X) (2.1) 
with 
wAx)=~j~+ j,y,>o eA(X(s-) +A21 Yfi,Jds 4) 
+i s.i d ,.“, . eCA(JJs) +YP) - A(X(s))l YfiT(ds &I 
+ ’ e@(X(s)) ds, 
5 (2.2) 0 
which may be implicitly dependent on c. Here we use some notions from a 
time-homogeneous Levy process (Ikeda and Watanabe [ 111, ItB [12], 
Hida [6]). The path space measure 1: in (2.1) is the probability measure, 
on the space D,Y([O, 00) --) Rd) of the right-continuous paths 
X: [0, co) + Rd having the left-hand limits and satisfying X(0)=x, whose 
characteristic function is 
exp{ - t[(c2p2 + m2c4)“* - mcq } = j eip(Wt)- X(O)) &;(J’), (2.3) 
The Levy-Khinchin formula turns out to be 
(c2p2 + &c4)‘f2 - ,,* = - s Rd\{Ol L-e’“‘- 1 -Wr,.,,<,;b41 n(h), 
where I (,J,<l)(y)= 1 if lyl < 1 and =0 if lyl > 1. n(dy) is the Levy measure 
which is a rr-finite measure on Rd\{O} satisfying sRd,,loj [y*/( 1 + y*)] 
n(dy)< co. Each path X in D,([O, co) + Rd) has at most finitely many 
points s at which the jump 1X(s) - X(3-)1 exceeds a given positive 
constant. In particular, the set of discontinuities of X(S), D,= 
{s > 0; X(s) # X(s- )}, is at most countable, and X(S) is bounded on every 
finite interval [0, t] (e.g., Billingsley [2]). For each path X, N,(ds dy) shall 
be a counting measure on (0, co) x (R?(O)) for the corresponding 
stationary Poisson point process X(S) - X(s- ), SE D,, on Rd\{O}: 
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where 0 < t < t’ and B is a Bore1 set in Rd\{O}. &,(A &) is defined 
as w,(ds dy) = N,(ds dy) - fi(ds dy) with fi(ds dy) = j N,(ds dy) &:(A’) = 
dsn(dy). The Levy-In? theorem gives the representation of X: 
(In [ll], N,, RX and fi are denoted by N,, fiP and flP.) 
On the other hand, the solution t,b(t, x) of the Cauchy problem for (1.5) 
with initial data $(O, x) =g(x) in L2(R”) is represented by the 
Feynman-Kac-ItS formula (e.g., Simon [ 181): 
et, x)=/e- w”,O;X’g(X(t)) d/L,(X) (2.4) 
with 
W(t, 0; X) = i J-; .54(X(s)) dX(s) 
+ (i/2) [’ (div eA)(X(s)) ds + f e@(X(s)) ds. (2.5) 
0 
Here pu, is the Wiener measure on the space C,( [0, co) + Rd) of the con- 
tinuous paths X: [0, co) -+ R” with X(0) =x whose characteristic function 
is exp[ - tp2/2m]. The first term on the right of (2.5) is the It6 integral. 
We shall denote by e-‘CH’-m’21 and eerH the bounded linear operators: 
g+ $‘(t, .) and g-+ $(t, .) of L2(R”) into itself defined by (2.1) and (2.4), 
respectively. 
We also discuss the problem in C,(RJ). In this case note that the right- 
hand side of (2.1) makes sense even for g in C,(Rd). In fact, we shall see in 
Section 3 that the mapping g + t,b”(t, . ) also defines a bounded linear 
operator of C,(Rd) into itself. So we shall denote it by the same 
e-‘CH’-m’21. The same is true for the right-hand side of (2.4) and e-‘“. 
The main result is summarized in the following three theorems. It is 
assumed for simplicity that A is in &?(Rd+ Rd) and @ in 9(Rd-+ R). 
Theorem 2.1 may be known in the general context of the Levy processes, 
but is included to make the paper self-contained. 
THEOREM 2.1. The measure 2: is weakly convergent to the Wiener 
measure px as c -+ co, both as probability measures on D,( [O, co) + R“). 
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THEOREM 2.2. e-‘cH’ --mr21, t B 0, defines on L2(Rd) a strongly continuous 
quasi-contractive semigroup. It is strongly convergent to e-lH on L2(Rd) as 
c -+ co uniformly on every finite interval in t B 0. 
THEOREM 2.3. eprCH’ pm“21, t 20, defines on C,(Rd) a strongly con- 
tinuous quasi-contractive semigroup. It is strongly convergent to eCrH on 
C,(Rd) as c -+ CC uniformly on every finite interval in t >, 0. 
3. PROOFS OF THE FORMER HALVES OF THEOREMS 2.2 AND 2.3 
In this section we restate more precisely the former halves of 
Theorems 2.2 and 2.3 to show them. 
First we recall that the path space measure A’, in (2.1) is the probability 
measure on D.,( [0, co) + Rd) which satisfies 
n 
- 
= 
i I 
. . . 
Rd Rd 
kb;(t,-to,x’o’-xx”‘). . . . .k;;(t,-t, --,, x(n-“-X’n’) 
x F(x’O’,..., x0”) dx”’ . . . . d-x’“‘, (3.1) 
with x(O) = x for q(X) = F(X( to),..., X( t,)), where 0 = to < t r < . . < t, = t 
and F(x”‘,..., xc”‘) is a bounded continuous function on (Rd)n+ ’ 
[ 11, 12, 63. Here kl;(t, x) stands for the fundamental solution for the free 
equation to (1.4), i.e., Eq. (1.4) with A(x) r0 and @(x)zO, 
x t(x2 + c2t2)p’d+ 1”4K(d+ 1)12(mc(x2 + c2t2)“‘), (3.2) 
where K,(r) is the modified Bessel function of the third kind with order v 
(see [lo]). Compare it with the fundamental solution k,(t, x) for the free 
heat equation (1.5) with ,4(x) - 0 and Q(x) = 0: 
k,(t, x)= (2n)-dl’ md12t-d12e-m-~2i2r. 
Both kg(t, x) and k,(t, x) are positive and 
(3.3) 
s Rd kt;( t, x) dx = s ko(t, x) dx= 1. Rd (3.4) 
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It is known that e-‘“, t 2 0, defines a strongly continuous quasi-contrac- 
tive semigroup with norm e - ~4’ on both L2(Rd) and C,(Rd). Now we see 
similar resuls for e-‘cHc~m’21. Put 
L = sup /e@(x)/, M= inf e@(x). (3.5) 
xtRd reRd 
THEOREM 3.1. e -‘CH’ - m’21, t > 0, defines on L*(R”) a strongly continuous 
semigroup satisfying 
IF tCH’~m,*‘gl12,e-M’(lgl12, g E L’(R”). (3.6) 
Proof: We have only to show (3.6). It is a direct consequence of the 
path integral representation (2.1) of tj”(t, x) with the aid of (3.4): 
112 
kh(t, x - yMy)l dy 
) I 
’ dx < eC”‘llgl12. 
THEOREM 3.2. e-‘CH’--m“21, t >O, defines on C,(Rd) a strongly con- 
tinuous semigroup satisfying 
IW r[H'-~m~21gIIm~e~MfIIgI/ca, g E Cm W’). 
Further, the strong continuity is uniform in c > 1, i.e., 
(3.7) 
e -r[ff-mcq - 1, J t 10, uniformly in c 2 1. (3.8) 
For our future use as well as for the proof of Theorem 3.2, we collect 
some properties of kb(t, x) in the following lemma. 
LEMMA 3.3. (i) (Cf. [lo, (4.17)].) F or every E > 0 there exists a constant 
R, = RO(&) > 0 such that for R > R0 
s kb;(t, t ‘12z) td’*dz < E, uniformly in 0 < t < 1 and c > 1. (3.9) 1~1 > R 
(ii) For y>O 
M,(t) - jRd 1x1 ykl;(t, x) dx 
= C(d, Y f  m (1 - YGCf’L + Yv~e~r~~~(l _ ,1,2(mc*t), (3.10) 
where C(d, y) is a 
increasing function 
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constant depending only on d and y. M,(t) is a strictly 
in t > 0. In particular, 
M,(t) e i 
C,ct[l -log(??K+)], O<mc’t< 1, 
c m-‘f2tv2 (3.11) 
1 , mc2t 2 1, 
M2(t) = C,m-‘t, (3.12) 
M3(f) G C,C(m m2cp’t) v (m-3’2t3’2)], (3.13) 
where a v b = max{a, b}, and the C;, i = 1,2, 3, are constants depending 
only on d but independent of t, c and m. 
Before the proof note that Lemma 3.3(i) holds also for k,(t, x) in (3.3), 
and (ii) yields, for y > 0, 
s 
Jxly k,(t, x) dx = C(d, y) m~7’2ty’Z, (3.14) 
Rd 
with a constant C(d, y) depending only on d and y. 
Proof of Lemma 3.3. (i) Let 1 be a nonnegative C” function such that 
x(x) = 1 if 1x1 < l/2 and =0 if (xl > 1. Put xR(x) = x(x/R). Then 
s k;;(t, t”‘z) tdJ2 dz 1~1 > R 
d s (1 - xR(z)) k;(t, t”2z) t”2 dz 
= 1 - 
s 
x,v~(x) kb;(t, x) dx 
= 1 - (2~))“’ 1 ill,lR(p) exp{ - t[(c2p2 + m2c4)‘j2 - mc2]} dp, (3.15) 
where i,~~(p) is the Fourier transform of X,I,Q(X) and equal to 
t”‘2Rdi(t’/2Rp). It follows that the last member of (3.15) is equal to 
(2n)-“I’ 1 i(p){ 1 - exp[ - t((c2p2/tR2 + m2c4)“2 - mc2)]} dp, 
which converges to zero as R -+ co uniformly in 0 < t < 1 and c > 1, because 
the factor ( . . . } in the integrand satisfies 
0 < ( . . . } G 1 - exp[ -p2/(2mR2)], t >o, (3.16) 
uniformly in c 2 1. This proves the assertion (i). 
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(ii) First put c = 1. We use the spherical coordinates to get 
s IxlYk~(t,x)dx=c(d,y)m(d+‘)~*em’ cL j-d+? -1oJ+t2)-(Jf’)/4 s 0 
x Kcd+ ,j,2(m(r2 + z~)“~) dr. (3.17) 
By use of [4, Chap. VII, 7.14.2, (50) p. 951 it is shown that the right-hand 
side of (3.17) is equal to the last member of (3.10). For general c>O 
replace t by ct and m by mc. 
To see M,(t) is strictly increasing, put M,(t) = C’i _ yj,2(mc2t) with a 
positive constant C, where f”(7) = r”“e’K”(7). Then 
(d/d7)f”(7) = 7”er[(7 + v + 1) K”(7) + r(d/dz) K”(7)] 
=7”e’[K,(7)+7(Kv(7)-Kvp,(7))]>0, 7>0. 
Here we have used the identity zp’(d/d7)[7”K”(7)] = -z”-‘K”-~(~) 
[4, Chap. VII, 7.11, (21), p. 791 and the relation (d/dv) K”(7)20, in 7 >O, 
for v 3 0, which is seen by differentiating in v the integral representation of 
K,(t) [4, Chap. VII, 7.12, (21), p. 821: 
K”(7) = j,“’ e -’ ‘Osh “cosh(vs) ds. 
To get (3.11))(3.14) we only note (See [4, Chap. VII, 7.2.6, (41) (42), 
(43), p. 10, and 7.2.5, (37) (38) p. 91) that 
Kl12(7) = (7~/2)l’~ 7~“~e-~, 
and for v B 0 an integer there exists a constant C > 0 such that 
K,,(7) d C[7-” v ~~“~3 epT, 7 > 0, for v 2 l/2, 
and 
K,(7) d 
C(l-logr)e-‘, O<r<l, 
c-l/ze-r 
? 9 73 1. 
This ends the proof of Lemma 3.3. 
Now we come to the proof of Theorem 3.2. 
Proof of Theorem 3.2. The proof is divided into three parts. 
1. First we show the mapping g + $‘(t, . ) in (2.1) defines a bounded 
linear operator of C,(Rd) into itself with norm <ePM’. If g is in C,(Rd), 
there exists a sequence {g,} of functions in CF(Rd) such that 
Ig,(x)l < lg(x)I a.e., n = 1, L., and g,(x) -g(x) a.e. Then it holds that 
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and so by the Lebesgue dominated convergence theorem, for g in place 01 
g,. Thus (2.1) holds for g, too. 
It remains to show that if g is in C,(Rd), so is $“(I, .). First, to see 
$‘(t, x) is continuous in x put X(S) = x + Z(S), so that Z belongs to 
D,( [0, co) + Rd), i.e., Z(0) = 0. Rewrite (2.1) as 
q(r,x,=Je- V(‘*“;-x + “‘g(x + Z(t)) d$J Z), (3.18) 
where A;; is the probability measure on Do( [0, co ) --, Rd) obtained by trans- 
lation -x from A; on D,( [0, co) --) R”). Then (3.18) yields the x-continuity 
of rl/‘(t, x) by the Lebesgue dominated convergence theorem, because A, @ 
and g are all continuous. Next, to show that $“(r, x) + 0 as 1x1 --t cc, let 
E > 0 and choose a constant R > 0 such that we have (3.9) and )g(x)l <E 
for 1x1 > R. By (2.1) and (3.9) we obtain with A4 in (3.5) 
Ill/“(t, x)1 < esM’ 
5 &A6 YMX-Y)/ dY 
=e -M’ J k;;(t, t”*z)lg(x- t%)J t”* dz 
<eeMr sup Ig(x - +“z)J -t l/g/), I,;, > R k;;(t, t”*z) t“‘* dz]. 
I:1 $ R 
Therefore if 1x1 > ( t”2 + 1) R, then we get by Lemma 3.3(i) 
W(t, XII 6 esM’(l + llgll,) -5. 
The quasi-contractivity (3.7) is obvious by (2.1). Thus our first desired 
assertion has been proved. 
II. Next we show S(t) = e-‘CH’--m’21 constitutes a semigroup on 
C,(Rd): S(t + U) = S(t) S(U), t, u 2 0. Let g be in C,(Rd). Then we have by 
(3.18) 
(s(t) s(u) g)(x) = J e- “(‘,“;n+Z)(S(~) g)(x + Z(t)) dA;(Z) 
and 
(s(u) g)(x + z(t)) = J e- yfu,o;x + ‘(‘)+ =“g(x + Z(t) + Z’(u)) dA;( 2’). 
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It follows that (s(t) S(u)g)(x) is equal to 
s e -v(‘+u~o~*+z)g(x+Z(t+zl))d~~(Z)=(S(t+u)g)(x) 
by the property (3.1) of A; or because {Z(s)},,,,, and 
{Z(s’) - Z(s)}, <,, <sI G f + u are independent. 
III. Finally we show (3.8). It is easy to see only strong continuity; in 
fact, this follows from (2.1) with the aid of the Lebesgue dominated con- 
vergence theorem. The proof of uniformity in c > 1 needs an extra task. So 
let g be in C,(Rd). Let e>O. Choose a constant R>O such that (3.9) 
holds. Put 
with t, = ~2. ‘t, p = 0, l,..., 2k. It is shown in [lo] that, for each X in 
D,( [O, co) -+ Rd), F(k)(X) and Cc,,(X) converge to F(t, 0; X) and G(t, 0; X), 
respectively, as k + co, where 
V( t, 0; A’) = iF( t, 0; X) + G( t, 0; A’), G( Z, 0; X) = j’ e@(X(s)) ds. (3.20) 
0 
It follows that 
converges to t,V(t, x) as k -+ cc. Therefore 
= lim e-‘~(ik)(X)-G(‘,o;X)(g(X(t)) -g(X(O))) &Tj(X) 
k-s 
+ e- 
1 
iF(qe -G(r,O:X) _ 
1) N-(O)) &(-v 
+ 
i 
(ep’Fck)(X)- 1) g(X(0)) &t(X) 
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<e-M’ 
i IstX(t))-g(XtO))ld~:(X) + V- 11 llgll, 
f ljg\l= lim sup 
k--co 
je-iF~kl(x)- 1) dI.:(X) 
= d,(t, x)+&(t) + s,tt, x), 
with L and A4 in (3.5). Clearly, s,(t) + 0 as t LO, uniformly in c >/ 1. We 
must show that \\s,(t, .)I\ n?, i= 1, 3, tend to zero as tJ0, uniformly in c>, 1. 
For d,(t, x) note by uniform contin;ity of g(x) in Rd that there is a con- 
stant 0 < 6 < 1 independent of c > 1 such that 
Then 
sup sup lg(x- Fz)-g(x)\ <& for O<t<6. 
.Y IZISR 
116,(t,.)[I.~=e-“‘sup 
s &it4 YMX -Y) -g(x)1 & ‘; 
=e MI sup 
i‘ 
k;(t, t”2z)lg(x - t”*z) - g(x)( Pi2 dz 
=e ~ k/I 
[ 
sup sup \g(x - t”2z) -g(x)\ 
.Y I;I<R 
+2llsll, j kb;( t, t’/*z) t”* dz 
1~1 > R I 
<e-Y1 +2kit,)E, O<tc:b, 
where the last inequality uses Lemma 3.3(i). For 6,( t, x) we put e = 1 or 
replace eA by A, and assume d = 1 to avoid notational complexity; there is 
no essential change of proof in the d-dimensional case. Put 
K= suplA(x)l, K, = sup IA(x) - mw -A, rZ ,’ (3.21) 
K,= sup IWx) - JN.YM~-YI. 
‘: # ” 
Note that sup(JA(x)l d K, and so forth. Since leiU- 11 = 2)sin(u/2)1 < Ial 
for real a, we have 
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By the mean value theorem 
+ (l/2) f ~~(~,w(t,) - wt,- *)I2 
p=l 
where x(t,~,)55,5(1/2)(X(t, -,)+X(t,)). Hence 
j IF,,,(X)1 dA’,(X) G j IzvdWl dl’;(X) + j V,,,(X)1 dA’;(X). (3.22) 
For the first term on the right of (3.22) we have 
= K 1 A!,( t, - t, ~ , ) = KCi12m ~ ‘12t lf2, 
the summation C, being taken over 1 <p < 2k. Here we have used the 
property (3.1) of A;: if p # p’, 
s ~(~(t,~,))~(~(t,~~,))(~(t,)-~(t,~,))(~(t,~)-~(t,~-,))~~t(~)=O~ 
(3.23) 
and the last equality is due to Lemma 3.3(ii), (3.12). For the second term 
on the right of (3.22) we have similarly 
j IJ~k,W)l &Gf) d (l/2) KI j c W(t,) - Wtp- 1))’ C(X) 
P 
It follows that 
=(1/2)K,~M2(tp-t,~,)=(1/2)K,C,m-1t. 
P 
Ild,(t, .)I/, < Ilgllco[KC~‘2m-112+ (l/2) K,C,m-‘t”*] t”*. 
Since K, K, and C, are constants independent of c 2 1, we have shown 
(3.8), completing the proof of Theorem 3.2. 
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Remark. In Theorem 3.1, the strong continuity of the semigroup 
e-‘CH’-mc23 on L2(R2) is also uniform in c b 1. We can use Theorem 3.2 to 
show this assertion. In a similar way we shall show in Section 4.2 the latter 
half of Theorem 2.2, using Theorem 2.3. 
4. PROOF OF THEOREM 2.1 AND END OF PROOFS OF THEOREMS 2.2 AND 2.3 
This section deals with the main part of the proof, the nonrelativistic 
limit. First we prove Theorem 2.1. Next we prove the latter half of 
Theorem 2.2, assuming Theorem 2.3 holds. Finally, the proof of the latter 
half of Theorem 2.3 is given. 
4.1. Proof of Theorem 2.1 
We begin with the followin lemma about the characteristic function (2.3) 
of the measure 1: and the fundamental solution k;(t, x) in (3.2) of the free 
equation to (1.4). 
LEMMA 4.1. (i) For pf0, exp(-t[(c2p2+m2c4)1’2-mc2]} is 
monotone decreasing as c increases, and convergent to exp[ - tp2/2m] as 
c + co. It holds that 
0 < exp { - t [ ( c2p2 + m2c4)“* - mc*] } - exp[ - tp2/2m] 
<exp[-tp2/2m]{1-exp[-tp4/(8m3c2)]} 
6 exp[ - tp2/2m]. (4.1) 
(ii) k;(t, x) converges to k,(t, x) as c + co, uniform/y on [a, b] x Rd, 
where O<a<b< 00. 
Proof: (i) For the first assertion note the derivative with respect to c is 
negative if p # 0. For the second and last, put the second member of (4.1) 
equal to h(t, p; c). Then 
&t,p;c)=exp(-t[(c2p2+m2c4)112-mc2]} 
x { 1 -exp[ -(1/2m) tp”((p* +m*c*)‘/* +mc)-*I}, 
whence it is easy to see (4.1). 
(ii) Since 
(2~)%%(t, x) - kdt, x)1 = j e’XPG(t, p; c) dp <I @t, p; c) dp, 
the assertion follows from (4.1) by the Lebesgue dominated convergence 
theorem. Lemma 4.1 is thus proved. 
To prove Theorem 2.1, we have only to verify the following two 
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conditions [2, Theorem 15.61, because the limit measure is the Wiener 
measure pL,, which is concentrated on C,( [0, 00) + Rd): 
(i) The finite-dimensional distributions of A: converge to those of p., 
as c--t co. 
(ii) There exist constants C> 0, y > 0 and c( > l/2 independent of 
c > 1 such that 
d C(t, - t,yx, for O<t,dtz<tt,. (4.2) 
The condition (i) follows from Lemma 4.1(i), the convergence of the 
characteristic functions. The condition (ii) is satisfied for y = 2 and CI = 1. In 
fact, 
s l~~~,~-~~~,~121~~~3~-~~fZ~12~~:~~~ 
= SI y2z2kb;(t2-f,, y)k&(t,-t,,z)dydz 
= M2(t2 - fl) M,(t, - f2) 
= (C21N2(t2 - t, )(h - t2) d (C,lN’(k - t, 12> 
with a constant C, independent of c > 1. Here we have used Lemma 3.3(ii), 
(3.12). This establishes (4.2), ending the proof of Theorem 2.1. 
4.2. Proof of the Latter Half of Theorem 2.2 
I. First we give the proof for g in Y(Rd), assuming Theorem 2.3 holds. 
Let g be in Y(R”). Then Theorem 2.3 is valid for g. Put 
(d(t, c) g)(x) = (e ‘CH” “‘.21g)(x) - (e ‘“g)(x) 
= e 
s 
v(‘-“;x)g(X(t)) di:(X) 
We have for R > 0 
(4.3) 
Ild(4 c) gll: = Ild(f, c) .dltz(,,, <R) + II44 c) g/l22(,x/ >R). (4.4) 
Let E > 0 and 0 < T < cc. We shall show for the second term on the right of 
(4.4) that there is a constant R, = RO(.s) > 0 such that for R > R. 
Il4c c) gll Lz(lrl, Rj G 2epM’Ey uniformly on [0, T] and in c > 1. (4.5) 
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Then the first term on the right of (4.4) obeys 
d cdw4~~ cl Al 002 (4.6) 
where the constant Cd is the volume of the unit ball in Rd. By assumption 
or Theorem 2.3, the last member of (4.6) tends to zero as c -+ 00 uniformly 
on every finite interval in t > 0. 
Now we show (4.5). We have from (4.3) 
=[l,,,>Rdx(s )*]“* 
Y-At, YMx--Y)l dy 
+[J:,,>Rdx(j )l’:’ 
kit, YMx-yN dy 
112 < WC y)lg(x -Al2 dx dy 1 
l/Z 
k,(c yMx-yY)12 dx dy 1 
= Z,(t, c; R) + Z,(t; R). 
Here we have used the Minkowski and Schwarz inequalities with (3.4). 
Thus to get (4.5) we have to show that both Zl(t, c; R) and Z,(t; R) con- 
verge to zero as R + 00 uniformly on [0, T] and in c 2 1. Let x be the 
same function as in the proof of Lemma 3.3(i) and xR(x) = x(x/R). Then 
we have with h(x) = lg(x)(* 
11th c; RI* d j/ (1 - XR(X)) k;;(t, y) h(x - y) dx dy 
- a 
= (27’~)~” h(O)-[ eXp(-t[(C2p2+m2c4)“*-mC*]} iR(p) h(p) dp 
-1 
= 
s 
f(p) {h(O) - exp[- t((c2p2/R2 + WI~C~)“~ - mc’)] &p/R)} dp, 
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which converges to zero as R -+ 03 uniformly on [0, T] and c 2 I, in view 
of an inequality analogous to (3.16). This yields at the same time the asser- 
tion for Zz(t; R), because 
Z,(t; R)’ G lim inf I,( t, c; R)‘, 
c + m 
by Lemma 4.1 (ii ) and Fatou’s lemma. 
II. The general case g E L2(Rd). Choose a sequence {g, > in Y(Rd) which 
is convergent to g in L2(Rd) as n + co. Let 0 < T< co. We have 
II44 cl gl12 d Ile -rrffl. mc21(g-g,)ll,+ IIe-rCH’+dgn-e -IHgn(12 
+ Ile~‘H(g,-gN2. 
Since Theorem 2.2 is valid for g =g, by the step I above and since 
e- t[ff-t?W’*] and e-If, are quasi-contractive as in Theorem 3.1, we have 
limsup sup Il~(~,c)sl12~2Ce~MTv llllg,-glIz~ 
c-x fE lO.T] 
which tends to zero as n -+ m. This ends the proof of Theorem 2.2. 
4.3. Proof of the Latter Half of Theorem 2.3 
Let g be in C,(Rd). We may assume [IgIl oc = 1. For (4.3) we must show 
that, for every 0 < T-c co, 
lim sup sup IlA(t, c)g(ls =O. 
(“cc f~ ro,u 
(4.7) 
Rewrite (4.3) with V(,,(X) in (3.19) as 
(46 cl g)(x) = ( j e- 
"c")'"'g(X(t)) d:(X) - J e- “~“)(“)g(X(t)) dpx(X) 
> 
+ (e-Y(‘,o;X)-e-v(,)cx))g(X(t))M::(X) I 
+ 
s 
(e- ‘wcx) -em- w(‘30ixJ) g(X(t)) dpL,(X) 
= (A ,(A c; k) g)(x) + @2(f, c; k) g)(x) + (ddt; k) g)(x). (4.8) 
To prove (4.7) we have only to show the following lemma. 
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LEMMA 4.2. (i) lim sup, _ o. w,ECO,T1 Ildl(4 c;k)sll, =O,foreach suf 
ficiently large k. 
(ii) lim supr+ o. su~tcco,r~ ll~z(h c;k) gll, -+O, as k--+ ~0. 
(iii) suptc co,rl IPAt; k) gll, -+ 0, as k -, 00. 
Proof of Lemma 4.2(i). Let E > 0. Since 
+ sup 
/I 
e-Y’h)‘X)g(X(t))dp,(X)-g(x) , (4.9) x 
we can show in the same way as in the proof of (3.8) in Theorem 3.2 that 
both the terms on the right of (4.9) are small uniformly in k and c 2 1, if t 
is small. Therefore there exists a constant 6 = 8(c) with 0 < 6 < T such that 
SUP SUP IId I(t, c; k) gll cc <E, uniformly in c > 1. 
k /t [OJ] 
Next, for 6 d t < T, we have with n = 2k and x(O) = x, 
n 
X [kG(t/n, x(O) - xc”). ‘. . . kh(t/n, xc*- 1) _,(n)) 
- k,( t/n, x(O) - x(’ )) . . . . . k,( t/n, x@ - ’ ) - x(“))] 
x g(x’“‘) dx(“. . . . . dx(“’ , (4.10) 
where 
I/(&d'),..., ~(~1) = i i eA(+(x(j- l) + ,W))(,W -x(i- 1)) 
j= I 
+ i e@(t(x(j-I’+ x(‘)))(t/n), 
j= I 
so by (3.19), VCk)(X(tO),..., X(t,)) = V,,,(X) with n = 2k. Then, since 
I(gll, = 1, we obtain from (4.10) with the aid of (3.4) 
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=nepM’ I Ik;;(t/n, (t/n)“*z)-k&/n, (t/n)‘i2~)l(c/tz)d’2dz 
+ (k;;(t/n, (t/n)1’2 z) +k,(t/n, (t/~)“~ ~))(t/n)~” dz , 1 
with A4 in (3.5) and n = 2’. Now k is arbitrary and sufficiently large, we 
may suppose n = 2k > T. By Lemma 3.3(i) we can choose R, > 0 such that 
for R > R, the second integral in the bracket [ . . . ] above is smaller than E, 
uniformly on [S, T] and in c 3 1. For each sufficiently large fixed k, the 
first integral in the bracket tends to zero as c -+ co uniformly on the inter- 
val [S, T], by Lemma 4.1 (ii). This proves Lemma 4.2(i). 
Proof of Lemma 4.2(ii). We use 
le- io-/le- iu’ “1 6 la-a’1 e h+ leph-e-“) 
to get 
< Sup lim sup [e - ‘~1~~) - e ‘(k~(~)l @‘(X) 
T 1-m s 
< sup liy “,“p (IF(dx) - F(k)(X)I e 
- G(/)(W 
* -’ 
+ le- GUI(X) _ e ~ G(k)W I) dUX) 
< sup lim sup 
x /--tCE. 
IF(,)(X) - a,k,(x)l d%(X) 
+ Cep”’ v 11 I IG,,,W - G&f)I dL:(X) , 
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with F&X), GCkJ(X) in (3.19) and A4 in (3.5). Here we retain Ilgll, = 1. 
Thus it suffices to show 
lim sup sup sup lim sup J IG,,,(X) - GC,,(X)I &z(X) + 0, k + CO, 
(‘Jcc lE[O,T] .x I-m 
(4.11) 
and 
lim sup sup sup lim sup 
(‘-cc rE[O,T] 1 /do0 I 
lF,,,(X 
(4.12) 
To avoid notational complexity we put e = 1 and d= 1 again as in the 
last part of the proof of Theorem 3.2. In the following, the summation C, 
is taken over 1 <p~2~ and qEp means (p- 1) 2’Pk+ 1 <q<p2’Pk. 
The proof of (4.11) is easier. We have 
i IG,,,(J’) - G,,,(X)1 &Xx) 
= c 1 [@(gX((q- 1) 2-Q) + X(q2-It))) 
P YEP 
-@(@((p - 1) 2Pkt) + X(~2-~t)))] 2-‘t dA;(X) 
62-Q c J” l~(~(X((q-l)2~‘t)+X(q2-‘t))) 
P YEP 
- @($(X((p- 1) 2-5) + X(p2-kt)))l d,?;(X) 
<L,2-‘tC c Sf[lx((q-l)z’t)-x((p-l)2~kr)l 
P YEP 
+ IX(q2 -‘t) - X(p2 -kt)l 1 dA’,(X) 
<L,2-‘tC 1 t{M,([(q-1)2--‘-(p-1)2-k]f) 
P YEP 
+ M,( [q2-‘-p2-k] t,} 
d L&,(2-%) t, (4.13) 
with L, = sup,+,l@(x)- @(y)l/lx-yl. H ere the last inequality is due to 
the fact that M,(t) is strictly increasing, as in Lemma 3.3(ii). The last 
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member of (4.13) is independent of 1 and x, but dependent on c and m, and 
we have lim sup,., ocI M,(2PkT) < C, m--‘/22-k’2T’/2 by Lemma 3.3(ii), 
(3.11). Hence (4.11) follows. 
The proof of (4.12) is rather lengthy. By the mean value theorem 
F(,)(X) = 1 A(+(X((p - 1) zmk4 + X(@7-kt))) A,,,x 
=;(~(X((p-1)2--*1))+(1/2)8R(X((p-1)2-*f))d,,,X 
P 
+ R/c,#-)) A,,$-, (4.14) 
where 
Ak,pX=X(P2pkt)-X((P-1)2-kt), p=l,2 2k, ,..‘, (4.15) 
and Rk,JX) obeys 
&,(x)l d (VI KZ(Ak,,x)2 (4.16) 
with K2 in (3.21), and similarly for F,,,(X) with A,,X and R,,(X), q = 
1, 2 ,..., 2’. Then we have for I> k 
with 
-;A(X((P-- 1)2-kt))Ak,pX, (4.18)1 
Z,(X, t; I, k)= (l/2) ~~4Wq- 1) 2-‘W4,,,~)2 
Y 
-CaA(X((P-1)2-kt))(Ak,,X)2 5 
) 
(4.18)2 
P 
13(X, t; 4 k) = c R,>,(X) A,,,X- ~&.pV-) ‘k.$-, (4.1% 
Y P 
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where the summations ‘& and C, are taken over 1 < p 6 2k and 16 q < 2’, 
respectively. To prove (4.12) we have only to show 
5 
Ii,(X, t;l, k)l d~l;(X)~(C,K,)m-‘2~k’2t; (4.19), 
with 
< (C,K,/2) m-‘M,(2-kt) t+ (C,K,) m-‘2-‘k+“12t, (4.19)~ 
M,(2-?)d 
C, ~2-~t[ 1 - log(mc22-kt)], Q<mc22-ktG 1, 
c 
1 
m  ~ 112.2 - k12t1/2 
I mc22-kr 3 1; 
G (K2C3/8HC(m 
-Zc- It) v (m -3/22--1Wf3/2)] 
+ [(m--2c-‘t) v (m-3’22-k12t3/2)]}. (4.19)3 
Here the constants C,, C,, C, are those in Lemma 3.3(ii), and K,, K, 
those in (3.21) so that they are independent of t, c, m, 1, and k. In fact, 
then lim SUPS, cc sup, t co,T1 suPr lim sup, + oc of (4.19),, (4.19)2 and (4.19)3 
are smaller than or equal to (C,K,) m-‘2~k’2T, (C,C,K,/2). 
m-3’=2-k/=T11= + (C,K,) m-12- (k+l’i=T and (K,C,/fj) m-3/=2--kl=T3/=, 
respectively. All of these three tend to zero as k --t co, yielding (4.12) in 
view of (4.17). 
Finally, we show (4.19). 
Proof of (4.19),. Note (3.23) with the property (3.1) of A:. Then we 
have by Lemma 3.3(ii) 
d 
5 
Z,(X, t; f, k)2 dA’;(X) 
=I 1 j (A(X((q- 1)2-‘2))~A(X((p- 1)2-kt))2(d,SqX)2d,I’;(X) 
P YEP 
GK:c c j L-X((q- t)2-‘t)--((p-l)2-kt)]2(d&Y)2d~~(X) 
P YEP 
GK:C 1 M,([(q-1)2-‘-(p-1)2-k] t)M,(2-‘t) 
P YEP 
< (C,K,)’ m-22-kt2, 
with the constant K, in (3.21). This yields (4.19), . 
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Proof of (4.19),. By the Schwarz inequality 
6 
j/ 
c c C~~(JT(cl- 1)2-‘t)) 
P QEP 
+ 
jl 
4 aA(X((p - l) 2-kt)) 1 (d,,,x)2 - (dk,PX)2 di’,(x) 
YEP 
= u,(t, c; 1, k) + u*(t, c; I, k). (4.20) 
For the first term on the right of (4.20) we have by Lemma 3.3(ii) 
u,(t, c; 1, k) 
GE c j PA(W(q- 1)2 ‘t)) P YEP 
-U(X((p- 1) 2~kt))((d,,yX)2d~~r(X) 
<KJ c ~Ix((q-1)2~‘1)-x((p-1)2~-‘t)l(d,,x)*di,:(x) 
P YEP 
=K2x 1 M,([(q-1)2-‘-(p-1)2-k]t)M2(2-‘t) 
P YCP 
6(C2K2)m-1M,(2pkt) t, 
with the constant K, in (3.21), because M,(t) is strictly increasing, by 
Lemma 3.3(ii). Substitution of Lemma 3.3(ii), (3.11) into the last member 
above yields the first term on the right of (4.19),. 
For the second term on the right of (4.20) we have 
o,(r, c; 1, k)* 
= 
N 
~~A(Xttp-1)2-kt)) c (~,,~)2-(dk.Px)2 
( >I 2d’%(x) P 4EP 
=c j [hf(x((p- 1)2-kf))]2 c (d,,,,~)2-(fdk,P~~2 ‘(%@-), 
P 4eP 1 
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in view of the property (3.1) of Ai., because 
JC c &V2 - (Ak.Fx)2 d:(x) = c M,(2-‘t) - M,(2-kt) 4EP I YEF 
= C,m-’ 
i 
c 2-‘t-2-&t =o, 
4EP 1 
by Lemma 3.3(ii), (3.12). Since Ak+X=CYfP A,,,X, it follows again by 
Lemma 3.3(ii) that 
f c I d,,,Xd,.g,Xdl,,XA,,r,Xd~(;(X) q.q’.r.r’ E p,y < 4’7 < r’ I (yd) # (r.r’) 
=4K: c c M*(2-‘t)’ 
F WI’ C P.4 < 4’ 
=4Kf2k(1/2)(22”-k’ -2’-k)(C,wl--12-Q)* 
This yields the second term on the right of (4.19),, so proving (4.19),. 
Proof of (4.19),. By (4.16) we have 
<(VI& CJ ~~,,,x~~em+Cj ldk,,x13d~:(x) [ 4 P I 
<(1/8)K, =p,(2-‘t)+CM,(Pt) , 
4 F 1 
which is, by Lemma 3.3(ii), (3.13), bounded by the right-hand side of 
(4.19)3. 
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Proof of Lemma 4.2(iii). The proof proceeds just in the same way, 
though much simpler, as that of Lemma 4.2(ii), using (3.14) instead of 
(3.11 k(3.13). In fact, we get to 
Il~,(f; k) gll ‘x 
~5 sup lim sup 
1 j 
eC”’ 
I-cc IFu,(W - F(kiX)I &r(X) r 
+ rep”” v J 1 I P,,,(X) - GdJ4I &AJ’) . I 
Here we retain llgl/ ic = 1. For the second integral on the right-hand side 
above we have by (3.14) 
I 
IG,,,(X)-Cc,,(X)1 dp,(X),<C(d, 1)L,mP”22-k’2t3’2, 
in place of (4.13), and for the first integral 
j 
IZ,(X, t;l,k)(d~.,(X)d(C,K,)~n~‘2-k’2t, 
IZ,(X, t; I, k)l L+,(X),< (C, C, K2/2) m-3’22-ki2t3!2 
+ (CZK,)mp’2-‘k+‘)‘2t, 
VAX f; 4 k)l 4c,(W d IC3K2P)[m 3122 - if2t3/2 + m  ~ 3122 - k/2f3/2], 
in place of (4.19). This yields Lemma 4.2(iii). 
Here we should remark that this proof of Lemma 4.2(iii) is almost the 
same as Simon [18, pp. 148-1621. Simon takes, however, for F(k)(X), 
which has the same Taylor expansion to the second order of d,,,X as our 
F(k)(X) in (4.14). 
This ends the proof of Lemma 4.2, completing the proof of Theorem 2.3. 
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