Abstract. Tumor segmentation in PET and CT images is notoriously challenging due to the low spatial resolution in PET and low contrast in CT images. In this paper, we have proposed a general framework to use both PET and CT images simultaneously for tumor segmentation. Our method utilizes the strength of each imaging modality: the superior contrast of PET and the superior spatial resolution of CT. We formulate this problem as a Markov Random Field (MRF) based segmentation of the image pair with a regularized term that penalizes the segmentation difference between PET and CT. Our method simulates the clinical practice of delineating tumor simultaneously using both PET and CT, and is able to concurrently segment tumor from both modalities, achieving globally optimal solutions in low-order polynomial time by a single maximum flow computation. The method was evaluated on clinically relevant tumor segmentation problems. The results showed that our method can effectively make use of both PET and CT image information, yielding segmentation accuracy of 0.85 in Dice similarity coefficient and the average median hausdorff distance (HD) of 6.4 mm, which is 10 % (resp., 16 %) improvement compared to the graph cuts method solely using the PET (resp., CT) images.
Introduction
Image-guided radiation therapy utilizes on-board daily image-based target and critical structure position verification that enables precise delivery of a high radiation dose to an image-defined target volume while maintaining a low dose to the surrounding critical structures. Accurate target definition is essential to obtain the full benefit of using image-guided radiotherapy for head-and-neck cancer (HNC) or lung cancer. Standard treatment paradigms utilize manual target For two co-registered PET and CT images, the superior contrast of PET and the superior spatial resolution of CT can be helpful to obtain a more accurate segmentation. Simultaneously using these information is superior than only using one modality image. (b) and (c) are the registered PET and CT images. The white contour is the ground truth and the blue contour is our co-segmentation result. The tumor is difficult to identify in a CT image. Using both PET and CT images simultaneously, the tumor can be segmented with a high accuracy.
volume definitions on computed tomography (CT) scans. This is potentially inaccurate and is subject to both high intra-and inter-observer variability because the tumors are similar in density to the surrounding soft tissues. It is difficult to obtain a consistent tumor definition in an objective way by manual contouring.
To improve visualization of the tumor volume, functional imaging using Ffluorodeoxyglucose (FDG) positron emission tomography (PET) has been combined with treatment planning CT to assist radiation oncologists in target delineation. PET-CT has become a standard method for tumor staging and has increasingly been used by radiation oncologists in tumor target delineation. During an FDG-PET scan, a tracer dose of the radioactive material, FDG, is injected intravenously. The FDG uptake is increased in cells with high metabolic rate, hence diseased areas (such as tumor, inflammation) in FDG-PET appear as high-uptake hot spots.
Although the high contrast between tumor and normal tissue on PET images can reduce the inter-and intra-observed variability in tumor localization, observed variability in tumor delineation with the qualitative use of FDG-PET is still high and often inconsistent with CT-based anatomically defined tumor contours. Accurate segmentation of an FDG-PET image for tumor delineation is a complex and unresolved problem. Attempts to make definitions more consistent through objective/automated segmentation methods (i.e., standardized uptake value threshold) have been frought with difficulty. Factors such as the image reconstruction algorithm, the partial volume effect for objects smaller than twice the full width at half maximum, and the display windowing, image registration between anatomically based multi-modality (CT/MR) datasets, and the threshold approach utilized, all influence image segmentation. Objective and robust tools are needed to utilize the novel information that molecular imaging techniques provide. This would be tremendously valuable in radiation therapy to capitalize on advances in the precision of radiation planning and delivery, as we have reached an era where our precision in delivering a radiation dose distribution that conforms three-dimensionally to the shape of our target is far greater than the precision with which the target can be defined. Currently, dual-modality PET-CT imaging is widely used in clinical therapy and increasingly directly in the treatment planning process albeit in a largely subjective and inconsistent fashion. Currently available automated tumor delineation methods have relied solely on a threshold of an absolute PET intensity value [1] . The CT image data is ignored and often contradicts the threshold based target definition. The complexity of human anatomy and neoplastic growth produce sophisticated features in images, which cannot fully be captured in single modality images. Because the information presented in PET and CT is distinct but complementary, the dual-modality PET-CT images provides great potentials to the segmentation fields. This complementary character is well known in clinical practice where the diagnostic accuracy of the combined PET-CT has proven superior to either PET or CT alone.
We propose an efficient graph-based method to utilize the strength of each system for target/tumor delineation: the superior contrast of PET and the superior spatial resolution of CT. Recently, graph-based optimization receives a lot of attention in computer vision area [2] [3] [4] [5] [6] . The basic idea is to transform the target problem as an energy minimization problem, which can be efficiently solved by certain discrete optimization tools. In this paper, a general framework has been proposed to use both PET and CT images simultaneously for the dual-modality co-segmentation, which is formulated as a Markov Random Field (MRF) optimization problem. We introduce a new energy term into the objective energy function penalizing the segmentation difference between PET and CT images to achieve tumor segmentation in PET and CT simultaneously. Our new algorithm guarantees to achieve global optimal solutions with respect to the co-segmentation energy function in a low-order polynomial time by computing a single maximum flow in the constructed graph. This has clinical implications for improving both radiation therapy target definition and response assessment for clinical oncology. In Fig.1 , we show an example of the PET-CT co-segmentation.
Related Work
Image segmentation from co-registered PET-CT has been attracted increasing attentions in recently years. Yu et al. [7] demonstrated the effectiveness of automated region-based segmentation of head-and-neck tumor from PET-CT by validating the results with manual tracings of radiation oncologists. The usefulness of combining the information of both PET and CT images for segmentation was shown by Baardwijk et al. [8] . Yu et al. [9] further demonstrated the effectiveness of using co-registered segmentation to identify useful textural features for distinguishing tumor from normal tissue in the head and neck regions. The FDG-PET images coregistered with CT images was also proved to be superior to CT images in reducing inter-observer variability by Riegel et al. [10] . Potesil et al. [11] proposed a method utilizing the initial robust hot spot detection and segmentation performed in PET to provide the basic tumor appearance and shape model for classifying voxels in CT. Unfortunately, all those previous methods lack the capability of fully making use of the strengths of both PET and CT in the sense of concurrently segmenting the tumor from both modalities. Xia et al. [12] presented a systematic solution for the co-segmentation of brain PET-CT images with the MAP-MRF model, which was achieved by solving a maximum a posteriori (MAP) problem using the expectation-maximization (EM) algorithm with simulated annealing. Their method suffered long execution times due to the use of simulated annealing.
The limitations of existing approaches is the main impetus for designing a new efficient method for simultaneously segmenting the tumor from both PET and CT with high accuracy.
Problem Formulation
We formulate the task of co-segmenting as a binary labeling of Markov Random Field (MRF) on a graph corresponding to the input PET and CT images. The method attempts to simultaneously minimize the total MRF energy for both PET and CT images as well as penalizing the segmentation difference between two images.
In our co-segmentation problem, a discrete random variable f u is introduced for each voxel u in either the input PET or CT image. Denote by f P (resp., f C ) the set of variables corresponding to the voxels in the input PET (resp., CT) image. In the preprocessing phase, we apply the image registration algorithm to register the PET image to the CT image and upsample the PET image to make sure that both have the same size. We thus assume that there is a one-toone correspondence between f P and f C and denote u the voxel in the CT image corresponding the voxel u in the PET image. Each label f in f P or f C takes a label value from the label set L = {0, 1} indicating that the voxel is in the foreground (f = 1) or in the background (f = 0). Then, every possible assignment of the random variables in f P (resp., f C ) define the tumor region in the PET (resp., CT) image. We certainly can compute an optimal tumor segmentation in the PET or CT image separately to minimize the corresponding MRF energy by applying Boykov and Funka-Lea's graph cuts method [2] . However, that method does not make use of the information from the other modality.
We propose to introduce a third set of co-segmentation binary variables f P −C each associated with a pair of corresponding voxels (u, u ) in the PET and CT images to utilize the strength of both systems for segmentation. f P −C is used to incorporate the energy penalty of the segmentation difference between the PET and CT. That is, if the labelings of the pair of corresponding voxels (u, u ), f u and f u , are the same, then no penalty is enforced; otherwise, we penalize the disagreement. Furthermore, the PET and CT may weight in differently for the final co-segmentation result. Thus, a different penalty is enforced based on the agreement of the co-segmentation label f (u,u ) with f u from f u .
Hence, the problem of PET-CT co-segmentation is to minimize the following energy function (Eq. (1)).
where E P (f P )) and E P (f C ) are the MRF energy functions for the PET and CT, respectively, and the energy term E P −C (f P −C ) is used to penalize the segmentation difference between the PET and CT. The co-segmentation energy term E P −C (f P −C ) makes use of the high contrast of PET and the high spatial resolution of CT to link the PET segmentation and the CT segmentation as a co-segmentation process.
The MRF Segmentation Energy for the PET. Let N P denote the neighborhood system used in the input PET image I P (e.g., the 4-neighbor setting). The MRF energy term E P (f P ) consists of a data term and a smoothness term defined, as follows.
The data term d u (f u ) is the likelihood that imposes individual penalty for assigning a label f u (i.e., the foreground (tumor) or the background) to the voxel u. The smoothness term w(f u , f v ), representing the interaction potential [2] , measures the cost of assigning different labels to two neighboring voxels u and v in I P .
where (u, v) is the smoothness value computed from the neighbouring voxels u and v. Note that we can obtain an optimal segmentation using only the PET image I P with respect to the energy function E(f P ) by applying the graph cuts method [2] .
The MRF Segmentation Energy for the CT. Let N C denote the neighborhood system used in the input CT image I C . The MRF energy term E C (f C ) has the same form as the energy term E P (f P ) for the CT.
Again, an optimal segmentation using only the CT image I C with respect to the energy function E(f C ) can be obtained by applying the graph cuts method [2] .
The Co-Segmentation Eenergy Term E P −C (f P −C ) penalizes the segmentation difference between the PET I P and the CT I C . Each variable f (u,u ) ∈ f P −C associated with a pair of corresponding voxels (u, u ) in I P and I C takes a label from the label set L = {0, 1}. If f (u,u ) = 1, then no matter f u agrees with f u or not, the voxels u and u are classified as foreground (tumor); otherwise, the voxels u and u are classified as background. We use the function γ u,u (f u , f (u,u ) , f u ) to penalize the disagreement of f u and f u and resolve the disagreement based on the salient features of the PET and CT. The generalized Potts model is used in our method, as follows.
where ϕ 1 (u, u ) and ϕ 2 (u, u ) are the values to penalize the segmentation difference between u and u . Thus the co-segmentation energy term is defined as follows.
The Graph Optimization Method
This section presents our graph-based algorithm for the PET-CT co-segmentation problem, which achieves globally optimal solution with respect to the energy function E P ET −CT defined in Eq. (1). The algorithm runs in a low-order polynomial time by computing a minimum-cost s-t cut in the constructed graph G(V, E). Each variable f u ∈ f P (resp., f u ∈ f C ) corresponds to exactly one node in V P (resp., V C ). To simplify the notation, in graph G, we also use u (resp., u ) to denote the corresponding node of voxel u (resp., u ) in I P (resp., I C ). In addition, a graph node z u,u ∈ V P −C is introduced for every variable f (u,u ) ∈ f P −C . Since our goal is to formulate the co-segmentation problem as a minimum-cost s-t cut problem, two terminal nodes, a source s and a sink t, are added. Hence, the graph node set V = V P ∪ V C ∪ V P −C ∪ {s, t}. As in Boykov and Funka-Lea's graph cuts method [2] , we introduce t-edges and n-edges for the sub-node sets V P and V C separately, and additional d-edges between the corresponding nodes of V P −C and V P , and of V P −C and V C .
(1) t-Edges are used to incorporate the data term of the MRF segmentation energy (i.e., the data terms in Eqs. (2) and (4)). For each node u in V P , we put an edge from s to u with the edge cost of d u (f u = 1) and an edge from u to t with the edge cost d u (f u = 0). As in the graph cuts method [2] , two subsets F and B of seed voxels are manually identified with F of the foreground seeds and B of the background seeds. For any voxel in F (B), we add hard constrains to make sure it is foreground (background) in the final result. Instead of being used for the hard constraints, F and B are also used to compute the Gaussian Mixture Model (GMM) to represent the intensity distribution of each voxel in I P . Each of the background GMM and the foreground GMM is a full-covariance Gaussian mixture with K components ( K = 15 in our study). The negative log likelihoods of a voxel for being background or foreground obtained by this method are used in d u (f u ). Denote by I u the intensity value of voxel u in I P . The values of d u (f u ) are computed as in the following table.
In the same way, we introduce t-edges for each node u in V C .
(2) n-Edges are used to enforce the smoothness term of the MRF segmentation energy (i.e., the smoothness terms in Eqs. (2) and (4)). For each voxel pair (u, v) in the PET image I P , if (u, v) ∈ N P (recall that N P is the neighboring setting of I P ), we add two n-edges in G, one from the node u ∈ V P to the node v ∈ V P and the other in the opposite direction from v to u. The cost of each edge is u,v , with
The n-edges are introduced for the sub-node set V C in the same way with the neighboring setting N C .
(3) d-Edges are used to penalize the segmentation difference between the PET and CT images. Recall that for each corresponding pair of nodes (u, u ) with u ∈ V P and u ∈ V C , we introduce a node z u,u ∈ V P −C . We now put two edges between u and z u,u , one from u to z u,u and the other from z u,u to u, each with a cost of ϕ 1 (u, u ). Those d-edges are used to penalize the case that f u = f u , but f (u,u ) = f u . Similarly, two edges between z u,u and u are added with each of cost ϕ 2 (u, u ), penalizing the case that f u = f u , but f (u,u ) = f u . Both ϕ 1 (u, u ) and ϕ 1 (u, u ) are computed, as follows.
We thus finish the construction of the graph G from the input PET and CT images I P and I C . Fig. 2 shows an example construction of the graph. For the 3D images, we use the 6-neighboring system for both N P and N C ( this can be easily extended to any other form of the neighborhood system for the images).
We next show that the minimum-cost s-t cut C * = (S * ,S * ) defines a segmentation minimizing the objective energy function Eq. (1). Note that for a corresponding pair of voxels (u, u ) in the PET and CT, if f u = f u , then any d-edge between u and z u,u , and between z u,u and u cannot be in C * . Thus, we only consider an s-t cut not including that kind of d-edges, namely, an admissible cut. It is easy to see that any finite admissible s-t cut C = (S,S) defines a feasible configuration for f P ∪ f C ∪ f P −C (i.e., a co-segmentation). We Fig. 2 . Graph construction. Three types of edges are used for the graph construction. For each node u ∈ VP ∪ VC , the edge cost of s → u is du(fu = 1)), the edge cost of u → t is du(fu = 0)). For two node (u, v) ∈ NP ((u, v) ∈ NC ), the edge cost of u → v is (u, v). For node u ∈ VP and its correspondence u ∈ VC , the edge cost for u → z u,u and z u,u → u are ϕ1(u, u ). The edge cost for u → z u,u and z u,u → u are ϕ2(u, u ).
Refer to text for details.
can also show that the total cost w(C) of the cut C equals the total energy E P ET −CT of the segmentation. Divide the s-t cut C into three disjoint sub-cuts: ((S∩V P )∪{s}, (S∩V P )∪{t}), ((S∩V C )∪{s}, (S∩V C )∪{t}), and those d-edges in C. Using a similar argument in Boykov and Funka-Lea's graph cuts method [2] , we can prove that the total cost of the sub-cut ((S ∩ V P ) ∪ {s}, (S ∩ V P ) ∪ {t}) equals the MRF segmentation energy E(f P ) for the PET, and that the total cost of the sub-cut ((S ∩ V C ) ∪ {s}, (S ∩ V C ) ∪ {t}) equals the MRF segmentation energy E(f C ) for the CT.
We now calculate the total cost of those d-edges in C, denoted C d . For any edge (a, b) ∈ C d (i.e., a ∈ S and b ∈S), four cases need to be considered: Case 1) a ∈ V P and b ∈ V P −C ; Case 2) a ∈ V P −C and b ∈ V C ; Case 3) a ∈ V C and b ∈ V P −C ; and Case 4) a ∈ V P −C and b ∈ V P . Assume that the corresponding voxel pair is (u, u ).
For Case 1): a ∈ V P and b ∈ V P −C . The cost of the edge (a, b) with w(a, b) = w(u, z u,u ) = ϕ 1 (u, u ). In this case, f u = 1 and
With a similar argument, we can prove that w(a, b) = γ u,u (f u , f (u,u ) , f u ) for all the other three cases.
Putting all those four cases together, we have that the total cost of C d with
Hence, the total cost of an finite admissible s-t cut equals to the total energy of the its corresponding segmentation. Therefore, the optimal co-segmentation solution can be found by computing a minimum s-t cut in G [2].
Experimental Methods
Implementation and Parameters Setting. Our algorithm was implemented with ISO C++ on a standard PC with a 2.46GHz Intel R CoreTM2 Duo processor and 4 GB memory, running 64-bit Windows system. The max flow library [2] was utilized as the optimization tool. For the PET image, we use the Elastix [13] tools to register it to CT image. After the registration, the PET and CT have the same resolution and each voxel u ∈ V P and its correspondence u ∈ V C have the same location in PET and CT, respectively. In our experiments, we used the following parameter setting. The data term coefficients , λ 1 = λ 2 = 1. For the smoothness term coefficients, we set λ 3 = 50 and θ 1 = θ 2 = θ 3 = 1. The coefficients in the co-segmentation term were set λ 4 = 50 and λ 5 = 1. Note that by choosing λ 4 and λ 5 with fixed constants, we do not fully explore the power of our model in Eq. (5).
Data Collection. We used FDG-PET-CT images of a group of 16 patients with head-and-neck cancer (HNC) for the present study. The reconstructed matrix size for each CT slice was 512×512, with a voxel size of 0.97 ×0.97×2 mm. For the PET images, the reconstructed matrix size was 168×168, with a voxel size of 3.39×3.39×2 mm. The PET images were co-registered to the CT images and interpolated to the same voxel size so that there was a one-to-one correspondence between PET and CT. The radiation oncologist with expertise in HNC manually segmented the primary tumors from the 16 PET-CT images as the ground truth.
Evaluation Strategy. The segmentation performance was evaluated using the Dice similarity coefficient (DSC) and median hausdorff distance (HD). A DSC of 0 means that the segmentations have no overlap at all, while 1 indicates a perfect matching. A small median HD value indicates a accurate segmentation and a large value gives an indication that the segmentation method is not accurate. All DSC and median HD values were computed in 3-D. We compared three methods on 16 PET-CT datasets: (1) the proposed PET-CT co-segmentation method (Co-Seg); (2) the graph cuts method only using PET (PET-Seg) [2] ; and (3) the graph cuts method only using CT (CT-Seg) [2] . We manually identified a set of foreground and a set of background seeds for each dataset and used for all the three methods.
Results and Discussion
The results are summarized in Figure 3 showing the DSCs and median HDs for the three methods. Our method obtained tumor segmentation accuracy characterized by DSC = 0.86±0.051 on average, which was higher than that of the PET-Seg method (0.78±0.045) and the CT-Seg method (0.51±0.12). The median Hausdorff distance mostly ranged between 5-7 mm. The average value was 6.4±0.56 mm, which was much smaller than those of PET-Seg (7.6±0.97 mm) and CT-Seg. (11.6±2.73 mm). We noted that the dataset No. 3 has a relatively low accuracy, which is due to the fact that the ground truth is not good enough. 4 showed a typical tumor segmentation result by our method. The visual comparison with the independent standard showed our method matched well to the ground truth. Fig.5 illustrates the segmentation results on one head-and-neck test dataset for the comparison purpose of the three methods. The results demonstrate the high accuracy of our Co-Seg method comparing to the independent stand. In most of cases, the results using only PET had smaller segmentation volumes than the co-segmentation results. Due to the low resolution in PET, the voxels along the tumor boundary suffered the partial volume effect thus the tumor volume can not be fully identified using solely PET datasets. On the other hand, though with high resolution, the low contrast of the CT datasets led to the biggest segmentation errors among the three methods. Our co-segmentation approach can successfully incorporate both the information from PET and CT. Another issue we need to discuss is the role of co-registration as a pre-porcessing step. Currently, we assume there is one-to-one correspondence between PET and CT after registration. However, the registration errors will affect the results. To overcome this problem, introducing a high order term may reduce such errors and we will investigate it in our future work. The running time of our method includes two parts: (1) PET-CT registration; and (2) PET-CT co-segmentation. For each image with size of 512×512×100, the execution time for the registration was about 60s. In the PET-CT cosegmentation process, we used the ROI to reduce the computing time. Commonly, the size of ROI was about 200×200×60. The time for co-segmentation was about 20s. We note that our current code is not fully optimized and there is much room for improvement.
Conclusion and Future Work
In this paper, we have proposed a novel method to make use of the strength of both the PET and CT systems for tumor segmentation. The tumor in the PET and CT images is concurrently segmented with the awareness of the information provided by the other modality. Our method was tested on segmenting 16 patients' datasets with challenging neck-and-head tumor. The results showed high accuracy on real clinical data comparing to those obtained by the method solely using PET or CT image data. In the future, one interesting work is to extend our idea of using dual-modality PET-CT images to [14] , in which the authors tried to use surface context to improve tumor segmentation only in CT images. Additional, we plan to further improve the accuracy by studying adaptive parameter selection, and investigate the use of atlas-based segmentation method to reduce the human interaction.
