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In large-scale computation of physics problems, one often encounters the problem of determining a
multi-dimensional function, which can be time-consuming when computing each point in this multi-
dimensional space is already time-demanding. In the work, we propose that the active learning
algorithm can speed up such calculations. The basic idea is to fit a multi-dimensional function by
neural networks, and the key point is to make the query of labeled data economically by using a
stratagem called “query by committee”. We present the general protocol of this fitting scheme, as
well as the procedure of how to further compute physical observables with the fitted functions. We
show that this method can work well with two examples, which are quantum three-body problem in
atomic physics and the anomalous Hall conductivity in condensed matter physics, respectively. In
these examples, we show that one reaches an accuracy of few percent error for computing physical
observables with less than 10% of total data points compared with uniform sampling. With these
two examples, we also visualize that by using the active learning algorithm, the required data are
added mostly in the regime where the function varies most rapidly, which explains the mechanism
for the efficiency of the algorithm. We expect broad applications of our method on various kind of
computational physics problems.
I. BACKGROUND
Neural network (NN) based supervised learning meth-
ods has nowadays found broad applications in study-
ing quantum physics of condensed matter materials and
atomic, molecular and optical systems [1, 2]. On the
theoretical side, applications include, for example, find-
ing orders and topological invariants in quantum phases
[3–9], generating variational wave functions for quan-
tum many-body states [10–14] and speeding up quan-
tum Monte Carlo sampling [15, 16]. On the experimental
side, these methods can help both optimizing experimen-
tal protocols [17, 18] and analyzing experimental data
[19–21]. Usually the supervised learning scheme requires
a huge set of labelled data. However, in many physics
applications, labelling data can be quite expensive, for
instance, performing computation or experiments repeat-
edly can be time- and resources-demanding. Therefore,
in many cases labelled data are not abundant, which is a
challenge that have prevented many applications.
The active learning is a scheme to solve this problem
[22]. It starts from training a NN with a small initial
dataset, and then actively queries the labelled data based
on the prediction of the NN and iteratively improves
the performance of the NN until the goal of the task is
reached. With this approach, sampling the large parame-
ter space can be made more efficiently, and the request of
labelled data is usually much more economical than nor-
mal supervised learning methods. Recently a few works
have applied the active learning algorithm to determine
the inter-atomic potentials in quantum materials [23–25]
∗Electronic address: hzhai@tsinghua.edu.cn
and to optimize control in quantum experiments [26, 27],
where labelled data have to be obtained either by ab ini-
tio calculation or by repeating experiments, which are
both time consuming.
In this work we focus on a class of general and com-
mon task in computational physics that is to numer-
ically determining a multi-dimensional function, say,
F(α1, α2, . . . , αn), where αi are parameters. Consider-
ing a uniform discretization, suppose we discretize each
parameter into L points, there are totally Ln number of
data points that need to be calculated. In many cases,
calculation of each point already takes quite some time,
and thus the total computational cost is massive. Never-
theless, for most functions, there are regimes where the
function varies smoothly and regimes where the function
varies rapidly. Ideally, one should sample more points in
the steep regimes and less points in the smooth regimes
in order to obtain a good fitting in the entire parame-
ter space efficiently. However, it seems to be paradox
because one does not know which regimes the function
varies more rapidly prior to computing the function.
Here we show that this goal can actually be achieved
by using the active learning algorithm and the “query
by committee” stratagem [28] to add data points itera-
tively. Below we will first introduce the general proto-
col and then demonstrate the algorithm in two concrete
problems. One is the quantum three-body problem and
the other is the anomalous Hall conductivity problem.
These two are very representative examples in atomic and
condensed matter physics, respectively. Using these two
examples, we will illustrate how the active learning and
“query by committee” guide adding data to steep regimes
of the fitting function. We will also discuss how to com-
pute physical observables from the fitted functions.
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FIG. 1: Active learning protocol for fitting a multiply dimen-
sional function. Here “NN” represents “neural network”.
II. GENERAL PROTOCOL.
The main procedure is summarized in Fig. 1 and ex-
plained as follows:
1) We start with an initial dataset with the number of
data S0  Ln, whose values of F have been computed
exactly. We use this dataset to train a number of different
NNs.
2) We ask all NNs to make predictions of F on all Ln
number of data points, and for each point we compute
the variance among predications made by different NNs.
3) We select St number of data point with the largest
variance, again with St  Ln, and we query the accurate
value of F of these points by numerical calculation.
4) We add the St number of new data into the training
set to train all NNs again, and then repeat from step 2).
We repeat the procedure for m-epochs until the results
from all NNs converge.
5) We use NN to calculate the value of F on all Ln
data points.
In this protocol, one only needs to query the value of
F on S0 + mSt number of data points, and we should
keep S0 + mSt  Ln. The trade-off is that we need
to train a number of different NNs and keep using all
NN to make predications on all data points. It can save
computational cost if the computational cost for training
NN and making predication with NN is much less than
the computational cost of F , which is often the case in
many applications.
In this protocol, the key idea is “query by committee”
[28]. Here the committee is made of different NNs, which
contain different number of layers, different number of
nodes at each layer and different activation functions.
Thanks to the great expressive power of NN, we do not
need to assume a specific form of the fitting functions. In
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FIG. 2: Schematic of the fully connected neural network used
in these two examples.
the regime where the function varies smoothly, different
NNs can quickly reach a consensus and the variance will
be small. On the other hand, in the regime where the
function varies rapidly, it is hard for different NNs to
converge and the variance will be large. Hence, we can
use this variance to guide sampling data point. In fact,
as we will see in the examples below, the data points
added in later epoch are all added in the regime where
the function changes rapidly.
III. THREE-BODY PROBLEM
In the first example, we consider a quantum three-
boson problem. These bosons interact with a two-body
pairwise potential described by an s-wave scattering
length as and a high-energy cut-off Λ. When as is posi-
tive, there exists a two-body bound dimer state, and it is
important to compute the atom-dimer scattering length
aad by solving the three-body problem. Here a key quan-
tity is the scattering kernel U(k,k′). Focusing on the s-
wave scattering only, U only depends on the amplitude of
momentum k = |k| and k′ = |k′|, and we can simplify U
as U(k, k′). Once we know U(k, k′), one can calculate aad
through the Skorniakov-Ter-Martirosion (STM) equation
[29]. The details of how to compute U(k, k′) and how to
obtain aad from U(k, k′) are summarized in Appendix A.
In the conventional method, we uniformly discretize
both k and k′ into L = 100 points between zero and Λ,
and we need to compute U for all 104 data points. We
then solve the STM equation with these U(k, k′) to ob-
tain aexactad , and we have checked that such a discretization
can ensure reaching the convergence, which is referred as
the exact result and is shown by the dash line as ref-
erence in the Fig. 3. Here we will follow the general
procedure described above to fit U(k, k′) using NNs. We
will show that i) at most only 300 number of data points
are needed in order to obtain a reliable fitting, and ii)
most of the queried data occupy the parameter regime
where the function U(k, k′) is steep, and iii) we use the
trained NN to generate U(k, k′) on all 104 data points to
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FIG. 3: The atom-dimer scattering length aad calculated with
the active learning method. aad converges with the increasing
number of queried dataset S. The blue empty circles are
the results averaged over different NNs at each step, and the
yellow solid dots are results averaged over the adjacent five
steps. The dashed line denotes the exact results obtained
with all 104 data points. Here we take the number of initial
dataset S0 = 100 and at each step St = 10 data points are
added. asΛ = 10.
solve STM equation, and we find that the error is only
few percent compared with the exact result.
To be more concrete, we start with an initial dataset
with uniformly sampled S0 = 100 points. Here we design
five different fully connected NNs, whose structures are
schematically shown in Fig. 2. The input of all NN are
two numbers k and k′, and the output is U . Each layer
of a NN is characterized by the number of nodes Nα and
an activation function fα, and we describe each NN with
by (N1, f1;N2, f2; . . . ). The five different NN used in this
work are
1 : (20, tanh; 20, tanh; 6,LS)
2 : (20, tanh; 20,LS; 6, tanh)
3 : (30, tanh; 20, tanh; 6,LS)
4 : (30, tanh; 20,LS; 4, tanh)
5 : (30, tanh; 20, tanh; 10,LS; 4, tanh),
(1)
where LS denotes the logistic sigmoid activation func-
tion with f(a) = 1/(1 + e−a). It is important to keep
these NNs different but their detailed structures are not
important for final results. For each NN, the training
results also depend on the initialization, which is partic-
ularly so when the number of data points are not enough.
Therefore, for each NN, we also consider 20 different ini-
tialization.
Therefore, at each iteration, we totally have 5 × 20
trained NN to predict U on all {k, k′} points in the set
M. For each point i ≡ {k, k′}, we can compute variance
σi for all 100 predications. We will select St = 10 points
with the largest variance to compute U at these points,
and add them into the training set. At each iteration, we
can compute the mean variance σmean = 1/L
2
∑
i⊂M σi.
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FIG. 4: aad as a function of asΛ. The divergence of aad is the
atom-dimer resonance due to the Efimov effect. The black
dots are calculated by evaluating U with uniform sampling
all data points, and the yellow diamonds are results from the
active learning algorithm with self-averaging. Arrow mark
the asΛ where the training processes are demonstrated Fig.
3. The inset plots the relative error ‰ around the first
atom-dimer resonant point.
When the mean variance σmean is small enough, we start
to evaluate the physical quantity aad.
Here it comes to another important consideration of
our method. On one hand, we have utilized the discrep-
ancy between NNs to guide the query processes more
efficiently, but on the other hand, when we start to com-
pute observables, we need to properly average out these
variances between different NNs to obtain a converged
result. Hence, we compute aad as follows:
1) For each NN, since there are 20 copies depending on
different initializations, we first average the predications
over these 20 copies to obtain a mean value U¯t(k, k′) for
each point. We then choose one of U jt (k, k′) that is the
closest to U¯t(k, k′), and we use this Ut(k, k′) (ignoring the
upper index) as the representative of the t-th NN.
2) We solve the STM equation with Ut(k, k′) and ob-
tain atad. Among all five a
t
ad, we discard the largest and
the smallest one, and take an average over the rest three,
which is taken as aad predicted by the active learning ap-
proach. The results are shown in Fig. 3 with blue circles.
One can see that the results fluctuate around the exact
value, and the fluctuation decreases as S increases.
3) To further suppress the fluctuation, we can further
take a self-average of aad, that is to average over aad for
five successive iterations. This result is denoted by a¯ad
and shown in Fig. 3 with yellow solid dots. Indeed, one
can see that the fluctuation is already suppressed strongly
at S ∼ 200.
When the result does not change with training epoch,
we take a self-average over the last five iterations to ob-
tain a¯ad, and we compare this result with a
exact
ad . For
instance, when asΛ = 10, the relative error (a¯ad −
aexactad )/a
exact
ad is about 1%.
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FIG. 5: (a) Profile of the two-dimensional function U(k, k′) in
the whole momentum space, plotted with all uniformly sam-
pled 104 data points. (b) Visualization of the dataset queried
during the active learning iterations. The blue dots denote
the queried dataset with 100 < S 6 300. The red lines are
the contour-plotting of (b). (c-d) Difference between function
U(k, k′) generated by the NNs and U(k, k′) generated by uni-
form sampling. Here we have averaged over all five different
NNs and twenty different initializations. The labelled data
S = 120 for (c) and S = 320 for (d).
We apply this method to scan different values of as.
We stop the iteration at S = 300, a number much smaller
than uniformly sampled 104 data points, and we take a
self-average over the last five iterations to obtain a¯ad.
The results are shown in Fig. 4. Our calculation can
obtain the right location for the atom-dimer resonances,
and our active learning method can well reproduce the
Efimov scaling law. By compared with the exact result,
we define a relative error as (a¯ad − aexactad )/aexactad ≡ ‰.
The  around the first resonance is shown in the inset of
Fig. 4, which shows that the relative error does increases
nearby the Efimov resonance, but overall it is kept within
a few thousandths.
To further reveal the mechanism of how our method
works, we plot in Fig. 5(a) the function U(k, k′) gener-
ated by the uniform sampling of all 104 points. All the
data points added during iteration (with 100 < S 6 300)
are shown in Fig. 3(b). It is very clear that nearly all
points are added in the regime around k ∼ 0 and k′ ∼ 0,
where U(k, k′) is the steepest as one can see from Fig.
5(a) and the equal number contour in Fig. 5(b). In Fig.
5(c) and (d), we compare the function U(k, k′) generated
by NNs and the function generated by uniform sampling.
Here the NN results are averaged over five different NNs
and different initializations of different NNs. It shows
that the fitting is perfect when the calculation of aad
converges.
FIG. 6: (a) Profile of the two-dimensional function σ(kx, kz)
in the whole momentum space, plotted with all uniformly
sampled 104 data points. (b) Visualization of the dataset
queried during the active learning iterations. The blue dots
denote the queried dataset with 100 < S 6 900. The red lines
are the contour-plotting of (b). σH is in unit of S/cm. (c-d)
The function σ(kx, kz) generated by the NNs, averaged over
all five different NNs and five different initializations for each
NN. The labelled data S = 1200 for (c) and S = 4000 for (d).
IV. ANOMALOUS HALL CONDUCTIVITY
PROBLEM
In the second example, we consider the anomalous Hall
conductivity of a magnetic Weyl semimetal Mn3Ge [30],
which has been extensively studied recently [31, 32]. The
anomalous Hall conductivity (σHall) is an intrinsic quan-
tity induced by the Berry curvature of the band structure.
We have computed σH =
∑
k σ(kx, ky, kz) based on the
ab initio band structure calculations. The model of this
material and the details of computing the Berry curva-
ture are shown in Appendix B. For each kx and kz point,
we can obtain a value σ(kx, kz) by performing an integra-
tion over ky. Here without the active learning method,
when we discretize both kx and kz into 100 points, there
are totally 104 data points to be computed. The total
Hall conductivity is obtained by summing over kx and
kz as σH =
∑
kx,kz
σ(kx, kz).
As one can see from Fig. 6(a), the function σ(kx, kz)
is much more singular than U(k, k′) in the previous case.
There are four broad peaks and four narrow peaks located
around (0.5 ± 0.1, 0.5 ± 0.4) and (0.5 ± 0.4, 0.5 ± 0.15).
We follow the same active learning procedure discussed
above. In this case we take five different initializations
for each NN. Compared with the first example, comput-
ing physical observable is easier because we only need
to average over all five different initializations for each
NN. Similarly, to suppress the fluctuation, at each iter-
ation, we also average over three different predictions of
σH by discarding the largest and the smallest results. We
also take a self-average over five successive iterations. As
5◦
◦
◦ ◦ ◦
◦
◦ ◦ ◦
◦
◦ ◦
◦
◦ ◦ ◦ ◦ ◦ ◦
◦
◦ ◦ ◦

    
            
◦ σHall (S/cm)
 σHall (S/cm)
100 300 500 700 900 1100
246
296
346
396

  

 










 
  
 
        
 
   

 
 
 
 





  
 

  


 
 

 
























 



 


  

 

 



 



 


















 


 













 








 


  


























  
   

   


 




 






























































 



 




 

 
















































 






































































































 


 
 























 
 





 












 


 
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.2
0.4
0.6
0.8
1.0
kx
k z
◦
◦
◦ ◦ ◦
◦
◦ ◦ ◦
◦
◦ ◦
◦
◦ ◦ ◦ ◦ ◦ ◦
◦
◦ ◦ ◦
    
            
◦ σHall (S/cm)
 σHall (S/cm)
100 300 500 700 900 1100
246
296
346
396

  

 










 
  
 
        
 
   

 
 
 
 





  
 

  


 
 

 
























 



 


  

 

 



 



 


















 


 













 








 


  


























  
   

   


 




 






























































 



 




 

 
















































 






































































































 


 
 























 
 





 












 


 
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.2
0.4
0.6
0.8
1.0
kx
k z
◦
◦ ◦ ◦
◦
◦ ◦
◦
◦ ◦
◦
◦ ◦ ◦ ◦ ◦ ◦
◦
◦ ◦ ◦

    
            
◦ σHall (S/cm)
 σHall (S/cm)
100 300 500 700 900 1100
246
296
346
396

  

 










 
  
 
        
 
   

 
 
 
 





  
 

  


 
 

 
























 



 


  

 

 



 



 


















 


 













 








 

  























  
   

   


 




 






























































 



 




 
 
















































 






























































































 


 
 























 
 





 












 


 
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.2
0.4
0.6
0.8
1.0
kx
k z
FIG. 7: The Hall conductivity σH calculated with the active
learning method. σH converges with the increasing number
of queried dataset S. The blue empty circles are the results
averaged over different NNs at each step, and the yellow solid
dots are results averaged over the adjacent five steps. The
dashed line denotes the exact results obtained with uniformly
sampled all 104 data points. Here we take the number of
initial dataset S0 = 100 and at each step St = 50 data points
are added.
we show in Fig. 7, the prediction of the active learning
method approaches the exact value when Smax > 700,
which is less than 10% of the total number of uniformly
sampled data, and the relative error is about 0.8‰. As we
shown in Fig. 6(b), the “query by committee” stratagem
guides most of the queried date distributed in the ar-
eas of four broad peaks. In Fig. 6(c) and (d), we show
the function σ(kx, kz) generated by NNs. For S = 1200
shown in Fig. 6(c), the fitting has already captured the
four main peaks, and since the contribution to the Hall
conductance mainly comes from the four main peaks, the
results of σH already converges very well. Nevertheless,
when we continue to add labelled data until S = 4000, as
shown in Fig. 6(d), one can see that these extra data are
mainly added in the four narrow peaks such that these
four small peaks can also be generated very well.
V. CONCLUSION AND OUTLOOK
In summary, we have developed a neural network
based machine learning method to determine a multi-
dimensional function efficiently. The method combines
the great expressivity of NN and the advantage of the
active learning scheme to reduce the demand for labeled
data to a minimum. There are two key ingredients of this
method. On the one hand, we make use of the variances
between NNs to guide the queried data to be sampled into
the regime where the function varies rapidly, which makes
the calculation more efficiently. On the other hand, we
need to properly average out these variances when calcu-
lating physical observables using the fitted results. With
two examples, we show our method can work remarkably
well. Compared with uniform sampling, our method can
achieve an accuracy of less than 1% error with only less
than 10% of total data points, even when the function
has multiple sharp peaks. We believe our method can
find broad applications in many areas of computational
physics.
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Appendix A: Three-boson problem
The Hamiltonian of the three-boson system is given by
Hˆ =
3∑
i=1
−∇
2
i
2m
+
3∑
i<j,=1
V (|ri − rj |), (A1)
where ri (i = 1, 2, 3) is the spatial coordinate of the i-th
particle, and V (r) is an isotropic short-range potential.
Normally we focus on the s-wave scattering for ultracold
low-energy atoms, and V (r) can be described by the s-
wave scattering length as and a high-momentum cut-off
Λ. Most features of this quantum three-body problem
only depend on the dimensionless parameter asΛ [29].
We consider the case that as is large and positive, where
V (r) supports a low-energy bound state called a dimer.
A key process to this three-body problem is the atom-
dimer scattering illustrated in Fig. 8(a), and the quan-
tity to describe this process is a scattering kernel, which
is usually denoted by U(k,k′), and it can be computed
diagrammatically with the Feynman diagram shown in
Fig. 8(b) [29]. When focusing on the s-wave scattering
only, U only depends on the amplitude of k = |k| and
k′ = |k′|, and we can simplify U as U(k, k′).
Knowing U(k, k′), one can calculate the few-
body quantity, such as atom-dimer scattering length
aad, through the celebrated Skorniakov-Ter-Martirosion
(STM) equation, which can be written as∫
dk′k′2
2pi2
U(k, k′)Ds (k′, E)A(k′)−A(k) = U(k, 0),
(A2)
where
D−1s (k
′, E) =
m
2pias
− m
2pi
√
3k′2
4
−mE, (A3)
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FIG. 8: (a) Schematic of the atom-dimer scattering pro-
cess. (b) Diagrammatical description of the scattering kernel
U(k,k′). The single line stands for the free single-particle
Green’s function GA0 (k, E). The double line is the free dimer
Green’s function Ds(k, E). The black dot is the s-wave inter-
acting vertex.
is the full propagator for s-wave dimer. Solving Eq. A2
with E fixed at the dimer energy − 1ma2s , we can obtain
atom-dimer scattering amplitude A(k), and aad is given
by [29]
aad = − 8
3mas
A(k = 0). (A4)
In practices, suppose that we discretize both k and k′
into L = 100 points between zero and Λ, Eq. A2 becomes
a matrix equation after the discretization, which can be
solved by inverting the matrix. LetM denotes the set of
total data points, and the number of data points in M
is 104. With uniform sampling, we need to compute U
for all 104 points, with which we solve Eq. A2 to obtain
aexactad . This is referred as the exact results in the main
text.
Appendix B: Anomalous Hall conductivity
The band structure of Mn3Ge calculated with the
density-functional theory from Vienna ab-initio simula-
tion package [33] in the framework of the generalized-
gradient approximation. The calculated plane wave ba-
sis result were projected to atomic-orbital-like Wannier
functions [34] to get the tight-binding parameters (tij).
Based on the tight-binding Hamiltonian,
Hˆ =
∑
i,j
tijc
+
i cj , (B1)
we calculated the Berry curvature and the anomalous
Hall conductivity in the clean limit. For the sufficient
data set, uniform K point grid as 100 × 100 × 100 em-
ployed to produce 106 numbers of data points. We have
evaluated the AHC (σzx) and Berry curvature (Ωzx) by
the Kubo-formula approach in the linear response scheme
[35],
σxz(µ) = −e
2
~
∫
BZ
dk
(2pi)3
∑
n<µ
Ωnxz(k) (B2)
Ωnxz(k) = i
∑
m 6=n
〈n|vˆx|m〉〈n|vˆz|m〉 − (x↔ z)
(n(k)− m(k))2 . (B3)
Here n,m are the band index, n is the eigenvalue of
the |n〉 eigenstate of Hk (Fourier transform of Hˆ), and
vˆi = dHk/(~dki) (i = x, z) is the velocity operator, µ
is Fermi level of the system. The calculated anomalous
Hall conductivity value is 296 S/cm where S denoting
unit Siemens.
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