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ON BRANCHING RULES OF DEPTH-ZERO REPRESENTATIONS
MONICA NEVINS
Abstract. Using Bruhat-Tits theory, we analyse the restriction of depth-zero rep-
resentations of a semisimple simply connected p-adic group G to a maximal compact
subgroup K. We prove the coincidence of branching rules within classes of Deligne-
Lusztig supercuspidal representations. Furthermore, we show that under obvious
compatibility conditions, the restriction to K of a Deligne-Lusztig supercuspidal
representation of G intertwines with the restriction of a depth-zero principal series
representation in infinitely many distinct components of arbitrarily large depth.
Several qualitative and quantitative results are obtained, and their use is illustrated
in an example.
1. Introduction
The branching rules considered here are those arising from the restriction of a
complex admissible representation of a p-adic group G to a maximal compact open
subgroup K. The ultimate goal of this analysis is to examine the interplay between
the admissible duals of G and K, as well as to illuminate their respective structures.
Aspects of this question for G include the theory of types and the study of newforms.
On the other hand, the representation theory ofK is still in its infancy, and branching
rules provide a framework in which to search for results.
In this paper, we consider the restriction of certain depth-zero supercuspidal repre-
sentations (those induced from inflations of Deligne-Lusztig cuspidal representations
of associated finite groups of Lie type) to a hyperspecial maximal compact subgroup
(denoted Gy) under the hypothesis that G is connected, simply connected, semisimple
and split over a local non-archimedean ground field k of odd residual characteristic.
Our particular focus is the set of representations of Gy which are common to the
branching rules of several different representations of G. We may call these compo-
nents “atypical” to distinguish them from the more special “types,” in the sense of
Bushnell-Kutzko or Moy-Prasad, that in some cases uniquely identify the irreducible
representation of G which contain them. To this end we prove two main results.
The first concerns Deligne-Lusztig supercuspidal representations (recalled in Sec-
tion 6). We parametrize their coarse decomposition into Mackey components by a
set X+x,y in Sections 4 and 5. In Theorem 6.4 we prove that whenever two Deligne-
Lusztig supercuspidal representations arise from the same minisotropic torus and have
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the same central character, then a large portion of their branching rules are identi-
cal, namely, those parametrized by int(X+x,y). Moreover, we show that in certain
circumstances the entirety of their restrictions to Gy are identical (Corollary 6.5).
The second main result, stated in Theorem 7.4, concerns the intertwining between
restrictions of Deligne-Lusztig supercuspidal representations and principal series. We
prove that the restriction of a Deligne-Lusztig supercuspidal representation π inter-
twines in infinitely many distinct components with any compatible depth-zero prin-
cipal series representation IndGBχ. The compatibility condition relates to the central
character of the cuspidal representation inducing to π. Further refinements of this re-
sult, relating to the depths at which these intertwinings occur, are given as a sequence
of corollaries in Section 7.
One of the main methods underlying the proofs of these results, beyond Mackey the-
ory, is the analysis of subgroups of G which are stabilizers of subsets of an apartment
A. A result of independent interest is Proposition 3.3, where we relate certain sta-
bilizer subgroups with Moy-Prasad filtration subgroups. We use this in Theorem 5.3
and Proposition 7.2 to glean information about the depths of the representations of
Gy which arise.
Proving results on branching rules at this level of generality is a new and novel step,
and anticipates the development of a general theory out of the case-by-case analysis
achieved to date. In this sense the current work complements a series by the author
on branching rules of SL(2, k) [13, 14, 15] and, with P. Campbell, GL(3, k) [3, 4].
Recently, U. Onn and P. Singla in [17] determined the complete decomposition into
irreducible representations of the blocks of representations of [3]. We use their results
in our example in Section 8 and anticipate that in fact the complete branching rules
for depth-zero representations of GL(3, k) are now attainable, using the above results
and ideas inspired from the present paper.
More generally, G. Savin determined the branching rules of the minimal represen-
tation of split simply connected groups of types Dn (n ≥ 4) and En (6 ≤ n ≤ 8) in
[19]. For these representations V , each V Gy,i+1/V Gy,i is irreducible, similar to the case
of (all irreducible representations of) GL(2, k) and PGL(2, k); [19] makes clever use
of the Harish-Chandra–Howe character formula to identify and explicitly construct
these irreducible components.
We assume that G is semisimple; this simplifies the exposition, particularly in
Section 2. It is feasible and would be interesting to extend the results to G reductive,
so that the Levi components of the proper parabolic subgroups are also in this class.
This could allow an inductive analysis of branching rules including all parabolically
induced representations.
Our proofs of the main results Theorem 6.4 and Theorem 7.4 rely on showing that
certain double cosets support nonzero intertwining operators. These questions reduce
to computations with Deligne-Lusztig characters. To determine which other double
cosets also support intertwining operators would seem to require restricting represen-
tations to subgroups which are stabilizers of subsets of the Bruhat-Tits building not
contained in any single apartment, and there is currently a dearth of literature on
such subgroups. Moreover, the classification of the double coset spaces which arise
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is expected to be highly nontrivial: for GL(n, k), n ≥ 3, it was shown by U. Onn,
A. Prasad and L. Vaserstein in [16] to contain a wild classification problem in the
limit.
The results of [14], [19] suggest that we should expect all atypical components
of depth zero supercuspidal representations to occur in compatible principal series
representations, but this is as yet unanswerable with the methods of Section 7. To
explore this question in an example we use instead explicit realizations of some atyp-
ical supercuspidal components of SL(3, k) in Section 8.
The characters of Deligne-Lusztig cuspidal representations have a uniform descrip-
tion and are well-known; we make use of these in several computations. It would be
useful to extend our results to other families of cuspidal representations, when they
exist. For example, in SL(2, k), the non-Deligne-Lusztig cuspidal representations give
all atypical irreducible positive-depth components of all representations [15]. In gen-
eral we expect that these (smaller) cuspidal representations can be used to define a
finer decomposition of the Mackey components of the Deligne-Lusztig supercuspidal
representations.
An eventual goal is the complete decomposition of supercuspidal or principal series
representations into irreducible Gy-representations. As we see in Section 5, this would
imply describing the branching rules for the (simple) restriction of cuspidal represen-
tations to a parabolic subgroup. In Section 6 we relate this in the Deligne-Lusztig
case to questions about the intersection of minisotropic tori with split Levi subgroups.
These are interesting open problems in the representation theory of finite groups of
Lie type which have as yet been solved only in special cases using CHEVIE [6], for
example.
Outline. In Section 2 we provide a survey of the background required, including
several results from Bruhat-Tits theory. In Section 3 we present various properties
of pointwise stabilizers of bounded subsets of an apartment, and prove that with few
exceptions, the Moy-Prasad filtration subgroups are just stabilizer subgroups of cer-
tain convex subsets, up to a toral factor. Section 4 is devoted to determining a set of
double coset representatives X+x,y indexing the Mackey components of the supercusp-
idal representations of G for a special vertex y and any vertex x, and describing the
structure of this set.
In Section 5 we prove general results about the restriction of any depth-zero su-
percuspidal representation of G to a (hyper)special maximal compact subgroup Gy.
In Section 6 we specialize to the case of Deligne-Lusztig representations, proving
the coincidence of a large part of their branching rules. We address principal series
representations, proving their extensive intertwining over Gy with Deligne-Lusztig
supercuspidal representations, in Section 7. We conclude in Section 8 with an ex-
ample illustrating the use of the many related results in this paper for the group
G = SL(3, k).
Acknowledgments. This research was conducted during a wonderful visiting year
at l’Institut de Mathe´matiques et Mode´lisation de Montpellier, Universite´ de Mont-
pellier II, at the invitation of Ioan Badulescu. This work also flourished through
conversations with Anne-Marie Aubert, Corinne Blondel and Ce´dric Bonnafe´, and
4 MONICA NEVINS
later with Loren Spice, Jeff Adler and Fiona Murnaghan. Several corrections, im-
provements and extensions were recommended by the anonymous referee, including
particularly the discussion of Gelfand-Kirillov dimension in Section 5 and of the rel-
ative rarity of the special anisotropic tori of Corollary 6.5. It is a pleasure to thank
all these people.
2. Background: Summary
The main references for the background material in this section are [2, 23].
2.1. Notation and conventions. Let k be a local nonarchimedean field of residual
characteristic p 6= 2. Its characteristic may be 0 or p. Its residue field κ is a finite
field of order q. For the sake of brevity we will refer to our field as a p-adic field and
our group as a p-adic group.
Let the integer ring of k beR and its maximal ideal P. Let ̟ be a uniformizer, and
normalize the valuation on k so that val(̟) = 1. The units of R admit a filtration
by subgroups Un where U0 = R
× and Un = 1 + P
n if n > 0.
Given a subgroup H of a group G we denote its center by Z(H) and for any g ∈ G
write gH for the group gHg−1. Whenever defined, a representation (σ, V ) of H is
smooth and V is a complex vector space. We write V H for the fixed points of H on
V . If g ∈ G then we write gσ for the corresponding representation of gH . Whenever
defined, the group G acts on the normalized induced representation IndGHσ, or the
compactly induced representation c-IndGHσ, by right translation.
Define R˜ = R ∪ (R+) ∪ {∞} as in [2, 6.4.1]. For r ∈ R we denote by ⌈r⌉ the least
integer k satisfying k ≥ r and ⌈r+⌉ the least integer k with k > r. For r ∈ R we also
set ⌊r⌋ = −⌈−r⌉.
2.2. Structure theory. Let G be a connected, simply connected, semisimple alge-
braic group which is defined and split over k. We write G = G(k). Let S be a
maximal torus of G, split over k, and denote the associated root system Φ. Choose
positive roots Φ+ ⊂ Φ and simple roots ∆ ⊆ Φ+. Let B be the Borel subgroup of G
defined by (S,Φ+) and N the normalizer of S in G. We set S = S(k), B = B(k) and
N = N(k). The corresponding finite Weyl group is W0 = N/S.
Denote by X∗(S) = Homk(Gm, S) the group of k-rational cocharacters of S, and
X∗(S) = Homk(S,Gm) the group of k-rational characters. Set S0 = {t ∈ S | ∀χ ∈
X∗(S), val(χ(t)) = 0}; this is the maximal compact subgroup of S.
For each α ∈ Φ ⊆ X∗(S) we denote by α∨ ∈ Φ∨ ⊂ X∗(S) the corresponding coroot.
Since G is simply connected the lattice X∗(S) is spanned by Φ
∨.
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Denote by A = A(G, S, k) the apartment corresponding to (G, S,Φ, k), which we
think of as the affine space under E = X∗(S) ⊗Z R. The set of affine roots Φaf is
the set of affine functions {αm = α +m | α ∈ Φ, m ∈ Z} on A; α is the gradient of
αm. The set of hyperplanes {β = 0 | β ∈ Φaf} define the walls of a polysimplicial
complex structure on A. Let D denote the positive cone {x ∈ A | ∀α ∈ Φ+, α(x) > 0}
and let C, the fundamental chamber, be the unique chamber (also called alcove) in
D containing 0 ∈ E in its closure.
The affine Weyl group W is generated by the affine reflections rβ for β ∈ Φaf ,
where rβ denotes the reflection in the hyperplane β = 0. We have W ∼= X∗(S)⋊W0;
since G is simply connected, we also have W ∼= N/S0 (called the extended affine Weyl
group, in more general settings). Here, W0 acts as the stabilizer of 0 ∈ E and X∗(S)
acts by translations. For each ℓ ∈ X∗(S) let t(ℓ) ∈ W be its representative in W ,
which we identify with an element of S ⊂ N when appropriate. For each w ∈ W and
ℓ ∈ X∗(S) we have wt(ℓ)w
−1 = t(wℓ).
For any x ∈ A, set Φx = {β ∈ Φaf | β(x) = 0} and Wx = 〈rβ ∈ W | β ∈ Φx〉.
Let Φlinx be the set of gradients of elements of Φx; since G is split over k this is itself
a root system. Choose a base ∆x of Φ
lin
x so that the positive roots Φ
lin,+
x coincide
with Φlinx ∩ Φ
+. Let W linx ⊂ W0 be the subgroup generated by the linear reflections
in elements of Φlinx . Then the map of W
lin
x into Wx given by
(2.1) w 7→ t(x− wx) w = w t(w−1x− x)
is a group isomorphism. If W linx = W0, then the point x is a vertex and is called a
special vertex [23, 1.9]; not all vertices of A are special in general. Since G is split
over k, x is special if and only if α(x) ∈ Z for all α ∈ Φ.
2.3. Filtrations and special subgroups. Following [11], we associate to each x ∈
A, α ∈ Φ and r ∈ R˜ a subgroup Gα(k)x,r of the corresponding root subgroup and, for
r ≥ 0, the subgroup Sr of S. Then the Moy-Prasad filtration group at x for r ∈ R˜≥0
is
Gx,r = 〈Sr,Gα(k)x,r | α ∈ Φ〉.
By a choice of pinning we may assume Gα(k)x,r = Gα(P
⌈r−α(x)⌉) and Sr = S(U⌈r⌉).
Note that given ℓ ∈ X∗(S), we have
t(ℓ)Gα(k)x,r = Gα(k)x+ℓ,r = Gα(k)x,r−α(ℓ).
Let B = B(G, k) denote the (reduced) Bruhat-Tits building for G over k as in [2,
7.4.1]. Given any point y ∈ B, there exist g ∈ G and x ∈ A such that y = g · x. For
any r ∈ R˜≥0, one defines Gy,r :=
gGx,r; this is independent of choices [11]. Since G
is semisimple and simply connected, for any x ∈ B, Gx,0 coincides with the stabilizer
Gx of x in G [23, §3.1] and is the parahoric subgroup of G associated to x. If x is in
an (open) alcove Γ then Gx is called an Iwahori subgroup.
In our setting, the maximal compact open subgroups of G are exactly the stabilizers
of vertices of B. If x is a special vertex, then Gx is a good maximal compact subgroup,
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in the sense that G admits decompositions G = GxSGx (Cartan decomposition) and
G = GxB (Iwasawa decomposition).
Given any x ∈ B the group Gx,+ := Gx,0+ is the unipotent radical of the parahoric
subgroup Gx. The quotient group Gx/Gx,+ is the group of κ-points of a connected
reductive group Mx defined over κ (as in [11]). Set S := S(κ) ⊆ Mx(κ). If x is a
hyperspecial vertex (as defined in [23, 1.10]) then Mx = G. Since in our setting G is
split over k, hyperspecial vertices exist and coincide with the special vertices.
The maximal compact subgroups which are stabilizers of hyperspecial vertices are
distinguished among all maximal compact subgroups in two ways. First, from their
definition it follows that they are isomorphic to G(R). Secondly, they have maximal
volume from among all maximal compact open subgroups [23, 3.8]. In this paper
we choose to restrict to a maximal compact subgroup which is the stabilizer of a
(hyper)special vertex, always denoted y.
To reduce notational burden, we write Gx = Gx/Gx,+ for Mx(κ) and refer to para-
bolic subgroups (P and B) and tori (T ) of Gx without reference to the algebraic group
Mx. This is unfortunate in one case arising in Section 6; let us define the needed terms
here. Let s ∈ Gx be semisimple and let Cs denote its centralizer, which is a reductive
subgroup of Mx, and C
◦
s its connected component subgroup. This coincides with Cs
ifMx is simply connected [5]. We define C
◦
Gx(s) = C
◦
s(κ). Note that if s ∈ Z(Gx) then
C◦s =Mx and so C
◦
Gx(s) = Gx.
2.4. Representations of G. Given an irreducible admissible representation π of G
on a complex vector space V , the depth of π is a rational number defined as the least
r ∈ R≥0 such that there exists x ∈ B(G, k) for which V contains vectors invariant
under Gx,r+ [11]. Where appropriate, we also refer to the depth of a representation
of Gx, for fixed x. If x is a special vertex then the depth of any representation of Gx
is a nonnegative integer.
By Jacquet’s theorem, every irreducible admissible representation of G occurs as a
subrepresentation of IndGPσ, for some parabolic subgroup P with Levi decomposition
MN and supercuspidal representation σ of M (extended trivially across N). In case
P = B, a Borel subgroup, the representation σ is simply a character χ of a split torus
S and the representation IndGBχ, which may fail to be irreducible, is called a principal
series representation.
The classification of (irreducible) supercuspidal representations is not yet complete.
It is a lasting conjecture, proven now in many cases, that all supercuspidal represen-
tations of depth r are compactly induced from a compact open subgroup. In case
r = 0 this has been proven; more precisely L. Morris [10] and A. Moy and G. Prasad
[12] proved that all depth-zero supercuspidal representations of G are given by
(2.2) π = c-IndGGxτ
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for some vertex x ∈ B and inflation τ of a cuspidal representation of Gx. Among these
cuspidal representations τ are the Deligne-Lusztig cuspidal representations, whose
characters are well-known; see Section 6.
3. Stabilizers of subsets of A
Let Ω be a bounded subset of B. Its convex closure Ω is the union of the closures
of all the facets of B meeting Ω. The pointwise stabilizer of Ω is GΩ = ∩x∈ΩGx
and it coincides with GΩ [2, Prop 2.4.13]. Given two points x, y ∈ B, we have
Gx∩Gy = G[x,y], where [x, y] is the unique geodesic joining x and y, which is a line in
any apartment containing both points [2, Prop 2.5.4]. From these facts one concludes
that if F is a facet such that [x, y] ∩ F 6= ∅, then G[x,y] ⊆ GF .
F. Bruhat and J. Tits give the following description of GΩ if Ω ⊆ A [2, §6.4].
Proposition 3.1. Suppose Ω is a bounded subset of A. For each α ∈ Φ, define
fΩ(α) = max{⌈−α(x)⌉ | x ∈ Ω}.
Then GΩ = S0UΩ where UΩ = 〈Gα(P
fΩ(α)) | α ∈ Φ〉. Furthermore, if Ω contains an
open set of A then for any order on Φ the product map
(3.1) S0 ×
∏
α∈Φ
Gα(P
fΩ(α))→ GΩ
is a bijection.
More generally, suppose Ω is contained in an intersection of affine root hyperplanes.
The corresponding gradients then form a subrootsystem ΦΩ. If we define LΩ =
〈S0,Gα(P
fΩ(α)) | α ∈ ΦΩ〉 then GΩ is in bijection with LΩ ×
∏
α∈Φ\ΦΩ
Gα(P
fΩ(α)).
As a particular consequence we note the following. For Ω ⊂ A, write int(Ω) for
the topological interior of Ω.
Corollary 3.2. Let Ω ⊂ A be a bounded set such that x ∈ int(Ω). Then in the
factorization GΩ = S0UΩ we have UΩ ⊆ Gx,+.
Proof. Since Gx,+ is generated by S1 and the groups Gα(P
⌈−α(x)+⌉), by Proposition 3.1
it suffices to show that for all α ∈ Φ, fΩ(α) > −α(x). Since x ∈ int(Ω) there exists
some z ∈ Ω such that α(z) < α(x), whence fΩ(α) ≥ ⌈−α(z)⌉ > −α(x). 
We next wish to describe the relationship between subgroups GΩ, with Ω ⊆ A, and
Moy-Prasad filtration subgroups Gx,r. We begin by setting some notation.
If an irreducible root system Φ˜ has two root lengths let Φ˜l be the set of its long
roots and Φ˜s = Φ˜ \ Φ˜l; otherwise, let Φ˜s = Φ˜l = Φ˜. Given a root system Φ with
irreducible components Φ˜i, for 1 ≤ i ≤ m, define Φ
l = ∪iΦ˜
l
i and Φ
s = ∪iΦ˜
s
i . Note
that Φ, Φl and Φs all have the same rank.
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Given x ∈ A and r ∈ R≥0, define
(3.2) Ωx(A, r) = {z ∈ A | ∀α ∈ Φ, |α(x)− α(z)| ≤ r}.
Define Ωlx(A, r) and Ω
s
x(A, r) by replacing Φ in (3.2) with Φ
l and Φs, respectively.
Proposition 3.3. Let x ∈ A and r ∈ R≥0. Then
(3.3) GΩsx(A,r) ⊆ S0Gx,r ⊆ GΩlx(A,r) = GΩx(A,r).
Moreover, whenever the root system Φ does not contain an irreducible component of
type G2 the second inclusion is an equality, that is, S0Gx,r = GΩx(A,r).
Proof. First note that Ωlx(A, r) = Ωx(A, r). Namely, given z ∈ Ω
l
x(A, r), choose a
positive system Φ(+) for which z − x is in the closure of the positive cone and let
θ(+) ∈ Φl be the corresponding highest (long) root. Then for each β ∈ Φ, |β(x −
z)| ≤ θ(+)(z − x) ≤ r, so z ∈ Ωx(A, r). Clearly also Ω
l
x(A, r) ⊇ Ωx(A, r). Hence
GΩlx(A,r) = GΩx(A,r).
If r = 0 the groups appearing in (3.3) are all equal and there is nothing to show,
so suppose r > 0. Each group is generated by S0 and certain subgroups of the root
groups; thus it suffices to show the inclusions on each root subgroup.
Let z ∈ Ωx(A, r). Then for each α ∈ Φ we have −α(z) ≤ r − α(x), whence
Gα(P
⌈r−α(x)⌉) ⊆ Gα(P
⌈−α(z)⌉). It follows that Gx,r ⊆ ∩z∈Ωx(A,r)Gz = GΩx(A,r), and the
second inclusion holds.
Now consider the first inclusion. It suffices to show that for all α ∈ Φ there exists
zα ∈ Ω
s
x(A, r) such that −α(zα) ≥ r − α(x) (as then fΩsx(A,r)(α) ≥ r − α(x)).
First suppose α ∈ Φs. Then α lies in a unique irreducible component Φs′ of Φs,
corresponding to a subspace E ′ of E = X∗(S) ⊗Z R. Let ∆
′ be the base of Φs′
with respect to which α is the highest root and let H ′α,r denote the (nonempty)
intersection of the hyperplane α = r with the positive cone D′ defined by ∆′. Choose
v ∈ H ′α,r ⊂ E
′. Then for all β ∈ Φs′ we have |β(v)| ≤ α(v) = r, and for all
β ∈ Φs \ Φs′ the orthogonality of irreducible components ensures β(v) = 0 ≤ r.
Therefore the element zα = x− v satisfies our requirements.
Now let α ∈ Φ \ Φs. Let Φ′′ denote the irreducible component of Φ containing α,
∆′′ the base with respect to which α is the highest root, and D′′ the corresponding
positive cone. Let α0 ∈ Φ
s ∩ Φ′′ be the corresponding highest short root and define
H ′α0,r as in the preceding paragraph. For any v in the nonempty intersection H
′
α0,r
∩D′′
we have α(v) ≥ α0(v) = r and, as argued above, for all γ ∈ Φ
s, |γ(v)| ≤ r. Therefore
zα = x− v ∈ Ω
s
x(A, r) and satisfies −α(zα) ≥ r − α(x), as required.
Now consider the final assertion. If Φ is simply-laced then equality holds because
Ωsx(A, r) = Ωx(A, r). Otherwise by the preceding arguments it suffices to show that
in each non-simply-laced irreducible root system except G2, there exists a short root
α and a vector v such that α(v) = r and for all β ∈ Φ, |β(v)| ≤ r. This is easily
verified case-by-case. 
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We remark that equality fails on the simple system of type G2 because the boundary
of Ωsx(A, r) does not meet the boundary of Ωx(A, r).
4. The double coset space Gy\G/Gx
We begin by recalling a result about generalized BN-pairs [2, Proposition 7.4.15].
Proposition 4.1. For i = 1, 2 let Ωi denote a nonempty subset of A, Gi its pointwise
stabilizer in G, Ni the pointwise stabilizer of Ωi in N , and Ŵi its image in W = N/S0.
Then the natural map
Ŵ1\W/Ŵ2 → G1\G/G2
is bijective.
Corollary 4.2. Let x, y be vertices of A. Then
Gy\G/Gx ∼= Wy\W/Wx.
Proof. By Proposition 4.1, it suffices to note that for any vertex z ∈ A, the group
Ŵz = (N ∩ Gz)/S0 coincides with Wz, the group generated by the reflections in the
affine hyperplanes through z. This follows in our case from [2, 7.1.3]. 
Let Dx := {z ∈ A | ∀α ∈ Φ
lin,+
x , α(z) > 0} denote the positive cone for Φ
lin,+
x ,
whose closure is a fundamental domain for the action of W linx on A. Let Υx = {w ∈
W0 | wD ⊆ Dx}; then Dx = ∪w∈ΥxwD.
Proposition 4.3. Suppose y is special. A set of double coset representatives for
Wy\W/Wx is given by
X+x,y = X∗(S) ∩ (y − x+Dx)
= {ℓ ∈ X∗(S) | ∀α ∈ Φ
lin,+
x , α(ℓ) ≥ α(y − x)}.
Proof. Since Wy ∼= W0, we have Wy\W ∼= X∗(S), so a set of double coset representa-
tives may be chosen from those elements of X∗(S) ⊂ A lying in a suitable translate
of the fundamental domain Dx for the action of W
lin
x . To identify the correct trans-
late, note that for every wy ∈ Wy and wx ∈ Wx with corresponding w1 ∈ W0 and
w2 ∈ W
lin
x (as in (2.1)), and any ℓ ∈ X∗(S), we have
wyt(ℓ)wx = w1w2t(w
−1
2 (ℓ+ x− y) + w
−1
2 w
−1
1 y − x).
This is a translation exactly when w1w2 = 1, whence by varying w2 one has within
this orbit a unique translation t(ℓ) corresponding to ℓ+ x− y ∈ Dx. 
For example, if y = x is special then X+y,y = X+, the set of semidominant cochar-
acters.
Remark 4.4. If x 6= y, then there is some α ∈ Φlinx for which α(x − y) 6= 0, so that
X+x,y 6= X+. More generally X
+
x,y = X+ + (y − x) if and only if x− y ∈ X∗(S), which
will not arise if x, y are chosen in distinct orbits under G, for example.
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Definition 4.5. Let int(X+x,y) = X∗(S)∩ (y−x+Dx) and ∂(X
+
x,y) = X
+
x,y \ int(X
+
x,y),
which we call the interior and the boundary of X+x,y, respectively.
We record some key properties of the interior of X+x,y in two lemmas.
Lemma 4.6. The boundary of y − x+D does not meet int(X+x,y). More generally,
int(X+x,y) =
⊔
w∈Υx
X+x,y ∩ (y − x+ wD).
Proof. Since Φlinx ⊆ Φ, Dx = ∪w∈ΥxwD and thus X
+
x,y ⊂ ∪w∈Υx
(
y − x+ wD
)
. Fix
w ∈ Υx and suppose ℓ ∈ X
+
x,y ∩ (y − x+ w(D \D)). Then x − y + ℓ ∈ w(D \D) so
there exists α ∈ Φ such that α(x− y+ ℓ) = 0. But as y is special and ℓ ∈ X∗(S), this
implies α(x) ∈ Z, whence α ∈ Φlinx . Consequently, x− y + ℓ ∈ ∂(X
+
x,y). 
Finally, recall that for a vertex u and point v 6= u in A, the geodesic [u, v] meets a
unique facet Fu 6= {u} of A whose closure contains u.
Lemma 4.7. If ℓ ∈ int(X+x,y) then the convex closure of [y, x + ℓ] in A contains
unique alcoves adjacent to each endpoint.
Proof. This is the observation that, for interior ℓ, [y, x + ℓ] is contained in no wall
of A, and hence that the facets Fy and Fx+ℓ at each endpoint are alcoves. Namely,
suppose ℓ ∈ X+x,y is such that for some α ∈ Φ, and some m ∈ Z, α(y) = α(x+ ℓ) = m.
Then α(x) = m − α(ℓ) ∈ Z, so in fact α ∈ Φlinx . Since α(ℓ) = α(y − x), we deduce
ℓ ∈ ∂(X+x,y). 
5. Restrictions of Supercuspidal Representations to Gy
For reference we cite a consequence of Mackey theory for compactly induced rep-
resentations derived from [8].
Lemma 5.1. Let G be the k-points of a linear algebraic group defined over k, with a
compact open subgroup K and a compact-mod-center subgroup H. Let ρ be a smooth
representation of H such that π = c-IndGHρ is admissible. For any t ∈ K\G/H,
the subspace of c-IndGHρ consisting of vectors supported on the double coset Ht
−1K
is K-invariant, and as a representation of K is isomorphic to IndKK∩tH
tσ. Thus we
have
(5.1) ResKc-Ind
G
Hσ
∼=
⊕
t∈K\G/H
IndKK∩tH
tσ.
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In our case, let H = Gx and K = Gy, for vertices x, y ∈ A with y special. Given
an irreducible supercuspidal representation π = c-IndGGxτ we therefore have
ResGyπ = ResGyc-Ind
G
Gxτ
∼=
⊕
t∈Gy\G/Gx
Ind
Gy
Gy∩tGx
tτ.
By Proposition 4.3, we may choose the representatives of Gy\G/Gx to be {t(ℓ) | ℓ ∈
X+x,y}, whence Gy ∩
t(ℓ)Gx = Gy ∩ Gx+ℓ = G[y,x+ℓ]. Thus we may rewrite the sum
above as
(5.2) ResGyπ
∼=
⊕
ℓ∈X+x,y
Ind
Gy
G[y,x+ℓ]
t(ℓ)τ.
We refer to the representation πℓ = Ind
Gy
G[y,x+ℓ]
t(ℓ)τ as a Mackey component of ResGyπ.
Note that this is not an irreducible representation in general.
Suppose from now on that τ has depth zero, and let us record some basic properties
of the Mackey components πℓ.
Proposition 5.2. Suppose ℓ ∈ X+x,y and set πℓ = Ind
Gy
G[y,x+ℓ]
t(ℓ)τ . For v ∈ A define
η(v) =
∑
α∈Φ:α(v)>0
⌈α(v)− 1⌉.
Then
deg(πℓ) = deg(τ)q
η(x−y+ℓ) |Gy/Px+ℓ| ,
where Px+ℓ is the parabolic subgroup of Gy corresponding to the facet containing [y, x+
ℓ]. If ℓ ∈ int(X+x,y) then Px+ℓ is a Borel subgroup; if in addition x is special then
η(x− y + ℓ) = 2ρ(x− y + ℓ)− |Φ+|, where ρ = 1
2
∑
α∈Φ+ α.
Proof. We suppose ℓ ∈ X+x,y and compute [Gy : G[y,x+ℓ]]. Let F denote the facet
of A containing y in its closure meeting [y, x + ℓ]; then G[y,x+ℓ] ⊆ GF ⊆ Gy and
the image of GF in Gy is a parabolic subgroup which we denote Px+ℓ. We have
[Gy : GF ] = [Gy : Px+ℓ]. By Lemma 4.7 if ℓ ∈ int(X
+
x,y) then F is an alcove and Px+ℓ
is a Borel subgroup; since these are all conjugate [Gy : Px+ℓ] is independent of x + ℓ
in this case.
The remaining factor [GF : G[y,x+ℓ]] can be computed directly (Proposition 3.1).
Set Ω = [y, x+ ℓ]; then for each α ∈ Φ we have fΩ(α) = max{−α(y), ⌈−α(x+ ℓ)⌉}.
If α(ℓ + x − y) ≥ 0 then fΩ(α) = −α(y) = fF (α); otherwise, fΩ(α) = ⌈−α(x + ℓ)⌉
whereas fF (α) = −α(y) + 1. Therefore what remains in the quotient is
(5.3) |GF/G[y,x+ℓ]| =
∏
α∈Φ:α(ℓ+x−y)>0
q⌈α(x−y+ℓ)−1⌉ = qη(x−y+ℓ).
If x is special, then α(x− y + ℓ) ∈ Z for all roots α. 
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Theorem 5.3. Let ℓ ∈ X+x,y. Set
r0 = max{β(x− y + ℓ) | β ∈ ∆x}
and
s0 = max{⌊α(x− y + ℓ)⌋ | α ∈ Φ}.
Then the depth d of an irreducible subrepresentation of Ind
Gy
G[y,x+ℓ]
t(ℓ)τ satisfies r0 ≤
d ≤ s0.
Proof. Let ℓ ∈ X+x,y and set πℓ = Ind
Gy
G[y,x+ℓ]
t(ℓ)τ . If the space of τ is denoted Vτ then
the space of πℓ is Vℓ = {f : Gy → Vτ | ∀h ∈ G[y,x+ℓ], ∀g ∈ Gy, f(hg) =
t(ℓ)τ(h)f(g)}.
It suffices to prove that V
Gy,r0
ℓ = {0} and V
Gy,s0+
ℓ = Vℓ.
By construction, τ is trivial on Gx,+, and thus
t(ℓ)τ is trivial on t(ℓ)Gx,+ = Gx+ℓ,+.
Given a nonnegative integer s, the subgroup Gy,s+ is contained in Gx+ℓ,+ if and only
if for each α ∈ Φ, we have ⌈(s − α(y))+⌉ ≥ ⌈−α(x + ℓ)+⌉. As α(y), α(ℓ) ∈ Z this
condition is equivalent to s ≥ ⌊α(y − x− ℓ)⌋. Set s0 = max{⌊α(x− y + ℓ)⌋ | α ∈ Φ};
this is nonnegative since α(x − y + ℓ) ≥ 0 for α ∈ Φlin,+x . Thus Gy,s0+ is a normal
subgroup of Gy contained in the kernel Gx+ℓ,+ of
t(ℓ)τ , whence V
Gy,s0+
ℓ = Vℓ.
Now let H be the unipotent radical of a proper parabolic subgroup P of Gx. Since
τ is a cuspidal representation of the finite group Gx, V
H
τ = {0}. Let H ⊆ Gx be
a subgroup satisfying H/(H ∩ Gx,+) = H. Using elementary arguments, and the
normality of Gy,r in Gy, one can show that if
t(ℓ)H ⊆ Gy,r then V
Gy,r
ℓ = {0}.
We choose our various suitable H and H as follows. Each proper subset ∆′ of ∆x
defines two proper parabolic subgroups of Gx: the standard parabolic P∆′ and its
opposite Pop∆′ . Let H be the unipotent radical of P
op
∆′ . If Φ
′ is the subrootsystem of
Φlinx generated by ∆
′, then H is spanned by the root subgroups of Gx corresponding
to {−α | α ∈ Φ˜ = Φlin,+x \ Φ
′}. We may choose H = 〈G−α(k)x,0 | α ∈ Φ˜〉 ⊆ Gx as
our lift of H. Note that if x is not special then H is not necessarily contained in the
unipotent radical of a parabolic subgroup of G.
We have t(ℓ)H = 〈G−α(k)x,α(ℓ) | α ∈ Φ˜〉. Thus
t(ℓ)H ⊆ Gy,r if and only if for each
α ∈ Φ˜, ⌈r + α(y)⌉ ≤ ⌈α(x + ℓ)⌉. Since α takes integral values on x, y and ℓ, this
simplifies to r ≤ α(x− y + ℓ). Each simple root β ∈ ∆x takes nonnegative values on
x− y+ ℓ; by construction of Φ˜ we deduce that min{α(x− y+ ℓ) | α ∈ Φ˜} is attained
on some simple root β ∈ ∆x \∆
′ ⊆ Φ˜, whence V
Gy,β(x−y+ℓ)
ℓ = {0}. Conversely, given
β ∈ ∆x, choosing ∆
′ = ∆x \ {β} ensures that V
Gy,β(x−y+ℓ)
ℓ = {0}. We conclude that
r0 = max{β(x− y + ℓ) | β ∈ ∆x} has the property required. 
From the Harish-Chandra–Howe character formula one deduces [1, 19] that for
integral m, dim V
Gy,m
π grows as a polynomial in q of degree mdπ + c where dπ =
1
2
dim(O) for a maximal orbit O in the wave front set of π and c is a constant
depending on the orbit and the Harish-Chandra coefficients. This integer dπ is called
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the Gelfand-Kirillov (GK) dimension of π. One consequence of Theorem 5.3 is a pair
of bounds on the GK dimension of π. We begin with a lemma.
In the following, given a representation ϕ whose degree is expressed as a polynomial
in q of polynomial degree n, we set dq(ϕ) = n.
Lemma 5.4. Let τ, π be as above. Then for any ℓ ∈ X+x,y there is a unique w ∈ W0
such that
dq(πℓ) = 2ρ(w(x− y + ℓ)) + dq(τ) + ε(ℓ)
where 0 ≤ ε(ℓ) < |Φ+|, and ε(ℓ) = 0 if x is special.
Proof. Recall the notation of Proposition 5.2. There is a unique w−1 ∈ Υx ⊂ W0
such that v := w(ℓ + x − y) ∈ D. Then η(v) =
∑
α∈Φ+⌈α(v)⌉ − n where n = |{α ∈
Φ+ | α(v) 6= 0}|. Taking into account the case that some of the n terms α(v) are
nonintegral it follows that 2ρ(v)− n ≤ η(v) < 2ρ(v). As |Gy/Px+ℓ| is a polynomial in
q of this same degree n, and n ≤ |Φ+|, the lemma follows. 
Write r0(ℓ) and s0(ℓ) for the lower and upper bounds on the depth of an irreducible
component of πℓ, respectively, as in Theorem 5.3. It follows from the theorem that⊕
s0(ℓ)<m
πℓ ⊆ V
Gy,m
π ⊆
⊕
r0(ℓ)<m
πℓ.
Since the number of terms in each sum is independent of q, it follows that for q
sufficiently large, dπ(m) := dq(V
Gy,m
π ) satisfies
max{dq(πℓ) : s0(ℓ) < m} ≤ dπ(m) ≤ max{dq(πℓ) : r0(ℓ) < m}.
From Lemma 5.4 it follows that for the purpose of estimating the GK-dimension dπ
of π, we may replace each dq(πℓ) with 2ρ(w(ℓ+ x− y)).
Thus it suffices to compute these maximi over each irreducible component of Φ. We
assume for the remainder that Φ is irreducible and, to obtain strong explicit results,
that x is special. Then Dx = D, w = 1 and ∆x = ∆ = {α1, · · · , αn}.
Let α0 denote the highest root of Φ and write α0 =
∑
i ciαi; so s0(ℓ) = α0(x−y+ℓ).
Write 2ρ =
∑
i γiαi. First note that by linearity, the extremum
Lm := max{2ρ(v) | v ∈ D,α0(v) = m− 1}
is attained at some vertex v of D ∩ {v | α0(v) = m − 1}. These vertices correspond
to vi such that αj(vi) = 0 unless i = j and thus αi(vi) = (m − 1)/ci. Evaluating
2ρ on each of these vertices yields Lm = (m − 1)max{γi/ci | 1 ≤ i ≤ n}. Fix i at
which this maximum is attained. Since there is a constant radius r (related to the
size of a Voronoi cell of X∗(S)) such that for each m sufficiently large, there is an
ℓ ∈ X+x,y with |x−y+ ℓ−vi| < r, we deduce by the linearity of ρ that Lm differs from
max{2ρ(x− y + ℓ) | s0(ℓ) < m} by a bounded factor which does not grow with m.
Similarly, the maximum
Um := max{2ρ(v) | ∀1 ≤ i ≤ n, 0 ≤ αi(v) ≤ m− 1}
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is attained when αi(v) = m− 1 for all i, yielding Um = (m− 1)
∑
i γi. Since r0(ℓ) =
max{αi(x−y+ ℓ)}, we again deduce that Um differs from max{2ρ(x−y+ ℓ) | r0(ℓ) <
m} by a factor which does not grow with m.
We have thus proven the following result.
Corollary 5.5. Suppose Φ is irreducible and x is special. Let α0 =
∑
i ciαi and
2ρ =
∑
i γiαi. Then the GK-dimension dπ of π is bounded by
⌊max{γi/ci | 1 ≤ i ≤ n}⌋ ≤ dπ ≤
∑
i
γi.
When x is non-special, a similar argument gives the same lower bound but, in
general, a tighter upper bound.
Remark 5.6. Note that, generally speaking, the upper bound in Corollary 5.5 is cubic
in the rank n of Φ whereras the lower bound is quadratic in n. The GK-dimension,
being half the dimension of a nilpotent adjoint orbit of G, is bounded above by |Φ+|,
which is quadratic in n. Consequently, Corollary 5.5 will not generally in and of itself
suffice to identify the GK-dimension.
Example 1. For G = SL(2, k), with y = 0, one always has r0 = s0. Indeed, the depths
of the irreducible components of πℓ were shown to be exactly δ(ℓ) = α(x − y + ℓ) =
x + α(ℓ) in [15, §5]; and evidently dπ = 1, corresponding to half the dimension of a
principal nilpotent orbit.
Example 2. For G = Sp(4, k), with Φ+ = {α, β, α+β, 2α+β}, if x is the non-special
vertex of C then ∆x = {β, 2α + β}. Since the highest root of Φ is a simple root
of ∆x, r0 = s0 and the depth of each irreducible subrepresentation of πℓ is exactly
max{β(x − y + ℓ), (2α + β)(x − y + ℓ)} ∈ Z. Via the argument of the proof of
Corollary 5.5 we deduce that dπ = 3.
If x is special, however, then the lower and upper bounds given in Theorem 5.3
cannot coincide, and Corollary 5.5 yields only 3 ≤ dπ ≤ 7. In fact, the correspond-
ing supercuspidal representations should be generic, with wave front set including a
principal nilpotent orbit, implying dπ = 4.
One further consequence of Theorem 5.3 is a criterion for disjointness of represen-
tations of Gy occuring as factors of different Mackey components.
Corollary 5.7. For i = 1, 2 let xi be vertices of A and τi cuspidal representations of
Gxi. Suppose ℓi ∈ X
+
xi,y
satisfy
max{α(x1 − y + ℓ1) | α ∈ Φ} < max{α(x2 − y + ℓ2) | α ∈ ∆x2}.
Then the two Mackey components
Ind
Gy
G[y,x1+ℓ1]
t(ℓ1)τ1 and Ind
Gy
G[y,x2+ℓ2]
t(ℓ2)τ2
are disjoint representations of Gy.
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6. Case of Deligne-Lusztig cuspidal representations
Our main reference for this section is [5]. Recall that a minisotropic (maximal) torus
T of Gx = Gx/Gx,+ is one which is contained in no proper parabolic subgroup [21,
II.1.11]. Writing rk(H) for the κ-rank of the group H we set ε = (−1)rk(G)−rk(Z(Gx)).
Let T be a minisotropic maximal torus of Gx and θ a character of T . From this
data P. Deligne and G. Lusztig constructed a virtual representation of Gx whose
character we denote RGxT (θ). If θ is in general position [5, §7.3], then εR
Gx
T (θ) is
irreducible and cuspidal, and the corresponding representation τ is called a Deligne-
Lusztig cuspidal representation. This character is given on an element h ∈ Gx with
Jordan decomposition h = su by εRGxT (θ)(h) = 0 if s is not conjugate to an element
of T and otherwise by
(6.1) εRGxT (θ)(h) =
1
|C◦Gx(s)|
∑
g∈Gx,gsg−1∈T
θ(gsg−1)Q
C◦
Gx
(s)
g−1T g (u)
where Q
C◦
Gx
(s)
g−1T g denotes Green’s function, which takes values in Z [5, §7.6]. It is known
that
(6.2) deg(εRGxT (θ)) = Q
Gx
T (1) =
|Gx|
|Ux||T |
where Ux denotes the unipotent radical of a Borel subgroup Bx of Gx.
Let us now work towards understanding the Mackey components of the correspond-
ing supercuspidal representation π = c-IndGGxτ . We begin with a general lemma.
Lemma 6.1. Let τ be a depth-zero representation of Gx and ℓ ∈ X
+
x,y. Let F 6= {x} be
the facet of A which contains x in its closure and meets [y − ℓ, x]. Let P = GF/Gx,+
be the parabolic subgroup of Gx whose inflation to Gx is GF . Then the irreducible
components of ResG[y−ℓ,x]τ coincide with those of ResPτ .
Proof. Since x ∈ F and F is a facet we have Gx,+ ⊆ GF and GF/Gx,+ is indeed a
parabolic subgroup of Gx/Gx,+. Moreover, GF/Gx,+ ∼= G[y−ℓ,x]/(G[y−ℓ,x]∩Gx,+) since
these quotients are uniquely determined by the vanishing of the same affine roots. So
let Ω ∈ {F, [y− ℓ, x]}. Since τ is the inflation of a representation, say for the moment
τ , which is trivial on Gx,+, ResGΩ/(GΩ∩Gx,+)τ and ResGΩτ have the same irreducible
components, and the lemma follows. 
Thus the determination of the decomposition into irreducible subrepresentations
of each Mackey component of π implies first determining that of the restriction of
a cuspidal representation of Gx to a parabolic subgroup — a highly nontrivial open
problem in general. Nevertheless, one can deduce some results in an important special
case.
Let Bx = SUx be a standard Borel subgroup of Gx. Then the Jordan decomposition
of any h ∈ Bx is h = su with s ∈ S and u ∈ Ux. But such an s is conjugate to an
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element of the minisotropic torus T if and only if s ∈ Z(Gx), since T cannot contain
a split subtorus outside of the center. Consequently C◦Gx(s) = Gx. Green’s function
depends only on the conjugacy class of T within C◦Gx(s) and so in this case, is simply
QGxT . Since s is central, gsg
−1 = s, and the character formula from (6.1) simplifies to
(6.3) ResBxεR
Gx
T (θ)(su) =
{
0 if s /∈ Z(Gx),
θ(s)QGxT (u) otherwise.
An immediate consequence of this calculation is the following lemma.
Lemma 6.2. The restriction of a Deligne-Lusztig cuspidal representation εRGxT (θ) to
a Borel subgroup of Gx depends only on the choice of minisotropic torus T (up to
conjugacy) and the restriction of θ to the center Z(Gx).
Remark 6.3. In general ResBxεR
Gx
T (θ) is not irreducible; in fact its self-intertwining
number is
〈εRGxT (θ), εR
Gx
T (θ)〉Bx =
1
|Bx|
∑
s∈Z(Gx),u∈Ux
|θ(s)|2|QGxT (u)|
2
=
|Z(Gx)|
|Bx|
∑
u∈Ux
QGxT (u)
2.
Example 3. If Gx = SL(2, κ) then we determined in [15] that this intertwining number
is 2 = |Z(Gx)|.
Example 4. If Gx = SL(3, κ) then we compute directly that
∑
u∈Ux
QGxT (u)
2 = q4(q−1)2
and hence that the intertwining number of ResBxR
Gx
T (θ) with itself is |Z(Gx)|q, where
|Z(Gx)| = 3 if 3 divides q − 1.
Theorem 6.4. Let x, y be vertices of A with y special. Let τ1 and τ2 be two Deligne-
Lusztig cuspidal representations of Gx, induced from the same minisotropic torus and
with the same central character. Let πi = c-Ind
G
Gxτi be the corresponding depth-zero
supercuspidal representations of G, for i = 1, 2. Then for each ℓ ∈ int(X+x,y), the
Mackey components of ResGyπi corresponding to ℓ coincide for i = 1, 2. That is, we
have
(6.4) Ind
Gy
G[y,x+ℓ]
t(ℓ)τ1 ∼= Ind
Gy
G[y,x+ℓ]
t(ℓ)τ2.
Proof. The induced representation Ind
Gy
G[y,x+ℓ]
t(ℓ)τi is determined by ResG[y,x+ℓ]
t(ℓ)τi.
Conjugating by t(ℓ)−1 we deduce that (6.4) would follow from
(6.5) ResG[y−ℓ,x]τ1
∼= ResG[y−ℓ,x]τ2.
By Lemma 4.7, the geodesic [y, x+ ℓ] meets a unique alcove Γ′ adjacent to x+ ℓ; thus
Γ = Γ′ − ℓ is an alcove adjacent to x meeting [y − ℓ, x]. It follows that the group
GΓ/Gx,+ is a Borel subgroup Bx of Gx and thus by Lemma 6.1, (6.5) is equivalent to
the condition that ResBxτ1
∼= ResBxτ2; this follows from Lemma 6.2 by our hypotheses
on τ1 and τ2. 
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Similarly, for ℓ ∈ ∂(X+x,y), the relationship between corresponding Mackey com-
ponents depends on the restriction of τi to a parabolic subgroup P. Since T ∩ P
is central unless they share a common anisotropic subtorus, these boundary Mackey
components will also often coincide. In an extreme case, we can therefore say much
more.
Corollary 6.5. Suppose we are in the setting of Theorem 6.4 and suppose additionally
that T has the property that T ∩ P = Z(Gx) for all proper parabolic subgroups P of
Gx. Then if y and x are not conjugate under G we have
ResGyπ1
∼= ResGyπ2,
whereas if y = x then there exists a representation W of Gy such that we can write
ResGyπi
∼= τi ⊕W
for i = 1, 2, with W common to both.
Proof. Under the given hypotheses, the method of the proof of Lemma 6.2 applies
equally to the restriction of τi to any proper parabolic subgroup P, and we conclude
that ResPτ1 ∼= ResPτ2. Therefore, for each ℓ ∈ X
+
x,y for which y − ℓ 6= x, we may
apply Lemma 6.1 to conclude that ResG[y−ℓ,x]τ1
∼= ResG[y−ℓ,x]τ2 and hence that the
corresponding Mackey components coincide, that is, for all such ℓ, (6.4) holds. If x
and y lie in distinct orbits under W , then y− ℓ 6= x holds for all ℓ ∈ X+x,y. Otherwise,
we may without loss of generality assume y = x, in which case the single non-shared
Mackey component is simply Ind
Gy
Gy
τi = τi. 
Remark 6.6. The tori satisfying the hypotheses of Corollary 6.5 are rare, as pointed
out by the anonymous referee. It is easy to prove that a minisotropic torus T satisfies
the hypotheses of Corollary 6.5 if and only if each of its κ-rational noncentral subtori
are regular. Recall (see for example [5]) that one can parametrize all conjugacy
classes of κ-tori of Gx by conjugacy classes in its Weyl group. Given w ∈ W
lin
x with
characteristic polynomial χw and corresponding torus Tw, the κ-rational subtori are
parametrized by the w-invariant sublattices of X∗(S), which in turn correspond to
the polynomial factors of χw over Q, and in fact |Tw| = χw(q).
Thus in particular, if χw is irreducible then T has the desired property. For clas-
sical groups (and also special and general linear groups), one may use the explicit
description of these tori given in [9, §1] to see this condition is also necessary. For
exceptional groups, M. Reeder has identified many properties of those tori Tw whose
minimal polynomial is irreducible; these w he calls cyclotomic [18].
We conclude with two examples.
Example 5. If n is prime, the group G = SL(n, κ) has a unique maximal anisotropic
torus T corresponding to the norm one elements of the field extension of κ of degree
n, which has order Φn(q), where Φn is the nth cyclotomic polynomial. Thus it has no
proper subtori, as one can also deduce from the lack of intermediate extension fields
in this case, and hence cannot meet any proper rational Levi subgroup outside Z(G).
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Example 6. Let G = Sp(4, κ). Then G has two maximal anisotropic tori up to conju-
gacy [20, II.4–8]. The Coxeter torus Tw0 has order q
2 + 1 and one concludes that it
cannot meet a proper parabolic subgroup except in the center of G.
On the other hand the anisotropic torus T−1 corresponds to the element w = −1
in the Weyl group, and has order (q + 1)2. It is isomorphic to N1(κ
′)2 where N1(κ
′)
is the group of norm-one elements of a quadratic extension κ′ of κ. In [22] this torus
is explicitly described as the subgroup H4 = 〈a4〉 × 〈b4〉 and one can see directly that
neither generator is regular; for example a4 lies in a parabolic subgroup with Levi
component isomorphic to SL(2, κ)×GL(1, κ).
7. Intertwining with principal series
Let χ be a depth-zero character of S. Construct the parabolically induced represen-
tation IndGBχ; this is a depth-zero (possibly reducible) principal series representation
of G. We denote by V the space of IndGBχ. For any special vertex y, G = BGy so we
have
(7.1) ResGyInd
G
Bχ
∼= Ind
Gy
B∩Gy
χ0
where χ0 denotes the restriction of χ to B∩Gy. Note that twisting χ by any unramified
character produces the same restriction to Gy; this holds in particular for the modular
character which appears in our normalized induction IndGBχ.
7.1. Some subrepresentations. The nature of parabolic induction is such that it
is easier to construct a filtration of V by Gy-invariant subspaces than a direct sum
decomposition.
Lemma 7.1. Let Ω be a bounded convex closed subset of A satisfying C ⊆ Ω ⊂ D.
Then χ0 extends trivially to a character of Gy+Ω and Ind
Gy
Gy+Ω
χ0 is a subrepresen-
tation of Ind
Gy
B∩Gy
χ0. Let Vy+Ω denote the space of this representation; it is finite-
dimensional. If Ω′ ⊇ Ω is another such set, then Vy+Ω′ ⊇ Vy+Ω.
Proof. By Proposition 3.1, we can write Gy+C as S0Uy+C where S0 normalizes Uy+C .
Since χ0 is trivial on S0∩Uy+C = S1, it extends to a character of Gy+C , trivial on Uy+C ,
which coincides with χ0 on B∩Gy . Denote again by χ0 the restriction of this character
to any subgroup of Gy+C . Since C ⊆ Ω ⊂ D, we have B ∩Gy ⊂ Gy+Ω ⊆ Gy+C . The
rest follows. 
We have the following estimates relating to the depth and degree of Vy+Ω.
Proposition 7.2. Suppose n is a positive integer. If y + Ω ⊆ Ωy(A, n) then Vy+Ω ⊆
V Gy,n and the depth of any irreducible subrepresentation of Vy+Ω is strictly less than
n. Moreover, dim(V Gy,n) = |Gy/B| q
(n−1)|Φ+| for any Borel subgroup B of Gy.
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Note that it follows that the GK-dimension of V is |Φ+|, being half the dimension
of the principal nilpotent orbit, as expected.
Proof. We may restrict to integral n since y is special. If y + Ω ⊆ Ωy(A, n) then
Gy,n ⊆ Gy+Ω by Proposition 3.3. Since n > 0 we further have Gy,n ⊆ S1Uy+Ω =
ker(χ0), so it acts trivially on the induced representation, yielding V
Gy,n
y+Ω = Vy+Ω.
In fact this argument defines an isomorphism V Gy,n ∼= Ind
Gy
(B∩Gy)Gy,n
χ0, whence the
dimension formula. 
Remark 7.3. Let r ∈ R>0. If Φ does not contain an irreducible component of
type G2 then from Proposition 3.3 we may deduce that (B ∩ Gy)Gy,r = GΩr where
Ωr = D ∩ Ωy(A, r). Consequently V
Gy,n = VΩn in this case. In general, however, the
partially ordered filtration of subrepresentations Vy+Ω does not necessarily include
the subrepresentations V Gy,r of Gy,r-fixed vectors. Although not needed here, note
that one can obtain a much finer filtration (which in particular includes the V Gy,r)
by replacing the subgroups Gy+Ω with groups Gf where f is a concave function [2,
§6.4] satisfying f(α) = −α(y) and f(−α) > α(y) for all α ∈ Φ+, as in [3].
7.2. Calculations on intertwining. Now let π = c-IndGGxτ be a depth-zero super-
cuspidal representation of G. Let ℓ ∈ X+x,y and denote as before the corresponding
Mackey component by πℓ = Ind
Gy
G[y,x+ℓ]
t(ℓ)τ .
Then for each set Ω as in Lemma 7.1, we have
HomGy(πℓ, Ind
Gy
Gy+Ω
χ0) ∼= HomG[y,x+ℓ](
t(ℓ)τ,ResG[y,x+ℓ]Ind
Gy
Gy+Ω
χ0)(7.2)
∼= HomG[y,x+ℓ](
t(ℓ)τ,⊕c∈Ψx,y,ΩInd
G[y,x+ℓ]
G[y,x+ℓ]∩cGy+Ω
cχ0)
∼= ⊕c∈Ψx,y,ΩHomG[y,x+ℓ]∩cGy+Ω(
t(ℓ)τ, cχ0)
∼= ⊕c∈Ψx,y,ΩHomG[x,y−ℓ]∩Gt(−ℓ)c·(y+Ω)(τ,
t(−ℓ)cχ0)
where Ψx,y,Ω = G[y,x+ℓ]\Gy/Gy+Ω.
Determining a set of representatives for Ψx,y,Ω is a large subset of the problem of
classifying B ∩ Gy double cosets in Gy, which for some groups is known to contain
the matrix pair problem, that is, be wild [16]. Furthermore, while t(−ℓ)c · (y+Ω) will
be a convex closed subset of an apartment A′, meeting A in at least the point y − ℓ,
it is not to be expected that there exists a choice of such A′ which also contains x.
Thus in general the convex closure of [x, y − ℓ] ∪ t(−ℓ)c · (y + Ω) is not contained in
any apartment of B, and therefore its stabilizer is much more difficult to describe.
Nevertheless, there remain some tractable cases to consider, which suffice for prov-
ing the following theorem. Let Zx ⊆ Gx denote the full preimage of Z(Gx) ⊆ Gx.
Theorem 7.4. Let τ be a Deligne-Lusztig cuspidal representation of Gx with central
character θ. Let θ̂ denote the inflation of θ to Zx. Let χ be a character of S such that
20 MONICA NEVINS
for some w ∈ W0, ResZx
wχ = θ̂. Then the restrictions to Gy of
πs = c-IndGGxτ and π
p = IndGBχ
have infinitely many distinct irreducible representations in common, of arbitrarily
large depth.
Note that when x is special, Zx = ZS1 so the compatibility condition of the the-
orem is equivalent to simply requiring the representations to have the same central
character.
7.3. Proof of Theorem 7.4. We begin by proving that each Mackey component of a
Deligne-Lusztig supercuspidal representation corresponding to an element of int(X+x,y)
intertwines with any compatible principal series representation.
Proposition 7.5. Let τ, θ and θ̂ be as above. Let ℓ ∈ int(X+x,y) and define w ∈ Υx
by ℓ + x− y ∈ wD. Let χ be a character of S such that ResZx
wχ = θ̂ and denote by
χ0 the trivial extension of χ to any subgroup of Gy+C. Then the representations
Ind
Gy
G[y,x+ℓ]
t(ℓ)τ and Ind
Gy
Gy+Ω
χ0
intertwine, for all bounded convex closed subsets Ω with C ⊆ Ω ⊂ D for which
x− y + ℓ ∈ wΩ.
Proof. Note that as S1 =
w−1S1 ⊆ Zx, the hypotheses imply that χ has depth zero.
It therefore suffices to show that there exists a nonzero summand in (7.2).
The existence and uniqueness of w ∈ Υx ⊆ W0 follows from Lemma 4.6. By (2.1),
wy := t(y−wy)w ∈ Wy, which we lift to an element of Gy. Set Ω
′ = t(−ℓ)wy ·(y+Ω) =
y− ℓ+wΩ. When x− y+ ℓ ∈ wΩ both x and y− ℓ lie in Ω′, so G[x,y−ℓ] ∩GΩ′ = GΩ′ .
Defining UΩ′ as in Proposition 3.1, we deduce that the summand corresponding to
c = wy in (7.2) is
(7.3) HomS0UΩ′ (τ,
t(−ℓ)wyχ0).
By hypothesis we have x ∈ int(Ω′) so by Corollary 3.2, UΩ′ ⊆ Gx,+ ⊆ ker(τ). On the
other hand, note that
w−1y t(ℓ)(S0UΩ′) = S0Uw−1y t(ℓ)·Ω′ = S0Uy+Ω
and that χ0 was defined to be trivial on Uy+Ω. Therefore
t(−ℓ)wyχ0 is trivial on UΩ′ .
Moreover, on S0 the character
t(−ℓ)wyχ0 coincides with
wχ. Thus (7.3) is isomorphic
to
HomS0(τ,
wχ).
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Using the character formula from (6.3), the intertwining of the character εRGxT (θ) of
τ with wχ is given on S0 by
〈εRGxT (θ),
wχ〉S0 =
1
|S0|
∫
S0
εRGxT (θ)(s)
wχ(s) ds
=
1
|S0|
∫
Z(Gx)
∫
S1
deg(τ)θ(z)wχ(zs1) dzds1
=
{
0 if ResZx
wχ 6= θ̂
deg(τ) |Z(Gx)|
|S|
otherwise.
Consequently HomS0(τ,
wχ) 6= {0} exactly when the restriction of wχ to Zx coincides
with θ̂. The proposition follows. 
We now do away with the apparent dependence on w in Proposition 7.5.
Corollary 7.6. Let IndGBχ be a depth-zero principal series representation. Suppose
τ is a Deligne-Lusztig cuspidal representation of Gx with central character θ with in-
flation θ̂ to Zx. Let w ∈ W0 and suppose ResZx
wχ = θ̂. Then for every ℓ ∈ int(X+x,y),
there exists a subrepresentation of the Mackey component πℓ of ResGyc-Ind
G
Gxτ which
is isomorphic to a subrepresentation of ResGyInd
G
Bχ.
Proof. For any ℓ ∈ int(X+x,y), we define w0 ∈ Υx as in Proposition 7.5. Thus x −
y + ℓ ∈ w0D. Choose a bounded closed convex set Ω satisfying C ∪ {w
−1
0 (x − y +
ℓ)} ⊂ Ω ⊂ D. Since ResZx(
w0(w
−1
0 wχ)) = ResZx
wχ = θ̂, Proposition 7.5 implies
that πℓ intertwines with the subrepresentation of ResGyInd
G
B(
w−10 wχ) induced from
Gy+Ω. Consequently ResGyInd
G
B(
w−10 wχ) contains a subrepresentation of Gy which is
isomorphic to a subrepresentation of πℓ. Finally, since w
−1
0 w ∈ W0, Ind
G
B(
w−10 wχ) ∼=
IndGBχ as representations of G and therefore their restrictions to Gy must also be
isomorphic. 
Although the subrepresentations arising in Corollary 7.6 are not necessarily distinct,
we have the following result.
Corollary 7.7. Let πs be a Deligne-Lusztig supercuspidal representation and πp a
depth-zero principal series representation, which are compatible in the sense of Corol-
lary 7.6. Then ResGyπ
s and ResGyπ
p have infinitely many distinct components in
common, and the set of depths of these components is unbounded.
Proof. The first part follows from Corollary 7.6 by the Pigeonhole Principle since
there are infinitely many ℓ ∈ int(X+x,y) and the admissibility of each supercuspidal
representation implies each Gy-subrepresentation occurs with finite multiplicity.
More explicitly, we may restrict ℓ to an infinite subset of X+x,y ∩ (y − x + D) in
which every pair of elements satisfy the conditions of Corollary 5.7 thereby ensuring
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that their components are distinct. By Theorem 5.3, the set of depths of these
representations is unbounded above. 
Remark 7.8. Given a depth-zero principal series representation, one may ask if for
each vertex x and minisotropic maximal torus T ⊆ Gx there exists a Deligne-Lusztig
cuspidal character RGxT (θ) such that the corresponding supercuspidal representation
is compatible with χ. This is equivalent to the question of the existence of a character
θ of T , coinciding with χ on Z(Gx), which is in general position, that is, not fixed by
any nontrivial element ofWx. For q sufficiently large, this follows from the arguments
in [5, Lemma 8.4.2] with minor modification.
8. An example
We now illustrate the use of the results of Sections 5 to 7 with an example.
Let G = SL(3, k). Suppose that p 6= 3 and 3 ∤ (q − 1), whence we have simply
GL(3,R) = Z(GL(3,R))SL(3,R) and the irreducible representations of GL(3,R) and
SL(3,R) coincide up to scalars. Moreover, all irreducible cuspidal representations of
SL(3, κ) arise as Deligne-Lusztig cuspidal representations. The group GL(3, k) acts
on B = B(G, k) = Bred(GL(3), k), and this action is transitive on the set of vertices,
which are all special. Note that if y ∈ B and h ∈ GL(3, k) we also have hGy = Gh·y.
It follows that we may without loss of generality fix a single choice of vertex y.
Let A ⊆ B denote the apartment corresponding to the diagonal split torus, set ∆ =
{α, β}, and let y = 0 be the vertex at which these roots vanish; then Gy = SL(3,R).
The element g =
[
0 0 1
̟ 0 0
0 ̟ 0
]
∈ GL(3, k) has the property that x0 = y, x1 = g · y and
x2 = g
2 · y are the three vertices of the fundamental positive alcove in A, representing
the three SL(3, k)-conjugacy classes of vertices in B. Concretely, we have α(x1) = 1
and β(x1) = 0, so that x1 =
1
3
(2α∨ + β∨); x2 is characterized by swapping the roles
of α and β.
For i ∈ {0, 1, 2}, the inflation to Ggi·y of a cuspidal representation of Ggi·y/Ggi·y,+
is given by g
i
τ , for τ the inflation of some cuspidal representation of Gy/Gy,+. Since
Z(SL(3, κ)) = {1} and there is a unique anisotropic torus in SL(3, κ), any two Deligne-
Lusztig cuspidal representations of SL(3, κ) are compatible, in the sense of Theo-
rem 6.4. Furthermore, as noted in Example 5, the hypotheses of Corollary 6.5 hold
for G.
Thus for the purposes of exploring all the positive-depth components of the re-
striction to SL(3,R) of all depth-zero supercuspidal representations of SL(3, k), it
suffices to fix an anisotropic torus T of SL(3, κ) and a Deligne-Lusztig cuspidal rep-
resentation τ = RGT (θ), and consider for i ∈ {0, 1, 2} the corresponding supercuspidal
representations
πi = c-IndGG
gi·y
giτ.
We will denote the various Mackey components of ResGyπ
i by πiℓ.
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When i = 0, X+x0,y = X+. The Mackey component corresponding to ℓ = 0 in π
0
is simply π00 = τ , which has depth zero. Applying Theorem 5.3, we deduce that for
ℓ ∈ X+ \ {0, α
∨+β∨}, the depth of any irreducible subrepresentation of π0ℓ is at least
2. Furthermore, when ℓ = α∨ + β∨, the depths of the irreducible subrepresentations
of π0ℓ are confined between 1 and 2.
When i ∈ {1, 2}, deciphering the definition given in Proposition 4.3 yields X+x1,y =
X+ ∪ {β
∨ + 3nx2 | n ≥ 0} and X
+
x2,y
= X+ ∪ {α
∨ + 3nx1 | n ≥ 0}. Theorem 5.3
implies that the irreducible subrepresentations of πi0 all have depth exactly 1, and for
any other ℓ ∈ X+xi,y, the depth of any irreducible subrepresentation of π
i
ℓ is at least 2.
In the following paragraphs, we determine the decomposition into irreducible sub-
representations of πiℓ, for (i, ℓ) ∈ {(0, α
∨+β∨), (1, 0), (2, 0)}. We obtain three distinct
irreducible depth-one representations of SL(3,R); we show they occur among (but
do not exhaust) the depth-one irreducible representations occuring in the branching
rules of the unramified principal series.
Let Gabc, for 0 ≤ a, b ≤ c ≤ a + b, denote the subgroup which is the intersection
with G of the set of matrices of the form
[
R R R
Pa R R
Pc Pb R
]
. Then following [3], Ind
Gy
Gabc
1
is a Gy-subrepresentation of the unramified principal series, which we denote Vabc.
The quotient of Vabc by all the Va′b′c′ it properly contains is denoted Wabc, which
may or may not be irreducible; its decomposition into irreducible subrepresentations
is given in [3] and [17]. Finally, recall that Green’s function QGT is given by [7]
QGT (1) = (q − 1)(q
2 − 1) = deg(τ) and
QGT (u) =
{
1− q if rank(u− 1) = 1;
1 if rank(u− 1) = 2.
First let (i, ℓ) = (1, 0); note that 0 ∈ ∂(X+x1,y). We compute that G[0,x1] = G101,
which has index q2+ q+1 in G0. We deduce from Proposition 5.2 that the degree of
π10 is deg(
gτ)[G0 : G101] = (q
2 − 1)(q3 − 1).
Using the character formula (6.1) for τ , one can check that dim(HomG101(
gτ, gτ)) =
1. To show further that π10 = Ind
Gy
G101
gτ is irreducible, we consider
HomGy(π
1
0, π
1
0)
∼= ⊕γ∈G101\Gy/G101HomG101∩γG101(
gτ, γgτ).
Lists of representatives for such double cosets are given in [3]; in this case there are
two. Applying character formulas we may again compute directly that this space of
self-intertwining operators is one-dimensional.
Now let us consider the intertwining of π10 with a principal series representation.
Since Z(G0) = {1}, the compatibility condition of Theorem 7.4 holds for any depth
zero character of S0, so without loss of generality let χ = 1 and consider the unramified
principal series V = IndGB1. Using (6.1) we can determine that
dim(HomG101∩G212(
gτ, 1)) = 1
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and deduce that π10 intertwines nontrivially with V212 = Ind
G0
G212
1. By dimension
arguments, or else a direct computation to rule out intertwining with any subquotient
Vabc of V212, we conclude that π
1
0
∼= W212, which is irreducible [3]. A symmetric analysis
yields π20
∼= W122, which is distinct from W212.
The case for (i, ℓ) = (0, α∨ + β∨) is more interesting. Note that G[0,x0+ℓ] = G112.
As above, we determine that deg(π0ℓ ) = q(q+1)(q
2−1)(q3−1) using Proposition 5.2.
By Remark 6.3 and as computed in Example 4, the intertwining number of ResBopτ
with itself is q. To decompose ResBopτ into irreducible subrepresentations, we begin
by restricting τ to the unipotent radical Uop of Bop, which is simply a Heisenberg
group over κ with center G−α−β(κ). Using character computations, one determines
that the restriction of τ to Uop consists of (q−1) copies of each of the (q−1) distinct
Stone-Von Neumann representations Hψ (corresponding to the nontrivial characters
ψ of κ) together with (q− 1)2 characters of Uop. (These characters correspond to the
characters ψ−α⊗ψ−β⊗1 of G−α(κ)×G−β(κ)×G−α−β(κ) where neither ψ−α nor ψ−β
is trivial.)
It is then straightforward to determine that ResBopτ decomposes as q distinct irre-
ducible representations: for each of the q−1 nontrivial characters ψ, the representation
ρψ = Ind
Bop
UopHψ of degree q(q − 1); and the representation ρ1 = Ind
Bop
Uopψ−α ⊗ ψ−β ⊗ 1,
of degree (q − 1)2, where ψ−α and ψ−β are any pair of nontrivial characters.
We obtain a corresponding decomposition π0ℓ = ⊕ψρ
′
ψ, where ρ
′
ψ := Ind
Gy
G112
t(ℓ)ρψ.
One can show that each ρ′ψ is irreducible by computing directly that of the seven dou-
ble cosets of G112 in Gy, only the trivial one supports nonzero intertwining operators.
Now let us consider the intertwining of π0ℓ with a principal series representation.
Set Ω3 = D ∩ Ω0(A, 3). By Proposition 7.2 and the remarks following, VΩ3 = V
G0,3 .
Since VΩ3 = V333, and since all Gy-subrepresentations of V of depth at most 2 lie in
V G0,3 , we deduce that all intertwining of π0ℓ with V occurs with the q
6(q2+q+1)(q+1)-
dimensional subrepresentation V333.
By the proof of Proposition 7.5, the intertwining number of π0ℓ with V333 is at least
deg(τ)/|S| = q + 1, which suggests the possibility that π0ℓ can be embedded into V
as a subrepresentation. This is in fact the case, as follows.
Using the same arguments as in the proof of Proposition 7.5, one can show directly
that the irreducible representation ρ′1 intertwines already with V222; in particular this
implies that ρ′1 has depth 1, which follows readily from its construction. Furthermore,
this intertwining occurs for no larger subgroup than G222, whence ρ
′
1 lives in the
highest-dimensional quotientW222. By [3], this component is irreducible of dimension
q(q2 − 1)(q3 − 1) (whence another proof of the irreducibility of ρ′1) and occurs in V
with multiplicity 1.
This leaves q independent intertwining maps of ρ′ = ⊕ψ 6=1ρ
′
ψ with V333. By comput-
ing the intertwining of ρ′ with the subrepresentations V223 and V222 of V333, we isolate
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their image to V223/V222 = W123 ⊕W223 ⊕W213. In [3] it is shown that W123 ∼= W213
are isomorphic and irreducible of dimension q2(q + 1)(q3 − 1) and in [17] it is shown
that W223 decomposes into a direct sum of q − 2 distinct irreducible representations
of this same degree, each distinct from W123. We deduce that ρ
′ coincides with
W123 ⊕W223 ∼= W213 ⊕W223 ⊆ V .
Consequently (cf. Corollary 7.6) π0ℓ embeds in V (nonuniquely!); in fact, we have
the stronger result that
π0ℓ ⊕ π
1
0 ⊕ π
2
0
∼= (W222 ⊕W123 ⊕W223)⊕W212 ⊕W122 ⊆ V.
However, V contains additional Gy-subrepresentations of depth 1, namely W202 ∼=
W112 ∼= W022, which by our analysis do not occur in the restriction of any depth-zero
supercuspidal representation of G.
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