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Abstract
In this paper we establish the existence of global continuous solutions of gas expansion into a
vacuum for the two-dimensional pressure-gradient equations in gas dynamics. Under irrotational
condition, By hodograph transformation, the flow is governed by the equation (p − p2v)puu +
2pupvpuv + (p − p2u)pvv = 0, which can be further reduced to a inhomogeneous linearly degener-
ate system of three equations. Then the problem of the expansion of a wedge of gas into a vacuum is
solved in the same way.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
We consider the transonic pressure-gradient equations

ρt = 0,
(ρu)t + px = 0,
(ρv)t + py = 0,
(ρE)t + (up)x + (vp)y = 0,
(1.1)
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ible Euler system (see [1,4,9,14]), where (x, y, t) is the space-time coordinates, ρ  0 the
density, (u, v) the velocity, and p  0 the pressure, and
E = 1
2
(u2 + v2) + 1
γ − 1
p
ρ
denotes the total energy per unit mass, γ > 1 is the adiabatic index.
From the first equation of system (1.1) one can find that ρ is independent of time, thus by
assuming ρ ≡ 1 and taking the transformation (γ −1)−1p = p′, (γ −1)−1(x, y) = (x ′, y ′),
system (1.1) can be written as

ut + px = 0,
vt + py = 0,
Et + (up)x + (vp)y = 0,
(1.2)
where E = 12 (u2 + v2) + p instead of the quantity in (1.1), p = 0 means vacuum, and the
primes on p′ and x ′, y ′ are dropped just for simplicity.
For the pressure-gradient equations, one-dimensional Riemann problem and Cauchy
problem with initial data in BV space were solved by Li et al. [9]. In [15], two-dimensional
Riemann problem is divided into 12 cases, numerical simulation and characteristic analysis
are done for each case. A set of conjectures for the solutions are proposed and still remain
open. In [14], the pressure-gradient equations (1.2) are coupled to give the following sec-
ond order quasi-linear mixed type equation:
(p − ξ2)pξξ − 2ξηpξη + (p − η2)pηη + 1
p
(ξpξ + ηpη)2 − 2(ξpξ + ηpη) = 0,
(1.3)
in self-similar coordinates ξ = x/t , η = y/t . The existence of a smooth solution in its el-
liptic region for (1.3) is established. Further, using decomposing method of characteristics,
[3] solved a degenerate Goursat problem of (1.3) up to a boundary where p = 0.
Recently, by introducing a set of skillful and wonderful Riemann invariants, [6,7] solved
the problem of the expansion of gas into a vacuum for the compressible Euler equations. In
the present paper, the idea and method of [6,7] are applied successfully to the same problem
for the pressure-gradient equations. Taking the self-similar transformation, system (1.2)
can be reduced to a two-dimensional quasi-stationary flow. Under irrotationality condition,
by the hodograph transformation, it can be transformed into a second order mixed type
partial differential equation(
p − p2v
)
puu + 2pupvpuv +
(
p − p2u
)
pvv = 0 (1.4)
in the phase space. This is an interesting equation which can be further transformed into
a 3 × 3 linearly degenerate quasi-linear system of first order provided that the flow is
supersonic. Then in this way we study the problem of the expansion of a wedge of gas into
a vacuum. This problem was earlier studied in [5,10,13] for Euler system, the substance is
to consider the interaction of two plane rarefaction waves in 1 + 2 space, which is referred
to [9,15] for theoretical analysis and numerical simulation. Here we prove that the flow is
uniformly supersonic and the solution is smooth globally by solving a Goursat problem
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smooth solutions in the interaction domain of two plane rarefaction waves for the pressure-
gradient equations.
It is noticed that, as a special case, by taking θ = π/4 in (3.8) and via a rotational
transformation to axes with the angle β = −π/4, our results are consistent with that in [3].
Certainly, the present method gives a flavor and simplicity.
In the next section, we consider the two-dimensional quasi-stationary flow and reduce
the system into a linearly degenerate one in the phase space. In the same way, Section 3
establishes the global existence of continuous solutions to the problem of a wedge of gas
expanding into a vacuum.
2. Two-dimensional quasi-stationary flow without rotationality
Consider system (1.2). Seeking the self-similar solutions of the form (u, v,p)(t, x, y) =
(u, v,p)(ξ, η) ((ξ, η) = (x/t, y/t)), for which (1.2) becomes

−ξuξ − ηuη + pξ = 0,
−ξuξ − ηvη + pη = 0,
−ξpξ − ηpη + puξ + pvη = 0.
(2.1)
The characteristic equation is
(η − λξ)[(η − λξ)2 − (1 + λ2) + p]= 0, (2.2)
which gives either
λ = λ0 = η
ξ
, (2.3)
or
λ = λ± = ξη ±
√
p(ξ2 + η2 − p)
ξ2 −p (2.4)
and λ± are
• real and distinct if and only if ξ2 + η2 > c2 (supersonic),
• real and identity if and only if ξ2 + η2 = c2 (sonic),
• complex conjugate if and only if ξ2 + η2 < c2 (subsonic).
Here c2 = p is the sonic speed. Therefore the pseudo-steady flow is transonic. Bounded
solutions in the neighborhood of infinity must be supersonic unless p = 0.
From (1.2) one can easily find
∂
∂t
(uy − vx) ≡ 0, (2.5)
which means the vorticity of the flow is unchanged as time increases. So we can assume
the flow is irrotational, i.e.,
uη = vξ (i.e., uy = vx), (2.6)
which is called the irrotationality condition.
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η(u, v), provided the solutions are nondegenerate in the sense that the Jacobian J =
D(u,v)/D(ξ, η) neither vanishes nor becomes infinite, then we have
pu = pξvη −pηvξ
uξ vη − vξ vη , pv =
pηuξ −pξuη
uξvη − vξ vη . (2.7)
Furthermore, we get from the conservation laws of momentum of (2.1) that
ξ = pu, η = pv, (2.8)
which gives{
ξu = puu,
ξv = puv,
{
ηu = puv,
ηv = pvv. (2.9)
By (2.8), the conservation law of energy of (2.1) can be written as
pupξ + pvpη = puξ + pvη, (2.10)
which results in
pu(puuξ +pvvξ ) + pv(puuη + pvvη) = puξ + pvη. (2.11)
Noting the homogeneity of uξ , vξ , uη and vη in (2.11), we can replace them by ηv , −ηu,
−ξv and ξv , provided the Jacobian is not degenerate. Thus in view of (2.9), (2.11) becomes(
p − p2v
)
puu + 2pvpvpuv +
(
p −p2v
)
pvv = 0. (2.12)
This is a second-order quasi-linear partial differential equation with two variables.
To derive the solutions, introducing
X = pu, Y = pv, (2.13)
we arrive at a first order 3 × 3 system


p − Y 2 XY 0
0 1 0
0 0 1




X
Y
p


u
+


XY p − X2 0
−1 0 0
0 0 0




X
Y
p


v
=


0
0
X

 . (2.14)
The system is equivalent to (2.12) if the solution is C1 in the domain under consideration.
It has three eigenvalues
λ0 = 0, λ− = XY −
√
p(X2 + Y 2 − p)
p − Y 2 ,
λ+ = XY +
√
p(X2 + Y 2 − p)
p − Y 2 , (2.15)
with three associated left eigenvectors
l0 = (0,0,1), l− =
(−1,
√
p(X2 + Y 2 − p),0),
l+ =
(
1,
√
p(X2 + Y 2 − p),0). (2.16)
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Y 2 > p holds, and λ− = λ+ if and only if X2 + Y 2 = p which is called as sonic curve.
Thus (2.12) or (2.14) is of mixed-type and degenerate on the sonic curve.
Multiplying (2.14) by the left eigenmatrix M = (l−, l+, l0)T from the left-hand side, we
get 

Xu + λ−Yu + λ+(Xv + λ−Yv) = 0,
Xu + λ+Yu + λ−(Xv + λ+Yv) = 0,
pu = X,
(2.17)
where the superscript T represents the transpose of matrix. Set
Q =
√
X2 + Y 2 − p, Q¯ =
√
p(X2 + Y 2 −p), (2.18)
and introduce Riemann invariants
R = −
√
pX + Y√X2 + Y 2 −p
p − Y 2 , S =
√
pX + Y√X2 + Y 2 − p
p − Y 2 , (2.19)
which satisfy

RX = λ−Q ,
RY = λ
2−
Q
,
Rp = Rλ−2√pQ,


SX = λ+Q ,
SY = λ
2+
Q
,
Sp = Sλ+2√pQ,
(2.20)
and
X + λ−Y = −√pR, X + λ+Y = √pS. (2.21)
Then (2.17) can be transformed into the form

Ru + λ+Rv = λ−Q
( 1
2RS − (λ−λ+ + 1)
)
,
Su + λ−Sv = λ+Q
( 1
2RS − (λ−λ+ + 1)
)
,
pu = X.
(2.22)
In addition, one can see that λ− and λ+ themselves are Riemann invariants satisfying

(λ−)X = RQ,
(λ−)Y = Rλ−Q ,
(λ−)p = R22√pQ,


(λ+)X = SQ,
(λ+)Y = Sλ+Q ,
(λ+)p = S22√pQ,
(2.23)
so (2.17) can be also written as

(λ−)u + λ+(λ−)v = RQ
( 1
2RS − (λ−λ+ + 1)
)
,
(λ+)u + λ−(λ+)v = SQ
( 1
2RS − (λ−λ+ + 1)
)
,
pu = X.
(2.24)
Because the linear combinations of Riemann invariants are still Riemann invariants, it
is very convenient to take Riemann invariants as follows:
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√
X2 + Y 2 − p√
p + Y ,
B = S + λ+ = X +
√
X2 + Y 2 − p√
p − Y . (2.25)
Then we have
X =
√
p(AB − 1)
A− B , Y =
√
p(A + B)
A − B , Q =
√
p(AB + 1)
A− B , (2.26)
and
R = 1 + A
2
2A
, S = 1 + B
2
2B
,
λ− = A
2 − 1
2A
, λ+ = B
2 − 1
2B
. (2.27)
Using these identities, from (2.22) and (2.24), a direct calculation yields

Au + λ+Av = 1√pG1(A,B),
Bu + λ−Bv = 1√pG2(A,B),
pu =
√
p(AB−1)
A−B ,
(2.28)
where
G1(A,B) = A(A− B)
AB + 1 G(A,B), G2(A,B) =
B(A − B)
AB + 1 G(A,B),
G(A,B) = 1
2
RS − (λ−λ+ + 1) = (AB + 1)
2 − 3(A − B)2
8AB
. (2.29)
From (2.27), one can see that λ− only depends on A and λ+ only on B , so (2.28) is
an inhomogeneous linearly degenerate system, which gives the possibility to get global
continuous solutions to the initial boundary value problems for the pressure-gradient equa-
tions. Furthermore, if G(A,B) = 0, then the first two equations of (2.28) become homo-
geneous equations{
Au + λ+Av = 0,
Bu + λ−Bv = 0, (2.30)
which always possesses a unique global continuous solutions provided the corresponding
initial or boundary data has a uniform bound for the C1 norm. These kinds of problems
have been treated in [2,12]. For the general results of inhomogeneous linearly degenerate
system of two equations, please refer to [8]. Thus, by decoupling A and B from the third
equation intrinsically, we can adopt the method to deal with the 3 × 3 system.
The mapping (X,Y ) → (R,S), (X,Y ) → (λ−, λ+), and (X,Y ) → (A,B) are all bi-
jective as long as the flow is supersonic and Y 2 = p, see (3.20) in the next section. Thus
once we obtain the solutions of (2.28), we can obtain the solutions (X,Y ) of (2.17) by the
recovery process (2.26) provided A = B .
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Φ = (A,B,p)T , (2.31)
and the eigenvectors associated with the eigenvalues λ+, λ− and λ0 of (2.28) in turn
l+ = (1,0,0), l− = (0,1,0), l0 = (0,0,1). (2.32)
Using the notations
di
du
= ∂
∂u
+ λi ∂
∂u
, i = 0,±,
we rewrite (2.28) as

d+A
du
= 1√
p
G1(A,B),
d−B
du
= 1√
p
G2(A,B),
d0p
du
=
√
p(AB−1)
A−B .
(2.33)
3. Expansion of a wedge of gas into a vacuum
In this section, we consider the problem of gas expanding into a vacuum. Assume that
two semi-infinite rigid walls bounding a gas with constant velocity are placed symmetri-
cally as in Fig. 1(a). At t = 0 these two walls are removed instantaneously and the gas will
expand into the vacuum at once. The initial data takes
(p,u, v)(0, x, y) =
{
(p0, u0, v0), −θ < α < θ,
(0, u¯, v¯), otherwise,
(3.1)
where p0 > 0, u0 and v0 are constant, (u¯, v¯) is the velocity in the wave front, not being
specified, α = arctany/x is the polar angle, θ is reasonable to be restricted between 0 and
π/2.
Fig. 1. The expansion of a wedge of gas into a vacuum.
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the two pieces of constant initial data
(p,u, v)(0, x, y) =
{
(p1, u1, v1), µx + νy > 0,
(p2, u2, v2), µx + νy < 0, (3.2)
where (µ, ν) is the unit normal of the discontinuity line. Seeking the solution of the form
(p,u, v)(t, x, y) = (p,u, v)((µx + νy)/t) = (p,u, v)(ζ ), (1.2) is reduced to

−ζuζ + µpζ = 0,
−ζvζ + νpζ = 0,
−ζpζ + µpuζ + νpvζ = 0,
(3.3)
which gives either a constant solution (p,u, v) ≡ (p0, u0, v0), or a plane rarefaction wave
solutions

ζ+ = √p,
dp = √pdV,
dU = 0,


ζ− = −√p,
dp = −√p dV,
dU = 0,
(3.4)
where U = −νu + µv and V = µu + νv are the tangential and normal components along
the propagation of the wave.
Specially, when the wave propagating in y-direction is considered, the solution takes

η = √p,
√
p = √p0 + 12 (v − v0),
u ≡ u0,


η = −√p,
√
p = √p0 − 12 (v − v0),
u ≡ u0.
(3.5)
For simplicity we assume that the gas is at rest initially, i.e., (u0, v0) = (0,0). After the
walls are removed, the gas away from the sharp corner expands into the vacuum as plane
rarefaction waves, which are explicitly expressed as
R1:


√
p = ξ sin θ − η cosθ,
u = 2 sin θ(ξ sin θ − η cosθ − √p0 ),
v = −2 cosθ(ξ sin θ − η cos θ − √p0 ),
0 ξ sin θ − η cos θ √p0,
(3.6)
and
R2:


√
p = ξ sin θ + η cosθ,
u = 2 sin θ(ξ sin θ + η cosθ − √p0 ),
v = 2 cosθ(ξ sin θ + η cos θ − √p0 ),
0 ξ sin θ + η cos θ √p0,
(3.7)
where R1 emits from l1 and R2 from l2. At the beginning, R1 and R2 interact at P =
(
√
p0/ sin θ,0), and they are separated from the mixed wave region, the interaction region
of the rarefaction waves, by characteristics of (2.1) from point P ,
l−:
(
η +
√
p0 cosθ
2
)2
+
(
ξ −
√
p0
)2
= p04 , ξ  0, η 0,2 sin θ 2 sinθ 4 sin θ
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(
η −
√
p0 cosθ
2 sin2 θ
)2
+
(
ξ −
√
p0
2 sinθ
)2
= p0
4 sin4 θ
, ξ  0, η 0. (3.8)
Namely, l− is an arc of the circle centered on( √
p0
2 sin θ
,−
√
p0 cosθ
2 sin2 θ
)
and l+ an arc of the circle centered on( √
p0
2 sin θ
,
√
p0 cosθ
2 sin2 θ
)
.
Therefore we need to seek the solution in the mixed wave region bounded by l−, l+ and l∗,
the interface of gas and vacuum which is a curve starting from point O , ending at point O
and staying in the domain bounded by l−, l+, as shown in Fig. 1(b).
From (3.1) we see that the vorticity of initial velocity field is zero. Thus the flow is
always irrotational provided the solution is continuous (see [6]). So we can deal with this
problem in the same way as the last section.
To this end, next we will work in the phase space. The projection of the plane rarefaction
waves R1 and R2 in (u, v)-plane are lines
H1: u cosθ + v sin θ = 0 (−2√p0 sin θ  u 0)
and
H2: u cosθ − v sin θ = 0 (−2√p0 sin θ  u 0),
respectively, on which we have
p|H1 =
(√
p0 − 12 V¯
)2
, p|H2 =
(√
p0 − 12
¯¯V
)2
, (3.9)
where V¯ = −u sin θ + v cosθ, ¯¯V = u sin θ + v cosθ .
Moreover, the plane rarefaction wave (3.5) is a semi-infinite line on u = u0. For the
former of (3.5), the line is u = u0, v  v0, on which pv = √p, pvv = 1/2. Thus we can
view (2.12) as an ordinary differential equation of pu to get
pu = √p
(
c − 1
2
v
)1/2
, c = pu(u0, v0). (3.10)
While for the latter of (3.5), the line is u = u0, v  v0, on which pv = −√p, pvv = 1/2,
and
pu = √p
(
c¯ + 1
2
v
)1/2
, c¯ = pu(u0, v0). (3.11)
Now let us take the transformations{
x ′ = x cosβ + y sinβ,
y ′ = −x sinβ + y cosβ, and
{
u′ = u cosβ + v sinβ,
v′ = −u sinβ + v cosβ.
Then we have( ∂
∂u
∂
)
=
(
cosβ − sinβ )( ∂∂u′
∂
)
. (3.12)∂v
sinβ cosβ
∂v′
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the latter case of (3.5) and corresponds to H1. So
pu′ =
{√
p
(
c¯ + 1
2
v′
)}1/2
, p′v = −
√
p,
which gives that

pu =
(√
p0 − 12 V¯
)
× {(√p0 cot2 θ + 12 V¯ )1/2(√p0 − 12 V¯ )−1/2 cos θ + sin θ},
pv =
(√
p0 − 12 V¯
)
× {(√p0 cot2 θ + 12 V¯ )1/2(√p0 − 12 V¯ )−1/2 sin θ − cosθ}.
(3.13)
Because of symmetry of the solution with respect to u-axis, we have
pu(u, v) = pu(u,−v), pv(u, v) = −pv(u,−v). (3.14)
Thus pv(u,0) = 0, it follows from (3.13) that c¯ = √p0 cot2 θ .
In the same way, the rarefaction wave R2 from l2 satisfies the former case of (3.5) and
corresponds to H2 on which, by taking β = −θ , we obtain that

pu =
(√
p0 + 12 ¯¯V
)
× {(√p0 cot2 θ − 12 ¯¯V )1/2(√p0 + 12 ¯¯V )−1/2 cos θ + sin θ},
pv = −
(√
p0 + 12 ¯¯V
)
× {(√p0 cot2 θ − 12 ¯¯V )1/2(√p0 + 12 ¯¯V )−1/2 sin θ − cosθ}.
(3.15)
Therefore the problem (2.12), (3.1) is reduced to a boundary value problem for (2.28)
with the boundary data (3.9) and
A01 = A|H1 = −
(√
p0 cot2 θ + 12 V¯
)1/2(√
p0 − 12 V¯
)−1/2
(1 + cosθ) + sin θ(√
p0 cot2 θ + 12 V¯
)1/2(√
p0 − 12 V¯
)−1/2
sin θ + 1 − cosθ
,
B01 = B|H1 =
(√
p0 cot2 θ + 12 V¯
)1/2(√
p0 − 12 V¯
)−1/2
(1 + cosθ) + sin θ
−(√p0 cot2 θ + 12 V¯ )1/2(√p0 − 12 V¯ )−1/2 sin θ + 1 + cos θ
,
A02 = A|H2 = −
(√
p0 cot2 θ − 12 ¯¯V
)1/2(√
p0 + 12 ¯¯V
)−1/2
(1 + cosθ) + sin θ
−(√p0 cot2 θ − 12 ¯¯V )1/2(√p0 + 12 ¯¯V )−1/2 sin θ + 1 + cosθ
,
B02 = B|H2 =
(√
p0 cot2 θ − 12 ¯¯V
)1/2(√
p0 + 12 ¯¯V
)−1/2
(1 + cosθ) + sin θ(√
p0 cot2 θ − 12 ¯¯V
)1/2(√
p0 + 12 ¯¯V
)−1/2
sin θ + 1 − cosθ
. (3.16)
Obviously, H1 and H2 are the characteristics of (2.12) or (2.28) corresponding to λ− and
λ+, respectively. So this is a Goursat problem. Now we aim to seek the solution of (2.28)
and (3.9), (3.16) in the mixed wave region Ω bounded by H1, H2 and l′∗, the interface of
the gas and vacuum which is a curve (see Remark 2 below) staying in the domain bounded
by H1, H2, as shown in Fig. 2.
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It is easy to see that −1 < A0 < −
√
3 and
√
3 < B0 < 2 for some bounded posi-
tive constants 1 and 2. Furthermore, on H1 and H2, the flow is uniformly supersonic
(AB + 1)/(A− B) > 0.
In addition, it is trivial to check that the admissibility condition to this problem holds,
namely,
1
λ+
(
l0 · d+φ
du
−
√
p(AB − 1)
A− B
)
= 1
λ−
(
l0 · d−φ
du
−
√
p(AB − 1)
A − B
)
at (u, v) = (0,0) (see [12]). Thus, by the standard method we obtain the local existence of
solutions to this problem. That is there exits δ > 0 such that (2.28), (3.9), (3.16) possesses
a unique C1 solution in the region Ω¯ = {(u, v) ∈ Ω; −δ < u < 0}. To get the existence
of global smooth solution in Ω , we need to derive some a priori estimates on the C0 and
C1-norm of the solution.
Lemma 3.1. Suppose that there exists a C1 solution (A(u, v),B(u, v),p(u, v)) in Ω . Then
C0-norm has a uniform bound independent of u for −2√p0 sin θ  u 0.
Proof. From AB+1
A−B > 0, we can see
AB−1
A−B > 0. Assume that
AB−1
A−B is bounded. Then from
the third equation of (2.28) we find p is uniformly bounded and 0  p  p0. Thus it
suffices to prove that A and B are uniformly bounded and satisfy the above assumption.
Here we just restrict to the physically reasonable part p  0.
From (2.28) we see that G(A,B) = 0, i.e., (AB + 1)2 = 3(A − B)2 is the invariant
manifold of the dynamic system. Denote
L:
AB + 1
A − B =
√
3, M: AB = −1. (3.17)
Both L and M are hyperbolic curves and strictly increasing in the second quadrant of
(A,B)-plane. L lies to the left of M , as shown in Figs. 3 and 4 . According to the values
on the boundary, we discuss this problem by three cases.
Case 1. On the boundary AB+1
A−B >
√
3, A = A0 < 0, B = B0 > 0, and L encompass a
domain Σ as in Fig. 3. In the domain, AB + 1 < 0. On L1,
G1(A,B) = − 1 A − B
(
(AB + 1)2 − 3(A− B)2)< 0,8B AB + 1
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and on L2,
G2(A,B) = − 18A
A− B
AB + 1
(
(AB + 1)2 − 3(A− B)2)> 0.
These imply that Σ is an attractor. That is, A and B are uniformly bounded.
Case 2. On the boundary AB+1
A−B <
√
3. As in Fig. 4, we have G1(A,B) > 0 on L1 and
G2(A,B) < 0 on L2. Thus the flow enters the domain Σ and never goes out.
Case 3. On the boundary AB+1
A−B =
√
3. Since L is the invariant manifold, the solution is
A = A0,B = B0.
The proof of this lemma is completed. 
Remark 1. In Case 3 one can find that cotθ = √3, i.e., θ = π/6, and the exact solution is
p = (√p0 + u)2, −√p0  u 0. (3.18)
Remark 2. From the proof of Lemma 3.1, we notice that AB−1
A−B > δ > 0 for some con-
stant δ. It then follows that
√
p <
√
p0 + δ2u (3.19)
for u < 0. Therefore there must exist u¯(β) < 0 such that p(u¯(β), v(u¯)) = 0, where v =
v(u¯) is a smooth curve, denoted by l′∗, which is just the interface of gas and vacuum, and
β ∈ [π/2 + θ,3π/2 − θ ] the polar angle as in Fig. 2. By the uniform boundedness of
pu, we conclude from (2.8) that this interface in (u, v)-plane is the same in (ξ, η)-plane.
Moreover, it is a straight segment for the exact solution above.
Corollary 3.1. The flow is uniformly supersonic in Ω .
Proof. In the proof of Lemma 3.1 we see that AB+1
A−B > 0 holds. Also from (2.27) we have
λ− = A2−12A < −δ < 0, λ+ = B
2−1
2B > δ > 0. Thus
λ+ − λ− > 2δ > 0. (3.20)
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long as the solution is smooth.
We proceed to estimate the C1-norm of (A,B). To accomplish this, we cut a sufficiently
thin strip along the interface of gas and vacuum, then the C1-norm of the global smooth
solution is uniformly bounded in the left region. That is, for any fixed  > 0, the solution
exits and has some uniform a priori estimates in the region Ω¯ = {(u, v) ∈ Ω; u¯(β) +  <
u 0}, in which δ < p  p0 holds, where u¯(β) is defined in Remark 2.
For simplicity, denote
A¯ = √pA, B¯ = √pB, (3.21)
then by direct calculation in (2.28) we get{
A¯u + λ+A¯v = G¯1(A,B),
B¯u + λ−B¯v = G¯2(A,B),
(3.22)
where
G¯1(A,B) = G1(A,B) + A2
B2 + 1
2B
,
G¯2(A,B) = G2(A,B) − B2
A2 + 1
2A
. (3.23)
Let
φ = (λ− − λ+)A¯v, ψ = (λ+ − λ−)B¯v. (3.24)
Then a routine calculation yields{
φu + λ+φv = c1 + d1φ + e1ψ,
ψu + λ−ψv = c2 + d2φ + e2ψ, (3.25)
where
ci = ci(A,B,p) = − (λ− − λ+)2√p
A + B
A − B (AG¯iA + BG¯iB),
di = di(A,B,p) = (λ− − λ+)√
p
A(A+ B)
A − B G¯iA + (2 − i)ki(A,B),
ei = ei(A,B,p) = (λ− − λ+)√
p
B(A + B)
A − B G¯iB + (i − 1)ki(A,B), (3.26)
and
ki(A,B) = (−1)i (1 − AB)(A− B)
2
2√p(AB + 1)AB G(A,B), i = 1,2. (3.27)
Next we consider the boundary values of (3.25). On H1 we have A(u,v) = A01(u, v(u)),√
p = √p0 − 12 V¯ . So, A¯01 =
√
pA01 and
A¯u + λ−A¯v = dA¯01 . (3.28)
du
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φ|H1 =
dA¯01
du
− G¯1(A,B)|H1 . (3.29)
Analogously,
ψ|H2 =
dB¯02
du
− G¯2(A,B)|H2, (3.30)
where B¯02 is defined on H2 similar to A¯01 on H1.
Set
V (Ω¯) = max
(u,v)∈Ω¯
{
A¯(u, v), B¯(u, v)
}
,
then writing (3.25) with the boundary values (3.29), (3.30) into the corresponding integral
equations, and by the Gronwall inequality we obtain
V (Ω¯) C1√
p
exp
(
−C2u√
p
)
, (3.31)
where C1 and C2 are positive constants depending only on the C0-norm of A,B,p in Ω¯ .
Thus C1-norm of A and B have uniform bounds due to (3.21), (3.24) and the system is
strictly hyperbolic on Ω under consideration. By the results in [8, Theorem 2.4, p. 44] we
get the following theorem. 
Theorem 3.3. The Goursat problem (2.28), (3.9), (3.16) admits a unique global C1 so-
lution (A¯, B¯,p) in Ω¯ , which has uniform bounds as stated in Lemma 3.1 and (3.31).
Furthermore, by the arbitrariness of  > 0, the solution can be extended to the interface of
gas and vacuum. That is, there exits a unique global C1 solution to (2.28), (3.9), (3.16) in
Ω − l′∗, where l′∗ is the interface of gas and vacuum.
Theorem 3.3 shows the global existence of smooth solutions to the problem of a wedge
of gas with constant velocity expanding into a vacuum up to a boundary where p = 0. That
is the solutions take the value zero in a bulb near the origin, which is the domain bounded
by the dashed line as shown in Fig. 1(b).
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