Although many programs have been published for fully numerical Hartree-Fock (HF) or density functional (DF) calculations on atoms, we are not aware of any that support hybrid DFs, which are popular within the quantum chemistry community due to their better accuracy for many applications, or that can be used to calculate electric properties. Here, we present a variational atomic finite element solver in the HelFEM program suite that overcomes these limitations. A basis set of the type χ nlm (r, θ, φ) = r −1 B n (r)Y m l (r) is used, where B n (r) are finite element shape functions and Y m l are spherical harmonics, which allows for an arbitrary level of accuracy.
Introduction
In the present work, we will describe the implementation of an atomic finite element solver for HF and DFT calculations, also with hybrid and meta-GGA functionals. The program called HelFEM, 8 where the first part stands both for the electronic Hamiltonian
as well as the city and university of Helsinki where the present author is situated, is open source (GNU General Public License), is written in object-oriented C++, and takes advantage of a number of recently published open source algorithms and libraries for its capabilities. Most importantly, HelFEM is interfaced with the Libxc library 9 that offers access to hundreds of exchange-correlation functionals published in the literature. HelFEM supports pure and hybrid 10 density functionals at the local spin-density approximation 2 (LDA), generalized-gradient approximation 11 (GGA) as well as meta-GGA 12 levels of theory. Rangeseparation is not supported in HelFEM at present due to reasons that will become obvious later in the manuscript. The orbitals can be fully spin-restricted, spin-restricted open-shell, or fully spin-unrestricted.
The data layout in HelFEM is deliberately similar to what is used in typical quantum chemistry programs employing Gaussian basis sets. The rationale for this is the following. First, if one wants to use the program to study symmetry breaking effects in HF and DFT, the program cannot employ symmetries, meaning that the basis set must explicitly span all angular degrees of freedom. Second, although the basis set is local, the exchange matrix is dense because the HF exchange interaction is non-local. Furthermore, as evaluations of the total energy require access to all of the elements of the density and exchange matrices, this means that the full density and Fock matrices will anyhow be necessary. Third, by the use of full, dense matrices alike Gaussian-basis programs, many functionalities, such as the DIIS 13, 14 and ADIIS 15 SCF convergence accelerators can be adopted directly from the Erkale program. 16, 17 Furthermore, as many powerful open-source quantum chemistry programs have recently become available, interfaces to e.g. Psi4 18 or PySCF 19 could be implemented in the future for post-HF treatments, including multiconfigurational methods, configuration interaction, and coupled-cluster theories, thanks to the easy data interface.
We present two applications of the novel code. The first application is the calculation of atoms in finite electric fields. Finite electric field calculations allow, for instance, the extraction of atomic static dipole polarizabilities, which are a well-known challenge for theoretical methods 20 and the best values for which have been recently reviewed by Schwerdtfeger and Nagle. 21 Atomic static dipole polarizabilities are related to global softness and the Fukui function. 22 As the molecule with the lowest static dipole polarizability tends to be the chemically most stable, [23] [24] [25] the accuracy of static dipole polarizabilities can be considered a proxy for thermochemical accuracy. Various density functionals have been shown to outperform HF for molecular static dipole polarizabilities with hybrid functionals yielding the best results, [26] [27] [28] [29] [30] as the error in polarizabilities typically arises from the exchange part. 30 Fully numerical all-electron HF results for atoms [31] [32] [33] [34] and density functional results for molecules 35 have been reported in the literature, whereas post-HF and relativistic DFT results have been calculated using Gaussian basis sets. [36] [37] [38] [39] [40] In our application, we study the Li + and Sr 2+ ions with HF and show that we are able to reproduce the fully numerical HF limit values from ref. 41 . In addition, we report dipole moments and polarizabilities with the LDA, [42] [43] [44] PBE, 45, 46 PBEh, 47, 48 TPSS, 49, 50 and TPSSh 51 functionals. Our second application is the benchmark of Gaussian basis set energies for a variety of neutral, cationic, and anionic species with HF and the BHHLYP 10 functional. Atomic anions are especially challenging to model with DFT. [52] [53] [54] [55] [56] For instance, it has been shown that calculations on the well-bound F -anion may require extremely diffuse basis functions with exponents as small as(!) α = 6.9 × 10 −9 to achieve converged results. 54 The use of such small exponents requires extensive modifications to the used Gaussian-basis quantum chemistry program to ensure sufficient numerical accuracy. 54, 56 In contrast, the finite element method has none of these issues: because the basis set has local support and is never illconditioned, calculations are extremely stable numerically. We will show below that the absolute energies reproduced by the large Gaussian basis set used in refs. 56, 57 are too large by several microhartrees for most systems. The second part of the present series presents analogous applications to diatomic molecules, where the deficiencies of Gaussian basis sets are considerably more noticeable. 58 The layout of the article is the following. Next, in the Theory section, we provide a brief presentation of the finite element method as it is unfamiliar to most quantum chemists as well as summarize the variational approach, and then proceed with the calculation of various matrix elements that are necessary for HF and DFT. The Theory section is followed by a Computational details section, which describes the present implementation and details various convergence parameters that were used for the calculations. Then, the Results section begins with extensive studies of the convergence properties of the finite-element expansion for HF calculations on the noble elements, and presents applications of the program to electric properties, and to the study of the accuracy of Gaussian basis set calculations at the HF, LDA, GGA, and meta-GGA levels of theory, including hybrid functionals. The article ends with a brief Summary and Conclusions section. Atomic units are used, unless specified otherwise. The Einstein summation convention is employed, meaning implied summations over repeated indices.
Theory

Finite elements
As the finite element method is not well known in computational chemistry -to our best knowledge only one book exists on the application of the method to quantum mechanics at an accessible level 59 -we will briefly describe the one-dimensional finite element method, which is used here and in the second part of the series.
58
In the one-dimensional finite element method (FEM), the problem of the global description of a function f (r) is split into a number of easier problems, that is, the description of f (r) within line segments r ∈ [r min , r max ] called elements. Within each element, the value of any function f (r) can be approximated using n element-specific basis functions φ i (r) also known as shape functions as
The shape functions are traditionally chosen by specifying n control points called nodes uniformly in the element including all its edges, and demanding that each of the n basis functions correspond to the value of the function f at one of these points
the condition of equation (3) can be equally written in the form
Equation (4) yields the well-known Lagrange interpolating polynomials (LIPs), which can also be written in closed form as
Two-and three-node LIPs are shown in figure 1 . In addition to LIPs, also Hermite interpolating polynomials (HIPs) can be used. Firstorder HIPs are defined by
that is, the even and odd-numbered basis functions describe the values of f (r) and f (r) at the nodes, respectively, guaranteeing continuity both of the function and its derivative across element boundaries. It has been claimed that due to this added flexibility, HIPs yield better results for quantum mechanical problems than LIPs. 59, 60 Analogous expressions to equations (6) and (7) can be developed for higher order HIPs that guarantee continuity of the derivative up to the n th order; LIPs being equivalent to 0 th order HIPs. In order to derive expressions for HIPs, we shall follow the style of traditional finite element textbooks such as ref. 59 , and write the basis functions in terms of primitive polynomials as
The expansion for LIPs can be obtained by writing out equation (4) as a matrix equation
Denoting the first matrix in equation (9) as R and the second matrix containing the primitive coefficients as C, the primitive coefficients can be solved with C = R −1 . HIPs can be solved in terms of primitive polynomials with a matrix equation similar to equation (9) ; HIPs of an arbitrary order are supported in HelFEM.
Despite the use of primitive polynomial expansions in most finite element textbooks, the resulting matrix equations of the type of equation (9) become numerically unstable for high orders due to the Runge phenomenon, limiting one to polynomials of a low order, such as five or six. However, numerically stable alternatives can be fashioned by the use of orthogonal polynomials. For instance, although equation (5) is unstable with uniformly spaced nodes, it can be made stable to high orders by switching to the use of non-uniformly spaced nodes. Choosing the locations of the nodes based on a quadrature rule such as Gauss-Lobatto as in the spectral element method 61 yields an especially powerful approach. An example of a six-node LIP element with Lobatto nodes is shown in figure 2a . We have also implemented another numerically stable primitive basis, similarly allowing the use of high-order elements, by following Flores et al. 62, 63 and using Legendre polynomials P n (x) in terms of the shape functions
that vanish at the boundaries, the first and last basis functions that guarantee continuity of the wave function across element boundaries being given by
An example of the Legendre basis is shown in figure 2b . The lowest-order Legendre element given by equations (11) and (12) is equivalent to the 2-node LIP element, whereas higher orders describe variations at smaller and smaller scales. As only one function contributes to the value at a given node, boundary conditions can be easily implemented in the finite element approach. Orbitals can be made to vanish at the origin by removing the first basis function from the first radial element. Likewise, the vanishing boundary condition at infinity is achieved by removing the last basis function in the last radial element. Note, however, that for a HIP basis, the boundary condition of origin only applies to the function value, not any of its derivatives; at infinity both the function and its derivatives are set to zero.
Finite element matrices
Although the basis functions are only defined within a single element, nodes at the element boundary are shared between the functions of the two elements touching at the boundary. As a node defines a basis function, this means that the basis functions sharing the node at the boundary must be identified with each other. That is, while given three three-node LIP elements, a naïve evaluation of e.g. the overlap matrix would read 
where the superscript denotes the element in which the functions reside and the subscripts contain the local function indices, identification of the bordering functions results in an overlaying of the element matrices 
The use of a HIP basis results in a larger amount of overlaying. While equation (14) shows the true form of the matrix, the "naïve" representation of equation (13) is useful due to its simplicity: it is easy and efficient to contract matrices in the naïve representation, which is the approach adopted in HelFEM.
Basis set
Due to the high amount of symmetry present in the atomic case, polar spherical coordinates are used, whereby the orbitals separate into a radial part and and angular part. A trivial choice for the basis set in an atomic calculation would thus be
where B n (r) are finite element shape functions. Instead, following tradition, 64 we choose the basis set as
since including the asymptotic r −1 factor leads to much faster convergence in the radial basis. This also has the benefit that in equation (16) all B n (0) have to vanish, whereas in equation (15) only the non-s-state radial functions vanish at the nucleus, as will be detailed below.
Although the basis set (equation (16)) could in principle employ different radial grids for the various angular momentum channels, the same radial finite element basis set is typically employed for all values of l and m. This approach is also chosen in the present work, as the use of a common radial grid simplifies the implementation, as will also be seen below.
In the following, basis functions i carry both an angular part l i , m i , and a radial part B i . The full dimension of the basis set is given by the number of radial functions times the number of angular functions.
Variational approach
As is well known, the variational solution of the HF equations within a basis set leads to the Roothaan 65 or Pople-Nesbet equations
analogous equations are also obtained in the case of Kohn-Sham DFT. 67, 68 Here, F σ is the (Kohn-Sham) Fock operator of spin σ, C σ are the canonical molecular orbital coefficients, and σ is a diagonal matrix holding the corresponding orbital energies.
Although we have chosen the basis functions to be complex, we are free to choose the coefficients to be real in the absence of a magnetic field. Note that complex coefficients may be necessary in some approaches even in the absence of an magnetic field, see e.g. refs. 69-74. In contrast, the coefficients can be chosen to be real even in the presence of a magnetic field in the case of atoms and diatomic molecules in a parallel field; see ref. 75 .
The Roothaan / Pople-Nesbet equations are solved in the present work by symmetric orthonormalization:
76 writing the unknown orbital coefficient in terms of a transformation matrix X as C =CX (18) and left-multiplying equation (17) with X T , one obtains the equation
Setting X = S −1/2 , equation (19) simplifies into a normal eigenvalue equatioñ
where the transformed Fock matrix is given bỹ
The molecular orbital coefficients in the original basis can be obtained from the solution of equation (20) with equation (18) . Because the finite element basis set is never ill-conditioned, S −1/2 for equation (19) can be constructed in HelFEM with either Cholesky factorization
or an eigendecomposition
The orthonormalization based on equations (22) and (23) or equations (24) and (25) is performed in terms of normalized basis functions, as this turns out to be necessary for the numerical stability of the procedure. However, the basis functions themselves are not normalized in HelFEM; the normalization is stored in the rows of S −1/2 . As symmetry with respect to the m quantum number is used by default in HelFEM, the eigendecomposition can be blocked by m channel in solving equations (20) and (24); this makes the diagonalizations fast even in large basis sets.
One-electron matrix elements
To be able to solve the SCF equation (equation (17)), we need to compute several matrix elements. The Fock operator corresponding to spin σ is given by
where T is the kinetic energy, V nuc is the nuclear attraction, and J and K are the Coulomb repulsion and exchange(-correlation) matrices that contain two-electron interactions. P σ is the density matrix for spin σ (27) and P is the total density matrix
Overlap
The overlap matrix elements are simply
where δ ij is the Kronecker delta symbol. Here and in the following, integration over r ∈ [0, ∞) is implied for brevity; however, the finite support of the basis functions truncate the integrals to a finite interval.
Kinetic energy
The evaluation of the kinetic energy matrix is slightly more complicated. In spherical coordinates, the gradient of a function f is given by
wherer,θ, andφ are unit vectors in the direction of the coordinates r, θ, and φ, respectively. The Laplacian reads
which can be rewritten as
whereL 2 is the angular momentum operator. Thus, the kinetic energy is
Using partial integration to move the first derivative
where the substitution term (first term in equation (37)) vanishes since the basis functions and their derivatives are zero at the end points, one obtains the final expression
The l(l + 1)/r 2 term in equation (38) implies that non-s states must vanish at the origin, as otherwise the kinetic energy would go to infinity. However, as the r −1 factor has been included explicitly in the basis set (equation (16)), we must require that B n (r) has to go to zero at the origin also for s states -meaning the radial basis set is identical for all values of l and m -as otherwise the value of the orbital r −1 B n (r) would diverge at the nucleus. The l(l + 1)/r 2 term is also responsible for the energy ordering of atomic shells. As discussed in ref. 7 , the term prevents p, d, and f orbitals from seeing the less-screened regions of the nuclear potential close to the nucleus, thereby causing the orbitals with l > 1 to lie higher in energy than what would be statically expected just from the l(l + 1)/r 2 term itself.
Nuclear attraction
The nuclear attraction matrix for a point nucleus is
Quadrature
Although the integrals can in principle computed analytically in a primitive polynomial basis, the polynomials would need to be translated to the location of the element, which we have found to be numerically problematic. Furthermore, as the use of primitive polynomials is numerically unstable, alike other FEM programs, we choose to calculate the integrals using quadrature, as this allows the basis functions to be chosen freely. Gauss-Chebyshev quadrature on the primitive interval x ∈ [−1, 1] is employed in HelFEM, as the integration nodes and weights have closed-form expressions. The necessary coordinate transformation from r ∈ [r min , r max ] to x ∈ [−1, 1] is given by
where
is the midpoint of the interval and
is its length. Using the transformation in equation (41), the necessary quadrature rules are obtained as
Two-electron integrals
The two-electron integrals
can be evaluated with the help of the Laplace expansion
where r < and r > denote the smaller and greater of r 1 and r 2 , respectively, as
Invoking the rule of complex conjugation of spherical harmonics
and employing their closure relation
where an asymmetric definition for the Gaunt coefficient is used
the two-electron integral is obtained in the form
From equation (52), it is seen that the integral is non-zero only if
and
Furthermore, as the spherical harmonic with quantum numbers L and M must exist in order for the coupling to make sense, one obtains the further condition
The conditions in equations (53) to (57) truncate the series in equation (52) to a finite number of terms. Thus, the repulsion integrals reduce to the simple expression
where M is defined via equation (54) and the primitive integrals are defined as
Primitive integrals
The primitive integrals can be split into two terms
as the integration over r 1 and r 2 can be divided into integration over two triangles separated by the line r 1 = r 2 . Substituting equation (62) into equation (59) yields
As the basis functions have finite support, the functions i and j have to reside in the same element, and the functions k and l have to reside in the same element, as otherwise their product vanishes. If ij and kl are not within the same element, then only a single term in equation (64) survives
and this interelement integral factorizes into two simple radial integrals with indices ij and kl. We have assumed in equation (65) that ij are farther from the origin than kl. If ij and kl are within the same element, one has to evaluate the intraelement primitive integral from equation (64) . This proceeds in three steps:
Note that the integral in equation (66) does not range over the whole element, i.e. it only involves part of the basis functions. As the outer integral equation (67) is performed using quadrature with quadrature points r i , i ∈ [1, N ], the inner integral equation (66) is evaluated in slices by
from which the full integral is recovered with
Denoting the number of primitive basis functions per element as N p and the number of elements as N el , the storage of the two-electron integrals then requires 2(L max + 1)N 2 p N el memory for the interelement integrals, and (L max + 1)N 4 p N el memory for the intraelement integrals, where the maximum possible angular momentum is L max = 2l max . Importantly, the scaling of the storage cost is bilinear in the number of elements and in the angular grid, implying that large expansions can be employed.
Coulomb matrix
The Coulomb matrix is given by
Insertion of the two-electron integrals (equation (58)) gives the Coulomb matrix in the form
Because the primitive integrals I L ijkl only depend on the radial part, the Coulomb matrix can be formed in three steps:
1. contract the density matrices into radial-only auxiliary matrices P LM kl
Step 2 above can be made computationally efficient by employing the factorization of the primitive integrals, reducing the scaling from N 4 p to N 2 p , as well as using matrix-vector products in the remaining N 4 p step for contracting the non-factorizable intraelement integrals with the density matrix.
Exchange matrix
The exchange matrix is given by
which reduces to
As with the case of the Coulomb matrix above, it is beneficial to construct auxiliary density matrices by performing the sums over the angles in the first step, as this decreases the number of costly radial contractions. However, in the case of the exchange, the angular parts cannot be formed separately in the input and output indices, and so separate auxiliary density matrices need to be built for every block of the output jk. The factorization of the interelement two-electron integrals can again be exploited in the radial contractions, reducing the scaling from N 
Electric field
Although electrons are formally unbound in the presence of a finite field, in practice this is not a problem if the field is weak enough microscopically -macroscopically, such fields are still extremely strong. Placing the atom in an electric dipole field in the z direction changes the Hamiltonian by
where the dipole matrix is given by
since
For a quadrupole field we have
where the quadrupole operator is
from which
Radial expectation values
Radial expectation values of the wave function can be obtained simply as
Electron density at the nucleus
The inclusion of the r −1 factor in the basis makes it slightly non-trivial to calculate the electron density at the nucleus, as the electron density in the slice [r, r + dr] is given by
where at the nucleus both B n (r) → 0 and r → 0. However, the electron density at the nucleus is straightforwardly obtained using two applications of l'Hôpital's rule as
as B µ (0) = 0 due to the boundary conditions.
One-center expansions
Single-center expansions -in which the electronic structure of a polyatomic molecule is expanded in terms of functions on a single center -have been around in quantum chemistry for a long time. [78] [79] [80] While the single-center method is not employed in the present work, for completeness we shall detail its use below, as it is also available in HelFEM for calculations on diatomics XY or linear triatomics XYX. An implementation of the single-center expansion for diatomic molecules based on B-splines has been published recently with applications to first-and second-period diatomics.
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As the orbitals in linear molecules can be classified by their m value, linear molecules are the most interesting use case for a one-center expansion, since the m component can be treated analytically as for free atoms, while an expansion in l is necessary as the spherical symmetry of the system is broken by the off-center nuclear charges. Using the Laplace expansion for the Coulomb interaction (equation (47)) the nuclear attraction matrix elements for a nucleus at z = a can be obtained as
This simplifies to
where we have used P 0 L (±1) = (±1) L . As with the two-electron integrals above, the integral splits into two cases, depending on the location of the element with respect to the off-center nuclear charge. From this splitting, it is apparent that element boundaries should be placed at the off-center nuclei, as this makes the implementation simpler, and allows for a better description of the nuclear cusp. A single radial grid is then no longer sufficient; due to the additional nucleus, the radial grid should first cover the region between the two nuclei [0, a], and then the region from the additional nucleus to the practical infinity [a, R ∞ ], requiring that one converge the calculations with respect to both parts of the grid.
Further challenges of this approach are seen in equation (89): the various l channels couple together via L, and the couplings die off slowly. As the expansion in increasing l describes smaller and smaller features in the system -especially around the off-center nuclei -the single-center expansion works best for light systems with no tightly bound core orbitals. While the one-center approach could be used for molecules with more than two atoms, the restriction to linear molecules along with the difficulties describing heavy off-center atoms in effect limits one to the treatment of hydrides, either of the diatomic HX form, or the triatomic HXH form, where X is a heavy element. However, linear triatomic hydrides only occur in the alkaline series (BeH 2 , MgH 2 , . . . ), while arbitrary diatomic molecules can be treated efficiently using the prolate spheroidal coordinate system discussed in the second part of the series. 58 In the prolate spheroidal coordinate system the singularities at the nuclei vanish in the integration of the nuclear potential matrices, guaranteeing fast convergence to the CBS limit, at variance to the single-center expansion.
Density functional theory
The implementation of density functional theory in HelFEM is done exactly the same way as in our Gaussian-basis program, Erkale. 16, 17 Given an expression for the exchangecorrelation energy at the LGA, GGA or meta-GGA level
where n σ is the spin-σ density and the reduced gradient and kinetic energy density are given by
respectively, the contribution to the Fock matrix is obtained as
The quadrature in equation (93) is formulated efficiently employing matrix-matrix products. Due to the strict locality of the radial elements, it makes sense to do the integrals element by element, as the resulting Fock matrix is banded diagonal. Equation (93) contains three quadratures: one radial, and two angular (θ and φ). The same Gauss-Chebyshev radial quadrature is used for the radial part as for all the preceding matrix elements. However, the angular part is performed differently. Gauss-Chebyshev quadrature is used for the θ part, while a uniform grid is used for the φ part as it already yields exactness properties.
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Note that in contrast to the general molecular case, here the angular features of the electron density are more restricted due to the finite m expansion, and so the use of a compound rule such as Lebedev quadrature 83,84 is less efficient. We have chosen n θ = 4l max + 10 and n φ = 4m max + 5 as the default values, which should guarantee sufficient accuracy for the quadrature even for meta-GGA functionals.
A noteworthy difference in the DFT implementation from the Cartesian case is that due to the curvilinear coordinate system, the dot products are computed differently as
where the scale factors for spherical polar coordinates are
In range-separated exchange functionals, the two- 
as this choice is extremely convenient for implementation in programs employing Gaussian basis sets. 92, 93 The implementation of the range-separated functionals in the present approach would require the calculation of a Laplace expansion alike equation (47) for φ sr (r 12 ; ω)/r 12 , which is outside the scope of the present work.
Computational details
The equations presented above in section §2 have been implemented HelFEM in C++, employing the Armadillo library for linear algebra. 94, 95 Efficient basic linear algebra subroutine (BLAS) libraries are used for the matrix operations with Armadillo. OpenMP parallellization is used throughout the program.
The one-electron and primitive two-electron integrals are computed once at the beginning of the calculation, and stored in memory. Radial integrals are evaluated with 5N p points, which we have estimated to be sufficient even for the highly non-linear integrals in DFT, N p being the number of shape functions per element. The memory requirements for the integrals are small, as instead of the full two-electron integral tensor, only the auxiliary integrals are stored. Furthermore, only the intraelement auxiliary integrals are stored as a rank-4 tensor, whereas the interelement integrals are stored in factorial form, which also allows for faster formation of the Coulomb and exchange matrices as was described above in the Theory section.
The Libxc library 9 is used to evaluate all exchange-correlation functionals. The core guess, i.e. eigenvectors of H 0 = T + V are used for initialization of the SCF calculations, and the Aufbau principle is employed to determine orbital occupations during the SCF cycle, unless the occupied orbital symmetries have been explicitly specified. Convergence of the SCF procedure is accelerated with a combination of the DIIS and ADIIS accelerators.
13-15
Unless otherwise stated, the calculations have been converged to an orbital gradient i.e. DIIS error of 10 −7 . Calculations can be performed in HelFEM with fully spin-restricted orbitals, restricted open-shell orbitals via the constrained unrestricted HF update, 96, 97 or fully spin-unrestricted orbitals. The orbitals are updated by full diagonalization. Depending on the targeted orbital symmetry, the diagonalization can be performed in angular subblocks: by default, the diagonalization splits by m block, a symmetry which is maintained even under an electric field unless the orbitals break symmetry.
Results
Choice of element type and radial grid
To apply the new HelFEM program to calculations, we must first establish the best way to use it. As in the atomic case the angular basis is determined by the occupied orbital symmetries that are typically known in advance, the only remaining question is the radial basis. As FEM calculations can be converged to the basis set limit either by increasing the number of elements, or by increasing their order, the question is which approach yields the fastest convergence for a given number of basis functions. We shall first tackle the question of the radial grid, which has long been recognized as crucial to the efficiency of real-space approaches. 98 In contrast to finite-difference approaches that typically use a logarithmic radial coordinate, 99 the present implementation employs an untransformed r coordinate; thus, in analogy to previously published B-spline implementations, 100,101 the optimal element spacing is probably not an uniform one.
Although adaptive approaches could be used to determine the most efficient element grid -see e.g. ref. 102 and refs. 62,63 for h-adaptive and p-adaptive approaches, respectivelyit is evident that such an approach, while certainly possible, is not necessary given the high amount of symmetry present in the atomic problem. As the only problem is to determine a suitably accurate radial grid, and as atomic calculations are not computationally costly even with large grids, it suffices to just pick a grid large enough to yield a fully converged result. We will thus focus on universal optimizations of the element grid by global parametrizations of the placement of the elements in order to yield efficient grids for all atoms. The question is thus: what is the optimal way to arrange the elements?
The radial elements span the range [0, r ∞ ] where r ∞ = 40a 0 typically yields converged results, whereas larger values of r ∞ may be required for loosely bound anions. 100, 103 We have studied the problem by using N el elements with uniform node spacing within the element, and varied the size distribution of the elements. The elements are defined by the placement of the borders between the elements, defined by the array r i , with the i:th element ranging from r i to r i+1 , with the numbering starting from 0. We have chosen to study four different types of element spacings:
1. a linear grid
i.e. N uniform elements, 2. a quadratic grid
which places leads to a denser grid near the nucleus and which has been previously suggested to be optimal for atoms, 104 3. a generalized polynomial grid
i.e. a generalization of the linear and quadratic grids to arbitrary order, resulting in a denser grid near the nucleus for higher x values, where x is a constant defining the grid,
an exponential grid
which leads to even denser grids near the nucleus than the generalized polynomial grid above.
Note that x in equations (102) and (103) has nothing to do with the primitive coordinate system used in the quadrature in equations (41) to (45) . Because the generalized polynomial grid yields the linear and quadratic grids with x = 1 and x = 2, respectively, it suffices to study the performance of the generalized polynomial and exponential grids in the following. While a larger value of x results in more points in the energy-sensitive regions near the nucleus, it also results in less points i.e. a poorer description in the valence region, implying that x cannot be chosen arbitrarily large.
The radial element grid turns out to be sensitive to the type of the used elements (LIP, HIP, 2 nd order HIP, etc.), necessitating separate grid analyses for each element type. Despite claims to the contrary, 59, 60 we have found LIPs to outperform HIPs by a wide margin. Choosing r ∞ = 40a 0 , figure 3 shows scans for the optimal element grid for argon for calculations with six-node uniform LIP elements, three-node uniform HIP elements, and two-node 2 nd order uniform HIP elements, all corresponding to the use of a fifth-order primitive expansion. Because the larger number of functions overlayed across elements in HIP calculations leads to a fewer number of basis functions than in LIP calculations, the number of elements for the HIP calculations have been adjusted so that the number of HIP and LIP functions match as closely as possible. Figure 3 shows that the best result in the exponential grid is orders of magnitude better than the best result in the polynomial grids, which include the commonly used linear and quadratic element grids. This result holds regardless of the element type: for LIPs, for HIPs of the first order, and for HIPs of the second order. The results for other noble atoms are similar to figure 3 (not shown).
Interestingly enough, even though the HIP elements yield significantly better results than the LIP elements when a linear or an exponential element grid with x = 1 is employed, with the 2 nd degree HIP outperforming the (1 st degree) HIP, this ranking changes radically when the element grid is optimized. The HIPs have a sharp minimum around x = 1 with the exponential grid, whereas for LIPs the performance can be significantly improved by tuning the value of x with the exponential grid. The polynomial grid yields worse results for all three kinds of elements. Note that even though the LIP basis does not explicitly enforce continuity of the derivative
at the element boundaries in contrast to HIPs, this does not mean that the derivatives will be non-continuous across the boundary for LIPs. Namely, given the freedom of equation (104), the variational principle will strive to make the derivative continuous across element boundaries even for LIPs, as a non-continuous derivative implies a higher kinetic energy.
Having determined that LIPs are a better basis than HIPs, we continue by determining the optimal element grid. Employing N = 5, N = 10, N = 20, N = 40, N = 80, and N = 160 elements with 6-node uniform LIPs, we obtain the errors in the HF energies of the noble elements compared to literature values (ref. 103) shown in figures 4 to 10, with values of x ranging from 0.75 to 4.0 with a spacing of 0.25. Points not shown on the plots failed to converge to the used threshold, indicating the grid offers a poor description of the wave function.
As can be seen from the results, sublinear grids x < 1 yield poor results even for helium, while increasing the value of x dramatically improves the basis set. Even though the quadratic grid (polynomial with x = 2) is indeed better than the linear grid (polynomial with x = 1) as suggested in ref. 104 , we find that much better results are obtained with the exponential grid (equation (103)), which is also less sensitive to the chosen value of x than the polynomial grid (equation (102)). Based on these results, we have chosen the default grid for atomic calculations to be the exponential one with x = 2, which appears to offer the best compromise between convergence and stability.
Choice of element order
The supremacy of LIPs is very convenient for calculations, as LIPs can be made numerically stable even at high orders, as was discussed above in the Theory section. We now proceed by studying the efficiency of LIPs with various numbers of nodes. For low numbers of nodes, the primitive expansion (equation (9)) with uniform node spacing, the analytical LIP expressions (equation (5)) with Lobatto node spacing, and Legendre polynomials (equations (10) to (12)) all yield similar results (not shown). For higher numbers of nodes, the primitive expansion is no longer numerically stable, but the Lobatto scheme and Legendre polynomials still yield similar results (not shown). Thus, we have chosen the Lobatto elements as the default, as they can be easily obtained, and employ them to study the speed of convergence to the basis set limit.
The calculations we will shortly present employ the exponential grid with x = 2, which was tuned above for 6-node uniform LIP elements. One might imagine that this choice of grid would be biased towards the 6-node elements, or that the use of the non-linear grid would favor using more elements with fewer nodes instead of fewer elements with more nodes. However, these speculations are emphatically rejected by the results shown in figure 11 for the errors in the total energy of the argon and krypton atoms: the use of high-order elements drastically improves convergence, yielding orders of magnitude more accuracy for the same number of basis functions. For example, while the energy for Ar is converged to the accuracy O(10 −9 ) of the reference result 103 with ∼80 radial basis functions using 12-node LIPs, the similar-size calculation with 6-node LIPs only has an accuracy of O(10 −5 ). Although clearly the basis set limit can be reached with any of the primitive basis setsprovided enough elements -the higher order polynomials provide an astounding speedup 
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The drawback of the high-order elements is not only that higher-order quadrature rules are needed, but also that the storage costs of the primitive two-electron integrals is increased. However, based on the amazing accuracy benefits of higher-order polynomials, we have chosen 15-node LIPs as the default in HelFEM, which are also used for the rest of the manuscript.
Electric response
We demonstrate the code with electric response calculations on Li + and Sr 2+ for which HF benchmark values are available in ref. 41 . As the perturbation caused by the electric field is most strongly felt by the valence orbitals, accurate calculation of the electric response requires a fine representation of the valence region, whereas the core orbitals are mostly unaffected. Since the radial grid we have chosen emphasizes the core region over the valence region, a large number of elements may be necessary to converge the electric properties. It is possible that more accurate electric properties could be reproduced by re-evaluating the emphases of the radial grid by sacrificing accuracy in the inert core region for more flexibility in the valence region. However, as we wish to reproduce both the absolute energies and electric properties exactly for comparison with ref. 41 , a large radial grid with 10 elements i.e. 139 radial functions will be used. For these calculations we set r ∞ = 40a 0 , and an orbital gradient convergence threshold of 10 −8 . In this radial grid, the atomic energies are converged to beyond nanohartree accuracy, as can be verified by doubling the number of elements (not shown).
Because the dipole field has a l component (see equations (75), (77) and (78)), it generates higher l components in an atomic wave function that would otherwise lack them. In order to calculate, for instance, static dipole polarizabilities with the present approach, it is first necessary to determine how well the expansion converges. Because the field was chosen to be weak, using numerical values determined in ref. 41 , the response of the wave function should be linear, and that of the energy quadratic. Figure 11 : Error in HF energy for argon, krypton, and xenon as function of size of radial basis set with LIP elements employing 2 to 20 Lobatto nodes. The legend shows the colors for even numbers of nodes (square markers), whereas the consecutive odd-number node result is shown in the same color with diamond markers. The topmost two curves correspond to 2 and 3 node elements, correspondingly.
It is instructive to begin the analysis from Li + , as its electronic configuration at zero field is simply 1s
2 . The values for the energy, dipole moment and quadrupole moment of Li + for increasing sizes of the basis set are given in table 1. No angular freedom exists in the atomic basis set consisting only of Y 0 0 , and so the energy is constant and the dipole and quadrupole moments vanish for l max = 0. Adding the first polarization shell decreases the energy at finite fields noticeably, but the energy appears already to have reached converge. In contrast, the dipole and quadrupole moments change noticeably upon the addition of a second polarization shell, as well. While the effect is small for the dipole moment, for the quadrupole moment the first and second polarization shells appear to be of equal importance. The addition of a third polarization shell appears insignificant.
Next, we move on to Sr 2+ , which has the electronic configuration 1s 2 2s 2 2p 6 3s 2 3p 6 4s 2 3d 10 4p 6 , and the values for the energy, dipole moment and quadrupole moment for increasing sizes of the basis set are given in table 2. Based on the experience with Li + above, as the atomic basis set already contains full flexibility for polarizing the ns levels, partial flexibility for polarizing the np levels, but no flexibility for the 3d level, it can be assumed that the results should be close to converged with the atomic basis set, as the 3d orbitals are considerably more bound ( = −6.1856E h ) than the 4s ( = −2.3755E h ) or 4p ( = −1.5786) levels. Indeed, it can be seen that in addition to the energy, also the dipole and quadrupole moments converge to numerical precision (with the used field strengths) with a single additional polarization shell in this case. Having established that the results for Li + and Sr 2+ are converged with l max = 2 and l max = 3, respectively, we can proceed by comparison of the field-dependent energy, dipole moment and quadrupole moment against literature data from ref. 41 . These results are shown in table 3.
In the case of Li + , the energies are in perfect agreement for the 11 first decimals. For the dipole moments, discrepancies can be seen in the sixth decimal, meaning that the first six digits are converged, while the quadrupole moment appears to carry a five-digit accuracy, with discrepancies seen in the fourth decimal. , which translates to 0.6 nE h , ten times less than the observed difference. Still, we are fairly confident that this is the reason for the discrepance between the results.
Differences between the dipole moments of Sr 2+ can be seen in the fifth decimal, whereas differences in the quadrupole moment appear already at the third decimal for the largest field. Overall, the agreement is clearly satisfactory, while we again note that for accurate applications of the present methodology to electric properties, the choice of the radial grid could be investigated in more detail.
Next, static dipole polarizabilities
can be extracted from the data at finite fields given in table 3 by employing finite difference approximations such as the two-point rule
or the four-point rule
these results are shown in table 4 . The values for the polarizability in table 4 have been obtained with equation (107), whereas the error estimate is simply the difference between the four-point and two-point values given by equations (107) and (106) 
Accuracy of Gaussian basis sets
In order to study the accuracy of the results obtained with an extended Gaussian basis set in ref. 56 , we decided to repeat the calculations in the finite element approach. We chose to study the species H -, He, Li
+ , Cl -, and Ar, as each of them has only fully filled subshells. Although systems with partially filled shells can also be computed with the present approach, the corresponding minimal-energy solutions are well-known to break symmetry unless spherical averaging is employed. Thus, instead of the expected exactness of the SCF method µ solution for second-period atoms with l max = 1, the energy is lowered by the addition of functions with higher l; see for instance the discussion by Löwdin in ref. 106 . In these cases, finding the lowest solution within the FEM approach may be nontrivial, as convergence may occur to any number of solutions. Surprisingly, symmetry breaking can sometimes also be seen for cases with fully filled shells, such as in the case of the Ne atom and the F -anion.
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We chose the above systems for the present work, as the study by Anderson -and Na -less strongly than HF, and the values for these systems profit from the chosen large value for r ∞ . Although the reported finite element energies for Li -and Na -are still in error by tens of nanohartrees compared to a larger value of r ∞ , the conclusions of our study are not affected. Namely, the HelFEM and Erkale calculations are in excellent agreement, the differences between the two approaches being again in the microhartrees but somewhat smaller than in the case of the HF calculations in Table 5 : HF energies from a finite element calculation (present work, second column) compared to a Gaussian basis calculation with Erkale using the basis set from ref. 56 (present work, third column). The fourth column shows the Gaussian basis set energies from ref. 56 . The fifth column lists the energy difference between finite element and Gaussian basis set calculations of the present work in microhartree.
is again likely caused by symmetry breaking.
Summary and Conclusions
We have described the implementation of a finite element program called HelFEM 8 for electronic structure calculations on atoms in the framework of Hartree-Fock (HF) or KohnSham density functional theory. HelFEM is interfaced with the Libxc library of exchangecorrelation functionals, 9 and supports calculations at the local spin-density approximation (LDA), generalized gradient approximation (GGA) and meta-GGA levels of theory, including hybrid functionals. Calculations can be performed with fully spin-restricted, spin-restricted open-shell, and spin-unrestricted orbitals.
We have suggested an exponential radial grid for atomic calculations that we have extensively tested in applications of the program on noble elements. The exponential grid with x = 2 was found to yield faster convergence to the basis set limit than commonly used linear or quadratic element grids.
Tests of the various kinds of elements supported by the program showed that Lagrange Finally, the program was used to study the accuracy of recently reported atomic HF and DFT calculations employing Gaussian basis sets.
56 Cross-comparisons with results from the Erkale program 16, 17 showed that the errors in the Gaussian basis set are only up to a few dozen microhartrees. Closed-shell symmetry-breaking effects were identified in the calculations of ref. 56, with energy lowerings of several millihartrees.
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