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Arthur Linder t 
Professor Dr. Dr. med. h. c. Arthur Linder verstarb am 
8. Februar 1993 in seinem 89. Lebensjahr in der Nä-
he von Genf. Im deutschsprachigen Raum, aber auch 
in den angelsächsischen Ländern stand sein Name 
an herausragender Stelle für die Anwendungen der 
mathematischen Statistik auf praktisch alle For-
schungsgebiete, wobei der Schwerpunkt im Bereich der 
biologischen Wissenschaften lag, in dem er als einer der 
wesentlichen Förderer der Biometrie gelten darf. 
Arthur Linder wurde am 26. Oktober 1904 in Bern 
geboren. Von 1928 bis 1945 war er Adjunkt des 
Statistischen Amtes der Stadt Bern und wurde 1934 mit 
einer Arbeit zur Berechnung von Volks sterbe tafeln zum 
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Dr. phil. an der Universität Bern promoviert. Dort habilitierte er sich 1938 auch und 
erhielt 1942 einen Lehrauftrag für mathematische Statistik an der Eidgenössischen 
Technischen Hochschule (ETH) in Zürich. 1945 wurde er zum außerordentlichen 
Professor für mathematische Statistik an die Universität Genf berufen, 1948 auch an 
die ETH in Zürich. 1956 erfolgte die Ernennung zum ordentlichen Professor für 
mathematische Statistik an der Universität Genf, 1969 desgleichen an der ETH in Zürich. 
1966 wurde er zum Professor an der Universität Lausanne ernannt, und zwar dort an 
der medizinischen Fakultät. Daneben gab es zahlreiche Gastprofessuren, bei denen 
Linder auch seine internationalen Kontakte zu wissenschaftlichen Kollegen und 
Freunden vertiefte, so 1951 am Indian Statistical Institute in Calcutta (auch in 
Zusammenarbeit mit R. A. Fisher und P. C. Mahalanobis am indischen 4-Jahresplan), 
1963 - 64 an der U niversity of N orth Carolina, Chapel Hill, USA, und 1967 an der 
University of Natal, Durban, South Africa. 1960 wurde Arthur Linder von 
der Universität Genf die Würde eines Dr. med. h. c. verliehen. 
Aufgrund seiner wissenschaftlichen Verdienste wurde Linder schon früh zum Mitglied 
statistischer Gesellschaften ernannt, so 1948 vom Internationalen Statistischen Institut 
(dessen Vizepräsident er 1963 - 67 war); 1954 wurde er Fellow der American Statistical 
Association, 1961 Honorary Fellow der Royal Statistical Society, 1966 Fellow des 
Institute of Mathematical Statistics und 1975 Honorary Life Member der Biometric 
Society, um nur einige zu nennen. 
1947, anläßlich der "First International Biometric Conference" im Rahmen einer Tagung 
des American Statistical Association in Woods Hole, Massachusetts, gehörte Arthur 
Linder zusammen mit C. I. Bliss, W. G . Cochran, R . A. Fisher, John von Neumann, 
J . W. Tukey und anderen zum Gründungskreis der Biometric Society, deren zweiter 
Präsident (nach R. A. Fisher) Linder dann 1950-51 war. Es erscheint konsequent, daß 
er 1953 zum Mitinitiator der Deutschen Region der Internationalen Biometrischen 
Gesellschaft wurde und entsprechend 1961 zum Gründungsinitiator der Region 
Oesterreich-Schweiz ("ROeS ") der gleichen Gesellschaft. 
Vielen Statistikern, vor allem aber Biometrikern im deutschsprachigen Raum, ist der 
Name Linder durch seine frühen Lehrbücher bekannt, die für manchen den ersten 
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Anstoß zum statistischen Denken und Handeln gaben: "Statistische Methoden für 
Naturwissenschafter, Mediziner und Ingenieure" (1. Auflage 1945,4. und letzte Auflage 
1964, fortgeführt zusammen mit W. Berchthold in der UTB-Reihe), sowie "Planen und 
Auswerten von Versuchen" (1. Auflage 1953, 3. und letzte Auflage 1969). In diesen 
grundlegenden Werken kam die mathematische Herleitung der Verfahren - bei aller 
Anwendungsbezogenheit - nie zu kurz. Dies war der Stil, den auch Sir Ronald Aylmer 
Fisher in seinen Publikationen pflegte, mit dem Linder in freundschaftlichem Verhältnis 
verbunden war. 
Neben seinen Lehrbüchern hat Linder weit mehr als hundert wissenschaftliche Aufsätze 
verfaßt, deren Inhalte von reiner mathematischer Statistik und Wahrscheinlichkeitstheo-
rie über deren Anwendungen zum Beispiel in der Volkswirtschaft, Agronomie, Biologie, 
Medizin und Umweltforschung bis zur technischen Qualitätskontrolle reichen. Die 
Publikationen Linders trugen wesentlich zur Verbreitung der modernen Verfahren der 
mathematischen Statistik bei, was den Autor zu einem der Pioniere auf dem Gebiet der 
Anwendung der Theorie der kleinen Stichproben und der Studienplanung macht. Er 
begründete zusammen mit H. Kellerer, H. Münzner und anderen die Zeitschrift 
METRIKA und fungierte als Mitherausgeber u. a. bei der Biometrischen Zeitschrift 
(heute Biometrical Journal). 
Als sein Assistent für mathematische Statistik von 1955 bis 1959 war ich vielmals Zeuge, 
wie Professor Linder in seinen Beratungen von Substanzwissenschaftlern, also etwa 
Biologen oder Medizinern, ein unüberbietbares Gespür für die Problematik zeigte, der 
sich ein Forscher in der Planungsphase seiner jeweiligen Studie gegenübergestellt sieht. 
Entsprechend richtete Linder seine Planungsempfehlungen oft so schnell und präzise 
auf das gestellte Ziel aus, daß ihm die Beratenen spontan ihre Bewunderung aussprachen. 
Stets war er hilfsbereit und geduldig, und zusammen mit seinem Optimismus hat er 
wohl zum Erfolg aller Ratsuchenden beigetragen. Professor Linder war auch kein 
verschlossener Wissenschaftler, für den es nur die Arbeit gab, wie aus seiner Vita 
geschlossen werden könnte. So erinnere ich mit mit großer Freude an die gegenseitigen 
familiären und geselligen Kontakte, die es oft neben der Arbeit gab und an die vielen 
Anekdötchen, die er stets mit feinem Humor erzählte. Zu seinen hervorragenden 
Eigenschaften gehörte auch eine menschliche Bescheidenheit, die ihresgleichen suchte. 
Mit Arthur Linder ging ein vorbildlicher Mensch und Wissenschaftler von uns, dem ein 
dankbares und ehrendes Gedenken der statistischen Gemeinde sicher ist. 
Klaus Abt 
Fachbereich Humanmedizin, Universität Frankfurt 
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Zusammenfassung 
Das Archivwesen im Krankenhaus ist in seiner konventionellen Form durch einige technische, 
organisatorische, kommunikative und wirtschaftliche Unzulänglichkeiten geprägt. Eine 
Verbesserung dieser Situation versprechen innovative Technologien wie die Optische 
Archivierung von Krankenunterlagen. Im Rahmen eines Erprobungsvorhabens in der 
Neurochirurgischen Klinik der Universität Heidelberg wurde gezeigt, daß das technische 
Verfahren der Optischen Archivierung sowie das Antwortzeitverhalten beim Scannen, 
Indexieren, Wiederauffinden und Reproduzieren den Anforderungen der Nutzer genügt und 
') Medizinische Informatik, Ruprecht-Karls-Universität Heidelberg 
2) Neurochirurgische Klinik, Ruprecht-Karls-Universität Heidelberg 
3) Abt. Medizinische Biometrie, Ruprecht-Karls-Universität Heidelberg 
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die Reproduktion der Dokumente ohne relevanten Informationsverlust auf Bildschirm und 
Drucker eljolgt. 
Summary 
The conventional archiving in hospitals is usually characterized by technical, com-
municational, economical and organisational deficiencies. Innovative technologies such as 
optical archiving of patient records promise to improve this situation. In the course of a 
test installation at the Neurosurgical Clinic of the University of Heidelberg, the technical 
procedure of optical archiving as weil as the response time in the field of scanning, indexing, 
finding and reproducing documents have been proved to be sufficient to the users' 
requirements. It also has been shown that the reproduction of documents on the screen as 
weil as on the printer can be carried out without a relevant loss of information. 
1. Einleitung 
Im Klinikum der Universität Heidelberg werden jährlich ca. 350.000 neue Krankenakten 
angelegt und ca. 6,3 Millionen Seiten an neuen Dokumenten erstellt. Bekannte Archiv-
probleme wie die Raumknappheit, die Öffnungszeiten des Archivs, die immensen 
Suchzeiten, die langen Transportzeiten, die unbefriedigenden Wiederauffindungsraten 
von Akten, die Ordnung der Akten (Transparenz) etc. wirken sich negativ auf die 
Qualität der Patientenversorgung, Forschung und Lehre aus. In diesem Zusammenhang 
stellt sich die Frage, ob diese Situation durch alternative Technologien wie die Optische 
Archivierung von Krankenunterlagen verbessert werden kann. 
2. Methodik 
Zur Beantwortung dieser Frage wurde ein Planungs- und Erprobungsvorhaben zur 
Optischen Archivierung von Krankenblattunterlagen am Klinikum der Universität 
Heidelberg realisiert (SCHMÜCKER et al., 1991 a und b). Im Rahmen des Planungsvor-
habens wurden Istanalysen in den Archiven und Untersuchungen zu bestehenden 
Lösungsansätzen durchgeführt, ein Anforderungsprofil und ein DV-Konzept ind. 
Einführungsstrategien für die Optische Archivierung erstellt sowie der Nutzen und die 
Kosten fixiert und mit denen der konventionellen Archivierung verglichen. Aufbauend 
auf den Ergebnissen des Planungsvorhabens, wurde ein Prototyp implementiert und im 
Rahmen einer 6-monatigen Testinstallation in der Neurochirurgischen Klinik Uährlich 
ca. 5.000 neue Krankenakten und ca. 70.000 Seiten an neuen Dokumenten) unter 
Routinebedingungen eingesetzt. Ziel der Testinstallation war es, festzustellen, ob der 
Betrieb der Optischen Archivierung die Anforderungen der Patientenversorgung, Lehre 
und Forschung unter den Routinebedingungen eines Universitätsklinikums sicherstellt. 
Zur Bewertung des Prototypen wurden die folgenden Fragestellungen vorgegeben: 
Fl Genügt der Prototyp den Anforderungen der Nutzer bzgl. Funktionalität, Zuverläs-
sigkeit, Benutzerfreundlichkeit, Flexibilität und Integration in die Betriebsabläufe 
und Organisationsstrukturen ? 
F2 Entspricht das Zeitverhalten beim Scannen, Identifizieren, Wiederauffinden und 
Reproduzieren den üblichen Anforderungen der Nutzer? 
F3 Ist die Reproduktionsfähigkeit der Dokumente für den Routinebetrieb ausreichend? 
In einem Untersuchungsplan wurden die einzelnen Untersuchungsschritte zu den o. a. 
Fragestellungen spezifiziert. Zur Beantwortung von Fragestellung Fl wurde, aufbauend 
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auf vorhandenen Komponenten, eine anwendungsorientierte Testapplikation instal-
liert. Auf Grundlage des Anforderungsprofils und des DV-Konzeptes wurde diese auf 
Systemfehler, funktionale Vollständigkeit, optimale Funktionsabläufe und Benutzer-
führung anhand der Akten der Neurochirurgischen Klinik aus dem Zeitraum vom 01. 
bis 31. 01. 1991 (N ~ 8.000 Seiten) geprüft. Zur Beantwortung der Fragestellungen F2 
und F3 wurde eine Stichprobe von 20 Krankenakten mit stationären und ambulanten 
Fällen der Neurochirurgischen Klinik aus dem Zeitraum vom 01. 02. bis 30.04. 1991 
gezogen. Mit Hilfe dieser Krankenakten wurden die Scann- und Indexieraufwände 
gemessen und die Qualität der auf dem Bildschirm und der auf Papier reproduzierten 
Dokumente durch 4 Personen (2 Ärzte, 2 Informatiker) beurteilt. 
3. Testinstallation 
Voraussetzung für die o. a. Tests war die Verfügbarkeit einer anwendungsorientierten 
Testapplikation. Diese besteht aus einer Objekteverwaltung, einem Ablagesystem auf 
Basis von Optischen WORM-Platten, Funktionen zur Übernahme, zum Indexieren, zum 
Wiederauffinden und zum Reproduzieren von Dokumenten sowie Schnittstellen zum 
Klinikuminformationssystem. Als Peripherie wurden ein Monitor, ein Scanner und ein 
Laserdrucker für schwarz/weiß-Dokumente an eine Workstation, die mit einem Groß-
rechner gekoppelt ist, angeschlossen. Die Konfiguration der Testinstallation ist in 
Abbildung 1 beschrieben. 
Zusätzlich zur Testperipherie für schwarz/weiß-Dokumente wurde eine Komponente 
für Farb- und Grauwertdokumente sowie für Audiodokumente entwickelt und in den 
Grundzügen getestet. Diese Erweiterung war eine Konsequenz der Ergebnisse des 
Planungsvorhabens. 
4. Ergebnisse 
Die Darstellung der Ergebnisse kann sich nur auf die bedeutendsten Antworten der 
Fragestellungen FI bis F3 beschränken. Diese werden nachfolgend dargestellt. 
Antwort zu Fl: Anhand der Testinstallation konnte die technische Realisierbarkeit 
nachgewiesen werden. Die im Archiv vorgefundenen Dokumente können gescannt, 
indexiert, gespeichert, wiedergefunden und reproduziert werden. Funktionalität und 
Handhabbarkeit des Prototypen erlauben einen routinemäßigen Einsatz im Archiv. 
Antwort zu F2: Das Antwortzeitverhalten beim Scannen, Indexieren, Retrieval und 
Reproduzieren ist akzeptabel. Die Scann- und Indexierarbeiten sind bei zeitlich getrenn-
ten Arbeitsgängen im Mittel mit einem Zeitaufwand von 32 Sekunden pro Seite 
ausführbar. Das Scannen und Identifizieren erfordern in direkt nacheinanderfolgenden 
Arbeitsgängen einen durchschnittlichen Zeitaufwand von 30 Sekunden pro Seite. Von 
den Gesamtzeiten entfallen 7 Sekunden bei getrennten Arbeitsgängen bzw. 6 Sekunden 
bei "gleichzeitigem" Scannen und Indexieren auf Wartezeiten, die durch den Scannvor-
gang (ca. 5 Sekunden pro Seite) und das Laden von Programmodulen bedingt sind. 
Die Wartezeiten beim Scannen sind von der Arbeitsgeschwindigkeit des Scanners und · 
die Wartezeiten beim Programmladen von der Leistungsfähigkeit der Prozessoren der 
Workstation abhängig. 
Antwort zu F3: Die Dokumente sind ohne relevanten Informationsverlust auf Bildschirm 
und Drucker wiedergebbar. In Abhängigkeit von der Qualität des Originals sind die 
gescannten schwarz/weiß-Dokumente mit zufriedenstelIender Qualität reproduzierbar. 
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Abbildung 1: Konfiguration der Testinstallation für das Erprobungsvorhaben "Optische Archivie-
rung von Krankenblattunterlagen". 
Wie Tabelle 1 zeigt, ergab die vergleichende Bewertung der Originale und der Repro-
duktionen auf dem Bildschirm, daß 9 Prozent aller Reproduktionen der Qualität der 
Originale entsprechen. Bei 83 Prozent der Dokumente waren die Reproduktionen 
unerheblich schlechter als die Originale, bei 8 Prozent erheblich schlechter. Von allen 
Reproduktionen waren 89 Prozent uneingeschränkt brauchbar, 10 Prozent mit Ein-
schränkung brauchbar und 1 Prozent unbrauchbar. 60 Prozent der mit Einschränkung 
brauchbaren Reproduktionen sind durch Nutzung der vom System unterstützten 
Vergrößerungsmöglichkeiten ohne Einschränkungen nutzbar. 
Nach der vergleichenden Bewertung der Originale und der Reproduktionen auf Drucker 
entsprechen, wie Tabelle 2 zeigt, 15 Prozent aller Reproduktionen der Qualität der 
Originale. Bei 84 Prozent der Dokumente waren die Ausdrucke der gescannten Originale 
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Tabelle 1: Darstellung der Testergebnisse : Beurteilung der Bildschirmdarstellungen der gescannten 
Originale in Abhängigkeit von der Qualität der Originale durch 2 Ärzte und 2 Informatiker. 
Origi- Qualität der Bildschirindarstellungen der gescannten Originale 
nale 
im Vergleich zum Original brauchbare 
Reproduktion 
besser gleich unerheblich erheblich ja mit Ein- nem 
schlechter schlechter schränkung 
gut leserlich 77 6 68 3 73 4 
leserlich 22 3 15 4 18 4 
schlecht leserlich 3 2 I 2 
Summe, absolut 102 9 85 8 91 10 
Summe in % 100 9 83 8 89 10 
unerheblich schlechter als die Originale, bei 1 Prozent erheblich schlechter. Von allen 
Reproduktionen sind 95 Prozent uneingeschränkt brauchbar, 4 Prozent mit Ein-
schränkung brauchbar und 1 Prozent unbrauchbar. 
Bei den auch nach einer Vergrößerung mit Einschränkung brauchbaren und un-
brauchbaren Reproduktionen (Tabelle I und 2: je 5) handelt es sich um Grauwertbilder 
(Durchlichtdokumente) oder Farbdokumente. Erste Tests der Reproduktion von 
Farb- und Grauwertbildern mit Hilfe von Farbmonitoren und -druckern führten zu 
erstaunlich guten Qualitäten. 
5. Diskussion 
Die Auswahl, die Entwicklung und die Installation des Prototypen hat gezeigt, daß noch 
keine Lösung für den Krankenhausbereich (GREMMEL et al., 1991; HAHN-KLIMROTH, 
1992; HRUBY et al., 1992; 'KREYSCH, 1989; PETERS et al., 1991) am Markt verfügbar ist, 
die den komplexen Anforderungen der Krankenhäuser gerecht wird. Hierzu zählen u. a. 
Tabelle 2: Darstellung der Testergebnisse: Beurteilung der Ausdrucke der gescannten Originale in 
Abhängigkeit von der Qualität der Originale durch 2 Ärzte und 2 Informatiker. 
Origi- Qualität der Ausdrucke der gescannten Originale 
nale 
im Vergleich zum Original brauchbare 
Reproduktion 
besser gleich unerheblich erheblich ja mit Ein- nem 
schlechter schlechter schränkung 
gut leserlich 77 11 66 75 2 
leserlich 22 3 19 22 
schlecht leserlich 3 1 1 2 
Summe, absolut 102 15 86 97 4 
Summe in % 100 15 84 95 4 
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die Berücksichtigung von Farben und Grauwerten sowie die Integration in das 
Klinikuminformationssystem. 
Nach Abschluß des Planungs- und Erprobungsvorhabens sind sicherlich noch nicht alle 
Fragestellungen beantwortet. Unsicherheiten bestehen insbesondere noch hinsichtlich 
der Gestaltung von Endbenutzerarbeitsplätzen auf den Stationen, in den Ambulanzen 
und Funktionsbereichen. So bedarf die Problematik der Endbenutzerakzeptanz noch 
weiterer Untersuchungen und Optimierungsanstrengungen. 
Technisch und wirtschaftlich tragbare Lösungen zur Optischen Archivierung erfordern 
eine Bearbeitung von schwarz/weiß-, Grauwert- und Farbbildern in einem Archi-
vierungssystem, 
eine Einbindung des Optischen Archivierungssystems in das Klinikuminformations-
system über Schnittstellen zu DV-Systemen und bildgebenden Verfahren, 
eine Reduzierung der Zeit aufwände beim Scannen und Indexieren durch stan-
dardisierte Schnittstellen und Normierung des Formularwesens, indem digital vorlie-
gende Dokumente (Labor-, Röntgenbefunde, Arztbriefe etc.) automatisch in das 
Optische Ablagesystem übernommen und Schrifterkennungsverfahren in Verbindung 
mit einer Reorganisation des Formularwesens zur automatischen Indexierung von 
Dokumenten in das rechnergestützte Archivsystem eingebunden werden können. 
Hinreichende Konsequenz der bisherigen Ergebnisse des Planungs- und Erprobungsvor-
habens ist es, die existierende Basislösung in ein in Routine nutzbares System zu 
überführen und dieses in ausgewählten Bereichen flächendeckend zum Einsatz zu 
bringen. Am Universitätsklinikum Heidelberg wird dieses derzeit für die Neurochirurgi-
sche Klinik und weitere Kliniken vorbereitet. 
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Zusammenfassung 
Es wird ein Verfahren zur Untersuchung dynamischer intrakranieller Raumforderungen 
vorgestellt. Es basiert auf einem numerischen mathematischen Modell der Liquordynamik, 
welches zur Durchführung einer Computersimulation geeignet ist . Mit der Computersimula-
tion wurde der Hirndruckverlauf für zwei Fälle einer dynamischen intrakraniellen Raum-
forderung errechnet: erstensfür eine rhythmisch oszillierende Raumforderung und zweitens 
für eine Raumforderung deren Volumenzuwachsrate im Zeitverlauf exponentiell abnahm. 
Die simulierten Ergebnisse wurden durch experimentelle Untersuchungen validiert. 
Summary 
A methodfor the investigation ofdynamic intracranial volume load is presented. A numerical 
mathematical model was used to perform a computer simulation of the dynamics of the 
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cerebrospinal fluid system. The time course of intracranial pressure during an oscillating 
or exponential decreasing intracranial volume load were investigated. The simulated results 
were validated by experiments. 
Einleitung 
Mit den bis heute zur Verfügung stehenden mathematisch-analytischen Modellen [4] 
lassen sich intrakranielle Druckänderungen als Folge einer intrakraniellen Volumen-
änderung nur für zwei bestimmte Fälle beschreiben : 
- impulsartige Erhöhung oder Erniedrigung des intrakraniellen Liquor-Volumens, 
- die Erhöhung des Liquor-Volumens mit einer konstanten Rate . 
Durch ihr kompliziertes Zeitverhalten bedingt, lassen sich daher klinisch relevante 
intrakranielle Raumforderungen, wie z. B. Hirngeschwülste, Hirnblutungen, aber auch 
rhythmische Schwankungen des zerebralen Blutvolumens, nicht beschreiben. 
In der vorliegenden Arbeit wird ein zur Computersimulation dynamischer intrakranieller 
Raumforderungen geeignetes mathematisches Modell und seine Anwendung zur Durch-
führung experimenteller Untersuchungen vorgestellt. 
Methodik 
Das vorgestellte Modell beruht auf der mathematischen Analyse, wie sie von MARMAROU 
et al. 1978 vorgestellt wurde [4]. Nach diesen Autoren wird der intrakranielle Druckver-
lauf während einer intrakraniellen Raumforderung durch eine intratheka1e Flüssigkeits-
zufuhr mit der Volumenzuwachsrate I(t) durch folgende Differentialgleichung be-
schrieben: 
Gleichung (1) 
dICP 
dt 
dV 
dt 
C 
ICP(t) - Pd 
If + I(t) - ------'-'---
RCSF(t) 
0.4343· PVIjICP(t) 
Abkürzungen zu Gleichung 1: 
ICP 
dt 
If 
I 
Pd 
C 
PVI 
dV/dt 
R CSF 
Hirndruck (mm Hg) 
Zeit Intervall für Computersimulation (0,01 min) 
Liquorbildungsrate (0,02 mljmin) 
Rate der intrakraniellen Raumforderung (mljmin) 
Intraduraler Sinus-Druck (mm Hg, Pd = Baseline ICP) 
Intrakranielle Compliance (mljmm Hg) 
Druck/Volumen-Index (mI) 
Rate der intrakrtaniellen Volumen-Änderung (mljmin) 
Liquorresorptionswiderstand (mm Hg/mljmin) 
Diese Differentialgleichung läßt sich mit den Methoden der analytischen Mathematik 
nicht lösen, wenn sich die Volumenzuwachsrate I(t) während der zu beschreibenden 
Raumforderung ändert. In der vorliegenden Arbeit soll aber genau dieser Fall untersucht 
werden. Zur Lösung der Gleichung wurden daher die Methoden der numerischen 
Mathematik angewendet. 
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Hierzu wurde die Gleichung in die Computersprache Pascal übersetzt und mit Hilfe 
eines Runge-Kutta-Integrationsverfahrens 4. Ordnung iterativ in einer Zeit schleife com-
putergestützt gelöst. 
Die kontinuierliche Berechnung der Gleichung ist möglich, wenn die Ausgangsparameter 
bekannt sind. Während der kontinuierlichen Berechnung dürfen sich Eingangsparameter 
wie z. B. l(t) beliebig ändern, ohne daß die Gültigkeit der Berechnung beeinträchtigt 
wird. Dieses Verfahren zur Simulation physiologischer Systeme ist bei RANDALL [5] 
ausführlich beschrieben. 
In der vorliegenden Arbeit wurde der Hirndruckverlauf während der intrazisternalen 
Infusion von NaCI-Lösung untersucht, wobei die Infusionsrate entweder mit einer 
bestimmten Frequenz oszillierte oder aber im Zeitverlauf exponentiell abnahm. Der 
Datensatz, der die Infusionsrate 1(0 ... t) beschrieb, wurde vorgegeben. 
Durch die Computersimulation wurde zunächst der entsprechende Hirndruckverlauf für 
den Datensatz 1(0 ... t) errechnet. 
Dann wurde der Datensatz für 1(0 ... t) benutzt, um eine intrazisternale Infusion mit 
Hilfe einer computersteuerbaren Pumpe durchzuführen. Dadurch wurde der Hirndruck-
verlauf für den Datensatz /(0 ... t) experimentell ermittelt und ein Vergleich mit dem 
simulierten Hirndruckverlauf möglich. 
Die tierexperimentellen Untersuchungen wurden an narkotisierten Katzen durchgeführt. 
Der ICP wurde über einen Ventrikelkatheter gemessen. Einzelheiten des experimentellen 
Versuchsaufbaus sind in früheren Publikationen ausführlich beschrieben [1 , 2] . Zur 
Durchführung der Coputersimulation wurde ein IBM Personal Computer verwendet. 
Die computersteuerbare Infusionspumpe wurde durch die Forschungswerkstätten der 
Medizinischen Hochschule Hannover hergestellt. Sie war durch einen IBM Personal 
Computer steuerbar und wies eine variable Infusionsrate von 0,01 - 5 ml/min auf. 
Ergebnisse 
Oszillierende intrakranielle Volumenbelastung 
Sinusförmige intrazisternale Infusion von NaCI-Lösung: Es wurde der Zeitverlauf des 
ICP während einer intrazisternalen Infusion von NaCI-Lösung untersucht, wobei die 
Infusionsrate sinusförmig zwischen 0,5 und 0,9 ml/min mit einer Frequenz von 2 Schwin-
gungen pro Minute oszillierte. 
Die Ergebnisse der Computersimulation und die experimentellen Befunde zeigen eine 
weitgehende Übereinstimmung. Experimentell fand sich lediglich eine Phasenverschie-
bung um etwa 1/4 Periodendauer, welche in der Computersimulation nicht darstellbar 
war (Abnbildung 1). 
Rechteckförmige intrazisternale Infusion von NaCI-Lösung: In einer zweiten Versuchs-
reihe wurde der Zeitverlauf des ICP während einer intrazisternalen Infusion von 
NaCI-Lösung untersucht, wobei die Infusionsrate rechteckförmig zwischen 0,2 und 
0,6 ml/min mit einer Frequenz von 2 Schwingungen pro Minute oszillierte. 
Die Ergebnisse der Computersimulation und die experimentellen Befunde zeigen 
wiederum eine weitgehende Übereinstimmung. Experimentell fand sich jedoch nicht das 
ausgeprägte Sägezahnmuster des /CP wie es von der Computersimulation zu erwarten 
war (Abbildung 2). 
Exponentiell abnehmende intrazisternale Infusion 
Es wurde der Hirndruckverlauf während einer im Zeitverlauf exponentiell abnehmenden 
intrathekalen Infusionsrate untersucht. Der Datensatz für die Infusionsrate wurde in 
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Abbildung 1: Sinusförmig oszillierende 
intrazisternale Infusion von physiologi-
scher Kochsalzlösung. Abbildung 1 a: Si-
mulierter Hirndruckverlauf, Abbildung 
1 b: Experimenteller Hirndruckverlauf 
Anlehnung an die Befunde von LÖFF-
GREN & ZWETNOW [3] zur Blutungs-
rate bei Subarachnoidalblutung er-
stellt. 
Hier fand sich eine weitgehende 
Übereinstimmung zwischen experi-
mentellen und simulierten Daten 
(Abbildung 3). 
Diskussion 
Die vorliegende Arbeit zeigt, daß 
quantitative Untersuchungen dyna-
mischer intrakranieller Volumenbe-
lastungen mit Hilfe der Methoden 
der numerischen Mathematik mög-
lich sind. 
Die Methode ist daher geeignet, dy-
namische intrakranielle Raumforde-
rungen wie z. B. bei einer Subarach-
noidalblutung oder bei pathologi-
schen Hirndruckwellen theoretisch 
und experimentell zu untersuchen. 
Die Computersimulation ist zur Be-
urteilung der experimentellen Be-
funde unerläßlich. So läßt sich z. B. 
erkennen, ob die beobachteten Hirn-
druckschwankungen allein durch die 
Gesetzmäßigkeiten des Liquorsy-
stems zu erklären sind oder ob 
zusätzliche Faktoren, z. B. reaktive 
Änderungen des zerebralen Blut-
volumens, eine Rolle spielen. Der 
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Abbidung 2: Rechteckförmig oszillieren-
de intrazisternale Infusion von physio-
logischer Kochsalzlösung. Abbildung 2a: 
ICP {l/\ 
o I · I 
Simulierter Hirndruckverlauf, Abbildung 
2b: Experimenteller Hirndruckverlauf 
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3a 
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3b 
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Abbildung 3: Intrazisternale Infusion 
mit exponentiell fallender Rate. Die zur 
Steuerung der Infusionspumpe benut-
zte Flow-Kurve ist in Abbildung 3a 
gezeigt. Abbildung 3 b zeigt den simu-
lierten (gestrichelte Linie) im Vergleich 
zum experimentellen (durchgezogene 
Linie) Hirndruckverlauf, Abbildung 3c 
die Originalregistrierung des Hirn-
drucks 
ICP 
80 
3e 
Cl 
I 
E 
E 
0 
I 
o 8 Min. 
Einfluß zusätzlicher, in der Computersimulation nicht berücksichtigter Faktoren, ist 
immer dann wahrscheinlich, wenn der Vergleich der errechneten und experi-
mentell gewonnenen Daten für den Hirndruck eine Diskrepanz zeigen. Für die 
oszillierende intrazisternale Infusion wurde z. B. experimentell eine Phasenverschiebung 
zwischen der Schwingung der Infusionsrate und der resultierenden Hirndruckschwingung 
gefunden. 
Literatur 
[I] BRINKER, T., SEIFERT, V., STOLKE, D. (1990): Acute changes of cerebrospinal fluid system 
dynamics during experimental subarachnoid hemorrhage. Neurosurgery 27, 369 - 372. 
[2] BRINKER, T., SEIFERT, V. , STOLKE, D. (1991): The effect of intrathecal fibrinolysis on the 
cerebrospinal fluid absorption after experimental subarachnoid hemorrhage. J. Neurosurg. 74, 
789-793. 
[3] LOEFGREN, J., ZWETNOW, N. N. (1972): Kinetics of arterial and venous hemorrhage in the skull 
cavity, in: Brock, M. , Dietz, H. (eds.): Intracranial Pressure. Springer-Verlag Berlin Heidelberg 
NewYork,155-159. 
[4] MARMAROU, A., SHULMAN, K. , ROSENDE, R. M. (1978): A nonlinear analysis ofthe cerebrospinal 
fluid system and intracranial pressure dynamics. J. Neurosurg. 48, 332 - 344. 
[5] RANDALL, J. E. (1987): Microcomputers and Physiological Simulation. Raven Press, New Y ork. 
Anschrift des Verfassers: Dr. med . T. Brinker, Neurochirurgische Klinik, Medizinische Hochschule, Konstanty-Gutschow-Str. 6, 
30625 Hannover 
Informatik, Biometrie und Epidemiologie in Medizin und Biologie 3/ 1993 
Informatik, Biometrie und Epidemiologie in Medizin und Biologie 24 (3), 
134 -1 51, ISSN 0943-5581 
© Verlag Eugen Ulmer GmbH & Co., Stuttgart ; Gustav Fischer Verlag KG , Stuttgart 
Estimation and Experimental Design 
for Second Kind Regression Models 
Schätzung und Versuchsplanung 
für Regressionsmodelle der 2. Art 
V. V. Fedorov 1 l , P. Hackl 2 l , W. G. Müller 3l 
Key words: 
nonlinear regression, random regression coefficients, optimal design, dental plaque pH 
Schi üsselwörter: 
Nichtlineare Regression, zufällige Regressionskoeffizienten, optimaler Versuchsplan, pH-
Profil 
Summary 
Estimation procedures and optimal designs for the estimation of the individual parameters 
and of the global parameters are discussed under various conditions ofprior knowledge. 
The extension to nonlinear parametrization of the response function is based on the 
asymptotical validity of the results for the linear parametrization. For the case where the 
error variance and the dispersion matrix are unknown, iterative estimators are proposed 
that asymptotically coincide with maximum likelihood estimators. The use of these 
estimators essentially reduces the dimension of the optimization problem implied by 
maximum likelihood estimation. The methods developed in the paper are applied to dental 
plaque pH profiles. The results illustrate the improvement that is achieved (a) through 
using the optimal design or a design that is close to the optimal, and (b) through taking 
into account prior information. This example shows that the reduction of the estimation 
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variance due to iterative estimation and optimizing the design, as compared to standard 
least squares estimation on the basis of data from a usual design, are of similar size. 
However, combining the optimized design with iterative estimation results in considerable 
further gains. 
Zusammenfassung: 
Schätzung und Versuchsplanung für das Schätzen der individuellen und der globalen 
Parameter eines Regressionsmodells der 2. Art werden für verschiedene Situationen der 
apriori Information diskutiert. Es werden auch nichtlineare Parametrisierungen behandelt, 
wobei die Ergebnisse auf der asymptotischen Gültigkeit der Ergebnisse für die lineare 
Parametrisierung beruhen. Für den Fall unbekannter Fehlervarianz und Kovarianzmatrix 
der zufälligen Parameter werden iterative Schätzer vorgeschlagen, die asymptotisch mit 
den entsprechenden ML-Schätzern übereinstimmen ; dadurch wird die Dimension des 
Optimierungsproblems wesentlich reduziert. Die Methoden werden auf pH-Profile von 
Zahnbelägen angewendet. Die Ergebnisse illustrieren die Verbesserungen, die (a) durch 
das Verwenden optimaler oder fast-optimaler Versuchspläne und (b) durch das Be-
rücksichtigen von apriori Information erreicht werden können. In diesem Beispiel ist die 
Reduktion der Varianz der Schätzer durch das iterative Schätzverfahren von gleicher 
Größenordnung wie die durch das Verwenden des optimalen Versuchsplans, wobei als 
Vergleichsbasis die Kleinst-Quadrat Schätzung und ein üblicher Versuchsplan genommen 
wurden. Eine beträchtliche weitere Reduktion ergibt sich, wenn das iterative Schätzverfahren 
und der optimale Versuchsplan kombiniert werden. 
1. Introduction 
A set of dental plaque pH profiles was the starting point of our interest in the problem 
of this paper. In the model identification step of our analysis of these data it became 
quite obvious that an adequate description of the pH profiles is a nonlinear regression 
model with stochastic parameters. 
The problem is stated as follows. We consider observations Yij that are taken from the 
j-th object (j = 1, ... , r) under conditions Xi, i = 1, ... , q. In total, we have r x q 
observations. Let us ass urne that under condition Xi the responses Yij of all objects have 
the same structure .. ' 
(1) 
where eij is the observation error and 8j = (81j, ... , 8",)T is the vector of (individual) 
parameters that reflect the specific features of the j-th object. Let us further assurne that 
the variability of 8j can be described by some probability distribution with mean 80 (the 
global parameters) and dispersion matrix D, that the observation errars are independent 
and have zero mean and variance (J2, and that they are independent of 8j' 
Given this notation, equation (1) describes a regression model with random coefficients 
or a regression model of the second kind. Aims of the statistical analysis of such a model 
can be 
(a) estimation of the individual parameters 8j , 
(b) estimation of the global parameters 80 , 
(c) estimation of (J2 and D, 
Carresponding estimators are surveyed and discussed in Section 2. Various situations 
of prior knowledge are considered. The ML-estimatars far the nonlinear model are 
new, and the suggested iterative estimation procedure will prove in Section 4 to allow 
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for considerable increase of estimation accuracy. Of course, the efficiency of the estimators 
is determined by the choice of the experimental design ~ = {Xi' p;}'J., where Pi is the 
fraction of observations made at point Xi' i = 1, ... , q. The question how to choose an 
optimal design is of great practical relevance. In large-scale experiments or when 
standardized measurement routines are applied again and again, i mproving the design 
can reduce costs considerably. In Section 3 we discuss optimal designs for the estimators 
presented in Section 2. On the basis of the above-mentioned denta l plaque pH data we 
illustrate in Section 4 the improvement that can be achieved through using a sophisticated 
estimation procedure and optimizing the design. 
2. Estimation Procedures 
The first part of this section is a survey of estimators for the linear parametrization of 
our model, i.e., '1(x, 8) = 8T fex). The reason for this begin is that these well-established 
results can successfully be applied to nonlinear models whenever linearization allows 
for an acceptable approximation of the true structure. We discuss problems implied by 
linearization of the nonlinear regression model in Section 2.2. In Section 2.3 an iterative 
procedure for finding maximum likelihood estimates of parameters of the nonlinear 
regression model is presented and discussed. 
In the following subscripts e and 8 of the expectation operator will be used to indicate 
the respective distribution ; expectation without subscript is related to the joint distribu-
tion. 
2.1 The linear case 
The linear regression model with random coefficients has extensively been studied [see, 
e.g., FEDOROV and MÜLLER (1989) , FISK (1967), GLADITZ and PILZ (1982), RAO (1973), 
SPJ0TVOLL (1977)] . Various situations of prior knowledge about the parameters are of 
practical relevance. 
(A) The most important situation is probably the ca se when the population parameters 
80 , the population dispersion matrix D, and the error variance (J2 are known, and 
we want to estimate individual parameters 8j . 
(B) In other situations, the regression parameters both of population (80 ) and individuals 
(8) are to be estimated, and D and (J2 are known. 
(C) We finally treat the case when all parameters, 8j , 80 , D, and a 2 , are unknown. 
The core of this section is Table 1 that summarizes the estimators in three columns 
corresponding to the available prior knowledge. For technical reasons it is more 
convenient to start with case (B). 
(J2 and D known, 80 and 8j unknown 
Let us consider first the situation (B) where the parameters (J2 and D are known, but 
80 and 8j are unknown. The corresponding estimators are shown in the second column 
of Table 1. For the linear, unbiased estimator (BI) for 8j , the conditional expectation 
with resPAect to the error distribution, given the true values 8jt for the parameter vector 
8j , is E, {8 J = 8jt ; the subscript t indicates the "true" value of the estimated parameters. 
The corresponding conditional covariance matrix is given as (B2). A natural estimator 
of 80 is (B3) with the (unconditional) covariance matrix (B4). Numerical values for the 
estimator (B3) can be obtained in two alternative ways: 
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Table 1: Estimators (Jj and (Jo together with their covariance matrices D Oj and Doo' respectively, 
q 
and estimators 6 and a2 for three situations of prior knowledge; M = I f(x.) fT( Xi) and 
q 
lj = I f(x J Yv 
(J 
j 
i = 1 
(D- 1 + (J-2M)-1 
x (D - 1(jo + (J - 2lj) 
(Al) 
(D - 1 + (J - 2M)-1 
(A2) 
(J2 and D known, 
(jo unknown 
j= 1 
(B3) 
r- 1 (D + (J2M - 1) 
(B4) 
q 
i = 1 
j= 1 
(C3) 
r- 1 (6 + a2 M - 1) 
(C4) 
j = 1 i = 1 
(CS) 
,. 
(r - W ' I ((Jj - (Jo) 
j = l 
x ((Jj - (Jol - a2 M - 1 
(C6) 
(a) (B3) implies to find (Jj = arg min I [Yij - 8T f(x;)j2 for j = 1, . . . , q, i.e. (B1), and 
o i~ 1 
then ca1culate the arithmetic mean (Jba ) of the (J/ s; or 
(b) minimize the total sum of squared residuals: 
r q 
(Jbb) = arg min I I [Yij - 8T f(x;)f . 
o j ~ l i ~ l 
q ,. 
(2) 
Some algebra shows that (Jbb) = M - 1 Ywhere Y = I f(x;) Yi and Yi = r - 1 I Yij, and 
i~l j ~ l 
8o, (j2, and D known, only 8j unknown 
In the situation (A) where 80' (j2, and D are known the estimator ~ is derived from 
minimizing the unconditional dispersion matrix, 
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where the minimization is understood in the sense of ordering positive definite matrices, 
or equivalently 
{fj = arg mjn {(j- 2 it1 [Yij - 1J(xi, 8)]2 + (8 - 80)T D -1 (8 - 80)} . (3) 
This gives the estimator (Al) in Table 1. It is biased in the sense that Ee{~} 
= (D - 1 + (j -2M) - 1 (D - 180 + M8 jt) =_8jt + (D: 1 + (j -2M) - 1 D - 1(80 - 8jt). The un-
conditional dispersion matrix of 81' E{(8j - 8i ) (8 j - 8jt f} , iso (A2). COl12parison of (A2) 
and (B2) shows that (D~-l + (j - M) -l ~ (j M -:, so that " lll total" 8j has a sm aller 
dispersion matrix than 8j . In comparing 8j with 8j , it should also be noted that 
E{({fj - 80 ) ({fj - 80f} = D - (D - 1 + (j - 2M) - 1 = D(D + (j2M - 1)- 1 D. 
(4) 
80 , (j2 , and D unknown 
Next we treat the situation (C) where all parameters are unknown. We again use (B1) 
and (B3) for estimating 8j and 80 , respectively; cf. (Cl) and (C3) in Table 1. Taking into 
account that (Cl) and (C3) do not depend upon 80, (j2, and D, estimators for (j2 and D 
out of the dass of quadratic unbiased estimators are (CS) and (C6), respectively [see, 
e.g., SPJ0TVOLL (1977)]. Unfortunately, (C6) does not necessarily satisfy the natural 
condition for 6 to be positive definite for any sampIe {Yij}1','l' In applications this fact 
can cause difficulties, e,g., if (C6) is used as a substitute for D in numerical procedures 
to derive an optimal experimental design. 
Having a sufficient number of observations in a learning sampIe we can use (B3), (CS) 
and (C6) to substitute 80 , (j2, and D, respectively, in (Al) by their estimates. We could 
not find any studies about the "reliability" ofthis substitution for small sampIes ; however, 
it is evident that asymptotically (for r --> 00 and q --> 00 in the learning sampIe), we will 
.obtain the same results as if we used the " true" 80 and D (see also Seetion 2.3). 
2.2 The nonlinear case: A quasilinear approach 
The results of the last seetion can be generalized for the nonlinear parametrization of 
the response function 1J(x, 8). If we use 
q 
8j = arg min I [Yij - 1J(Xi, 8W (5) 
o i= 1 
instead of (B1) or (Cl) of Table 1 and if the 8j are strongly consistent [see JENNRICH 
(1969)], then all results from Seetion 2.1 are asymptotically (for q --> 00 ) valid; in ca1culat-
ing M , the basic functions fex) have to be changed to fex , 8) where fex, 8) = 01J(X, 8)/08, 
Analogously, we must use (3) but not (Al). 
Application of this general rule to (2) requires some precaution, because (2) implicite1y 
assurnes that E{Yij} = 1J(Xi> 80 ), This is fulfilled in the linear case but is not gene rally 
true. To illustrate this let us assurne that 
where D is the dispersion matrix of the corresponding normalized random variables (i.e., 
all its diagonal elements are not greater than one). For any symmetrie distribution of 
8j we get 
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E{YiJ = Eo{I1(Xb 8)} 
{ al1(Xi, 8) I T = Eo 11 (Xi' 8o) + tr (8 j - 80) 
a8 0=00 
1 T a211(Xi, 8) I } + - tr (8j - 80) T (8 j - 80) + ... 
2 a8 a8 0 = 00 
y2 a211(Xi, 8) I 4 
= I1(Xi, 80) + - tr D T + O(y ). 
2 a8 a8 0 = 00 
If the first two terms in the last line are of similar size then in order to achieve the 
accuracy of the above expansion we should use 
~ r q [ 1 a211(X, 8)J2 80 =argminI I(j-2 Yij-I1(X i,8)- - trD "T 
o j = li = l 2 a8a8 
(6) 
instead of (2). 
Thus, in the case of a nonlinear response function the quasilinear version of the estimators 
discussed in Section 2.1 means to use the least squares analogous (3) for (Al), (5) for 
(B1) and (Cl), and (2) for (B3)- (C3), with the improvement implied by (6) if needed. 
In calculating (A2) - (C2) and (B4) - (C4), the function fex) has to be replaced by fex, 8) 
with 8 = (Jj and 8 = (Jo, respective1y. 
2.3 Maximum Iikelihood method and iterative estimators 
In this section we assume that eij and 8j are normally distributed. Neglecting additive 
constants, we find 
R(y, 8, (j2, 80' D) = -21n L(y, 8, (j2, 80' D) = rq In (j2 + r In 101 
r q 
+ I I (j - 2[Yij - 11 (Xi' 8)]2 
j=l i = l 
r 
+ I (8 j - 8of D - 1 (8 j - 8o), 
j = 1 
(7) 
where L is the likelihood function, 8 = {8J~, and Y is the q x r-matrix {yd'l.'.\ . 
If (j2, 80' and D are known, minimization of (7) immediately leads to (3), or to (Al) if 
l1(x,8) = 8T fex). More interesting results are obtained if some of the quantities (j2, 80' 
and D are unknown. 
2.3 .1 Only (j2 is unknown 
Let us first discuss the case when only (j2 is unknown. The maximum likelihood estimators 
for (j2 and 8 are 
and 
r q 
(;2 = (rq) - 1 I I [Yij - I1(X i, e)f 
j = l i = l 
e = argm~n {rqln {(rq)-l J1 it1 [Yij - 11(Xb 8)]2} 
+ J1 (8 j - 8of D - 1 (8 j - 8o)}, 
(8) 
(9) 
Informatik, Biometrie und Epidemiologie in Medizin und Biologie 3/1993 
140 FEDOROV et al. , Estimation and Experimental Design ... 
respectively. At the first glance, (8) - (9) look quite different from previously considered 
estimators. Applying the fixed point method in solving (8) - (9) numerically leads to the 
following iterative procedure: 
e = lim es (10) 
(11) 
It is important and encouraging from the computational point of view that the 
optimization problem (11) can be splitted into r detached optimization problems 
Bj(s + 1) = argmjn {(J's- 2 J1 [Yij - y/(x i, B)]2 + (B - Bof D - 1(B - Bo)} 
(12) 
for j = 1, ... , rand es = {Bj(sm. In (11) and (12) 
,. q (J'; = (rq) - 1 I I {Yij - 11[X i, Bj(s)W · j =1 i=1 
A possible choice of initial values for (10)- (11) is 
q 
Bj(O) = r3j = arg min I [Yij - y/(X i, BW , j=l, ... ,r. (13) 
o i= 1 
Comparison of (12) and (3) shows that (10) and (12) can be considered as an iterative 
version of (3). Thus, the maximum likelihood approach gives a hint how (3) -
independently ofwhether cu and Bj follow a normal distribution or not - can be adjusted 
to the case where the variance of the observation errors is unknown. 
2.3.2 (J' 2, Bo, and D are unknown 
If (J'2, Bo, and D are unknown, setting the derivatives of the log-likelihood function (7) 
to zero gives the estimators 
where 
e = arg min [rq In 0'2(e) + r In ID(e)l], 
EI 
,. q 
0'2(e) = (rq)-1 I I [Yij - y/(X i, B)f, j =1 i=1 
,. 
D(e) = r - 1 I [Bj - 80 (e)] [B j - 80 (ew , 
j = 1 
,. 
80 (e) = r - 1 I Bj . 
j = 1 
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The fixed point method far solving (14) leads to 
e = lim es, 
ej(S + 1) = arg m~n {8 - 2(e s) it1 [Yij - '1(x, ew 
+ [e - Bo(esW 6 - 1 (e,) [e - Bo(e s)]}. 
(15) 
Comparing (15) with (3) shows that the proposed estimator for ej is an iterative version 
of (3) and that the two-stage procedure discussed in Section 2.1 for situation (e ) coincides 
with the first iteration of (15). In the nonlinear case the asymptotical beh~vior of ~ 
coincides with that of (Al). This is due to the strong consistency of 82 and D (for their 
consistency it is sufficient that r ---+ 00 while q can be finite). For the consistency of Bj it 
is necessary that q ---+ 00 . These facts can be proved by means of the techniq ues used by 
JENNRICH (1969) and Wu (1981). FEDOROV (1974, 1977) and MALYUTOV (1982) discuss 
asymptotics with special emphasis on iterative estimators far various regression models 
with constant parameters. The generalization to the second kind regression model is 
straightforward; however, the discussion of the corresponding technical problems is 
beyond the scope of this paper. Consistency can be proved - under rather mild conditions 
- not only for the normal but also far any distribution of cij and ej with finite second 
order moments; the condition far the asymptotical normality are finite third order 
moments. In the nonlinear case the most crucial assumption for the consistency of ~ is 
as follows : 
The minimization in (11), (12), (14), and (15) has to be done over some compact Q (i.e., 
ej E Q), the true value ejl is an interiar point of Q, and uniformlyon Q 
q 
lim q- 1 I ['1(Xi, e) - '1 (Xi' ejl)]2 = v2(e), 
q-+ oo i = l 
where the function v2 (e) has a unique minimum at point ejl' 
Inspite of its elegance, the m.l.e. or iterative estimators require rather extensive 
ca1culations. Even in simple cases and when the procedure is started from initial values 
(BI), (B3), (C5), and (C6), two to four iterations are needed in practice. lterative estimation 
based on generalized least squares and various applications of related algorithms are 
discussed in a surveying paper by DEL PINO (1989). 
As it is demonstrated in Section 4.2, the iterative estimation procedure allows for some 
improvement in the estimation precision. Of course, the rate of improvement depends 
on the type of model and on the true values of the parameters. 
3. Design of Experiments 
As the covariance matrices of the estimators such as Bj and Bo are functions of the design 
~ = {Xi' pJi it is obvious that a careful choice of the experimental design potentially 
will improve the efficiency of an experiment and subsequently the quality of the resulting 
estimates. The question how to make an optimal choice of ~ is usually referred to as 
the design problem. 
Of course, for the various estimators defined in Section 2 different solutions of the design 
problem must be expected. Moreover, given the covariance matrix D(~) of a particular 
estimator of interest we have to select a design criterion 'I' that reduces the multiobjective 
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problem "minimization of D(~)" to a scalar task. The optimal design ~* will be obtained 
by solving the optimization problem 
~* = arg min P[D(~)] , (16) 
~ 
where X stands for the design region. We restrict our discussion to applications of the 
popular D-criterion, i.e., P[D(~)] = In ID(~)I. According to the equivalence results of 
optimum design theory [see SILVEY (1980)] the supporting points of the optimal design 
~* have to be located at the maxima of some scalar function 1p (x, ~*). This function 
can be derived from the design criterion and represents in the case of the design criterion 
P[D(O] = In ID(~)I the variance of the response function. For the estimators of interest 
this function is given, together with the respective expression of the design criterion, in 
Table 2. For sake of notational simplicity, we ass urne that the experimental design is 
the same for all j . A variety of possible choices for the design criterion that can be 
applied to standard regression models can be found, together with the corresponding 
functions 1p(x, ~*), in the survey by ATKINSON and FEDOROV (1989). 
Optimal designs defined by (16) typically assign unequal weights to the various design 
points. This might cause problems in applications. E.g., if the design variable is the time, 
unequal weights imply repeated observations at instant time points. Consequently, 
designs for this type of problem have to satisfy the restriction that all supporting points 
have equal weights and that their number is finite. Such designs are called optimal 
designs with bounded density or restricted optimal designs. FEDoRov (1989) shows that 
for this situation a necessary and sufficient condition for a design ~* to be optimal is 
that the function 1p(x, ~*) separates the set of supporting points from the rest of X in 
the sense that all supporting points are located in areas where the function 1p(x, ~*) 
exceeds a certain level. Algorithmic implications ofunrestricted and restricted designs are 
treated in the context of the example in Section 4. 
As an additional difficulty compared to the standard regression case more parameters (ej , eo, (J2, and D) have to be estimated for second kind regression models. We discuss 
designs for the estimation of the individual and global coefficients ej and eo, respectively. 
Although the nonlinearity of the model is in the focus of our interest we discuss mainly 
the linear parametrization for several situations of prior information. We argue in the 
last part of the section that the design rules derived for the linear model can be applied 
straightforwardly to the nonlinear model. 
Table 2: D-criterion 'P and function 1J! for the estimators ej and 130 and for two situations of prior 
knowledge. 
no prior information preliminary information: 82 and 0 
'P[De,l In IM - li In 10- 1 + 8 - 2 MI - 1 
(Dl) (EI) 
1J!Oj(x, ~) F(x) M - 1 f(x) F(x) [0 - 1 + 8 - zMr 1 f(x) 
(D2) (E2) 
'P[Dilol In IM -l i In 10 + 8zM - 11 
(D3) (E3) 
1J!oo(X, ~) F Ix) M - 1 f(x) F(x) M - 1 [0 + 8ZM - 11- 1 M- 1 f(x) 
(D4) (E4) 
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3.1 The linear ca se 
Like in Section 2, we consider several situations of prior knowledge. 
(A) No prior information is available; in particular, (J2 and D are unknown. 
(B) Prior information is available. 
No prior information 
A typical case of no prior information is when an initial experiment is performed. Let 
us ass urne that we want to perform an optimal experiment for the estimation of the 
individual regression coefficients 8j , having no prior knowledge about 80 , (J2, and D. 
According to the results of Section 2.1, we have to use a design that minimizes the design 
criterion (DI), i.e., the design the points of which are located at the maxima of the 
function (D2) in Table 2. 
The design derived from (DI) for the estimation of 8j is optimal for the estimator 
r 
130 = r - l I 13j , too; cf. (D3) and (D4). The covariance matrix of 130 (C4), although 
j = 1 
different from (C2), is a monotonically increasing function of M - l in the sense of matrix 
ordering. As (J2 and D are unknown, nothing better can be proposed than to minimize 
IM- li, i.e., to use (D1), or (D3), for finding the optimal design. So, in the case of no 
prior information the optimal design is the same for estimating both 80 and 8j-
Prior information auailable 
Of course, in later experiments information about 80 , (J2, and D that is gained in this 
"initial" or "starting" experiment will be used in optimal design construction. Let us 
assurne that reliable estimates such as (CS) and (C6) are available for D and (J2, 
respectively. Then (E3) has to be used as the appropriate design criterion for the estimation 
of 80 , 
Ifwe want to estimate 81 for a new object I, I rt {1, ... , r}, we must use an approach based 
on either (BI) or (Al) depending on whether 80 is known or not. If it is reasonable to 
believe that the new object belongs to the group of objects described by the prior 
distribution with 80 , D, and (J2 , then using (EI) makes the estimate e; most accurate. If 
the new object must be assumed to belong to a group with unknown 80, but information 
known about (J2 and D applies to that group then, of course, we use (D1). 
It should be noted that the use of (E1) guarantees that the asymptotically minimal bias 
for the estimator of D is achieved. This follows from the fact that the asymptotical bias 
of the iterative estimator t5 is proportional to (D + (J2 M - l ) [cf. (4)]. The bias vanishes 
when q ---+ 00 and therefore the elements of M become very large. The rate of this 
convergence is determined by the locations Xl' .. . , X q, and (E1) guarantees the best rate 
in the sense of the determinant value. 
3.2 The nonlinear model 
In the light of the discussion in Sections 2.2 and 2.3, the design rules described in 
Section 3.1 can be applied straightforwardly to nonlinear problems. A crucial point is 
that the basic function f(x,8) = al1(x, 8)/a8 depends on 8. If a reliable estimate 130 is 
known, fex) should be replaced by fex, (30 ), To take the stochastic nature of 130 into 
account, we can follow one of two approaches: (a) find the optimal designs for a variety 
of plausible values of 80 and then merge them to obtain an "average" design [see FEDOROV 
et al. (1988)]; or (b) use a Bayesian or a minimax procedure [see, e.g., FORD et al. (1989)]. 
Informatik, Biometrie und Epidemiologie in" Medizin und Biologie 3/ 1993 
144 FEDOROV et al., Estimation and Experimental Design ... 
4. An Application 
STEPHAN (1940) observed that if plaque on the tooth surface is exposed to carbohydrate 
the plaque pH rapidly decreases from the neutral pH value of abaut 7.0 to a minimum 
and later on increases slowly to approach the neutral status; this pattern or profile of 
the dental plaque pH is called the "Stephan curve" (see Figure 1). Measurement of the 
Stephan curve is of particular interest as its characteristics are used, e.g., as indicators 
of the varying acidogenicity of various substances in our nutrition. 
A usual approach of measuring the Stephan curve is to take six to ten pH-values at 
regular time intervals of three to five minutes. We will demonstrate in the following that 
the use of the earlier discussed refinements in the estimation procedure as weil as in the 
sampling design leads to considerably better estimates as the standard approach. 
A suitable model to describe the Stephan curve is 
(17) 
where ß must be expected to be dose to 7.0, the pH-value that corresponds to the neutral 
condition. Figure 1 shows measurements (cf. Table 3) taken from twe1ve individuals at 
constant time intervals of four minutes over a time-span of 28 minutes after rinsing with 
sucrose, together with the fit of (17) to these data. 1) The corresponding parameter 
estimates are ß = 7.01, 81 = 0.62, and 82 = 0.39. The value of ß is dose to the 
theoretical value of 7.0. 
1) The authors are grateful to the Ludwig Boltzmann-lnstitut für Parodontologie in BadenjAustria far the pennission to use the data. 
Figure 1: Measurements ofplaque pR values after rinsing with sucrose and fjtted curve (17) over time. 
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Table 3: Measurements of plaque pR vaJues from twelve individuals after rinsing wi th sucrose. 
Omin 4min 8 min 12 min 16min 20min 24 min 28 min 
1 7.30 6.24 5.78 5.94 5.79 6.51 7.01 6.70 
2 6.45 6.01 5.72 5.60 5.47 5.29 6.46 6.50 
3 6.97 5.65 5.41 5.42 5.90 6.35 6.40 6.61 
4 6.85 6.45 6.10 6.13 6.55 6.32 6.81 6.56 
5 7.41 6.68 6.42 6.57 6.45 6.94 7.01 7.08 
6 7.01 6.41 6.42 6.69 6.70 6.92 6.96 6.92 
7 6.84 6.30 6.17 6.09 6.35 6.51 6.76 6.81 
8 6.59 5.97 5.37 5.44 5.64 6.06 6.34 6.31 
9 6.96 5.65 5.57 5.54 5.50 5.82 6.16 6.35 
10 6.94 5.25 4.93 5.08 5.02 5.38 5.69 5.59 
11 6.79 6.10 5.86 6.20 6.63 6.50 6.40 6.85 
12 7.50 6.16 5.94 6.10 6.55 6.97 7.15 7.20 
Figure 1 indicates that the observed pH-values are considerably scattered around the 
mean curve. This suggests to use the following regression model with stochastic 
parameters: For the j -th individual, the mean value function is 
(18) 
where ßj and 8j = (8 1j, 82)T vary stochastically. The increase in the explained variation 
due to the stochastic nature of the parameters is significant. Assuming normality of the 
additive observation errors, we find that the test statistic of the likelihood ratio test in 
testing the null-hypo thesis that the parameters are fixed has the value 213.0, corre-
sponding to a highly significant p-value of the asymptotic X2 (33)-distribution. 
In the following we ass urne that the mean value function of the j -th individual is (18) 
with ßj = 7.0, where 8j is a random vector with E{ 8j } = 80 and Var {8 j } = D. Fitting 
this model to the data shown in Figure 1 gives 
e = [0.67] 
o 0.43' 
6 = [0.0072 0.0107] 
0.0107 0.0164 ' 
82 = 0.047, 
where 8 2 is the estimate of the variance (J2 of the observation errors. 
(19) 
These estimates correspond to the "uniform" design, i.e., equally spaced observations. 
Section 4.1 shows what gains are possible due to an improved sampling design. In 
Section 4.2 we compare the gains that can be achieved through using the iterative 
estimation procedure vs. that due to the improved sampling design. 
4.1 Improvements through design 
To construct an optimal design for estimating 8j and 80 by means of the criteria (D1), 
(E3), and (El) we use numerical algorithms [see, e.g., FEDoRov et al. (1988)] that are 
based on the functions (D2), (E4), and (E2), respectively. Our design space X is a grid 
with a width of 2 minutes on the time interval [0, 32] (in minutes), the measurement 
interval that is often used in Stephan curve experiments. 
Comparison of the performance of various designs ~ will be based on the design criterion 
In ID(~)I . Besides the value of the design criterion we will report that of the function 
1p(x, C), i.e., the maximal variance of the response function. According to the equivalence 
theorem an optimal design consists of those points where the function 1p(x, ~*) has its 
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maximum, and for such a design both the design criterion and the maximal variance of 
the response function are minimized. 
First we consider the uniform design that consists of eight equidistant measurements. 
Estimation of 8j and 80 on the basis of this design, without making use of prior 
information, gives 1.89 x 10- 4 for the design criterion (D1) or (D3); the maximal variance 
of the response function is 0.188. This design will serve as a reference design for 
performance comparisons. We also use it as a starting design for the numerical 
algorithms. 
The optimal design for estimating 8j and 80 without making use of prior information, 
i.e., the design obtained from minimizing (D1) or (D3), is shown in Figure 2. This figure 
- and Figures 3 to 5 - are constructed as follows. The vertical bars indicate the design 
points. The height of each bar is proportional to the weight that is given to the observation 
at this point; the weight can be read from the scale on the left axis. The small circ1es 
indicate the variance of the response function. 
The optimal design shown in Figure 2 consists of two supporting points with equal 
weights as it must be expected from optimal design theory. If we again take a sample 
of eight observations the value of criterion (D1) or (D3) is 1.02 x 10- 4 , areduction to 
one half (46%) ofthe value for the uniform design. The maximal variance ofthe response 
function is 0.094, exactly half the value for the uniform design. This optimal design will 
be used in the following as a reference for comparisons of other designs. 
Of course, in the considered case where the control variable is time, it is impossible to 
locate eight observations at two points. To avoid such multiple observations we restrict 
our designs to have a finite number of supporting points with equal weights, i.e., we 
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look for optimal designs with bounded density. An appropriate algorithm for finding 
such designs, the so-called exchange type algorithm, described by FEDOROV (1989), is 
applied in the following. 
For estimating both 8j and 80 without making use of prior information this algorithm 
yields the design shown in Figure 3. The value of criterion (D1) or (D3) is now 1.26 x 10 - 4 , 
about two thirds of the criterion value for the uniform design. The maximal variance 
of the response function is 0.119. The restricted optimal design is slightly deteriorated 
as compared to the unrestricted design but still considerably better than the reference 
design. It should be noted that the unrestricted and the restricted optimal designs do 
not depend on how far we expand the design region. 
So far, we took advantage from improving the sampling design. Next we will show that 
further improvement can be gained by incorporating prior information as discussed in 
Section 3.1 (B). Figure 4 shows the restricted optimal design for estimating 8j making 
use of the estimates (19) for the error variance (j2 and the dispersion matrix D. It is 
obtained from minimizing the design criterion (E1). The maximal variance ofthe response 
function is 0.054, that is only 29% of the corresponding value for the uniform design 
and less than 50% ofthe value for the restricted design without use ofprior information. 
Finally, Figure 5 gives the restricted optimal design for estimating 80 making use of 
prior information, derived by minimizing criterion (E3). The maximal variance of the 
response function is 0.080, that is 42% and 67% of the corresponding values for the 
uniform design and for the restricted design without use of prior information, respec-
tively. 
Figure 3: Restricted optimal design and function 1p for Bj based on (Dl); no use of prior information 
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Figure 4: Restricted optimal design and function lJ! for f)j based on (Ei); knowledge of f)o , 0 , and 
(52 is assumed 
These numerical values demonstrate the improvements that can be achieved (a) through 
using the optimal design or a design that is dose to the optimal, and (b) through taking 
into account prior information. In practice the gain in the design criterion will lead to 
savings in the sampie size. The dependence of the maximal variance of the response 
function on the sampie size shown in Figure 6 allows to assess the different estimation 
schemes with respect to such savings. 
4.2 A Monle Carlo comparison 01 estimalor accuracy 
The Monte Carlo study presented in this seetion aims to give insights into the relative 
gains through using iterative estimation procedures vs. that due to the improved sampling 
design. The study is based on the pH-value model described in the introduction of 
Section 4, i.e., the nonlinear regression model (17) with stochastic parameters. Of course, 
results of this study cannot be extended beyond this model in a straightforward way; 
however, we think that the results are of sufficient interest per se. 
In the simulation study we estimate the parameters 8j for the j-th individual (j = 1, ... , 12) 
in various ways. The estimation procedures and designs considered are 
(A) non-iterative least squares, uniform design, 
(B) iterative least squares, uniform design, 
(C) non-iterative least squares, optimal design, 
(D) iterative least squares, optimal design. 
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The estimation procedures are applied to data that are generated on the basis of mean 
value function (18) and additive normally distributed errors. The design points Xi' 
i = 1, .. . , 8, are that of the uniform design or that of the restricted optimal design shown 
in Figure 3. The parameter vector 8j is a realization of a normally distributed vector 
with expectation 80 and covariance matrix D; the numerical characteristics are those 
given in (19). For this set of parameters 8j , profiles were generated and the four estimation 
procedures were applied. 100 runs of this experiment were performed. In iterative 
estimation, (15) is applied simultaneously to all 12 profiles; the algorithm is repeated 
until the reduction of the design criterion is less than 10- 4 . 
As results we report the mean square error 2 x 2-matrix D of the estimates for 8j in 
Table 4. These results are based on realization 8j / = (0.759, 0.432l and are typical for 
other realizations of 8j . The reduction of the mean square error is of about the same 
size if non-iterative least squares estimation applied to data from the uniform design 
(method A) is substituted by iterative least squares estimation applied to da ta from the 
uniform design (method B) or by non-iterative estimation based on the optimal design 
(method C). However, considerable further improvement can be achieved by using both 
iterative estimation and optimal design (method D). In all cases the bias was dose to 
zero. We obtained similar results for other realizations of 8j • 
Due to the structure of the model, computational problems can arise if the components 
of 8j have similar values. In this case, the realization of the profile can be very flat and 
the estimation algorithm results in highly varying values. In such cases, the iterative 
procedure reduces this special variation considerably. 
Figure 5: Restricted optimal design and function 1p for Ba based on (E3); knowledge of D and (T2 
is assumed 
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Figure 6: Maximal variance of the response function when estimating 8j as a function of sampIe 
size q. The solid and wide dashed polygon is obtained for the uniform design without and with 
use of prior information, respectively ; the narrow and dot-dashed polygon is obtained for the 
optimal design without and with use of prior information, respectively 
4.3 Conclusions 
Parameter estimation in the case of a nonlinear regression model with stochastic 
parameters can be improved by means of iterative estimation. This is demonstrated on 
the basis of the example given in this section. The simulation study shows that the 
reduction of estimation variance or savings in the sam pIe size due to optimizing the 
design are of the same size as the gains from sophistication of the estimation procedure. 
However, both by collecting the data by use of an optimized experimental design and 
Table 4: Mean square error matrix D = (d;J, i, j = 1,2, of 100 independent estimates (methods A 
to D) ofparameters 8j ofmodel (31)for the pH-profile ; the data are based on Bjl = (0.759, 0.432f. 
estimation method dll d12 
A 0.0100 0.0035 
B 0.0072 0.0027 
C 0.0073 0.0028 
D 0.0057 0.0023 
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estimating the parameters by means of an iterated procedure results in considerable 
further gains. 
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Summary 
For ajlexible interpretation of statistical data, conjidence curves have already been proposed 
since the 40's emd 50's. In the case of discrete distributions, conjldence curves are mainly 
based on approximations. We propose an alternative type of c0l1fidence curve, which is 
based on Uniformly Most Accurate Unbiased Randomized Confidence Intervals. This exact 
confidence curve is well-founded with respect to probability statements involved. Hence, it 
can serve two purposes : first as an üiference toolfor study res~tlts - especially for small 
sampIes or skewed distributions - emd second as a standardfor investigating andjudging 
the validity of approximations. 
Zusammenfassung 
Konfidenzkurven wurden bereits in den vierziger und fünfziger Jahren zur flexiblen 
Interpretation statistischer Daten vorgeschlagen. Für diskrete Verteilungen werden in der 
Regel approximative Konfidenzkurven berechnet. Alternativ schlagen wir vor, zur Konstruk-
tion von KOIifidenzkurven gleichmäßig trennschiüfste unvelfälschte KOl1fidenzintervalle zu 
verwenden. Die resultierende exakte Konjidenzkurve beruht auf geneLUen und optimalen 
Wahrscheinlichkeitsaussagen . Sie ist daher geeignet,folgende beide Aufgaben zu erfüllen: 
11 MEDIS-Inst itut, GSF, Ingolstädter Landstraße I , 85764 Oberschleißheim 
2) Institut für Epidemiologie, GSF, Ingo lstädter Landstraße 1,85764 Oberschleißheim 
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Erstens kann sie der InJerenz bei Studien mit kleinen Fallzahlen oder asymmetrischen 
Verteilungen dienen, und zweitens kann sie als ReJerenz bei der Untersuchung und Bewertung 
der Gültigkeit von Approximationen herangezogen werden. 
1. Introduction 
Criticism raised against tests, p-values, or confidence intervals based on arbitrary null 
hypotheses and arbitrary IX-levels respectively, led to the consideration of a continuous 
graphical display of all confidence limits for all IX-levels, or equivalently the display of 
all p-values for all parameters as a partial remedy (TuKEY 1949, Cox 1958, BIRNBAUM 
1961). Such a graphic is called a confidence curve, p-value function or confidence interval 
function and, less frequently, confidence distribution or consonance interval. lt allows 
one to read the p-value for any hypothesis , confidence limits for any IX-level, and a point 
estimate for the observation in question. More recently confidence curves were especially 
suggested to present epidemiological results in order to arrive at more balanced 
interpretations (POOLE 1987, SULLIVAN and FOSTER 1990). 
U nfortunately for parameters of discrete stochastic models there are no definite confidence 
intervals that are clearly optimal and adhere precisely to the confidence level chosen. 
Generally approximate intervals are used and justified by large sampie theory. The 
validity of any single approximation depends on several factors, e.g.: sam pie size, IX-level, 
value of parameter, type and asymmetry of distribution, and whether or not a continuity 
correction is applied. 
When constructing confidence curves the validity of any approximation for confidence 
limits or p-values over the entire IX-range, or parameter range respectively, is problematic. 
Some approximations, especially the more sophisticated ones, achieve good validity 
around IX = .05 at the expense of accuracy for more distant IX-levels, including the point 
estimate at level IX = 1. For example approximating optimal and level preserving binomial 
limits by an F -distribution gives good results for usuallX, but may lead to an erroneous 
behavior for sm aller or larger levels. There are situations where the upper limit of a 
confidence interval may become even smaller than the lower limit for IX tending to 1. 
So, the F -approximation for binomial confidence limits cannot be used to draw reasonable 
confidence curves. 
As an alternative to continuous approximations of discrete distributions - and as a 
reference system - the exact mid-p concept might be considered. In Appendix I we 
briefly introduce the mid-p concept and discuss some of its properties. 
To overcome difficulties regarding the validity and choice of approximations and - as 
an important second aspect - to take discreteness into account adequately, we propose 
an alternative way of drawing confidence curves, namely to base confidence curves on 
uniformly most accurate unbiased randomized confidence intervals. To illustrate our 
suggestion, we restrict attention to the odds ratio and the hypergeometric distribution. 
Corresponding procedures may be and have been implemented for other discrete 
distributions, such as binomial or Poisson models. 
2. Exact Randomized Confidence Intervals 
Proceeding from the theory of Uniformly Most Powerful Unbiased Tests - UMPUT 
- (LEHMANN 1959), we developed algorithms and computer programs for constructing 
uniformly most accurate unbiased randomized confidence intervals, which strictly adhere 
to any IX-level under all circumstances, and which we therefore suggestively label with 
the term exact (SCHERB 1983, SCHERB and WELZL 1984, WELZL 1989). Fortran SOHlTe 
Informatik, Biometrie und Epidemiologie in M edizin und Bio logie 3/ 1993 
154 SCHERB/BRÜSKE-HoHLFELO, The Exact Confidence Curve 
code on 3 1/2" or 5 1/4" disks may be obtained by request from the authors. In 
Appenddix II we outline the methodology leading to UMPUTs, we explain the relation 
between randomized tests and randomized intervals, and in addition we argue in favor 
of aposteriori randomization of statistical results. Since UMPUTs for discrete distribu-
tions are necessarily randomized, the resulting confidence limits are also randomized. 
This means that for a given observation X obs we do not get exactly one lower and one 
upper limit. Instead, we obtain ranges oflower and upper limits depending on a uniformly 
[0, 1]-distributed, auxiliary random variable y. y = ° provides a confidence interval which 
- as a whole - is in a maximum left position, and y = 1 gives an interval 
shifted to the extreme right. As an example we computed exact randomized confidence 
intervals for the odds ratio according to the 2 x 2 table in Table 1. 
The data of Table 1 stem from a case control study discussed in several publications 
(JIeK et al. 1981, ROTHMAN 1982 and 1986, POOLE 1987, THOMPSON 1987, SULLIVAN and 
FOSTER 1990). In Table 2 we compare exact randomized limits for the odds ratio of 
Table 1 with Miettinen's test-based limits, Woolfs logit limits and exact mid-p limits 
To explain the fourth to sixth row in Table 2 consider the ex-level ex = .10. The lower 
exact limit continuously and monotonically varies from .9 to 1.4 as y runs from ° to 1. 
At the same time, the upper limit increases from 7.5 to 10.1. We only present three 
intervals for y = 0, y = .5 and y = 1, in order to provide an impression of position and 
length of exact randomized confidence intervals. Table 2 displays some interesting 
information: Test-based limits are shortest, logit limits are longest, exact mid-p limits 
fall between these extremes and exact randomized limits demonstrate considerable 
variation of position and length. Also in this example, as compared to median (y = .5) 
exact lower limits, bias to the right, i.e. bias away from null is strong for test-based and 
logit limits and smallest, but nevertheless clearly present, for exact mid-p limits. 
Table 1: Infants with congenital heart disease and Down syndrome and healthy controls according 
to maternal spermicide use before conception. 
Down syndrome 
controls 
total 
+ 
4 
109 
113 
matern al spermicide use 
12 
1145 
1157 
total 
16 
1254 
1270 
Table 2: Comparison of exact confidence limits for odds ratio of Table 1 (OR = 3.50) with 
test-based limits, logit limits and exact mid-p limits 
method 
test-based limits 
logit limits 
exact mid-p limits 
exact limits 
y = 0 
y = .5 
Y = 1 
.10 
[lA, 8.7] 
[1.3, 9.2] 
[1.2, 9.0] 
[ .9, 7.5] 
[1.1 , 8.9] 
[lA, 10.1] 
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iX-level 
.05 .01 
[1.2, 10.3] [.8, 14.5] 
[1.1 , 11.0] [.8 , 15.8] 
[1.0, 10.6] [.6, 14.7] 
[ .6, 8.9] [.3 , 12.3] 
[ .8, 10.6] [04 , 14.8] 
[1.1, 11.9] [.7, 16.3] 
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3. The Exact Confidence Curve 
An obvious way to depict confidence curves based on exact randomized confidence 
intervals is to assign to each IX-level on the vertical axis the extreme left and right margin 
points ofthe randomization areas ofthe lower and upper exact (1 - IX) per cen t confidence 
limits respectively. In this way, data in Table 1 lead to the exact confidence curve in 
Figure 1. (We refer to IX-level as p-value in the following text. This problem is addressed 
in the next paragraph.) 
The exact confidence curve in Figure 1 is made up by bounds for randomized confidence 
limits, i.e.: The two envelopes in the left part of the exact curve are bounds for randomized 
lower limits - the left envelope for y = 0 and the right for y = 1. The two envelopes 
in the right part are bounds for randomized upper limits - the left for y = 0 and the 
right for y = 1. 
As compared to ardinary confidence curves, the exact confidence curve - besides being 
correct and optimal with respect to probability statements involved - offers additional 
characteristics, that take into account the inherent uncertainty caused by discreteness. 
For fixed IX we can read a continuous range of equivalent lower and upper confidence 
limits. Similarly p-values are no longer discrete. p-Values have large ranges if the sam pie 
size is small. For example, equivalent p-values far the odds ratio OR = 2.40 according 
to data in Table 1 lie between p = .37 and p = 1.00, wh ich is in sharp contrast to single 
approximative p-values. Finally, the exact confidence curve - unlike the ordinary curve 
- does not focus on a single point estimate. The left, both inner and the right envelopes 
of the exact curve in Figure 1 culminate in three conditional maximum likelihood 
estimates corresponding to the three 2 x 2 tables in Table 3. 
Table a and c in Table 3 are derived from Table b by chan ging the exposure status of 
one case and one control, keeping the margins constant. 
To give an idea how the branch width of exact confidence curves may be influenced by 
Figure 1: Exact confidence curve for the relation between congenital heart disease combined with 
Down syndrome and matern al spermicide use before conception (Table 1). Exact mid-p confidence 
curve as dotted line 
Figure 2: Hypothetic exact confidence curve for the relation between congenital heart disease 
combined with Down syndrome and matern al spermicide use according to data in Ta ble 1, if there 
were 14 exposed cases among 56 fictitious cases. p-Value range [.20, .34] for OR = 2.40 as 
intersections of dotted lines 
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Table 3: Fourfold tables a, b, c corresponding to left, median and right conditional maximum 
likelihood estimates (CML) for odds ratio (OR) to which the left, both inner and the right envelopes 
of the exact confidence curve in Figure 1 converge as the IX-level tends to one. Note that the odds 
ratio's ordinary estimates approximate the odds ratio's CMLs very closely in this situation 
(a) 
3 13 
110 1144 
113 1157 
ORcML = 2.40 
16 
1254 
1270 
(b) 
4 12 
109 1145 
113 1157 
ORcML = 3.50 
16 
1254 
1270 
(c) 
5 11 
108 1146 
113 1157 
ORCML = 4.81 
16 
1254 
1270 
sam pie size, we ass urne 56 instead of 16 cases in Table 1. We also assurne that 25% of 
these cases, i.e. 14 cases, are exposed. This fictitious example leads to the exact confidence 
curve shown in Figure 2. Unsharpness is reduced but still present as is demonstrated 
for the value OR = 2.40. 
4. Sialislical Inference and Ihe Exacl Confidence Curve 
The advantages of confidence curves for inferential purposes have been emphasized by 
several authors (Cox 1958, BIRNBAUM 1961 , POOLE 1987, SULLIVAN 1990) . BIRNBAUM 
even used the term omnibus technique for this device. As a matter of fact, confidence 
curves allow to read p-values for any hypothesis, confidence limits for any (X-level and 
a point estimate for the observation in question. In addition there are some further 
aspects of confidence curves: performance of one-sided tests, reading one-sided p-values, 
one-sided limits, and also the power of special tests in case of symmetric and continuous 
distributions (BIRNBAUM 1961). 
However, the concept of confidence curves is not without difficulties: First of all there 
are ambiguities in defining reasona ble two-sided p-values (GIBBONS and PRATT 1975, 
GEORGE and MUDHOLKAR 1990), which can be overcome by invoking the notion of 
unbiasedness (LEHMANN 1959). Also, when drawing confidence CllIves, (X-level is referred 
to as p-value in general. Equating (X-level with p-value, though formally correct, is 
problematic from a theoretical point ofview. By the confidence curve or p-value function 
the p-value gets a meaning which it was not invented for. Originally the p-value was a 
ranking device for possible observations according to one single natural distribution, 
e.g. the hypo thesis of no association or no difference. Problems arise when interpreting 
the p-value as a ranking device for a continuous set of hypotheses given one single fixed 
observation: There is no dear cut proba bilistic or other type of model for this altered 
interpretation (Cox 1958). Above all, p-values are not probabilities for hypotheses, and 
the alternative interpretation as evidencefor hypotheses in the light of da ta is only informal 
and undefined in a technical sense (MIETTINEN 1985, OAKES 1986). 
From a frequentist's point of view it is certainly unassaila ble to interpret confidence 
curves as set of all possible confidence intervals for one set of data, and hence , to think 
this interpretation superior to the p-value one. THOMPSON (1987) e.g. partially questioned 
the advantages of the confidence curve: 
' ... Ifail to see how ... inspection of suchfunctions would provide any special insight.' 
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But POOLE (1987) defended this concept emphaticaHy: 
'The p-value function ... enables the reader to read the p-value that corresponds to any 
parameter value in wh ich the reader is interested. As I emphasized . .. the p-value 
function allows the reader to think. It provides maximal information, unfettered by a 
'somewhat arbitrary basis forjudgement' imposed upon the reader by the author.' 
POOLE'S statement ignores the fact that in case of discreteness differing approximations 
may be used to present ordinary confidence curves. Under identical conditions considera-
bly different p-values may result. This is weH known from the p-value output of statistical 
program packages according to alternative approximations. As an example see Table 4 
which presents p-values for Table 1 according to alternative methods. 
Table 4 brings up the question which p-value function should be used and for what 
reasons. We must also bear in mind that there may be an unconscious preference by 
theorists and users to choose the narrowest confidence interval, lowest p-value, or tightest 
confidence curve among legitimate alternatives. Furthermore, a sharp confidence curve 
in case of discreteness does not enable one to distinguish intuitively between a situation 
where only a few observations are involved, and a situation where we have dozens of 
observations. In other words, an ordinary approximative sharp confidence curve tacitly 
presumes a continuous random variable, which is a distortion of facts if only a few cases 
are the basis of the inference. 
To circumvent the problem of choice of the right approximative p-value and also to 
take discreteness into account, we propose that the exact confidence curve be utilized 
when drawing conclusions from discrete data. As an example consider Table 5 which 
Table 4: p-values for data of Table I resulting from alternative methods according to the null 
hypo thesis OR = 1. 
method 
X2 test-based 
logit 
* Fisher's exact test (alternative procedure) 
likelihood ratio Xl 
exact mid-p value 
Xl test-based with continuity correction 
likelihood ratio X2 with continuity correction 
* Fisher's exact test (common practice) 
exact randomized procedure y = 1 
y = .5 
y = 0 
p-value 
.023 
.033 
.047 
.056 
.057 
.067 
.079 
.093 
.037 
.088 
.140 
* For the two versions of Fisher's exact test see e.g. BRESLOW and DAY (1980) 
Table 5: Infants with congenital heart disease and Down syndrome, and infants with congenital 
heart disease as controls according to maternal spermicide use before conception 
Down syndrome 
other congenital 
heart disease 
total 
+ 
4 
40 
44 
maternal spermicide use 
12 
334 
346 
total 
16 
374 
390 
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paralleis Table 1, but uses an alternative control group to compare exposure prob-
abilities. 
In Figure 3 we show the two exact confidence curves belonging to Table 1 and Table 5. 
The overlap of the respective left and right branches of the two curves in Figure 3 
indicates that Table 1 and Table 5 convey essentially the same information on magnitude 
of effect and precision with which it is quantified. More specifically, the difference in 
information is less than an appropriate one case difference. (See Appendix II and 
Table 3 for this argument.) If we look, e.g., at the top of the exact confidence curves 
in Figure 3, we observe that the odds ratio OR = 2.77 corresponding to Tab1e 5 is 
contained in the range of exact asymptotic zero percent confidence intervals - [2.40, 
4.81] - for da ta in Table 1. Hence, omitting only one exposed case in Table 1 has a 
greater influence on the point-estimate value than using the alternative control group. 
Since it is nearly equally likely to observe 3, 4 or 5 events in 16 binomial trials with 
true parameter about .25, the observation 4 out of 16 should not be taken absolute. 
In summary, Figure 3 shows the combined variability of confidence intervals, p-values 
and point estimates due to 1 exposed case more or less and due to two alternative 
control groups. For example, the point estimates of the odds ratios are ranging from 
1.87 to 4.81 , and the p-values for the null hypothesis OR = 1 from .03 to .23 . Because 
of this large range of equivalent p-values, the original conc1usion drawn by ROTHMAN 
(1982) that there is a tentative confirmation of the association between Down syndrome 
and spermicide use seems not to be justified. 
Let us finish with an extreme example: SULLIVAN and FOSTER (1990) presented three 
alternative confidence curves (logit, test-based and exact mid-p approximations) for that 
part of data in Table 1, which corresponds to women aged 35 years or older (ROTHMAN 
1986). Since this stratum shows only 1 exposed case among 4 cases (5 exposed controls 
among 91 controls), the exact confidence curve in Figure 4 looks very different from 
the three approximative curves by SULLIVAN and FOSTER (1990) , which all three nearly 
agree or coincide with the dotted line in Figure 4. 
For example, the left envelope of the left branch in the exact curve is a verticalline at 
the value OR = O. Since we are working on a log scale this left envelope is at an infinite 
distance. 
Figure 3: Exact confidence curves according to Table I (solid curve) and Table 5 (broken curve). 
Figure 4: Exact confidence curve for the stratum within Table I which corresponds to women aged 
35 years or older: 4 cases, I exposed; 91 controls, 5 exposed . Exact mid-p confidence curve as 
dotted li ne 
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While approximations, including the exact mid-p procedure, yield relatively small 
p-values for the hypo thesis of no difference in this situation, the range of equivalent 
exact p-values extends from .15 to l.00. The inexperienced reader might interpret 
Sullivan's and Foster's curves as showing an effect, since these curves as a whole are 
considerably far away from the null value. Of course, conclusions of this kind are not 
justified and are not Iikely to occur when using the exact confidence curve. 
5. Discussion 
To avoid erroneous or controversial interpretations some authors proposed confidence 
curves to present statistical data. If in the case of discreteness simple normal approxima-
tions are used, only the point estimate of the parameter together with an estimate of its 
variance is needed in order to draw a confidence curve. It is well known that continuous 
approximations to discrete distributions are valid if sampie sizes are large. What exactly 
is meant by a large sampie size is often far from clear and the validity of approximations 
may be low even with large sampies, if the underlying distributions are highly skewed. 
As mentioned above a variety of factors influences the validity of approximations. Is 
there a remedy for the uncertainty resulting from discreteness and the use of approxima-
tions? If one is willing to accept the principles of unbiasedness and optimality which 
entail the notion of randomization, then there is an answer: We can compute an exact 
confidence curve on the basis of uniformly most accurate unbiased randomized 
confidence intervals. In this curve the linear branches of ordinary confidence curves are 
replaced by areas. This feature expresses the inherent uncertainty resul ting from 
discreteness, which cannot be eliminated by whatever approximation and which should 
be kept in mi nd when interpreting statistical results. The exact confidence curve provides 
information which is correct and optimal in the sense of frequency interpretation of 
probability. Since it is hard to see how an approximation to an ideal can do any better 
than the ideal itself, exact instead of approximative confidence curves should be used. 
Appendix I 
The Exact Mid-p Confidence Curve 
Consider a family of discrete distributions f[} - continuously depending on areal 
parameter 9 - and an observation X obs falling somewhere in the sampie space. The 
exact two-sided mid- p value P~mp for X obs given 9 may be defined as follows : 
P~mp = 2* min t<~Ob/[}(X) + ~ f[}(x obs), X>~b' f'~(x) + ~ fS(x ObS)} . 
The exact two sided mid-p value - obtained by doubling that tail, which is cut off by 
the observation - assigns an imaginary prob ability mass to the respective opposite tail. 
The resulting over- or underestimation of true probabilities may be extreme if f[} is 
highly skewed - a situation not infrequent in applications. 
Plotting P~mp against all 9 yields the exact mid-p confidence curve. As examples we 
include in Figure 1 and Figure 4 exact mid-p confidence curves as dotted Iines. If one 
accepts any vertical section of the exact confidence curve in Figure 1 (e.g. the p-value 
range [.037, .140] at OR = 1) as a set within which no single p-value may be favored, 
then one must admit that the exact mid-p confidence curve reveals partiality by running 
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doser to the inner envelope on the left side. This feature may be called suggestively bias 
away from null of p-values or lower limits. HIRn et al. (1991) characterized the exact 
mid-p procedure as quasi exact and demanded an empirical assessment ofits performance. 
Such an assessment could of course be supported and made more vivid by inspection 
of graphs like those in Figure 1. 
It has been emphasized to be an advantage of the confidence curve to converge to the 
point estimator with IX tending to 1. But not much attention has been paid to the question 
of exactly which kind of point estimator is involved (TUKEY 1949 , Cox 1958, BIRNBAUM 
1961, POOLE 1987, SULLIVAN and FosTER 1990). A natural exact mid-p point estimator 
is the parameter 9 which forces P~mp to take on the value 1. Such a unique 9 exists in 
the case of hypergeometrie, binomial, Poisson or similar distribution families. Figure 1 
and Figure 4 show, that the exact mid-p point estimator is biased somewhat to the right. 
The problem of exact mid-p point estimation can be quite disturbing in certain situations 
as we demonstrate in Table 6. 
It wou1d be inconsistent to combine exact mid-p values with usual point estimators in 
order to draw confidence curves. In this case a more or 1ess skewed curve would be 
obtained because quite different concepts were mixed together. To sum up, the exact 
mid-p concept yie1ds p-va1ues, confidence limits, point estimates, and therefore whole 
confidence curves biased away from null - the degree of bias being dependent on the 
degree of underlying asymmetry of distributions. 
Appendix 11 
Uniformly Most Powerful Unbiased Tests 
In inferential statistics methods with as much power as possible are called for. For 
one-sided problems it is often possible to derive Uniform1y Most Powerful Tests -
UMPT - (LEHMANN 1959). But generally such optimal tests do not exist for two-sided 
problems . For a large dass of relevant discrete distributions uniformly most powerful 
two-sided procedures may be obtained, if the dass of competing procedures is reduced 
to unbiased ones. This results in the notion of Uniformly Most Powerful Unbiased 
Tests - UMPUT - (LEHMANN 1959). Unbiasedness of tests is a reasonable constraint 
since it means that any alternative hypothesis is rejected more often than the null 
hypo thesis, whose frequency of rejection is controlled by the IX-level. Technically this is 
equivalent to stating that the power function of an un biased test has its minimum exactly 
at the null hypo thesis. This is e.g. not true for two-sided exact mid-p tests unless null 
distributions are symmetrie. 
Table 6: Conditional maximum likelihood (CML), cross product ratio (CPR) and exact mid-p 
(XMP) estimates of odds ratio (OR) for sampIe 2 x 2 tables 
2 x 2table* ORCML 
1270, 113, 16, 4 3.50 
(Table 1, Figure 1) 
95, 6, 4, 1 5.53 
(Figure 4) 
100, 10, 10, 1 1.00 
10000, 100, 100, 1 1.00 
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ORCPR 
3.50 
5.73 
1.00 
1.00 
ORXMP 
3.58 
5.91 
1.11 
1.14 
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The general form of an UMPUT is reflected by the following conditions: 
(I) 
x<ct X>C2 
(11) 
f9 0 represents the null distribution, Y1 and Y2 are numbers in the interval [0, 1] and 
e = I xf9o(x) means the expected value of f9 o. We developed algorithms and computer 
pro grams to solve (I) and (11) for relevant discrete distributions. Thereby it has become 
possible to derive exact and optimal test regions, p-values, confidence limits and finally 
exact confidence curves (SCHERB 1983, SCHERB and WELZL 1984, WELZL 1989). Condition 
(I) determines the level IX of the test defined by the critical values Cl' Y 1, C 2 and h 
Condition (11) is a consequence of unbiasedness and it vividly means that the test or 
critical region has the same center of mass - namely e - as the null distribution f'~o 
itself. The UMPUT defined by (I) and (11) works as follows: If an observation X obs 
happens to fall either below Cl or above C2 , reject the null hypothesis. If the observation 
Xobs coincides either with Cl or with Cz, reject the null hypothesis with probabilities Y1 
or Y2 respectively. This requires the auxiliary random experiment of choosing randomly 
an equally distributed Y E [0,1] to be compared with either Y1 or Y2' a process called 
randomization. 
The method applied to compute confidence intervals by using tests - which may be 
called testing in reverse - utilizes the fact that a confidence interval comprises exact1y 
those parameters which, once formulated as null hypotheses, will not be rejected by the 
observation X obs and the random element Y E [0, 1] in the way explained above. 
In some more detail: One has to interpret Cl and C2 in (I) and (11) as functions depending 
on the parameter 9: C1 (9) and C2 (9). Exact randomized lower and upper limits are then 
obtained by solving 
(III) 
for parameters (see e.g. Lemma 1, p. 179 in LEHMANN 1959). For fixed IX and X obs ' inserting 
Y = ° and Y = 1 in Cl 1 yields bounds for lower limits, and inserting Y = ° and Y = 1 
in C l 1 yields bounds for upper limits. Analogously, for fixed parameter 9 one obtains 
a range of p-values. Any Y between ° and 1 yields a particular randomized interval or 
p-value. See Table 2 for examples with Y = .5. MIETTINEN (1985) provides us with an 
argument in favor of ranges for p-values, which applies mutatis mutandis to ranges of 
lower and upper limits: 
'The problem with randomized P-values is resolved by appreciating that there is no 
imperative to arrive at a point value for the P-value statistic. The discreteness of the 
distribution can be taken to mean that the exact P-value can be defined only as to 
its range, with the bounds corresponding to U = 0 and U = 1, respectively ... ' 
(U corresponds to Y above) 
The kind of randomization required for the UMPUT methodology is generally not weIl 
accepted. Practitioners especially feel reluctant to having the results of their scientific 
efforts subjected to the outcome of extraneous random experiments. Some even think 
it is being claimed that randomization pro duces information out of the void. Since this 
cannot be, they rule out aposteriori randomization of results from their statistical tool 
box. 
We have arrived at a different position which we will illustrate using a c1inical trial as 
an example. When patients are assigned to two treatment groups by an appropriate 
random process, pure chance governs the outcome of being treated in one of two ways 
for all individuals. As a consequence, many combinations of successes and failures in 
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treatment groups are possible, entailing many possible values of the ultimate statistic. 
Few people object to this apriori randomization and some even think it a sine qua 
non. But when the study result is assessed and there exists a randomized inference 
procedure fitting optimally into the framework of our statistical concepts most researchers 
object to it just because it is randomized. However, closer inspection reveals that the 
maximum influence of this aposteriori randomization corresponds to chan ging only 
one observation respectively in the following manner: a responding patient and a 
non-responding patient must have been assigned to the respective alternative treatment 
group, which is in analogy to interchanging one observation in each exposure group in 
our Table 3. From this point of view it is hard to comprehend that, although it is 
important to randomize all patients prior to treatment, randomization of the result to 
obtain an optimal statistical procedure is rejected. 
Since single optimal exact p-values depend on a uniformly [0, l]-distributed random 
variable, we believe it to be most informative to report the whole range of equivalent 
p-values. An analogous statement applies to lower and upper limits. 
A relatively positive attitude towards randomization is shown by MANTEL (1990) 
'There is a randomization deuice, ... , wh ich I am not necessarily aduocating but which 
does haue certain desirable aspects, that does circumuent the question of conseruatism.' 
It is also interesting to note that our methodological considerations based on UMPUTs 
for discrete distributions are in accOl'd with a more intuitive conclusion drawn by 
GREENLAND (1990) 
'An extension of data description is injluence analysis, in wh ich one explores the degree 
to which one's data summaries 01' effect estimates wouLd change under small perturbations 
of the data ... More generally, the most telling aspect of the stability of a result 
(especially in smalL studies) may be the impact of deleting or interchanging a few 
subjects, ... ' 
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BUCHBESPRECHUNGEN/BOOKREVIEWS 
PEPPER, P. 
Grundlagen der Informatik 
1992,355 S., DM 44, -, ISBN 3-486-21153-6 
R. Oldenbourg Verlag, München-Wien 
Dies ist zwar eine "Einführung in die Informatik" , aber , wie es der Autor selbst ausdrückt, kein 
populärwissenschaftlicher Schnellkurs "Informatik in 24 Stunden". Das Buch ist aus einer in der 
Zeitschrift at erschienenen Artikelserie entstanden. Von daher sind die einzelnen Kapitel mit ihren 
Anmerkungen und Literaturangaben auch relativ selbständig. 
Im einzelnen werden u. a. folgende Themenkreise behandelt: 
Über den Begriff der "Information" 
Die Rechnerstruktur der Booleschen Algebra 
Zahlstrukturen 
Grundkonzepte der Programmierung 
Algorithmen und Datenstrukturen 
Parallelität und Kommunikation 
Rechneraufbau und Betriebssysteme. 
Der Einstieg in die Begriffswelt der modernen Informatik ("Die Informatik der 80er Jahre 
unterscheidet sich sehr deutlich von der Informatik der 60er und 70er Jahre") läßt sich - soweit 
versucht wird, eine möglichst allgemeine und umfassende Darstellung zu erreichen - nicht ohne 
die Verwendung .p1athematischer Formalismen erreichen. Dabei wird aber auch immer wieder 
deutlich, daß die Ubergänge zwischen Methoden und Verfahren, auch zwischen Hard- und Software 
oft gleitend sind. 
Das insgesamt sehr persönlich und didaktisch sehr gut geschriebene Buch ist nicht in allen 
Abschnitten ohne die entsprechenden mathematischen Vorkenntnisse leicht lesbar. Es sollte aber 
gerade deshalb eine Ptlichtlektüre für Informatiker und insbesondere für Informatikstudenten 
sem. 
BAKKER, R. A., EI-lLERs, C. Th., BRYANT, J. R ., HAMMOND, W. E. (eds.) 
Hospital Information Systems - Scope - Design - Architecture 
H. Geidei, Stuttgart 
North-Holland, Amsterdam - London - New York- Tokyo 1992, 303 Seiten, gebunden ca. DM 
190, - , ISBN 0-444-89412-8 
Krankenhaus-Informationssysteme geistern durch die Medizinische Informatik schon lange bevor 
diese so genannt wurde. Schon zu Zeiten von Zworykin, etwa Ende der 50er Jahre (der übrigens 
seit längerer Zeit - so auch in diesem Buch - nicht mehr zitiert wird) , haben er und andere in 
zum Teil unveröffentlichten Papieren über die Aufgaben der Elektronischen Datenverarbeitung in 
Krankenhäusern geschrieben. Und noch immer müssen internationale Workshops und Kongresse 
über diese Thematik abgehalten werden. Das zeigt entweder die Komplexität und Schwierigkeit 
der Materie oder die Unfähigkeit von fast zwei Generationen von Medizinischen Informatikern , 
ein allgemeingültiges Modell eines Krankenhaus-Informationssystems KIS zu erstellen. Zugegeben, 
bei den sich ständig entwickelnden Hard- und Softwarevoraussetzungen eine hochrangige Forde-
rung. 
Vorliegendes Buch umfaßt die Proceedings eines IMIA-Workshops über die Thematik, der vom 
7. bis 11. September 1991 in Göttingen stattfand und der von C. Th. Ehlers organisiert worden ist. 
Die Liste der 95 Teilnehmer liest sich wie das "Who is Who" in KIS aus aller Welt und aus allen 
Bereichen: DV -Industrie, Krankenhäuser, Forschung und Softwarehäuser. Der Band enthält 
27 Vorträge (davon drei Keynotes) , 8 Kurzfassungen von Poster und ein Kapitel mit den Resultaten 
der Gruppendiskussionen. 
Die Thematik der Vorträge reicht von "Scope of HIS" über die weiteren Aussichten, Modellbil-
dungen, die notwendigen weiteren Schritte bis zu Risiken und Herausforderungen. Es sollen hier 
nur einige Artikel stellvertretend herausgehoben werden. Der "Altmeister" der Medizinischen 
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~f1formatik (insbesondere auf dem Gebiet des KIS) Moris Collen hat in seinem Artikel einen guten 
Uberblick über die Entwicklung des KIS in den letzten 30 Jahren in den USA gegeben, aber auch 
er erwähnt dabei z. B. Zworykin erstaunlicherweise nicht. Auch er bringt schon als Ausblick eine 
Aufstellung der zu erwartenden Entwicklungen in den 90er Jahren, wobei er z. E. auch die 
Qualitätsverbesserung in der Gesundheitsversorgung heraushebt. 
Die 5 Artikel in dem Abschnitt "Perspectives of HIS" decken die gesamte Breite der Thematik ab: 
Direct Order Entry (McDonald et al. , USA), Nursing (Pluyter-Werting, NL), Management (Bullas 
und Scott, UK), Research (Kai ha ra et al. , Japan) und Developing Countries (Yacubsohn, Arg.). 
Die Japaner beschreiben dabei u. a. die eingebaute Möglichkeit des "Downloadings" von (vermut-
lich anonymisierten) Patientendaten auf PC zur weiteren wissenschaftlichen Auswertung, wie es 
wohl auch anderenorts heute schon üblich ist. 
Im Abschnitt "HIS Modelling" berichten Degoulet et al. (Paris) über das AlM-Projekt HELlOS 
und das dort implementierte Software Engineering Environment. Eine interessante Arbeit in diesem 
Abschnitt ist auch der Artikel von Ferrara (Rom) über Kriterien und Werkzeuge zur Erarbeitung 
eines HIS-Modells. Leider vermißt man hier - wie auch in den meisten anderen Arbeiten - an 
wenigstens irgendeiner Stelle den Patienten. Man hat so den Eindruck, Krankenhäuser funktionieren 
am besten, wenn es keine Patienten gäbe. 
Die 5 Arbeiten in dem Ai?schnitt "Necessary Steps for open useful HIS" befassen sich -
korrekterweise unter dieser Uberschrift - mit Standardisierungsfragen. In diesem Abschnitt sind 
sicher mit die interessantesten Arbeiten zu finden. Beispielhaft soll hier nur der Artikel von Wigertz 
et al. (Linköping, Schweden) über den Einsatz der Medical Languages Modules herangezogen 
werden. MLM ist von bekannten Institutionen der Medizinischen Informatik, z. B. auch LDS 
Hospital Salt Lake City (Utah, USA) zu einem internationalen Standard entwickelt worden. 
Die drei Arbeiten im letzten Abschnitt "Risks and Challenges" verdienen besonders hervorgehoben 
zu werden, jede aus einem anderen Grund. Die erste Arbeit von Protti und Haskell (9anada) stellt 
den Menschen, der mit zukünftigen Systemen arbeiten soll , in den Mittelpunkt der Uberlegungen. 
Eigentlich fehlt gerade in dieser Arbeit noch der Bezug zum Patienten, der schließlich einerseits 
auch ein Mensch ist und andererseits werden für ihn ja letztendlich alle diese Anstrengungen 
unternommen. Bakker (Leiden, NL) hebt die Risiken und die Abhängigkeiten von derartigen 
Systemen hervor. Hier soll der letzte Satz der Arbeit zitiert werden: "Hopefully this paper will 
stimulate the discussion and contribute in that way to the responsible application of HIS to the 
benefit of both the hospital and the patients." Dieses Zitat ist gebracht worden, um einerseits auch 
hiermit die sicher notwendige Diskussion über die Thematik anzuregen und andererseits auch 
einmal positiv zu konstatieren, daß jemand auch an die Patienten gedacht hat. 
Gremy et al. stellen den Patienten in den Mittelpunkt (was bei Gremy eigentlich nicht anders zu 
erwarten ist) und bauen um ihn herum die 4 globalen Bereiche des Krankenhauses: "Production of 
Care" , "Management" , "Logistics" und "Administration" . Dieses Modell hat den Vorteil, daß es 
auf alle Bereiche der Gesundheitsversorgung und darin für alle Ebenen zutrifft. 
Anschließend werden noch die Kurzfassungen von 8 Poster wiedergegeben, von denen das Poster 
von Haas und Sawinski (Heidelberg, D) wegen seiner grundsätzlichen Bedeutung hervorgehoben 
werden soll, die unabdingbare Verknüpfung und Notwendigkeit der parallelen Bearbeitung von 
Dokumentation und Kommunikation im Krankenhaus. Das ist eigentlich nur noch zu ergänzen 
um die Voraussetzung der Standardisierung und um die Erweiterung, daß dies überall - nicht 
nur im Krankenhaus - gilt. 
Die Kurzfassungen der Diskussionen der 4 Diskussionsgruppen jeweils zu fast jeder Session sind 
mehr oder weniger in Schlagworten und Fragestellungen stecken geblieben, was auch für denjenigen, 
der derartige Diskussion miterlebt hat, nicht verwunderlich ist. Natürlich geben gerade die 
differentierten Fragestellungen Denk- und Entwicklungsanstöße für die nächsten Jahre, womit 
auch der Kreis zu der ganz oben angeschnittenen Frage (oder Feststellung?) geschlossen ist. 
Das Buch bringt von den führenden Wissenschaftlern und Praktikern in der Szene KIS den "state 
of the art". Als auf dem Sektor KIS Arbeitender bleibt einem wohl nichts anderes übrig, als 
hineinzuschauen. Das Buch ist gut aufgemacht, nur der Index ist ein bißehen dürftig. Z. B. erscheint 
das Wort "Patient" nur ein einziges Mal, so schlimm war es denn nun wieder auch nicht. Den 
Autoren sollte man grundsätzlich die Art und Weise der Zitierung vorgeben, sonst wird es, wie 
hier zu konstatieren, ein heilloses Durcheinander und es wird für den Leser, der damit arbeiten 
will und soll, ein bißehen schwierig. 
Claus O. Köhler, Heidelberg 
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DUFNER, J. , JENSEN, E. , SCHUHMACHER, U. 
Statistik mit SAS 
Teubner Studienbücher Mathematik, Stuttgart 1992, 398 Seiten, DM 42, -, ISBN 3-519-02088-2 
Inhalte des Buches sind die Einführung in das Programmsystem SAS sowie die beschreibende und 
analytische Statistik mit speziellem Schwerpunkt Varianz- und Regressionsanalyse. Es ist ein Buch 
mit wechselndem didaktischen Stil und mathematischem Niveau (auf Grund der unterschiedlichen 
Autoren ?). Dementsprechend scheint auch - je nach Kapitel - ein anderer Leserkreis angesprochen 
zu sein. In den ersten beiden Kapiteln steht das Programmsystem SAS im Mittelpunkt. Der Stil 
ist auch für Anfänger und (Statistik-)Fachfremde gut verständlich: Die Einführung in SAS erfolgt 
Schritt für Schritt. Dabei haben die Autoren eine gute Mischung aus theoretischer Erklärung und 
angeleiteten praktischen Übungen gefunden. Angenehm ist, daß nicht versucht wurde, alle Details 
und Optionen des SAS-Systems aufzulisten, sondern nur genau die SAS-Kommandos, Prozeduren, 
Optionen erklärt werden, die man braucht, wenn man SAS (zum ersten Mal) für eine statistische 
Analyse praktisch einsetzen möchte. Ich persönlich würde mir in diesem Kapitel zusätzlich 
wünschen, daß auch das Anlegen permanenter SAS-Dateien sowie das Zusammenführen von 
SAS-Datasets (SET, MERGE) ausführlicher behandelt würde. Das 2. Kapitel ist auch für 
"SAS-Autodidakten" empfehlenswert (, die jedoch DOS- und Statistik-Grund kenntnisse besitzen 
sollten). 
Mit Kapitel 2 vollzieht sich dann der erste Stilwechsel des Buches. Ab Kapitel 3 spielt der theoretisch 
statistische Inhalt eine zunehmende Rolle. Das Buch wird weder eine Statistik-Vorlesung noch ein 
Statistik-Lehrbuch ersetzen können. Darauf erheben die Autoren aber auch explizit selber gar 
keinen Anspruch. Die statistischen Inhalte und Zusammenhänge werden zum Teil sehr verkürzt 
dargestellt, wie z. B. Einführung des Histogramms im Kap. 3.1.1. Die Gratwanderung zwischen 
theoretischem Statistik- und SAS-Handbuch ist eine gewagte und schwierige Aufgabe: Im 3. Kapitel 
wird der Korrelationskoeffizient einführend erklärt. Dabei taucht z. B. die t-Verteilung mit N-2 
Freiheitsgraden auf, ohne daß zuvor definiert wurde, was eigentlich eine Verteilungsfunktion ist 
(das erfolgt später im Kap. 4.1). Dies soll jedoch keine Kritik an den Autoren sein, da der Ansatz 
des Buches ein schwieriges und gewagtes Unterfangen ist, und wahrscheinlich gar nicht viel anders 
oder besser zu bewältigen ist. Wohl aber eine Warnung an die Leser, daß Statistikkenntnisse bereits 
vorhanden sein müssen. Das Kapitel 3 wird einem Statistik-Anfänger oder "Nichtmathematiker" 
(obwohl die im Vorwort explizit als Leser angesprochen werden) sicherlich kaum verständlich sein 
- auf Grund der (z. T. recht komplizierten) Formeln einerseits und des zusammenfassenden, 
verkürzenden Stils andererseits . So werden hier Grundbegriffe der mathematischen Numerik ganz 
selbstständlich benutzt (Lösungen von Normalgleichungssystemen, Rang von Matrizen ... ). Dieses 
Kapitel würde ich Statistik-Einsteigern, wie promovierenden Medizinern oder auch meinen 
Dokumentations-Studenten nicht als Lektüre empfehlen . Andererseits wird aber hier der in Numerik 
und/oder in Regressionsrechnung Erfahrene ausgezeichnet die praktische Umsetzung seiner 
mathematisch-statistischen Theorie finden, das "Verbindungsglied" zwischen seiner komplexen 
Theorie und ihrer praktischen Umsetzung in SAS. Aus diesem Grund fand ich dieses Kapitel 
wiederum sehr interessant. 
Das Kapitel 4 ist wiederum anders als die drei vorhergehenden: Hier werden theoretische 
Grundlagen der Statistik behandelt, die zum einen für Statistik-Anwender weniger interessant sind 
(der Zentrale Grenzwertsatz, die Definition erwartungstreuer Schätzer etc.), andererseits in den 
meisten Statistik-Standardwerken zu finden sind. Die Einführung ins Statistische Testen kann man 
anderswo verständlicher nachlesen. Obwohl: Auch im Kapitel 4 gefiel mir wieder sehr gut, wie der 
(sonst fehlende) "Brückenschlag" vom Lehrstoff der Wahrscheinlichkeitsrechnung zum Programm-
system SAS gemacht wird. 
Ein bemerkenswerter Schwerpunnkt des Buches ist das 6. Kapitel, das gut die Hälfte des Buches 
umfaßt, welches hier beinahe schon den Charakter eines Handbuches oder Nachschlagewerkes hat. 
Dort wird sehr sorgfältig und gut fundiert die praktische Durchfj.ihrung von Varianzanalysen mit 
SAS behandelt. Es wird zum Beispiel aufgezeigt, wie erforderliche Uberprüfungen der Modellvoraus-
setzungen mit Hilfe von SAS durchgeführt werden, auch wenn dies nicht so "ohne weiteres" (d. h. 
per Optionen) möglich ist, sondern nur durch "Zusatzprogrammierung" . 
FAZIT: Ein interessantes Buch mit wechselnden Gesichtern, so daß ich mich während des Lesens 
des öfteren fragte , wer denn nun eigentlich der geeignete bzw. angesprochene Leserkreis sein könnte. 
Insgesamt ist das Buch angenehm und immer wieder auch sehr interessant zu lesen. Ein Buch, in 
dem Statistik-Lernende oder SAS-Einsteiger genauso gute Tips und Tricks für die Umsetzung 
statistischer Theorie in die Praxis (mit SAS) entdecken werden, wie der erfahrene Statistiker und 
SAS-Benutzer oder Lehrende. Ein Buch mit wechselnden inhaltlichen Schwerpunkten und Stilen, 
aber nicht zuletzt gerade deshalb ein interessantes Buch. 
Kira Schulz, Hannover 
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Statistische Strukturanalysen 
Von Dr. Michael Röhr, Leipzig 
1993.256 Seiten, kt. DM 79,-
Inhalt: Einleitung - Ein-Bereich-Strukturen: Einfaches (symmetrisches) Eigenwertproblem; 
Hauptkomponenten-Analyse; Bedeutsame Hauptkomponenten ; Kreuzvalidierung; Er-
gänzende Maßzahlen; Anzahl der Hauptkomponenten; Spezielle Probleme; Inter-
pretationshinweise; Berechnung: Realbeispiel 1 - Zwei-Bereiche-Strukturen: Dekom-
positionstheoreme; Kanonische Analyse; Redundanz-Analyse - PC-Technik für 
Strukturanalysen: Statistikprogrammsysteme, Datenerfassungs- und -manipulations-
system DEMAS, Statistische Eigenwertanalyse EIST AT - Anwendungen: 
Hauptkomponentenanalyse, Kanonische Analyse, Redundanzanalyse 
Dieser Band behandelt die statistischen Verfahren für Strukturanalysen von 
Merkmalsmengen aus der Sicht der Angewandten Statistik und leistet somit einen 
Beitrag zur praktischen statistischen Datenanalyse. 
Die klassischen Ansätze für Strukturanalysen von Gegenstandsbereichen, die 
Hauptkomponenten-Analyse und die kanonische Analyse, sowie die Redundanz-Analy-
se werden unter drei wesentlichen Zielsetzungen behandelt: Die statistischen Aspekte 
der einzelnen Verfahren werden in einer zusammenfassenden Darstellung beschrieben; 
die statistische Problematik wird in einer Gesamtkonzeption der Strukturanalyse einge-
ordnet (Planung, Datenanalyse, Interpretationsvorbereitung, Stabilitätsabschätzung, 
Deutung); zusätzlich werden Softwaresysteme vorgestellt, mit deren Hilfe die 
Datenauswertungen für statistische Strukturanalysen realisiert werden können . 
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