This study investigates abstracted processes and introduces a new prototype abstraction model adapted to estimation tasks. This prototype abstraction model assumes that the processing of whole exemplar patterns supports the detection of the underlying statistics necessary for the abstraction of two extreme prototypes on the continuous criterion dimension of the task. The prototypes are stored in memory as valid reference points for future similarity-based judgments. This prototype model was compared with the cue abstraction model, which assumes that people abstract cue weights in learning and add the cue information from exemplars to infer their criterion values varying on the continuous dimension. This study hypothesises that the training mode and the number of exemplars in training interact and affect subsequent model performance at test. The results from an experiment confirmed this hypothesis and showed that observational training supports an efficient prototype abstraction and feedback training supports an efficient cue abstraction.
Introduction
An important part of human adaptation and survival comes from the ability to abstract underlying statistical information from the environment, a process that facilitates an accurate mental representation of the environment and also guides adaptive behaviours. Statistical information can concern the relation between object or the relationship between features of objects (i.e. cues) and a distal property (i.e. the criterion) (Cooksey, 1996; DeLosh, Busemeyer, & McDaniel, 1997; Fiser & Aslin, 2001; Kirkham, Slemmer, & Johnson, 2002) . For example, people abstract knowledge from facial cues, the voice, or body language that signal friendliness or other important criteria necessary for protection and survival. Abstracted knowledge could also concern the various cues that signal toxicity of bugs, the scenario used in this study.
This experimental study investigates the combination of task characteristics that trigger different abstraction processes. Participants performing a computerised task learned to assess the varying toxicity level based on cues describing fictitious bugs. Experimental manipulations are training mode (trial-and-error feedback or observation), the number of unique training instances (few/16 × 10 or many/160), and stimuli presentation (written descriptions or pictures). A new prototype abstraction model is adapted to the continuous criterion dimension in the estimation task and compared to the Cue Abstraction Model (CAM) (Juslin, Jones, Olsson, & Winman, 2003) . The Exemplar-Based Model (EBM) is also used to test the possibility of involved memory processes that do not involve abstraction but do involve memorisation of concrete exemplar patterns and similarity assessments to these stored exemplars (Medin & Schaffer, 1978; Nosofsky, 1986) . The proposed Ideal PrototypeBased Model (i.e. PBM) is predicted to be supported by observational training, whereas the CAM is predicted to be supported by trial-and-error feedback training.
1 This article starts with a description of Multiple Cue Probability Learning (MPCL) (Cooksey, 1996) and its relationship to research paradigms such as function learning and category learning. In addition, this article introduces a cognitive model, outlines the proposed prototype model, and provides predictions. Experimental and modelling data are presented that reveal evidence of different abstraction processes depending on the training mode and the number of training instances.
Estimation tasks and MPCL
The human capacity to abstract statistical information from the environment such as cue weights (i.e. the relative impact of different cues for the criterion) has a long tradition within a neo-Brunswikian framework that investigates adaptive learning and rational decision making by studying the interaction between the external environment and the human mind (Cooksey, 1996) . This research paradigm, MPCL, has often emphasised the role of trial-anderror feedback and there has been a more or less implicit assumption that learning from feedback is a controlled hypothesis testing and summing of cue weights. Externally provided feedback is assumed to adjust faulty beliefs about which cues to attend, weigh, and integrate in order to correctly infer the distal criteria, usually varying on a continuous dimension as in estimation tasks (Juslin, Karlsson, & Olsson, 2008; Klayman, 1988; Lindell, 1976; Newell, Weston, Tunney, & Shanks, 2009; Rolison, Evans, Dennis, & Walsh, 2012) . In MPCL, multiple regression analysis has traditionally been used to investigate assessments and been treated as a cognitive process that captures a cue weighing strategy. Although some researchers have criticised statistical regression models for being "as if" models (Gigerenzer & Kurz, 2001) , there is considerable support for the abstraction of cue weights and a controlled integration of cue information, at least when the task environment facilitates an additive integration of cue weights by affording cues linearly related to the criteria (Brehmer, 1994; Einhorn, Kleinmuntz, & Kleinmuntz, 1979; Juslin et al., 2008; Newell et al., 2009) . In more complex nonlinear task environments, where a controlled learning of cue weights may be too cognitively demanding due to a limited working memory capacity, there is evidence that people turn to memorisation of exemplars to perform the task effectively (Henriksson & Enkvist, 2018; Hoffmann, von Helversen, & Rieskamp, 2014; Juslin et al., 2008) . The results from MPCL studies add to the bulk of evidence supporting the notion that people adaptively shift between different cognitive processes or strategies when the current strategy fails to deliver a satisfactory performance in that particular task environment (Bröder & Schiffer, 2006; Bröder, Newell, & Platzer, 2010; Pachur & Olsson, 2012; von Helversen, Karlsson, Mata, & Wilke, 2013) . The assumption in this research is that there is not one single, all-purpose process model, but rather a "toolbox" of strategies that people can learn and make use of when dealing with different task environments (Gigerenzer, Todd, & the ABC Research Group, 1999) .
MPCL studies do not differ from function learning studies, which can be regarded as "one cue learning". Both types of studies assume that there is an underlying function between cues and the criteria, usually a probabilistic function that captures the nature of many real environments of perturbed uncertainty and randomness (Dhami, Hertwig, & Hoffrage, 2004) . Both paradigms use estimation tasks where the criteria dimension range on a continuous scale although MPCL studies can sometimes use binary/nominal criteria that transforms the task to category learning with an underlying cue-criterion function. Like category learning studies, MPCL studies are interested in the various task properties that affect cognitive functions, but as noted above, the MPCL paradigm assumes that there are several cognitive processes that people can make use of depending on the specific combination of task properties they experience (Hammond, Hamm, Grassia, & Pearson, 1987) . As I describe above, research has not focused on finding one general, all-purpose process model as it was in earlier category learning research where a heated debate occurred between exemplar and prototype theorists (see discussion in Asby, Paul, & Maddox, 2011) . In MPCL, EBMs have successfully been adapted and are considered as important and effective back-up processes whenever cognitively demanding processes such as the CAM fail to deliver a satisfactory judgment accuracy (Juslin training, which is a clearly supervised mode of learning. Observational learners can of course generate an internal feedback across trials/observations, which I hypothesise is about the statistical parameters needed for the abstraction of the extreme prototypes, at least when memorising the exemplars becomes too difficult. et al., 2008) . However, prototype theory has largely been ignored by MPCL research, presumably because of difficulties determining prototypes on a continuous criterion dimension. Consequently, this study tests a new prototype abstraction model adapted to estimation tasks and investigates different abstracted processes triggered by different task characteristics.
Cognitive models
The Cue Abstraction Model
The CAM (Juslin, Jones, et al., 2003) is essentially a multiple regression model and the parameters are the intercept (k) and the cue weights (ω):
For each cue (C i ), a weight (ω i , i = 1 … n) is abstracted during training. By adding all the information from cues, the continuous criterion (ĉ) of a probe (p) can be inferred. At a subsequent test phase, CAM predicts, like many rule-based models, no systematic difference in assessments of matched old and new probes by the criterion and extrapolates the assessment of probes beyond the previously observed criterion range. As is illustrated in Figure 1 (Panel A), CAM assessments are predicted to be slightly regressive due to random error but still linearly related to the criteria expected by rule-based models.
The Exemplar-Based Model
The EBM refers to a version of the Context Model (Medin & Schaffer, 1978) and the Generalised Context Model of classification (GCM) (Nosofsky, 1986) . The EBM assumes that people store memory traces of concrete exemplars (the cue pattern and the criterion) and assess the criterion value of a probe using the similarity to stored exemplars. The inferred criterion (ĉ) of a probe (p) at a subsequent test phase is the weighted average of the criteria of stored exemplars where the similarity is the weight:
where S pj is the similarity between p and stored exemplar j (j = 1 … N ), and c is the criterion of exemplar j in memory. The overall similarity (S) between probe (p) and stored exemplar ( j) in memory is an exponential decreasing function of their distance (d pj ) in a psychological space,
The metric for the distance is Euclidian and the distance (d jp ) is given as follows 2 :
where h is the sensitivity to the differences between exemplars, ω m are attention weights on cue m (m = 1 … n), and x pm and x jm are values of the probe (p) and the exemplar ( j) on cue m. Each attention weight can vary between 0 and 1, but their sum must be 1. The sensitivity can vary between 0 and infinity. Unlike CAM, the EBM predicts a systematic difference in assessments of matched old and new exemplars by their criterion, with more accurate assessments of probes previously observed than new ones never encountered before. Since the assessment is a weighted average of similarity to all previously encountered exemplars, EBM predicts no extrapolated assessments beyond the observed criterion range. Thus, as illustrated in Figure 1 (Panel B), EBM assessments at a subsequent test phase are predicted to show an s-line shaped curve where the new exemplars never encountered before, especially the most extreme ones at the endpoints on the criterion dimension, will depart from the identity line the most.
The Prototype-Based Model
The equations and the parameters for the proposed PBM are the same as for the EBM outlined above. The only difference is that the PBM assumes that the memory cache contains only two inferred exemplars-the two prototypes E1 and E4 in Table 1 . The prototypes are the two most extreme exemplars (i.e. the ideal prototypes) at each endpoint on the continuous criterion dimension, each implicitly carrying important task environmental information as cue directions (i.e. if cues are positively or negatively related to the criterion). Such extreme or ideal prototypes are not new in categorisation and concept learning where the abstractions of ideal prototypes can optimise performance (Barsalou, 1985; Lynch, Coley, & Medin, 2000; Massaro & Friedman, 1991; Palmeri & Nosofsky, 2001; Voorspoels, Storms, & Vanpaemel, 2013) .
Unlike CAM, which is predicted to abstract cue information based on trial-and-error feedback learning as MPCL research suggests, the proposed PBM is hypothesised to form the prototypes from statistical information about observed exemplar patterns enabled by observational training. The training modes capture the two theoretical approaches in early cognitive research where one suggested an active hypothesis testing in learning while the other suggested a more passive associative learning (Estes, 1994) . Indeed, studies have reported more exemplar memory processes and encoding of exemplar patterns among participants with observational training where they only observe cues and the criterion without trial-and-error feedback (Estes, 1994; Henriksson & Enkvist, 2018) . Some studies in various research paradigms show also that observational learning engage sophisticated abstraction of statistical properties of the task (e.g. Fiser & Aslin, 2001; Kirkham et al., 2002) and involve pattern search and recognition of exemplars (Bishop, 2006; Jain, Duin, & Mao, 2000) . As have been suggested in behavioural economics, pattern recognition, prototype abstraction, and intuitive extrapolation play important roles in financial forecasting (Eggleton, 1982) . As it seems, observational training engages either memorisation of exemplar patterns or encourages a more sophisticated abstraction of statistical information based on processing whole exemplar patterns.
Although there is substantial support for the exemplar theory (Medin & Schaffer, 1978; Nosofsky, 1986) , prototype theory has persisted and is supported by evidence from experiments manipulating the number of training instances. Thus, as the number of unique training exemplars increases, Note: T 1-4v = old training exemplar; O 1-12v = interpolated old exemplars; E 1-4v = extrapolated new exemplar; N 1-12v = interpolated new exemplars.
memorisation of exemplar patterns become more difficult and error prone compared to prototype processing, which relies on abstractions from the observed set of exemplars, usually an abstraction of the central tendency within each category. The prototype can also be the most representative exemplar of a category (Estes, 1994; Minda & Smith, 2011) . Similar to goal derived "ideal" or extreme prototypes in categorisation (Barsalou,1985) , the proposed PBM assumes that people abstract the most extreme exemplars on the continuous criterion dimension (i.e. the ideal prototypes) as a function of adapting to the task by handling the observational training mode, which supports statistical inferences about exemplars and enables the formation of prototypes. Therefore, these abstracted extreme prototypes stored in memory act as valid reference points that may produce fast but accurate similarity-based assessments. Thus, PBM predicts extrapolation similar to the CAM with assessments linearly related to the criterion but is predicted to be facilitated by task characteristics other than CAM (see Figure 1 , Panel A). Experimental manipulations will, therefore, test the influence of the hypothesised cognitive processes (Heathcote, Brown, & Wagenmakers, 2015) .
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To investigate abstracted processes and the ability to extrapolate, the experiment used a constrained criterion range of exemplars during a separate training phase where the most extreme bug exemplars (i.e. the least and most toxic examples) were not shown to the participants until they reached the test phase. Table 1 presents the bug exemplars used in the subsequent test phase; that is, the cues and the criterion value of fictitious bugs, each defined by four cue dimensions (varying from 0 to 10) and toxicity (varying from 500 to 600) on the criterion dimension. Some exemplars, such as the ideal prototypes at the endpoints of the criterion dimension, were omitted in training (e.g. E 1 and E 4 in Table 1 ). However, the cue profiles of the observed exemplars during training can reveal information about the extreme exemplar patterns beyond the observed criterion range. Suppose that a learner tries to form a representation of the randomly presented exemplar patterns during training. As is shown in Figure 2 , the arranged exemplars along the criterion dimension reveal the cue direction quite well; that is, antenna eyes and pairs of legs are positively related to toxicity, whereas stripes and tails are negatively related to toxicity. If all cues are positively related to the criterion (or negatively), the sorted exemplars would reveal the cue directions equally well. With observations of the variability of each cue dimension (min and max values), it becomes easy to infer the extreme prototypes beyond the observed criterion range (i.e. the prototype pattern 0, 10, 0, 10, and 10, 0, 10, 0 in Table 1 ). The crucial part of the formation of the prototype during training concerns the inference of the criterion value beyond the observed criterion range. Although not directly tested in this study, the criterion value of each prototype is assumed to be determined by the distribution of observed exemplars along the criterion dimension. In line with studies on time-series extrapolation and intuitive forecasting (Eggleton, 1982; Wagenaar & Sagaria, 1975) , sensitivity to statistical information as mean, standard deviation of the observed criterion values, or possibly the distributional format of the exemplars may give some clues to the criterion value of the extreme prototypes beyond the observed criterion range. In this study, the criterion values of the prototypes are objectively the most extreme, which approximate two standard scores above or below the observed mean. As is further addressed in the Discussion, the criterion values of the abstracted ideal prototypes in the model are based on an assumption that can of course be tested, for example, by manipulating the variability and the distributional format of the exemplars along the criterion dimension. Note that the extreme prototypes are assumed to be rarely observed due to a random sampling from the exemplar space and must, therefore, be inferred. However, they can also be presented to the participants in training, which of course facilitate the use of extreme prototypes as statistically valid reference points.
Predictions
This study hypothesises that the training mode affects the efficiency of abstraction processes, with feedback training supporting an efficient CAM and observational training supporting an efficient PBM. In line with research on MPCL discussed above which assumes cue abstraction supported by feedback, the feedback training mode is predicted to direct the participants' attention to cue-based inferences as captured by the CAM. As is noted above, the observational training mode is predicted to direct the participant's attention to exemplarbased inferences as captured by the PBM. Therefore, accuracy of judgment as the result of CAM is predicted to increase with feedback training. Accuracy of judgment as the result of PBM is predicted to increase with observational training. To test the predictions, the task was designed to increase the probability for abstracted processes, for example, the exemplars shown to the participants had four cues, each varying on pseudo-continuous dimensions associated with CAM (e.g. the number of legs, tails, stripes, and antennae vary between 0 and 10) (Karlsson, Juslin, & Olsson, 2007) . The fine-grained pseudo-continuous cue dimensions also allow the detection of cue directions: i.e. whether cues are positively or negatively related to the criterion (Bröder et al., 2010; Newell et al., 2009; Rolison et al., 2012; von Helversen et al., 2013) . Most importantly, across trials, the fine-grained pseudo-continuous cue dimensions can facilitate the abstraction of cue weights from observations of how much change on each cue dimension generates changes on the criterion dimension. As previously shown, this detection is further facilitated when cues are linearly related to the underlying criterion of interest, suggesting an expectation of linear relations and a predisposition for additive integration of information (Brehmer, 1994; Juslin et al., 2008) .
In line with research on prototypes in categorisation, the experiment manipulated the number of training exemplars to increase the probability for abstracted processes (Homa & Cultice, 1984; Minda & Smith, 2001 ). This experiment used 160 unique exemplars in one condition and 16 in the other (presented 10 times in a randomised order across the training phase). One prediction is that cue abstraction and the implied hypothesis testing of cue weights will be obstructed when there are only a few unique exemplars to test hypotheses. It would not matter that these few exemplars are repeatedly presented because they will only show the same cue configuration. However, for prototype responders, the number of exemplars in this experiment may have a marginal effect compared with the effect of the fine-grained pseudo-continuous cue dimension of the exemplars, which obstructs encoding of exemplar patterns (cf. stimuli confusion) (Rouder & Ratcliff, 2004) while forcing the observer to abstract statistical information about the prototypes in order to perform well. Of course, the sample size affects the variance, and for those with prototype responding, a small random sample would probably negatively affect the assessed extremeness of the prototypes.
In sum, the experiment investigated different abstracted processes by manipulating the training mode (observation vs. feedback) and the number of exemplars (few vs. many). Similar manipulation was tested by Henriksson (2012) where the CAM was compared with the EBM. Although there was an interesting interaction in that study between training mode and number of exemplars on performance, in line with the predictions of different processes due to the training mode, the model fits suggested only CAM, a result that motivates the present study which introduces a prototype model to the set of possible process models. To extend the design used in Henriksson (2012) and to further investigate abstracted processes, the experiment manipulated stimuli presentation (written description vs. picture). As previously shown, strategic cue weighting is more likely when stimuli are presented as written descriptions, whereas prototype-matching strategies or exemplar processing are more likely when stimuli are presented as pictures (Bröder & Schiffer, 2006) .
Method

Participants
The participants, volunteers who answered an advertisement, included 160 people from several university campuses in Uppsala, Sweden. However, nine participants were excluded due to the lack of correlation between their test judgments and the criteria (i.e. no learning as indicated by non-significant Pearson correlations with p-value higher than .05). The 104 women and 47 men (mean age = 24.39, SD = 5.70) were compensated with a cinema voucher (approx. $13.00 US) or course credits.
Testing lasted approximately one hour.
Stimuli
The bugs used as exemplars were defined by four cues, each varying from 0 to 10, which expressed the number of antenna eyes, pairs of legs, stripes, and tails. The criterion indicated the level of toxicity. By randomly sampling cue values from uniform distributions, 160 exemplars were generated for the training phase and 16 exemplars were generated for the test phase (out of 11 4 possible cue combinations). To test the assumptions about extrapolation, the criteria of the training bugs ranged between 510 and 590, and the criteria of the exemplars in the test phase ranged between 500 and 600. The criterion (c) is an additive function of cues (C):
where the first and the third cue are positively related to the criterion and the other two are negatively related to the criterion.
In the training condition few exemplars, the participants were shown 16 bugs 10 times in a randomised order. 4 In the training condition many exemplars, the same 16 bugs were presented only once along with 144 other bugs in a randomised order (in total 160 training trials in both conditions).
The 16 exemplars that all participants observed in training reoccurred in the test phase together with 16 new bugs. Table 1 were presented twice in a randomised order.
The stimuli were identical to the stimuli used by Henriksson (2012) except that two extrapolated exemplars were added, E2 and E3 (Table 1) , to more clearly reveal the ability to extrapolate and identify the prototypes. In Henriksson's study (2012), the task was framed in terms of recruitment to learn the suitability of different applicants and stimuli were presented as written descriptions. In this study, the experiment manipulated the stimuli presentation and the task was framed as a survival task as it relates to toxicity of different bugs. The bugs were presented as written descriptions (description bugs) for half of the participants. The remaining participants were presented bugs as pictures (image bugs). To control for the semantic effects of the cue labels of the description bugs, the cue weights (e.g. 4, 3, 2, and 1) were counterbalanced by the four different cue labels across participants. Similarly, to control for the saliency of cues of the image bugs, the cue weights were counterbalanced by the four different cue types across participants. 5 Each image bug had the same form, position, colouring, and rotation. The size of the image was 326 × 464 pt and the image was positioned in the 4 To make the task more in line with real task environments perturbed by noise and randomness, there is no repeated block-wise presentation of the 16 critical exemplars in the condition with few training exemplars. Thus, the same exemplar could sometimes occur on several consecutive trials due to the random presentation of exemplars. 5 Four sets of descriptive bugs were created from the sample from the exemplar space, one with the cue labels antenna eyes, stripes, pairs of legs, and tails combined with the cue weights 4, 3, 2, and 1, respectively (i.e. cue 1, 2, 3, and 4 in Equation (5)). In the second set, the same order of cue labels was combined with the cue weights 1, 4, 3, and 2, respectively (i.e. cue 4, 1, 2, and 3 in Equation (5)). In the third set, the cue labels were combined with the cue weights 2, 1, 4, and 3, respectively (i.e. cue 3, 4, 1, and 2 in Equation (5)). In the fourth set, the order of cue labels was combined with the cue weights 3, 2, 1, and 4, respectively (i.e. cue 2, 3, 4, and 1 in Equation (5)). The four sets with descriptive bugs were then randomly distributed centre of a 19-inch computer screen (resolution: 1280 × 1024 pixels, 32-bit true colour).
Design and procedure
Participants were randomly assigned to one of eight cells in a 2 × 2 × 2 factorial between-subjects design. The independent variables were stimuli presentation (description vs. image), training mode (observation vs. feedback), and number of training exemplars (few vs. many). Before testing, the participants were told that a research team in an isolated part of the Amazon had found a new type of bug that varied in toxicity depending on four cues. In addition, they were told that the native population's survival depended on learning the toxicity of the bugs. The participant's task was to learn the level of toxicity of the bugs. Feedback learners were instructed to infer from cues the missing criterion (the level of toxicity that the research team had measured) and to learn from outcome feedback after each judgment. Observational learners made no responses during training and were instructed to learn the level of toxicity by observing the cue patterns of different bugs. The instructions revealed no information about the criterion range or cue directions, although it was suggested that not all cues were positively related to the level of toxicity (see Supplementary Materials for the instructions). Figure 3 illustrates one hypothetical training trial for a feedback learner assessing an image bug (Panel A) or a description bug (Panel B). After the feedback learner had confirmed the judgment, the correct criterion was revealed. The displayed information for observational learners was the same as in Figure 3 (Panels A and B) except that no judgments were made and that the toxicity level was presented beneath the image or the list of cues. The participants could observe the information as long as they wanted and they were not informed that response times were measured (i.e. how long time they spent on each exemplar before proceeding to the next trial). In the test phase, all participants were instructed to infer the missing criterion (i.e. the level of toxicity) based on the presented exemplar and no feedback was provided. There were 160 training trials and 64 test trials for all participants.
Model fits and dependent variables
The EBM, the PBM, and the CAM were fitted to individual test data. The CAM has five free parameters (the intercept and four cue weights) and the EBM and the PBM have four free parameters (the sensitivity parameter and four attention weights where one weight becomes fixed because the sum of the attention weights must equal 1). Because the lack of training responses for observational learners complicates the model fitting procedure, the individual test data were used to both estimate the parameters and to validate the models. To obtain less noisy model parameters with so few test assessments for each participant, a cross-validation procedure was applied. For each individual, half of the test assessments of exemplars observed from training (i.e. old and training exemplars in Table 1 ) were randomly selected and used to estimate parameters (i.e. the estimation set). Model validations were based on the remaining individual test data, including the assessments of new exemplars and extrapolated exemplars (i.e. the prediction set). The statistical analyses of models were based on the mean from 10 cross-validations using the Global Search algorithm in MATLAB.
The model fit is an approximation of the best fit to observed individual data and is measured by Root Mean Squared Deviation (RMSD) between model predictions and observed data: the smaller the RMSD, the better approximated fit of the model to the observed data. In addition to RMSD, AIC weights (AICw) and BIC weights (BICw) were calculated for each participant using least squares versions of AIC and BIC formulas (see Banks & Joyner, 2017 , for derivation of the least square version of AIC, and Pachur & Olsson, 2012 , for an example of a least square version of BIC). All formulas are presented in Supplementary Materials. They were used to further evaluate the model fitting and to avoid selecting a potentially overfitted model with many parameters as a "true" model. AICw and BICw vary between 0 and 1 and represent the likelihood or the conditional probabilities for each model where the BICw capture a more conservative correction for model complexity than the AICw (Wagenmakers & Farrell, 2004) . The higher the weight, the more likely the model is given the data relative to the other models at hand.
across participants so that each set occurred equally often in the relevant experimental cells. The same counterbalancing procedure was applied for the image bugs.
Performance (judgment accuracy) was measured by Root Mean Squared Error (RMSE) between test judgments and the criterion values. Lower RMSE values indicate less error prone test judgments (i.e. better judgment accuracy). Note that RMSE indicates judgment accuracy and is not the same as the RMSD, which indicates the approximated fit of models to data. Although EBM may perfectly describe the observed judgments, it can never predict perfect accuracy, at least as long as new extreme exemplars are introduced during a test phase. That is, the exemplar-based assessment of the extrapolated extreme exemplar introduces noise in data because it is assumed to be a weighted average of the observed criterion values stored in memory.
Results
Training data showed decreased response times for both observational and feedback learners but those with observational training were generally faster than feedback learners and spent less time on each individual exemplar before proceeding to the next one (Figure 4) . The training data for feedback learners revealed decreased judgment error across blocks, with a small set back around block eight specifically for participants with many training exemplars which may indicate mental fatigue due to the cognitive process ( Figure 5 , Panels A and B).
The statistical analyses by a 2 × 2 × 2 factorial ANOVA on overall judgment accuracy (RMSE) at the test phase revealed a significant interaction between training mode and number of training exemplars (F (1,143) = 8.29; MSE = 30.29; p = .005; h 2 p = 0.06). The results replicate the interaction presented in Henriksson (2012) and showed that feedback training combined with many training exemplars resulted in judgment accuracy better than observational training (RMSE FB = 16.77, SD = 6.12 vs. RMSE OBS = 14.98, SD = 4.12), whereas observational training combined with few training exemplars resulted in judgment accuracy better than feedback training (RMSE FB = 13.92, SD = 5.77 vs. RMSE OBS = 17.28, SD = 5.65) (Figure 6 ). There were no other significant main or interaction effects (effect sizes, F, and p-values are shown in Table S2 in Supplementary Materials). The stimuli presentation is thus not a task characteristic that seems to affect overall performance, at least in this study. Stimuli presentation as an independent variable is therefore excluded in the following analyses. Table 2 presents descriptive statistics for model fits. PBM is the overall better fitting model in comparisons with CAM and EBM (Figure 7 , Panels A, B, and C). The advantage becomes more pronounced with AICw and the more conservative BICw, notably because of the one less free parameter in the PBM (see Table S2 in Supplementary Materials for parameter values for all models). However, the poor fit of EBM is expected due to the manipulations in this experiment. Without the EBM in the analyses of RMSD, there was a main effect of model fit [F (1,147) = 10.7, MSE = 2.0, p = .001, h To test the prediction that the abstracted processes interact with the training mode and affect overall performance, the participants were categorised in a RMSD index as EBM-responder, PBMresponder, or CAM-responder by the lowest RMSD. EBM-responders showed no signs of extrapolated judgments beyond the experienced criterion range, a finding that is in line with the assumptions of EBM (Figure 8, Panel A) . PBM-responders and CAM-responders were equally good at extrapolating their judgments, a finding that is in line with the assumptions of these abstraction models (Panels B and C). The RMSD index indicated more frequent PBM-responding and less frequent EBM-responding, with CAM-responding in an intermediate position (see Table 2 for frequencies in the experimental cells).
To simplify the analyses and capture more clearly the main hypotheses about the effects of abstracted process on performance, the EBM-responders were omitted from the RMSD index. RMSD index, training mode, and number of exemplars were then entered as independent variables into a 2 × 2 × 2 Factorial In line with the hypotheses, the CAM-responders contributed the most to this three-way interaction, notably because of their sensitivity to the number of training exemplars for an efficient hypothesis testing of cue weights (Figure 10 ).
Discussion
This study tested the hypothesis that different combinations of task characteristics trigger and facilitate different abstracted processes. Analyses of experimental data showed indication of different processes by an interaction between training mode and number of training exemplars, which influenced overall judgment accuracy, a result that concurs with Henriksson (2012) . The present study, using the PBM as a viable prototype abstraction model along with a CAM and an exemplar model, revealed that observational training supports an effective prototype abstraction, whereas feedback training supports an effective cue abstraction. Thus, regardless of method of assessing model fit (i.e. RMSD, AIC, BIC), similar patterns emerge on performance, a result that adds strength to the conclusions that the training modes facilitate different cognitive processes. As predicted, performance improved with increases in the number of unique training exemplars for CAMresponders. The performance was largely unaffected by the number of exemplars for PBM-responders which suggests a higher sensitivity to the finegrained cue dimensions of the exemplars predicted to introduce stimuli confusion (Rouder & Ratcliff, 2004) while facilitating the detection of statistical parameters necessary for the abstraction of ideal prototypes. The lack of EBM-responding is in line with the predictions in this and previous studies that show that memory performance is negatively affected by tasks with pseudo-continuous cue dimensions and a continuous criterion dimension (Juslin, Jones, et al., 2003; Karlsson et al., 2007) . Reducing the number of cues that define each exemplar or reducing the number of scale steps of each cue dimension would presumably promote less stimuli confusion and more exemplar-based processes.
The insignificant effect of stimuli presentation on overall performance is surprising and makes it difficult to speculate about underlying processes Table 2 . Mean, standard deviation, and the number of participants categorised as EBM, PBM, and CAM based on RMSD, AICw, and BICw, for observation and feedback training with few and many training exemplars. although previous research has suggested a prototype-matching strategy or an exemplar-based process with a pictorial format, but strategic cue search with a descriptive format (Bröder & Schiffer, 2006) . It is possible that the manipulation of training modes in this study might have obscured the effects of the stimuli presentation. Clearly, more research is needed to address this issue. As Barsalou (1985) argues, the functional goal of the individual determines the abstracted "ideal" prototype. For example, when a dieter is interested in low calorie food, assessments are based on an abstracted ideal of food with zero calories, not on the similarity to the abstracted mean or median food items as many prototype models would have assumed. Mitchell and Beach (1990) argue that images or ideals are important reference points that influence, sometimes improving, judgment and decision making. The notion of "ideals" or standards has a long tradition in research on preferences and choice (Coombs, 1958; De Soete, Carroll, & Desarbo, 1986; Kerimi, Montgomery, & Zakay, 2011; Mitchell & Beach, 1990; Zeleny, 1976) . Although prototype models on categorisation and models on preference and choice are mostly confined to binary judgment dimensions, the proposed PBM is not. The Fuzzy-Logical Model of Perception (FLMP) (Massaro & Friedman, 1991) , is one exception that captures the estimation behind choice; however, what remains unclear is the cognitive rationale behind the scaling of the estimates and the multiplicative integration of "fuzzy truth values" signifying the subjective match of a test probe to an ideal prototype (see Gigerenzer, 1989) .
The PBM shares the same assumption as the Mapping Model regarding the importance of cue directions (von Helversen & Rieskamp, 2008) . Although the Mapping Model is adapted to continuous judgment, the model is confined to tasks with binary cue dimensions where the knowledge of cue directions is used with a simple adding strategy of the binary cue dimensions to infer the criterion. Knowledge of cue directions can thus be used for an additive integration of cue information, as the Mapping Model assumes, to facilitate a piecemeal integration of abstracted cue weights, as the CAM assumes (Juslin, Jones, et al., 2003 Newell et al., 2009; Rolison et al., 2012; von Helversen et al., 2013) , or to form extreme prototypes as statistically valid reference points for fast and accurate similarity-based assessments, as the PBM assumes.
Some mixed and hybrid models in function learning combine similarity and rule-based approaches as is implied in the proposed PBM. As with the proposed PBM and CAM, these hybrid models assume that people extrapolate their judgments beyond the previously observed criterion range. While the Population of Linear Experts (POLE) (Kalish, Lewandowsky, & Kruschke, 2004 ) and the Gaussian Process Model (GP) (Lucas, Griffiths, Williams, & Kalish, 2015) assume linear and nonlinear extrapolation, the Extrapolation-Association Model (EXAM) (DeLosh et al., 1997) assumes only linear extrapolation. Although EXAM assumes extrapolation based on stored instances and may apply to task structures with multiple cues, the lack of training responses (e.g. as in the present experiment) complicates the modelling of such network model. It is also far from clear which a priori predictions the EXAM makes in different task environments and to what extent that model is able to singlehandedly predict the observed interaction effect between training mode and number of exemplars.
In line with studies on time-series extrapolation and intuitive forecasting (Eggleton, 1982; Wagenaar & Sagaria, 1975) , the assessment of the ideal prototype is assumed to be based on statistical information such as the mean and the standard deviation of the observed criterion values in the training phase. Although people often correctly infer the mean value, the perception of variance as the standard deviation may be far from the correct statistical parameter (Lathrop, 1967) . The limitation of the proposed PBM concerns, for example, the criterion values of the prototypes, which are in this study the objectively correct ones. These values are not based on a subjective perception of mean and variance, which could be parameters in the PBM or subjected to more manipulations to test the assumptions of the model. A task with a probabilistic cue-criterion relation by an added error term to the criterion values would probably disturb exemplar memory processes and introduce stimuli confusion (Rouder & Ratcliff, 2004) in favour of the CAM , and perhaps also in favour of the PBM. A nonlinear function between cues and the criterion could also test the assumptions of the proposed PBM and the ability to abstract the extreme prototypes from observations of the distributional format of exemplars along the criterion. Considering that CAM-responders rarely seem to succeed in such complex nonlinear task (Juslin et al., 2008; Pachur & Olsson, 2012) , the alternative to a PBM-responding in nonlinear task environments would notably be the EBM, a trustworthy back-up process whenever more cognitively demanding processes fail to deliver a satisfactory performance. The combination of task characteristics and the cognitive constraints of the individual participant are thus the determinants for which process that is used (Hammond et al., 1987) . Working memory capacity and preferences for different processes are examples of important "internal" characteristics that interact with external task characteristics and affect individual performance (Hoffmann et al., 2014) . Although individual differences are important to study it is beyond the scope of this experimental study which is a neoBrunswikian attempt to understand how the individual functions, adapts, and achieves in their environment. Although this experimental design is far beyond what Egon Brunswik originally intended with his ecological or representative approach to adaptive cognition (Dhami et al., 2004) , it tries to capture some of the aspects in real environments. Different cue-criterion functions, a random sampling of stimuli (although from an artificial exemplar space), a random presentation of the exemplars, analyses of the task structure with a priori predictions of the interaction with internal properties of the individual, are some important aspects in a neo-Brunswikian approach to adaptive cognition. A nonlinear cue-criterion function or a probabilistic relationship between cues and the criterion of the exemplars might be other ecological aspects in a task environment that can further test prototype processes in future MPCL studies.
The CAM and the PBM differ in complexity; the CAM by having one additional parameter than the PBM, and the PBM by relying on the similarity function that adds flexibility to the model. Although regression models have been criticised as being paramorphic (Gigerenzer & Kurz, 2001) , there are substantial evidence for a cue-weighting strategy which the parameters in the CAM capture. The proposed PBM, with parameters that capture the similarity assessment, are also justified by numerous findings that suggest that similarity assessments constitute the foundation of our cognition (Larkey & Markman, 2005) . The notion of abstracted "ideal" reference points in the PBM, is also motivated by research on preferences and choice which have shown that prototype use can greatly improve judgment and decision making. This study on abstracted processes has shown, at least so far that the proposed PBM can be a viable alternative to robust statistical regression models such as the CAM.
