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Abstract
A graph G is said to be n-factor-critical if G − T has a perfect matching for each T V (G)
with jT j = n. We study the relation between n-factor-criticality and various closure operations,
which are usually considered in the theory of hamiltonian graphs. In particular, we give necessary
and sucient conditions for a graph to be n-factor-critical in terms of these closures. We also
investigate the relations between the various closures and matching extension. c© 2000 Elsevier
Science B.V. All rights reserved.
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1. Introduction
The graphs G = (V (G); E(G)) we consider are undirected, simple and nite.
Favaron [8,9] introduced the notion of n-factor-critical graphs. For a nonnegative
integer n, a graph G is said to be n-factor-critical if G − T has a perfect matching
for every T V (G) with jT j= n. There is a close relation between n-factor-criticality
and matching extension. For integer n, 06n< jV (G)j=2, a graph G is said to be
n-extendable if G has a matching of size n and every matching of size n extends
to a perfect matching of G. Favaron [9] remarked that a 2n-factor-critical graph is
n-extendable.
Plummer [11] gave sucient conditions for a graph to be n-extendable in terms
of degree sums and neighborhood unions. Later, Favaron [9] extended these results
to n-factor-critical graphs. On the other hand, degree sums and neighborhood unions
also have a strong connection with hamiltonian cycles. Theorem A, due to Ore [10],
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shows one example. Throughout this paper, a graph will be said to be hamiltonian if
it contains a hamiltonian cycle and traceable if it contains a hamiltonian path.
Theorem A (Ore [10]). Let G be a graph of order p>3. If degG x+ degG y>p for
every pair of distinct nonadjacent vertices x; y of G; then G is hamiltonian.
Later, Bondy and Chvatal introduced the notion of a closure, and they proved
that Theorem A is a consequence of their closure theorem which we now state as
Theorem B.
Theorem B (Bondy and Chvatal [3]). Let G be a graph of order p and let x and y
be a pair of distinct nonadjacent vertices of G with degG x + degG y>p. Then G is
hamiltonian if and only if G + xy is hamiltonian.
Since their result, a number of other types of closure have been introduced. Recently,
Ryjacek [12] introduced a new closure cl(G). He proved that a claw-free graph G is
hamiltonian if and only if cl(G) is hamiltonian.
Motivated by these observations, we study the relation between various closures and
n-factor-criticality. In the next section, we give a necessary and sucient condition for
a graph to be n-factor-critical in terms of a Bondy{Chvatal-type closure. In Section 3
we study a closure based on neighborhood unions. And in Section 4, we study Ryjacek’s
closure and give a necessary and sucient condition for a claw-free graph to be
n-factor-critical. In each section we also consider the relation between the closure
and matching extension.
For graph-theoretic terminology and notation not explained in this paper, we refer
the reader to [5]. For a graph G, we denote the independence number of G by (G)
and the number of the odd components of G by o(G). Let t be a positive integer. If
t6(G), we dene t(G) by
t(G) = min
(X
x2S
degG x: S is an independent set of G; jSj= t
)
:
If t >(G), we dene t(G)=+1. If e= xy is an edge of G, we denote by V (e) the
set of the endvertices of e, i.e., V (e) = fx; yg. Furthermore, for F E(G) we dene
V (F) by V (F) =
S
e2F V (e). For S V (G) we write G[S] for the subgraph of G
induced by S. A matching is a set of independent edges. If F is a matching of G, jF j
denotes the number of edges in F .
Before closing this section, we make a simple observation.
Lemma 1. Let G be a graph and let H be a spanning subgraph of G. If H is
n-factor-critical; then G is n-factor-critical.
Although Lemma 1 is a trivial observation, it covers the necessity part in the proofs
of the subsequent theorems for n-factor-criticality. Note also that for each positive
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integer n, there exist innitely many graphs G such that G is not n-extendable but
G has a spanning subgraph which is n-extendable. For example, Km;m is n-extendable
whenever n6m, but if we add an edge, the resulting graph is no longer n-extendable.
Because of this dierence between factor-criticality and matching-extension, closures
work better for n-factor-critical graphs than for n-extendable graphs in many cases.
2. Bondy{Chvatal-type closure
Chvatal and Erd}os proved the following theorem.
Theorem C (Chvatal and Erd}os [6]). Every k-connected graph G with (G)6k + 1
is traceable; and every k-connected graph G with (G)6k is hamiltonian.
Let G be a k-connected graph of order p. As an immediate consequence of the above
theorem, we see that if (G)6k + 1 and p  0 (mod 2), then G is 0-factor-critical
(G has a perfect matching), and if (G)6k and p  1 (mod 2), then G is 1-factor-
critical.
Favaron [9] proved the following theorem concerning factor-criticality and degree
sums.
Theorem D (Favaron [9]). Let G be a k-connected graph of order p and let n be an
integer with 06n6k and p+n even. If t(G)>t((p+n)=2−1)+1 for some integer
t with 16t6k − n+ 2; then G is n-factor-critical.
Actually, the proof of Theorem D in [9] implicitly proves the following theorem.
Theorem E (Favaron [9 in the proof of Theorem 4:2]). Let k and n be nonnegative
integers. Then every k-connected graph G with (G)6k−n+1 and jV (G)j  n (mod 2)
is n-factor-critical.
Note that Theorem E generalizes the observation made just after Theorem C.
The following corollary results from putting t = 2 in Theorem D.
Corollary F. Let G be a graph of order p. If degG x + degG y>p+ n− 1 for every
pair of distinct nonadjacent vertices x; y of G; then G is n-factor-critical.
We extend this statement to a closure theorem.
Theorem 2. Let G be a graph of order p and let x and y be a pair of distinct
nonadjacent vertices of G with degG x+degG y>p+n−1. Then G is n-factor-critical
if and only if G + xy is n-factor-critical.
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Bondy and Chvatal [3] introduced the concept of stability of a property. In this
terminology, Theorem 2 says that n-factor-criticality is (p+ n− 1)-stable.
The proof of Theorem 2 uses the following criterion for n-factor-criticality, which
was proved by Favaron [9].
Theorem G (Favaron [9]). A graph is n-factor-critical if and only if o(G−B)6jBj−n
for every BV (G) with jBj>n.
Proof of Theorem 2. If G is n-factor-critical, then G + xy is n-factor-critical by
Lemma 1. On the other hand, assume G + xy is n-factor-critical but G is not
n-factor-critical. Then by Theorem G there exists some BV (G) with jBj>n such that
o(G − B)> jBj − n and o((G + xy) − B)6jBj − n. Since G + xy is n-factor-critical,
p  n (mod 2). Since o(G−B)+ jBj  p (mod 2) and o((G+ xy)−B)>o(G−B)− 2,
we have o(G − B) = jBj − n + 2 and o((G + xy) − B) = jBj − n. This also implies
that x and y, respectively, belong to two dierent odd components C1 and C2 of
G−B. Then degG x + degG y6jV (C1)j − 1 + jV (C2)j − 1 + 2jBj. On the other hand,
by the hypothesis and since each of the jBj − n odd components dierent from C1 and
C2 of G − B contains at least one vertex,
degG x + degG y>p+ n− 1>jBj+ jV (C1)j+ jV (C2)j+ (jBj − n) + n− 1:
This gives 2jBj + jV (C1)j + jV (C2)j − 162jBj + jV (C1)j + jV (C2)j − 2, a
contradiction.
Theorem 2 is sharp in the following sense. Let G = Kk+n + (k + 2)K1. Then
p = jV (G)j = 2k + n + 2 and hence p + n  0 (mod 2). The only choice of pair of
distinct nonadjacent vertices x, y in G is to choose them from (k + 2)K1, and
degG x+degG y=2(k+n)=p+n−2. It is straightforward to see that G+xy is n-factor-
critical. However, if we remove n vertices in Kk+n from G, then the resulting graph is
Kk + (k + 2)K1, which has no perfect matching. Hence G is not n-factor-critical.
By similar arguments as those in the proof of Theorem 2, we can prove the following
theorem for matching extension.
Theorem 3. Let G be a graph of order p and let x and y be a pair of nonadjacent
vertices of G with degG x+degG y>p+2n− 1. If G+ xy is n-extendable; then G is
n-extendable.
Proof. Assume G + xy is n-extendable but G is not n-extendable. Then G has a set
F of n independent edges which does not extend to a perfect matching of G but
does extend to a perfect matching of G + xy. This implies that (G + xy)− V (F) has
a perfect matching while G − V (F) has no perfect matching, which in turn implies
that there exists some BV (G) with V (F)B such that o(G − B)> jBj − 2n and
o((G + xy) − B)6jBj − 2n. Then the same argument as in the proof of Theorem 2
leads us to a contradiction.
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Unlike Theorem 2, the converse of Theorem 3 does not hold if n> 0. (If n = 0,
then the converse trivially holds.) Let G = (n + 1)K1 + (K2m+n [ K2m+2n+1). Then
p= jV (G)j= 4m+ 4n+ 2  0 (mod 2).
Let F be a matching of G with jF j = n. Then G − V (F) = bK1 + (Ka [ Kc) with
a + b + c = 4m + 2n + 2. Note b>1 and a + c>4m + n + 1>n + 1>b. Therefore,
G − V (F) has a perfect matching, and hence G is n-extendable. Let x and y be two
distinct vertices in (n + 1)K1. Then x and y are not adjacent, and degG x + degG y =
2(4m + 3n + 1) = 2p − 2n − 2>p + 2n − 1. Let F 0 be a matching in G + xy which
consists of xy and n−1 independent edges joining (n+1)K1−fx; yg and K2m+n. Since
(G + xy) − V (F 0) has an odd component K2m+2n+1, F 0 does not extend to a perfect
matching in G + xy. Therefore, G + xy is not n-extendable.
3. Neighborhood unions
In [9], Favaron also gave a sucient condition for a graph to be n-factor-critical in
terms of neighborhood unions.
Theorem H (Favaron [9]). Let G be a graph of order p and connectivity k; and
let n and t be integers with 06n6k; p + n  0 (mod 2) and 16t6k − n + 2. If
jNG(S)j>p−k+n−1 for every independent set S of order t; then G is n-factor-critical.
If we put t = 2 in the above theorem, we have the following corollary.
Corollary I. Let G be a k-connected graph of order p and let n be a nonnegative
integer with p + n  0 (mod 2). If jNG(x) [ NG(y)j>p − k + n − 1 for each pair of
distinct nonadjacent vertices x and y of G; then G is n-factor-critical.
Now we extend this statement to a second closure theorem.
Theorem 4. Let G be a k-connected graph of order p; and let x and y be a pair of
distinct nonadjacent vertices of G with jNG(x) [ NG(y)j>p − k + n − 1. Then G is
n-factor-critical if and only if G + xy is n-factor-critical.
Faudree et al. [7] introduced a closure concept based on the neighborhood unions,
proved its uniqueness and showed that hamiltonicity is (p − 2)-stable. In this light,
Theorem 4 says that n-factor-criticality is (p − k + n − 1)-stable under this closure.
One of the referees points out that the closure introduced in [7] is always a spanning
subgraph of the closures introduced by Ainouche and Christodes [1] and by Broersma
and Schiermeyer [4].
Proof of Theorem 4. Since G is a spanning subgraph of G+ xy, the ‘only if’ part is
obvious by Lemma 1. We prove the ‘if ’ part. Assume G + xy is n-factor-critical, but
176 M.D. Plummer, A. Saito /Discrete Mathematics 215 (2000) 171{179
G is not n-factor-critical. Then by the same argument as in the proof of Theorem 2,
there exists some BV (G) with jBj>n such that o(G−B)= jBj−n+2, o((G+xy)−
B) = jBj − n. Furthermore, x and y, respectively, belong to dierent odd components
C1 and C2 of G − B. Then jNG(x)[NG(y)j6jV (C1)j − 1 + jV (C2)j − 1 + jBj. On the
other hand, by the hypothesis and since each of the jBj − n odd components dierent
from C1 and C2 of G − B contains at least one vertex,
degG x + degG y>p− k + n− 1
> jV (C1)j+ jV (C2)j+ jBj+ (jBj − n)− k + n− 1:
This gives jV (C1)j+ jV (C2)j+ jBj−2>jV (C1)j+ jV (C2)j+2jBj−k−1, or jBj6k−1.
Then G is not k-connected since o(G − B)>2. This contradicts the assumption.
Theorem 4 is best possible in the following sense. For nonnegative integers k, n and
l with n6k, consider G=Kk+(K2l+1[(k−n+1)K1). Then p=jV (G)j=2k+2l−n+2
and hence p+ n  0 (mod 2). Furthermore, G is k-connected. Choose a vertex x from
K2l+1 and y from (k − n+1)K1. Then jNG(x)[NG(y)j=2l+ k =p− k + n− 2. It is
not dicult to see that G + xy is n-factor-critical. However, if we remove n vertices
in Kk from G, then the resulting graph is Kk−n + (K2l+1 [ (k − n+ 1)K1), which has
no perfect matching. Therefore, G is not n-factor-critical.
As Theorem 3 corresponds to Theorem 2, we have the following theorem for match-
ing extension. However, unlike Theorem 3, this time we can give a necessary and
sucient condition.
Theorem 5. Let G be a k-connected graph of order p; and let x and y be a pair of
distinct nonadjacent vertices of G with jNG(x) [ NG(y)j>p− k + 2n− 1. Then G is
n-extendable if and only if G + xy is n-extendable.
Proof. The ‘if’ part is proved by an argument analogous to that used in the proof of
Theorem 4. We prove the ‘only if’ part. Assume G is n-extendable, but G + xy is
not n-extendable. Then G has a matching F with jF j=n−1 such that F[fxyg does not
extend to a perfect matching of G + xy. Let F 0 = F [ fxyg. Then G − V (F 0) does
not have a perfect matching. Therefore, o(G−V (F 0)− S)> jSj for some S V (G)−
V (F 0). Since G is n-extendable, p  0 (mod 2). Therefore, o(G − V (F 0) − S) 
jSj (mod 2), which implies o(G − V (F 0) − S)>jSj + 2. Let jSj = s. Since V (F 0) [ S
is a cutset of G, s + 2n>k. Assume (NG(x) [ NG(y)) \ S 6= ;, say z 2 NG(x) \ S.
Let F1 = F [ fzxg and S1 = S − fzg [ fyg. Then F1 is matching of G with jF j = n.
Since o(G − V (F1) − S1) = o(G − V (F 0) − S)>s + 2 = jS1j + 2, F1 does not extend
to a matching of G. This contradicts the n-extendability of G. Therefore, (NG(x) [
NG(y)) \ S = ;. Furthermore, since xy 62 E(G), fx; yg \ (NG(x) [ NG(y)) = ;. Thus,
jNG(x) [ NG(y)j6p− s− 26p− k + 2n− 2. This contradicts the assumption.
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4. Ryjacek’s closure
Recently, Ryjacek [12] introduced a new closure for claw-free graphs. A vertex
x of a graph G is said to be locally connected if the neighborhood NG(x) of x in
G induces a connected graph. A locally connected vertex x is said to be eligible if
NG(x) induces a noncomplete graph. For a vertex x of a graph G, we consider the
operation of joining every pair of nonadjacent vertices in NG(x) by an edge so that
NG(x) induces a complete subgraph in the resulting graph. This operation is called the
local completion of G at x. We shall consider a series of local completions at eligible
vertices. For a graph G, let G0 = G. For i>0, if Gi is dened and it has an eligible
vertex xi, then apply local completion of Gi at xi to obtain a new graph Gi+1. If Gi
has no eligible vertex, let cl(G) =Gi and call it the closure of G. Ryjacek proved the
following theorem.
Theorem J (Ryjacek [12]). If G is a claw-free graph; then
(1) a graph obtained from G by local completion is also claw-free;
(2) cl(G) is uniquely determined; and
(3) G is hamiltonian if and only if cl(G) is hamiltonian.
More recently, Ryjacek’s closure was extended to the notion of the k-closure (cf.
[2]). A vertex x of a graph G is said to be locally k-connected if NG(x) induces a
k-connected graph in G. We shall allow local completions only at locally k-connected
vertices. More precisely, consider a sequence of local completions G=G0; G1; : : : ; Gr=
H , where Gi+1 is obtained from Gi by local completion at a locally k-connected vertex
for each i, 06i6r − 1. If H does not have an eligible locally k-connected vertex, H
is called a k-closure of G and denoted by clk(G). Thus, Ryjacek’s closure corresponds
to a 1-closure. The following properties were proved in [2].
Theorem K (Bollobas et al. [2]). Let G be a claw-free graph. Then
(1) clk(G) is uniquely determined and claw-free for each k;
(2) G is hamiltonian-connected if and only if cl3(G) is hamiltonian-connected; and
(3) G is homogeneously traceable if and only if cl2(G) is homogeneously traceable.
(A graph G is said to be homogeneously traceable if every vertex x in G is an
endvertex of a hamiltonian path in G.)
In this section, we prove that n-closure preserves n-factor-criticality.
Theorem 6. Let G be a claw-free graph. Then G is n-factor-critical if and only if
cln(G) is n-factor-critical.
Actually, we prove the following theorem, which immediately implies Theorem 6.
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Theorem 7. Let G be a claw-free graph and let x be a locally n-connected vertex.
Let G0 be the graph obtained from G by local completion at x in G. Then G is
n-factor-critical if and only if G0 is n-factor-critical.
We shall use the following result by Sumner in the proof of Theorem 7.
Theorem L (Sumner [13]). A connected claw-free graph of even order has a perfect
matching.
From this theorem, we can immediately deduce that a claw-free graph G has a
perfect matching if and only if every component of G has even order.
Proof of Theorem 7. Since G is a spanning subgraph of G0, the ‘only if’ part is
obvious by Lemma 1. We proceed to prove the ‘if ’ part. Assume G0 is n-factor-critical
but G is not n-factor-critical. Then G−T has no perfect matching for some T V (G)
with jT j = n. Since G0 is n-factor-critical and jV (G0)j = jV (G)j, jV (G)j  n (mod 2).
On the other hand, since G is claw-free, G − T is also claw-free. By Theorem L and
parity, G − T has at least two odd components.
If x 62 T , then x belongs to a component, say C0, of G−T . Then NG(x)V (C0)[T
and hence G0 − T has the same number of odd components as G − T . Thus, G0 − T
has no perfect matching. This contradicts the n-factor-criticality of G0. Now suppose
x 2 T . Since G0 − T has no odd components, NG(x) \ V (C) 6= ; for each odd
component C of G − T . Let x1 and x2 be the two neighbors of x which belong to
dierent odd components of G−T . Then x1 and x2 are separated in the graph induced
by NG(x) − (T − fxg). Therefore, since jT j = n, G[NG(x)] is not n-connected. This
contradicts the assumption that x is a locally n-connected vertex.
The above theorem is sharp in the following sense. Let G=Kn+(K2l+1[K2l+1). Then
G is claw-free. If we delete Kn, the resulting graph consists of two odd components,
and hence G is not n-factor-critical. Let x be a vertex in Kn. Then x is a locally
(n − 1)-connected vertex, and if we apply local completion at x, we have K4l+n+2,
which is also the (n− 1)-closure of G. And it is an n-factor-critical graph.
By the same arguments, we have the following theorem.
Theorem 8. Let G be a claw-free graph; and let x be a locally 2n-connected vertex
in G. Let G0 be the graph obtained from G by local completion at x. If G0 is
n-extendable; then G is n-extendable.
However, the converse of Theorem 8 does not hold for n> 0. Let G=(K1[K2n−1)+
(K2l+1 [ K2l+1) with l>n. Then G is claw-free and n-extendable. Let x be a vertex
in K2l+1. Then NG(x) induces a subgraph isomorphic to K2l + (K1 [K2n−1) and hence
x is locally 2n-connected. However, if we apply local completion at x, the resulting
graph is K2n + (K2l+1 [ K2l+1), which is not n-extendable since n independent edges
in K2n cannot extend to a perfect matching of this graph.
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