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Abstract—The multi-dimensional switched system (MDSS)
contains the subsystems of different state dimensions. This paper
formulates the MDSS by modelling its non-continuous state
transition at certain switching instant as an affine mapping
between the states. By further regarding the non-continuity
as the impulsive effect that has different dependency on the
switching state, the stability of the MDSS with unstable sub-
systems is investigated. The sufficient conditions featuring the
new transition-dependent average dwell time (TDADT) and
the piecewise TDADT methods are provided for the general
nonlinear MDSS to guarantee the practical and the asymptotical
stability performance. Further, the specific stability conditions
are developed for the linear MDSS with the aid of the novel
dynamical multiple Lyapunov functions. On the other hand,
by virtue of the proposed MDSS framework, the consensus
problems for the open multi-agent system (MAS) featuring agent
circulation are studied. It shows that the agent circulation that
results in a switching and size-varying communication topology
can be well captured by the state transition mechanism for the
MDSS. Therefore, the consensus problems of an open MAS can
be readily converted to the corresponding stability problems of
the MDSS. The simulation example illustrates the effectiveness of
the proposed methods as well as the feasibility of the application.
Index Terms—hybrid systems, networks of autonomous agents,
switched systems, stability.
I. INTRODUCTION
BElonging to an important fork of the hybrid systems [1],the switched systems have received tremendous attention
over the last two decades for their effectiveness in modeling
systems with abrupt changes in dynamics and their simplified
structure from general hybrid systems. Representative works,
e.g., [2]–[9] had established essential frameworks and offered
various tools for many subsequent researches on more com-
plicated problems of the switched systems, e.g., see [10]–[14]
for some of the recent results. For the switched systems con-
sidered in these existing works, a common and conventional
configuration is that all the subsystems of a single switched
system have the same state dimension, which can be reflected
by the following general nonlinear continuous-time model:
x˙(t) = fδ(t)(t, x(t)), (1)
where x(t) ∈ Rn is the state with dimension n ∈ N.
δ : R≥0 → W = {1, 2, ..., ι} denotes the switching signal
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withW the subsystem (mode) index set and ι the total number
of the subsystems; for any θ ∈ W , fθ : R≥0 × Rn → Rn
is any Lipschitz function w.r.t. x(t). It can be seen that the
state dimension of each subsystem ϕ shares the same value
of n. Such a classic setting is natural and can simplify the
analysis for the switched systems, though, it turns out to
be an idealized assumption since the dimensions of different
subsystem models are not necessarily identical in practice.
For example, a fixed-wing aircraft usually needs to shift its
operation modes between ground taxiing and airborne flying
during a certain flight. One can readily interpret the aircraft
under these two operation modes into a switched system with
two switching modes. However, due to different degrees-of-
freedom (DOF) of the aircraft motion in the two phases (3DOF
motion in taxiing, 6DOF motion in flying), different number
of variables will be needed to formulate the corresponding
equations of motion of the aircraft. In the state-space sense,
this implies the two subsystems of the interpreted switched
system will have different dimensions. Clearly, the classic
switched system setting as in (1) would not apply in this case,
instead, one needs to consider the switched system comprising
subsystems with different dimensions, or alternatively, the
multi-dimensional switched system (MDSS).
Conventionally, such an MDSS model will not be directly
analyzed, a common practice is to convert them into the classic
forms as in (1). Roughly speaking, there are two methods that
can circumvent the direct analysis of the MDSS. First one
is to use techniques like the model-order reduction to derive
an approximated switched system comprising reduced-order
subsystem models with identical dimension. But this comes
at the cost of losing part of the system information. Another
“lossless” method is to introduce redundant components to
the state vector of the subsystems with lower dimensions,
such that they can match those of the highest dimension, see,
e.g., [15]. However, such a method would potentially cause
an unnecessary increase of computation resource, and it would
not apply to the case where the highest dimension is unknown
or unfixed, either. Given the above imperfections, it thus entails
one to pay attention to the direct analysis on the MDSS.
To date, related works featuring direct analysis on the
MDSS are in a minority. Some early discussions can be found
in [16]–[19], in which the terminology of “multi-dimensional
multi-mode (M3D) system” was coined to describe switched
systems with different subsystem dimensions. The authors
introduced the concept of pseudo-continuity (see Definition
2.1 of [18]) to constrain the state transitions of the system
at switching instants, such that a continuous-like state space
can be obtained. Nevertheless, such a condition rule out some
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state transition cases (e.g., transitions from the mode of a
higher dimension to the one of a lower dimension and then
back to a higher dimensional one) in order to avoid possible
state information losses. This has made such M3D models
incapable of covering all possible state transitions that could
exist in an MDSS. Another endeavor involving the application
of the MDSS was fulfilled by [20], in which the formation
problem was studied for a set of spacecrafts. The authors
introduced the so-called state-varying switched system to
model the flying process, they also gave a formalized stability
definition for the system and derived the stability conditions
based on the fixed dwell time method. However, the state
transitions at switching instants are still under constraint, since
it assumes new state components are added directly to the end
of the original state, which rules out other possible dimension
increasing cases. In general, it can be seen from the above
that despite there have been some preliminary explorations of
the MDSSs, there still lacks a general model that covers all
the possible state transitions at switching instants. Moreover,
there also lack results on stability of the MDSS under general
state transitions. These motivate us to focus on such a kind of
switched systems in this work.
On the other hand, the classic switched systems have long
been applied to study the multi-agent systems (MASs) for
years. One of the typical applications pertains to the MASs
with switching topologies, see e.g., [21]–[27]. The traditional
switching topologies focus on variations of the network con-
nections. The network size are usually considered to be fixed.
However, there could be a scenario where the agents in an
MAS exhibit special behaviors in some tasks such as the
docking and undocking maneuvers of the spacecrafts [20]. In
such a case, due to the agents’ entering/leaving movements,
the network size could be variant as well. The MASs with such
agent circulation features are called the open MASs [28]–[30].
Despite had been discussed in the computer science com-
munity [28], [29] and had been involved in studies of the
opinion dynamics [31] for several years, the open MASs have
just become a rising topic recently in the control community.
The recent attention to the open MAS was initiated by [30],
[32], in which the authors formally studied the consensus and
max consensus problems of such systems under the gossip
algorithm that randomly selecting agent pairs to derive their
averages. The agent circulation is considered to be determin-
istic. To deal with the dimension variations in the network, the
“scale-independent” quantities were considered therein as the
metrics for consensus errors. The results were further extended
by [33] from the deterministic circulation case to the random
case. Note that all the aforementioned works established their
results on some ideal agent interaction settings, e.g., no graph
constraint was considered for the agent interactions in [30],
[33], which means the gossip algorithm can freely select any
two agents regardless of the connectivity between them; the
underlying interaction graph was assumed to be complete for
the open MAS in [30], [32], which implies each pair of agents
are connected. Further, the proportional dynamic consensus
problem is studied for the open MASs by [34]. The authors
introduced an open distance function to illustrate the consensus
error and proposed a formal stability definition for the error
trajectories. However, the results were based on the assumption
that the considered directed graph is strongly connected every
time. In general, although some results have been obtained for
the open MASs, they had paid little attention to the underlying
interaction topologies of the agent network [30], [33] or only
considered some strong graph connectivity conditions [32],
[34]. The studies on some more general topology settings
are still lacking. Besides, none of the aforementioned works
has considered a general case where the traditional topology
switching and the agent circulation occur simultaneously. In
this sense, further investigations on the open MAS, especially
on more complex topology conditions, are worthwhile.
As was mentioned above, the open MAS reflects a natural
extension of the MAS with traditional switching topologies.
This implies the open MAS intrinsically carries the switching
properties. These include the switchings caused by both the
variations in network connections and the variations in net-
work size. Such features reveal a close connection between the
open MAS and the aforementioned MDSS. This thus motivates
us to study the consensus problem of the open MAS under the
framework of the MDSS.
The contributions of this paper are listed as follows:
1) The MDSS whose subsystems do not necessarily have
the identical state dimension is studied. The state tran-
sition at each switching instant is interpreted into the
combination of the dimensional variation and the state
jump (impulse), which facilitates the stability analysis
for the MDSS with unstable subsystems.
2) By considering different types of the state impulses, the
corresponding stability performance for the linear MDSS
with unstable subsystems is guaranteed with the aid of
the newly proposed average dwell-time and multiple
Lyapunov function methods.
3) The linear MDSS model is applied to describe the
open MAS, whose communication topology is naturally
switching and size-varying due to the agent circulation
behaviors in the agent network. The consensus problems
of the open MAS is then converted into the stabil-
ity problems of the corresponding MDSS. Moreover,
the application of the MDSS framework also enables
one to seek corresponding consensus performance for
open MAS under switching topologies with different
connectivity conditions, including the case where the
underlying digraphs are disconnected.
The rest of the paper are organized as follows: Section II
gives the system formulation as well as some preliminaries for
the MDSS; Section III presents the main results regarding the
stability of the MDSS; Section IV introduces the open MAS
and analyzes its consensus problem in the MDSS framework,
the simulation regarding an open MAS is also conducted;
Section V concludes the paper and gives some prospects.
The notations used in this work are summarized as follows:
1n denotes a vector of dimension n that is fully composed by
ones; Bm×n represents an m×n binary matrix; Rn and Rm×n
represent the n-th dimensional Euclidean vector space and m×
n dimensional matrix space, respectively; C− denotes the left-
half complex plane and C+ denotes the right-half complex
plane; C denotes the complementary set of set C; the identity
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matrix without explicitly specifying its dimension is denoted
by I and the n-th dimensional identity matrix is denoted by
In; the Kronecker product of matrices A and B is denoted
by A ⊗ B; for any square matrix R ∈ Rn×n, λ(R) denotes
the spectrum of R; Re(...) denotes the real part of a complex
number; P > 0 means that P is real symmetric and positive
definite.
II. SYSTEM FORMULATION AND PRELIMINARIES
In this section we will present the formulation of the MDSS.
The state transition mechanism at the switching instants will
be provided in the meantime. Specifically, some properties of
the parameters of the state transition process will be discussed.
In addition, some prerequisite concepts will also be presented
in this section. Note that in this work we only consider the
MDSS in the continuous-time domain.
A. MDSS model
Compared with (1), an MDSS contains subsystems of
different dimensions. Specifically, given the switching signal
σ(t), σ : R≥0 → P , P = {1, 2, ..., s}, s is the total number
of subsystems, an MDSS with general nonlinear subsystem
dynamics or briefly the nonlinear MDSS can be formulated as
follows:
x˙σ(t)(t) = fσ(t)(t, xσ(t)(t)), (2)
where xσ(t)(t) = [xσ(t),1(t), xσ(t),2(t), ..., xσ(t),nσ(t)(t)]
T ∈
Rnσ(t) is the state vector, xσ(t),i(t) ∈ R is the ith state
component of xσ(t)(t), i ∈ {1, .., nσ(t)}, note that in the
following the argument t may be omitted for brevity. fσ(t) :
R≥0 × Rnσ(t) → Rnσ(t) is locally Lipschitz w.r.t. xσ(t)(t) for
each φ ∈ P . The switching signal σ(t) is a piecewise right
continuous function and we denote the k-th switching instant
as tk, k = 1, 2, .... Specifically, for all φ ∈ P , we assign those
corresponding to unstable equilibrium of fφ(t, xφ) to the set
Pu and those corresponding to the stable equilibrium to the
set Ps such that Pu
⋂Ps = ∅, and Pu⋃Ps = P .
For the MDSS with linear subsystem dynamics, or briefly
the linear MDSS, we consider the following closed-loop
system derived by standard state-feedback control:
x˙σ(t)(t) = (Aσ(t) +Bσ(t)Kσ(t))xσ(t)(t), (3)
where Aσ(t) ∈ Rnσ(t)×nσ(t) , Bσ(t) ∈ Rnσ(t)×r, Kσ(t) ∈
Rr×nσ(t) .
As is shown by (2), the MDSS is a generalization of the
classic switched systems since it allows each subsystem has its
unique state dimension. It can be seen on the next that such a
feature will make the state transitions of the MDSS at certain
switching instants distinct from those of the classic switched
systems.
B. State transition mechanism at switching instants
For a classic impulse-free switched system (1), its state
transition at any switching instant tk is considered to be
continuous, that is
x(t+k ) = x(t
−
k ). (4)
Clearly, the relation exhibited by (4) would not be the case
for the MDSS (2) due to the non-identical nature in the
dimension of different subsystems. On the other hand, even
for the case where there is no dimension difference between
any pair of subsystems, the relation (4) could not hold if there
exist state jumps at the switching instant (cf., the impulsive
switched systems [35]). It is thus critical to characterize both
the dimension variations and the state jumps for the MDSS to
illustrate its state transition at any switching instant. To this
end, we formulate the state transition of (2) at the switching
instant tk as the following form:
xσ(t+k )
(t+k ) =Ξσ(t+k ),σ(t
−
k )
xσ(t−k )
(t−k ) + Φk, (5)
where Ξσ(t+k ),σ(t−k ) ∈ B
n
σ(t
+
k
)
×n
σ(t
−
k
) and Φk ∈ R
n
σ(t
+
k
) are
called the transition matrix and the impulse vector, respec-
tively. In addition, assume that ‖Φk‖ ≤ Φ¯, where Φ¯ > 0
is a certain constant. It can be readily seen from (5) that the
presence of Ξσ(t+k ),σ(t−k ) 6= Inσ(t−k ) and Φk 6= 0 makes the state
transition of the MDSS (2) at any tk not continuous, since
∆xσ(tk)(tk) , xσ(t+k )(t
+
k ) − xσ(t−k )(t
−
k ) = (Ξσ(t+k ),σ(t
−
k )
−
In
σ(t
−
k
)
)xσ(t−k )
(t−k ) + Φk 6= 0. Furthermore, the following
remark summaries the duties of Ξσ(t+k ),σ(t−k ) and Φk.
Remark 1: The transition matrix Ξσ(t+k ),σ(t−k ) is a 0-1
matrix that indicates the dimension variation (reduction or
expansion) of the state at tk. Specifically, it can be derived
by removing specific rows (dimension reduction) from or by
adding zero rows (dimension expansion) to specific positions
of an identity matrix In
σ(t
−
k
)
. On the other hand, the impulse
vector Φk is a real vector indicating the value changes of xσ(t)
at any tk. It yields two types of changes, i.e., the changes
caused by initial value assignment for the new expanded
state components and the changes caused by of instant jumps
of the intact state components. An illustration of the state
transition (5) characterized by Ξσ(t+k ),σ(t−k ) and Φk at some
switching instants of an MDSS is provided in Fig. 1. Clearly,
the continuous state transition (4) will be obtained if there
hold Ξσ(t+k ),σ(t−k ) = Inσ(t−k )
and Φk = 0 for some tk.
Next, we will further investigate the evolution properties of
the impulse vector Φk w.r.t. the switching instant tk, which
turn out to be pivotal in the stability analysis of the MDSS.
C. State dependency of impulses
Aside from the dimension variation that brings noncontinu-
ity to the state transition (5) of the MDSS (2), the state jump
brought by Φk also plays a vital role in causing such non-
continuity. If regarding such non-continuity as an impulsive
effect on the state, then one can readily conclude from (5)
that Φk brings the state impulse that could be independent
of the value of the state xσ(t−k )(t
−
k ). In contrast, the state
impulse brought by the pure dimension variation must depend
on the value of xσ(t−k )(t
−
k ) since there holds ∆xσ(tk)(tk) =
(Ξσ(t+k ),σ(t
−
k )
− In
σ(t
−
k
)
)xσ(t−k )
(t−k ) for Φk = 0. Therefore,
by (5) it is straight forward that the state dependency of the
impulse ∆xσ(tk)(tk) will rely solely on the state dependency
of the impulse vector Φk.
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Fig. 1. Illustration of the state transitions at switching instants t1, t2, t3 of an MDSS. The state components enclosed by colored dashed boxes are those
affected by the dimension reduction (red), the dimension expansion (green) and state impulses (purple). The transition at t1 features pure reduction in
dimension without instant changes of the state; the transition at t2 features pure expansion in dimension with initial value δ̂σ(t2) assigned to the expanded
state component; the transition at t3 does not exhibit any change in dimension but it features the pure impulse brought by δ̂σ(t3) in certain state component.
For the state-independent Φk, its value only relies on the
switching instant tk, i.e., there is no explicit relationship
between Φk and xσ(t−k )(t
−
k ). This indicates the state impulse
∆xσ(tk)(tk) = (Ξσ(t+k ),σ(t
−
k )
− In
σ(t
−
k
)
)xσ(t−k )
(t−k ) + Φk does
not completely rely on the state xσ(t−k )(t
−
k ).
For the state-dependent Φk on the other hand, its value
will further rely on the value of xσ(t−k )(t
−
k ). This indicates an
explicit relationship between Φk and xσ(t−k )(t
−
k ). Specifically,
we have the following formulation for the state-dependent Φk:
Φk = Ξˆσ(t+k ),σ(t
−
k )
xσ(t−k )
(t−k ), (6)
in which Ξˆσ(t+k ),σ(t−k ) ∈ R
n
σ(t
+
k
)
×n
σ(t
−
k
) is any given real
matrix. As a result, the state transition (5) with state-dependent
Φk as defined in (6) can be rewritten as:
xσ(t+k )
(t+k ) =Ξˇσ(t+k ),σ(t
−
k )
xσ(t−k )
(t−k ), (7)
where Ξˇσ(t+k ),σ(t−k ) = Ξσ(t+k ),σ(t−k ) + Ξˆσ(t+k ),σ(t−k ).
Remark 2: A state-dependent Φk as defined in (6) is derived
via a linear mapping Ξˆσ(t+k ),σ(t−k ) of xσ(t−k )(t
−
k ). Note that (6)
actually rules out the case in which the state transition is from
a zero state to a non-zero one, that is, the state impulses would
never occur once the state converges to zero. Such a setting
for the state impulses have been commonly adopted in analysis
for the impulsive systems to obtain asymptotical convergence
performance, see e.g., [36].
In the upcoming analysis, we shall see that these different
types of state impulses will result in different stability perfor-
mance of the MDSS (2).
D. Preliminaries
Some definitions regarding the MDSS (2) will be presented
in this subsection as preliminaries for further analysis.
Definition 1: An MDSS (2) satisfying (5) is said to be
globally uniformly practically stable (GUPS), if there exist
a class KL function β and a constant  ≥ 0 such that
‖xσ(t)(t)‖ ≤ β(‖xσ(t0)(t0)‖, t− t0) + , ∀t ≥ t0, (8)
for any xσ(t0)(t0), where  is called the ultimate bound of
xσ(t)(t) as t→ +∞. Particularly, if one has  ≡ 0, then (2) is
said to be globally uniformly asymptotically stable (GUAS).
Remark 3: Note that the above definition for the practical
stability (8) of the MDSS is similar in form to the one
proposed in [20, Definition 1]. The difference lies in that we
replace the requirement of the boundedness therein into the
stricter ultimate boundedness.
Next, for the switching signal σ(t) of (2) with the state-
transition mechanism (5), we will introduce the following con-
cepts of the transition-dependent average dwell time (TDADT)
as the extension of the mode-dependent average dwell time
proposed in [14]. Note that similar to [14], the new concepts
will also be presented in the sense of the slow switching and
the fast switching, respectively.
Definition 2: On a given time interval [t0, tf ), tf > t0 ≥ 0
and for any φ ∈ Ps with its precedent mode φˆ ∈ P (φ 6=
φˆ), denote the total number of switchings from φˆ to φˆ as
Nφ,φˆ(t0, tf ) and denote the sum of the active duration of mode
φ preceded by mode φˆ as Tφ,φˆ(t0, tf ). If there exist constants
Nˆφ,φˆ and τφ,φˆ such that
Nφ,φˆ(t0, tf ) ≤ Nˆφ,φˆ +
Tφ,φˆ(t0, tf )
τφ,φˆ
, (9)
then τφ,φˆ is called the TDADT of the slow-switching signal
σ(t).
Remark 4: It can be seen from the above that the TDADT
is associated with the pair of different switching modes which
are connected by the state transition (5), hence the name
“transition-dependent”. The TDADT extends the concept of
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the MDADT since the MDADT is only associated with a
single switching mode, see [8], [14].
Definition 3: On a given time interval [t0, tf ), tf > t0 ≥ 0
and for any φ ∈ Pu with its precedent mode φˆ ∈ P (φ 6=
φˆ), denote the total number of switchings from φˆ to φ as
Nφ,φˆ(t0, tf ) and denote the sum of the active duration of mode
φ preceded by mode φˆ as Tφ,φˆ(t0, tf ). If there exist constants
Nˆφ,φˆ and τφ,φˆ such that
Nφ,φˆ(t0, tf ) ≥ Nˆφ,φˆ +
Tφ,φˆ(t0, tf )
τφ,φˆ
, (10)
then τφ,φˆ is called the TDADT of the fast-switching signal
σ(t).
Remark 5: The TDADT defined for the fast-switching signal
is an extension of the “fast MDADT” proposed by [14], in
which the authors use such a concept of the fast MDADT
to characterize the duration property of the unstable modes
activated in a switched system.
Based on the notion of the TDADT, we further introduce
the following concept as another description method for a
switching signal.
Definition 4: On given time span [t0, t), 0 ≤ t0 < t <
+∞: for a certain k-th switching instant tk ∈ (t0, t), ∀k =
1, 2, ..., Nσ(t0, t), we define the following
τφ,φˆ(tk, t) =
Tφ,φˆ(tk, t)
Nφ,φˆ(tk, t)
, (11)
as the piecewise TDADT of σ(t), in which Nφ,φˆ(tk, t) de-
notes the total number of switchings from φˆ to φ. Denote
the total number of switchings over [tk, t) as N(tk, t) =∑
∀φ,φˆ∈P
Nφ,φˆ(tk, t).
Remark 6: The piecewise TDADT τφ,φˆ defined above
depicts the average activating period of a switching mode
φ whose precedent mode is φˆ on the time interval (tk, t),
k = 1, 2, ..., N(tk, t). It is deserved to point out that though
such piecewise TDADT has not been formulated in a standard
dwell-time manner (cf. (9) and (10)), we still slightly abuse
the term of “dwell time” to name it since it plays a similar
role to the conventional dwell time framework in the upcoming
analysis.
Additionally, we introduce the quasi-alternative switching
signal proposed in [37] as the following definition:
Definition 5 (Quasi-alternative switching signal, adapted
from [37]): For any switching instant tk, if a switching signal
σ(t) satisfies that if σ(t+k ) ∈ Pu, then σ(t+k+1) ∈ Ps, then it
is called the quasi-alternative switching signal. Additionally,
we denote the set of switching signals with such a property
as Ψ˜σ .
Remark 7: As was pointed out in [37], the quasi-alternative
switching signal rules out the switchings between two unstable
modes. Such a setting ensures that the unstable dynamics of a
switching mode can immediately be compensated by the stable
dynamics of the following stable mode.
III. STABILITY ANALYSIS FOR MDSS
In this section we will present one of the main results of
this work concerning the stability analysis of the MDSS.
Throughout this section, we have the following settings on
a given switching signal σ(t) on the time interval [t0, tf ),
0 ≤ t0 < tf < +∞. Denote the k-th switching instant in
[t0, tf ) as tk, k = 1, ..., N(t0, tf ), and assume that φ = σ(t+k ),
φˆ = σ(t−k ).
A. Stability analysis for general nonlinear MDSS
Theorem 1: Considering (2) satisfying (5) with the switching
signal σ(t) defined on [t0, tf ), 0 ≤ t0 < tf , if for any φ, φˆ ∈
P , there exist class K∞ functions κ, κ, γ˜φ φ ∈ Ps; Θ˜ > 0 and
C1 non-negative function Vφ(t, xφ(t)) : R≥0 × Rnφ → R≥0,
φ ∈ P , such that
κ(xφ) ≤ Vφ(t, xφ(t)) ≤ κ(xφ), (12)
V˙φ(t, xφ(t)) ≤ γ˜φVφ(t, xφ(t)), (13)
Vφ(t
+
k , xφ(t
+
k )) ≤ Ωφ,φˆVφˆ(t−k , xφˆ(t−k )) + Θ˜, (14)
where γ˜φ > 0, φ ∈ Pu, γ˜φ < 0, Ωφ,φˆ > 1, φ ∈ Ps, φˆ ∈ P;
0 < Ωφ,φˆ < 1, φ ∈ Pu, φˆ ∈ P , then the MDSS is GUPS
provided that the TDADT and piecewise TDADTs of σ(t)
satisfy:
if φ ∈ Ps, φˆ ∈ P,
τφ,φˆ ≥−
ln Ωφ,φˆ
γ˜φ
, (15)
τφ,φˆ(tj , t) ≥−
ln Ωφ,φˆ
γ˜φ
, j = 1, 2, ..., k, (16)
if φ ∈ Pu, φˆ ∈ P,
τφ,φˆ ≤−
ln Ωφ,φˆ
γ˜φ
, (17)
τφ,φˆ(tj , t) ≤−
ln Ωφ,φˆ
γ˜φ
, j = 1, 2, ..., k. (18)
The ultimate bound as t → +∞ is given by  = κ−1(˜), in
which, ˜ = Θ˜
Ω˜
eς
1−eς , Ω˜ = min∀φ∈Pu,φˆ∈P
Ωφ,φˆ, Θ˜ = max∀φ,φˆ∈P
Θ˜,
ς = max
∀j
ςj , ςj = max
∀φ,φˆ∈P
ςj
φ,φˆ
, ςj
φ,φˆ
= lim
t→+∞ τφ,φˆ(tj , t)γ˜φ +
ln Ωφ,φˆ, j = 1, 2, ..., k. Moreover, given Θ˜ ≡ 0, then (2) is
GUAS if conditions (15) and (17) are satisfied.
Proof: Throughout this proof, we use Vσ(t)(t) to denote
Vσ(t)(t, xσ(t)(t)) for brevity. By integrating (13) on both sides
from t0 to t−k+1 (which indicates the considered integral
terminal time t = t−k is a general non-switching instant
given the right continuity of σ(t)), and applying (14) at each
switching instant tk, one obtains
Vσ(t−k+1)
(t−k+1)
≤eγ˜σ(t+k )(tk+1−tk)
(
Ωσ(t+k ),σ(t
−
k )
e
γ˜
σ(t
+
k−1)
(tk−tk−1)
× Vσ(t+k−1)(t
+
k−1) + Θ˜
)
,
≤eγ˜σ(t+k )(tk+1−tk)
(
Ωσ(t+k ),σ(t
−
k )
Ωσ(t+k−1),σ(t
−
k−1)
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× eγ˜σ(t+k−1)(tk−tk−1)eγ˜σ(t+k−2)(tk−1−tk−2)Vσ(t+k−2)(t
+
k−2)
+ Ωσ(t+k ),σ(t
−
k )
e
γ˜
σ(t
+
k−1)
(tk−tk−1)
Θ˜ + Θ˜
)
,
. . .
≤e
k−1∑
j=0
(
ln Ω
σ(t
+
k−j),σ(t
−
k−j)
+γ˜
σ(t
+
k−j)
(tk−j+1−tk−j)
)
e
γ˜
σ(t
+
0 )
(t1−t0)
× Vσ(t+0 )(t
+
0 )
+
k−1∑
ν=0
(
Θ˜
e
ν∑
j=0
(
ln Ω
σ(t
+
k−j),σ(t
−
k−j)
+γ˜
σ(t
+
k−j)
(tk−j+1−tk−j)
)
Ωσ(t+k−ν),σ(t
−
k−ν)
)
.
(19)
For (19), grouping the terms w.r.t. the same mode pair φ, φˆ ∈
P , φ 6= φˆ together, then by applying (9) and (10) one has:
Vσ(t−k+1)
(t−k+1) ≤e
∑
∀φ,φˆ∈P
(γ˜φτφ,φˆ+ln Ωφ,φˆ)Nφ,φˆ(t0,tk+1)
× eγ˜σ(t+0 )(t1−t0)Vσ(t+0 )(t0) +
Θ˜
Ω˜
Λ˜k, (20)
where
Λ˜k =
k∑
j=1
e
∑
∀φ,φˆ∈P
(
γ˜φTφ,φˆ(tk−j+1,tk+1)+ln Ω
N
φ,φˆ
(tk−j+1,tk+1)
φ,φˆ
)
.
(21)
In the above, Ω˜ = min
∀φ∈Pu,φˆ∈P
Ωφ,φˆ. Note that in general,
the summation term (21) in (20) will become a non-negative
infinite series as tk+1 → +∞. It is because tk+1 → +∞
would imply k → +∞ if one rules out a trivial case that there
are finite number of switchings in an infinite time interval.
In addition, define ςj
φ,φˆ
= lim
t→+∞ τφ,φˆ(tj , t)γ˜φ + ln Ωφ,φˆ, j =
1, 2, ..., k. Clearly, it can be concluded from (16) and (18) that
ςj
φ,φˆ
≤ 0, ∀φ, φˆ ∈ P . Then with (11) applied one can readily
obtain the following limit for (21):
lim
k→+∞
Λ˜k = lim
k→+∞
k∑
j=1
e
∑
∀φ,φˆ∈P
ςj
φ,φˆ
Nφ,φˆ(tk−j+1,tk+1)
≤ lim
k→+∞
k∑
j=1
eς
jN(tk−j+1,tk+1)
= lim
k→+∞
k∑
j=1
ejς =
eς
1− eς , (22)
where ς = max
∀j
ςj , ςj = max
∀φ,φˆ∈P
ςj
φ,φˆ
. Then it follows
from (20) and (22) that with conditions (15), (17) applied,
lim
t→+∞Vσ(t)(t) ≤ ˜, where ˜ =
Θ˜
Ω˜
eς
1−eς . By (12), it impiles
that lim
t→+∞ ‖xσ(t)(t)‖ ≤ κ
−1(˜) > 0. Recalling Definition 1,
one concludes that the MDSS (2) is GUPS, and  = κ−1(˜). In
particular, if there holds Θ˜ ≡ 0, then condition (14) becomes
Vφ(t
+
k , xφ(t
+
k )) ≤ Ωφ,φˆVφˆ(t−k , xφˆ(t−k )). It then follows from
(20) that with (15) and (17) satisfied, lim
t→+∞Vσ(t)(t) = 0.
By (12), this further indicates lim
t→+∞ ‖xσ(t)(t)‖ = 0, which
implies that (2) is GUAS.
Remark 8: Theorem 1 provides essential stability conditions
for a general nonlinear MDSS (2) under the TDADT frame-
work. However, Theorem 1 turns out to be trivial in practice
since it assumes in advance the existence of Vφ(t, xφ(t)) for
any φ that satisfies (12), (13) and (14) without providing an
explicit method of finding such a kind of functions. Moreover,
a general nonlinear model as (2) usually provides limited
structural information for constructing a specific Vφ(t, xφ(t)).
Thus to explicitly find such a kind of functions, in the next
section we are going to pay attention to the linear version (3)
of the MDSS (2).
B. Dynamical multiple Lyapunov functions
In studies on the stability problems of classic switched linear
systems, the methods of multiple Lyapunov functions (MLFs)
with piecewise quadratic forms [38] are vastly employed. For
example, given x˙(t) = Aδ(t)x(t) which is linearized from
(1), where Aδ(t) is the corresponding Jacobian matrix of the
nonlinear function fδ(t) at the equilibrium, an MLF can be
constructed for any ϕ ∈ W as Vϕ(t) = xT (t)Pϕx(t), in which
Pϕ is a positive definite matrix. In most literature applying
such MLF methods, a condition similar to (14) is involved at
any switching instant tk, k ∈ N, that is, there exists µ > 0 such
that Vϕ(tk) ≤ µVϕˆ(tk) holds for any ϕˆ 6= ϕ, ∀ϕˆ, ϕ ∈ W .
Given the MLF mentioned above, such a condition in fact
boils down to a linear matrix inequality (LMI), i.e., Pϕ ≤
µPϕˆ. Based on this LMI condition, the stability of the classic
switched linear systems, even those with unstable subsystems,
can be ensured with the aid of various dwell-time approaches,
such as the MDADT method [8], [14]. However, if taking the
same MLF form for the considered linear MDSS (3), then the
above LMI conditions will be unable to establish due to the
different dimensions of Pφ for different φ ∈ P . It thus entails
extensions of the conventional MLF methods such that they
can adapt to the MDSS structure and can also be capable of
dealing with the presence of the unstable subsystems.
To tackle this issue, in this section we propose a parameter-
ized MLF, called the dynamical MLF, for (3) under σ(t) ∈ Ψ˜σ .
Specifically, for any t ∈ [tk, tk+1), k = 1, 2, ..., N(t0, tf ),
construct Vσ(tk)(t, xσ(tk)(t)) = η(t)x
T
σ(tk)
(t)Pσ(tk)xσ(tk)(t),
where Pφ is a positive definite matrix for any φ ∈ P; η(t) is
a bounded piecewise constant function, i.e., ∀t ∈ [tk, tk+1),
η(t) = ηk ∈ [η, η¯] ⊂ (0,+∞), where ηk > 0 is a constant
related to the switching instant tk, η and η¯ are certain positive
constants. Clearly, it can be seen that Vσ(tk)(t, xσ(tk)(t))
satisfies (12). Then by (5) one has the following at any
switching instant tk:
‖x(σ(t+k ))(t
+
k )‖2 ≤ 2‖Ξσ(t+k ),σ(t−k )‖
2‖x(σ(t−k ))(t
−
k )‖2 + 2‖Φk‖2,
(23)
V (t+k , xσ(t+k )
(t+k )) ≤ Ωσ(t+k ),σ(t−k )V (t
−
k , x(σ(t−k ))
(t−k )) + Θ˜,
(24)
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where for any φ = σ(t+k ), φˆ = σ(t
−
k ) and Γφ,φˆ =
{k|σ(tk−1) = φˆ, σ(tk) = φ}, then by ‖Ξφ,φˆ‖ ≡ 1, ‖Φk‖ ≤ Φ¯,
there hold
Ωφ,φˆ = max∀k∈Γφ,φˆ
(
2ηkλmax(Pφ)
ηk−1λmin(Pφˆ)
), Θ˜ = ϑ˜, Φk not s.t. (6),
Ωφ,φˆ = max∀k∈Γφ,φˆ
(
2ηkλmax(Pφ)
ηk−1λmin(Pφˆ)
Υ), Θ˜ = 0, Φk s.t. (6),
(25)
where ϑ˜ = 2η¯ max
∀φ∈P
λmax(Pφ)‖Φ¯‖2, Γφ,φˆ = {k|σ(tk−1) =
φˆ, σ(tk) = φ}, Υ = max(1, max
∀φ,φˆ∈P
‖Ξˇφ,φˆ‖2). It can be seen
that (24) is consistent in form with (14) of Theorem 1, but the
condition 0 < Ωφ,φˆ < 1, φ ∈ Pu cannot be ensured without
the proper evaluation of η(t) at each switching instant. Hence,
the following procedure is resorted for the value update of η(t)
at each tk. Note that from here on we assume the switching
signal of (3) to be quasi-alternative, i.e., σ(t) ∈ Ψ˜σ .
Procedure 1 (Update of η(t) at tk ∈ [t0, tf ) given σ(t) ∈
Ψ˜σ):
Step 1: k ← 0, initialize η(t0) = η0 > 0; χφ,φˆ ∈ (0, 1),
∀φ ∈ Pu, ∀φˆ ∈ Ps, go to Step 2;
Step 2: k ← k + 1, ηk ← ηk−1, if k ≥ N(t0, tf ), go to Step
6;
Step 3: If σ(t+k ) ∈ Pu and Ωσ(t+k ),σ(t+k−1) ≥ 1, go to Step 4;
else if σ(t+k ) ∈ Ps and σ(t+k−1) ∈ Pu and k > 1 go to Step
5; else go to Step 2;
Step 4: ηk ← ηkΩ
σ(t
+
k
),σ(t
+
k−1)
χσ(t+k ),σ(t
+
k−1)
, go to Step 2;
Step 5: ηk ←
2ηkλmax(Pσ(t+
k−1)
)
χ
σ(t
+
k−1),σ(t
+
k−2)
λmin(Pσ(t+
k−2)
) , go to Step 2;
Step 6: Output η(t), exit.
Remark 9: It can be seen that if one sets η(t) ≡ 1, the
dynamical MLF reduces to the classic quadratic MLF as
mentioned above. The dynamical MLF features a parameter
η(t) that varies s.t. Procedure 1. The decrease update of
ηk (Step 4) at the switching from a stable mode to an
unstable one ensures that the condition 0 < Ωφ,φˆ < 1
in (14) can always be satisfied. However, a pure decease
update would potentially drive ηk to 0 as k → +∞, which
would make the dynamical MLF trivial to use. To avoid this
issue, the switching signal here for (3) is thus required to
satisfy σ(t) ∈ Ψ˜σ , i.e., an unstable mode must be followed
by a stable mode. In this case, once a decrease update
of η(t) is made at a switching instant, an increase update
(Step 5) which is identical in quantity will be made at the
next switching instant. Such a procedure confines the value
of η(t) into a bounded range, which can be determined
by [η0 min
φ,φˆ∈P
χφ,φˆ/(2 max
φ,φˆ∈P
λmax(Pφ)
λmin(Pφˆ)
), η0]. This also implies
η = η0 min
φ,φˆ∈P
χφ,φˆ/(2 max
φ,φˆ∈P
λmax(Pφ)
λmin(Pφˆ)
), η¯ = η0. Note that the
above are derived with the fact that max
φ,φˆ∈P
λmax(Pφ)
λmin(Pφˆ)
> 1 and
Υ˜ ≥ 1.
Given the dynamical MLF with Procedure 1, we are in
the position of presenting the stability analysis for the linear
MDSS (3).
C. Stabilization for linear MDSS
Before presenting the main result, the following assumption
based on Definition 5 is necessary:
Assumption 1: The switching signal σ(t) of the linear
MDSS (3) is assumed to be quasi-alternative, i.e., there holds
σ(t) ∈ Ψ˜σ .
With the above assumption, the following theorem ensures
the stability of (3) corresponding to the cases where Φk is
state-independent and state-dependent, respectively.
Theorem 2: Under Assumption 1, consider (3) with state
transition (5) at any tk ∈ [t0, tf ). If for given η0 > 0,
χφ,φˆ ∈ (0, 1), φ ∈ Pu, φˆ ∈ Ps, and ∀t ∈ [tk, tk+1),
there exist ηk > 0, k = 1, 2, ..., N(t0, tf ) output by
Procedure 1 and there exists Pφ ∈ Rnφ×nφ such that
(25) holds and γ˜φ = − 1λmax(Pφ) + 2γφ < 0, γφ ∈
(max
j
Re(λj(Aφ + BφKφ)), 0), φ ∈ Ps; γ˜φ = 2γφ > 0,
γφ ∈ (max
j
Re(λj(Aφ + BφKφ)),+∞), φ ∈ Pu, then for
state-independent Φk, (3) is GUPS provided that (15)-(18) are
satisfied, the ultimate bound is  = ˜η−1 max
∀φ
(1/λmin(Pφ)),
η = η0 min
φ,φˆ∈P
χφ,φˆ/(2 max
φ,φˆ∈P
λmax(Pφ)
λmin(Pφˆ)
), ˜ is given by Theorem
1. Particularly, if Φk satisfies (6), i.e., state-dependent, then
(3) is GUAS provided that (15) and (17) are satisfied.
Proof: For σ(t) ∈ Ψ˜σ and any t ∈ [tk, tk+1),
k = 0, 1, ...N(t0, tf ), construct the dynamical MLF as
Vσ(tk)(t, xσ(tk)(t)) = ηkx
T
σ(tk)
(t)Pσ(tk)xσ(tk)(t), in which
Pσ(tk) is the solution to the following Lyapunov equation:
A˜Tσ(tk)Pσ(tk) + Pσ(tk)A˜σ(tk) − 2γσ(tk)Pσ(tk) = −Inσ(tk) .
(26)
In the above, A˜σ(tk) = Aσ(tk) + Bσ(tk)Kσ(tk),
max
j
Re(λj(Aσ(tk) + Bσ(tk)Kσ(tk))) < γσ(tk) < 0, σ(tk) ∈
Ps; 0 ≤ max
j
Re(λj(Aσ(tk) + Bσ(tk)Kσ(tk))) < γσ(tk),
σ(tk) ∈ Pu. Therefore, it is clear that Pσ(tk) is positive
definite. Apparently, (26) implies that for any φ = σ(tk) ∈ P ,
V˙φ(t, xφ(t
+
k )) ≤ γ˜φVφ(t, xφ(t+k )), (27)
where γ˜φ = − 1λmax(Pφ) + 2γφ. Moreover, one derives from
(5) that for any φ = σ(tk) ∈ P , φˆ = σ(tk−1) ∈ P ,
Vφ(t, xφ(t
+
k )) ≤ Ωφ,φˆVφˆ(t, xφˆ(t−k )) + Θ˜, (28)
in which Ωφ,φˆ, Θ˜ are given by (25). Since η(t) is updated
under Procedure 1, then conditions (12) and 0 < Ωφ,φˆ < 1,
φ ∈ Pu, φˆ ∈ P can be automatically satisfied. Moreover, by
(25) and Procedure 1, for φ ∈ Ps and φˆ ∈ P , there always ex-
ists a upper bound estimate for Ωφ,φˆ: Ω¯ = max∀φ,φˆ∈P
(2
λmax(Pφ)
λmin(Pφˆ)
),
which implies Ω¯ > 1. This means the value of Ωφ,φˆ in
(24) when φ ∈ Ps and φˆ ∈ P can be replaced by Ω¯.
Then according to Theorem 1 and given that Φk is state-
independent, one can derive from conditions (15), (16), (17)
and (18) that lim
t→+∞Vσ(t)(t) ≤ ˜. Moreover, by Procedure 1
one has that ∀k, ηk ≥ η > 0 and η−1k ≤ η−1, which further
denotes that lim
t→+∞ ‖xσ(t)‖ ≤ ,  = ˜η
−1 max
∀φ
(1/λmin(Pφ)),
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η = η0 min
φ,φˆ∈P
χφ,φˆ/(2 max
φ,φˆ∈P
λmax(Pφ)
λmin(Pφˆ)
). This implies that (3)
is GUPS. Particularly, under the same precondition that
σ(t) ∈ Ψ˜σ , when Φk is state-dependent, i.e., (6) is satisfied,
then by (25), Procedure 1 and Theorem 1, one concludes
that lim
t→+∞Vσ(t)(t) = 0 given that (15) and (17) are satis-
fied. This along with the boundedness of ηk indicates that
lim
t→+∞ ‖xσ(t)(t)‖ = 0, i.e., (3) is GUAS.
Remark 10: In the above, we have studied the stability of
the linear MDSS (3) with σ(t) ∈ Ψ˜σ under two different
state-dependency of Φk. The GUPS performance of (3) is
first investigated for the case where Φk is state-independent.
The GUPS is studied due to the existence of state-independent
impulses. Such impulses can be deemed a series of constant
disturbances against the state which impede the system state
from achieving asymptotic convergence performance. The case
where Φk is state-dependent is then considered. Since the
impulses satisfying (6) will decay with a convergent state, it
enables one to seek the GUAS performance for (3).
In this section, the stability conditions for the MDSS are
derived under different settings of the state impulses at switch-
ing instants. Particularly, the stability of the linear MDSS
is guaranteed by virtue of the proposed TDADT and the
dynamical MLF methods. Next, we will apply the results for
the stability of the linear MDSS to the consensus problem of
the open multi-agent systems.
IV. CONSENSUS OF OPEN MASS UNDER MDSS
FRAMEWORK
The open MAS features the agent circulation behaviors,
which yield the switching topologies with a varying size.
Specifically, we have the following settings for the commu-
nication topology and the dynamics of the considered open
MAS, respectively.
A. System formulation and preliminaries
Given a switching signal σ(t), σ : R≥0 → P = {1, 2, ...s}
where s is the number of switching modes of σ(t), the
switching communication topology of an open multi-agent
system can be represented by a switching directed graph
Gσ(t) = {Vσ(t), Eσ(t)} in which each switching mode indi-
cates a possible switching topology. Vσ(t) = {1, 2, ..., Nσ(t)}
denotes the vertex set of the digraph Gσ(t) that satisfies
|Vσ(t)| = Nσ(t), where Nσ(t) represents the number of the
vertices of Gσ(t), Eσ(t) ⊆ Vσ(t) × Vσ(t) is the edge set.
It is assumed that the digraph contains no self loops, i.e.,
(i, i) 6∈ Eσ(t). Let Aσ(t) = [aij(σ(t))] ∈ RN×N denote the
switching adjacency matrix of Gσ(t) in which aij(σ(t)) = 0
if (j, i) 6∈ Eσ(t), i.e., there is not a directed edge from
j to i, otherwise aij(σ(t)) = 1. A Laplacian matrix of
Gσ(t) is denoted by Lσ(t) = [lij(σ(t))] = Dσ(t) − Aσ(t),
where Dσ(t) = [dij(σ(t))] is the corresponding switching
degree matrix with dij(σ(t)) = 0, ∀i 6= j and dij(σ(t)) =
j=1∑
N
aij(σ(t)), ∀i = j.
Consider the following open multi-agent system with linear
consensus protocols:
ξ˙σ(t),i(t) =Sξσ(t),i(t)− %
Nσ(t)∑
j=1
aij(σ(t))(ξσ(t),i(t)
− ξσ(t),j(t)), i, j ∈ Vσ(t), i 6= j, (29)
where % > 0 is a given constant; ξi(t) ∈ Rp, ξσ(t),i(t) =
[ξ1σ(t),i(t), ..., ξ
p
σ(t),i(t)]
T ∈ Rp, where ξjσ(t),i(t) ∈ R is the j-
th component of ξσ(t),i(t); S ∈ Rp×p, and min∀j (Re(λj(S))) ≥
0. A compact form of (29) can be obtained by piling up the
state of each agent:
˙˜
ξσ(t)(t) = (INσ(t)−1 ⊗ S − %Lσ(t) ⊗ Ip)ξ˜σ(t)(t), (30)
where ξ˜σ(t)(t) = [ξTσ(t),1(t), ..., ξ
T
σ(t),Nσ(t)
(t)]T . The agent
circulation behaviors at switching instant tk are captured as
follows:
ξ˜σ(t+k )
(t+k ) =Ξσ(t+k ),σ(t
−
k )
ξ˜σ(t−k )
(t−k ) + Φk, (31)
in which Ξσ(t+k ),σ(t−k ) and Φk are of the same definition as
in (5). In general, recalling the settings in [33] combining
with the state transition mechanism proposed for the MDSS
framework, then the agent circulation behaviors at switching
instant tk of a typical open MAS can be classified into the
following types:
1) Joining: there are new agents joining the original group,
i.e., |Vσ(t−k )| < |Vσ(t+k )|, pNσ(t−k ) < pNσ(t+k ). The
joining agents can establish new connections with the
existing agents in the group. For a pure joining behavior
of an agent, the matrix Ξσ(t+k ),σ(t−k ) can be derived from
inserting a p× pNσ(t−k ) zero matrix in between specific
rows of IpN
σ(t
−
k
)
(e.g., between the h-th and h + 1-th
rows, h is a positive integer); the initial value of the
same joining agent, is carried by a p dimensional vector
inserting into the entries in Φk with the same indices as
the zero rows of Ξσ(t+k ),σ(t−k ) denote the initial values
of the new added agents. These values can either be
state-independent or state-dependent.
2) Leaving: there are agents leaving the original group, i.e.,
|Vσ(t−k )| > |Vσ(t+k )|, nσ(t−k ) > nσ(t+k ). Once an agent
has left, all the connections bound to it will be cut off.
Note that a pure departure process does not bring new
values to the state of the agent group but only makes
the post-switching state of the group inherit part of its
the pre-switching state, that is, Φk ≡ 0, thus the state
impulse is automatically state-dependent.
3) Replacing: A replacing behavior of the open MAS can
be regarded as a joint behavior of the join-in and de-
parture which occur simultaneously in the group. In this
sense, the replacement behaviors essentially represent
the state impulses on corresponding agents. Note that a
pure replacement behavior does not change the size of
the communication topology, i.e., |Vσ(t+k )| = |Vσ(t−k )|,
nσ(t−k )
= nσ(t+k )
. For the replacements occurring along
with the join-in or departure behaviors, the variation
values of the state impulse of any agent is denoted by the
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entries in Φk with the same indices as the non-zero rows
or the non-zero columns of Ξσ(t+k ),σ(t−k ) respectively.
Remark 11: For an open MAS (29), its topology is naturally
switching since the agent behaviors listed above in essence
imply potential connection variations among agents. Note that
we also allow the connection variations occurring among
unmoved agents at the same time. For example, when an
agent leaves the group, the rest agents can instantly re-establish
connections with others to fill in the lost connections due to
the departure.
Lemma 1 ([24]): Given any vectors x1, ..., xNσ(t) ∈
Rn and corresponding to the switching Laplacian matrix
Lσ(t) = [lij(σ(t))] defined in Section IV-A, the follow-
ing holds
Nσ(t)∑
j=1
lij(σ(t))xj(t) −
Nσ(t)∑
j=1
lNσ(t)j(σ(t))xj(t) =
Nσ(t)−1∑
j=1
zij(σ(t))(xj(t) − xNσ(t)(t)), where zij(σ(t)) =
lij(σ(t)) − lNσ(t)j(σ(t)) for i, j = 1, ..., Nσ(t) − 1. Denoting
Zσ(t) = [zij(σ(t))], then the real parts of all the eigenvalues
of Zφ, φ ∈ P are non-negative. Moreover, their real parts are
all positive provided Gφ contains a directed spanning tree for
any φ.
Definition 6: For the open MAS (29), it is said to achieve
practical consensus if there exists  ≥ 0 such that
lim
t→+∞ ‖ξσ(t),i(t)− ξσ(t),j(t)‖ ≤ , ∀i, j ∈ Vσ(t). (32)
Particularly, if there holds  ≡ 0, i.e., lim
t→+∞ ‖ξσ(t),i(t) −
ξσ(t),j(t)‖ = 0, ∀i, j ∈ Vσ(t), then (29) is said to achieve
(asymptotical) consensus.
Other forms of the definition about the practical consensus
can be found in [39], [40].
B. MDSS interpretation of open MASs
Applying Lemma 1, one can transform (29) into the follow-
ing system by defining δσ(t),i(t) = ξσ(t),i(t) − ξσ(t),Nσ(t)(t):
for any i = 1, ..., Nσ(t) − 1,
δ˙σ(t),i(t) = Sδσ(t),i(t)− %
Nσ(t)−1∑
j=1
zij(σ(t))δσ(t),j(t), (33)
Furthermore, (33) can be rewritten as the following compact
form,
˙˜
δσ(t)(t) = (INσ(t)−1 ⊗ S − %Zσ(t) ⊗ Ip)δ˜(t), (34)
where δ˜σ(t)(t) = [δTσ(t),1(t), ..., δ
T
σ(t),Nσ(t)−1(t)]
T =
ΥNσ(t) ξ˜σ(t)(t) and satisfies
δ˜σ(t+k )
(t+k ) =Ξ˜σ(t+k ),σ(t
−
k )
δ˜σ(t−k )
(t−k ) + Φ˜k, (35)
where ΥNσ(t) = [Ip(Nσ(t)−1),−1p(Nσ(t)−1)], Ξ˜σ(t+k ),σ(t−k ) ∈
B
p(N
σ(t
+
k
)
−1)×p(N
σ(t
−
k
)
−1)
which can be obtained by removing
the last p rows and the last p columns from Ξσ(t+k ),σ(t−k );
Φ˜k = Φˇk + Φˆk, Φ˜, Φˇk, Φˆk ∈ R
p(N
σ(t
+
k
)
−1)
, in which Φˇk =
1Nσ(t)−1 ⊗ (ξNσ(t−
k
)
(t−k ) − ξNσ(t+
k
)
(t+k )) and Φˆk = ΥNσ(t)Φk
are both of the consistent state dependency with Φk.
Remark 12: Although resembling in form, the parameter set-
tings in (31) and (35) have some differences. These differences
are mainly exhibited between the impulse vectors Φk and Φ˜k
as presented above: Φk defined in (31) only carries a single
part, i.e., the state variation which can be state-dependent or
state-independent; Φ˜k carries two parts, i.e., a state-dependent
vector Φˇk and a vector Φˆk whose state dependency relies on
that of Φk. Note that such differences would not change the
structure of the state transition mechanism defined in Section
II-B since the duties of the transition matrix Ξ˜σ(t+k ),σ(t−k ) and
impulse vector Φ˜k in (35) are consistent with those of (31).
Next we are going to apply the results for the stability of
the MDSS to address the coordination problem of open MAS
(29).
C. Consensus analysis via MDSS framework
The following theorem gives the sufficient conditions for
(29) to reach corresponding consensus performance.
Theorem 3: For open MASs (29) with switching topologies
Gσ(t) and the agent circulation (31). If Φ˜k of the state transition
(35) is state-independent for each k and there holds σ(t) ∈ Ψ˜σ
for (34), then (29) can achieve practical consensus given that
(15), (16), (17), and (18) are satisfied, where
γ˜φ = − 1λmax(P˜φ) + 2γφ, φ ∈ Ps;
γ˜φ = 2γφ, φ ∈ Pu;
γφ ∈
(
max
j
Re(λj(INφ−1 ⊗ S − %Zφ)), 0
)
, φ ∈ Ps;
γφ ∈
(
max
j
Re(λj(INφ−1 ⊗ S − %Zφ)),+∞
)
, φ ∈ Pu;
(36)
if Φk is state-independent,
Ωφ,φˆ = max∀k∈Γφ,φˆ
(2
ηkλmax(P˜φ)
ηk−1λmin(P˜φˆ)
Υ), φ, φˆ ∈ P;
Θ˜ = 2η¯ max
∀φ∈P
λmax(P˜φ)‖ ¯˜Φ‖2;
(37)
if Φk is state-dependent,Ωφ,φˆ = max∀k∈Γφ,φˆ(2
ηkλmax(P˜φ)
ηk−1λmin(P˜φˆ)
Υˇ), φ, φˆ ∈ P;
Θ˜ = 0.
(38)
in which Υ = max(1, max
∀φ,φˆ∈P
‖Ξ˜φ,φˆ‖2), Υˇ =
max(1, max
∀φ,φˆ∈P
‖ ˇ˜Ξφ,φˆ‖2), Zφ, φ ∈ P is defined via Lemma 1.
Furthermore, (29) can achieve consensus for any switching
signal σ(t), satisfying (15) and (17) provided that Φ˜k is
state-dependent for each k, i.e., (6) is satisfied for (35).
Proof: For every t ∈ [t0, tf ), define δσ(t),i(t) =
ξσ(t),i(t) − ξσ(t),Nσ(t)(t), i = 1, ..., Nσ(t) − 1. Then for each
pair of i, j ∈ Vσ(t), one can deduce from lim
t→+∞ ‖δσ(t),i(t)‖ ≤
 that lim
t→+∞ ‖ξσ(t),i(t) − ξσ(t),j(t)‖ ≤ ˆ, ˆ = 2; one can
deduce from lim
t→+∞ ‖δσ(t),i(t)‖ = 0 that limt→+∞ ‖ξσ(t),i(t) −
ξσ(t),j(t)‖ = 0. Then via Definition 1 and Definition 6,
the consensus and practical consensus of (29) boil down to
the GUAS and GUPS of (34), respectively. Then given the
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different Then there exist a positive definite matrix P˜φ and a
scalar γφ > max
j
Re(λj(IN−1⊗S−%Zφ⊗Ip))) such that the
following Lyapunov equations hold for all φP:
(INφ−1 ⊗ S − %Zφ ⊗ Ip)T P˜φ + P˜φ(INφ−1 ⊗ S − %Zφ ⊗ Ip)T
− 2γφP˜φ = −I. (39)
Similar to the proof of Theorem 2, choose the dynamical
MLFs as Vσ(t) = η(t)δ˜Tσ(t)(t)P˜σ(t)δ˜σ(t)(t), then it is clear
that for any φ ∈ P , (12) is satisfied. Further, one can
obtain from (39) and (35) with (27) and (28) satisfied, in
which the corresponding parameters are given in (36), (37)
and (38). Then via Theorem 2 and with the conditions (15)
to (18) satisfied, one concludes that (33) is GUPS given
σ(t) ∈ Ψ˜σ and Φ˜k does not satisfy (6); (33) is GUAS if
solely Φ˜k satisfies (6). Further one can immediately obtain
the corresponding consensus performance of the open MAS
(29) from the above stability performance of the MDSS (34).
The proof is complete.
Remark 13: Note that the stability or instability implied by
the mode φ of Gφ is regarding the subsystems of (34) instead
of (29). Also note that there is no explicit relationship between
the connectivity of Gφ and the stability of the corresponding
subsystem of (34). For instance, when Gφ contains no directed
spanning tree for some φ, the corresponding subsystem of
(34) may either be stable or unstable. Thus it is infeasible
to determine a proper agent circulation process (represented
by σ(t)) for the desired consensus performance by merely
inspecting the connectivity of Gφ for each φ. Owing to the
transformation from (29) to (34), such a work (design of σ(t))
can be fulfilled via the TDADT methods by inspecting the
stability of the subsystems of (34).
D. Numerical simulation
In this subsection, we present simulation results for the
consensus of the open MAS under two cases of the agent
circulation, i.e., under state-independent and state-dependent
Φk, respectively. Note that for both cases we consider the
same open MAS model with switching topologies that may
not be connected for each switching mode.
For the open MAS (29), the corresponding parameters
are set as follows: % = 2, S = [0.1 0.05; 0 0.2], L1 =
[1 0 − 1 0;−1 1 0 0; 0 − 1 1 0; 0 0 − 1 1], L2 =
[2 − 1 − 1; 0 0 0; 0 0 0], L3 = [1 0 0 0 − 1; 0 0 0 0 0; 0 −
1 1 0 0; 0 0 0 0 0; 0 0 0 −1 1], L4 = [1 −1 0;−1 1 0;−1 0 1],
The corresponding switching topologies are given by Fig. 2, in
which G1 and G4 both contain a directed spanning tree while
G2 and G3 do not. Then, by Lemma 1 and examining the
eigenvalues of IN−1⊗S−%Zφ⊗Ip for φ = 1, ..., 4, one readily
concludes that they are non-Hurwitz except for φ = 1, 4. A
quasi-alternative switching signal σ(t) ∈ Ψ˜σ that satisfies (15)
to (18) is depicted by the lower sub-figure of Fig. 3. The upper
sub-figure of Fig. 3 depicts the variation of the number of
agents Nσ(t) in the open MAS network. Given η0 = 1 and
applying Procedure 1 to (34), then the corresponding lower
Fig. 2. Possible switching topologies of the open MAS (29). The red
nodes denote the agents and the blue arrowed lines denote the directed
communications among them, the numbers denote the labels of agents. It
is assumed in this example that only the agent of a larger label departs from
the group; new incoming agents are labeled in sequence after the existing
largest label. Note that G1 and G4 contain a directed spanning tree while the
other digraphs contain no directed spanning tree.
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Fig. 3. Switching signal σ(t) ∈ Ψ˜σ and number of agents Nσ(t) of open
MAS (29).
and upper bounds for the (piecewise) TDADT conditions are
collected by the following matrix:
Λτ = [τi,j ] =

0 0 0.252 0 0
0.311 0 0.313 0.336 0
0 0.471 0 0 0.420
0 1.372 0 0 0
0 0.298 0 0.284 0
 ,
(40)
in which the row index i denotes the post-switching mode and
the column index j denotes the pre-switching mode, each zero
entry indicates there is no transition from mode j to mode i.
Moreover, it is can be seen from Fig. 3 that the given witching
signal satisfies the conditions in Theorem 3 w.r.t. the above
bounds.
Given the above parameters, we first set Φ˜k to be state-
independent by randomly generating a real vector at each
switching instant. Further, we set that ‖Φ˜k‖ ≤ 0.7. The
resultant trajectories of agent states ξi(t) and the disagreement
vectors δi(t) are depicted in Fig. 4 and Fig. 5, respectively.
It is shown that the presence of the nonconvergent impulse
vector Φ˜k and the agent-joining behavior makes the state error
of the open MAS suffer a non-zero impulse at each topology
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Fig. 4. State trajectories ξσ(t),i(t), i = 1, ..., Nσ(t), given Φ˜k is state-
independent.
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Fig. 5. Disagreement vector ξσ(t),i(t)−ξσ(t),Nσ(t) (t), i = 1, 2, ..., Nσ(t)−
1, given Φ˜k is state-independent.
switching instant, which impedes the error from converging
to zero. With the switching signal satisfying conditions in
Theorem 3, one can ensure that the disagreement vector
converges to a bounded region pertaining to ¯˜Φ. Then, we
set Φk to be state-dependent, i.e., Φk satisfies (6), in which
Ξˆk is a randomly generated matrix at each switching instant
and satisfies ‖Ξˆk‖ ≤ 1, ∀φ, φˆ ∈ {1, 2, 3, 4}. The resultant
trajectories of agent states ξi(t) and the disagreement vectors
δi(t) are depicted in Fig. 6 and Fig. 7, respectively. It can
be concluded from the figures that a state-dependent Φ˜k will
not exert constant non-attenuating impulsive effects on the
consensus process, which renders the asymptotical consensus
performance to the open MAS under the given agent circula-
tion pattern.
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Fig. 6. State trajectories ξσ(t),i(t), i = 1, 2, ..., Nσ(t), given that Φ˜k is
state-dependent.
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Fig. 7. Disagreement vector ξσ(t),i(t)−ξσ(t),Nσ(t) (t), i = 1, 2, ..., Nσ(t)−
1, given that Φ˜k is state-dependent.
V. CONCLUSION
The stability of the MDSS has been studied in this work.
We have modeled the state transition at each switching instant
as a combination of the dimension variations and the state im-
pulses. The impulses can be either state-independent or state-
dependent. By proposing the TDADT and piecewise TDADT
approaches along with the new dynamical MLF method, we
have guaranteed the GUPS under state-independent impulses
for the nonlinear and linear MDSSs with unstable subsystems
given that the switching signal is quasi-alternative. By further
assuming that the impulses are state-dependent, we ensure the
GUAS for the MDSS with fully unstable subsystems under a
general switching setting. Moreover, by virtue of the proposed
MDSS framework, we have studied consensus problems for
the open MASs with agent circulation. The agent circulation
behaviors of the open MAS have been described by the
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state transition mechanism of the MDSS. The consensus and
practical consensus performance can be achieved respectively
for the open MAS by ensuring the GUAS and GUPS of
the corresponding MDSS. Further studies can focus on the
MDSS/open MAS with dynamics uncertainties or the case
where the switching/agent circulation is stochastic.
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