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NOTES ON THE CURVATURE ESTIMATES FOR HESSIAN
EQUATIONS
CHANGYU REN AND ZHIZHANG WANG
Abstract. The main result of this paper gives a plenary proof on the curvature
estimates for k curvature equations with general right hand sides with n < 2k
based on a concavity inequality. We further give a explicit lower bound of the
inequality.
1. introduction
In this paper, we continue to study the longstanding problem about the global
curvature estimates for curvature equations with general right hand side
(1.1) σk(κ(X)) = ψ(X, ν(X)), ∀X ∈M,
where σk is the k-th elementary symmetric function, ν(X) and κ(X) denote the
outer normal vector and the principal curvatures of the hypersurface X : M →
R
n+1, respectively. This problem was clearly posed by Guan-Li-Li in [20] at first.
Moreover, it is very nature to consider the equation (1.1) with the right hand side
containing the normal vector or in other words, gradient terms.
Equation (1.1) is associated with many important geometric problems. In partic-
ular, the famous Minkowski problem, namely, the prescribed Gauss-Kronecker cur-
vature on the outer normal, has been widely discussed by Nirenberg [32], Pogorelov
[38], Cheng-Yau [11]. Alexandrov [2, 17] also posed the problem of prescribing gen-
eral Weingarten curvature on the outer normal. Moreover, the prescribing curvature
measure problem in convex geometry has been extensively studied by Alexandrov
[1], Pogorelov [37], Guan-Lin-Ma [19], Guan-Li-Li [20], while the prescribing mean
curvature problem and Weingarten curvature problem also have been considered
and obtained fruitful results by Bakelman-Kantor [4], Treibergs-Wei [44], Oliker
[33], Caffarelli-Nirenberg-Spruck [9, 10]. More geometric applications can be found
in [31, 6, 3, 34, 35, 21, 46, 7], etc. Very recently, Ren-Wang-Xiao [41] obtained the
convexity of bounded entire space like hypersurfaces with constant σn−1 curvature
in Minkowski space and constructed a lot of examples of these type, by using some
techniques developed in [22, 28] and [39].
The C2 a prior estimate for (1.1) has been studied extensively. When ψ is inde-
pendent of the normal vector, the C2-estimate was obtained by Caffarelli-Nirenberg-
Spruck [8] for a general class of fully nonlinear operators. Ivochkina [25, 26] con-
sidered the Dirichlet problem of equation (1.1) on domains in Rn, the C2 estimate
Research of the first author is supported by NSFC Grant No. 11871243 and the second author
is supported by NSFC Grants No.11871161 and 11771103.
1
was proved there under some extra conditions on the dependence of ψ on ν. The
Pogorelov type interior C2 estimate for the Hessian equation have been obtained
by Chou-Wang [13]. Sheng-Urbas-Wang [42] obtained the Pogorelov type interior
C2 estimate for the curvature equation of the graphic hypersurface. C2 estimates
for the complex Hessian equations defined on Ka¨hler manifolds have been obtained
by Hou-Ma-Wu [23]. The C2 estimate was also established for the equation of the
prescribed curvature measure problem by Guan-Li-Li [20] and Guan-Lin-Ma [19]. If
the function ψ is convex with respect to the normal, the global C2 estimate is well
known, which is obtained by Guan [16]. Recently, Guan [18] obtained an important
result on C2 estimates for some fully nonlinear equations defined on Riemannian
manifolds.
In recent years, the authors have made many progresses on establishing C2 esti-
mates for equation (1.1). More precisely, Guan-Ren-Wang [22] obtained the global
curvature estimate of the closed convex hypersurface and the star-shaped 2-convex
hypersurface. The corresponding case in complex setting has been established by
Phong-Picard-Zhang [36] on the Ka¨hler manifold and Dong [15] on the Hermitian
mainifold. Li-Ren-Wang [29] improved the convex condition to k+1- convex condi-
tion for any Hessian equations and derived the Pogorelov type interior C2 estimates.
For the case k = n − 1, Ren-Wang [39] obtained the global curvature estimates of
n− 1 convex solutions for n− 1 Hessian equations and completely solved the long-
standing problem. Chen-Li-Wang [12] established the global curvature estimate for
the prescribed curvature problem in arbitrary warped product spaces. Li-Ren-Wang
[28] considered the global curvature estimate of convex solutions for a class of general
Hessian equations. Spruck-Xiao [43] obtained the curvature estimate for the pre-
scribed scalar curvature problem in space forms and gave a simple proof of Theorem
1.6 in [22].
Before starting our main theorem, we need to introduce the admissible set for
equation (1.1). Following [8], we define an open, convex, symmetric (invariant under
the interchange of any two κi) cone with vertex at the origin, containing the positive
cone, Γ+ = {κ ∈ Rn; each component κi > 0, 1 6 i 6 n}:
Definition 1. For a domain Ω ⊂ Rn, a function v ∈ C2(Ω) is called k-convex if the
eigenvalues κ(x) = (κ1(x), · · · , κn(x)) of the hessian ∇2v(x) is in Γk for all x ∈ Ω,
where Γk is the G˚arding’s cone
Γk = {κ ∈ Rn | σm(κ) > 0, m = 1, · · · , k}.
A C2 regular hypersurface M ⊂ Rn+1 is called k-convex if its principal curvature
vector κ(X) ∈ Γk for all X ∈M .
The purpose of the present paper is to establish the global curvature estimate
based on the following concavity conjecture:
Conjecture 2. Assume that κ = (κ1, · · · , κn) ∈ Γk with n < 2k, κ1 is the maximum
entry of κ, and σk(κ) has the absolutely positive lower bound and upper bound,
N0 6 σk(κ) 6 N1. For any given index 1 6 i 6 n, if κi > κ1−√κ1/n, the following
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quadratic form is non negative,
κi
[
K
(∑
j
σjjk (κ)ξj
)2
− σpp,qqk (κ)ξpξq
]
− σiik (κ)ξ2i +
∑
j 6=i
ajξ
2
j > 0,(1.2)
for any n dimensional vector ξ = (ξ1, ξ2, · · · , ξn) ∈ Rn, when κ1 and the constant K
are sufficiently large. Here aj is defined by
aj = σ
jj
k (κ) + (κi + κj)σ
ii,jj
k (κ).(1.3)
Here, the notations σiik (κ), σ
jj
k (κ), σ
pp,qq
k (κ), σ
ii,jj
k (κ) mean
σiik (κ) =
∂σk(κ)
∂κi
, σjjk (κ) =
∂σk(κ)
∂κj
, σpp,qqk (κ) =
∂2σk(κ)
∂κp∂κq
, σii,jjk (κ) =
∂2σk(κ)
∂κi∂κj
.
Note that, in [39] and [40], we have proved the Conjecture for k = n − 1 and
k = n − 2. If k = n, the inequality (1.2) is well known. Thus, until to now, the
above Conjecture holds when k > n− 2.
The main theorem of this paper is following:
Theorem 3. Suppose M ⊂ Rn+1 is a closed k-convex hypersurface satisfying the
curvature equation (1.1) with 2k > n for some positive function ψ(X, ν) ∈ C2(Γ),
where Γ is an open neighborhood of the unit normal bundle of M in Rn+1 × Sn.
Assume Conjecture 2 holds, then there is a constant C depending only on n, k,
‖M‖C1 , inf ψ and ‖ψ‖C2 , such that
(1.4) max
X∈M,i=1,··· ,n
κi(X) ≤ C.
If one would like to derive global curvature estimate, the inequality (1.2) needs
to be carefully studied. Thus, the second result of this paper is to give a relatively
explicit lower bound of the left hand side of (1.2).
For any fixed indices 1 6 a, b, c 6 n, we always let
σk(κ|a) = ∂σk(κ)
∂κa
, σk(κ|ab) = ∂
2σk(κ)
∂κa∂κb
, σk(κ|ab) = ∂
3σk(κ)
∂κa∂κb∂κc
.
Let ξ = (ξ1, ξ2, · · · , ξn) ∈ Rn be an n-dimensional vector. Suppose 1 6 i 6 n is
some given index. We define four quadratic forms, Ak;i,Bk;i,Ck;i,Dk;i:
Ak;i =
∑
j 6=i
σ2k−2(κ|ij)ξ2j +
∑
p 6=q;p,q 6=i
[
σ2k−2(κ|ipq)− σk−1(κ|ipq)σk−3(κ|ipq)
]
ξpξq;
Bk;i =
∑
j 6=i
2σk−2(κ|ij)ξ2j −
∑
p 6=q;p,q 6=i
σk−2(κ|ipq)ξpξq;
Ck;i =
∑
j 6=i
[
κ2jσ
2
k−2(κ|ij) − 2σk(κ|ij)σk−2(κ|ij)
]
ξ2j
+
∑
p,q 6=i,p 6=q
[
σk(κ|ipq)σk−2(κ|ipq)− σ2k−1(κ|ipq)
]
ξpξq;
Dk;i =
∑
j 6=i
σ2k−1(κ|ij)ξ2j +
∑
p 6=q;p,q 6=i,
σk−1(κ|ip)σk−1(κ|iq)ξpξq.
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For any positive constant K, we define
ck,K =
1
Kκiσk−1(κ|i) − 1
.(1.5)
Indeed, ck,K should be very small, if we let K be sufficiently large, which we will
detailed explain in the next section. Using the above notations, one has:
Theorem 4. Assume κ = (κ1, · · · , κn) ∈ Γk, κ1 is the maximum entry of κ and
σk(κ) has a positive lower bound σk(κ) > N0. Then for any given index 1 6 i 6 n,
if κi > κ1 −√κ1/n, for any n dimensional vector ξ = (ξ1, · · · , ξn) ∈ Rn, we have
κi
[
K
(∑
j
σjjk (κ)ξj
)2
− σpp,qqk (κ)ξpξq
]
− σiik (κ)ξ2i +
∑
j 6=i
ajξ
2
j(1.6)
>
1
ck,K
[
κ2iAk;i + σk(κ)Bk;i +Ck;i − ck,KDk;i
]
,
when κ1 and K both are sufficiently large. Here aj and ck,K are defined by (1.3)
and (1.5).
The organization of this paper is as follows. In section 2, we will list the notations
and lemmas needed in our proof. Section 3 will prove Theorem 3. Section 4 will
prove Theorem 4.
2. Preliminary
The operator σk(κ) for κ = (κ1, κ2, · · · , κn) ∈ Rn has been defined by
σk(κ) =
∑
16i1<···<ik6n
κi1 · · · κik .
Korevaar [27] has shown that the cone Γk also can be characterized as{
κ ∈ Rn;σk(κ) > 0, ∂σk(κ)∂κi1 > 0, · · · ,
∂kσk(κ)
∂κi1 ···∂κik
> 0, for all 1 6 i1 < · · · < ik 6 n
}
.
Suppose κ1 > · · · > κn, then using the above fact, we have
(2.1) κk + κk+1 + · · ·+ κn > 0 for κ ∈ Γk.
Thus, if κ ∈ Γk, the number of possible negative entries of κ is at most n− k.
Let κ(A) be the eigenvalue vector of a matrix A = (aij). Suppose F is a function
defined on the set of symmetric matrices. We let
f (κ(A)) = F (A).
Thus, we denote
F pq =
∂F
∂apq
, and F pq,rs =
∂2F
∂apq∂ars
.
For a local orthonormal frame, if A is diagonal at a point, then at this point, we
have
F pp =
∂f
∂κp
= fp, and F
pp,qq =
∂2f
∂κp∂κq
= fpq.
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Thus the definition of the k-th elementary symmetric function can be extended
to symmetric matrices. Suppose W is an n × n symmetric matrix and κ(W ) is its
eigenvalue vector. We define
σk(W ) = σk(κ(W )),
which is the summation of the k-th principal minors of the matrix W .
Now we will list some algebraic identities and properties of σk. In this paper, we
will denote (κ|a) = (κ1, · · · , κa−1, κa+1, · · · , κn). For any 1 6 l 6 n, the notation
σl(κ|ab · · · ) means σl((κ|ab · · · )). Thus, we define
(i) σppk (κ) :=
∂σk(κ)
∂κp
= σk−1(κ|p) for any given index p = 1, · · · , n;
(ii) σpp,qqk (κ) :=
∂2σk(κ)
∂κp∂κq
= σk−2(κ|pq) for any given indices p, q = 1, · · · , n and
σpp,ppk (κ) = 0.
Using the above definitions, we have
(iii) σk(κ) = κiσk−1(κ|i) + σk(κ|i) for any given index i;
(iv)
n∑
i=1
κiσk−1(κ|i) = kσk(κ).
Thus, for a Codazzi tensor W = (wij), we have
(v) −
∑
p,q,r,s
σpq,rsk (W )wpqlwrsl =
∑
p,q
σpp,qqk (W )w
2
pql −
∑
p,q
σpp,qqk (W )wpplwqql,
where wpql means the covariant derivative of wpq with respect to l and σ
pq,rs
k (W ) =
∂2σk(W )
∂wpq∂wrs
. The meaning of Codazzi tensors can be found in [22].
For κ ∈ Γk, suppose κ1 > · · · > κn, then we have
(vi) σk−1(κ|n) > · · · > σk−1(κ|1) > 0.
More details about the proof of these formulas can be found in [24] and [45].
For κ ∈ Rn, we have the famous Maclaurin’s inequality.
(vii)
[σk(κ)
Ckn
]1/k
6
[σl(κ)
C ln
]1/l
for k > l > 1, κ ∈ Γk. (Maclaurin’s inequality)
Here Ckn is the combinational number, namely C
k
n =
n!
k!(n − k)! .
Now, we list several lemmas frequently used in the other sections.
Lemma 5. Assume that k > l, W = (wij) is a Codazzi tensor which is in Γk.
Denote α =
1
k − l . Then, for h = 1, · · · , n and any δ > 0, we have the following
inequality
−
∑
p,q
σpp,qqk (W )wpphwqqh +
(
1− α+ α
δ
) (σk(W ))2h
σk(W )
(2.2)
> σk(W )(α + 1− δα)
(
(σl(W ))h
σl(W )
)2
− σk
σl
(W )
∑
p,q
σpp,qql (W )wpphwqqh.
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The proof can be found in [20] and [22]. Now we give another Lemma whose
proof is in [30].
Lemma 6. Assume that κ = (κ1, · · · , κn) ∈ Γk. Then for any given indices 1 6
i, j 6 n, if κi > κj, we have
|σk−1(κ|ij)| 6 Θσk−1(κ|j), where Θ =
√
k(n− k)
n− 1 .
We also have
Lemma 7. Assume that κ = (κ1, · · · , κn) ∈ Γk and κ1 > · · · > κn. Then for any
0 6 s 6 k 6 n, we have
κs1σk−s(κ)
σk(κ)
>
Ck−sn
Ckn
.(2.3)
Proof. Obviously, we have κ1 > 0. Define κ˜ =
κ
κ1
=
(
1, · · · , κn
κ1
)
. Thus, we have
σk(κ˜)
Ckn
6 1 and κ˜ ∈ Γk. By Maclaurin’s inequality, we get
σk−s(κ˜)
Ck−sn
>
[σk(κ˜)
Ckn
] k−s
k
>
σk(κ˜)
Ckn
,
which implies
κs1σk−s(κ)
σk(κ)
=
σk−s(κ˜)
σk(κ˜)
>
Ck−sn
Ckn
.

Using the above lemma, we can prove
Lemma 8. Assume that κ = (κ1, · · · , κn) ∈ Γk and κ1 > · · · > κn. Suppose any
given indices i, j satisfy 1 6 i, j 6 n and i 6= j.
(a) If κi 6 0, then −κi < (n− k)κ1
k
.
(b) If κi 6 κj 6 0, then −(κi + κj) < 2σk(κ|ij)
σk−1(κ|ij)
.
Proof. (a) Since κ = (κ1, · · · , κn) ∈ Γk, by
σk(κ) = κiσk−1(κ|i) + σk(κ|i) > 0, and κi 6 0,
we know that σk(κ|i) > 0, which implies (κ|i) ∈ Γk. Applying Lemma 7 to (κ|i)
and using the above inequality, we get
−κi < σk(κ|i)
σk−1(κ|i)
6
Ckn−1κ1
Ck−1n−1
=
(n− k)κ1
k
.
(b) Same as (a), using κj 6 0, we know σk(κ|j) > 0. Thus, it is clear that
σk(κ|j) = κiσk−1(κ|ij) + σk(κ|ij) > 0,
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then, rewriting the above inequality, we have −κi < σk(κ|ij)
σk−1(κ|ij) . Since κi 6 κj 6 0,
the above inequality implies −(κi + κj) < 2σk(κ|ij)
σk−1(κ|ij) .

Lemma 9. Assume that κ = (κ1, · · · , κn) ∈ Γk, 1 6 k 6 n, and κ1 > · · · > κn.
Then for any 1 6 s < k, we have
σs(κ) > κ1 · · · κs.
Proof. Using κ ∈ Γk ⊂ Γs, we have
κ1 > 0, κ2 > 0, · · · , κs > 0,
and
σs(κ|1) > 0, σs−1(κ|12) > 0, · · · , σ1(κ|12 · · · s) > 0.
Using the above inequalities, we get
σs(κ) =κ1σs−1(κ|1) + σs(κ|1)
>κ1σs−1(κ|1) = κ1κ2σs−2(κ|12) + κ1σs−1(κ|12)
>κ1κ2σs−2(κ|12) = · · ·
>κ1 · · · κs.

Lemma 10. Assume that κ = (κ1, · · · , κn) ∈ Γk, 1 6 k 6 n, and κ1 > · · · > κn.
For any given indices 1 6 j 6 k, there exists a positive constant θ only depending
on n, k such that
σjjk (κ) >
θσk(κ)
κj
.
Especially, we have κ1σk(κ|1) > θσk(κ).
Proof. We note that κj > 0. We divide into two cases to prove our Lemma.
(a) If we have σk(κ|j) 6 0, we easily see that
σjjk (κ) =
σk(κ)− σk(κ|j)
κj
>
σk(κ)
κj
.
(b) If we have σk(κ|j) > 0, using κ ∈ Γk, we have (κ|j) ∈ Γk. Thus, applying
Lemma 9 to (κ|j), we get
σjjk (κ) = σk−1(κ|j) >
κ1 · · · κk
κj
.
In view of (2.1), for any j > k, we have |κj | 6 nκk. Thus, there exists some constant
θ only depending on n, k such that θσk(κ) 6 κ1 · · · κk. Therefore, we obtain our
lemma.

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It is easy to see that if κi > κ1 −√κ1/n, we have
κiσk−1(κ|i) > κ1σk−1(κ|1)/2 > θσk(κ)/2 > 0,
when κ1 is sufficiently large. Here θ is the constant given in Lemma 10. Therefore,
ck,K defined by (1.5) is a positive constant and can be very small if the constant K
is sufficiently large. Thus, throughout the paper, we always assume K is sufficiently
large and then ck,K is positive.
3. The global curvature estimates
In this section, we will derive the global C2-estimates for the curvature equation
(1.1) based on Conjecture 2, namely, to prove Theorem 3.
Denote X, ν to be the position vector and outer normal vector of M . Set u(X) =
〈X, ν(X)〉, where 〈·, ·〉 denotes the inner product of the ambient space. By the
assumption that M is a starshaped hypersurface with a C1 bound, u is bounded
from below and above by two positive constants. At every point in the hypersurface
M , choose a local coordinate frame {∂/(∂x1), · · · , ∂/(∂xn+1)} in Rn such that the
first n vectors are the local coordinates of the hypersurface and the last one is the
unit outer normal vector.
We let hij be the second fundamental form of the hypersurfaceM . The following
geometric formulas are well known (e.g., [20]),
(3.1) hij = 〈∂iX, ∂jν〉,
and
(3.2)
Xij = −hijν (Gauss formula)
(ν)i = hij∂j (Weigarten equation)
hijk = hikj (Codazzi formula)
Rijkl = hikhjl − hilhjk (Gauss equation),
where Rijkl is the (4, 0)-Riemannian curvature tensor. We also have
(3.3)
hijkl = hijlk + hmjRimlk + himRjmlk
= hklij + (hmjhil − hmlhij)hmk + (hmjhkl − hmlhkj)hmi.
For the function u, we consider the following test function
φ = log log P −N lnu.
Here N is some undetermined constant and the function P is defined by
P =
∑
l
eκl .
We may assume that the maximum of φ is achieved at some point X0 ∈ M . By
a proper rotation of the coordinates, we may assume the matrix (hij) is diagonal at
that point, and we can further assume that h11 > h22 · · · > hnn. Since κ1, κ2 · · · , κn
denote the principal curvatures of M , then we have κi = hii.
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Covariant differentiating the function φ twice at X0, we have
(3.4) φi =
Pi
P log P
−N hii〈X, ∂i〉
u
= 0,
and
φii =
Pii
P logP
− P
2
i
P 2 log P
− P
2
i
(P log P )2
− N
u
∑
l
hil,i〈∂l,X〉 − Nhii
u
+Nh2ii +N
h2ii〈X, ∂i〉2
u2
.
Here we have
Pi =
∑
l
eκlhlli, Pii =
∑
l
eκlhllii +
∑
l
eκlh2lli +
∑
α6=β
eκα − eκβ
κα − κβ h
2
αβi,
and at X0,
hllii =hii,ll + hiih
2
ll − h2iihll.
Then, we have
φii >
1
P log P
[∑
l
eκlhii,ll +
∑
l
eκl(hiih
2
ll − h2iihll)
+
∑
l
eκlh2lli +
∑
α6=β
eκα − eκβ
κα − κβ h
2
αβi −
( 1
P
+
1
P log P
)
P 2i
]
− N
∑
l hiil〈∂l,X〉
u
− Nhii
u
+Nh2ii.
Contracting with σiik , we have
σiik φii >
1
P log P
[∑
l
eκlσiik hii,ll + kψ
∑
l
eκlh2ll − σiik h2ii
∑
l
eκlhll(3.5)
+
∑
l
σiik e
κlh2lli +
∑
α6=β
σiik
eκα − eκβ
κα − κβ h
2
αβi −
( 1
P
+
1
P log P
)
σiik P
2
i
]
− N
∑
l σ
ii
k hiil〈∂l,X〉
u
− Nkψ
u
+Nσiik h
2
ii.
At X0, differentiating the equation (1.1) twice, we have
σiik hiil = dXψ(∂l) + hlldνψ(∂l),(3.6)
and
σiik hiill + σ
pq,rs
k hpqlhrsl > −C − Ch211 +
∑
s
hslldνψ(∂s),(3.7)
where C is some uniform constant.
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Inserting (3.7) into (3.5), we have
σiik φii >
1
P log P
[∑
l
eκl(−C −Ch211 − σpq,rsk hpqlhrsl) +
∑
l,s
eκlhslldνψ(∂s)(3.8)
+ kψ
∑
l
eκlh2ll − σiik h2ii
∑
l
eκlhll +
∑
l
σiik e
κlh2lli
+
∑
α6=β
σiik
eκα − eκβ
κα − κβ h
2
αβi −
( 1
P
+
1
P logP
)
σiik P
2
i
]
− N
∑
l σ
ii
k hiil〈∂l,X〉
u
− Nkψ
u
+Nσiik h
2
ii.
By (3.4) and (3.6), we have
1
P log P
∑
l,s
eκlhslldνψ(∂s)− N
u
∑
l
σiik hiil〈∂l,X〉 =−
N
u
∑
l
dXψ(∂l)〈X, ∂l〉.(3.9)
Denote
Ai = e
κi
[
K(σk)
2
i −
∑
p 6=q
σpp,qqk hppihqqi
]
, Bi = 2
∑
l 6=i
σii,llk e
κlh2lli,
Ci = σ
ii
k
∑
l
eκlh2lli; Di = 2
∑
l 6=i
σllk
eκl − eκi
κl − κi h
2
lli, Ei =
1 + log P
P log P
σiik P
2
i .
Using
−
∑
l
σpq,rsk hpqlhrsl =
∑
p 6=q
σpp,qqk h
2
pql −
∑
p 6=q
σpp,qqk hpplhqql,
and (3.8), for any K > 1, we have
σiik φii >
1
P log P
[∑
l
eκl
(
K(σk)
2
l −
∑
p 6=q
σpp,qqk hpplhqql +
∑
p 6=q
σpp,qqk h
2
pql
)(3.10)
+
∑
l
σiik e
κlh2lli +
∑
α6=β
σiik
eκα − eκβ
κα − κβ h
2
αβi −
1 + log P
P log P
σiik P
2
i
−CP − CKPh211
]
+ (N − 1)σiik h2ii
>
1
P log P
∑
i
(Ai +Bi +Ci +Di − Ei) + (N − 1)σiik h2ii −
C + CKh211
log P
.
We claim that
(3.11) Ai +Bi +Ci +Di − Ei > 0
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for all i = 1, · · · , n. Therefore by (3.10), we obtain
0 >σiik φii >
1
P log P
∑
i
(Ai +Bi + Ci +Di − Ei)
+ (N − 1)σiik h2ii −
C + CKh211
log P
>(N − 1)θh11 − C + CKh
2
11
log P
.
Here we have used Lemma 10. Choosing a sufficiently large positive constant N , we
obtain an upper bound of h11.
Next, we will divide into two cases to prove our claim (3.11).
(I) κi 6 κ1 −√κ1/n;
(II) κi > κ1 −√κ1/n.
At first, we need to prove the following Lemma.
Lemma 11. Assume κ = (κ1, · · · , κn) ∈ Γk, 2k > n, and κ1 is the maximum entry
of κ. Denote δk =
1
3k
, then we have
(2− δk)eκlσk−2(κ|il) + (2− δk)e
κl − eκi
κl − κi σk−1(κ|l) >
eκl
κ1
σk−1(κ|i)(3.12)
for all indices i, l satisfying l 6= i, if κ1 is sufficiently large.
Proof. Obviously we have the following identity,
σk−1(κ|l) = σk−1(κ|i) + (κi − κl)σk−2(κ|il).
Multiplying
eκl − eκi
κl − κi
in both sides of the above identity, we have
eκlσk−2(κ|il) + e
κl − eκi
κl − κi
σk−1(κ|l) = eκiσk−2(κ|il) + e
κl − eκi
κl − κi
σk−1(κ|i).(3.13)
Using (3.13), in order to prove (3.12), we only need to show
(2− δk)e
κl − eκi
κl − κi >
eκl
κ1
,(3.14)
which we will divide into four cases to prove.
Case (a): Suppose κl 6 κi. We have
eκl − eκi
κl − κi = e
κl
eκi−κl − 1
κi − κl > e
κl >
eκl
κ1
,
if κ1 is sufficiently large. Here we have used the inequality e
t > 1 + t for t > 0.
Case (b): Suppose 0 < κl − κi 6 1. By the mean value theorem, there exists some
constant ξ satisfying κi < ξ < κl, such that
eκl − eκi
κl − κi = e
ξ
> eκi > eκl−1 >
eκl
κ1
,
if κ1 is sufficiently large.
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Case (c): Suppose 1 < κl − κi 6 κ1. We have
(2− δk)e
κl − eκi
κl − κi
>(2− δk)eκl 1− e
−1
κl − κi
> (2− δk)(1 − e−1)e
κl
κ1
>
eκl
κ1
.
Case (d): Suppose κl − κi > κ1. In this case, our condition implies κi < 0. By
Lemma 8 and 2k > n, we know that −κi < n− k
k
κ1 6
k − 1
k
κ1, then we have
κl − κi 6 κ1 − κi < 2k − 1
k
κ1.
Thus, in this case,
(2− δk)e
κl − eκi
κl − κi >(2− δk)e
κl
1− e−κ1
κl − κi >
(2− δk)(1− e−κ1)
(2k − 1)/k
eκl
κ1
.
We obviously have
(2− δk)
(2k − 1)/k > 1 +
1
3k
.
Thus we get
(2− δk)(1 − e−κ1)
(2k − 1)/k > 1 if κ1 is sufficiently large, which gives the desired
inequality. 
Next lemma will handle the case (I).
Lemma 12. Assume κ ∈ Γk, 2k > n, and κ1 is the maximum entry of κ. For given
index 1 6 i 6 n, if κi 6 κ1 −√κ1/n then we have
Ai +Bi + Ci +Di − Ei > 0,
when the constant K and the biggest eigenvalue κ1 both are sufficiently large.
Proof. Firstly, by Lemma 2.2 of [22], we have Ai > 0, if the constant K is sufficiently
large. By the Cauchy-Schwarz inequality, we have
P 2i =e
2κih2iii + 2
∑
l 6=i
eκi+κlhiiihlli +
(∑
l 6=i
eκlhlli
)2
(3.15)
6e2κih2iii + 2
∑
l 6=i
eκi+κlhiiihlli + (P − eκi)
∑
l 6=i
eκlh2lli.
Using (3.15), we have
Bi + Ci +Di −Ei(3.16)
>2
∑
l 6=i
eκlσll,iik h
2
lli + 2
∑
l 6=i
eκl − eκi
κl − κi σ
ll
kh
2
lli −
1
log P
∑
l 6=i
eκlσiik h
2
lli
+
1 + log P
P logP
∑
l 6=i
eκl+κiσiik h
2
lli + e
κiσiik h
2
iii
− 1 + log P
P logP
e2κiσiik h
2
iii − 2
1 + log P
P log P
∑
l 6=i
eκi+κlσiik hiiihlli.
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Note that logP > κ1, using Lemma 11, we have
(2− 1
3k
)
∑
l 6=i
eκlσll,iik h
2
lli + (2−
1
3k
)
∑
l 6=i
eκl − eκi
κl − κi
σllkh
2
lli −
1
log P
∑
l 6=i
eκlσiik h
2
lli > 0.
(3.17)
On the other hand, it is clear that∑
l 6=i,1
eκl+κiσiik h
2
lli − 2
∑
l 6=i,1
eκi+κlσiik hiiihlli > −
∑
l 6=i,1
eκl+κiσiik h
2
iii.(3.18)
Then, using the above two inequalities, (3.16) becomes
Bi + Ci +Di − Ei(3.19)
>
1 + log P
P log P
eκ1+κiσiik h
2
11i + e
κiσiik h
2
iii
− 1 + log P
P log P
∑
l 6=1
eκl+κiσiik h
2
iii − 2
1 + logP
P logP
eκi+κ1σiik hiiih11i
+
1
3k
eκ1σ11,iik h
2
11i +
1
3k
eκ1 − eκi
κ1 − κi σ
11
k h
2
11i.
A straightforward calculation shows that
eκiσiik h
2
iii −
1 + log P
P log P
∑
l 6=1
eκl+κiσiik h
2
iii >
(eκ1
P
− 1
logP
)
eκiσiik h
2
iii
>
1
n+ 1
eκiσiik h
2
iii
and
−21 + log P
P log P
eκi+κ1σiik |hiiih11i| >−
3
P
eκi+κ1σiik |hiiih11i|
>− 3eκiσiik |hiiih11i|,
hold at the same time if κ1 is sufficiently lagre. We let l = 1 in (3.13) and we have
eκ1σ11,iik h
2
11i +
eκ1 − eκi
κ1 − κi σ
11
k h
2
11i = e
κiσ11,iik h
2
11i +
eκ1 − eκi
κ1 − κi σ
ii
k h
2
11i.(3.20)
By Taylor’s Theorem, we also have
eκ1 − eκi
κ1 − κi σ
ii
k h
2
11i = e
κi
∑
m>1
(κ1 − κi)m−1
m!
σiik h
2
11i.(3.21)
Combining the previous four formulas and using (3.19), we obtain
Bi + Ci +Di − Ei
>eκiσiik
[ 1
n+ 1
h2iii − 3|hiiih11i|+
1
3k
∑
m>1
(κ1 − κi)m−1
m!
h211i
]
>0,
if κ1 is sufficiently large. 
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For the case (II), we first prove that
Lemma 13. Assume κ = (κ1, κ2, · · · , κn) ∈ Γk, n < 2k, κ1 is the maximum entry
of κ and σk(κ) has a lower bound σk(κ) > N0 > 0. Then for any given indices i, j
satisfying 1 6 i, j 6 n and j 6= i, if κi > κ1 −√κ1/n, we have
2κi(1− eκj−κi)
κi − κj σ
jj
k (κ) > σ
jj
k (κ) + (κi + κj)σ
ii,jj
k (κ),(3.22)
when κ1 is sufficiently large.
Proof. If κi = κj , the left hand side of (3.22) should be viewed as a limitation when
κj converging to κi, about which we refer [5] for more explanation. It is easy to see
that the limitation is 2κiσ
jj
k (κ). Thus, a straightforward calculation shows
2κiσk−1(κ|j) − σk−1(κ|j) − (κi + κj)σk−2(κ|ij)
=2κiσk−1(κ|j) − 2σk−1(κ|j) − σk−1(κ|i) + 2σk−1(κ|ij).
Using Lemma 6, |σk−1(κ|ij)| can be bounded by Θσk−1(κ|j). Thus, since we have
σk−1(κ|i) = σk−1(κ|j), the above formula is positive if κ1 is sufficiently large.
If κi 6= κj , we have the following identity,
σjjk (κ) + (κi + κj)σ
ii,jj
k (κ) =
2κi
κi − κj σ
jj
k (κ)−
κi + κj
κi − κj σ
ii
k (κ).(3.23)
In view of (3.23), in order to prove (3.22), it suffices to show
−2κieκj−κi
κi − κj σ
jj
k (κ) > −
κi + κj
κi − κj σ
ii
k (κ).(3.24)
Let’s define some function:
L =
{
(κi + κj)e
κi−κjσiik (κ)− 2κiσjjk (κ) κi > κj ,
2κie
κj−κiσjjk (κ)− (κi + κj)σiik (κ) κi < κj .
(3.25)
Obviously, L > 0 implies (3.24). Thus, let’s prove L > 0 in the following for κi > κj
and κi < κj respectively.
If κi > κj , we let t = κi − κj . Thus we have t > 0. We divide into two cases to
prove L is non negative for κi > κj .
Case (a): Suppose t >
√
κ1. In this case, our assumption gives e
t > e
√
κ1 >
(
√
κ1)
2k+1
(2k + 1)!
. Here we have used the Taylor expansion in the second inequality.
If κj 6 0, using n 6 2k−1 and Lemma 8, we have −κj < (n− k)κ1
k
6
(k − 1)κ1
k
.
Thus, since κi > κ1 −√κ1/n, we have κi + κj > κ1
2k
if κ1 > 10. If κj > 0, it is easy
to see κi + κj >
κ1
2k
. Thus, in any cases, we have
L >
κ
k+ 3
2
1
2k(2k + 1)!
σiik (κ)− 2κ1σjjk (κ) > κ1
(
κk−11
√
κ1θN0
2k(2k + 1)!
− 2σjjk (κ)
)
> 0,
if κ1 is sufficiently large. Here we have used κ1σ
ii
k (κ) > θσk(κ).
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Case (b): Suppose t <
√
κ1. Using κi > κ1 − √κ1/n, we have κj > κ1/2 if
κ1 > 10. For simplification purpose, denote σ˜m = σm(κ|ij). We have
L =(κi + κj)e
tσk−1(κ|i) − 2κiσk−1(κ|j)
(3.26)
=(κi + κj)e
t(κj σ˜k−2 + σ˜k−1)− 2κi(κiσ˜k−2 + σ˜k−1)
=[κj(κj + κi)(e
t − 1)− t(κj + κi)− tκi]σ˜k−2 + [(κi + κj)(et − 1)− t]σ˜k−1,
where in the last equality, we have used t = κi − κj. We further divide into two
sub-cases to prove the nonnegativity of L.
Subcase (b1): Suppose σ˜k−1 > 0. Note that et > 1 + t. By (3.26) and κi >
κ1 −√κ1/n, κj > κ1/2, we get L > 0.
Subcase (b2): Suppose σ˜k−1 < 0. Inserting the identity
(κi + κj)σ˜k−1 = σk(κ)− κiκj σ˜k−2 − σ˜k(3.27)
into the last equality of (3.26), we get
L =[(κ2j + κjκi)(e
t − 1)− t(κj + κi)− tκi]σ˜k−2 − tσ˜k−1(3.28)
+ (et − 1)[σk(κ)− κiκj σ˜k−2 − σ˜k]
>[κ2j (e
t − 1)− 3tκi]σ˜k−2 + (et − 1)[σk(κ) − σ˜k],
where in the last inequality, we have used κi > κj > 0, t > 0, and σ˜k−1 < 0.
For σk−1(κ|i) and σk−1(κ|j), we have following estimate
σk−1(κ|i) =σk−1(κ|j) − tσk−2(κ|ij)(3.29)
=σk−1(κ|j) − t
κi
[σk−1(κ|j) − σk−1(κ|ij)]
=
(
1− t
κi
)
σk−1(κ|j) + t
κi
σk−1(κ|ij)
>
(
1− t(1 + Θ)
κi
)
σk−1(κ|j) > 1
2
σk−1(κ|j),
if κ1 is sufficiently large. Here in the fourth inequality, we have used Lemma 6 to
estimate the term σk−1(κ|ij). We also have
κ2j σ˜k−2 + σk(κ)− σ˜k =(κj + κi)σk−1(κ|i)(3.30)
and
3κi = 3κj + 3t 6 3κj + 3
√
κ1 6 4κj ,(3.31)
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where we have used κj > κ1/2 and κ1 is sufficiently large. Thus, using (3.30) and
(3.31), (3.28) becomes
L >(et − 1)(κj + κi)σk−1(κ|i) − 3tκiσ˜k−2
>t(κj + κi)σk−1(κ|i) − 4tκj σ˜k−2
=t(κj + κi − 4)σk−1(κ|i) + 4tσk−1(κ|ij)
>t(κj + κi − 4)σk−1(κ|j)/2 + 4tσk−1(κ|ij)
>
t
2
(κj + κi − 4− 8Θ)σk−1(κ|j) > 0
if κ1 is sufficiently large. Here in the forth inequality, we have used (3.29) and in
the last inequality, we have used Lemma 6 to give the lower bound of σk−1(κ|ij).
If κi < κj , we let t = κj − κi, which yields 0 < t 6 κ1 − κi < √κ1/n. For
simplification purpose, we still denote σ˜m = σm(κ|ij). Thus, using t = κj − κi we
have
L =2κie
tσk−1(κ|j) − (κi + κj)σk−1(κ|i)(3.32)
=2κie
t(κiσ˜k−2 + σ˜k−1)− (κi + κj)(κj σ˜k−2 + σ˜k−1)
=[2κ2i (e
t − 1)− 3tκi − t2]σ˜k−2 + [2κi(et − 1)− t]σ˜k−1.
We divide into two cases to prove L > 0.
Case (c1): Suppose σ˜k−1 > 0. Since we have et > 1+ t, t <
√
κ1/n and κj > κi >
κ1/2, in view of (3.32), we get L > 0.
Case (c2): Suppose σ˜k−1 < 0. Inserting the identity (3.27) into the last formula
of (3.32) and using 2κi = κi + κj − t, we get
L =[2κ2i (e
t − 1)− 3tκi − t2]σ˜k−2 − tetσ˜k−1(3.33)
+ (et − 1)[σk(κ)− κiκj σ˜k−2 − σ˜k]
>[(κ2i − κit)(et − 1)− 4tκi]σ˜k−2 + (et − 1)[σk(κ)− σ˜k],
where in the last inequality, we have used σ˜k−1 < 0, t <
√
κ1/n < κi and κ1
is sufficiently large. Note that comparing the previous case κi > κj , this case
exchanges the position of i and j. Thus, exchanging the indices i and j in (3.30)
and (3.29), we get the formulae,
κ2i σ˜k−2 + σk(κ)− σ˜k =(κi + κj)σk−1(κ|j), σk−1(κ|j) >
σk−1(κ|i)
2
.(3.34)
Combing (3.33) with (3.34), we get
L >(et − 1)(κi + κj)σk−1(κ|j) − [(et − 1)t+ 4t]κiσ˜k−2
=[(et − 1)(κi + κj)− (et + 3)t]σk−1(κ|j) + (et + 3)tσ˜k−1
>[(et − 1)(κi + κj)− (et + 3)t]σk−1(κ|i)
2
+ (et + 3)tσ˜k−1
>[(et − 1)(κi + κj)− (1 + 2Θ)(et + 3)t]σk−1(κ|i)
2
>0,
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if κ1 is sufficiently large. Here, in the fourth inequality, we have used Lemma 6 to
give the lower bound of σ˜k−1, and in the last inequality, we have used et > 1 + t,
κj > κi > κ1 −√κ1/n, t 6 √κ1/n. 
Now, we are in the position to handle the case (II).
Lemma 14. Assume κ ∈ Γk, 2k > n, and κ1 is the maximum entry of κ. For given
index 1 6 i 6 n, if κi > κ1 −√κ1/n, then we have
Ai +Bi + Ci +Di − Ei > 0,
when the positive constant K and the biggest eigenavlue κ1 both are sufficiently large.
Proof. Using (3.16), we have
Ai +Bi + Ci +Di − Ei(3.35)
>eκi
[
K(σk)
2
i − σpp,qqk hppihqqi
]
+ 2
∑
l 6=i
eκlσll,iik h
2
lli
− 1
log P
∑
l 6=i
eκlσiik h
2
lli +
1 + log P
P log P
∑
l 6=i
eκl+κiσiik h
2
lli
+ 2
∑
l 6=i
eκl − eκi
κl − κi σ
ll
kh
2
lli + e
κiσiik h
2
iii −
1 + log P
P logP
e2κiσiik h
2
iii
− 21 + log P
P log P
∑
l 6=i
eκi+κlσiik hiiihlli.
Note that log P > κ1, using Conjecture 2 and Lemma 13, we have
eκi
[
K(σk)
2
i − σpp,qqk hppihqqi
]
+ 2
∑
l 6=i
eκl − eκi
κl − κi σ
ll
kh
2
lli >
1
logP
eκiσiik h
2
iii.(3.36)
Now, we will show
2
∑
l 6=i
eκlσll,iik h
2
lli −
1
log P
∑
l 6=i
eκlσiik h
2
lli > 0.(3.37)
It is clear that
2κ1σ
ii,ll
k (κ)− σiik (κ) >2κ1σk−2(κ|1i) − σk−1(κ|i)(3.38)
=κ1σk−2(κ|1i) − σk−1(κ|1i).
Thus, if σk−1(κ|1i) 6 0, (3.37) obviously holds. If σk−1(κ|1i) > 0, we have (κ|1i) ∈
Γk−1. Therefore, by Lemma 7, we have
σk−1(κ|1i) 6 n− k
k − 1σk−2(κ|1i)κ1.(3.39)
Thus if we have n < 2k which implies n 6 2k − 1, combing (3.38) with (3.39), we
get
2κ1σ
ii,ll
k (κ) − σiik (κ) >
2k − 1− n
k − 1 σk−2(κ|1i)κ1 > 0,
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which gives the inequality (3.37).
On the other hand, we have
1 + logP
P logP
∑
l 6=i
eκl+κiσiik h
2
lli − 2
1 + logP
P logP
∑
l 6=i
eκi+κlσiik hiiihlli(3.40)
>− 1 + logP
P logP
∑
l 6=i
eκl+κiσiik h
2
iii.
Inserting (3.36), (3.37) and (3.40) into (3.35), we obtain
Ai +Bi + Ci +Di − Ei
>
1
logP
eκiσiik h
2
iii + e
κiσiik h
2
iii −
1 + logP
P logP
e2κiσiik h
2
iii
− 1 + log P
P log P
∑
l 6=i
eκl+κiσiik h
2
iii
=0.

4. An inequality
In this section, we will prove Theorem 4. The argument is closed to [39], but will
become a little more complicated.
Before to prove our Theorem, we need some algebraic identities.
Lemma 15. Assume κ = (κ1, · · · , κn) ∈ Γk. Suppose 1 6 i, j, p, q 6 n are given
indices. aj and ck,K are defined by (1.3) and (1.5). We have the following five
identities:
(1)
κiKσ
ii
k (κ)σ
jj
k (κ)[−σjjk (κ) + 2κiσii,jjk (κ)] − κ2i [σii,jjk (κ)]2 + aj [κiKσiik (κ)− 1]σiik (κ)
=
1
ck,K
[σiik (κ) + σ
jj
k (κ)](κi + κj)σk−2(κ|ij) − σ2k−1(κ|ij).
(2)
κi
[
σppk (κ)σ
ii,qq
k (κ) + σ
qq
k (κ)σ
ii,pp
k (κ) − σiik (κ)σpp,qqk (κ)
]
− σppk (κ)σqqk (κ)
− κ2i σii,ppk (κ)σii,qqk (κ) + κiσiik (κ)σpp,qqk (κ)
=− σk−1(κ|ip)σk−1(κ|iq).
(3)[
σiik (κ) + σ
jj
k (κ)
]
(κi + κj) =2σk(κ)− 2σk(κ|ij) + κ2i σk−2(κ|ij) + κ2jσk−2(κ|ij).
(4)
σqqk (κ)σ
ii,pp
k (κ)− σiik (κ)σpp,qqk (κ) =κiσ2k−2(κ|ipq)− κiσk−1(κ|ipq)σk−3(κ|ipq)
+ κqσk−3(κ|ipq)σk−1(κ|ipq)− κqσ2k−2(κ|ipq).
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(5)
σppk (κ)σk−1(κ|iq) =σkσk−2(κ|ipq) + σ2k−1(κ|ipq)− σk(κ|ipq)σk−2(κ|ipq)
− κqκiσ2k−2(κ|ipq) + κqκiσk−3(κ|ipq)σk−1(κ|ipq).
Proof. For simplification purpose, we omit the κ in our notations in the following
argument, which means that we let
σk = σk(κ), σ
pp
k = σ
pp
k (κ), σ
pp,qq
k = σ
pp,qq
k (κ).
(1) Using the identity
−σjjk + 2κiσii,jjk + σiik = (κi + κj)σk−2(κ|ij),
and aj = σ
jj
k + (κi + κj)σ
ii,jj
k , we have
κiKσ
ii
k σ
jj
k (−σjjk + 2κiσii,jjk )− κ2i (σii,jjk )2 + aj[κiK(σiik )2 − σiik ](4.1)
=κiKσ
ii
k σ
jj
k (−σjjk + 2κiσii,jjk + σiik )− κ2i (σii,jjk )2 − σiik σjjk
+ (κiKσ
ii
k − 1)σiik (κi + κj)σii,jjk
=(κiKσ
ii
k − 1)σjjk (κi + κj)σk−2(κ|ij) + (κi + κj)σjjk σk−2(κ|ij)
+ (κiKσ
ii
k − 1)σiik (κi + κj)σii,jjk − κ2i (σii,jjk )2 − σiik σjjk
=(κiKσ
ii
k − 1)(σiik + σjjk )(κi + κj)σk−2(κ|ij)
+ (κi + κj)σ
jj
k σk−2(κ|ij) − κ2i (σii,jjk )2 − σiik σjjk
=(κiKσ
ii
k − 1)(σiik + σjjk )(κi + κj)σk−2(κ|ij) − σ2k−1(κ|ij).
Here in the above last equality we have used the following identity,
(κi + κj)σ
jj
k σk−2(κ|ij) − κ2i (σii,jjk )2 − σiik σjjk
=κiσk−2(κ|ij)[σk−1(κ|j) − κiσk−2(κ|ij)] + σjjk [κjσk−2(κ|ij) − σk−1(κ|i)]
=κiσk−2(κ|ij)σk−1(κ|ij) − σjjk σk−1(κ|ij)
=− σ2k−1(κ|ij).
(2) We have
κi(σ
pp
k σ
ii,qq
k + σ
qq
k σ
ii,pp
k − σiik σpp,qqk )− σppk σqqk − κ2i σii,ppk σii,qqk + κiσiik σpp,qqk
=κiσ
qq
k σ
ii,pp
k − σppk σk−1(κ|iq) − κ2i σii,ppk σii,qqk
=κiσk−1(κ|iq)σii,ppk − σppk σk−1(κ|iq)
=− σk−1(κ|ip)σk−1(κ|iq).
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(3) We have
(σiik + σ
jj
k )(κi + κj) =κiσk−1(κ|i) + κjσk−1(κ|j) + κiσk−1(κ|j) + κjσk−1(κ|i)
=2σk − σk(κ|i) − σk(κ|j) + κ2i σk−2(κ|ij) + κiσk−1(κ|ij)
+ κ2jσk−2(κ|ij) + κjσk−1(κ|ij)
=2σk − 2σk(κ|ij) + κ2iσk−2(κ|ij) + κ2jσk−2(κ|ij).
(4) We further denote σ˜m = σm(κ|ipq) here. Thus, we have
σqqk σ
ii,pp
k − σiik σpp,qqk
=[κpσk−2(κ|pq) + σk−1(κ|pq)]σk−2(κ|ip)− σk−2(κ|pq)[κpσk−2(κ|ip) + σk−1(κ|ip)]
=σk−1(κ|pq)σk−2(κ|ip) − σk−2(κ|pq)σk−1(κ|ip)
=(κiσ˜k−2 + σ˜k−1)(κq σ˜k−3 + σ˜k−2)− (κiσ˜k−3 + σ˜k−2)(κqσ˜k−2 + σ˜k−1)
=κiσ˜
2
k−2 − κiσ˜k−1σ˜k−3 + κqσ˜k−3σ˜k−1 − κqσ˜2k−2.
(5) We also denote σ˜m = σm(κ|ipq) here. We have
σppk σk−1(κ|iq) =σk−1(κ|p)[κpσk−2(κ|ipq) + σk−1(κ|ipq)]
=κpσk−1(κ|p)σ˜k−2 + σk−1(κ|p)σ˜k−1
=[σk − σk(κ|p)]σ˜k−2 + [κqκiσ˜k−3 + (κq + κi)σ˜k−2 + σ˜k−1]σ˜k−1
=σkσ˜k−2 − [κqκiσ˜k−2 + (κq + κi)σ˜k−1 + σ˜k]σ˜k−2
+ [κqκiσ˜k−3 + (κq + κi)σ˜k−2 + σ˜k−1]σ˜k−1
=σkσ˜k−2 + σ˜2k−1 − σ˜kσ˜k−2 − κqκiσ˜2k−2 + κqκiσ˜k−3σ˜k−1.

Proof of the Theorem 4: For the sake of simplification, we still omit the κ in the
following calculation, which means that we still let
σk = σk(κ), σ
pp
k = σ
pp
k (κ), σ
pp,qq
k = σ
pp,qq
k (κ).
Let’s calculate the left hand side of (1.2). By Lemma 10, we have
Kκiσ
ii
k − 1 > Kκ1σ11k /2− 1 > Kθσk/2− 1 > 0,
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if the positive constant K and κ1 both are sufficiently large. A straightforward
calculation shows,
κi
[
K
(∑
j
σjjk ξj
)2
− σpp,qqk ξpξq
]
− σiik ξ2i +
∑
j 6=i
ajξ
2
j
(4.2)
=κiK
(∑
j 6=i
σjjk ξj
)2
+ 2κiξi
[∑
j 6=i
(Kσiik σ
jj
k − σii,jjk )ξj
]
+ [κiK(σ
ii
k )
2 − σiik ]ξ2i +
∑
j 6=i
ajξ
2
j − κi
∑
p 6=i;q 6=i
σpp,qqk ξpξq
>κiK
(∑
j 6=i
σjjk ξj
)2
−
κ2i
[∑
j 6=i(Kσ
ii
k σ
jj
k − σii,jjk )ξj
]2
κiK(σ
ii
k )
2 − σiik
+
∑
j 6=i
ajξ
2
j − κi
∑
p 6=i;q 6=i
σpp,qqk ξpξq
=
∑
j 6=i
[
κiK(σ
jj
k )
2 − κ
2
i (Kσ
ii
k σ
jj
k − σii,jjk )2
κiK(σiik )
2 − σiik
+ aj
]
ξ2j
+
∑
p,q 6=i;p 6=q
[
κiKσ
pp
k σ
qq
k −
κ2i (Kσ
ii
k σ
pp
k − σii,ppk )(Kσiik σqqk − σii,qqk )
κiK(σiik )
2 − σiik
− κiσpp,qqk
]
ξpξq,
where, in the second inequality, we have used,
κ2i
[∑
j 6=i(Kσ
ii
k σ
jj
k − σii,jjk )ξj
]2
κiK(σiik )
2 − σiik
+ 2κiξi
[∑
j 6=i
(Kσiik σ
jj
k − σii,jjk )ξj
]
+ [κiK(σ
ii
k )
2 − σiik ]ξ2i > 0.
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Thus, we can multiple the term κiK(σ
ii
k )
2 − σiik in both sides of (4.2). Then, we
get
[κiK(σ
ii
k )
2 − σiik ]
{
κi
[
K
(∑
j
σjjk ξj
)2
− σpp,qqk ξpξq
]
− σiik ξ2i +
∑
j 6=i
ajξ
2
j
}
(4.3)
>
∑
j 6=i
[
κiKσ
ii
k σ
jj
k (−σjjk + 2κiσii,jjk )− κ2i (σii,jjk )2 + aj(κiKσiik − 1)σiik
]
ξ2j
+
∑
p,q 6=i;p 6=q
[
κiKσ
ii
k [κi(σ
pp
k σ
ii,qq
k + σ
qq
k σ
ii,pp
k − σiik σpp,qqk )− σppk σqqk ]
− κ2i σii,ppk σii,qqk + κiσiik σpp,qqk
]
ξpξq
=
∑
j 6=i
[
(κiKσ
ii
k − 1)(σiik + σjjk )(κi + κj)σk−2(κ|ij) − σ2k−1(κ|ij)
]
ξ2j
+
∑
p,q 6=i;p 6=q
[
(κiKσ
ii
k − 1)[κi(σppk σii,qqk + σqqk σii,ppk − σiik σpp,qqk )− σppk σqqk ]
− σk−1(κ|ip)σk−1(κ|iq)
]
ξpξq
=
∑
j 6=i
[
(κiKσ
ii
k − 1)(σiik + σjjk )(κi + κj)σk−2(κ|ij) − σ2k−1(κ|ij)
]
ξ2j
+
∑
p,q 6=i;p 6=q
[
(κiKσ
ii
k − 1)(κiσqqk σii,ppk − κiσiik σpp,qqk − σppk σk−1(κ|iq))
− σk−1(κ|ip)σk−1(κ|iq)
]
ξpξq
=(κiKσ
ii
k − 1)
∑
j 6=i
[
κ2i σ
2
k−2(κ|ij) + κ2jσ2k−2(κ|ij) − 2σk(κ|ij)σk−2(κ|ij)
+ 2σkσk−2(κ|ij) − ck,Kσ2k−1(κ|ij)
]
ξ2j
+ (κiKσ
ii
k − 1)
∑
p,q 6=i;p 6=q
[
κ2i σ
2
k−2(κ|ipq)− κ2i σk−1(κ|ipq)σk−3(κ|ipq)
− σkσk−2(κ|ipq) + σk(κ|ipq)σk−2(κ|ipq)− σ2k−1(κ|ipq)
− ck,Kσk−1(κ|ip)σk−1(κ|iq)
]
ξpξq
=
1
ck,K
[
κ2iAk;i + σkBk;i +Ck;i − ck,KDk;i
]
,
where in the second equality, we have used identities (1),(2) of Lemma 15 and in the
forth equality, we have used identities (3),(4),(5) of Lemma 15. We have completed
our proof.
Notes: The present paper is a plenary version of the section 3 and section 4 in [40].
We also would like to mention an interesting paper by Chu [14] which appeared
after [40].
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