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Abstract
In the present paper we prove a form of Arnold diffusion. The main result says
that for a ”generic” perturbation of a nearly integrable system of arbitrary degrees of
freedom n > 2
H0(p) + εH1(θ, p, t), θ ∈ Tn, p ∈ Bn, t ∈ T = R/T,
with strictly convex H0 there exists an orbit (θǫ, pe)(t) exhibiting Arnold diffusion in
the sens that
sup
t>0
‖p(t)− p(0)‖ > l(H1) > 0
where l(H1) is a positive constant independant of ǫ.
Our proof is a combination of geometric and variational methods. We first build
3-dimensional normally hyperbolic invariant cylinders of limited regularity, but of
large size, extrapolating on [Be3] and [KZZ]. Once these cylinders are constructed
we use versions of Mather variational method developed in Bernard [Be1], Cheng-Yan
[CY1, CY2].
1 Introduction
Let (θ, p) ∈ Tn × U be the phase space of an integrable Hamiltonian system H0(p) with
Tn being the n-dimensional torus Tn = Rn/Zn ∋ θ = (θ1, · · · , θn) and U being an open
set in Rn, p = (p1, · · · , pn) ∈ Bn. Assume that H0 is strictly convex, i.e. Hessian ∂2pipjH0
is strictly positive definite.
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Consider a smooth time periodic perturbation
Hε(θ, p, t) = H0(p) + εH1(θ, p, t), t ∈ T = R/T.
We study Arnold diffusion for this system, namely, existence of orbits {(θ, p)(t)}t such
that
|p(t)− p(0)| > O(1) independently of ε.
Integer relations ~k1 · ∂pH0 + k0 = 0 with ~k = (~k1, k0) ∈ (Zn \ 0) × Z and · being the
inner product define one-dimensional resonances. Under the condition that Hessian of H0
is non-degenerate, these resonances define smooth hyper-surfaces embedded into action
space
Γ~k = {p ∈ Bn : ~k1 · ∂pH0 + k0 = 0}.
If one intersects k linearly independent resonances {~kj}nj=1, we get a k-dimensional reso-
nance ∩Γ~kj , which is defined by an (n− k)-dimensional surface in Bn.
1.1 Apriori unstable systems
In the case n = 2 Arnold proposed the following example
H(I ϕ, q, p, t) =
I2
2
+
p2
2
+ ε(1 − cos q)(1 + µ(sin θ + sin t)).
The feature of this example is that it has a 3-dimensional normally hyperbolic invari-
ant cylinder (NHIC). This allows in a sense to reduce 5-dimensional dynamics to a 3-
dimensional one. There is a rich literature on Arnold example and we do not intend to
give extensive list of references; we mention [AKN, BB, Be4, Bs1, Zha], and references
therein.
This example gave rise to a family of examples of systems of n+1/2 degrees of freedom
of the form
Hε(I, ϕ, p, q, t) = H0(I) +K0(p, q) + εH1(I, ϕ, p, q, t),
where (q, p) ∈ Tn−1 × Rn−1, I ∈ R, ϕ, t ∈ T. Moreover, the Hamiltonian K0(p, q) has
a saddle fixed point at the origin and K0(0, q) attains its strict maximum at q = 0. For
small ε this system has a 3-dimensional NHIC Λ.
For n = 2 systems of this type were successfully studied by different groups. Two
groups were using deep geometric methods.
– In [DH, DGLS, DLS] the authors carefully analyze two types of dynamics induced
on the cylinder Λ. These two dynamics are given by so-called inner and outer maps.
— In [T1, T2] a return (separatrix) map along invariant of Λ is constructed. A detailed
analysis of this separatrix map gives diffusing orbits.
The other two groups [Be1, CY1] are inspired and influenced by Mather variation
method [Ma1, Ma2] and build diffusing orbits variationally. We essentially rely on their
technique in this paper.
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In the case n > 2 Treshev [T1, T2] and Cheng-Yan [CY2] also managed to prove
diffusion. In Treschev’s paper he even showed existence of orbits with an optimal diffusion
speed ∼ | ln ε|/ε. Other examples of Arnold diffusion can be found in [Bs2, Bo, BK, KL1,
KL2, KLS, KS, KZZ, LM, MS, Mo, Zhe].
1.2 Dynamics along a single resonance for n = 2 and crumpled invariant
cylinders
Pick a single resonant line Γ~k ⊂ B2. Notice that on a dense set in Γ~k there is an additional
resonant relation. If one deletes a finite number of such additional resonant relations
with relatively small k’s usually called double resonances, then on each segment between
consecutive deleted points one can hope to find a “nice” smooth NHIC. This turns out to
be wrong ! However, one can indeed find a NHIC whose regularity blows up as ε −→ 0.
Moreover, one can use this cylinder for Arnold diffusion. This is a new phenomenon
discovered in this paper.
1.3 Dynamics along a codimension one resonance for n > 2 and crumpled
invariant cylinders
Pick a codimension one (or dimension n−1) resonant line Γ = ∩n−1j=1Γ~kj ⊂ Bn with {~kj}
n−1
j=1
being linearly independent. As before on a dense set in Γ there is an additional resonant
relation. However, qualitatively the picture as in the case n = 2. Namely, if one deletes a
finite number of such additional resonant relations with relatively small k’s, then on each
segment of Γ between consecutive deleted points there is a crumpled 3-dimensional NHIC
Λ. It is a crumpled in the sense that its regularity blows up as ε −→ 0. With some efforts
this allows to reduce dynamics to 3-dimensional one and essentially reduce the proof to
the twist maps case.
1.4 Main result
We study dynamics near a resonance of codimension one, i.e. near a segment in Bn. For
any resonance of codimension one there is an integer linear symplectic transformation
which brings integer vectors k1, . . . , kn−1 ∈ Zn, defining the resonance, to the form kj =
(0, · · · , 1j , 0, · · · , 0). Since we are interested in a local property assume that a resonance,
denoted Γ, of codimension one is of the following form:
(∂p1H0(p), · · · , ∂pn−1H0(p)) = (θ˙1, · · · , θ˙n−1) = 0 for ε = 0.
In the case H0(p) =
1
2
∑n
j=1 p
2
j we have Γ = {(p1, · · · , pn−1) = 0}. Thus, it is naturally
parametrized by pn.
Consider the space of Cr perturbations Cr(Tn × Bn × T,R) with a natural Cr norm
given maximum of all partial derivatives of order up to r. Denote by Sr the unit sphere
in this space.
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Theorem 1.1. For r > 4, there is an open and dense set U ⊂ Sr, a nonnegative function
l : Sr −→ R+ with l|U > 0 and a positive function ε0 = ε0(H1), we write V = {ǫH1 : H1 ∈
U , 0 < ε < ε0}. We have that, for an open and dense set of ǫH1 ∈ V the Hamiltonian
system Hǫ = H0 + ǫH1 has an orbit {(θ, p)(t)}t whose action component
‖p(T )− p(0)‖ > l(H1).
Moreover, for all 0 < t < T the action component p(t) stays close to the codimension one
resonance Γ.
Remark 1.1. This Theorem provides a form of Arnold diffusion for generic Hamiltonian
systems. The type of generic condition in Theorem 1.1 is a version of Mather’s cusp
residue condition introduced in [Ma3].
The present work is in large part inspired by the work of Mather [Ma3, Ma4, Ma5].
In [Ma3], Mather announced a much stronger version of Arnold diffusion for n = 2 (the
system is time-periodic hence the degree of freedom is 212 ). The proof of Mather’s result
is partially written (see [Ma4]), and he has given lectures about some parts of the proof
[Ma5]. One of the ideas underlying his proof is to construct diffusion along a segment of a
resonance and away from other low order resonances. Conceptually, the proof of our result
has similar features to parts of Mather’s proof [Ma4] for single resonances. The novelty
of our approach is the use of normal form theory and construction of normally hyperbolic
cylinders in an a priori stable setting. Application of normal forms to construct normally
3-dimensional hyperbolic invariant cylinders in apriori stable situation in 3 degrees of
freedom is proposed in [KZZ]. Independently in the case of arbitrary degrees of freedom it
is proposed in [Be3]. In the latter it is shown that such cylinders have length independent
of ǫ.
1.5 Plan of the proof
The proof of this Theorem proceeds in three steps.
Step 1. Build a normal form for Hε for for p near Γ. In section 3 we prove the existence
of a normal form, which takes a particular nice form along subsegments of Γ, which we will
call passage segments, defined in the next section. The length and choice of the passage
segments depends on H0 and H1 only.
Step 2. For H1 ∈ U , we establish existence of finitely many 3-dimensional normally
hyperbolic cylinder along Γ. This is discussed in Section 4.
Step 3. For a generic perturbation, we show that there exists diffusion orbit along
a passage segment, using the normally hyperbolic cylinders. This steps uses variational
methods of Bernard [Be1] and of Cheng-Yan [CY1, CY2] which are based on ideas of
Mather (see [Ma4]). These constructions are discussed in Section 5 and Section 6.
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2 Notations and terminology
We denote θs = (θ1, · · · , θn−1), ps = (p1, · · · , pn−1) and θf = θn, pf = pn. These are the
slow-fast variables associated to the resonance Γ = {∂psH0(p) = 0}. It is natural to use pf
as a parameter for Γ, i.e. we may write Γ∩B = {p∗(pf ) = (ps∗(pf ), pf ), pf ∈ [amin, amax]}.
Z(θs, p) :=
∫∫
H1(θ
s, ps, θf , pf , t) dθf dt.
If the perturbation H1(θ, p, t) is expanded as
H1(θ, p, t) = H1(θs, θf , p, t) =
∑
ks∈Zn−1,kf∈Z,l∈Z
h[ks,kf ,l](p)e
2iπ(ks ·θs+kf ·θf+l·t),
then
Z(θs, p) =
∑
ks
h[ks,0,0](p)e
2iπ(ks ·θs).
We would like to impose the following set of non-degeneracies and notations. Consider
the function Z(θs, p∗(pf )) as a family of functions on Tn−1 parametrized by pf .
Call a value pf on Γ regular if Z(θs, p∗(pf )) has a unique global maximum on Ts ∋ θs
at some θs∗ = θs(pf ). We say the maximum is non-degenerate if the Hessian of Z with
respect to θs is strictly negative definite.
Call a value pf on Γ bifurcation if Z(θs, p∗(pf )) has exactly two global maxima on
Ts ∋ θs at some θs1 = θs1(pf ) and θs2 = θs2(pf ).
Call a regular pf on Γ non-degenerate if the unique maximum is non-degenerate. If pf is
a bifurcation, it is called non-degenerate if both maxima are non-degenerate, furthermore,
the values at these maxima moves with different speed with respect to the parameter pf
Otherwise, it is called degenerate.
The generic condition that defines U ⊂ Sr is a higher dimensional version of the con-
ditions (C1)-(C3) given by Mather [Ma3]. These conditions may be described as follows:
Each value pf ∈ [amin, amax] is a non-degenerate regular or bifurcation point. Note that
the non-degeneracy condition implies that there are at most finitely many bifurcation
points. Let a1 < · · · < as−1 be the set of bifurcation points in the interval (amin, amax),
and consider the partition of the interval [amin, amax] by {[aj , aj+1]}s−1j=0. Here we give an
explicit quantitative version of the above condition: There exists λ > 0 such that
[G0] There are smooth functions θsj(p
f ) : [aj − λ, aj+1+ λ] −→ Tn, j = 0, · · · , s− 1, such
that for each pf ∈ [aj − λ, aj+1 + λ], θsj(pf ) is a local maximum of Z(θs, p∗(pf ))
satisfying
λI 6 −∂2θsθsZ(θsj , p) 6 I,
where I is the identity matrix.
[G1] For pf ∈ (aj , aj+1), θsj is the unique maximum for Z. For pf = aj+1, θsj and θsj+1
are the only maxima.
5
[G2] At pf = aj+1 the maximum value of Z has different derivatives with respect to p
f ,
i.e.
d
dpf
Z(θsj(aj+1), p∗(p
f )) 6= d
dpf
Z(θsj+1(aj+1), p∗(p
f )).
Theorem 2.1. The set U of functions H1 ∈ Sr such that the corresponding Z(θs, p)
satisfies conditions [G0]-[G2] is open and dense.
The proof of Theorem 2.1 will be given in Appendix A.
Write ω(p) = ∂pH0(p) = (∂psH0, ∂pfH0), clearly for any p ∈ Γ we have that ω(p) =
(0, ∂pfH0)). We say that p
f has an additional resonance if there exists integers kn, l such
that kn∂pfH0(p) + l = 0. Given a large integer K, let
ΣK = {p ∈ Γ ∩B; ∃kn, l ∈ Z, |kn|, |l| 6 K, kn · ∂pfH0(p) + l = 0}. (1)
Given H1 ∈ U , we will define a small δ = δ(H1, n, r) > 0 and integer K = K(δ, n, r) and
call the elements of ΣK punctures. We need to exclude a neighborhood of the punctures
from Γ ∩ B. Let U
3ǫ
1
6
(ΣK) stand for 3ǫ
1
6 neighborhood of ΣK , then Γ ∩ B \ U
3ǫ
1
6
(ΣK)
is a collection of disjoint segments. Each of these segments is called a passage segment.
On a neighborhood of each passage segment there exists a convenient normal form for the
Hamiltonian Hǫ.
3 Normal forms
Let Γ = {(ps = p∗(pf ))} be the resonant line of equation ∂psH0 = 0. For p ∈ Γ we have
ω(p) = (0, ∂pfH0). We say that p has an additional resonance if the remaining frequency
∂pfH0(p) is rational. In order to reduce the system to an appropriate normal form, we
must remove some additional resonances. More precisely, let D(K, s) ⊂ B be the set of
momenta p such that
• ‖∂psH0(p)‖ 6 s, and
• |kf∂pfH0(p) + kt| > 3Ks for each (kf , kt) ∈ Z2 satisfying max(kf , kt) ∈]0,K].
Theorem 3.1. [Normal Form] Let H0(p) be a C
4 Hamiltonian. For each δ ∈]0, 1[, there
exists positive parameters K0, ǫ0, β such that, for each C
4 Hamiltonian H1 with ‖H1‖C4 6
1 and each K > K0, ǫ 6 ǫ0, there exists a C
2 change of coordinates
Φ : Tn ×B × T −→ Tn × Rn × T
satisfying ‖Φ− id‖C0 6
√
ǫ and ‖Φ− id‖C2 6 δ and such that, in the new coordinates, the
Hamiltonian H0 + ǫH1 takes the form
Nǫ = H0(p) + ǫZ(θ
s, p) + ǫR(θ, p, t), (2)
with ‖R‖C2 6 δ on Tn × D(K,βǫ1/4) × T. We can take K0 = cδ−2, β = cδ−1−n, ǫ0 =
δ6n+5/c, where c > 0 is some constant depending only on n and ‖H0‖C4 .
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The proof actually builds a symplectic diffeomorphism Φ˜ of Tn+1 × Rn+1 of the form
Φ˜(θ, p, t, e) =
(
Φ(θ, p, t), e+ f(θ, p, t)
)
and such that
Nǫ + e = (Hǫ + e) ◦ Φ˜.
We have the estimates ‖Φ˜− id‖C0 6
√
ǫ and ‖Φ˜− id‖C2 6 δ.
Remark 3.1. [Length of passage segment] On the interval, the distance between 2 adjacent
rationals with denominator at most K is 1
K2
. It follows that the distance between pf1 , p
f
2 ∈
ΣK (see (1)) is at least ‖∂2H−10 ‖ 1K2 > c(c(n, r)−1δ)
4
r−3 , assuming that ‖∂2H−10 ‖ is bounded
by some universal constant.
To prove Theorem 3.1 we proceed in 3 steps. We first obtain a global normal form Nǫ
adapted to all resonances. We then show that this normal form takes the desired form on
the domain DK,ǫ. However, the averaging procedure lowers smoothness, in particular, the
technique requires the smoothness r > n+5. To obtain a result that does not require this
relation between r and n, we use a smooth approximation trick that goes back to Moser.
3.1 A global normal form adapted to all resonances.
We first state a result for autonomous systems. The time periodic version will come as
a corollary. Consider the Hamiltonian Hǫ(ϕ, J) = H0(J) + ǫH1(ϕ, J), where (ϕ, J) ∈
Tm×Rm (later, we will take m = n+1). Let B = {|J | 6 1} be the unit ball in Rm. Given
any integer vector k ∈ Zm \ {0}, let [k] = max{ki}. To avoid zero denominators in some
calculations, we make the unusual convention that [(0, · · · , 0)] = 1. We fix once and for
all a bump function ρ : R −→ R be a C∞ such that
ρ(x) =
{
1, |x| 6 1
0, |x| > 2
and 0 < ρ(x) < 1 in between. For each β > 0 and k ∈ Zm, we define the function
ρk(J) = ρ(
k·∂JH0
βǫ1/4[k]
), where β > 0 is a parameter.
Theorem 3.2. There exists a constant cm > 0, which depends only on m, such that the
following holds. Given :
• A C4 Hamiltonian H0(J),
• A Cr Hamiltonian H1(ϕ, J) with ‖H1‖Cr = 1,
• Parameters r > m+ 4, δ ∈]0, 1[, ǫ ∈]0, 1[, β > 0, K > 0,
satisfying
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• K > cmδ
−1
r−m−3 ,
• β > cm(1 + ‖H0‖C4)δ−1/2,
• βǫ1/4 6 ‖H0‖Cr ,
there exists a C2 symplectic diffeomorphism Φ such that, in the new coordinates, the
Hamiltonian Hǫ = H0 + ǫH1 takes the form
Hǫ ◦Φ = H0 + ǫR1 + ǫR2
with
• R1 =
∑
k∈Zm,|k|6K ρk(J)hk(J)e
2πi(k·ϕ), here hk(J) is the kth coefficient for the Fourier
expansion of H1,
• ‖R2‖Cr 6 δ,
• ‖Φ − id‖C0 6 δ
√
ǫ and ‖Φ− id‖C2 6 δ.
We now prove Theorem 3.2. To avoid cumbersome notations, we will denote by cm
various different constants depending only on the dimension m. We have the following
basic estimates about the Fourier series of a function g(ϕ, J). Given a multi-index α =
(α1, · · · , αm), we denote |α| = α1 + · · · + αm.
Lemma 3.1. For g(ϕ, J) ∈ Cr(Tm ×B), we have
1. If l 6 r, we have ‖gk(J)e2πi(k·ϕ)‖Cl 6 [k]l−r‖g‖Cr .
2. Let gk(J) be a series of functions such that the inequality ‖∂Jαgk‖C0 6 M [k]−|α|−m−1
holds for each mult-index α with |α| 6 l, for some M > 0. Then, we have
‖∑k∈Zm gk(J)e2πi(k·ϕ)‖Cl 6 cκmM .
3. Let Π+Kg =
∑
|k|>K gk(J)e
2πi(k·ϕ). Then for l 6 r − m − 1, we have ‖Π+k g‖Cl 6
κmK
m−r+l+1‖g‖Cr .
Proof. 1. Let us assume that k 6= 0 and take j such that kj = [k]. Let α and η be two
multi-indices such that |α + η| 6 l. Finally, let b = r − l, and let β be the multi-index
β = (0, . . . , 0, b, 0, . . . , 0), where βj = b. We have
gk(J)e
2iπ(k,ϕ) =
∫
Tm
g(θ, J)e2iπ(k,ϕ−θ)dθ =
∫
Tm
g(θ + ϕ, J)e−2iπ(k,θ)dθ,
hence
∂ϕαJη
(
gk(J)e
2iπ(k,ϕ)
)
=
∫
Tm
∂ϕαJηg(θ + ϕ, J)e
−2iπ(k,θ)dθ,
=
∫
Tm
∂ϕα+βJηg(θ + ϕ, J)
(2iπkj)b
e−2iπ(k,θ)dθ.
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Since |α+ β + η| 6 r, we conclude that
‖gk(J)e2iπ(k,ϕ)‖Cl 6 ‖g‖Cr/(2π[k])b 6 ‖g‖Cr [k]l−r.
2. We have ‖gk(J)e2iπ(k·ϕ)‖Cl 6
‖
∑
k∈Zm
hk(J)e
2πi(k·ϕ)‖Cl 6
∑
k∈Zm
cl|k|−r+lM 6 clκmM,
recall that κm =
∑
k∈Zm |k|−m−1.
3.
‖Π+Kg‖C2 6 c
∑
|k|>K
|k|−r+2‖g‖Cr 6 cK−r+m+3
∑
|k|>K
|k|−m−1‖g‖Cr
6 cK−r+m+3κm‖g‖Cr = cκmK−r+m+3‖g‖Cr .
3. Using 1., we get
‖Π+Kg‖Cl 6
∑
|k|>K
[k]l−r‖g‖Cr 6 ‖g‖CrKm−r+l+1
∑
|k|>K
[k]−m−1
6 ‖g‖CrKm−r+l+1
∑
k∈Zm
[k]−m−1.
Proof of Theorem 3.2. Let G(ϕ, J) be the function that solves the cohomological equation
{H0, G} +H1 = R1 +R+,
where R+ = Π
+
KH1. Observing that ρk(J) = 1 when k · ∂JH0 = 0, we have the following
explicit formula for G:
G(ϕ, J) =
∑
|k|6K
(1− ρk(J))hk(J)
k · ∂JH0 e
2πi(k·ϕ)
where each of the functions (1− ρk(J))hk(J)/(k · ∂JH0) is extended by continuity at the
points where the denominator vanishes. This function hence takes the value zero at these
points. G is well defined thanks to the smoothing terms 1−ρk we introduced, as whenever
k · ∂JH0 = 0 we also have 1− ρk = 0 and that term is considered non-present.
Let Φt be the Hamiltonian flow generated by ǫG. Setting Ft = R1+R++ t(H1−R1−
R+), we have the standard computation
∂t
(
(H0 + ǫFt) ◦ Φt)
)
= ǫ∂tFt ◦ Φt + ǫ{H0 + ǫFt, G} ◦ Φt
= ǫ
(
∂tFt + {H0, G}
) ◦ Φt + ǫ2{Ft, G} ◦ Φt
= ǫ2{Ft, G} ◦Φt,
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from which follows that
Hǫ ◦ Φ1 = H0 + ǫR1 + ǫR+ + ǫ2
∫ 1
0
{Ft, G} ◦ Φtdt.
Let us estimate the C2 norm of the function R2 := R+ + ǫ
∫ 1
0 {Ft, G} ◦ Φtdt. It follows
from Lemma 3.1 that
‖R+‖C2 6 κmK−r+m+2‖H1‖Cr 6
1
2
δ.
We now focus on the term
∫ 1
0 {Ft, G} ◦ Φtdt. To estimate the norm of Ft, it is convenient
to write Ft = F˜t + (1− t)R1, where F˜t = (1 − t)R+ + tH1. Notice that the coefficients of
the Fourier expansion of F˜t is simply a constant times that of H1, Lemma 3.1 then implies
that
‖F˜t‖C3 6
∑
k∈Zm
[k]3−r‖H1‖Cr = κm‖H1‖Cr
provided that r > m+ 4, where κm =
∑
Zn [k]
m+1.
We now have to estimate the norm of R1 and G. These estimates require additional
estimates of the smoothing terms ρk as well as the small denominators k ·∂JH0. We always
assume that l ∈ {0, 1, 2, 3} in the following estimates:
- ρk(J) 6= 1 ⇒ |(k · ∂JH0)−1| 6 β−1ǫ−1/4|k|−1.
- ‖(k · ∂JH0)−1‖Cl 6 cmβ−l−1ǫ−(l+1)/4‖H0‖l+1C4 on {ρk 6= 1}.
- ‖ρk(J)‖Cl 6 cmβ−lǫ−l/4‖H0‖lC4 and ‖1− ρk(J)‖Cl 6 cmβ−lǫ−l/4‖H0‖lC4 .
We have been using the following estimates on the derivative of composition of functions:
For f : Rm −→ R and g : Rm −→ Rm we have ‖f ◦ g‖Cl 6 cm,l‖f‖Cl(1 + ‖g‖lCl).
- For each multi-index |α| 6 3, we have that
‖∂Jα
(
(1− ρk(J))hk(J)(k · ∂JH0)−1
) ‖C0
6
∑
α1+α2+α3=α
‖1− ρk(J)‖C|α1|‖hk‖C|α2|‖(k · ∂JH0)−1‖C|α3|({ρk 6=1})
6cm
∑
α1+α2+α3=α
(
β−|α1|ǫ−|α1|/4‖H0‖|α1|C4 · [k]−r+|α2|‖H1‖Cr
· β−|α3|−1ǫ−(|α3|+1)/4‖H0‖|α3|+1C4
)
6cmβ
−|α|−1ǫ−(|α|+1)/4[k]|α|−r‖H0‖|α|+1C4 ‖H1‖Cr .
In these computations, we have used the hypothesis βǫ1/4 6 ‖H0‖C4 . Since G(ϕ, J) =∑
k∈Zm(1− ρk(J))hk(J)(k · ∂JH0)−1e2πi(k·ϕ), Lemma 3.1 implies (since r > m+ 1) :
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- ‖G‖Cl 6 cmβ−l−1ǫ−(l+1)/4‖H0‖l+1C4 ‖H1‖Cr 6 ǫ−1.
We now turn our attention to R1 =
∑
|k|6K ρk(J)hk(J)e
2iπ(k·ϕ):
- ‖hk‖Cl 6 [k]l−r‖H1‖Cr .
- ‖ρkhk‖Cl 6 cmβ−lǫ−l/4[k]−r+l‖H0‖lC4‖H1‖Cr .
- ‖R1‖Cl 6 cmβ−lǫ−l/4‖H0‖lC4‖H1‖Cr , provided r > m+ 4.
We obtain
‖Ft‖Cl 6 ‖R1‖Cl + ‖F˜t‖Cl 6 cmβ−lǫ−l/4‖H0‖lC4‖H1‖Cr ,
and
‖{Ft, G}‖C2 6
∑
|α1+α2|63
‖Ft‖C|α1|‖G‖C|α2| 6 cmβ−4ǫ−1‖H0‖4C4‖H1‖2Cr .
Concerning the flow Φt, we observe that ‖ǫG‖C3 6 1, and get the following estimate (see
e. g. [DH]):
- ‖Φt − id‖C2 6 cmǫ‖G‖C3 6 cmβ−4‖H0‖4C4‖H1‖Cr 6 δ,
- ‖Φt − id‖C0 6 cmǫ‖G‖C1 6 cmβ−2
√
ǫ‖H0‖2C4‖H1‖C2 6 δ
√
ǫ.
Finally, we obtain
ǫ‖{Ft, G} ◦ Φt‖C2 6 cmǫ‖{Ft, G}‖C2‖Φt‖2C2
6 cmβ
−4‖H0‖4C4‖H1‖2Cr 6 δ/2.
3.2 Normal form away from additional resonances
We now return to our non-autonomous system and apply Theorem 3.2 around the reso-
nance under study. To the non-autonomous Hamiltonian
Hǫ(θ, p, t) = H0(p) + ǫH1(θ, p, t) : T
n × Rn × T −→ R
we associate the autonomous Hamiltonian
H˜e(ϕ, J) = H0(I) + e+ ǫH1(θ, I, t) : T
n+1 × Rn+1 −→ R,
where ϕ = (θ, t) and J = (I, e). We denote the frequencies ω ∈ Rn+1 by ω = (ωf , ωs, ωt) ∈
Rn−1 × R× R, and define the set
Ω(K, s) := {ω ∈ Rn+1 : ‖ωs‖ > s, |kfωf + ktωt| > 3sK ∀(ks, kt) ∈ Z2K},
where we have denoted by Z2K the set of pairs (k
f , kt) of integers such that 0 < max(kf , kt) 6
K. Note that
D(K, s) = {p ∈ Rn : (∂pH0(p), 1) ∈ Ω(K, s)}.
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Corollary 3.2. There exists a constant cn > 0, which depends only on n, such that the
following holds. Given :
• A C4 Hamiltonian H0(p),
• A Cr Hamiltonian H1(θ, p, t) with ‖H1‖Cr = 1,
• Parameters r > n+ 5, δ ∈]0, 1[, ǫ ∈]0, 1[, β > 0, K > 0,
satisfying
• K > cnδ
−1
r−n−4 ,
• β > cn(1 + ‖H0‖C4)δ−1/2,
• βǫ1/4 6 ‖H0‖Cr ,
there exists a C2 symplectic diffeomorphism Φ˜ of Tn+1 × Rn+1 such that, in the new
coordinates, the Hamiltonian Hǫ = H0 + ǫH1 takes the form
Nǫ = H0 + ǫZ + ǫR2,
with
• ‖R2‖Cr 6 δ on Tn ×D(K,βǫ1/4)× T,
• ‖Φ˜ − id‖C0 6 δ
√
ǫ and ‖Φ˜− id‖C2 6 δ.
The diffeomorphism Φ˜ is of the forme
Φ˜(θ, p, t, e) = (Φ(θ, p, t), e+ f(θ, p, t))
where Φ is a diffeomorphism of Tn × Rn × T fixing the last variable t.
Proof. We apply Theorem 3.2 with H˜ǫ, m = n+1 and δ˜ = δ/2. We get a diffeomorphism
Φ˜ of Tn+1 × Rn+1 as time-one flow of the Hamiltonian G. By inspection in the proof
of Theorem 3.2, we observe that G does not depend on e, which implies that Φ˜ has the
desired form. We have
H˜ǫ ◦ Φ˜ = H˜0(J) + ǫR˜1 + ǫR˜2
where ‖R˜2‖C2 6 δ/2 and
R˜1(θ, p, t) =
∑
[k]6K
ρ
(
kf · ∂pfH0 + ks∂psH0 + kt
βǫ1/4[k]
)
gk(p)e
2iπk·(θ,t).
Let us compute this sum under the assumption that p ∈ D(K,βǫ1/4). We have∣∣∣∣∣k
f · ∂pfH0
βǫ1/4[k]
∣∣∣∣∣ 6 1
12
hence
ρ
(
kf · ∂pfH0 + ks∂psH0 + kt
βǫ1/4[k]
)
= 1
for k such that ks = 0 = kt. For the other terms, we have, by definition of Ω(K, s),∣∣∣∣ks∂psH0 + ktβǫ1/4[k]
∣∣∣∣ >
∣∣∣∣ks∂psH0 + ktβǫ1/4K
∣∣∣∣ > 3,
hence ∣∣∣∣∣k
f · ∂pfH0 + ks∂psH0 + kt
βǫ1/4[k]
∣∣∣∣∣ > 2
and these terms vanish in the expansion of R˜1. We conclude that
R˜1(θ, p, t) =
∑
kf∈Zn−1,[kf ]6K
g(kf ,0,0)(p)e
2iπkf ·θf
hence R˜1 = Z −Π+K(Z), with the notation of Lemma 3.1. Finally H˜ǫ ◦ Φ˜ = H˜0+ ǫZ+ ǫR2
with R2 = R˜2 −Π+KZ. From Lemma 3.1, we see that
‖Π+KZ‖C2 6 cnKm+3−r‖Z‖Cr 6 cnKm+3−r‖H1‖Cr 6 cnKm+3−r 6 δ/2.
On the other hand, ‖R˜2‖C2 6 δ/2, hence ‖R2‖C2 6 δ.
3.3 Smooth approximation
Finally we remove the restriction on r by the following smooth approximation lemma:
Lemma 3.3. [SZ] Let f : Rn −→ R be a Cr function, with r > 4. Then for each τ > 0
there exists an analytic function Sτf such that
‖Sτf − f‖C3 < c(n, r)‖f‖C3τ r−3,
‖Sτf‖Cr1 < c(n, r)‖f‖Cr1 τ−(r1−r),
for each r1 > r, where c(n, r) is a constant which depends only on n and r.
If r < n + 5, we use Lemma 3.3 to approximate H1 by an analytic function H
∗
1 . We
can then apply Corollary 3.2 to the Hamiltonian
H∗ǫ := H0 + ǫH
∗
1 = H0 + ǫ2H2
with H2 = H
∗
1/‖H∗1‖Cr2 , with ǫ2 = ǫ‖H∗1‖Cr2 , and with some parameters r2 > r and
δ2 6 δ to be specified later. We find a change of coordinates Φ˜ such that
H˜∗ǫ ◦ Φ˜ = H˜0 + ǫ2Z2 + ǫ2R2
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and ‖R2‖C2 6 δ2, where Z2(θs, p) =
∫
H2dθ
fdt. As usual, we have denoted by H˜∗ǫ and
H˜0 the automomized Hamiltonians H˜
∗
ǫ = H
∗
ǫ + e and H˜0 = H0 + e. With the same map
Φ˜, we obtain
H˜ǫ ◦ Φ˜ = H˜0 + ǫZ + ǫR
with
R = ‖H∗1‖Cr2R2 + (Z − Z∗) + (H∗1 −H1) ◦ Φ.
In the expression above, the map Φ is the trace on the (θ, p, t) variables of the map Φ˜.
Choosing τ = δ
1/(r2−3)
2 , we get
- ‖H∗1 −H1‖C3 6 c(n, r2)δ
r−3
r2−3
2
- ‖H∗1‖Cr2 6 c(n, r2)δ
− r2−r
r2−3
2
- ‖Z∗ − Z‖C2 6 ‖H∗1 −H1‖C2 6 c(n, r2)δ
r−3
r2−3
2
- ‖Φ˜‖C2 6 δ2 6 δ 6 1,
- ‖(H∗1 −H1) ◦ Φ‖C2 6 cn‖H∗1 −H1‖C2(‖Φ‖C2 + ‖Φ‖2C2) 6 cn‖H∗1 −H1‖C2 .
and finally
‖R‖C2 6 c(n, r2)δ
r−3
r2−3
2 .
We now set
δ2 = δ
r2−3
r−3 /c(n, r2) 6 δ
and get ‖R‖C2 6 δ. To apply Corollary 3.2 as we just did, we need the following conditions
to hold on the parameters:
- K > c(n, r2)δ
r2−3
(r−3)(r2−n−4) , which implies K > cnδ
−1
r−n−4
2 ,
- β > c(n, r2)(1 + ‖H0‖C4)δ−
r2−3
2(r−3) which implies β > cn(1 + ‖H0‖C4)δ−1/22 ,
- βǫ1/4 6 ‖H0‖C4δ
r2−r
4(r−3) which implies βǫ
1/4
2 6 ‖H0‖C4 .
We apply the above discussion with r2 = 2n+ 5 and get Theorem 3.1. Note the estimate
‖id− Φ˜‖C0 6 δ2√ǫ2 6 δ
1− r2−r
2(r2−3)
2
√
ǫ 6
√
ǫ.
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4 Normally hyperbolic cylinders
In this section, we study the Hamiltonian in normal form
Nǫ(θ, p, t) = H0(p) + ǫZ(θ
s, p) + ǫR(θ, p, t).
We denote as above by ps∗(pf ) ∈ Rn−1 the solution of the equation ∂psH0(ps∗(pf ), pf ) = 0.
We recall also the notation p∗(pf ) := (ps∗(pf ), pf ) from Section 2. Fixing parameters
λ ∈]0, 1], a− < a+,
we assume that there exists, for each pf ∈ [a−− λ, a++ λ], a local minimum θs∗(pf ) of the
map θs 7−→ Z(θs, p∗(pf )), and that θs∗ is a C2 function of pf . We assume in addition that
λI 6 ∂2θsθsZ(θ
s
∗(pf ), p∗(p
f )) 6 I
for each pf ∈ [a− − λ, a+ + λ], where as before I is the identity matrix. We shall at some
occasions lift the map θs∗ to a C2 map taking values in Rn−1 without changing its name. We
assume that ‖Z‖C3 6 1, and set ‖R‖C2 = δ. Finally, we assume that D−1I 6 ∂2ppH0 6 D I
for some D > 1. To simplify notations, we will be using the O(·) notation, where f = O(g)
means |f | 6 Cg for a constant C independent of ǫ, λ, δ, n and r. In particular, we will
not be keeping track of the parameter D, which is considered fixed throughout the paper.
Theorem 4.1. There exists ǫ0 ∈]0, 1[ such that, if
0 < ǫ < ǫ0λ
7/2 , 0 6 δ <
√
ǫ0λ
2,
then there exists a C1 map
(Θs, P s)(θf , pf , t) : T× [a− − λ/2, a+ + λ/2]× T −→ Tn−1 × Rn−1
such that the cylinder
C = {(θs, ps) = (Θsj , P sj )(θf , pf , t)); pf ∈ [a− − λ/2, a+ + λ/2], (θf , t) ∈ T× T}
is weakly invariant with respect to Nǫ in the sense that the Hamiltonian vector field is
tangent to C. The cylinder C is contained in the set
V :=
{
(θ, p, t); pf ∈ [a− − λ/2, a+ + λ/2],
‖(θs − θs∗(pf )‖ 6 O
(
ǫ
1/4
0 λ
)
, ‖ps − ps∗(pf )‖ 6 O
(
ǫ
1/4
0 λ
5/4ǫ1/2
)}
,
and it contains all the full orbits of Nǫ contained in V . We have the estimates
‖Θs(θf , pf , t)− θs∗(pf )‖ 6 O
(
λ−1δ + λ−3/4
√
ǫ
)
,
‖P s(θf , pf , t)− ps∗(pf )‖ 6
√
ǫO
(
λ−3/4δ + λ−1/2
√
ǫ
)
,∥∥∥∥∂Θs∂pf
∥∥∥∥ = O
(
λ−2
√
ǫ+ λ−5/4
√
δ√
ǫ
)
,
∥∥∥∥ ∂Θs∂(θf , t)
∥∥∥∥ = O (λ−2√ǫ+ λ−5/4√δ) .
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The proof of Theorem 4.1 occupies the rest of the section. The Hamiltonian flow
admits the following equation of motion :

θ˙s = ∂psH0 + ǫ∂psZ + ǫ∂psR
p˙s = −ǫ∂θsZ − ǫ∂θsR
θ˙f = ∂pfH0 + ǫ∂pfZ + ǫ∂pfR
p˙f = −ǫ∂θfR
t˙ = 1
. (3)
It is convenient in the sequel to lift the angular variables to real variables and to consider
the above system as defined on Rn−1 × Rn−1 × R × R × R. We will see this system as a
perturbation of the model system
θ˙s = ∂psH0 , p˙
s = −ǫ∂θsZ , θ˙f = ∂pfH0 , p˙f = 0 , t˙ = 1. (4)
The graph of the map
(θf , pf , t) 7−→ (θs∗(pf ), ps∗(pf ))
on R × J × R is obviously invariant for the model flow. For each fixed pf , the point
(θs∗(pf ), ps∗(pf )) is a hyperbolic fixed point of the partial system
θ˙s = ∂psH0(p
s, pf ) , p˙s = −ǫ∂θsZ(θs, ps, pf )
where pf is seen as a parameter. This hyperbolicity is the key property we will use,
through the theory of normally hyperbolic invariant manifolds. It is not obvious to apply
this theory here because the model system itself depends on ǫ, and because we have to
deal with the problem of non-invariant boundaries. We will however manage to apply the
quantitative version exposed in Appendix B.
We perform some changes of coordinates in order to put the system in the framework
of Appendix B. These coordinates appear naturally from the study of the model system
as follows. We set
B(pf ) := ∂2pspsH0(p∗(p
f )) , A(pf ) := −∂2θsθsZ(θs∗(pf ), p∗(pf )).
If we fix the variable pf and consider the model system in (θs, ps), we observed that this
system has a hyperbolic fixed point at (θs∗(pf ), ps∗(pf )). The linearized system at this point
is
θ˙s = B(pf ) ps , p˙s = ǫA(pf ) θ
s.
To put this system under a simpler form, it is useful to consider the matrix
L(pf ) :=
(
B1/2(pf )(B1/2(pf )A(pf )B1/2(pf ))−1/2B1/2(pf )
)1/2
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which is symetric, positive definite, and satisfies L2(pf )A(pf )L2(pf ) = B(pf ), as can be
checked by a direct computation. We finally introduce the symmetric positive definite
matrix
Λ(pf ) := L(pf )A(pf )L(pf ) = L−1(pf )B(pf )L−1(pf ).
In the new variables
ξ = L−1(pf )θs + ǫ−1/2L(pf )ps , η = L−1(pf )θs − ǫ−1/2L(pf )ps,
the linearized system is reduced to the following block-diagonal form:
ξ˙ = ǫ1/2Λ(pf )ξ , η˙ = −ǫ1/2Λ(pf )η,
see [Be3] for more details. This motivates us to introduce the following set of new coordi-
nates for our full system:
x = L−1(pf )(θs − θs∗(pf )) + ǫ−1/2L(pf )(ps − ps∗(pf ))
y = L−1(pf )(θs − θs∗(pf ))− ǫ−1/2L(pf )(ps − ps∗(pf )),
I = ǫ−1/2pf , Θ = γθf ,
where γ is a parameter which will be taken later equal to δ1/2. Note that
θs = θs∗(ǫ
1/2I) +
1
2
L(ǫ1/2I)(x+ y), ps = ps∗(ǫ
1/2I) +
ǫ1/2
2
L−1(ǫ1/2I)(x− y).
Lemma 4.1. We have Λ(pf ) >
√
λ/D I for each pf ∈ [a−, a+].
Proof. The matrix Λ is symmetric, hence it satisfies Λ > λ∗I, where λ∗ > 0 is its smallest
eigenvalue. The real number λ∗ is then an eigenvalue of the matrix
[
Λ 0
0 −Λ
]
which is
similar to
[
0 B
A 0
]
. Since both A and B are square matrices of equal size, we conclude
that λ−2∗ is an eigenvalue of A−1B−1. Since ‖A−1‖ 6 λ−1 and ‖B−1‖ 6 D, we have
λ−2∗ 6 ‖A−1B−1‖ 6 Dλ−1. We conclude that λ∗ >
√
λ/D.
The links between the various parameters ǫ, δ, γ, λ, ρ which appear in the computations
below will be specified later. We will however assume from the beginning that
δ 6 ρ 6 λ ,
√
ǫ 6 ρ , 0 < γ 6 λ.
Let us first collect some estimates that will be useful to see that the system (3) is
indeed a perturbation of the model system.
Lemma 4.2. On the domain ‖x‖ 6 ρ, ‖y‖ 6 ρ, we have the estimates
‖L‖ = O(λ−1/4), ‖L−1‖ = O(1), ‖∂pfL‖ 6 O(λ−3/2), ‖∂pfL−3/2‖ 6 O(λ−3/4)
‖∂pf θs∗‖ 6 O(λ−1), ‖ps∗‖C2 = O(1), ‖θs − θs∗‖ 6 O(λ−1/4ρ), ‖ps − ps∗‖ 6 O(ǫ1/2ρ).
17
Proof. We recall that L =
(
B1/2(B1/2AB1/2)−1/2B1/2
)1/2
. Since D−1I 6 B 6 D I and
λI 6 A 6 I, we obtain that ‖L‖ 6 O(λ−1/4) and that ‖L−1‖ 6 O(1), using the expres-
sion L−1 =
(
B−1/2(B1/2AB1/2)1/2B−1/2
)1/2
, we obtain that ‖L‖ 6 O(λ−1/4) and that
‖L−1‖ 6 O(1), To estimate the derivative of L, we consider the map F : M 7−→ M1/2
defined on positive symmetric matrices. It is known that
dFM ·N =
∫ ∞
0
e−tM
1/2
Ne−tM
1/2
dt.
To verify this one can diagonalizeM , perform integration, and match terms in (M1/2+
εdFM ·N)(M1/2 + εdFM ·N) =M + εN +O(ε2). This implies that
‖dFM‖ 6 ‖M1/2‖−1/2 6 ‖M−1/2‖/2
Now we apply this bound several times to estimate ∂pfL and ∂pfL
−1. In our situation,
we have ∂A = O(1), ∂B = O(1). Using M = A and B, we get ∂(A1/2) = O(λ−1/2)
and ∂(B1/2) = O(1) resp. Using M = B1/2AB1/2 we get ∂(B1/2AB1/2)1/2 = O(λ−1/2).
We now recall that the differential at M of the map M 7−→ M−1 is the linear map
N 7−→ −M−1NM−1, whose norm is bounded by ‖M−1‖2. At M = (B1/2AB1/2)1/2, we
obtain
‖∂(B1/2AB1/2)−1/2‖ 6 ‖M−1‖2‖∂M‖ = O(λ−3/2).
Using M = B1/2(B1/2AB1/2)−1/2B1/2 we get ∂L = ∂M1/2 = O(λ−1) and using M =
B−1/2(B1/2AB1/2)1/2B−1/2 we get ∂L−1 = ∂M1/2 = O(λ−3/4). The other estimates are
straightforward.
Lemma 4.3. The equations of motion in the new coordinates take the form
x˙ = −√ǫΛ(√ǫI)x+ ǫ1/2O(λ−1/4δ + λ−3/4ρ2) +O(ǫ)
y˙ =
√
ǫΛ(
√
ǫI)y + ǫ1/2O(λ−1/4δ + λ−3/4ρ2) +O(ǫ)
I˙ = O(
√
ǫδ),
where ρ = max(‖x‖, ‖y‖) is assumed to satisfy ρ 6 λ. The expression for Θ˙ is not useful
here.
Proof. The last part of the statement is obvious. We prove the part concerning x˙, the
calculations for y˙ are exactly the same. In the original coordinates the vector field (3) can
be written
θ˙s = B(pf )(ps − ps∗(pf )) +O(‖ps − ps∗(pf )‖2) +O(ǫ),
p˙s = ǫA(pf )(θs − θs∗(pf )) +O(ǫ‖θs − θs∗(pf )‖2) +O(ǫδ).
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As a consequence, we have
x˙ = L−1B(ps − ps∗) + ǫ1/2LA(θs − θs∗)
+ L−1 · O(‖ps − ps∗‖2 + ǫ) + ǫ1/2L ·O(‖θs − θs∗‖2 + δ)
+ (∂pfL
−1) p˙f (θs − θs∗) + ǫ−1/2(∂pfL) p˙f (ps − ps∗)
− L−1(∂pf θs∗) p˙f − ǫ−1/2L(∂pf ps∗) p˙f .
We use the estimates of Lemma 4.2 to simplify (recall also that p˙f = O(ǫδ)):
x˙ = L−1B(ps − ps∗) + ǫ1/2LA(θs − θs∗)
+O(ǫρ+ ǫ) +O(ǫ1/2λ−3/4ρ2 + ǫ1/2λ−1/4δ)
+O(λ−1ǫδρ2) +O(λ−5/4ǫδρ) +O(λ−1ǫδ + λ−1/4ǫ1/2δ).
Lemma 4.4. In the new coordinate system (x, y,Θ, I, t), the linearized system is given by
the matrix
L =


√
ǫΛ 0 0 0 0
0 −√ǫΛ 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

+O(
√
ǫδλ−1/4γ−1 +
√
ǫλ−3/4ρ+ ǫλ−5/4 +
√
ǫγ),
where ρ = max(‖x‖, ‖y‖).
Proof. Most of the estimates below are based on Lemma 4.2. In the original coordinates,
the matrix of the linearized system is:
L˜ =


O(ǫ) ∂2pspsH0 +O(ǫ) 0 ∂
2
pfps
H0 +O(ǫ) 0
−ǫ∂2θsθsZ O(ǫ) 0 O(ǫ) 0
O(ǫ) O(1) 0 O(1) 0
0 0 0 0 0
0 0 0 0 0

+O(δǫ),
In our notations we have
L˜ =


O(ǫ) B +O(ǫ+
√
ǫρ) 0 ∂2
pfps
H0 +O(ǫ) 0
−ǫA+O(ǫλ−1/4ρ) O(ǫ) 0 O(ǫ) 0
O(ǫ) O(1) 0 O(1) 0
0 0 0 0 0
0 0 0 0 0

+O(δǫ),
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In the new coordinates, the matrix is the product
L =
[
∂(x, y,Θ, I, t)
∂(θs, ps, θf , pf , t)
]
· L˜ ·
[
∂(θs, ps, θf , pf , t)
∂(x, y,Θ, I, t)
]
.
We have
[
∂(θs, ps, θf , pf , t)
∂(x, y,Θ, I, t)
]
=


L/2 L/2 0 O(
√
ǫλ−1) 0√
ǫL−1/2 −√ǫL−1/2 0 √ǫ∂pf ps∗ +O(ǫλ−3/4ρ) 0
0 0 γ−1 0 0
0 0 0
√
ǫ 0
0 0 0 0 1


hence
L˜
[
∂(θs, ps, θf , pf , t)
∂(x, y,Θ, I, t)
]
= O(γ−1δǫ)+


√
ǫBL−1/2 +O(ǫλ−1/4) −√ǫBL−1/2 +O(ǫλ−1/4) 0 O(ǫλ−3/4ρ+ ǫ3/2λ−1) 0
ǫAL/2 +O(ǫλ−1/2ρ) ǫAL/2 +O(ǫλ−1/2ρ) 0 ǫ3/2O(λ−5/4ρ+ λ−1) 0
O(
√
ǫ) O(
√
ǫ) 0 O(
√
ǫ) 0
0 0 0 0 0
0 0 0 0 0

 .
This expression is the result of a tedious, but obvious, computation. Let us just detail the
computation of the coefficient on the first line, fourth row, which contains an important
cancellation:
√
ǫ∂2pspsH0∂pf p
s
∗ +
√
ǫ∂2pfpsH0 +O(ǫλ
−3/4ρ+ ǫ3/2λ−1)
=
√
ǫ∂pf
(
∂psH0(p∗(pf )
)
+O(ǫλ−3/4ρ+ ǫ3/2λ−1) = O(ǫλ−3/4ρ+ ǫ3/2λ−1).
We now write
[
∂(x, y,Θ, I, t)
∂(θs, ps, θf , pf , t)
]
=


L−1 ǫ−1/2L 0 O(ǫ−1/2λ−1/4) 0
L−1 −ǫ−1/2L 0 O(ǫ−1/2λ−1/4) 0
0 0 γ 0 0
0 0 0 ǫ−1/2 0
0 0 0 0 1

 ,
and compute that
L =


√
ǫΛ +O(
√
ǫλ−3/4ρ) O(
√
ǫλ−3/4ρ) 0 O(ǫλ−5/4) 0
O(ǫλ−3/4ρ) −√ǫΛ+O(√ǫλ−3/4ρ) 0 O(ǫλ−5/4) 0
O(
√
ǫγ) O(
√
ǫγ) 0 O(
√
ǫγ) 0
0 0 0 0 0
0 0 0 0 0


+O(
√
ǫδλ−1/4γ−1).
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In order to prove the existence of a normally hyperbolic invariant strip (for the lifted
system), we apply Proposition B.3 to the system in coordinates (x, y,Θ, I, t). More pre-
cisely, with the notations of appendix B, we set:
u = x, s = y, c1 = (Θ, t), c2 = I,Ω = R
2 × Ωc2 = R2 ×
[
a− − λ/2√
ǫ
,
a+ + λ/2√
ǫ
]
.
We fix γ =
√
δ and α =
√
ǫλ/4D, recall that
√
ǫΛ > 2αI, by Lemma 4.1. We take
σ = λǫ−1/2/2, so that
Ωσ = R
2 ×
[
a− − λ√
ǫ
,
a+ + λ√
ǫ
]
.
We assume, as in the statement of the Theorem, that 0 < ǫ < ǫ0λ
7/2 and that 0 6 δ <√
ǫ0λ
2. We can apply Proposition B.3 with Bu = {u : ‖u‖ 6 ρ} and Bs = {s : ‖s‖ 6 ρ}
provided
ǫ
−1/4
0 (λ
−3/4δ + λ−1/2
√
ǫ) 6 ρ 6 2ǫ
1/4
0 λ
5/4.
It is easy to check under our assumptions on the parameters that such values of ρ exist.
These estimates along with Lemma 4.2 imply that
‖(θs − θs∗(pf )‖ 6 O
(
ǫ
1/4
0 λ
)
, ‖ps − ps∗(pf )‖ 6 O
(
ǫ
1/4
0 λ
5/4ǫ1/2
)
.
Provided that the cylinder C exists, this gives the first set of estimates in Theorem 4.1.
Let us check the isolating block condition. By Lemma 4.3, we have
x˙ · x > 2α‖x‖2 − ‖x‖ O(ǫ1/2λ−1/4δ + ǫ1/2λ−3/4ρ2 + ǫ)
if x ∈ Bu, y ∈ Bs. If in addition ‖x‖ = ρ, then
λ−3/4δ 6 ǫ1/40 ‖x‖ , λ−3/4ρ2 6 2ǫ1/40 ‖x‖ ,
√
ǫ/λ 6 ǫ
1/4
0 ‖x‖,
hence
x˙ · x > 2α‖x‖2 − ‖x‖2ǫ1/40 O(
√
ǫλ) > α‖x‖2
provided ǫ0 is small enough. Similarly, y˙ · y 6 −α‖y‖2 on Bu × ∂Bs provided ǫ0 is small
enough. Concerning the linearized system, we have
Luu =
√
ǫΛ +O(
√
ǫδλ−1/4γ−1 +
√
ǫλ−3/4ρ+ ǫλ−5/4 +
√
ǫγ)
=
√
ǫΛ +O(ǫ
1/4
0
√
ǫλ) > αI,
Lss = −
√
ǫΛ+O(ǫ
1/4
0
√
ǫλ) 6 −αI
on Bu × Bs × Ωr. These inequalities holds when ǫ0 is small enough because
√
ǫΛ > 2αI
and
√
ǫλ 6 O(α). Finally, still with the notations of Proposition B.3, we take
m = O(
√
ǫδλ−1/4γ−1 +
√
ǫλ−3/4ρ+ ǫλ−5/4 +
√
ǫγ +
√
ǫδ/σ)
=
√
ǫλO(
√
δλ−3/4 + ρλ−5/4 +
√
ǫλ−7/4) =
√
ǫλO(ǫ
1/4
0 ).
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If ǫ0 is small enough, we have 4m < α hence
K 6 2m/α 6 O(ǫ
1/4
0 ) < 2
−1/2,
and Proposition B.3 applies. The invariant strip obtained from the proof of Proposition
B.3 does not depend on the choice of ρ. It contains all the full orbits contained in
{x : ‖x‖ 6 ǫ1/40 λ−5/4} × {y : ‖y‖ 6 ǫ1/40 λ−5/4} × R×
[
a− − λ/2√
ǫ
,
a+ + λ/2√
ǫ
]
× R,
hence all the full orbits contained in V , as defined in the statement of Theorem 4.1. The
possibility of taking ρ = ǫ
−1/4
0 (λ
−3/4δ+λ−1/2
√
ǫ) now implies that the cylinder is actually
contained in the domain where
‖x‖, ‖y‖ 6 ǫ−1/40 (λ−3/4δ + λ−1/2
√
ǫ).
Moreover, with this choice of ρ and using that K = O(m/
√
ǫλ), we can obtain an improved
estimate of the Lipschitz constant K:
K = O
(√
δλ−3/4 + ρλ−5/4 +
√
ǫλ−7/4
)
= O
(√
δλ−3/4 + ǫ−1/40 δλ
−2 + ǫ−1/40
√
ǫλ−7/4 +
√
ǫλ−7/4
)
= O
(√
δλ−3/4 +
√
δλ−1 + ǫ−1/40
√
ǫλ−7/4
)
= O
(√
δλ−1 + ǫ−1/40
√
ǫλ−7/4
)
.
Observe finally that, since the system is 1/γ-periodic in Θ and 1-periodic in t, so is the
invariant strip that we obtain, as follows from Proposition B.2. We have obtained the
existence of a C1 map
wc = (wcu, w
c
s) : (Θ, I, t) ∈ R×
[
a− − λ/2√
ǫ
,
a+ + λ/2√
ǫ
]
× R −→ Rn−1 × Rn−1
which is 2K-Lipschitz, 1/γ-periodic in Θ and 1-periodic in t, and the graph of which is
weakly invariant.
Our last task is to return to the original coordinates by setting
Θs(θf , pf , t) = θs∗(p
f ) +
1
2
L(pf ) · (wcu + wcs)(γθf , ǫ−1/2pf , t)
P s(θf , pf , t) = ps∗(p
f ) +
√
ǫ
2
L−1(pf ) · (wcu − wcs)(γθf , ǫ−1/2pf , t).
All the estimates stated in Theorem 4.1 follow directly from these expressions, and from
the fact that ‖dwc‖ 6 2K. This concludes the proof of Theorem 4.1.
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5 Localization and Mather’s projected graph theorem
We now study the system in normal form Nǫ = H0 + ǫZ + ǫR from the point of view of
Mather theory. We study the normal form system Nǫ = H0+ǫZ+ǫR on the neighborhood
of the set {p = p∗(pf ), pf ∈ [a−, a+] ⊂ [amin, amax]}. We assume that Z satisfies the
generic conditions [G0]-[G2] and that ‖R‖C2 6 δ. Recall that there exists a partition of
[amin, amax] =
⋃s−1
j=1[aj , aj+1], such that for p
f ∈ [aj−λ, aj+1+λ] the function Z(θs, ps, pf )
as a nondegenerate local maximum at θsj . It is clear that we can restrict this partition to
[a−, a+]. We abuse notation and still write [a−, a+] =
⋃s−1
j=1[aj, aj+1].
We first point out the following consequences of the genericity conditions [G0]-[G2]:
there exists 0 < b < λ/4 depending on H1 such that
[G1’]
Z(θsj(p
f ), p∗(pf ))− Z(θs, p∗(pf )) > b‖θs − θsj(pf )‖,
for each pf ∈ [aj + b, aj+1 − b].
[G2’] For pf ∈ [aj+1 − b, aj+1 + b], j = 0, · · · , s− 2, we have
max{Z(θsj , p∗(pf )), Z(θsj+1, p∗(pf ))} − Z(θs, p∗(pf ))
> bmin{‖θs − θsj‖, ‖θs − θsj+1‖}2.
In the first case, the function Z has a single non-degenerate maximum, which we will
call the “single peak” case, while the second case will be called the “double peak” case.
The shape of the function Z allows us to localize the Aubry set and Man˜e set of the
Hamiltonian Nǫ.
According to Theorem 4.1, for each [aj − λ/2, aj+1 + λ/2] there exists
Xj = {(θs, ps) = (Θsj , P sj )(θf , pf , t)); pf ∈ [aj −
λ
2
, aj+1 +
λ
2
], (θf , t) ∈ T× T},
which are maximally invariant set on Nj := {(θ, p, t); pf ∈ [aj − λ2 , aj+1 + λ2 ], ‖(θs, ps) −
(θsj , p
s∗)‖ 6 ρ1}.
These information allows us to study the Mather set, Aubry set and Man˜e set of the
Hamiltonian Nǫ.
Theorem 5.1 (Localization). For Nǫ = H0 + ǫZ + ǫR such that Z satisfies [G0]-[G2],
then there exists ǫ0, δ0 and 0 < ρ2 < ρ1 such that for 0 < ǫ < ǫ0 and 0 < δ < δ0 the
following hold.
1. For any c = (ps∗(cf ), cf ) such that cf ∈ [aj + b, aj+1 − b], N˜ (c) is contained in
{(θ, p, t), ‖p − c‖ 6 6A√nǫ, ‖θs − θsj(pf )‖ 6 ρ2}.
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2. For c = (ps∗(cf ), cf ) such that cf ∈ [aj+1 − b, aj+1 + b], we have that A˜Nǫ(c) is
contained in
{(θ, p, t), ‖p − c‖ 6 6A√nǫ,min{‖θs − θsj(pf )‖, ‖θs − θsj+1(pf )‖} 6 ρ2}.
Apply the statements of the previous theorem with Theorem 4.1, we may further
localize these sets on the normally hyperbolic cylinders. Moreover, locally these sets are
graphs over the θf component, which is a version of Mather’s projected graph theorem.
Theorem 5.2 (Mather’s projected graph theorem). For any Nǫ such that Z satisfies
[G0]-[G2], there exists δ0 and ǫ0 depending on b, n and r such that for δ 6 δ0 and ǫ < ǫ0
we have:
1. There exists 0 < ρ2 < ρ1 such that for for c = (p
s∗(cf ), cf ) with cf ∈ (aj+ b, aj+1− b)
the Man˜e set N˜c is contained in the normally hyperbolic cylinder Xj .
Moreover, let πθf be the projection to the θ
f component, we have that πθf |A˜c is
one-to-one and the inverse is Lipshitz.
2. For cf ∈ [aj+1 − b, aj+1 + b], we have that Ac ⊂ Xj ∪Xj+1.
πθf |A˜c ∩Xj and πθf |A˜c ∩Xj+1 are both one-to-one and have Lipshitz inverses.
For the rest of this section, we will derive various estimates of quantities and set arising
from Mather theory. We deduce Theorem 5.1 and Theorem 5.2 from these estimates.
5.1 Vertical estimates
We derive estimates on the Mather sets of a general Hamiltonian H(t, θ, p), depending on
ǫ, under the assumptions that
I/A 6 ∂ppH 6 AI
in the sense of quadratic forms, and
‖∂θH‖C1 6 2ǫ.
Note that both Hamiltonians Hǫ and Nǫ satisfy these assumptions. The main result in
this section is:
Proposition 5.3. We assume that ǫ 6 1. For each cohomology c ∈ Rn and each Weak
KAM solution u of Hǫ at cohomology c, the set I˜(u, c) is contained in a 36A
√
ǫ-Lipshitz
graph, and in the domain ‖p− c‖ 6 6A√nǫ.
It is useful to use the Lagrangian L(t, θ, v) associated to H. Recalling the expressions
∂vvL(t, θ, v) =
(
∂ppH(t, θ, ∂vL(t, θ, v)
)−1
,
∂θvL(t, θ, v) = −∂θpH
(
t, θ, ∂vL(t, θ, v)
)
∂vvL(t, θ, v)
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and
∂θθL(t, θ, v) = −∂θθH(t, θ, ∂vL(t, θ, v))− ∂θpH
(
t, θ, ∂vL(t, θ, v)
)
∂θvL(t, θ, v),
we obtain the estimates
‖∂vvL‖C0 6 A, ‖∂θvL‖C0 6 2Aǫ, ‖∂θθL‖C0 6 3ǫ
when ǫ < ǫ0(A).
We recall the concept of semi-concave function on Tn. A function u : Tn −→ R is
called K-semi-concave if the function
x 7−→ u(x)−K‖x‖2/2
is concave on Rn, where u is seen as a periodic function on Rn. It is equivalent to require
that, for each θ ∈ Tn, there exists a linear form l on Rn such that the inequality
u(θ + y) 6 u(θ) + l · y +K‖y‖2/2
holds for each y ∈ Rn. The following Lemma is a simple case of Lemma A.10 in [Be1]:
Lemma 5.1. If u : Tn −→ R is K-semi-concave, then it is (K√n)-Lipshitz.
Proof. For each x ∈ Tn, there exists lx ∈ Rn such that
u(x+ y) 6 u(x) + lx · y +K‖y‖2
for all y ∈ Rn. By applying this inequality with y = (±1, 0, 0, · · · , 0), we conclude that
the first component (lx)1 of lx satisfies |(lx)1| 6 K. Similar estimates hold for the other
components of lx, and we conclude that that ‖lx‖ 6 K
√
n for each x, and thus that u is
K
√
n-Lipshitz.
We will need the following regularity result of Fathi:
Lemma 5.2. Let u and v be K-semiconcave functions, and let I ⊂ Tn be the set of points
where the sum u + v is minimal. Then the functions u and v are differentiable at each
point of I, and the differential x 7−→ du(x) is 6K-Lipshitz on I.
Let us recall that the Weak KAM solutions of cohomology c are defined as fixed points
of the operator Tc : C(Tn) −→ C(Tn) defined by
Tc(u)(θ) := min
γ
u(γ(0)) +
∫ 1
0
L(t, γ(t), γ˙(t)) + c · γ˙(t)dt,
where the minimum is taken on the set of C1 curves γ : [0, 1] −→ Tn satisfying the final
condition γ(T ) = θ.
Proposition 5.4. For each c ∈ Rn, each Weak KAM solution u of L+c ·v is 6A√ǫ-semi-
concave and 6A
√
nǫ-Lipshitz.
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Proof. For each T ∈ N and θ ∈ Tn, we have
u(θ) = min
γ
u(γ(0)) +
∫ T
0
L(t, γ(t), γ˙(t)) + c · γ˙(t)dt,
where the minimum is taken on the set of C1 curves γ : [0, T ] −→ Tn satisfying the
final condition γ(T ) = θ. Let Θ(t) be an optimal curve in that expression, meaning that
Θ(t) = θ and that
u(θ) = u(Θ(0)) +
∫ T
0
L(t,Θ(t), Θ˙(t))dt.
We lift Θ (and the point θ = Θ(T )) to a curve in Rn without changing its name, and
consider, for each x ∈ Rn, the curve
Θx(t) := Θ(t) + tx/T,
so that Θx(T ) = θ + x. We have the inequality
u(θ + x)− u(θ) 6
∫ T
0
L(t,Θx(t), Θ˙x(t))− L(t,Θ(t), Θ˙(t)) + c · x/T dt.
The integrand can be estimated as follows:
L(t,Θx(t), Θ˙x(t)) 6 L(t,Θ(t), Θ˙(t))
+ ∂θL(t,Θ(t), Θ˙(t)) · tx/T + ∂vL(t,Θ(t), Θ˙(t)) · x/T
+ 3ǫ|tx/T |2 + 2Aǫt|x/T |2 +A|x/T |2/2
(5)
Integrating, and using the Euler-Lagrange equation, we conclude that
u(θ + x)− u(θ) 6 (c+ ∂vL(T,Θ(T ), Θ˙(T )) · x+ (ǫT + ǫ+ 1/2T )A|x|2
for each T ∈ N. Taking T ∈ [1/2√ǫ, 1/√ǫ] (this interval contains an integer since ǫ 6 1),
we obtain
u(θ + x)− u(θ) 6 (c+ ∂vL(T,Θ(T ), Θ˙(T )) · x+ 3A
√
ǫ|x|2.
This ends the proof of the semi-concavity. The Lipshitz constant can then be obtained
from Lemma 5.1.
Let u be a weak KAM solution, and let uˇ be the conjugated dual weak KAM solution.
Then the set I˜(u, c) can be characterized as follows: Its projection I(u, c) on Tn is the set
where u = uˇ, and
I˜(u, c) = {(x, c+ du(x)), x ∈ I(u, c)}.
Since −uˇ is semi-concave, it is a consequence of Lemma 5.2 that the differential du(x)
exists for x ∈ I(u, c). Moreover, we can prove exactly as in Proposition 5.4 that −u˘
is 6A
√
ǫ-semi-concave. Lemma 5.2 then implies that the map x 7−→ du(x) is 36A√ǫ-
Lipschitz on I(u, c). Moreover, du(x) is bounded by the Lipschitz constant 6A√nǫ of u.
This ends the proof of Proposition 5.3
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5.2 Horizontal localization
For θs ∈ Tn−1 and r > 0, let D(θ, r) denote the closed Euclidean ball centered at θs with
radius r.
Proposition 5.5. Let Nǫ = H0+ ǫZ + ǫR with Z satisfying [G0]− [G2], then there exists
κ > 0 depending only on A, b and n, ǫ0 > 0 depending only on A and δ such that for each
ǫ ∈]0, ǫ0[ and c ∈ Γ(ǫ) we have the following results on the projected Man˜e set and the
Aubry set.
1. If c = (ps∗(cf ), cf ) with cf ∈ [aj + b, aj+1− b], then for each weak KAM solution u of
Nǫ at cohomology c we have that
I(u, c) ⊂ D
(
θsj(c
f ), κδ
1
4
)
× T,
as a consequence, we have
NNǫ(c) ⊂ D
(
θsj(c
f ), κδ
1
4
)
× T.
2. If c = (ps∗(cf ), cf ) with cf ∈ [aj+1 − b, aj+1 + b], then
ANǫ(c) ⊂
(
D
(
θsj(c
f ), κδ
1
4
)
× T
)
∪
(
D
(
θsj+1(c
f ), κδ
1
4
)
× T
)
.
The Lagrangian N∗(t, θ, v) associated to Nǫ will play a central role in the proof. We
write it
N∗(t, θ, v) = L0(v) + ǫZ(θs, ∂vL0(v)) + ǫL2(t, θ, v, ǫ),
where L0 is the Legendre dual of H0. We have
2I/A 6 ∂vvL0 6 AI/2
in the sense of quadratic forms.
Lemma 5.3. We have the estimate
infH2 6 L2(t, θ, v) 6 Aǫ+ supH2.
Proof. Let us first consider the truncated Hamiltonian
H˜(t, θ, p) = H0(p) + ǫZ(θ
s, p)
and the associated Lagrangian L˜(θs, v). We claim that
L0(v)− ǫZ(θs, ∂L0(v)) 6 L˜(θs, v) 6 L0(v)− ǫZ(θs, ∂L0(v)) + ǫ
8κ
. (6)
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In order to prove the left inequality, we write
L˜(θs, v) = sup
p
[p · v −H0(p)− ǫZ(θs, p)]
> ∂L0(v) · v −H0(∂L0(v)) − ǫZ(θs, ∂L0(v))
> L0(v)− ǫZ(θs, ∂L0(v)).
The right inequality follows from the following computation:
L˜(θs, v) = sup
p
[p · v −H0(p)− ǫZ(θs, p)]
6 sup
p
[
p · v −H0(∂L0(v))− v · (p− ∂L0(v)) − ‖p − ∂L0(v)‖2/A
− ǫZ(θs, ∂L0(v)) + ǫ‖p− ∂L0(v)‖
]
6 sup
p
[
v · ∂L0(v) −H0(∂L0(v))− ǫZ(θs, ∂L0(v))
+ ǫ‖p− ∂L0(v)‖ − ‖p− ∂L0(v)‖2/A
]
6 L0(v)− ǫZ(θs, ∂L0(v)) + sup
y>0
[ǫy − y2/A)]
6 L0(v)− ǫZ(θs, ∂L0(v)) +Aǫ2.
Now we have estimated L˜, we observe that
H˜(t, θ, p)− ǫ supH2 6 Nǫ(t, θ, p) 6 H˜(t, θ, p)− ǫ infH2
from which follows that
L˜(t, θ, v) + ǫ infH2 6 L(t, θ, v) 6 L˜(t, θ, v) + ǫ supH2,
which implies the desired estimates in view of (6).
Let us now estimate the α function of Nǫ:
Proposition 5.6. The α function of Mather is estimated at the points c ∈ Γ in the
following way:
H0(c) + ǫZ(θ
s(c), c) − ǫ max
(t,θ)∈Tn+1
L2(t, θ, ∂H0(c)) 6 α(c) 6
6 H0(c) + ǫZ(θ
s(c), c) − ǫ min
(t,θ)∈Tn+1
H2(t, θ, c)
thus
H0(c) + ǫZ(θ
s(c), c) − ǫ‖H2‖C0 −Aǫ2 6 α(c) 6 H0(c) + ǫZ(θs(c), c) + ǫ‖H2‖C0
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Proof. We have
α(c) 6 max
(t,θ)
H(t, θ, c) 6 H0(c) + ǫmax
θs
Z(θs, c)− ǫ min
(t,θ)∈Tn+1
H2(t, θ, c)
which is the desired right hand side. On the other hand, let us set ω = ∂H0(c) ∈ Rn
and observe that c = ∂L0(ω). We can consider the Haar measure µ of the torus T × T ×
{Θf (c)} × {ω}, this measure is not necessarily invariant but it is closed. We thus have
α(c) > c · ω −
∫
N∗dµ = c · ω − L0(ω) + ǫZ(Θf (c), c) − ǫ
∫
L2dµ
> H0(c) + ǫZ(Θ
f (c), c) − ǫ max
(t,θ)∈Tn+1
L2(t, θ, ω)
Lemma 5.4. For each c ∈ Γ, have the estimates
N∗(t, θ, v)− c · v + α(c) > ‖v − ∂H0(c)‖2/(2A) − ǫZˆc(θs)− ǫη (7)
N∗(t, θ, v)− c · v + α(c) 6 A‖v − ∂H0(c)‖2/2− ǫZˆc(θs) + ǫη (8)
where Zˆc(θ
s) = Z(θs, c) −maxθs Z(θs, c) and
η = 2‖H2‖C0 + (2A+A3)ǫ.
Proof. It is a direct computation:
N∗(t, θ, v)−c · v + α(c) 6
6 L0(v) − c · v +H0(c)− ǫZ(θs, ∂vL0(v))
+ ǫmax
θs
Z(θs, c) +Aǫ2 + ǫ supH2 − ǫminH2(t, θ, c)
6 A‖v − ∂H0(c)‖2/4 − ǫZˆc(θs) + ǫ‖∂L0(v)− c‖+Aǫ2 + 2ǫ‖H2‖C0
6 A‖v − ∂H0(c)‖2/4 − ǫZˆc(θs) +Aǫ‖v − ∂H0(c)‖ +Aǫ2 + 2ǫ‖H2‖C0
6 A‖v − ∂H0(c)‖2/2 − ǫZˆc(θs) + 2Aǫ2 + 2ǫ‖H2‖C0
N∗(t, θ, v)−c · v + α(c) > L0(v) − c · v +H0(c)− ǫZ(θs, ∂vL0(v))
+ max
θs
Z(θs, c) − 2ǫ‖H2‖C0 −Aǫ2
> ‖v − ∂H0(c)‖2/A− ǫZˆc(θs)− ǫ‖∂L0(v) − c‖ − 2ǫ‖H2‖C0 −Aǫ2
> ‖v − ∂H0(c)‖2/A− ǫZˆc(θs)−Aǫ‖v − ∂H0(c)‖ − 2ǫ‖H2‖C0 −Aǫ2
> ‖v − ∂H0(c)‖2/(2A) − ǫZˆc(θs)−Aǫ2 −A3ǫ2 − 2ǫ‖H2‖C0
We can now estimate the oscillation of a weak KAM solution near θsj and θ
s
j+1.
29
Lemma 5.5. Let u(t, θ) be a weak KAM solution at cohomology c.
1. If c = (ps∗(cf ), cf ) with cf ∈ [aj + b, aj+1 − b], then for any (t1, θ1), (t2, θ2) ∈ T ×
D(θsj(c
f ))× T
u(t2, θ2)− u(t1, θ1) 6 4r1
√
nAǫ
where r1 =
√
4η/b.
2. If c = (ps∗(cf ), cf ) with cf ∈ [aj+1 − b, aj+1 + b], then for either (t1, θ1), (t2, θ2) ∈
T×D(θsj(cf ))× T or (t1, θ1), (t2, θ2) ∈ T×D(θsj+1(cf ))× T,
u(t2, θ2)− u(t1, θ1) 6 4r1
√
nAǫ.
Proof. Using ‖Z‖C2 6 1, we have that
Zˆc(θ
s) > −1
2
‖θs − θsj(cf )‖2.
We take two points (ti, θi), i = 1 or 2 in this domain, and consider the curve
θ(t) = θ1 + (t− t˜1) θ˜2 − θ˜1 + [(T + t˜2 − t˜1)∂H0(c)]
t˜2 − t˜1 + T
where T ∈ N is a parameter to be fixed later, and where t˜i ∈ [0, 1[ and θ˜i ∈ [0, 1[n are
representatives of the angular variables ti, θi, and [ω] ∈ Zn is the component-wise integral
part of ω. Note that θ(t˜1) = θ1 and θ(t˜2 + T ) = θ2, hence
u(t2, θ2)− u(t1, θ1) 6
∫ t˜2+T
t˜1
L(t, θ(t), θ˙(t))− c · θ˙(t) + α(c)dt
6
∫ t˜2+T
t˜1
A‖θ˙ − ∂H0(c)‖2/2 + ǫZˆc(θs(t)) + ǫηdt
6
∫ t˜2+T
t˜1
2An
(T + t˜2 − t˜1)2
+ ǫr21/2 + ǫηdt
6
∫ t˜2+T
t˜1
2An
(T + t˜2 − t˜1)2
+ ǫr21dt
6
2An
(T + t˜2 − t˜1)
+ (T + t˜2 − t˜1)ǫr21.
This inequality holds for all T ∈ N, in particular, we can choose T ∈ N so that√
nA
ǫr21
6 T + t˜2 − t˜1 6 2
√
nA
ǫr21
and obtain
u(t2, θ2)− u(t1, θ1) 6 4r1
√
nAǫ.
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Up to now, we used that ‖Z‖C2 6 1, but we used no information on the shape of Z.
Now we use properties [G1’] and [G2’] to prove Proposition 5.5.
5.2.1 The single peak case
This concerns the first statement of Proposition 5.5, where
c = p∗(cf ), cf ∈ [aj + b, aj+1 − b].
By [G1’] the function Z(θs, c) as a single peak at θsj , as a consequence
Zˆc(θ
s) 6 −b‖θs − θsj(cf )‖2.
Let θ(t) : R −→ Tm be a curve calibrated by u. Then the function
t 7−→ L(t, θ(t), θ˙(t))− c · θ˙(t) + α(c)
is integrable. Since
L(t, θ, v) > −ǫZˆc(θs)− ǫη > ǫbr21 − ǫη > ǫbr21/4
if θs does not belong to D(θsj , r1), we conclude that the set of times t for which θ
s(t) does
not belong to Dc(r1) has finite measure, and is an open set. Let ]t1, t2[ be a connected
component of this open set of times. Then θs(t1) and θ
s(t2) belong to D(θ
s
j , r1) hence∫ t2
t1
L(t, θ(t), θ˙(t))− c · θ˙(t) + α(c)dt = u(t2, θ(t2))− u(t1, θ(t1)) 6 4r1
√
nAǫ.
Now let r0 be the maximum of the distance ‖θs(t)−Θs(c)‖, assume that r0 > 2r1. Let t4
be the smallest solution of the equation ‖θs(t)−Θs(c)‖ = r0 in ]t1, t2[, and let t3 < t1 be
the greatest solution of the equation ‖θs(t)−Θs(c)‖ = r0/2 in [t1, t4]. Note that∫ t4
t3
L(t, θ(t), θ˙(t))− c · θ˙(t) + α(c)dt 6 4r1
√
nAǫ
because the integrand is positive on ]t1, t2[. We conclude that∫ t4
t3
‖θ˙s(t)‖2/(2A) + ǫbr20 − ǫηdt 6 4r1
√
nAǫ,
and, using the Cauchy-Schwartz inequality, that
∫ t4
t3
‖θ˙s(t)‖2/(2A) + ǫbr20 − ǫηdt >
1
2A(t4 − t3)
(∫ t4
t3
‖θ˙s(t)‖dt
)2
+
ǫbr20
2
(t4 − t3)
>
r20
2A(t4 − t3) +
ǫbr20
2
(t4 − t3) > r
2
0
√
bǫ
2
√
A
.
(9)
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Finally, we obtain
r20
√
bǫ
2
√
A
6 4r1
√
nAǫ.
or equivalently
r20 6 r18A
√
n/b =
8A
√
2n
b
√
η.
5.2.2 Double peak case
We now turn to the case of
c = p∗(cf ), cf ∈ [aj+1 − b, aj+1 + b],
where the function Z(θs, c) has two potential maxima. It follows from [G2’] that
Zˆc(θ
s) 6 −b (min{‖θs − θsj‖, ‖θs − θsj+1‖})2 .
Let θ0 = (θ
s
0, θ
f
0 ) ∈ ANǫ(c) be where the function (of θ) min{‖θs−θsj‖, ‖θs−θsj+1‖} achieves
its maximum. This is possible since ANǫ(c) is a compact set. Since h(θ0, θ0) = 0, there
exists an increasing sequence of integers nk and absolutely continuous curves θk : R −→ Tn
satisfying θk(0) = θ0 and θk(t+ nk) = γk(t), and
lim
k−→∞
∫ nk
0
L(t, θk(t), θ˙k(t))− c · θk(t) + α(c)dt = 0.
Similar to the first case, L(t, θ, v) > ǫbr21/4 for θ
s /∈ D(θsj , r1) ∪D(θsj+1, r1), we conclude
that for sufficiently large k, θk(R) must intersect D(θ
s
j , r1) ∪D(θsj+1, r1). Without loss of
generality, we may assume that it intersect D(θsj , r1).
Let t1 = min{t1 < 0, θk(t1) ∈ D(θsj , r1)} and t2 = min{0 < t2, θk(t2) ∈ D(θsj , r1)}. We
first study the action of θk on the interval [0, t2]. If θk([0, t2]) does not intersect D(θ
s
j+1, r1),
write t3 = t4 = t2, otherwise, Write t3 = min{0 < t3 6 t2, γ(t3) ∈ D(θsj+1, r1)} and
t4 = max{t3 6 t4 6 t2, γ(t4) ∈ D(θsj+1, r1)}.
We still use r0 to denote the maximal distance min{‖θs0 − θsj‖, ‖θs0 − θsj+1‖}, assume
that r0 > 2b1. Let t5 ∈ [0, t3] be the smallest solution in [0, t3] such that d(θs(t5)) = r0/2,
then by the same calculation as in (9),
∫ t5
0
L(t, θk(t), θ˙k(t))− c · θ˙k(t) + α(c)dt > r
2
0
√
bǫ
2
√
A
.
Furthermore for any weak KAM solution u(θ, t)
∫ t4
t3
L− c · θ˙k(t) + α(c)dt > u(t4, θk(t4))− u(t3, θk(t3)) > −4r1
√
nAǫ,
32
while the integrand is nonnegative on both [t5, t3] and [t4, t2]. We conclude that∫ t2
0
L− c · θ˙k(t) + α(c)dt > r
2
0
√
ǫ
2
√
A
− 4r1
√
nAǫ.
The same estimate can be made for the action on the interval [t1, 0]. In addition∫ nk+t1
t2
L− c · θ˙k(t) + α(c)dt > u(nk + t1, θk(nk + t1))− u(t2, θk(t2)) > −4r1
√
nAǫ,
note that t2 < nk + t1 and that θk is nk periodic.
Finally we conclude that∫ nk+t1
t1
L− c · θ˙k + α(c)dt > r
2
0
√
bǫ
2
√
A
− 12b1
√
nAǫ.
Let k −→∞, the integral on the left hand side approaches 0. We obtain
r20
√
bǫ
2
√
A
6 12b1
√
nAǫ
and
r20 6
24A
√
n
b
√
η.
We choose ǫ0 sufficiently small such that η 6 2‖H0‖C0 , choose κ =
√
48A
√
2n
λ and verify
that we have proved the statements of Proposition 5.5 in both cases.
Before moving on we point out that the estimates in the double peak case indeed implies
that the curves θk, which are not calibrated, can be localized in the limit of k −→∞. We
state it in the following lemma for future use.
Lemma 5.6. For the double peak case, i.e. c = p∗(cf ) with cf ∈ [aj+1 − b, aj+1 + b],
consider any θ0 ∈ ANǫ(c), let nk be an increasing sequence of integers, θk = (θsk, θfk ) :
R −→M be a sequence of nk−periodic absolute continuous curves such that γ(0) = θ0 and
lim
k−→∞
∫ nk
0
L(t, θk, θ˙k)− c · θ˙k + α(c)dt = 0,
then there exists K ∈ N such that for all k > K
max
t∈R
min{‖θsk(t)− θsj‖, ‖θsk(t)− θsj+1‖} < 2κδ
1
4 .
Proof. Fix a curve θk, write d(θk(t)) = min{‖θsk(t)−θsj‖, ‖θsk(t)−θsj+1‖}. Let τ be where the
maximum of d(θk(t)) is reached. Consider the shifted curve θ
′
k(t) = θk(t−τ), the arguments
in section 5.2.2 go through with θk replaced with θ
′
k and r0 replaced by max d(θk(t)). We
have that
lim
k−→∞
max
t∈R
d(θk(t)) 6 κδ
1
4
and the lemma follows.
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5.3 Proof of Theorem 5.1
Proposition 5.3 provides the vertical part of the localization, while Proposition 5.5 provides
the horizontal localization, with ρ2 = κδ
1
4 . Clearly we can choose δ0 small enough such
that ρ2 < ρ1.
5.4 Proof of Theorem 5.2
For the first case, where c = p∗(cf ) with cf ∈ [aj + b, aj+1 − b]. For a sufficiently small
choice of ǫ0, Theorem 5.1 implies that NNǫ(c) ⊂ Vj, where Vj = {(θ, p, t); pf ∈ [aj −
b, aj+1 + b], ‖(θs, ps)− (θsj , ps∗)‖ 6 ρ1} was defined in Theorem 4.1. Since Vj is maximally
invariant and that NNǫ(c) is an invariant set, we conclude that NNǫ(c) ⊂ Xj .
For the second case, where c = p∗(cf ) with cf ∈ [aj+1 − b, aj+1 + b], we can similarly
claim that ANǫ(c) ⊂ Vj ∪ Vj+1, moreover ANǫ(c) ∩ Vj and ANǫ(c) ∩ Vj+1 must both be
invariant, and hence ANǫ(c) ∩ Vj ⊂ Xj and ANǫ(c) ∩ Vj+1 ⊂ Xj+1.
In order to prove the projection part of Theorem 5.2, let us consider a Weak KAM
solution u of Nǫ at cohomology c. Let (ti, θi, pi), i = 1, 2 be two points in I˜(u, c). We shall
denote by the same symbol κ various different constants which are independent of δ and
ǫ. By Proposition 5.3, we have
‖p2 − p1‖ 6 36A
√
ǫ‖θ2 − θ1‖ 6 36A
√
ǫ(‖θf2 − θf1‖+ ‖θs2 − θs1‖).
Assume that these two points belong to one of the NHICs Xj , we also have
‖θs2 − θs1‖ 6 (κδ/
√
ǫ)(‖θf2 − θf1‖+ ‖p2 − p1‖).
We get
‖p2 − p1‖ 6 κ
√
ǫ‖θf2 − θf1‖+ κδ‖p2 − p1‖
thus, if δ is small enough,
‖p2 − p1‖ 6 κ
√
ǫ‖θf2 − θf1‖
and then
‖θs2 − θs1‖ 6 (κδ/
√
ǫ)‖θf2 − θf1‖.
We have proved that the restriction to I˜(u, c) of the coordinate map θf has a Lipschitz
inverse.
Note that the Man˜e set N˜Nǫ(c), as well as the components of the Aubry set A˜Nǫ(c)∩Vj
and A˜Nǫ(c)∩Vj+1 are both contained in some I˜(u, c), since we have just proved that they
belong to NHIC, their projection to the θf component has a Lipshitz inverse.
6 Variational Construction
More detailed information on these sets can be obtained, if we are allowed to make an
additional perturbation to avoid degenerate situations.
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Theorem 6.1. Let Nǫ = H0 + ǫZ + ǫR be such that Z satisfy the genericity conditions
[G0]-[G2] and that the parameters ǫ and δ is such that Theorem 4.1 applies. Then there
exists arbitrarily small Cr perturbation ǫR′ of ǫR, such that the following hold for N ′ǫ =
H0 + ǫZ + ǫR
′:
1. There exists a partition of [a−, a+] into
⋃l−1
j=0[a¯j , a¯j+1], which is a refinement of the
partition {[ai, ai+1]}. Each [a¯j , a¯j+1] still corresponds to an invariant cylinder Xj.
We have that for cf ∈ (a¯j , a¯j+1), the Aubry set A˜N ′ǫ(c) is contained in Xj ; for
cf = a¯j+1, A˜N ′ǫ(c) has nonempty component in both Xj and Xj+1, if Xj 6= Xj+1.
2. The sets A˜N ′ǫ(c) ∩Xj , when nonempty, contains a unique minimal invariant proba-
bility measure. In particular, this implies that A˜N ′ǫ(c) = N˜N ′ǫ(c) for cf 6= a¯j for any
j.
3. An immediate consequence of part (2) is the following dichotomy, for cf 6= a¯j, j =
1, · · · , l, one of the two holds.
(a) Ac = Nc and πθfAc = T. In this case, Ac is an invariant circle.
(b) πθfNc ( T.
Using the information obtained from the normal form system Nǫ, we now return to
the original Hamiltonian Hǫ. Using the symplectic invariance of the Mather, Aubry and
Man˜e set developed in [Be2], we have that the same conclusion as in Theorem 5.2 and
Theorem 6.1 can be drawn about Hǫ.
Theorem 6.2. Let Hǫ = H0 + ǫH1 such that the resonant component of H1 satisfy con-
ditions [G0]-[G2]. There exists ǫ0 > 0 and an interval [a−, a+] ⊂ [amin, amax] depending
only on H0 and H1, and for each 0 < ǫ < ǫ0 there exists arbitrarily small C
r perturba-
tion H ′ǫ of Hǫ, such that the conclusions of Theorem 5.2 and Theorem 6.1 holds for the
Hamiltonian H ′ǫ at cohomologies c = p∗(cf ), where cf ∈ [a−, a+].
These information on the Man˜e´ set allow to use the variational mechanism of [Be1].
Let us denote by Γ(ǫ) the set of cohomology classes c ∈ Γ such that cf ∈ [a−, a+]. We
would like to prove that each cohomology c ∈ Γ(ǫ) is in the interior of its forcing class
in the terminology of [Be1], which implies that all the cohomology classes in Γ(ǫ) are
contained in a single forcing class. By proposition 5.3 in [Be1], we could conclude the
existence of an orbit (θ(t), p(t)) of Hǫ such that p(0) = c and p(T ) = c
′ for some T ∈ N.
Note that this implies the existence of various more complicated orbits, see [Be1].
In order to carry out this program, we denote by Γ0(ǫ) the set of cohomology classes
c ∈ Γ(ǫ) such that the set θf (I˜(c, u)) is properly contained in T for each weak KAM
solution u at level c. By Theorem 0.11 in [Be1], each cohomology c ∈ Γ0(ǫ) is in the
interior of its forcing class.
Let Γ2(ǫ) denote that set of c ∈ Γ(ǫ) such that the Aubry set A(c) has exactly two
static classes. In this case the Man˜e set N (c) ) A(c). To ensure that c ∈ Γ2(ǫ) is in the
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interior of its forcing class, some further degeneracy conditions are needed. To be more
specific, let Γ∗2(c) denote the set of c ∈ Γ2(ǫ) such that the set
N (c)−A(c)
is totally disconnected. This can also be stated in terms of barrier function. Let θ0 and
θ1 be contained in each of the two static classes of A(c), we define
b+c (θ) = hc(θ0, θ) + hc(θ, θ1)
and
b−c (θ) = hc(θ1, θ) + hc(θ, θ˜0),
where hc is the Peierls barrier for cohomology class c. Then Γ
∗
2(ǫ) is the set of c ∈ Γ2(ǫ)
such that the minima of each b+ and b− outside of A(c) are totally isolated.
We call Γ1(ǫ) the set of cohomology classes c ∈ Γ such that there exists only one weak
KAM solution u at level c, and θf(I˜(c, u)) = T. Note then that
N˜ (c) = A˜(c) = I˜(c, u)
is an invariant circle. We have Γ0(ǫ) ∩ Γ1(ǫ) = ∅ for each ǫ ∈]0, ǫ0[, by definition. We first
consider the covering
ξ : Tn −→ Tn
θ = (θf , θs1, θ
s
2, · · · , θsn−1) 7−→ ξ(θ) = (θf , 2θs1, θs2, · · · , θsn−1).
This covering lifts to a a symplectic covering
Ξ : T ∗Tn −→ T ∗Tn
(θ, p) = (θ, pf , ps1, p
s
2, . . . , p
s
n−1) 7−→ Ξ(θ, p) = (ξ(θ), pf , ps1/2, ps2, . . . , psn−1),
and we define the Lifted Hamiltonian H˜ = H ◦ Ξ. It is known that
A˜H˜(c˜) = Ξ−1
(A˜H˜(c))
where c˜ = ξ∗c = (cf , cs1/2, c
s
2, . . . , c
s
n−1). On the other hand, the inclusion
N˜H˜(c˜) ⊃ Ξ−1
(N˜H˜(c)) = Ξ−1(A˜H˜(c))
is not an equality for c ∈ Γ1(ǫ). More precisely, for c ∈ Γ1(ǫ), the set A˜H˜(c˜) is the union of
two circles, while N˜H˜(c˜) contains heteroclinic connections between these circles. Similarly
to the case of Γ2(ǫ), we call Γ
∗
1(ǫ) the set of cohomologies c ∈ Γ1(ǫ) such that the set
NH˜(c˜)−AH˜(c˜)
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is totally disconnected. Alternatively, we can chose a point θ0 in the projected Aubry set
A(u, c) of H, and consider its two preimages θ˜0 and θ˜1 under ξ. We define
b˜+c (θ) = h˜(θ˜0, θ) + h˜(θ, θ˜1)
and
b˜−c (θ) = h˜(θ˜1, θ) + h˜(θ, θ˜0)
where h˜ is the Peierl’s barrier associated to H˜. Γ∗1(ǫ) is then the set of cohomologies
c ∈ Γ1(ǫ) such that the minima of each of the functions b±c located outside of the Aubry
set AH˜(c˜) are isolated.
The following theorem is proved in [Be1].
Theorem 6.3. If c and c′ belong to the same connected component of Γ0(ǫ)∪Γ∗1(ǫ)∪Γ∗2(ǫ),
then there exists an orbit (θ(t), p(t)) and of Hǫ a time T ∈ N such that p(0) = c and
p(T ) = c′.
We have proved the main result provided Γ(ǫ) = Γ0(ǫ) ∪ Γ∗1(ǫ) ∪ Γ∗(ǫ).
Theorem 6.4. Let Hǫ be a Hamiltonian such that Theorem 6.2 holds, then there exists
an arbitrarily small Cr perturbation H ′′ǫ to H ′ǫ, such that for the Hamiltonian H ′′ǫ we have
that Γ(ǫ) = Γ0(ǫ) ∪ Γ∗1(ǫ) ∪ Γ∗2(ǫ).
We note that the conclusions of Theorem 6.1 already implies that {c ∈ Γ(ǫ), cf 6=
a¯j , j = 2, · · · l − 1} ⊂ Γ0(ǫ) ∪ Γ1(ǫ), while {c ∈ Γ(ǫ), cf = a¯j , j = 2, · · · l − 1} ⊂ Γ2(ǫ).
In other words, Γ(ǫ) = Γ0(ǫ) ∪ Γ1(ǫ) ∪ Γ2(ǫ). It suffices to prove that Γ1(ǫ) = Γ∗1(ǫ) and
Γ2(ǫ) = Γ
∗
2(ǫ).
For the rest of this section, we prove Theorem 6.1 and Theorem 6.4.
6.1 Local extension of α(c) and ANǫ(c)
Consider the normal form system Nǫ and pick c = p∗(cf ) with cf ∈ [a−, a+]. For such a
c the function Z(θs, c) has a single peak. It follows from Theorem 5.2 that the Aubry set
A˜Nǫ(c) (which is a subset of N˜Nǫ(c)) is contained in a single NHIC Xj and the projected
graph theorem holds. For the rest of the cohomology classes, the double peak case, the
picture is less clear as A˜Nǫ(c) are contained in the union of two NHICs. To get a more
precise picture, we will locally extend the set function (of cf )
A˜Nǫ((ps∗(cf ), cf ))|[aj+b,aj+1−b]
from [aj + b, aj+1 − b] to [aj − 2b, aj+1 + 2b]. The extended local Aubry set will still
be contained in Xj . These definitions are inspired by Mather’s definitions of relative
α−function and Aubry set.
Let
ρ0 = min
pf∈[aj+1−2b,aj+1+2b]
‖θsj (pf )− θsj+1(pf )‖/3.
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It follows from properties [G1’] and [G2’] for pf ∈ [aj − 2b, aj+1 + 2b],
Z(θsj , p
s
∗, p
f )− Z(θs, ps∗, pf ) > b‖θs − θsj‖2
for ‖θs − θsj‖ 6 ρ0. By choosing a smaller δ if necessary, we may make sure ρ0 > ρ1,
where ρ1 was defined in Theorem 4.1. We write Uj(p) = {‖θs − θsj(p)‖ 6 ρ0}, our choice
of ρ0 guarantees that Uj(p) ∩ Uj+1(p) = ∅ for pf ∈ [aj+1 − 2b, aj+1 + 2b]. To define the
extension, we introduce the following modification of the Hamiltonian Nǫ. Let Zj(θ
s, p)
be a function Tn−1 ×Rn −→ R satisfying the following properties:
• There exists C depending only on λ, ‖Z‖C2 and n such that ‖Zj‖C2 6 C.
• Zj(θs, p) = Z(θs, p) whenever ‖θs − θsj(p)‖ 6 ρ0.
• Zj(θs, p) 6 Z(θs, p) for all θs and p.
• For pf ∈ [aj−2b, aj+1+2b], we have that Zj(θsj , ps∗, pf )−Zj(θs, ps∗, pf ) > b2‖θs−θsj‖2
hold for all θs ∈ Tn−1.
To see that such a modification exists, let ρ¯ > ρ0 be such that Zj(θ
s
j , p
s∗, pf )−Zj(θs, ps∗, pf ) >
b
2‖θs − θsj‖2 on ‖θs − θsj‖ 6 ρ. How large ρ¯ − ρ0 is depends only on λ and ‖Z‖C2 . Let
Q : Tn−1 × Rn −→ R be a smooth function such that Z(θsj , ps∗, pf )−Q = b2‖θs − θsj‖2 for
‖θs − θsj‖ 6 ρ¯ and Z(θsj , ps∗, pf )−Q > b2‖θs − θsj‖2 for all pf and θs. The norm of Q only
depends on λ and n. Let ϕρ0,ρ¯ : T
n × Rn −→ R be a smooth function such that ϕρ0,ρ¯ = 1
on {θs, ‖θs − θsj‖ 6 ρ0} and ϕρ0,ρ¯ = 0 on {θs, ‖θs − θsj‖ > ρ¯}. The norm of ϕρ0,ρ¯ depends
only on n, ρ0 and ρ¯. Then we can choose
Zj = (1− ϕρ0,ρ¯)Z + ϕρ0,ρ¯Q.
We write Nǫ,j = H0 + ǫZj + ǫR.
For each c = p∗(cf ) with cf ∈ [aj − 2b, aj+1 + 2b] we define
αj(c) = αNǫ,j (c), ANǫ,j(c) = A˜Nǫ,j (c).
It is not clear that these definitions are independent of the choice of the modification Zj
or the decomposition Nǫ = H0 + ǫZ + ǫR. We resolve these questions, and provide some
more properties of these definition in the following proposition.
Proposition 6.5. Let Nǫ = H0 + ǫZ + ǫR be a Hamiltonian satisfying the genericity
conditions [G0]-[G2] and that ‖R‖C2 6 δ. There exists ǫ0, δ0 > 0 such that for 0 < ǫ < ǫ0
and 0 < δ < δ0 the following hold.
1. The definitions of αj and A˜Nǫ,j(c) are independent of the decomposition Nǫ = H0 +
ǫZ + ǫR as long as Z satisfies [G0]-[G2] and ‖R‖C2 6 δ; the definitions are also
independent of the modification Zj , as long as it satisfies the same 4 bullet point
properties.
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2. For each c = p∗(cf ) with cf ∈ [aj−2b, aj+1+2b], we have the local Aubry set A˜Nǫ,j(c)
is contained in the set {‖θs − θsj‖ 6 ρ2} where ρ2 is as in Theorem 5.1. It follows
that A˜Nǫ,j(c) ⊂ Xj and πθf |A˜Nǫ,j(c) is one-to-one with Lipshitz inverse.
3. For c = p∗(cf ), α(c) = αj(c) if cf ∈ [aj + b, aj+1 − b]; α(c) = max{αj(c), αj+1(c)}
if cf ∈ (aj+1 − b, aj+1 + b). In particular, αj(c) > αj+1(c) for cf = aj+1 − b and
αj+1(c) > αj(c) for c
f = aj+1 + b.
4. For any cf ∈ [αj+1 − b, αj+1 + b], if α(c) = αj and α(c) 6= αj+1(c), then A˜Nǫ(c) =
A˜Nǫ,j(c). Similar statement hold with j and j + 1 exchanged.
Proof. We will prove the second statement first. The modified Hamiltonian Nǫ,j is such
that the single peak case of Theorem 5.1 applies, with b replaced by b/2. By choosing a
smaller δ if necessary, we can guarantee that ρ2 can be chosen the same as in Theorem 5.1.
Theorem 5.2 also applies, where we obtain the projection property.
We will now show that the set A˜Nǫ,j(c) depends only on the value of Nǫ on the set
{(θ, p), ‖θs − θs(p)‖ 6 ρ0}, which will imply that the definition of A˜Nǫ,j(c) is independent
of decomposition or choice of the modification, since for all different decompositions and
modifications, the Hamiltonian agree on this neighborhood. As before, we denote by
N∗ǫ (θ, v, t) the Lagrangian corresponding to Nǫ and N∗ǫ,j the Lagrangian corresponding
to N∗ǫ,j. The projected Aubry set ANǫ,j(c) is defined by the set of θ ∈ Tn such that
hN∗ǫ,j ,c(θ, θ) = 0, where the subscript is added to stress the Lagrangian and cohomology
class in the definition. It follows from the second statement of the proposition that any θ
such that hN∗ǫ,j ,c(θ, θ) = 0 must be contained in {‖θs− θs(c)‖ 6 ρ2}. The following lemma
implies independence of the local Aubry set on the docomposition or the choice of the
modification.
Lemma 6.1. Let Nǫ,j = H0 + ǫZj + ǫR and N¯ǫ,j = H0 + ǫZ¯j + ǫR¯ be such that
• Nǫ,j = N¯ǫ,j for ‖θs − θs(p)‖ 6 ρ0.
• For pf ∈ [aj−2b, aj+1+2b], we have that Zj(θsj , ps∗, pf )−Zj(θs, ps∗, pf ) > b2‖θs−θsj‖2
and that Z¯j(θ
s
j , p
s∗, pf )− Z¯j(θs, ps∗, pf ) > b2‖θs − θsj‖2 for all θs ∈ Tn−1.
• ‖R‖C2 , ‖R¯‖C2 6 δ.
Then for sufficiently small ǫ, δ, and for c = p∗(cf ) with cf ∈ [aj − 2b, aj+1 + 2b]
hN∗ǫ,j ,c(θ, θ) = 0⇐⇒ hN¯∗ǫ,j ,c(θ, θ) = 0.
Proof of Lemma 6.1. Let θ0 ∈ ANǫ,j(c), we refer to Lemma 5.6 before and note that there
exists an increasing sequence of integers nk, θk = (θ
s
k, θ
f
k ) : R −→ M a sequence of
nk−periodic absolutely continuous curves such that θk(0) = θ0 and
lim
k−→∞
∫ nk
0
N∗ǫ,j(t, θk, θ˙k)− c · θ˙k + αj(c)dt = 0.
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Moreover, the curves θk can be chosen to be minimizing, i.e. they minimizes the integral
in the above displayed formula among the nk−periodic absolutely continuous curves such
that θk(0) = θ0. In particular, θk|[0, nk] must be trajectories of the Euler-Lagrange flow.
Lemma 5.6 states that for sufficiently large k we may assume that the whole curve θk’s
are contained in ‖θs − θs(c)‖ 6 ρ0 (choose a smaller δ if necessary).
Let (θk, pk) be the corresponding Hamiltonian trajectory to (θk, θ˙k), we will show that
for nk > 1/
√
ǫ, ‖pk(t)− c‖ 6 C
√
ǫ, where C is a constant depending only on A and n. Let
τ ∈ [0, nk] be where ‖pk(t)‖ takes its maximum. Consider a shift θ′k(t) = θk(t+ τ − 1/
√
ǫ)
of θk, and let p
′
k be the corresponding action variable, then ‖p′k‖ reaches maximum at
t = 1/
√
ǫ. We will write T = 1/
√
ǫ in the rest of the proof. Similar to the proof of
Proposition 5.4, we lift θ′k to a curve in R
n without changing its name, and define
θ′k,x(t) = θk(x) + tx/τ.
We have the following∫ T
0
N∗ǫ,j(t, θ
′
k,x, θ˙
′
k,x)− c · θ˙k + αj(c)dt −
∫ T
0
N∗ǫ,j(t, θ
′
k, θ˙
′
k)− c · θ˙′k + αj(c)dt
6 (−c+ ∂vN∗ǫ,j(τ, θk(τ), δθk(τ))) · x+ 3A
√
ǫ|x|2 = (−c+ p′k(T )) · x+ 3A
√
ǫ|x|2,
the computation is identical to (5) and the two formulas that follows it. Assume ‖p′k(T )−
c‖ > 0 (otherwise there is nothing to prove), and we choose x to be a unit integer vector
that minimizes x · (−c + p′k(T )) among unit integer vectors. We have that there exists
C ′ > 0 depending on n that (−c + p′k(T )) · x 6 −C ′‖p′k(T ) − c‖. Since θ′k(T ) and θk(T )
projects to the same point on the torus, by minimality of θk we have that
0 6 (−c+ pk(T )) · x+ 3A
√
ǫ|x|2 6 −C ′‖p′k(T )− c‖+ 3A
√
ǫ,
it follows that ‖p′k(T )−c‖ 6 3A/C ′
√
ǫ. Choose C = 3A/C ′ and we have proved our claim.
To summarize, we have proved that for nk sufficiently large, the curves (θk, pk) satisfy
‖θsk−θsj(c)‖ 6 ρ2 and ‖pk−c‖ 6 C
√
ǫ. By choosing a sufficiently small ǫ, we can guarantee
that ‖θsk − θsj(pk)‖ < ρ0. This implies that the Hamiltonians Nǫ,k and N¯ǫ,k take the same
values on the curves (θk, pk), by taking the Legendre transform, we can conclude that the
Lagrangian N∗ǫ,k and N¯
∗
ǫ,k must take the same values as well. It follows that
0 = hNǫ,j ,c(θ0, θ0) = lim inf
k−→∞
∫ nk
0
N∗ǫ,j(t, θk, θ˙
′
k)− c · θ˙k + αj(c)dt > hN¯ǫ,j ,c(θ0, θ0) > 0.
Hence hNǫ,j ,c(θ0, θ0) = 0 =⇒ hN¯ǫ,j ,c(θ0, θ0) = 0. The other direction also holds since
the argument is completely symmetric. This concludes the proof of the lemma.
The alpha function of a Lagrangian L can be defined by α(c) = − infµ(L − c · θ˙)dµ,
where µ is taken over all invariant probability measures supported on the Aubry set A˜(c).
Consider two Hamiltonians Nǫ,j and N¯ǫ,j as before, since the Aubry sets are identical
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for these Hamiltonians, and the Hamiltonians coincide on a neighborhood of the Aubry
sets, the alpha function αj(c) defined for these Hamiltonians must also be the same. This
conclude the proof of the first statement of our proposition.
We now prove statements 3 and 4. Consider the cohomology classes c = p∗(cf ) with
cf ∈ [aj + b, aj+1 − b], we note that the function Z already satisfies the conditions that
we require of the modification, and since the local Aubry set is independent of specific
modifications, we conclude that A˜Nǫ(c) = A˜Nǫ,j(c) and αj(c) = α(c).
We now focus on the cohomology classes c = p∗(cf ) with cf ∈ [aj+1 − b, aj+1 + b].
Using Theorem 5.1, for these cohomology classes the Aubry set A˜Nǫ(c) is contained in
the vertical neighborhood {‖p − c‖ 6 36A√ǫ}, and horizontally in the neighborhood
{‖θs−θsj (c)‖ 6 ρ2}∪{‖θs−θsj+1(c)‖ 6 ρ2}. Take a point θ0 ∈ ANǫ(c)∩{‖θs−θsj(c)‖ 6 ρ2},
by going through the same argument as in the proof of Lemma 6.1, we can conclude that
hNǫ,c(θ0, θ0) = 0 implies that hNǫ,j ,c(θ0, θ0) = 0. It follows that A˜Nǫ(c)∩Uj(c) ⊂ A˜Nǫ,j(c);
the same holds for j + 1. We have that
α(c) = −min{inf
µ1
(N∗ǫ − c · θ˙)dµ1, infµ2 (N
∗
ǫ − c · θ˙)dµ2} 6 max{αj(c), αj+1(c)}
where µ1 is supported on A˜Nǫ(c)∩Uj(c) while µ2 is supported on A˜Nǫ(c)∩Uj+1(c). On the
other hand, since α(c) = − infµ(N∗ǫ − c · θ˙)dµ with µ taken over all probability invariant
measures, α(c) > αj(c), αj+1(c). We conclude that α(c) = max{αj(c), αj+1(c)}. We have
proved statement 3.
Moreover, assume that ANǫ(c) ∩ Uj(c) 6= ∅, then there exists θ0 in this set such that
hNǫ,c(θ0, θ0) = 0, as well as a sequence of localized periodic curves θk converging to it.
By taking any weak-*-limit of probability measures supported on these curves, we obtain
at least one measure ν supported on ANǫ(c) ∩ Uj(c) such that α(c) = −
∫
(N∗ǫ − c · θ˙)dν.
This implies that α(c) 6 αj(c), hence α(c) = αj(c). As a conclusion, if α(c) 6= αj(c) then
ANǫ(c)∩Uj(c) = ∅. This proves statement 4 and concludes the proof of Proposition 6.5.
6.2 Generic property of A˜Nǫ(c)
In this section we discuss the property of the sets A˜Nǫ(c) for c = (ps∗(cf )) with cf ∈
[aj − 2b, aj+1 + 2b] and their properties when we allowed to subject the Hamiltonian to
an additional perturbation. It is convenient for us to fix a modified Hamiltonian Nǫ,j and
base all discussions on this system.
From Proposition 6.5, we have that the sets A˜Nǫ,j(c) (we will write A˜j(c) for short
in this section) are contained in the NHIC Xj , and πθf |A˜j(c) is one-to-one. We will
study finer structures of the Aubry sets, by relating to the Aubry-Mather theory of two
dimensional area preserving twist maps. We will prove the following statement.
Proposition 6.6. There exists ǫ0, δ0 > 0 such that for 0 < ǫ < ǫ0 and 0 < δ < δ0, there
exists arbitrarily small Cr perturbation N ′ǫ of Nǫ, such that for each cf ∈ [aj−2b, aj+1+2b],
A˜N ′ǫ(p∗(cf )) supports a unique c−minimal measure.
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We note that the time-one-map of the Hamiltonian flow is a twist map defined on
Tn × Rn. The generating function of this twist map is Gj(x, x′) : Rn × Rn −→ R ,
Gj(x, x
′) = inf
γ(0)=x,γ(1)=x′
∫ 1
0
N∗ǫ,j(t, γ, γ˙)dt.
Consider an orbit {(θ(t), p(t))} of the Hamiltonian flow, its trajectory in the configuration
space can be lifted to a curve x(t) ∈ Rn, which is unique modulo integer translation.
The sequence xk = x(k), k ∈ Z will be called a configuration. A configuration’s rotation
number is defined by limk−→∞(xa+k − xa)/k, if such a limit exists.
Let {xk} = {(xsk, xfk)} be a configuration corresponding to an orbit in A˜j(c), we will
say that this configuration belong to the Aubry set for short. Since A˜j(c) ⊂ Xj , we have
that the slow component xs stays bounded all the time. Take two configurations {xk} and
{yk}, we say that they intersect in the fast direction (in short, intersect, as this is the only
type of intersection we will consider) if there exists an integer m and indices k1, k2 such
that xfk1 > y
f
k1
+m and xfk2 < y
f
k2
+m. We have the following statements, analogous to
the twist map case.
Lemma 6.2. 1. Any two distinct configurations {xk} and {yk} in A˜j(c) does not in-
tersect.
2. Any configuration {xk} in A˜j(c) has a uniquely defined rotation number ρ = (0, ρf ).
Proof. For the first statement, we prove by contradiction. Assume that x(t) and y(t) are
the lifts of two distinct trajectories such that {x(k)} and {y(k)} intersect. It follows that
there exists m and k1. k2 such that x
f (k1) > y
f (k1) +m and x
f (k2) < y
f (k2) +m. It
follows that there exists τ ∈ R such that xf (τ) = yf (τ) + m. Let θ1(t) and θ2(t) be
the projections of x(t) and y(t) to Tn, we have that θf1 (τ) = θ
f
2 (τ). Assume that pi(t),
i = 1, 2 are the corresponding action variables for trajectories θi. Let k 6 τ < k + 1, we
have that (θi(k), pi(k)) ∈ A˜j(c). From the graph theorem, we have that (θi(k), pi(k)) is a
function of θfi (k). Applying the flow, we have that (θi(t), pi(t)) is a function of (θ
f
i (t), t).
It follows that (θ1(τ), p1(τ)) = (θ2(τ), p2(τ)), hence (θ1(t), p1(t)) = (θ2(t), p2(t)) for all t,
a contradiction.
For the second statement, since any trajectory from A˜j(c) must contained in Xj ,
we have that any lift x(t) of such a trajectory must have its slow component uniformly
bounded. Hence limk−→∞ xs(k)/k = 0. It suffices to consider only {xfk}. Since xf is one-
dimensional, most argument from the standard Aubry-Mather theory applies, once we
establish the non-intersecting property. We refer to [MF], section 11, where existence of
rotation number was proved under a weaker assumption (the Aubry crossing lemma).
Let µ be a c−minimal measure for Nǫ,j, we know that it is necessarily supported on
A˜j(c). The rotation number of µ is ρ(µ) ∈ H1(Tn,R) ≃ Rn, defined by∫
Tn×Rn
〈c, v〉dµ(θ, v) = 〈c, ρ(µ)〉.
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Using the no-intersection property (Lemma 6.2, 1), most of the statements we will be need
follows from standard Aubry-Mather theory. Most of the arguments presented here are
variations of those found in see [MF].
Proposition 6.7. For any c = p∗(cf ), cf ∈ [aj − 2b, aj+1 + 2b], the following hold.
1. All c−minimal measures supported on A˜j(c) have a common rotation number ρ(c) =
(0, ρf (c)). Moreover, the function αjp∗(cf ) as a function of cf is C1.
2. If ρf (c) = p/q ∈ Q, written in lowest terms, then all minimal measures are supported
on q−periodic orbits. These orbits corresponds to (p, q)−periodic configurations {xk}
in the sense that (xsk+q, x
f
k+q) = (x
s
k, x
f
k) + (0, p). Furthermore, they are the minima
of the functional
q−1∑
k=0
Gj(xk, xk+1)
over the set of configurations that are (p, q)−periodic.
3. If ρf (c) /∈ Q, then there is one unique c−minimal measure.
Proof. First we show that all the configurations on A˜j(c) has the same rotation number.
To see this, consider any two configurations with different rotation numbers, since they
must intersect, Lemma 6.2 implies that they cannot both be contained in A˜j(c).
We now look at the function αjp∗(cf ). It is known that (see, e.g. [Ma1]) αj(c) is a
convex function and any rotation number ρ of a c−minimal measure is a subderivative of
αj at c. If for some c the subderivative is unique, then α is differentiable at c. It follows
αj(p
s∗(cf ), cf ) is differentiable for each cf ∈ [aj − 2b, aj+1 + 2b]. The fact that it is C1
follows from the following statement: let f(x) be convex, xn is a sequence that converges
to x∗, pn is a subderivative of f(x) at xn and pn converges to p∗, then p∗ is a subderivative
of f(x) at x∗. This concludes the proof of the first statement.
We now prove the second statement. Consider any configuration {xk} with rotation
number p/q, we have that xfk+q−xfk−p does not change sign for this configuration. Assume
that it does, say xfk1+q−x
f
k1
−p > 0 and xk2+q−xk2−p < 0, then the configurations {xk} and
xk+k2−k1 intersects, contradiction. On the other hand, since the rotation number is p/q,
we have that limk−→∞ x
f
k+q−xfk−p = 0. It follows that any xk such that xfk+q−xfk−p 6= 0
does not project to a point on the support of an invariant measure, since this point is not
recurrent. By the same argument, we can show that xsk+q − xsk = 0 for any point that
projects to the support of an invariant measure.
We have proved that any point on the support of an invariant measure lifts to a
configuration with xk+q − xk = (0, p). Let µ be a c−minimal measure supported on
(θ(k), p(k)), k = 0, · · · q − 1, and let xk be the corresponding configuration. Since∫
(N∗ǫ,j − c · θ˙)dµ =
∫
N∗ǫ,jdµ+ c · ρ =
q−1∑
k=0
Gj(xk, xk+1) + c · ρ,
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µ minimizes
∫
(N∗ǫ,j − c · θ˙)dµ implies that {xk} minimizes
∑q−1
k=0Gj(xk, xk+1).
For the irrational rotation number case, we refer to [MF], section 12. Consider A˜j(c)
as a subset of T and the dynamics on this subset. It is proved that the system is semi-
conjugate to a rigid rotation of irrational rotation number, and the semi-conjugacy is not
one-to-one on at most countably many points. It follows that the dynamics on A˜j(c) has
one unique invariant measure, since irrational rotation is uniquely ergodic.
For irrational rotation numbers, we have that the corresponding minimal measure is
unique. For rational rotation numbers, it is well known that for the twist map, generically
there exists only one minimal periodic orbit of rotation number p/q. We have the same
conclusions here. The following statement and Lemma 6.2 imply Proposition 6.6.
Proposition 6.8. 1. By subjecting the generating function Gj(x, x
′) to an arbitrarily
small Cr perturbation, we have that for any rational rotation number p/q, there are
exactly q periodic configurations of type (p, q). (In this case there exists a unique
minimal periodic orbit with rotation number p/q.)
2. The perturbation to Gj in part 1 can be realized by an arbitrarily small C
r pertur-
bation to the Hamiltonian Nǫ,j, localized in the set {(θ, p) : ‖θs − θsj(p)‖ < ρ0}.
As a result, this perturbation can be realized by a small perturbation to the original
Hamiltonian Nǫ.
Proof. Let {xk} be a minimizing configuration of type (p, q), let U be an open set that
contains x0 but none of the x1, · · · , xq−1. Let gU (x) be nonnegative periodic function that
is supported on U , gU (x0) = 0 is the unique minimum and ∂
2g is positive definite. If we
consider the new generating function
Gj(x, x
′) + gU (x),
the action
∑q−1
k=0Gj(xk, xk+1) is unaffected, while the action increases for other configu-
rations. It follows that {xk} and its translations are the unique minimal configurations.
However, this perturbation cannot be realized by a localized perturbation to the Hamilto-
nian (to be more precise, it is localized horizontally, but not vertically). We consider the
following modification of the above construction.
Let Φ denote a lift of the time-one-map of the Hamiltonian flow. The generating
function uniquely determines the map Φ in the sense that given x, x′ ∈ Rn, write p =
−∂1Gj and p2 = ∂2Gj then Φ(x, p) = (x′, p′). On the other hand, Theorem 5.1 implies
that any orbit in the Aubry set A˜j(c) is localized in the set {‖p−c‖ 6 6nA
√
ǫ}, which leads
us to the following definition. Let Vx(6A
√
nǫ) = {x′ ∈ Rn, ‖∂1Gj(x, x′) − c‖ 6 6A
√
nǫ},
and let ρx be a smooth function that takes value 1 on Vx(6A
√
nǫ) and takes value 0 on
Vx(12A
√
nǫ). We have that the generating function
Gj(x, x
′) + gU (x)ρx(x′)
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will make {xk} and its translation the unique minimizing configurations of type (p, q). The
norm of the perturbation can be arbitrarily small since the norm of gU can be arbitrarily
small.
To treat all rational rotation numbers, we consider a sequence of such perturbations
gUi(x)ρx(x
′), each subsequent perturbation can be chosen to be small enough, such that the
result of earlier perturbations are not destroyed. The final perturbed generating function
is
G′j(x, x
′) = Gj(x, x′) +
∑
i>1
gUi(x)ρx(x
′).
We now show that the perturbation can be realized by a localized perturbation of the
Hamiltonian. Write g(x, x′) =
∑
i>1 gUi(x)ρx(x
′) and let Φ′ denote the perturbed time-
one-map of the Hamiltonian flow. Since ∂1g = 0 for all x /∈
⋃
i Ui or x
′ /∈ Vx(12A
√
nǫ), the
perturbed time-one-map Φ′ is identical to the original Φ for any (x, p) /∈ ⋃i Ui×{‖p−c‖ 6
12A
√
nǫ}. Since we can choose Ui such that
⋃
i Ui ⊂ {‖θs − θsj(c)‖ < d < ρ0}, for
sufficiently small ǫ we can guarantee⋃
i
Ui × {‖p − c‖ 6 12A
√
nǫ} ⊂ {‖θs − θsj(p)‖ < ρ0}.
It follows that Φ = Φ′ for any (θ, p) /∈ {‖θs − θsj(p)‖ < ρ0}. This perturbation of the
time-one-map can be realized by a perturbation to the Hamiltonian localized in the same
neighborhood.
6.3 Generic property of α(c) and proof of Theorem 6.1
After obtaining the desired properties for the local Aubry set, we now return to the
Hamiltonian Nǫ. If c
f ∈ [aj + b, aj+1 − b], we have that A˜Nǫ(c) = A˜Nǫ,j(c). For cf ∈
[aj+1 − b, aj+1 + b], Proposition 6.5, statement 3 and 4 shows that it suffices to identify
whether α(c) is equal to αj(c) or αj+1(c).
Proposition 6.9. Assume that Nǫ = H0 + ǫZ + ǫR is such that Z satisfy [G0]-[G2] and
that ‖R‖C2 6 δ. Then there exists ǫ0, δ0 > 0 such that for 0 < ǫ < ǫ0 and 0 < δ < δ0,
there exists an arbitrarily small perturbation N ′ǫ of Nǫ, with the following properties. For
the Hamiltonian N ′ǫ Proposition 6.5 and Proposition 6.6 still hold, in addition, there exists
only finitely many cf ∈ [aj+1 − b, aj+1 + b] such that αj(ps∗(cf ), cf ) = αj+1p∗(cf ).
Proof. By taking a small perturbation if necessary, let us assume that we start with a
Hamiltonian Nǫ such that Proposition 6.5 and Proposition 6.6 already hold. Consider the
interval cf ∈ [aj−2b, aj+1+2b] first. Let P ηj (θ, p, t) : Tn×Rn−1× [aj−2b, aj+1+2b] −→ R
be a family of smooth functions such that
P ηj (θ, p, t) =


η, ‖θs − θsj(pf )‖ 6 ρ0 and pf ∈ [aj − 3r/2, aj+1 + 3r/2]
0, ‖θs − θsj(pf )‖ > 4ρ0/3
0, pf ∈ {aj − 2b, aj+1 + 2b}
.
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Clearly ‖P ηj ‖Cr can be arbitrarily close to 0 by choosing η close to 0.
Let Nη = Nǫ + P
η
j . The new perturbation can be considered part of R and if η is
sufficiently close to 0, Proposition 6.5 still hold. This implies that the local Aubry sets
still depends only on the value of the Hamiltonian on the set ‖θs− θsj(pf )‖ 6 ρ0, on which
the perturbation is simply a constant (for cf ∈ [aj − 3r/2, aj+1 + 3r/2]). We have that
αNη ,j(c) = αNǫ,j + η and that A˜Nη ,j(c) = A˜Nǫ,j(c) for cf ∈ [aj − 3r/2, aj+1 + 3r/2]. It
follows that all properties of the local Aubry set A˜Nǫ,j(c) is intact, while αj(c) undergoes
a shift.
On the other hand, Consider the functions αjp∗(cf ) and αj+1p∗(cf ) as functions on
[aj+1− 3r/2, aj+1+3r/2]. Since they are both C1, by Sard’s lemma, the critical values of
αj − αj+1 has zero measure. It follows that there exists a full measure set of η ∈ R such
that α′j−α′j+1 = 0 implies αj−αj+1+η 6= 0. In other words, the two functions αj+η and
αj+1 intersect transversally, which implies that there are only finitely many values where
αj − αj+1 + η = 0.
We can perform this modification for each [aj − 2b, aj+1 + 2b], and η can be chosen to
be arbitrarily close to 0.
Proof of Theorem 6.1. Since there are only finitely many cf ∈ [aj+1 − b, aj+1 + b] on
which αj = αj+1, we add these points to the set {a0, · · · , as} to form a new partition
{[a¯j , a¯j+1]}. On each open interval (a¯j, a¯j+1) α(c) is only equal to one of the αj and αj+1.
Use Proposition 6.5 and the first statement follows.
The second statement follows from Proposition 6.6.
6.4 nondegeneracy of the barrier functions
In this section we prove Theorem 6.4. We have concluded that in order to prove Theo-
rem 6.4, it suffices to show that Γ1(ǫ) = Γ
∗
1(ǫ) and Γ2(ǫ) = Γ
∗
2(ǫ). We show that this is
the case by proving the following equivalent statement.
Proposition 6.10. Let H ′ǫ be a perturbation of Hǫ such that the conclusions of Theo-
rem 6.2 holds, then there exists an arbitrarily small Cr perturbation H ′′ǫ to H ′ǫ, such that
for the Hamiltonian H ′′ǫ Theorem 6.2 still hold, in addition:
1. Consider cf ∈ (a¯j, a¯j+1) such that Ac = Nc and πθfAc = T. Take ζ ∈ Mc, and let ζ1
and ζ2 be its lifts to the double cover. We have that the functions h˜c(ζ1, θ)+ h˜c(θ, ζ2)
and h˜c(ζ2, θ) + h˜c(θ, ζ1) have isolated minima outside of the lifts of Ac.
2. For c = a¯j+1, take ζ ∈ Ac ∩Xj and η ∈ Ac ∩ Xj+1. We have that both hc(ζ, θ) +
hc(θ, η) and hc(η, θ) + hc(θ, ζ) has isolated minima outside of Ac.
This proposition is essentially proved by Cheng and Yan in [CY2], here we briefly
describe their approach.
Consider the Hamiltonian H ′ǫ such that conclusions of Theorem 6.2 holds. In the
rest of the section, let’s refer to H ′ǫ simply as H. For now, let us also fix an interval
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(a¯j , a¯j+1) and consider only cohomology classes with c
f in that interval. Let Γj1 = Γ1(ǫ)∩
{c, cf ∈ (a¯j , a¯j+1)}, we would like to show by perturbing the Hamiltonian, we can make
the functions h˜c(ξ1, θ) + h˜c(θ, ξ2) and h˜c(ξ2, θ) + h˜c(θ, ξ1) nondegenerate.
Recall that h˜c is the barrier function defined on the covering space (2T)
n × Rn, and
ξ : (2T)n × Rn −→ Tn × Rn is the covering map. H˜ is the Hamiltonian lifted to the
covering space.
Define the generating function G(x, x′) : Rn × Rn −→ R by
G(x, x′) = inf
γ(0)=x,γ(1)=x′
∫ 1
0
L(t, γ, γ˙),
where L is the Lagrangian corresponding to H. A convenient way of introducing per-
turbations to the functions h˜c is by perturbing the generating functions. Denote by
π : Rn −→ Tn the standard projection.
We consider the following perturbation
G′(x, x′) = G(x, x′) +G1(x′)
and denote by h˜′c the corresponding perturbed barrier function. We have the following
statement.
Lemma 6.3. ([CY2], Lemma 7.1) For c = p∗(cf ) with cf ∈ (a¯j , a¯j+1), the following hold.
1. There exists a family of open sets Oc ⊂ (2T)n such that the full orbit of any (θ˜, p˜) ∈
N˜H˜(c) \ A˜H˜(c) must intersect Oc in the θ˜ component.
2. There exists ρ > 0 such that if we perturb G(x, x′) by function G1(x′) with suppG1 ⊂
Bρ(u), where Bρ(u) is the ball of radius ρ centered at u, then for each c such that
Bρ(u) ⊂ π−1Oc the corresponding barrier function
h˜′c(ξ1, θ) + h˜
′
c(θ, ξ2) = h˜c(ξ1, θ) + h˜c(θ, ξ2) +G1(θ)
for each θ ∈ Oc.
3. ξOc ∩ {θ : ‖θs − θsj(c)‖ 6 ρ2} = ∅, in particular, ξOc ∩ NH(c) = ∅. Moreover
U˜ =
⋃
cf∈(a¯j ,a¯j+1)Oc is an open set.
As before, let us write b˜+c (θ) = h˜c(ξ1, θ) + h˜c(θ, ξ2) and b˜
−
c (θ) = h˜c(ξ2, θ) + h˜c(θ, ξ1).
Elements of NH˜(c) \ AH˜(c) coincide with the minimal set of the functions b˜±c . To prove
that this set is isolated, it suffices to prove its intersection with Oc is isolated, as any
accumulation point of NH˜(c) \ AH˜(c) has a diffeomorphic image in Oc. We say that the
function b˜±c (θ) is degenerate if its minimal set has at least one accumulation point. Cheng
and Yan proved that it is possible to introduce a perturbation to make b˜±c nondegenerate
for all c ∈ Γj1 simultaneously.
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This is not possible in general, if the functions b˜±c behave badly as c varies. Since
regularity of b˜±c in c is hard to prove, Cheng and Yan resolves this problem nicely by
introducing an additional parameter. Recall that for each c ∈ Γj1, the Aubry set A˜ is an
invariant curve on the time-zero section of the invariant cylinder Xj , call it γc. Fix an
arbitrary curve γ0 = {pf = pf0} ∩ {t = 0} ∩Xj, we introduce a parameter σ which is the
area between γc and γ0 on the cylinder Xj ∩ {t = 0}. σ is monotone in cf and is only
defined for c ∈ Γj1. Cheng and Yan proved that
Lemma 6.4. ([CY2], Lemma 6.4) There exists constant C > 0 such that, for σ and σ′ such
that c(σ), c(σ′) ∈ Γj1, ζ ∈ AH(c) and m /∈ {‖θs−θsj(c(σ))‖ 6 ρ2}∪{‖θs−θsj(c(σ′))‖ 6 ρ2},
|hc(σ)(ζ,m)− hc(σ′)(ζ,m)| 6 C(
√
|σ − σ′|+ |c(σ) − c(σ′)|),
|hc(σ)(m, ζ)− hc(σ′)(m, ζ)| 6 C(
√
|σ − σ′|+ |c(σ) − c(σ′)|).
It follows that the function hc(σ) can be extended to hc,σ that is
1
2−Ho¨lder in c and σ,
this regularity turns out to be enough. To see how this is carried out, let us consider a
subset Bd′(c
f
∗ ) × Rd(u), where Bd′(cf∗ ) = {c : |cf − cf∗ | < d′} and Rd(u) ⊂ Tn is an open
cube centered at u with edge d.
Lemma 6.5. ([CY2], Lemma 7.2) There is a residue set of functions G1 ∈ Cr0(Rd(u),R)
such that
b˜±c (θ) +G1(θ)
has isolated minima in Rd(u) for each c ∈ Γj1 ∩ Bd′(c). (Cr0 stands for Cr functions with
compact support).
Remark 6.1. The nontrivial part of this statement is that the nondegeneracy of b˜±c can
be achieved for all c ∈ Γj1 ∩ Bd′(c) simultaneously. The regularity acquired in Lemma 6.4
is crucial to the proof. We refer to [CY2] for details.
To construct the desired perturbation to the barrier function, let us state another
lemma, which is a consequence of the upper semi-continuity of the Man˜e set on the La-
grangian.
Lemma 6.6. The property that the functions b˜±c are non-degenerate on the set Bd′(c
f
∗ )×
Rd(u) survives under sufficiently small perturbation.
We proceed to prove Proposition 6.10. Let Bd′i(c
f
i ) × Rdi(ui) ⊂ U˜ , be a sequence
of sets such that U˜ =
⋃
iBd′i(c
f
i ) × Rdi(ui). We may choose a sequence of perturbations
Gi : Rdi(ui) −→ R, and letG′k(x, x′) = G(x, x′)+
∑k
i=1Gi(x
′) and b˜±c,k be the corresponding
barrier functions corresponding to the generating function G′k. We can choose the sequence
Gi inductively such that b˜
±
c is non-degenerate on (c, θ) ∈
⋃k
i=1(Bd′i(c
f
i ) ∩ Γj1) × Rdi(ui),
because new perturbations can be added that does not disrupt the nondegeneracy already
established in the previous steps. By repeat this process for each interval (a¯j , a¯j+1), we
48
have constructed a perturbation to the generating function G, such that the first statement
of Proposition 6.10 holds.
For the second statement, using the same arguments for Lemma 6.3, one can show
that the same type of conclusions apply to b±c as well.
Lemma 6.7. For each c = p∗(cf ) with cf = a¯j , j = 2, · · · , l − 1 the following hold.
1. There exists a family of open sets Oc ⊂ (2T)n such that the full orbit of any (θ˜, p˜) ∈
N˜H(c) \ A˜H(c) must intersect Oc in the θ˜ component.
2. There exists b > 0 such that if we perturb G(x, x′) by function G1(x′) with suppG1 ⊂
Bb(u), where Bb(u) is the ball of radius b centered at u, then for each c such that
Bb(u) ⊂ π−1Oc the corresponding barrier function
h′c(ζ, θ) + h
′
c(θ, η) = hc(ζ, θ) + hc(θ, η) +G1(θ)
for each θ ∈ Oc. The same conclusion holds for hc(η, θ) + hc(θ, ζ).
For a fixed c, it is easy to see b±c (θ) +G1(θ) has isolated minimal set in Rd(u) for an
open and dense set of G1. Repeat the arguments for b˜
±
c , we obtain a perturbation for
which the both statements of Proposition 6.10 hold.
A Generic conditions
We prove Theorem 2.1 in this section. Consider the following (degeneracy) conditions on
the function Z(θs, p∗(pf )) : Tn−1 × [amin, amax] −→ R.
[T0] For pf ∈ [amin, amax], all local maxima of Z(θs, p∗(pf )) is nondegenerate.
[T1] For each pf ∈ [amin, amax] and there are at most two distinct θs1, θs2 ∈ Tn−1 such that
∂θsZ(θ
s
j , p∗(p
f )) = 0 for j = 1, 2 and that Z(θs1, p∗(p
f )) = Z(θs2, p∗(p
f )).
[T2] For any pf ∈ [amin, amax] and distinct θs1, θs2 ∈ Tn−1 such that ∂θsZ(θsj , p∗(pf )) = 0
for j = 1, 2, we have that
∂pfZ(θ
s
1, p∗(p
f )) 6= ∂pfZ(θs2, p∗(pf )).
Let U ′ denote the set of functions in Sr that satisfies one or more of the conditions [T0]-
[T2].
Proposition A.1. U ′ is open and dense.
Proof of Theorem 2.1. The set U is open, since if H1 satisfies conditions [G0]-[G2] with
some λ > 0, any H ′1 sufficiently close to H1 in C
r norm satisfies these conditions with a
slightly smaller λ′ > 0.
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We now prove that U is dense by showing that U ⊃ U ′. The conditions [T0]-[T2] implies
the statement that any pf is either a nondegenerate regular point or a nondegenerate
bifurcation point, and that there are at most finitely many bifurcation points. To see that
[T0]-[T2] also imply conditions [G0]-[G2], let {[aj , aj+1]}s−1j−0 be the partition of [amin, amax]
by bifurcation points. Each pf ∈ (aj , aj+1) defines a unique global maximum θsj(pf ). The
function θs(pf ) is continuous since any converging sequence θs(pfk) also converges to a
global maximum, and it must be smooth by implicit function theorem. The function
extends to [aj , aj+1] by continuity, and using the nondegeneracy of the maximum and
implicit function theorem, we can extend θsj smoothly to the interval [aj − d, aj+1 + d],
such that each θsj(p
f ) is a nondegenerate local maxima. Assume that for each pf ∈
[aj − d, aj+1 + d] we have −∂2θsθsZ(θs, p∗(pf )) > d′I as a quadratic form, hence Z satisfies
[G0] with λ = min{d, d′}. [G1] and [G2] are direct consequences of [T0]-[T2].
B Normally hyperbolic manifold
Let F : Rn −→ Rn be a C1 vector field. We give sufficient conditions for the existence of
a Normally hyperbolic invariant graph of F . We split the space Rn as Rnu × Rns × Rnc ,
and denote by x = (u, s, c) the points of Rn. We denote by (Fu, Fs, Fc) the components of
F :
F (x) = (Fu(x), Fs(x), Fc(x)).
We study the flow of F in the domain
Ω = Bu ×Bs ×Ωc
where Bu and Bs are the open Euclidean balls of radius ru and rs in R
nu and Rns , and
Ωc is a convex open subset of Rnc. We denote by
L(x) = dF (x) =

Luu(x) Lus(x) Luc(x)Lsu(x) Lss(x) Lsc(x)
Lcu(x) Lcs(x) Lcc(x)


the linearized vector field at point x. We assume that ‖L(x)‖ is bounded on Ω, which
implies that each trajectory of F is defined until it leaves Ω. We denote by W c the union
of full orbits contained in Ω. In other words, this is the set of initial conditions x ∈ Ω
such that there exists a solution x(t) : R −→ Ω of the equation x˙ = F (x) satisfying
x(0) = 0. We denote by W sc the set of points whose positive orbit remains inside Ω. In
other words, this is the set of initial conditions x ∈ Ω such that there exists a solution
x(t) : [0,∞) −→ Ω of the equation x˙ = F (x) satisfying x(0) = 0. Finally, we denote by
W uc the set of points whose negative orbit remains inside Ω. In other words, this is the
set of initial conditions x ∈ Ω such that there exists a solution x(t) : (∞, 0] −→ Ω of
the equation x˙ = F (x) satisfying x(0) = 0. These sets have specific features under the
following assumptions:
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Hypothesis B.1 (Isolating block). We have:
• Fc = 0 on Bu ×Bs × ∂Ωc.
• Fu(u, s, c) · u > 0 on ∂Bu × B¯s × Ω¯c.
• Fs(u, s, c) · s < 0 on B¯u × ∂Bs × Ω¯c.
Hypothesis B.2. There exist positive constants α, m and M such that:
• Luu(x) > αI, Lss(x) 6 −αI for each x ∈ Ω in the sense of quadratic forms.
• ‖Lus(x)‖ + ‖Luc(x)‖ + ‖Lsu(x)‖ + ‖Lsc(x)‖ + ‖Lcu(x)‖ + ‖Lcs(x)‖ + ‖Lcc(x)‖ 6 m
for each x ∈ Ω.
Theorem B.1. Assume that Hypotheses B.1 and B.2 hold, and that
K :=
m
α− 2m 6
1√
2
.
Then the set W sc is the graph of a C1 function
wsc : Bs × Ωc −→ Bu,
the set W uc is the graph of a C1 function
wuc : Bu ×Ωc −→ Bs,
and the set W c is the graph of a C1 function
wc = (wcu, w
c
s) : Ω
c −→ Bu ×Bs.
Moreover, we have the estimates
‖dwsc‖ 6 K, ‖dwuc‖ 6 K, ‖dwc‖ 6 2K.
Proof. This results could be reduced to several already existing ones, see [Fe, HPS, McG,
Ch] or proved directly by well-known methods. We shall use Theorem 1.1 in [Ya] which
is the closest to our needs because it is expressed in terms of vector fields. We first derive
some conclusions from the isolating block conditions. We denote by πsc the projection
(u, s, c) 7−→ (s, c), and so on.
Lemma B.1. If Hypothesis B.1 holds, then
πuc(W uc) = Bu × Ωc and πsc(W sc) = Bs × Ωc.
Moreover, the closures of W sc and W uc satisfy
W¯ sc ⊂ Bs × B¯c × Ω¯c, W¯ uc ⊂ B¯s ×Bc × Ω¯c.
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Proof. Let us define T+(x) ∈ [0,∞] as the first positive time where the orbit of x hits the
boundary ∂Ω. Let us denote by ϕ(t, x) the flow of F . If T (x) <∞, we have ϕ(T (x), x) ∈
∂Bu×Bs×Ω, as follows from Hypothesis B.1. Then, it is easy to check that the function
T is continuous, and even C1, at x.
We prove the first equality of the Lemma by contradiction, and assume that there
exists a point (u, c) ∈ Bu ×Ωc such that W uc does not intersect the disc {u} ×Bs × {c}.
Then, the first exit map
Bs ∋ s 7−→ ϕ(T (x), x) ∈ ∂Bs
extends by continuity to a continuous retraction from B¯s to its boundary ∂Bs. Such a
retraction does not exist. The proof of the other equality is similar.
Finally, we have
W¯ uc ⊂ B¯u × B¯s × Ω¯c = (Bu × B¯s × Ω¯c)⋃(∂Bu × B¯s × Ω¯c).
Hypothesis B.1 implies that each point of ∂Bu × B¯s × Ω¯c has a neighborhood formed of
points which leave Ω after a small time. As a consequence, the set ∂Bu × B¯s × Ω¯c can’t
intersect W¯ uc, and we have proved that W¯ uc ⊂ Bu× B¯s× Ω¯c. The other inclusion can be
proved in a similar way.
In order to prove the statement of the Theorem concerning W sc, we apply Theorem
1.1 of [Ya]. More precisely, using the notation of that paper, we set
a = u/K, z = (s, c), f(a, z) = Fu(Ka, z)/K, g(a, z) = (Fs(Ka, z), Fc(Ka, z)).
We have the estimates
∂af = Luu > α, ∂zg =
[
Lss Lsc
Lcs Lcc
]
6 m
in the sense of quadratic forms. Moreover, we have the estimates
‖∂zf‖ 6 m
K
, ‖∂ag‖ 6 Km.
Since
m+m/K +Km < 2m+m/K = α
we conclude that Hypothesis 2 of [Ya] is satisfied. Hypothesis 1 of [Ya] is verified by the
domain Ω, and Hypothesis 3 is precisely the conclusion of Lemma B.1. As a consequence,
we can apply Theorem 1.1 of [Ya], and conclude that the set W sc is the graph of a C1
and 1-Lipschitz map above Bs × Ωc in (a, z) coordinates, and therefore the graph of a
K-Lipschitz C1 map wsc : Bs ×Ωc −→ Bu in (u, s, c) coordinates.
In order to prove the statement concerning W uc, we apply Theorem 1.1 of [Ya] with
a = s/K, z = (u, c),
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f(a, z) = −Fs(Ka, z)/K, g(a, z) = −(Fu(Ka, z), Fc(Ka, z)).
It is easy to check as above that all hypotheses are satisfied.
Let us now study the set W c =W sc ∩W uc. First, let us prove that W c is a C1 graph
above Ωc. We know that W sc is the graph of a K-Lipshitz C1 function wsc(s, c) and that
W uc is the graph of a K-Lipshitz C1 function wuc(u, c). The point (u, s, c) belongs to W c
if and only if
u = wsc(s, c) and s = wuc(u, c),
or in other words if and only if (u, s) is a fixed point of the K-Lipschitz C1 map
(u, s) 7−→ (wsc(s, c), wuc(u, c)).
For each c, this contracting map has a unique fixed point in B¯u×B¯s, which corresponds to
a point of W¯ sc∩ W¯ uc. It follows from Lemma B.1 that this point is contained in Bu×Bs.
Then, it depends in a C1 way of the parameter c. We have proved that W c is the graph of
a C1 function wc. In order to estimate the Lipschitz constant of this graph, we consider
two points (ui, si, ci), i = 0, 1 in Γ. We have
‖u1 − u0‖2 6 K2(‖s1 − s0‖2 + ‖c1 − c0‖2)
and
‖s1 − s0‖2 6 K2(‖u1 − u0‖2 + ‖c1 − c0‖2).
Taking the sum gives
(1−K2)(‖u1 − u0‖2 + ‖s1 − s0‖2) 6 2K2‖c1 − c0‖2
and
‖(u1, s1)− (u0, s0)‖ 6
√
2K2
1−K2 ‖c1 − c0‖ 6 2K‖c1 − c0‖,
since K 6 1/
√
2. We conclude that wc is 2K-Lipschitz.
We need an addendum for applications:
Proposition B.2. Assume in addition that there exists a translation g of Rnc such that
g(Ωc) = Ωc and F ◦ (id⊗ id⊗ g) = F.
Then we have
wsc ◦ (id⊗ g) = wsc, wuc ◦ (id⊗ g) = wuc, wc ◦ g = wc.
Proof. It follows immediately from the definition of the sets W sc, W uc and W c that
g(W sc) =W sc, g(W uc) =W uc and g(W c) =W c.
In applications the first condition of Hypothesis B.1 is usually not satisfied, except in
the case where Ωc = Rnc . It is thus useful to state a more ”applicable” variant of the
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result. In view of the applications we have in mind, it is useful to split the central variables
into two groups and consider the case
Ωc = Rn
1
c × Ωc2,
where Ωc2 is a convex open set in Rn
2
c , n1c + n
2
c = nc. Given a positive parameter σ, let
Ωc2σ be the set of points c2 ∈ Rn
2
c such that d(c,Ωc2) < σ. This is a convex open subset
of Rn
2
c containing Ωc2 . We denote by Ωcσ the product R
n1c × Ωc2σ and by Ωσ the product
Bu ×Bs × Ωcσ. With the notation Fc = (Fc1 , Fc2), we have:
Proposition B.3. Assume that there exists λ,m, σ > 0 such that
• Fu(u, s, c) · u > 0 on ∂Bu × B¯s × Ω¯cσ.
• Fs(u, s, c) · s < 0 on B¯u × ∂Bs × Ω¯cσ.
• Luu(x) > αI, Lss(x) 6 −αI for each x ∈ Ωσ in the sense of quadratic forms.
• ‖Lus(x)‖+‖Luc(x)‖+‖Lss(x)‖+‖Lsc(x)‖‖Lcu(x)‖+‖Lcs(x)‖+‖Lcc(x)‖+2‖Fc2(x)‖/σ 6
m for each x ∈ Ωσ.
Assume furthermore that
K :=
m
α− 2m 6
1√
2
.
Then there exists a C1 function ρ : Ωcσ −→ [0, 1] which is equal to 1 on Ωc and such that
the vector field
F˜ (u, s, c) := (Fu(u, s, c1, c2), Fs(u, s, c1, c2), Fc1(u, s, c1, c2), ρ(c2)Fc2(u, s, c1, c2))
satisfies all the hypotheses of Theorem B.1 on Ωσ. Note that F˜ = F on Ω.
Proof. We take a function ρ : Ωc2σ −→ [0, 1] such that :
• ρ = 0 near the boundary of Ωc2σ ,
• ρ = 1 on Ωcσ ,
• ‖dρ‖ 6 2/σ uniformly.
Denoting by L˜∗∗ the variational matrix associated to F˜ , we see that
L˜cu(u, s, c) = ρ(c2)Lcu(u, s, c), L˜cs(u, s, c) = ρ(c2)Lcs(u, s, c),
L˜c1c1(u, s, c) = ρ(c2)Lc1c1(u, s, c), L˜c1c2(u, s, c) = ρ(c2)Lc1c2(u, s, c),
and
L˜c2c2(u, s, c) = ρ(c2)Lc2c2(u, s, c) + dρ(c2)⊗ Fc2(u, s, c).
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As a consequence, we have
‖L˜us(x)‖+ ‖L˜uc(x)‖ + ‖L˜ss(x)‖ + ‖L˜sc(x)‖+ ‖L˜cu(x)‖ + ‖L˜cs(x)‖+ ‖L˜cc(x)‖
=ρ(c2)
(‖Lus(x)‖ + ‖Luc(x)‖ + ‖Lss(x)‖ + ‖Lsc(x)‖‖Lcu(x)‖ + ‖Lcs(x)‖ + ‖Lcc(x)‖)
+‖Fc2(x)‖‖dρ(c2)‖ 6 m.
Under the hypotheses of Proposition B.3, the sets W˜ sc, W˜ uc, W˜ c associated to F˜ are
graphs of C1 functions
w˜sc : Bs × Ωcr −→ Bu, w˜uc : Bu × Ωcr −→ Bs, w˜c : Ωcr −→ Bu ×Bs
which satisfying the estimates
‖dw˜sc‖ 6 K, ‖dw˜uc‖ 6 K, ‖dw˜c‖ 6 2K.
The restrictions to Ω
Wsc = W˜ sc ∩Ω, Wuc = W˜ uc ∩ Ω, Wc =Wsc ∩Wuc = W˜ c ∩ Ω,
are weakly invariant by F in the sense that this vector field is tangent to them. They
satisfy various interesting properties. For example, each F -invariant set contained in Ω is
contained in Wc.
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