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Abstract
We use Khovanov-Lauda-Rouquier (KLR) algebras to categorify a crystal isomorphism
between a fundamental crystal and the tensor product of a Kirillov-Reshetikhin crystal
and another fundamental crystal, all in affine type. The nodes of the Kirillov-Reshetikhin
crystal correspond to a family of “trivial” modules. The nodes of the fundamental crystal
correspond to simple modules of the corresponding cyclotomic KLR algebra. The crystal
operators correspond to socle of restriction and behave compatibly with the rule for tensor
product of crystal graphs.
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1 Introduction
Kang-Kashiwara [11] andWebster [34] show the cyclotomic Khovanov-Lauda-Rouquier (KLR)
algebra RΛ categorifies the highest weight representation V (Λ) in arbitrary symmetrizable
type. (KLR algebras are also known in the literature as quiver Hecke algebras.) By a slight
abuse of language, we will say the combinatorial version of this statement is that RΛ categori-
fies the crystal B(Λ), where simple modules correspond to nodes, and functors that take socle
of restriction correspond to arrows, i.e. the Kashiwara crystal operators [23]. Webster [34]
and Losev-Webster [25] categorify the tensor product of highest weight modules, and hence
the tensor product of highest weight crystals. However, one can consider a tensor product of
crystals
B ⊗B(Λ) ≃ B(Λ′) (1)
where Λ,Λ′ ∈ P+ are of level k and B is a perfect crystal of level k. In this paper, we
(combinatorially) categorify the crystal isomorphism (1) in the case Λ = Λi is a fundamental
weight and B = B1,1 is a Kirillov-Reshetikhin crystal. In other words, our main theorems
give a purely module-theoretic construction of this crystal isomorphism. (One must modify
the form of the crystal isomorphism in the case B1,1 is not perfect or when Λi is not of level 1.
See Section 2.3.2.) Each node of B1,1 corresponds to an infinite family of “trivial” modules,
but note this does not give a categorification of B. These “trivial” modules Tp;k are the KLR
analogues of the nodes in highest weight crystals studied in [32] and are completely described
in Section 6.
We note that this gives a construction of simple modules, starting from the Tp;k. In
type A, this is somewhat intermediate between the crystal operator construction and the
Specht module construction. See [33] for details. This paper also describes how socle of
restriction interacts with the construction. One can also recover this for finite type whose
Dynkin diagram is a subdiagram of that of type Xℓ studied here. For a construction of simple
modules related to the crystal B(∞) for finite type KLR algebras see [2].
This paper generalizes the theorems and constructions from [33] for type A affine, which
were in turn originally proved for the affine Hecke algebra of type A at an (ℓ + 1)st root of
unity [31, 28].
The authors welcome input on adding references if the ones included in this paper are
incomplete.
Acknowledgments: We wish to thank Peter Tingley for interesting discussions and for
pointing out we were using KR crystals and not just level 1 perfect crystals. The second
3author would like to thank David Hill for useful discussions and some initial jump computa-
tions.
The first author was partially supported by NSA grant H98230-12-1-0232, ICERM, and
the Simons Foundation.
2 Background and notation
2.1 Cartan datum
We first review the Cartan datum associated with types A
(1)
ℓ , C
(1)
ℓ , A
(2)
2ℓ , A
(2)†
2ℓ , D
(2)
ℓ+1, D
(1)
ℓ ,
B
(1)
ℓ , and A
(2)
2ℓ−1. Fix an integer ℓ ≥ 2. For each type Xℓ listed above, I = {0, 1, . . . , ℓ}
will denote the indexing set. Let [aij ]i,j∈I denote the associated Cartan matrix. We direct
the reader to [9] for the explicit matrices. Following [9] we let h be a Cartan subalgebra,∏
= {α0, . . . , αℓ} its system of simple roots,
∏∨ = {h0, . . . , hℓ} its simple coroots, and Q
and Q∨ the root and coroot lattices respectively. Then set
Q+ =
⊕
i∈I
Z≥0αi. (2)
For an element ν ∈ Q+, we define its height , |ν|, to be the sum of the coefficients, i.e. if
ν =
∑
i∈I νiαi then
|ν| =
∑
i∈I
νi. (3)
We also have a symmetric bilinear form
( , ) : h∗ × h∗ → C, (4)
satisfying the property that
aij = 〈hi, αj〉 =
2(αi, αj)
(αi, αi)
(5)
where 〈 , 〉 : h×h∗ → C is the canonical pairing. Using this pairing we define the fundamental
weights {Λi | i ∈ I} via
〈hi,Λj〉 = δij . (6)
The weight lattice is
⊕
i∈I ZΛi and the integral dominant weights are
P+ =
⊕
i∈I
Z≥0Λi. (7)
For all types considered in this paper, the associated Lie algebra g has 1-dimensional center
generated by the canonical central element c = c0h0 + · · · + cℓhℓ where ci ∈ Z≥0. The level
of a weight Λ ∈ P+ is then defined to be 〈c,Λ〉.
For each type Xℓ we draw below the associated Dynkin diagram and list the level of the
fundamental weights.
• A
(1)
1 , I = {0, 1}, Level 1 weights: Λ0,Λ1,
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0 1
• A
(1)
ℓ , ℓ ≥ 2, Level 1 weights: Λi, i ∈ I,
1 2 3 ℓ− 1 ℓ
0
· · ·
• C
(1)
ℓ , ℓ ≥ 2, Level 1 weights: Λi, i ∈ I,
0 1 2 ℓ− 1 ℓ
· · ·
• A
(2)
2ℓ , ℓ ≥ 2, Level 1 weight: Λ0, Level 2 weights: Λ1, . . . ,Λℓ
0 1 2 ℓ− 1 ℓ
· · ·
• A
(2)†
2ℓ , ℓ ≥ 2, Level 1 weight: Λℓ, Level 2 weights: Λ0, . . . ,Λℓ−1
0 1 2 ℓ− 1 ℓ
· · ·
• D
(2)
ℓ+1, ℓ ≥ 2, Level 1 weights: Λ0, Λℓ, Level 2 weights: Λ1, . . . ,Λℓ−1
0 1 2 ℓ− 1 ℓ
· · ·
• D
(1)
ℓ , ℓ ≥ 4, Level 1 weights: Λ0, Λ1, Λℓ−1, Λℓ, Level 2 weights: Λ2, . . . ,Λℓ−2
1 2 3 ℓ− 2 ℓ− 1
0 ℓ
· · ·
• B
(1)
ℓ , ℓ ≥ 3, Level 1 weights: Λ0, Λ1, Λℓ, Level 2 weights: Λ2, . . . ,Λℓ−1
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1 2 3 ℓ− 1 ℓ
0
· · ·
• A
(2)
2ℓ−1, ℓ ≥ 3, Level 1 weights: Λ0, Λ1, Level 2 weights: Λ2, . . . ,Λℓ
1 2 3 ℓ− 1 ℓ
0
· · ·
In most of the following theorems, we omit type A
(1)
1 . All theorems and constructions in
this paper hold in this type but require special arguments. These are presented in [33].
2.2 Review of crystals
We recall the tensor category of crystals following Kashiwara [16], see also [15, 14, 17].
A crystal is a set B together with maps
• wt: B −→ P ,
• εi, ϕi : B −→ Z ⊔ {−∞} for i ∈ I,
• e˜i, f˜i : B −→ B ⊔ {0} for i ∈ I,
such that
C1. ϕi(b) = εi(b) + 〈hi,wt(b)〉 for any i.
C2. If b ∈ B satisfies e˜ib 6= 0, then
εi(e˜ib) = εi(b)− 1, ϕi(e˜ib) = ϕi(b) + 1, wt(e˜ib) = wt(b) + αi. (8)
C3. If b ∈ B satisfies f˜ib 6= 0, then
εi(f˜ib) = εi(b) + 1, ϕi(f˜ib) = ϕi(b)− 1, wt(f˜ib) = wt(b)− αi. (9)
C4. For b1, b2 ∈ B, b2 = f˜ib1 if and only if e˜ib2 = b1.
C5. If ϕi(b) = −∞, then e˜ib = f˜ib = 0.
For b ∈ B we also define
ε(b) =
∑
i∈I
εi(b)Λi (10)
and
ϕ(b) =
∑
i∈I
ϕi(b)Λi. (11)
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If B1 and B2 are two crystals, then a morphism ψ : B1 → B2 of crystals is a map
ψ : B1 ⊔ {0} → B2 ⊔ {0}
satisfying the following properties:
M1. ψ(0) = 0.
M2. If ψ(b) 6= 0 for b ∈ B1, then
wt(ψ(b)) = wt(b), εi(ψ(b)) = εi(b), ϕi(ψ(b)) = ϕi(b). (12)
M3. For b ∈ B1 such that ψ(b) 6= 0 and ψ(e˜ib) 6= 0, we have ψ(e˜ib) = e˜i(ψ(b)).
M4. For b ∈ B1 such that ψ(b) 6= 0 and ψ(f˜ib) 6= 0, we have ψ(f˜ib) = f˜i(ψ(b)).
A morphism ψ of crystals is called strict if
ψe˜i = e˜iψ, ψf˜i = f˜iψ, (13)
and an embedding if ψ is injective.
Given two crystals B1 and B2 their tensor product B1⊗B2 (using the reverse Kashiwara
convention) has underlying set {b1 ⊗ b2 | b1 ∈ B1 and b2 ∈ B2} where we identify b1 ⊗ 0 =
0⊗ b2 = 0. The crystal structure is given as follows:
wt(b1 ⊗ b2) = wt(b1) + wt(b2), (14)
εi(b1 ⊗ b2) = max{εi(b2), εi(b1)− 〈hi,wt(b2)〉}, (15)
ϕi(b1 ⊗ b2) = max{ϕi(b2) + 〈hi,wt(b1)〉, ϕi(b1)}, (16)
e˜i(b1 ⊗ b2) =
{
e˜ib1 ⊗ b2 if εi(b1) > ϕi(b2)
b1 ⊗ e˜ib2 if εi(b1) ≤ ϕi(b2),
(17)
f˜i(b1 ⊗ b2) =
{
f˜ib1 ⊗ b2 if εi(b1) ≥ ϕi(b2)
b1 ⊗ f˜ib2 if εi(b1) < ϕi(b2).
(18)
Given a crystal B, we can draw its associated crystal graph with nodes (or vertices) B
and I-colored arrows (directed edges) as follows. When e˜ib = a (so b = f˜ia) we draw an
i-colored arrow a
i
−→ b. We also say b has an incoming i-arrow and a has an outgoing i-arrow.
2.3 Perfect crystals and Kirillov-Reshetikhin crystals
2.3.1 Type A
In type A
(1)
ℓ , the highest weight crystal B(Λi) has a model (see Figure 1) with nodes the
(ℓ+ 1)-restricted partitions, i.e. λ = (λ1, . . . , λt) such that λr ∈ Z≥0, 0 ≤ λr − λr+1 < ℓ+ 1
for all r. Let B1,1 be the crystal graph
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0 1 ℓ-1 ℓ
1 2 ℓ-1 ℓ
0
B1,1 is also drawn in (29) without the node labels.
B1,1 is an example of a perfect crystal (see [13] for the definition and important properties).
One key property this level 1 perfect crystal has is that tensoring it with a fundamental (or
highest weight level 1) crystal yields an isomorphism to another level 1 highest weight crystal.
In particular, for i ∈ I there exists an isomorphism of crystals,
T : B(Λi)
≃
−→ B1,1 ⊗B(Λi−1).
The isomorphism is pictured in Figure 2 for i = 0 and ℓ = 2. Note the underlying graph of
B(Λi) is identical to that of B(Λ0), but the colors of the arrows are obtained from those of
B(Λ0) by adding i mod (ℓ+1).
∅
...
...
...
0
0 1
0 1
2
0
2
0
2
1
0
1 2
12
∅
...
...
...
2
2 0
2 0
1
2
1
2
1
0
2
0 1
01
Figure 1: B(Λ0) and B(Λ2) for ℓ = 2.
Combinatorially, T (λ) = k ⊗ µ where k ≡ λ1+ i− 1 mod (ℓ+1) and µ = (λ2, . . . , λt)
if λ = (λ1, λ2, · · · , λt). So we obtain µ from λ by removing its top row. In Figure 2, we draw
T (λ) =
k
⊗
µ
(19)
so the visual of the top row removal stands out. Note λ1 − µ1 < ℓ + 1 means that T has a
well-defined inverse.
When drawing B(Λi), we label each box of a partition with k ∈ I, such that the main
diagonal gets label i, and labels increase by 1 mod (ℓ+1) as one increases diagonals (moving
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right). In this manner, the last box in the top row of λ is labeled k when T (λ) = k ⊗ µ.
Note further that if we have a k-arrow γ
k
−→ λ then the box λ/γ is labeled k (though not
necessarily conversely). This box is often called a “good” k-box. In fact, once one knows the
structure of B1,1 and the tensor product rule for crystals, one can obtain the rule for which
k-box e˜k removes by iterating T .
∅
...
...
...
0
0 1
0 1
2
0 1
2 0
0
2
0
2
1
0 1 2
2
0 1
2
1
0
2
1
0
0
1
0
2
12
2 1 0
∅
...
...
...
∅
⊗
2
∅
⊗
0
∅
⊗
1
2
⊗
1
2 0
⊗
1
2
⊗
0
2
1
⊗
0
2
⊗
2
2
1
⊗
1
2
1
0
⊗
0
0
1
0
2
12
2 1 0
Figure 2: The isomorphism B(Λ0) ≃ B
1,1 ⊗B(Λ2) for ℓ = 2.
Remark 2.1. There is another model of B(Λi) for which nodes are indexed by (ℓ + 1)-
regular partitions. A partition λ is (ℓ + 1)-regular iff its transpose λT is (ℓ + 1)-restricted.
(However one does not obtain this model by merely transposing the partition indexing each
node.) There is a similar isomorphism T ′ : B(Λi)
≃
−→ Bℓ,1⊗B(Λi+1) corresponding to column
removal.
For type A
(1)
ℓ the diagram for B
ℓ,1 is
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1 2 ℓ-1 ℓ
0
(20)
This can be obtained from B1,1 in type A
(1)
ℓ by reversing the direction of all arrows.
See Section 5.0.1 for another model of B(Λi).
2.3.2 General type
The perfect crystal B1,1 in (29) is also an example of a Kirillov-Reshetikhin (KR) crystal.
For a quantized affine algebra U ′q(g), the KR crystals B
r,s correspond to a special family of
finite dimensional modules W r,s indexed by a positive integer s and a Dynkin node r from
the classical subalgebra g0 of g [20], [27]. In this paper we work with the crystals B
1,1 which
have particularly simple graphs. In all of the types we consider, with the exception of C
(1)
ℓ ,
the crystal B1,1 is perfect of level 1 [7]. When B1,1 is perfect and Λi is a level 1 fundamental
weight for i ∈ I, B1,1 has a unique node bi such that ε(bi) = Λi and ϕ(bi) = Λσ(i) for some
σ(i) ∈ I. There then exists a crystal isomorphism [13]
T : B(Λσ(i))
∼
−→ B1,1 ⊗B(Λi). (21)
In this paper we will also consider the tensor product B1,1⊗B(Λi) when Λi is a level 2 weight
and consider type C
(1)
ℓ where B
1,1 is not perfect. In those cases, B1,1⊗B(Λi) decomposes as
B1,1 ⊗B(Λi) ∼=
⊕
j∈I
kjB(sjΛj), kj ∈ Z≥0, sj ∈ {1, 2} (22)
for appropriate kj , sj. See [12], [10] for the case where Λi is not level 1, and [24] for type
C
(1)
ℓ , i = 0 which can be generalized to i ∈ I by similar methods. (When the level of Λi is 1,
all sj = 1; but when the level of Λi is 2 and the level of Λj is only 1, we can have sj = 2.)
Example 2.2. In type C
(1)
ℓ , one can check
B1,1 ⊗B(Λ1) ≃ B(Λ0)⊕B(Λ2). (23)
Recall B1,1 is not a perfect crystal in type C
(1)
ℓ .
If we call the crystal isomorphism T , label the nodes of B1,1 as
1 2 ℓ-1 ℓ ℓ-1 2 1
0
0 1 ℓ-1 ℓ 2 1 (24)
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and the highest weight node of B(Λi) as bΛi then
T ( 1 ⊗ bΛ1) = bΛ2 (25)
T ( 1 ⊗ bΛ1) = bΛ0 (26)
as ε( 1 ) = ε( 1 ) = Λ1 but ϕ( 1 ) = Λ2, ϕ( 1 ) = Λ0.
How this difference manifests in the main theorems of the paper is also addressed in
Remark 7.9 and Example 7.16.
Note, one can also check B1,1 ⊗B(Λ0) ≃ B(Λ1).
In type A
(2)
2ℓ one can check that for similar reasons as above that
B1,1 ⊗B(Λ2) ≃ B(Λ1)⊕B(Λ3), (27)
if ℓ ≥ 3. Recall that Λ1,Λ2,Λ3 are all of level 2, whereas Λ0 is level 1. One can also check
B1,1 ⊗B(Λ1) ≃ B(2Λ0)⊕B(Λ2). (28)
Below we draw the crystal graphs for the KR crystals B1,1 for each type Xℓ we are
considering. The nodes in B1,1 are labelled with to distinguish them from the Dynkin
nodes . The conditions ℓ ≥ 2, 3, 4 hold below in each respective type as they do for the
Dynkin diagrams listed in Section 2.1.
• A
(1)
ℓ
1 2 ℓ-1 ℓ
0
(29)
• C
(1)
ℓ
1 2 ℓ-1 ℓ ℓ-1 2 1
0
(30)
• A
(2)
2ℓ
1 2 ℓ-1 ℓ
0
ℓ-1 2 1
0
(31)
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• A
(2)†
2ℓ
1 2 ℓ-1 ℓ ℓ ℓ-1 2 1
0
(32)
• D
(2)
ℓ+1
1 2 ℓ-1 ℓ ℓ ℓ-1 2 1
0 0
(33)
• D
(1)
ℓ
1 2 ℓ-2
ℓ-1
ℓ
ℓ
ℓ-1
ℓ-2 2 1
0
0 (34)
• B
(1)
ℓ
1 2 ℓ-1 ℓ ℓ ℓ-1 2 1
0
0 (35)
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• A
(2)
2ℓ−1
1 2 ℓ-1 ℓ ℓ-1 2 1
0
0 (36)
2.3.3 Paths on B1,1
Definition 2.3. LetXℓ be one of the affine types listed in Section 2.1 and let I be the indexing
set of its Dynkin nodes. A type Xℓ path p of length k, is a function p : {0, 1, . . . , k − 1} → I
such that there is a directed walk in the type Xℓ crystal B
1,1 whose ith step corresponds to
a p(i)-arrow.
We specify the edge color data but not node data of the walk. There might then appear to
be some danger of ambiguity of two different walks corresponding to the same path, as B1,1
may have more than one arrow of a given color. Indeed, the single step paths p : {0} → I in
general do not specify a unique walk in B1,1. However, for paths with length k with k ≥ 2,
the definition above is sufficient to specify a unique walk.
Proposition 2.4. Let p : {0, 1, . . . , k− 1} → I be a type Xℓ path of length k. If k > 1, then
there is a unique walk in B1,1 that corresponds to p.
Proof. This proposition is based on three observations about the graph B1,1:
• A node a never has two incoming (respectively outgoing) arrows of the same color (this
of course is true of all crystals, even when ϕi(a) > 1 or εi(a) > 1).
• There are at most two i-arrows in B1,1 and hence at most two nodes a and b with an
incoming (respectively outgoing) i-arrow.
• If a and b are nodes that each have an incoming (respectively outgoing) i-arrow, a
has an outgoing (respectively incoming) j1-arrow and b has an outgoing (respectively
incoming) j2-arrow, then j1 6= j2.
By the first observation, a walk corresponding to p in B1,1 is uniquely determined once we
have chosen its initial node.
By the second observation, if p(0) = i there are at most two choices (a and b) for the
second node of the walk. If k > 1 then there is a second p(1)-arrow leaving either a or b. By
the third observation, a and b cannot both have an outgoing p(1)-arrow. Assume without
loss of generality that a has an outgoing p(1)-arrow. Then p uniquely corresponds to the
walk in B1,1 that starts by entering node a via a p(0)-arrow and leaves a by a p(1)-arrow.
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Because of the uniqueness implied by Proposition 2.4 we will henceforth use the terms
“type Xℓ path” and “walk in B
1,1” interchangeably when k > 1.
Example 2.5. Let p : {0, 1, 2} → I be the path of length 3 in type D
(1)
5 , defined such that
p(0) = 0, p(1) = 2, p(2) = 3. We mark the walk corresponding to p with a dotted line.
1 2 3
4
5
5
4
3 2 1
0
0 (37)
Definition 2.6. For a path p : {0, 1, . . . , k− 1} → I we call the arrow corresponding to p(0)
the tail of p, and the arrow corresponding to p(k− 1) the head of p. An extension to the tail
of p by a j-arrow is a path p′ : {0, 1, . . . , k} → I such that p′(t) = p(t− 1) for 1 ≤ t ≤ k and
p′(0) = j. An extension to the head of p by a j-arrow, is a path p′′ : {0, 1, . . . , k} → I such
that p′′(t) = p(t) for 0 ≤ t ≤ k − 1 and p′′(k) = j.
Let π(j) be the length 1 path π(j) : {0} → I, π(j)(0) = j. For a path p, we denote the
extension of its tail by a j-arrow by π(j) ⋆ p and the extension of its head by a j-arrow by
p ⋆ π(j). We can think of extension as concatenation of paths. If the tail (respectively head)
of p cannot be extended by a j-arrow then we set π(j) ⋆ p = 0 (respectively p ⋆ π(j) = 0).
The set of colors of arrows that can extend the tail of a path p of length k > 1 is denoted
ext−p ,
ext−p := { j | π(j) ⋆ p 6= 0 }. (38)
The set of colors of arrows that can extend the head of p is denoted ext+p ,
ext+p := { j | p ⋆ π(j) 6= 0 }. (39)
When ext−p (respectively ext
+
p ) contains a single element i, we allow ourselves the convenience
of writing p(−1) = i (respectively p(k) = i).
Example 2.7. In example 2.5
ext+p = {4, 5} ext
−
p = {1}. (40)
so we write p(−1) = 1.
Remark 2.8. In general, when p has length 1, then ext−p and ext
+
p are not well-defined.
However, the symmetry of the B1,1 graphs means that ext−p ∪ ext
+
p is well-defined even for
length 1 paths.
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3 Key definitions: class A, B, D nodes and cyclotomic paths
Let i, j, j′, a, a′, b, b′ ∈ I. We classify the arrows of B1,1 into three classes: A, B, and D.
• An i-arrow belongs to class B if it is adjacent to another i-arrow. That is, it either
enters a node that has an outgoing i-arrow or it departs from a node with an incoming
i-arrow. For instance, in the diagram below both i-arrows are of class B.
i ij j′
• A pair of arrows a and a′ are said to be a class D pair if they are the first and second
step respectively of a bifurcation (a bifurcation occurs at a node of degree 3). Below
both (a, a′) and (b, b′) are class D pairs.
a
b
a′
b′
j j′
For all B1,1 it will actually be the case that a = b′, a′ = b, and j = j′, whenever (a, a′)
is a class D pair.
a
a′
a′
a
j j
• All other arrows in B1,1 are class A. For large ℓ, the vast majority of arrows will belong
to class A.
Remark 3.1. It is not hard to see from inspection that within a given type, our classification
of arrows in B1,1 descends to a classification of elements of I in that type. In other words
within a B1,1 diagram, there are never two i-arrows that belong to different classes. So it
makes sense to talk about i ∈ I being of a particular class. Table 1 classifies the elements of
I for all types Xℓ considered in this paper.
Below is one of our key definitions.
Definition 3.2. Let p be a path of length k ≥ 1 in B1,1. p is called a cyclotomic path of tail
weight (Λi1 ,Λi2) if the following hold:
1. p(0) = i2 and p(1) 6= i2. If p has length 1 then p ⋆ π(i2) = 0, i.e. the head of p cannot
be extended by an i2-arrow.
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Type class A class B class D pairs
A
(1)
ℓ 0, 1, . . . , ℓ− 1, ℓ
C
(1)
ℓ 0, 1, . . . , ℓ− 1, ℓ
A
(2)
2ℓ 1, . . . , ℓ− 1, ℓ 0
A
(2)†
2ℓ 0, 1, . . . , ℓ− 1 ℓ
D
(2)
ℓ+1 1, . . . , ℓ− 1 0, ℓ
D
(1)
ℓ 2, 3, . . . , ℓ− 2 (0, 1), (ℓ − 1, ℓ)
B
(1)
ℓ 2, . . . , ℓ− 1 ℓ (0, 1)
A
(2)
2ℓ−1 2, . . . , ℓ− 1, ℓ (0, 1)
Table 1: Classification of elements of I for each type Xℓ
2. p(0) and p(1) are not a class D pair. If p has length 1 then there is no i ∈ I such that
the head of p can be extended by an i-arrow and (p(0), i) is a class D pair.
3. ext−p = {i1}, i.e. p has a unique extension by an i1-arrow to its tail.
4. (π(i1) ⋆ (π(i1) ⋆ p)) = 0, i.e. p cannot have its tail extended twice by i1-arrows.
The following proposition follows from inspection of the B1,1 crystal graphs.
Proposition 3.3. 1. Let Xℓ be any type not equal to D
(2)
3 , D
(1)
4 and B
(1)
3 . Then for all
i ∈ I there exists some j ∈ I such that there is a cyclotomic path p of tail weight
(Λj ,Λi).
2. In type D
(2)
3 so long as i 6= 1, i.e. i ∈ {0, 2}, there is j ∈ I such that there exists a
cyclotomic path p of tail weight (Λj ,Λi).
3. In type D
(1)
4 and B
(1)
3 so long as i 6= 2, i.e. i ∈ {0, 1, 3}, there is some j ∈ I such that
there exists a cyclotomic path p of tail weight (Λj ,Λi).
When the above paths exists they can be of any length k ∈ Z≥1.
Definition 3.4. We refer to 1 ∈ I in type D
(2)
3 and 2 ∈ I in types D
(1)
4 and B
(1)
3 as forbidden
elements of I.
Remark 3.5. Above we saw that the one-to-one correspondence between length k paths
in B1,1 and length k directed walks in B1,1 breaks down when k = 1. It is important to
note that this does not occur for length 1 cyclotomic paths because of the extra information
imposed by the unique tail extension.
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4 The KLR algebra R and some functors
4.1 Definition of the KLR algebra R(ν)
Fix an indeterminant q. In what follows we let qi = q
(αi,αi)
2 ,
[k]i = q
k−1
i + q
k−3
i + · · ·+ q
1−k
i and [k]i! = [k]i[k − 1]i . . . [1]i. (41)
For ν =
∑
i∈I νiαi in Q
+ with |ν| = m, we define Seq(ν) to be all sequences
i = (i1, i2, . . . , im) (42)
such that ik appears νk times. For i ∈ Seq(ν) and j ∈ Seq(µ), ij, will denote the concatenation
of the two sequences unless otherwise specified. It follows that ij ∈ Seq(ν + µ). We write
in = (i, i, . . . , i︸ ︷︷ ︸
n
). (43)
There is a left action of the symmetric group, Sm, on Seq(ν) defined by,
sk(i) = sk
(
i1, i2, . . . , ik, ik+1, . . . , im
)
= (i1, i2, . . . , ik+1, ik, . . . , im) (44)
where sk is the adjacent transposition in Sm that interchanges k and k + 1.
Our presentation of KLR algebras below follows that found in [18] and [19]. Using the
more general definition with Rouquier’s parameters Qi,j(u, v) will not change the results or
proofs in this paper, as they concern crystal-theoretic phenomena. There is also a useful
diagrammatic presentation of KLR algebras which can be found in [18], [19]. By results of
Brundan-Kleshchev [4], [5], there is an isomorphism between the cyclotomic KLR algebra,
RΛ(ν), of type A
(1)
ℓ , and H
Λ
ν where H
Λ
ν is a block of the cyclotomic Hecke algebra H
Λ
m as
defined in [1, 3, 6]. Hence readers unfamiliar with KLR algebras can translate all statements
and proofs for the type A
(1)
ℓ , Λ = Λi case in terms of Hecke algebras throughout the paper
(historically, this is the original setting in which the theorems from this paper were proved).
In fact for type A
(1)
ℓ the reader can think of all results as being stated for Fℓ+1Sm in the case
that ℓ+ 1 is prime.
For ν ∈ Q+ with |ν| = m, the KLR algebra R(ν) associated with Cartan matrix [aij ]i,j∈I
is the associative, graded, unital C-algebra generated by
1i for i ∈ Seq(ν), xr for 1 ≤ r ≤ m, ψr for 1 ≤ r ≤ m− 1, (45)
subject to the following relations, where i, j ∈ Seq(ν):
1i1j = δi,j1i, xr1i = 1ixr, ψr1i = 1sr(i)ψr, xrxt = xtxr, (46)
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ψrψt = ψtψr if |r − t| > 1, (47)
ψrψr1i =

0 if ir = ir+1,
1i if (αir , αir+1) = 0,
(x
−airir+1
r + x
−air+1ir
r+1 )1i if (αir , αir+1) 6= 0 and ir 6= ir+1,
(48)
(ψrψr+1ψr − ψr+1ψrψr+1)1i =

−airir+1−1∑
t=0
xtrx
−airir+1−1−t
r+2 1i if ir = ir+2 and (αir , αir+1) 6= 0,
0 otherwise,
(49)
(ψrxt − xsr(t)ψr)1i =

1i if t = r and ir = ir+1,
−1i if t = r + 1 and ir = ir+1,
0 otherwise.
(50)
The elements 1i are idempotents in R(ν) by (46) and the identity element is
1ν =
∑
i∈Seq(ν)
1i. (51)
Thus, as a vector space R(ν) decomposes as,
R(ν) =
⊕
i,j∈Seq(ν)
1iR(ν)1j. (52)
The generators of R(ν) are graded via
deg(1i) = 0, deg(xr1i) = (αir , αir ), deg(ψr1i) = −(αir , αir+1). (53)
We define
R =
⊕
ν∈Q+
R(ν). (54)
Notice that while R(ν) is unital, R is not.
For each w ∈ Sm we fix once and for all a reduced expression
ŵ = si1si2 . . . sit . (55)
Here the sk are Coxeter generators of Sm, and t is the Coxeter length. Let ψŵ = ψi1ψi2 . . . ψit
correspond to the chosen reduced expression ŵ of w. For i, j ∈ Seq(ν), let jSi be the permu-
tations in Sm that take i to j.
Theorem 4.1. [18, Theorem 2.5] As a C-vector space 1jR(ν)1i has basis,
{ψŵx
b1
1 . . . x
bm
m 1i | w ∈ jSi, br ∈ Z≥0}. (56)
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It is known that all simple R(ν)-modules are finite dimensional [18]. For this reason,
in this paper we only consider the category of finite-dimensional KLR-modules denoted by
R(ν) -mod and R -mod. We write G0(R) for the Grothendieck group.
We often refer to 1iM as the i-weight space ofM and any 0 6= v ∈ 1iM as a weight vector.
A weight basis is a basis consisting of weight vectors.
We define the graded character of an R(ν)-module to be
Char(M) =
∑
i∈Seq(ν)
gdim(1iM) · [i]. (57)
Here gdim(1iM) is an element of Z[q, q
−1], and hence Char(M) is an element of the free
Z[q, q−1]-module generated by all [i] for i ∈ Seq(ν). We will let supp(M) denote the multiset
that is the support of Char(M)|q=1 so that
Char(M)|q=1 =
∑
[i]∈supp(M)
[i]. (58)
Our notational convention is to write i ∈ Seq(ν) but write [i] ∈ supp(M). Since characters
are an important combinatorial tool, it is worthwhile to set a special notation for them.
Remark 4.2. A simple module is determined by its character, hence [M ] ∈ G0(R) the
Grothendieck group, is also determined by its character [18], [19].
Because R is a graded algebra, we will only work with homomorphisms between R-modules
that are either degree preserving or degree homogeneous. We denote the C-vector space of
degree preserving homomorphisms between R(ν)-modules M and N by Hom(M,N). Since
any homogeneous homomorphism can be interpreted as degree preserving by shifting the
grading on our target or source module, we can write the C-vector space of homogeneous
homomorphisms between M and N , HOM(M,N), by
HOM(M,N) =
⊕
k∈Z
Hom(M,N{k}). (59)
While the grading is important, it is shown in [18] that there is a unique grading on a simple
R-module up to overall grading shift. Since this paper concerns simple modules, we will
rarely use or discuss the grading. All isomorphisms between modules will be taken up to
overall grading shift.
Remark 4.3. Because xr1i ∈ R(ν) is always positively graded for 1 ≤ r ≤ |ν| and i ∈ Seq(ν),
then on a finite dimensional R(ν)-module, M , xr1i will always act nilpotently.
4.2 Induction, co-induction, and restriction
It was shown in [18] and [19] that for ν, µ ∈ Q+ there is a non-unital embedding
R(ν)⊗R(µ) →֒ R(ν + µ). (60)
This map sends the idempotent 1i ⊗ 1j to 1ij. The identity 1ν ⊗ 1µ of R(ν)⊗R(µ) has as its
image ∑
i∈Seq(ν)
∑
j∈Seq(µ)
1ij. (61)
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Using this embedding one can define induction and restriction functors,
Indν+µν,µ : (R(ν)⊗R(µ)) -mod→ R(ν + µ) -mod (62)
M 7→ R(ν + µ)⊗R(ν)⊗R(µ) M (63)
and
Resν+µν,µ : R(ν + µ) -mod→ (R(ν)⊗R(µ)) -mod . (64)
In the future we will write Indν+µν,µ = Ind and Res
ν+µ
ν,µ = Res when the algebras are understood
from the context. More generally we can extend this embedding to finite tensor products
R(ν(1))⊗R(ν(2))⊗ · · · ⊗R(ν(k)) →֒ R(ν(1) + ν(2) + · · ·+ ν(k)). (65)
We refer to the image of this embedding as a parabolic subalgebra and denote it by R(ν) ⊂
R(ν(1) + · · · + ν(k)). We denote the image of the identity under this embedding as 1ν . It
follows from Theorem 4.1 that R(ν(1) + ν(2) + · · ·+ ν(k))1ν is a free right R(ν)-module, and
1νR(ν
(1) + ν(2) + · · ·+ ν(k)) is a free left R(ν)-module.
Let mi = |ν
(i)| and set
P = (m1, . . . ,mk) and SP = Sm1 × Sm1 × · · · × Smk . (66)
Let Sm1+···+mk/SP be the collection of minimal length left coset representatives of SP in
Sm1+···+mk and SP \Sm1+···+mk be the collection of minimal length right coset representatives
of SP in Sm1+···+mk . We can construct a weight basis for an induced module as follows. If
M is an R(ν)-module with weight basis U then Indν
(1)+···+ν(k)
ν M has weight basis
{ψŵ ⊗ u | w ∈ Sm1+···+mk/SP , u ∈ U}. (67)
Induction is left adjoint to restriction (a property known as Frobenius reciprocity),
HOMR(ν(1)+···+ν(k))(Ind
ν(1)+···+ν(k)
ν M,N)
∼= HOMR(ν)(M,Res
ν(1)+···+ν(k)
ν N). (68)
The right adjoint to restriction is the co-induction functor coInd: R(ν) -mod → R(ν(1) +
· · ·+ ν(k)) -mod,
coIndν
(1)+···+ν(k)
ν − := HOMR(ν)(R(ν
(1) + · · · + ν(k)),−), (69)
so there is an isomorphism of C-vectors spaces
HOMR(ν(1)+···+ν(k))(N, coInd
ν(1)+···+ν(k)
ν M)
∼= HOMR(ν)(Res
ν(1)+···+ν(k)
ν N,M). (70)
For KLR algebras there exists a useful connection between induced and co-induced modules.
Proposition 4.4. [23] LetM be a finite dimensional R(µ)-module andN a finite dimensional
R(ν)-module. Then up to grading shift
Indµ+νµ,ν M ⊠N
∼= coIndµ+νν,µ N ⊠M. (71)
This proposition immediately tells us that most properties that we can prove about in-
duced modules can be transferred to co-induced modules with appropriate modifications.
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Remark 4.5. Suppose we have
IndM ⊠D
f
։ A (72)
with A a simple R(µ+ν)-module, D an R(ν)-module, andM an R(µ)-module with a filtration
0 =M0 ⊆M1 ⊆ · · · ⊆Mt =M. (73)
Consider the restriction
IndMi ⊠D
f
−→ A (74)
and suppose this is nonzero, hence surjective. Suppose further that f(IndMi−1 ⊠ D) = 0;
then we get a nonzero map
IndMi/Mi−1 ⊠D
f
−→ A. (75)
By abuse of notation we will say f factors through IndMi/Mi−1 ⊠ D in this case (note we
have extended the usual notation of factoring through M/Mi−1 to Mi/Mi−1).
Given i ∈ Seq(ν) and j ∈ Seq(µ), a shuffle of i and j is an element k of Seq(ν + µ) such
that k has i as a subsequence and j as the complementary subsequence. We denote by i j
the formal sum of all shuffles of i and j. The multi-set of all shuffles of i and j are in bijection
with the minimal length left coset representatives of S|ν|+|µ|/S|ν| × S|µ|. Using the definition
of degree from KLR algebras, we can associate to any shuffle a degree which we denote as
deg(i, j,k). Then the quantum shuffle of i and j is
i ∪∪ j =
∑
σ∈S|ν|+|µ|/S|ν|×S|µ|
qdeg(i,j,σ(ij))σ(ij), (76)
so that i j = (i ∪∪ j)|q=1. Note that we will usually shuffle characters, hence we write [i] [j].
For an R(µ)-module M and R(ν)-module N it was shown in [18] that
Char(Indµ+νµ,ν M ⊠N) = Char(M) ∪∪ Char(N). (77)
This identity is referred to as the Shuffle Lemma.
4.3 Simple modules of R(nαi)
For ν = nαi, induction allows for a particularly easy description of all simple R(nαi)-modules.
Let L(i) be the 1-dimensional R(αi)-module where x11i acts as zero. Then up to overall
grading shift the unique simple R(nαi)-module is
L(in) = Indnαiαi,αi,...,αi L(i)⊠ · · · ⊠ L(i). (78)
Some authors prefer to shift the degree so that the character is
Char(L(in)) = [n]i![i, i, . . . , i]. (79)
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4.4 Crystal operators
In the previous section we defined induction and restriction for KLR algebras. Following the
work of Grojnowski [8] where crystal operators were developed as functors on the category
of modules over affine Hecke algebras of type A (or [22] for Fℓ+1Sm), the KLR analogues of
crystal operators were introduced in [18], and further developed in [23], [11]. For each i ∈ I, if
M ∈ R(ν) -mod and ν−αi ∈ Q
+, define the functor ∆i : R(ν) -mod→ R(ν−αi)⊗R(αi) -mod
as the restriction
∆iM := Res
ν
ν−αi,αi M (80)
Note that this is equivalent to multiplying M by 1ν−αi ⊗ 1αi . It is also sometimes useful to
think of this functor as killing all weight spaces corresponding to elements of Seq(ν) that do
not end in i. If ν − αi 6∈ Q
+ then ∆iM = 0. We similarly define
∆inM := Res
ν
ν−nαi,nαi M. (81)
Next define the functor ei : R(ν) -mod→ R(ν − αi) -mod as the restriction,
eiM := Res
R(ν−αi)⊗R(αi)
R(ν−αi)
◦∆iM, (82)
hence it is an exact functor. When M is simple we can further refine this functor by setting
e˜iM := soc eiM. (83)
We measure how many times we can apply e˜i to M by
εi(M) := max{n ≥ 0 | (e˜i)
nM 6= 0 }. (84)
Let f˜i : R(ν) -mod→ R(ν + αi) -mod be defined by
f˜iM := cosoc IndM ⊠ L(i) (85)
(still assuming M is simple). Some of the most important facts about ei, e˜,f˜i stated in [18]
are given in the following proposition
Proposition 4.6. Let i ∈ I, ν ∈ Q+, n ∈ Z>0.
1. Let M ∈ R(ν) -mod. Then
Char(∆inM) =
∑
j∈Seq(ν−nαi)
gdim(1jinM) · ji
n,
2. Let N ∈ R(ν) -mod be irreducible and M = Indν+nαiν,nαi N ⊠ L(i
n). Let ε = εi(N). Then
(a) ∆iε+nM ∼= (e˜i)
εN ⊠ L(iε+n).
(b) cosocM is irreducible, and cosocM ∼= (f˜i)
nN , ∆iε+n(f˜i)
nN ∼= (e˜i)
εN ⊠ L(iε+n),
and εi((f˜i)
nN) = ε + n.
(c) (f˜i)
nN occurs with multiplicity one as a composition factor of M .
(d) All other composition factors K of M have εi(K) < ε + n.
Crystal operators 22
3. Let µ = (µ1αi, . . . , µrαi) with
∑r
k=1 µk = n.
(a) All composition factors of Resnαiµ L(i
n) are isomorphic to L(iµ1)⊠ · · ·⊠L(iµr ), and
soc(Resnαiµ L(i
n)) is irreducible.
(b) e˜iL(i
n) ∼= L(in−1).
4. LetM ∈ R(ν) -mod be irreducible with εi(M) > 0. Then e˜iM = soc(eiM) is irreducible
and εi(e˜iM) = εi(M) − 1. Furthermore if K is a composition factor of eiM and
K 6∼= e˜iM , then εi(K) < εi(M)− 1.
5. For irreducibleM ∈ R(ν) -mod letm = εi(M). Then e
m
i M is isomorphic to (e˜i)
mM⊕[m]i!.
In particular, if m = 1 then eiM = e˜iM .
6. For irreducible modules N ∈ R(ν) -mod and M ∈ R(ν +αi) -mod we have f˜iN ∼=M if
and only if N ∼= e˜iM .
7. Let M,N ∈ R(ν) -mod be irreducible. Then f˜iM ∼= f˜iN if and only if M ∼= N .
Assuming εi(M), εi(N) > 0, e˜iM ∼= e˜iN if and only if M ∼= N .
On the level of characters, ei roughly removes an i from the rightmost entry of a module’s
character. We can construct analogous functors for removal of i from the left side of a
module’s character, as well as an analogue to f˜i. These are denoted by e
∨
i , e˜
∨
i , f˜
∨
i and we
will use them extensively in this paper. We use the involution σ introduced below to define
them. Let w0 be the longest element of S|ν|. Then σ : R(ν)→ R(ν) is defined as follows:
1i 7→ 1w0(i)
xr 7→ x|ν|+1−r
ψr1i 7→ (−1)
δir ,ir+1ψ|ν|−r1w0(i).
For an R(ν)-module M , let σ∗M be the R(ν)-module M but with the action of R(ν) twisted
by σ,
r · u = σ(r)u. (86)
Now let e∨i : R(ν) -mod→ R(ν − αi) -mod be the restriction functor defined as
e∨i := σ
∗eiσ = Res
R(αi)⊗R(ν−αi)
R(ν−αi)
◦Resναi,ν−αi , (87)
and similarly,
e˜∨i M := σ
∗(e˜i(σ
∗M)) = soc e∨i M, (88)
f˜∨i M := σ
∗(f˜i(σ
∗M)) = cosoc Indν+αiαi,ν L(i)⊠M, (89)
ε∨i (M) := εi(σ
∗M) = max{m ≥ 0 | (e˜∨i )
mM 6= 0}. (90)
It is important to note that by the exactness of restriction, ei, e
∨
i are exact functors, while
e˜i and e˜
∨
i are only left exact, and f˜i and f˜
∨
i are only right exact.
If M ∈ R(ν) -mod, we define wt(M) = −ν and wti(M) = −〈hi, ν〉. The functors e˜i, f˜i,
as well as εi and wt will be part of a crystal structure with simple R-modules as nodes [23].
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Remark 4.7. There is a convenient character theoretic interpretation of εi and ε
∨
i . Let M
be a simple R(ν)-module with |ν| = m. Then
a.) εi(M) = c implies that there exists
i = (i1, . . . , im−c, i, i, . . . , i︸ ︷︷ ︸
c
) (91)
such that 1iA 6= 0. In other words [i] is in the support of M ; however no [j] such that
j = (i1, . . . , im−c−1, i, i, . . . , i︸ ︷︷ ︸
c+1
). (92)
is in supp(M).
b.) ε∨i (M) = c implies that there exists [i] in the support of M of the form
i = (i, i, . . . , i︸ ︷︷ ︸
c
, ic+1, . . . , im) (93)
but no [j] of the form
j = (i, i, . . . , i︸ ︷︷ ︸
c+1
, ic+2, . . . , im). (94)
Proposition 4.8. [30], [21] Suppose that M is a simple R(ν)-module with εi(M) > 0. Then
up to grading shift cosoc(eiM) ∼= e˜iM .
The following proposition describes how the restriction functors ei interact with induction.
Proposition 4.9. [29, Theorem 5.3] Let M be a simple R(µ)-module and N be a simple
R(ν)-module. Then for i ∈ I there is a short exact sequences
0→ IndM ⊠ eiN → ei
(
IndM ⊠N
)
→ Ind eiM ⊠N → 0 (95)
and
0→ Ind e∨i M ⊠N → e
∨
i
(
IndM ⊠N
)
→ IndM ⊠ e∨i N → 0. (96)
Note that it follows from this result that if eiM = 0 then
ei
(
IndM ⊠N
)
∼= IndM ⊠ eiN (97)
and similarly if eiN = 0 then
ei
(
IndM ⊠N
)
∼= Ind eiM ⊠N. (98)
An analogous remark applies to e∨i .
Proposition 4.10. Suppose that M is a simple R(µ)-module, N is a simple R(ν)-module,
A is simple R(µ+ ν)-module and there is a surjection
IndM ⊠N ։ A. (99)
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1. If εi(A) 6= 0 then:
(a) If εi(M) = 0 then there is a surjection
IndM ⊠ e˜iN ։ e˜iA. (100)
(b) If εi(N) = 0, then there is a surjection
Ind e˜iM ⊠N ։ e˜iA. (101)
2. If ε∨i (A) 6= 0 then:
(a) If ε∨i (M) = 0 there is a surjection
IndM ⊠ e˜∨i N ։ e˜
∨
i A. (102)
(b) If ε∨i (N) = 0 there is a surjection
Ind e˜∨i M ⊠N ։ e˜
∨
i A. (103)
Proof. We prove Part 1a, the other parts follow from analogous arguments. By Frobenius
reciprocity it follows that εi(N) ≤ εi(A). By the exactness of the functor ei and Proposition
4.9, εi(N) ≥ εi(A) so that εi(N) = εi(A). Also by Proposition 4.9, the map of (99) induces
a surjection
IndM ⊠ eiN ։ eiA. (104)
Composing this with the surjection from Proposition 4.8 gives
IndM ⊠ eiN ։ e˜iA. (105)
From Remark 4.5 there exists a composition factor K of eiN such that there is a surjection,
IndM ⊠K ։ e˜iA. (106)
We must have
εi(K) = εi(e˜iA) = εi(A)− 1 = εi(N)− 1. (107)
Proposition 4.6.4, then forces K ∼= e˜iN .
4.4.1 The Serre relations
Because the functors ei, i ∈ I, are exact, they descend to well-defined linear operators on the
Grothendieck group of R, G0(R). By abuse of notation, we will also call these operators ei.
We define divided powers
e
(r)
i : G0(R)→ G0(R)
[M ] 7→
1
[r]i!
[eriM ].
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It is shown in [18, 19] that these operators satisfy the quantum Serre relations, and that these
relations are in fact minimal. We have
−aij+1∑
r=0
(−1)re
(−aij+1−r)
i eje
(r)
i [M ] = 0 (108)
for all i 6= j ∈ I, and M ∈ R -mod. (Recall aij = 〈hi, αj〉.) The minimality of these relations
imply that, for 0 < c < −aij + 1,
c∑
r=0
(−1)re
(c−r)
i eje
(r)
i (109)
is never the zero operator on G0(R) by the quantum Gabber-Kac Theorem [26] and the
work of [18, 19], which essentially computes the kernel of the map from the free algebra on
generators ei to G0(R).
4.5 Simple R(cαi + αj)-modules
Assume that i 6= j and set a = aij = 〈hi, αj〉. We introduce the notation
L(ic−njin) (110)
for the irreducible R(cαi + αj)-modules when c ≤ −a.
Theorem 4.11. [23] Let c ≤ −a and let ν = cαi + αj . For each n with 0 ≤ n ≤ c, there
exists a unique irreducible R(ν)-module denoted L(ic−njin) with
εi(L(i
c−njin)) = n. (111)
Furthermore
ε∨i (L(i
c−njin)) = c− n (112)
and
Char(L(ic−njin)) = [c− n]i![n]i!i
c−njin. (113)
Observe the support of L(ic−njin) is exactly ic−njin.
Proposition 4.12. [23] For m > 0,
IndL(i−a−njin)⊠ L(im) ∼= IndL(im)⊠ L(i−a−njin) (114)
is irreducible.
4.6 Jump
When we apply f˜i to irreducible R(ν)-module M for i ∈ I, then Proposition 4.6.2 tells us
that f˜iM is an irreducible R(ν + αi)-module with
εi(f˜iM) = εi(M) + 1. (115)
We could also ask whether ε∨i (f˜iM) and ε
∨
i (M) differ. Questions like this motivate the
introduction of the function jumpi, which is based on a concept for Hecke algebras in [8], and
was introduced for KLR algebras and studied extensively in [23].
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Definition 4.13. Let M be a simple R(ν)-module, and let i ∈ I. Then
jumpi(M) := max{J ≥ 0 | ε
∨
i (M) = ε
∨
i (f˜
J
i M)}. (116)
Lemma 4.14. [23] Let M be a simple R(ν)-module. The following are equivalent:
1. jumpi(M) = 0
2. f˜iM ∼= f˜
∨
i M
3. IndM ⊠ L(im) is irreducible for all m ≥ 1
4. IndM ⊠ L(im) ∼= IndL(im)⊠M for all m ≥ 1
5. wti(M) + εi(M) + ε
∨
i (M) = 0 (recall that wti(M) = −〈hi, ν〉),
6. εi(f˜
∨
i M) = εi(M) + 1
7. ε∨i (f˜iM) = ε
∨
i (M) + 1
Proof. See [23].
Example 4.15. For c ≤ −aij we can calculate jumpi(L(i
c−njin)) = −aij − c. Proposition
4.12 follows from the equivalence of 1, 3, and 4 in Lemma 4.14.
It is shown in [23] that
jumpi(f˜iM) = max{0, jumpi(M)− 1} = jumpi(f˜
∨
i M). (117)
This means that if we know jumpi(M), we can easily calculate jumpi(f˜
k
i M) for any k ≥ 0.
It is also shown in [23] that
jumpi(M) = wti(M) + εi(M) + ε
∨
i (M). (118)
Using information from jumpi we can also determine when the crystal operators commute
with their σ-symmetric versions.
Example 4.16. In type A
(1)
ℓ for ℓ > 1, observe that jump1(L(0)) = 1 and
f˜∨1 f˜1L(0)
∼= IndL(1)⊠ L(01) (119)
whose character has support {[1, 0, 1], [0, 1, 1], [0, 1, 1]}. However
f˜1f˜
∨
1 L(0)
∼= IndL(10) ⊠ L(1) (120)
whose character has support {[1, 0, 1], [1, 1, 0], [1, 1, 0]}.
In A
(1)
1 , note that jump1(L(01)) = 1 and we can similarly calculate f˜
∨
1 f˜1L(01) 6
∼= f˜1f˜
∨
1 L(01)
(in fact the former is 8-dimensional while the latter is 4-dimensional).
We shall see below that this phenomenon is special to jumpi(M) = 1.
Lemma 4.17. Let M be a simple R(ν)-module.
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1. [23] If i 6= j, then
(a) f˜if˜
∨
j M
∼= f˜∨j f˜iM.
(b) If e˜∨j M 6= 0 then f˜ie˜
∨
j M
∼= e˜∨j f˜iM .
(c) If e˜jM 6= 0 then f˜
∨
i e˜jM
∼= e˜j f˜
∨
i M .
(d) If further e˜iM 6= 0 then, e˜ie˜
∨
j (M)
∼= e˜∨j e˜i(M).
2. (a) jumpi(M) 6= 1 if and only if f˜
∨
i f˜iM
∼= f˜if˜
∨
i M .
(b) If e˜∨i M 6= 0, then jumpi(e˜
∨
i M) 6= 1 if and only if e˜
∨
i f˜iM
∼= f˜ie˜
∨
i M .
(c) If e˜iM 6= 0, then jumpi(e˜iM) 6= 1 if and only if e˜if˜
∨
i M
∼= f˜∨i e˜iM .
Proof.
1. Consider the short exact sequence,
0→ K → IndM ⊠ L(i)→ f˜iM → 0 (121)
and recall f˜iM is the unique composition factor of IndM ⊠ L(i) such that εi(f˜iM) =
εi(M)+1, and that for all composition factors N ofK, εi(N) ≤ εi(M). By the exactness
of induction there is a second short exact sequence
0→ IndL(j) ⊠K → IndL(j)⊠M ⊠ L(i)→ IndL(j)⊠ f˜iM → 0, (122)
and since i 6= j the Shuffle Lemma tells us that for all composition factors N ′ of
IndL(j) ⊠K, εi(N
′) ≤ εi(M). By the Shuffle Lemma and Frobenius reciprocity
εi(f˜
∨
j f˜iM) = εi(f˜if˜
∨
j M) = εi(M) + 1. (123)
Hence there can be no nonzero map
IndL(j)⊠K → f˜if˜
∨
j M, (124)
so that the submodule IndL(j)⊠K is contained in the kernel of β, as pictured in (125).
IndL(j) ⊠M ⊠ L(i)
IndL(j) ⊠ f˜iM
Ind f˜∨j M ⊠ L(i)
f˜∨j f˜iM
f˜if˜
∨
j M
α
β
(125)
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Hence β induces a nonzero map (necessarily surjective)
IndL(j) ⊠ f˜iM ։ f˜if˜
∨
j M. (126)
Because IndL(j) ⊠ f˜iM has unique simple quotient f˜
∨
j f˜iM , then f˜
∨
j f˜iM
∼= f˜if˜
∨
j M .
This proves 1a.
The three isomorphisms in 1b, 1c, and 1d all follow from 1a. For example, if e˜∨j M is
nonzero, then
f˜iM ∼= f˜if˜
∨
j e˜
∨
j M
∼= f˜∨j f˜ie˜
∨
j M. (127)
Applying e˜∨j to both sides we get 1b. 1c and 1d follow similarly.
2. We prove 2a. Let c = ε∨i (M),m = εi(M).
• Suppose jumpi(M) = 0. Then also jumpi(f˜iM) = jumpi(f˜
∨
i M) = 0 by (117).
Thus by Lemma 4.14
f˜∨i f˜iM
∼= f˜if˜iM ∼= f˜if˜
∨
i M. (128)
• Suppose jumpi(M) = 1. By Lemma 4.14 and Proposition 4.6, εi(f˜iM) = m + 1
but ε∨i (f˜iM) = c. While εi(f˜
∨
i M) = m but ε
∨
i (f˜
∨
i M) = c + 1. Further by (117)
jumpi(f˜iM) = jumpi(f˜
∨
i M) = 0. Hence εi(f˜
∨
i f˜iM) = m+ 2, ε
∨
i (f˜
∨
i f˜iM) = c+ 1
whereas εi(f˜if˜
∨
i M) = m + 1, ε
∨
i (f˜if˜
∨
i M) = c + 2. Thus the two modules cannot
be isomorphic.
• Suppose jumpi(M) ≥ 2. Then jumpi(f˜iM) = jumpi(f˜
∨
i M) ≥ 1. We calculate
εi(f˜if˜
∨
i M) = m+ 1 = εi(f˜
∨
i f˜iM) (129)
ε∨i (f˜if˜
∨
i M) = c+ 1 = ε
∨
i (f˜
∨
i f˜iM). (130)
We will show there is no nonzero map
IndL(i)⊠K → f˜if˜
∨
i M (131)
for any proper submodule K ⊆ IndM ⊠ L(i). Given we have a surjection
IndL(i)⊠M ⊠ L(i)։ f˜if˜
∨
i M (132)
this means we must have a nonzero map
IndL(i)⊠ f˜iM → f˜if˜
∨
i M, (133)
which will prove the lemma as
f˜∨i f˜iM = cosoc IndL(i)⊠ f˜iM. (134)
First note there is no nonzero map
IndL(i)⊠ f˜∨i M → f˜if˜
∨
i M (135)
as cosoc(IndL(i)⊠f˜∨i M) = (f˜
∨
i )
2M and ε∨i ((f˜
∨
i )
2M) = c+2 6= c+1 = ε∨i (f˜if˜
∨
i M).
Let D be any other composition factor of IndM ⊠ L(i) apart from f˜iM or f˜
∨
i M
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(recall the latter occur with multiplicity one as composition factors). Then by
Proposition 4.6, εi(D) ≤ m, ε
∨
i (D) ≤ c. If there were a nonzero map IndL(i) ⊠
D → f˜if˜
∨
i M , it would imply f˜
∨
i D
∼= f˜if˜
∨
i M and so ε
∨
i (f˜
∨
i D) = c + 1 meaning
ε∨i (D) = c. Also m + 1 = εi(f˜
∨
i D) ≤ εi(D) + 1 by the Shuffle Lemma, forcing
εi(D) = m. By Lemma 4.14 this forces 0 = jumpi(D) and f˜iD
∼= f˜∨i D
∼= f˜if˜
∨
i M
from above, forcing D ∼= f˜∨i M , which we already ruled out. Hence there must be
a nonzero map
IndL(i)⊠ f˜iM → f˜if˜
∨
i M. (136)
Now that we have established f˜∨i f˜iM
∼= f˜if˜
∨
i M if and only if jumpi(M) 6= 1,
statements 2b and 2c follow directly from Proposition 4.6.6.
Remark 4.18. Because e˜i and f˜
∨
j commute for i 6= j, then εi(f˜
∨
j M) = εi(M). An equivalent
statement holds for e˜∨i , f˜j, and ε
∨
i . When jumpi(M) 6= 0, εi(f˜
∨
i M) = εi(M).
Proposition 4.19. Let M be a simple R(ν)-module. Let i, j ∈ I and aij = 0. Then
1. f˜if˜jM ∼= f˜j f˜iM .
2. e˜ie˜jM ∼= e˜j e˜iM .
Proof. The proof of part 1 is similar to the proof of Proposition 4.17.1a once we note that
by formula (118) and Lemma 4.14,
IndL(i)⊠ L(j) ∼= IndL(j)⊠ L(i). (137)
Part 2 follows directly from part 1 by Proposition 4.6.6. Observe that Part 2 is true even in
the case e˜ie˜jM = 0.
5 RepΛ and the functor prΛ
All of the lemmas and propositions in this section about the interaction of the functors prΛ
and Ind are adapted from [33].
For Λ =
∑
i∈I λiΛi ∈ P
+ define IΛν to be the two-sided ideal of R(ν) generated by the
elements x
λi1
1 1i for all i ∈ Seq(ν). When ν is clear from the context we write, I
Λ
ν = I
Λ. The
cyclotomic KLR algebra of weight Λ is then defined as
RΛ =
⊕
ν∈Q+
RΛ(ν) where RΛ(ν) := R(ν)/IΛν . (138)
The algebra RΛ(ν) is finite dimensional, [4, 23]. The category of finite dimensional RΛ(ν)-
modules is denoted RΛ(ν) -mod and the category of finite dimensional RΛ-modules is denoted
RΛ -mod. The category of finite dimensional R-modules on which IΛ vanishes is denoted
RepΛ .
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While we can identify RΛ -mod with RepΛ, we choose to work with RepΛ . We construct a
right-exact functor, prΛ : R(ν) -mod→ R(ν) -mod, via
prΛ M :=M/I
ΛM (139)
and extend it to prΛ : R -mod→ R -mod. It is customary in the literature to interpret prΛ
as being a functor from R -mod to RΛ -mod, but in this paper it will be more convenient to
consider it as a functor R -mod→ R -mod or R -mod→ RepΛ. The reader may keep in mind
that the image of prΛ consists of R(ν)-modules which descend to R
Λ(ν)-modules. Observe
that in the opposite direction there is an exact functor inflΛ : R
Λ(ν) -mod → R(ν) -mod,
where R(ν) acts on RΛ(ν)-module M through the projection map R(ν)։ RΛ(ν).
Remark 5.1. If M is a R(ν)-module and A is a simple module in RepΛ for Λ ∈ P+, then
since prΛ A
∼= A, the right exactness of prΛ implies that any surjection M ։ A gives a
surjection prΛ M ։ A. Similarly, since there always exists a surjection M ։ prΛ M , given a
surjection prΛ M ։ A we immediately get a surjection M ։ A. In such situations there is
an equivalence between the two surjectionsM ։ A and prΛ M ։ A which we will henceforth
use freely.
If M is simple then either prΛ M = 0 or prΛ M = M . There is a useful criterion for
determining the action of prΛ on simple R(ν)-modules given by the following proposition.
Proposition 5.2. [23] Let Λ =
∑
i∈I λiΛi ∈ P
+, ν ∈ Q+, and let M be a simple R(ν)-
module. Then IΛM = 0 if and only if prΛ M ∼= M if and only if prΛ M 6= 0 if and only
if
ε∨i (M) ≤ λi
for all i ∈ I. When these conditions hold M ∈ RepΛ, and we may identify M with prΛ M
(or as an RΛ(ν)-module).
In this paper we will primarily consider Λ = Λi in which case I
Λi
ν is generated by x11ii2...im
and 1ji2...im , j 6= i ranging over i ∈ Seq(ν).
Notice that Proposition 5.2 immediately tells us that if p is a cyclotomic path of tail
weight (Λj ,Λi) then the modules Tp;k belong to Rep
Λi for any k ≥ 0. This is part of the
motivation for the definition of cyclotomic path in Section 2.2.
For Λ =
∑
i∈I λiΛi ∈ P
+ and M an irreducible R(ν)-module set
ϕΛj (M) = λj + εj(M) + wtj(M). (140)
Notice that when Λ = Λi this gives
ϕΛij (M) = δij + εj(M) + wtj(M). (141)
Remark 5.3. By formula (141) if M is a simple module in RepΛi it follows that
ϕΛij (M) =
{
δij if M = 1,
jumpj(M) otherwise.
(142)
Proposition 5.4. [23] Let M be a simple R(ν)-module with prΛ M 6= 0. Then
ϕΛj (M) = max{k ∈ Z | prΛ f˜
k
j M 6= 0}. (143)
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5.0.1 Module-theoretic model of B(Λ)
Let M be a simple R(ν)-module. Set
wt(M) = −ν and wti(M) = −〈hi, ν〉. (144)
Let IrrR be the set of isomorphism classes of simple R-modules and IrrRΛ be the set
of isomorphism classes of simple modules in RepΛ. In [23] it was shown that the tuple
(IrrR, εi, ϕi, e˜i, f˜i,wt) defines a crystal isomorphic to B(∞) and (IrrR
Λ, εi, ϕ
Λ
i , e˜i, f˜i,wt) de-
fines a crystal isomorphic to the highest weight crystal B(Λ).
From property (117) of jumpi it is clear that if we apply f˜i sufficiently many times to any
simple module M ∈ RepΛ, then eventually we will reach an n for which
ε∨i (f˜
n
i M) > λi (145)
and so prΛ f˜
n
i M = 0. Proposition 5.4 says that ϕ
Λ
i measures this for simple modules in
RepΛ. In fact it is true that prΛ M 6= 0 if and only if ϕ
Λ
i (M) ≥ 0 for all i ∈ I. Above we saw
that the function ϕΛi is part of a crystal datum. With this is mind, we mimic the conventions
usually used in the theory of crystals and define
ϕΛ(M) :=
∑
i∈I
ϕΛi (M)Λi, (146)
and
ε(M) :=
∑
i∈I
εi(M)Λi, ε
∨(M) :=
∑
i∈I
ε∨i (M)Λi. (147)
Lemma 5.5. Let M be an R(ν)-module such that prΛ M 6= 0. Let Q be a simple quotient
of prΛ M . Then prΛ Q = Q.
Proof. This follows from the right exactness of prΛ .
5.0.2 Interaction of prΛ and Ind
The following is a list of useful facts about the way that the functor prΛ interacts with
induction.
Proposition 5.6. Let µ, ν ∈ Q+, Λ ∈ P+, i, j ∈ I, and let M be simple R(µ)-module and
N a simple R(ν)-module.
(a) If prΛ M = 0 then prΛ IndM ⊠N = 0.
(b) If prΛ IndM ⊠ L(i
c) = 0 and ε∨i (N) ≥ c then prΛ IndM ⊠N = 0.
(c) If c > ϕΛi (M) then prΛ IndM ⊠ L(i
c) = 0.
(d) If prΛ IndM ⊠N 6= 0 then N ∈ Rep
ϕΛ (M).
(e) Let ϕ = ϕΛi (M), then prΛ IndM ⊠ L(i
ϕ) ∼= f˜
ϕ
i M .
(f) If prΛ C =M then prΛ IndC ⊠N
∼= prΛ IndM ⊠N .
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(g) Suppose aij < 0, ε(M) = Λi, and prΛ Ind e˜iM ⊠ L(j) = 0. Then prΛ IndM ⊠ L(j)
∼=
prΛ f˜jM . In particular, if prΛ M 6= 0 then ε(f˜jM) = Λj .
Proof. We write
Λ =
∑
i∈I
λiΛi. (148)
(a) If prΛ M = 0, then by Proposition 5.2 there is some i ∈ I such that ε
∨
i (M) > λi. Suppose
that prΛ IndM ⊠N 6= 0. Then it has some simple quotient Q, and there are surjections
IndM ⊠N ։ prΛ IndM ⊠N ։ Q. (149)
By Lemma 5.5 prΛ Q = Q. By Frobenius reciprocity Res
µ+ν
µ,ν Q has M ⊠N as a (R(µ)⊗
R(ν))-submodule. But Remark 4.7 then implies ε∨i (Q) > λi so that prΛ Q = 0, a contra-
diction.
(b) If ε∨i (N) ≥ c then there is a surjection,
IndL(ic)⊠ (e˜∨i )
cN ։ N (150)
and by the exactness of induction a surjection
IndM ⊠ L(ic)⊠ (e˜∨i )
cN ։ IndM ⊠N. (151)
If prΛ IndM ⊠ L(i
c) = 0, then by part (a) above and the right exactness of prΛ ,
prΛ IndM ⊠N = 0.
(c) This follows from Proposition 5.4 and the fact that the induced module has unique simple
quotient f˜ ciM ; or see [23].
(d) We will show the contrapositive. Suppose N /∈ Repϕ
Λ (M). Then by Proposition 5.2,
there is some i ∈ I such that ε∨i (N) = c > ϕ
Λ
i (M). By part (c), prΛ IndM ⊠ L(i
c) = 0.
Part (b) then implies that prΛ IndM ⊠N = 0.
(e) Consider the exact sequence,
0→ K → IndM ⊠ L(iϕ)→ f˜ϕi M → 0. (152)
f˜ϕi M is the unique composition factor of IndM ⊠L(i
ϕ) such that εi(f˜
ϕ
i M) = ϕ+ εi(M),
and εi(D) < ϕ+ εi(M) for all composition factors D of K. All composition factors D of
K have the same weight as f˜ϕi M . By (140) and Proposition 4.6, ϕ
Λ
i (D) = λi + εi(D) +
wti(D) < λi+εi(f˜
ϕ
i M)+wti(f˜
ϕ
i M) = ϕ
Λ
i (f˜
ϕ
i M) = 0. In particular this shows prΛ K = 0
so by the right exactness of prΛ we get (e).
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(f) Consider the diagram in (153),
0
IndM ⊠N
IndC ⊠N
IndIΛC ⊠N
0
0 IΛ(IndC ⊠N) prΛ(IndC ⊠N) 0
α
β
β ◦ α
g
γ
(153)
where the horizontal and vertical sequences are exact. Recall that IΛµ in R(µ) is generated
by the set {x
λi1
1 1i}i∈Seq(µ) where i = i1i2 . . . im and |µ| = m. Under the embedding
R(µ) →֒ R(µ)⊗R(ν) →֒ R(µ+ ν), (154)
this set maps to the set { ∑
j∈Seq(ν)
x
λi1
1 1ij
}
i∈Seq(µ)
(155)
in R(µ + ν). This set is contained in the ideal generated by {x
λi1
1 1k}k∈Seq(µ+ν) which
generates IΛµ+ν . It follows that
R(µ+ ν)IΛµ ⊆ I
Λ
µ+ν , (156)
and hence
IndIΛµC ⊠N ⊆ I
Λ
µ+ν(IndC ⊠N). (157)
This tells us that the composition β◦α from the diagram in (153) is zero, so there exists a
surjective homomorphism g : IndM ⊠N → prΛ IndC⊠N . Applying prΛ to the diagram
in (153), and sending maps γ, β, and g to γ˜, β˜, and g˜ respectively, right exactness yields
γ˜, β˜, and g˜ are surjections as shown in diagram (158). It follows from considerations of
dimension and that prΛ C =M that g˜ must be an isomorphism.
prΛ(IndM ⊠N)
prΛ(IndC ⊠N) prΛ(IndC ⊠N) 0
β˜
g˜
γ˜
0 (158)
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(g) First, ε(M) = Λi implies eiM ∼= e˜iM 6= 0. Further, if prΛ e˜iM = 0 then prΛ M = 0 so
the conclusion follows as all modules in question are 0. If prΛ e˜iM 6= 0 the hypotheses
imply that Ind e˜iM ⊠ L(j) is irreducible by Lemma 4.14.
Suppose
0→ K → IndM ⊠ L(j)→ prΛ IndM ⊠ L(j)→ 0 (159)
is exact. By the exactness of ei then
0→ eiK → ei
(
IndM ⊠ L(j)
)
ϕ
−→ ei
(
prΛ IndM ⊠ L(j)
)
→ 0 (160)
is also exact. By Proposition 4.9, ei(IndM ⊠ L(j)) ∼= Ind eiM ⊠ L(j) ∼= Ind e˜iM ⊠ L(j).
But prΛ Ind e˜iM ⊠L(j) = 0 by hypothesis so the surjection ϕ then forces ei(prΛ IndM ⊠
L(j)) = 0. In particular ei(prΛ f˜jM) = 0 and so εi(f˜jM) = 0.
Note if D is any composition factor of IndM ⊠ L(j) other than f˜jM then εj(D) = 0
by Proposition 4.6.2 and the fact that εj(M) = 0. Then ε(M) = Λi and the Shuffle
Lemma forces eiD 6= 0. Hence D cannot be a composition factor of prΛ IndM ⊠ L(j).
In particular prΛ IndM ⊠ L(j)
∼= prΛ f˜jM .
If prΛ f˜jM 6= 0 then prΛ f˜jM = f˜jM because f˜jM is simple and as εj(f˜jM) = 1,
εi(f˜jM) = 0, and ε(M) = Λi we must have ε(f˜jM) = Λj .
6 The family of modules Tp;k
In this section we describe certain modules, motivated by their crystal-theoretic description
in [32], see Proposition 6.4 below. For each of the classical affine types listed in Section
2.1 we specify a set of elements {γp;k} of Q
+ corresponding to paths in B1,1. For path
p : {0, 1, . . . , k − 1} → I of length k define
γp;k := αp(0) + αp(1) + · · ·+ αp(k−1). (161)
Observe that |γp;k| = k. We also define τp;k ∈ Seq(γp;k) to be
τp;k = (p(0), p(1), . . . , p(k − 1)). (162)
Let ηj2j1 (τp;k) ⊆ {1, 2, . . . , k} be the collection of indices for adjacent j1, j2 ∈ I in the
sequence τp;k,
ηj2j1(τp;k) := { t | p(t− 1) = j1, p(t) = j2, 1 ≤ t ≤ k − 1}. (163)
Let |ηj2j1 (τp;k)| denote the cardinality of this set.
Example 6.1. If p is a type A
(2)
6 path such that
τp;18 = (0, 1, 2, 3, 2, 1, 0, 0, 1, 2, 3, 2, 1, 0, 0, 1, 2, 3), (164)
then η00(τp;18) = {7, 14}.
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To each path p of length k, associate an R(γp;k)-module denoted by Tp;k. In all types
Tp;0 = 1, the unique simple R(0)-module which we will refer to as the unit module.
• (A
(1)
ℓ ): Tp;k is a 1-dimensional simple module with character
Char(Tp;k) = [τp;k] = [p(0), p(1), . . . , p(k − 1)]. (165)
If v spans Tp;k, then the generators of R(γp;k) act by
1iv = δi,τp;kv, xr1iv = 0, ψr1iv = 0. (166)
• (C
(1)
ℓ ): In this type Tp;k is also 1-dimensional, again with character Char(Tp;k) = [τp;k].
The action of the generators of R(γp;k) is the same as in type A
(1)
ℓ .
• (A
(2)
2ℓ ): Let d = |η
0
0(τp;k)|. Then each Tp;k has ungraded dimension 2
d and character
Char(Tp;k) = q
d
0 [2]
d
0[τp;k]. (167)
If
η00(τp;k) = {t1, . . . , td} (168)
then Tp;k has homogeneous basis{
vβ
∣∣∣ β = (β1, . . . , βd) ∈ {0, 1}d}. (169)
The basis element vβ belongs to the degree 2(β1 + · · · + βd) component of Tp;k. The
generators of R(γp;k) act on vβ by
1ivβ = δi,τp;kvβ, (170)
xrvβ = xr1τp;kvβ =

vβ+δr if r ∈ η
0
0(τp;k), βr = 0
−vβ+δr if r − 1 ∈ η
0
0(τp;k), βr = 0
0 otherwise
(171)
(here δr is the element of {0, 1}
d with only rth coordinate non-zero). Finally,
ψrvβ = ψr1τp;kvβ =
{
vβ−δr if r ∈ η
0
0(τp;k), βr = 1
0 otherwise.
(172)
• (A
(2)†
2ℓ ): Let d = |η
ℓ
ℓ(τp;k)|. Then Tp;k has ungraded dimension 2
d and character
Char(Tp;k) = q
d
ℓ [2]
d
ℓ [τp;k]. (173)
There is a basis for Tp;k whose description is similar to the description of the basis
{vβ} for type A
(2)
2ℓ , the only difference being that we replace η
0
0(τp;k) with η
ℓ
ℓ(τp;k)
everywhere.
36
• (D
(2)
ℓ+1): Let d = |η
0
0(τp;k)|+ |η
ℓ
ℓ(τp;k)|. Here each Tp;k has ungraded dimension 2
d and
character
Char(Tp;k) = q
d
0 [2]
d
0[τp;k] (174)
(note that in this type [2]0 = [2]ℓ since (α0, α0) = (αℓ, αℓ) = 2, so we may write
formula (174) in terms of [2]0 instead of both [2]0 and [2]ℓ). It has a homogeneous basis
analogous to that for types A
(2)
2ℓ and A
(2)†
2ℓ which we again call {vβ}. This time however
we replace η00(τp;k) from the description for type A
(2)
2ℓ with η
0
0(τp;k) ∪ η
ℓ
ℓ(τp;k), and vβ
belongs to the degree 2(β1 + · · ·+ βd) component of Tp;k.
• (A
(2)
2ℓ−1) Let d = |η
1
0(τp;k) ∪ η
0
1(τp;k)|. Here Tp;k has graded dimension 2
d. If
η10(τp;k) ∪ η
0
1(τp;k) = {t1, . . . , td} (175)
then Tp;k is concentrated in a single degree and has character
Char(Tp;k) =
∑
(β1,...,βd)∈{0,1}d
[
sβ1t1 s
β2
t2 . . . s
βd
td
τp;k
]
. (176)
Here si is the adjacent transposition from Sk that interchanges i and i + 1. Sk acts
on Seq(γp;k) as defined in (44). Let v be a nonzero vector from 1τp;kTp;k. Then a
homogeneous weight basis for Tp;k is given by
{ψβ1t1 ψ
β2
t2 . . . ψ
βd
td
v | (β1, . . . , βd) ∈ {0, 1}
d}. (177)
If β = (β1, . . . , βd) ∈ {0, 1}
d then write vβ = ψ
β1
t1 ψ
β2
t2 . . . ψ
βd
td
v. Also write
iβ = s
β1
t1
sβ2t2 . . . s
βd
td
τp;k. (178)
Notice that the iβ are distinct and dim(1iβT ) = 1. Then the generators of R(γp;k) act
by,
1ivβ = δi,iβvβ. (179)
xrvβ = xr1iβvβ = 0, 1 ≤ r ≤ k, (180)
ψrvβ = ψr1iβvβ =
{
vβ+δrmod 2 if r ∈ η
1
0(τp;k) ∪ η
0
1(τp;k),
0, otherwise.
(181)
• (B
(1)
ℓ ) For this type write d1 = |η
1
0(τp;k) ∪ η
0
1(τp;k)| and d2 = |η
ℓ
ℓ(τp;k)|. Here Tp;k has
ungraded dimension 2d1+d2 . If
η10(τp;k) ∪ η
0
1(τp;k) = {t1, . . . , td1} (182)
ηℓℓ(τp;k) = {t
′
1, . . . , t
′
d2}. (183)
Then Tp;k has character
Char(Tp;k) =
∑
(β1,...,βd1)∈{0,1}
d1
qd2ℓ [2]
d2
ℓ
[
sβ1t1 s
β2
t2 . . . s
βd1
td1
τp;k
]
. (184)
We can describe a homogeneous weight basis {vβ} for Tp;k and action by the generators
of R(γp;k) in this type by mixing our descriptions for type A
(2)†
2ℓ with type A
(2)
2ℓ−1.
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• (D
(1)
ℓ ): Let d = |η
1
0(τp;k) ∪ η
0
1(τp;k) ∪ η
ℓ
ℓ−1(τp;k) ∪ η
ℓ−1
ℓ (τp;k)|. Here Tp;k has graded
dimension 2d. If
η10(τp;k) ∪ η
0
1(τp;k) ∪ η
ℓ
ℓ−1(τp;k) ∪ η
ℓ−1
ℓ (τp;k) = {t1, . . . , td} (185)
then Tp;k is concentrated in a single degree which we can take to be zero and has
character
Char(Tp;k) =
∑
(β1,...,βd)∈{0,1}d
[
sβ1t1 s
β2
t2 . . . s
βd
td
τp;k
]
. (186)
We can describe a homogeneous weight basis {vβ} for Tp;k and action on it by the
generators for R(γp;k) in this type in the same manner as we did for type A
(2)
2ℓ−1 by
replacing every instance of η10(τp;k) ∪ η
0
1(τp;k) with η
1
0(τp;k) ∪ η
0
1(τp;k) ∪ η
ℓ
ℓ−1(τp;k) ∪
ηℓ−1ℓ (τp;k).
Remark 6.2. In the above description of characters, we could have removed global factors
such as qdi , as we only care about the simples up to overall grading shift. Further, in those
cases above we in fact have qi = q.
Showing that all these descriptions actually define modules involves checking that the
actions agree with the KLR relations. For the Tp;k above which are 1-dimensional, it is
obvious that Tp;k is simple. Showing that Tp;k is simple in each of the other types is an easy
exercise.
By [23], a simple R-module corresponds to a node in a highest weight crystal and the
nodes corresponding to the Tp;k were precisely those studied in [32]. See Proposition 6.4
below.
In type A
(1)
ℓ we could have also chosen to work with B
ℓ,1. As noted in Remark 2.1 in
type A
(1)
ℓ , B
ℓ,1 is similar to B1,1 but with all arrows reversed. If p is a path in Bℓ,1 then as
above define
γ−p;k := αp(0) + · · ·+ αp(k−1) τ
−
p;k = (p(0), . . . , p(k − 1)), (187)
and let Sp;k denote the simple 1-dimensional R(γ
−
p;k)-module with character
Char(Sp;k) = [τ
−
p;k]. (188)
In the Hecke algebra or symmetric group case, Tp;k are the trivial modules and Sp;k are the
sign modules (see [33]).
Remark 6.3. In fact, given any 1-dimensional R(ν)-module M in type A
(1)
ℓ , there is some
path p in either B1,1 or Bℓ,1 such that ν = γp;k and M ∼= Tp;k.
Returning to our family of modules Tp;k from Section 4.1 we note that the path p that
parametrizes Tp;k also determines the sequence of f˜i that we have to apply to 1 to construct
to Tp;k.
Proposition 6.4. For all types Xℓ and for a fixed path p of length k in B
1,1
f˜p(k−1)f˜p(k−2) . . . f˜p(0) 1 ∼= Tp;k. (189)
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Proof. Recall that
[p(0), p(1), . . . , p(k − 1)] (190)
is in the support of Tp;k For k ≥ 1, let i = p(k − 1). Inspection of [i] ∈ supp(Tp;k) implies
that ε := εi(Tp;k) ∈ {1, 2} and in particular is nonzero. Also by inspection Char(e˜
εi
i Tp;k) =
Char(e
(ε)
i Tp;k) agrees with Char(Tp;k−ε) (up to overall grading shift). Hence by Remark 4.2,
e˜εi Tp;k
∼= Tp;k−ε. Proposition 4.6.6 then implies Tp;k ∼= f˜
ε
i Tp;k−ε. The identity (189) then
follows by induction.
Note that this proposition also implies that if j ∈ ext+p then f˜jTp;k
∼= Tp⋆π(j);k+1.
We will frequently need to compute jumpj(Tp;k) and ϕ
Λp(0)
j (Tp;k) for a path p in B
1,1. In
our main theorems of Section 7, we will only consider paths p such that Tp;k ∈ Rep
Λp(0) . In
this case, Remarks 6.6 and 5.3 apply, so we can in fact just consider jump. However, for
completeness, we give data for other p. Observe the right/left symmetry of jumpj as in Table
2 that is broken for ϕ
Λp(0)
j (Tp;k) in general.
We introduce special notation,
ϕj(p; k) := ϕ
Λp(0)
j (Tp;k), ϕ(p; k) = ϕ
Λp(0)(Tp;k). (191)
When k = 0, the unit module Tp;0 = 1 has
jumpj(1) = 0 and ϕ
Λi
j (1) = δij .
When k = 1,
jumpj(L(j)) = 0 = ϕ
Λj
j (L(j)) and
jumpj(L(i)) = −〈hj , αi〉 = −aji = ϕ
Λi
j (L(i)).
For k ≥ 2, we return to the classification of elements of I summarized in Table 1. Tables
2 and 3 give the values of jumpj(Tp;k) and ϕj(p; k) for k ≥ 2, according to the class that j
belongs to. In these tables we use the notation that for j ∈ I
δj,ext−p =
{
1 if j ∈ ext−p
0 otherwise
δj,ext+p =
{
1 if j ∈ ext+p
0 otherwise
(192)
For k > 1, we define ϕ−j (p; k) and ϕ
+
j (p; k) as in Table 4, so that
ϕj(p; k) = ϕ
−
j (p; k) + ϕ
+
j (p; k). (193)
Note ϕ−j (p; k) is “controlled” by elements at the left end of the sequence τp;k and ϕ
+
j (p; k) is
controlled by elements at the right end of τp;k. We also define,
ϕ−(p; k) :=
∑
i∈I
ϕ−i (p; k)Λi (194)
ϕ+(p; k) :=
∑
i∈I
ϕ+i (p; k)Λi (195)
so that
ϕ(p; k) = ϕ−(p; k) + ϕ+(p; k). (196)
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Class jumpj(Tp;k)
class A δj,ext−p + δj,ext+p
class B δj,ext−p (2− δj,p(0)) + δj,ext+p (2− δj,p(k−1))
class D δj,ext−p + δj,ext+p
Table 2: Values of jumpj(Tp;k), k > 1, by class of j ∈ I.
Class ϕj(p; k)
class A δj,ext−p + δj,ext+p
class B 2δj,ext−p − δj,p(0) + δj,ext+p (2− δj,p(k−1))
class D δj,ext−p + (δj,ext−p − 1)δj′,p(0) + δj,ext+p
Table 3: Values of ϕj(p; k), k > 1, by class of j ∈ I. When j is Class D, (j, j
′) is a Class D
pair.
Class ϕ−j (p; k) ϕ
+
j (p; k)
class A δj,ext−p δj,ext+p
class B 2δj,ext−p − δj,p(0) δj,ext+p (2− δj,p(k−1))
class D δj,ext−p + (δj,ext−p − 1)δj′,p(0) δj,ext+p
Table 4: Values of ϕ−j (p; k) and ϕ
+
j (p; k), k > 1, by class of j ∈ I. When j is Class D, (j, j
′)
is a Class D pair.
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Remark 6.5. There is a more visual interpretation of ϕj(p; k), ϕ
−
j (p; k), and ϕ
+
j (p; k) in
terms of the path p in B1,1 when k > 1.
• The value ϕj(p; k) is the maximum number of j-arrows that extend path p from both
its tail and head.
• When ε∨(Tp;k) = Λp(0), the value ϕ
−
j (p; k) is the maximum number of j-arrows that
extend the tail of path p,
ϕ−j (p; k) = max{k ∈ Z≥0 | (π(j))
k ⋆ p 6= 0 }. (197)
• The value ϕ+j (p; k) is the maximum number of j-arrows that extend the head of path
p,
ϕ+j (p; k) = max{k ∈ Z≥0 | p ⋆ (π(j))
k 6= 0 }. (198)
Observe that under the above hypotheses ϕ−j (p; k) and ϕ
+
j (p; k) take values in {0, 1, 2}. This
agrees with the fact that for all types there is no j ∈ I such that more than 2 j-arrows appear
consecutively in B1,1. (More generally, we can also have ϕ+j (p; k) = −1 when Tp;k /∈ Rep
Λp(0)).
When Tp;k /∈ Rep
Λp(0) then Tp;k ∈ Rep
Λp(0)+Λp(1) . Since 〈hp(1),Λp(0)〉 = ε
∨
p(1)(Tp;k) − 1 in
this case, by (141) and (118) ϕ
Λp(0)
p(1) (Tp;k) = jumpp(1)(Tp;k) − 1. In particular, when j is of
Class B and ε∨j (Tp;k) = 2, then ϕj(p; k) = jumpj(Tp;k)− 1 = jumpj(Tp;k)− δj,p(0)(1− δj,ext−p ).
When j is of Class D, (j, j′) is a Class D pair, and p(0) = j′, p(1) = j then ϕ−j (p; k) = −1.
Note, for these modules Remark 5.3 does not apply. Further, such p will not ever arise in our
main theorems. See Remark 6.6 below as well as Remark 7.8.
Computing the values in Table 2 is an easy exercise using equation (118). Calculating
jumpj is a key ingredient to calculating ϕ
Λ
j and from this one obtains Table 3. Then it is
easy to check Remark 6.5 holds for k > 1.
Remark 6.6. Recall that a cyclotomic path p of tail weight (Λi1 ,Λi2) has a unique extension
to its tail by an i1-arrow, i.e. ext
−
p = {i1}. By Remark 6.5, this implies ϕ
−(p; k) = Λi1 .
The condition on cyclotomic paths requires that p(0) 6= p(1). When k > 1 this implies
ϕj(p; k) = jumpj(Tp;k) for all j ∈ I and we shall use these two expressions interchangeably.
We now apply the lemmas and propositions from Section 5 to Tp;k.
Proposition 6.7. Let p be a cyclotomic path of tail weight (Λp(−1),Λp(0)) so that ϕ
−(p; k) =
Λp(−1). When k ≥ 1 then the following hold:
1. Tp;k ∈ Rep
Λp(0) .
2. If j 6= p(−1) and ϕ+j (p; k) = 0, then
prΛp(0) IndTp;k ⊠ L(j) = 0. (199)
3. If j 6= p(−1) but ϕ+j (p; k) ≥ 1 then
prΛp(0) IndTp;k ⊠ L(j)
∼= Tp⋆π(j);k+1. (200)
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4. When j = p(−1) and ϕ+j (p; k) ≥ 1 then there is a surjection
prΛp(0) IndTp;k ⊠ L(j)։ Tp⋆π(j);k+1 (201)
and for all composition factors K of IndTp;k ⊠ L(j) such that K 6∼= Tp⋆π(j);k+1,
ϕ
Λp(0)
j (K) ≤ ϕj(p; k)− 2. (202)
Proof.
1. This follows from the definition of cyclotomic path and can also be verified by inspecting
Char(Tp;k) from Section 6.
2. This follows from Proposition 5.6.c.
3. If p(−1) 6= j but ϕ+j (p; k) ≥ 1, then either ϕj(p; k) = 1 or 2. When ϕj(p; k) = 1,
the result is implied by Proposition 5.6.e, Remark 6.5 and Proposition 6.4. When
ϕj(p; k) = 2 then j must be class B and the head of p can be extended twice by
j-arrows. An examination of paths in B1,1 whose head can be extended twice by
class B arrows shows that ε(Tp;k) = Λp(k−1), ap(k−1),j < 0, and ϕj(p; k − 1) = 0.
Hence prΛp(0) IndTp;k−1⊠L(j) = 0. The result then follows from Proposition 5.6.g and
Proposition 6.4.
4. By Proposition 6.4 there is a surjection
IndTp;k ⊠ L(j)։ Tp⋆π(j);k+1 (203)
since Tp⋆π(j);k+1 ∼= f˜jTp;k. Because prΛp(0) Tp⋆π(j);k+1 = Tp⋆π(j);k+1, applying prΛp(0) to
(203) gives us
prΛp(0) IndTp;k ⊠ L(j)։ Tp⋆π(j);k+1. (204)
By Proposition 4.6.2d if K is a composition factor of IndTp;k ⊠ L(j) not isomorphic
to Tp⋆π(j);k+1 then εj(K) ≤ εj(Tp;k) but wtj(K) = wtj(Tp;k) − 2. By formula (140) it
follows that
ϕ
Λp(0)
j (K) ≤ ϕj(p; k)− 2. (205)
It is possible prΛp(0) K = 0; but (205) still holds even in this case.
7 Main theorems
We introduce some shortcut notation. For a simple R(ν)-module A, define
e˜∨ikik−1...i2i1A := e˜
∨
ik
e˜∨ik−1 . . . e˜
∨
i2 e˜
∨
i1A (206)
and analogously,
f˜∨ikik−1...i2i1A := f˜
∨
ik
f˜∨ik−1 . . . f˜
∨
i2 f˜
∨
i1A. (207)
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If p is a path in B1,1 such that p(0) = i1, p(1) = i2, . . . , p(k − 1) = ik, we will also write
e˜∨p;k := e˜
∨
ikik−1...i2i1
and f˜∨p;k := f˜
∨
ikik−1...i2i1
. (208)
Similarly we will occasionally write
Ti1i2...ik := Tp;k, (209)
particularly for small k.
7.1 Existence theorem
This is the first of our main theorems, which we term the “existence” theorem, and also
sometimes refer to as a construction or algorithm.
Theorem 7.1. Let A ∈ RepΛi be a simple R(ν)-module with |ν| ≥ 1 and i not a forbidden
element of I.
1. There exists a cyclotomic path p : {0, 1, . . . , k − 1} → I with p(0) = i of tail weight
(Λp(−1),Λi) and length k such that e˜
∨
p;kA is a simple R(ν − γp;k)-module in Rep
Λp(−1) .
2. Let r(A) = k be the minimal k such that statement (1) holds and let R(A) = e˜∨p;kA.
Then there exists a surjection
prΛi IndTp;k ⊠R(A)։ A. (210)
Note by Remark 5.1 this is equivalent to proving IndTp;k ⊠ R(A) ։ A. We further
conjecture the following.
Conjecture 7.2. Under the same hypotheses as Theorem 7.1
A ∼= cosoc prΛi IndTp;k ⊠R(A). (211)
Note that by Section 5.0.1, the crystal-theoretic consequence of Theorem 7.1 is a map
B(Λi)→
⊕
j
B1,1 ⊗B(Λj) given by
[A] 7→ p(k−1) ⊗ [R(A)],
and where j runs over all possibilities for p(−1). By abuse of notation, we let p(k−1) be the
node in B1,1 that the path p ends at. In this way, each node of B1,1 corresponds to the infinite
collection of paths p that end at that node, and in turn to the collection of modules Tp;k. (As
remarked in the introduction, this is not a categorification, but it is a useful correspondence.)
If we choose to specify B(Λi) as above, that further specifies that of that collection, we care
about the p with p(0) = i.
To recover the crystal isomorphism (21) or (22) from Theorem 7.1 one must actually fix
p(−1) and let i vary (whereas the theorem fixes i). In many types Xℓ, i ∈ I, specifying
p(0) = i determines p(−1) (in particular when Λi is of level 1 and B
1,1 is perfect). In type A
the relationship between (21) and (210) is transparent. [33] discusses the crystal isomorphism
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in type A in more depth. Examples 2.2, 7.16 and Remark 7.9 discuss a case when there are
two choices for p(−1), even when p is a cyclotomic path. Note that p(0) and p(−1) must be
“adjacent” arrows in B1,1. At the moment, the above theorem just gives us a map of nodes.
Our second main theorem in Section 7.2 below will show that it is a morphism of crystals.
We will construct the path p in the proof of Theorem 7.1. We shall see p is not always
unique. For our choice of path p we will also construct intermediate modules Rt(A) = e˜
∨
p;tA
and refer to this process as our algorithm. We first prove a series of lemmas.
Lemma 7.3. Suppose that A ∈ RepΛi is a simple R(ν)-module, D is a simple R(ν − γp;k)-
module, p is a cyclotomic path of length k and tail weight (Λp(−1),Λi), and there is a surjection
IndTp;k ⊠D ։ A. (212)
Then D ∈ RepΛp(−1)+ϕ
+(p;k).
Proof. By Remark 6.6, ϕ−(p; k) = Λp(−1) so in particular Λp(−1)+ϕ
+(p; k) = ϕ(p; k). Propo-
sition 5.6.d then implies the result.
Lemma 7.4. Let p be a cyclotomic path of length k and tail weight (Λp(−1),Λi). Suppose
that A ∈ RepΛi is a simple R(ν)-module, D is a simple R(ν − γp;k)-module and there is a
surjection
IndTp;k ⊠D ։ A. (213)
If j ∈ ext+p such that ε
∨
j (D) 6= 0 and either j 6= p(−1) or ε
∨
j (D) = ϕj(p; k), then there is a
surjection
IndTp⋆π(j);k+1 ⊠ e˜
∨
jD ։ A. (214)
Proof. Since ε∨j (D) 6= 0, there is a surjection
IndL(j)⊠ e˜∨j D ։ D. (215)
Then by the exactness of induction we get
IndTp;k ⊠ L(j)⊠ e˜
∨
j D ։ A. (216)
First suppose that p(−1) 6= j. Then by Proposition 6.7.3
prΛi IndTp;k ⊠ L(j)
∼= Tp⋆π(j);k+1 (217)
and by Proposition 5.6.f applying prΛi to (216) gives
IndTp⋆π(j);k+1 ⊠ e˜
∨
jD ։ prΛi IndTp⋆π(j);k+1 ⊠ e˜
∨
jD ։ prΛi A
∼= A. (218)
Second, if j = p(−1) then both ϕ−(p; k) and ϕ+(p; k) have Λj in their support so that
ε∨j (D) = ϕj(p; k) ≥ 2. By Proposition 6.4, prΛi IndTp;k ⊠ L(j) has cosocle isomorphic to
Tp⋆π(j);k+1. So if (218) doesn’t hold then by Remark 4.5 there exists some other composition
factor K of IndTp;k ⊠ L(j) such that
IndK ⊠ e˜∨j D ։ A. (219)
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By Proposition 6.7.4, K satisfies ϕΛij (K) = ϕ
Λi
j (Tp;k)− 2 =: d. Observe that
ε∨j (e˜
∨
j D) = ε
∨
j (D)− 1 = ϕj(p; k)− 1 = d+ 1 > ϕ
Λi
j (K), (220)
which implies that
prΛi IndK ⊠ L(j
d+1)⊠ (e˜∨j )
d+2D ։ A. (221)
But prΛi IndK ⊠ L(j
d+1) ⊠ (e˜∨j )
d+2D = 0 by Proposition 5.6.c. Hence the surjection (216)
must factor through IndTp⋆π(j);k+1 ⊠ e˜
∨
jD, i.e. (214) holds.
Lemma 7.5. Suppose i is of class B and that locally in B1,1
i ih h
Set Λ = Λi + Λh and suppose that D ∈ Rep
Λ is simple, e˜∨hD ∈ Rep
2Λi , and e˜∨hD /∈ Rep
Λi .
Then
1. ε∨(e˜∨ihD) = Λi,
2. There exists a surjection
IndThi ⊠ e˜
∨
ihD ։ D (222)
Proof. 1. As ε∨(e˜∨hD) = 2Λi there is a surjection
IndL(i)⊠ e˜∨ihD ։ e˜
∨
hD. (223)
Because i is a class B node, aij = 0 unless j = h or j = i in which case ahi = −1 or
aii = 2 respectively. Using equation (140), ϕ
2Λi(L(i)) = Λi + Λh, and it follows from
Proposition 5.6.c that e˜∨ihD ∈ Rep
Λ. We therefore only need to show that ε∨h(e˜
∨
ihD) = 0.
There exist mi,mh ∈ Z>0, a simple R(miαi +mhαh)-module K ∈ Rep
Λ , and a simple
R(ν − (miαi +mhαh))-module N such that ε
∨
i N = ε
∨
hN = 0, and a surjection
IndK ⊠N ։ D. (224)
Then K ∈ RepΛ, e˜∨hK ∈ Rep
2Λi , and e˜∨hK /∈ Rep
Λi . An analysis of the classification of
simple modules in RepΛi+Λh in the Appendix shows that K must be isomorphic to one
of the following:
(a) L(hii) ∼= f˜∨h f˜
∨
i L(i),
(b) f˜hL(hii) ∼= f˜
∨
h f˜
∨
i L(ih), which has character (1 + q
2
i )[hiih] (up to overall grading
shift),
(c) IndL(hi) ⊠ L(ihi) ∼= f˜∨h f˜
∨
i L(ihi).
By Proposition 4.10, it follows that there is a surjection,
Ind e˜∨ihK ⊠N ։ e˜
∨
ihD. (225)
From the three cases above, e˜∨ihK is isomorphic to either L(i), L(ih), or L(ihi). In all
three cases ε∨h(e˜
∨
ihK) = 0. Since ε
∨
h (N) = 0, it follows from the Shuffle Lemma that
ε∨h (e˜
∨
hiD) = 0.
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2. There is a nonzero map
IndL(h) ⊠ L(i)⊠ e˜∨ihD ։ D. (226)
This surjection factors through either IndL(ih) ⊠ e˜∨ihD or IndL(hi) ⊠ e˜
∨
ihD. Since
ε∨h (D) = 1 but ε
∨
h(L(ih)) = 0 and ε
∨
h (e˜
∨
ihD) = 0 by part (1), then e
∨
h (D) 6= 0 but
e∨h (IndL(ih) ⊠ e˜
∨
hiD) = 0 a contradiction to the exactness of e
∨
h . It follows that (226)
factors through
IndL(hi)⊠ e˜∨ihD ։ D. (227)
Lemma 7.6. Let i belong to class B such that locally in B1,1
i ih h h′h′
Suppose that p is a cyclotomic path in B1,1 of tail weight (Λi,Λi) and length k + 2 such
that p(k − 2) = h′, p(k − 1) = h, p(k) = p(k + 1) = i. Suppose further that A is a simple
R(ν)-module in RepΛi , D is a simple R(ν − γp;k)-module such that D ∈ Rep
2Λi , D /∈ RepΛi ,
and f˜∨hD ∈ Rep
Λi+Λh , and there are surjections
IndTp;k ⊠D ։ A, (228)
IndTp;k−1 ⊠ f˜
∨
hD ։ A. (229)
Then e˜∨i D ∈ Rep
Λi and there is a surjection
IndTp;k+1 ⊠ e˜
∨
i D ։ A (230)
Proof. The claim that e˜∨i D ∈ Rep
Λi follows immediately from Lemma 7.5 and the fact that
f˜∨hD ∈ Rep
Λi+Λh , D ∈ Rep2Λi , D /∈ RepΛi .
To construct the surjection (230) we first prove that
prΛi IndTp;k−1 ⊠ Thi
∼= Tp;k+1. (231)
Recall the notation Thi = L(hi). Examining Section 6, we see εh(Tp;k+1) = 0, so recalling
Proposition 4.9 the map
IndTp;k−1 ⊠ L(h) ⊠ L(i)։ Tp;k+1
cannot factor through IndTp;k−1 ⊠ L(ih) yielding surjections
IndTp;k−1 ⊠ L(h)⊠ L(i)։ IndTp;k−1 ⊠ Thi ։ Tp;k+1. (232)
Since i = p(0) = p(−1) 6= h, Proposition 5.6.f, Proposition 6.7.3, the fact prΛi Tp;k+1
∼= Tp;k+1,
and the right exactness of prΛ imply we have
prΛi IndTp;k−1 ⊠ L(h)⊠ L(i)։ prΛi IndTp;k−1 ⊠ Thi ։ Tp;k+1.
∼ =
prΛi IndTp;k ⊠ L(i) (233)
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Keeping in mind the lower bounds on ℓ and by inspection of the types Xℓ that have class
B nodes, we see that (h, h′) do not form a class D pair. Hence all composition factors
K 6∼= cosoc(IndTp;k⊠L(i)) ∼= Tp;k+1 of prΛi IndTp;k⊠L(i) have ε(K) = Λh. As eh(IndTp;k−1⊠
Thi) = 0 it follows that
prΛi IndTp;k−1 ⊠ Thi
∼= Tp;k+1. (234)
By Lemma 7.5 there is a surjection
IndThi ⊠ e˜
∨
i D ։ f˜
∨
hD. (235)
The exactness of induction and (229) then give
IndTp;k−1 ⊠ Thi ⊠ e˜
∨
i D ։ A. (236)
By (234), Proposition 5.6.f implies that
prΛi IndTp;k+1 ⊠ e˜
∨
i D ։ A. (237)
We now prove our first main theorem, Theorem 7.1.
Proof. Since i is not a forbidden element of I then Lemma 3.3 states that we can find at
least one cyclotomic path of length 1 and tail weight (Λp(−1),Λi) in B
1,1 for some p(−1) ∈ I.
Choose one of these cyclotomic paths and call it p1. We will construct the path p in the
statement of the theorem by repeatedly extending the head of p1. In particular pt will be
the length t path that results from extending the head of pt−1 by some j ∈ ext
+
pt−1 so that
pt := pt−1 ⋆ π(j). Since the tail is fixed for p1, p2, . . . , pt, . . . , all pt will be cyclotomic paths
of tail weight (Λp(−1),Λi), and therefore for all t ≥ 1, ϕ
−(pt; t) = Λp(−1). When i is part of a
class D pair (i, j) then p(−1) = j, and we add the requirement to pt that we favor extension
by i-arrows over extension by j-arrows. In other words when ext+pt = {i, j} set
pt+1 = pt ⋆ π(i) and pt+2 = pt+1 ⋆ π(j) (238)
unless the algorithm terminates before t+ 2.
Set R0(A) := A, and
Rt(A) := e˜
∨
pt(t−1)pt(t−2)...pt(1)pt(0)
A = e˜∨pt;tA. (239)
We will show inductively that there exist surjections
prΛi IndTpt;t ⊠Rt(A)։ A. (240)
For each of these surjections Lemma 7.3 implies that Rt(A) ∈ Rep
Λp(−1)+ϕ
+(pt;t). The induc-
tion will end at the smallest k such that Rk(A) ∈ Rep
Λp(−1) . Then we set p = pk, r(A) = k,
and R(A) = Rk(A).
In the base case t = 0, R0(A) = A. If |ν| = 1, then A = L(i) and e˜
∨
p1(0)
L(i) ∼= 1 ∈
RepΛp(−1) , so r(A) = 1. The existence of the surjection in this case is vacuous.
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Assume that |ν| > 1. Then R1(A) = e˜
∨
p1(0)
A 6= 0,1. By Proposition 4.6.2 there is a
surjection
IndTp1(0) ⊠R1(A)
∼= IndL(p1(0)) ⊠ e˜
∨
p1(0)
A։ A. (241)
As noted above R1(A) ∈ Rep
ϕ+(p1;1)+Λp(−1) .
Now suppose that we have shown that for 1 ≤ t ≤ r there exist surjections
prΛi IndTpt;t ⊠Rt(A)։ A (242)
with Rt(A) ∈ Rep
Λp(−1)+ϕ
+(pt;t) but for t < r, Rt(A) /∈ Rep
Λp(−1) . If in fact Rr(A) ∈
RepΛp(−1) then we are done and we set pr = p, r(A) = r, and R(A) = Rr(A). If not, then
there is some j ∈ I with Λj in the support of ϕ
+(pr; r) such that either j 6= p(−1) and
ε∨j (Rr(A)) ≥ 1, or j = p(−1) and ε
∨
p(−1)(Rr(A)) ≥ 2. By Remark 6.5 in either case we can
extend the head of pr by a j-arrow and set pr+1 := pr ⋆π(j). pr+1 is a cyclotomic path of tail
weight (Λp(−1),Λi) and length r+1. Recall that if (p(−1), i) is a class D pair, then we always
favor extension by i-arrows. Set Rr+1(A) := e˜
∨
pr+1(r)
Rr(A) = e˜
∨
j Rr(A). When j 6= p(−1),
Lemma 7.4 implies that there is a surjection
prΛi IndTpr+1;r+1 ⊠Rr+1(A)։ A, (243)
and then Lemma 7.3 and (243) imply that Rr+1(A) ∈ Rep
Λp(−1)+ϕ
+(pr+1;r+1).
If j = p(−1) and ε∨p(−1)(Rr(A)) > 1, then from the formulas for ϕ
+(p; r) in Table
4, ε∨p(−1)(Rr(A)) ≤ ϕ
+
p(−1)(p; r) + 1 ≤ 3. If ε
∨
p(−1)(Rr(A)) = 3 then ε
∨
p(−1)(Rr(A)) =
ϕp(−1)(pr; r). In this case Lemma 7.4 implies that surjection (243) exists and as before
Rr+1(A) ∈ Rep
Λp(−1)+ϕ
+(pr+1;r+1).
The only remaining case is when ε∨p(−1)(Rr(A)) = 2, and either ϕp(−1)(pr; r) = 2 or
ϕp(−1)(pr; r) = 3. When the former holds again Lemma 7.4 gives surjection (243) and hence
Rr+1(A) ∈ Rep
Λp(−1)+ϕ
+(pr+1;r+1). If ϕp(−1)(pr; r) = 3, then because pr+1 is a cyclotomic
path, j = p(−1) = p(0) = i is a class B node, pr(r − 1) 6= p(−1) and r ≥ 4. Because r ≥ 4
the inductive hypothesis implies that there is a surjection
IndTpr;r−1 ⊠Rr−1(A)։ A (244)
(here we make the identification Tpr−1;r−1
∼= Tpr;r−1 as pr(t) = pr−1(t) for all 0 ≤ t < r − 1).
Then Lemma 7.6 implies that there is a surjection
prΛi IndTpr+1;r+1 ⊠Rr+1(A)։ A (245)
andRr+1(A) ∈ Rep
Λp(−1) soR(A) := Rr+1(A) and r(A) = r+1 and the induction terminates.
This proves the inductive step.
We continue the induction until we reach the first k such that Rk(A) ∈ Rep
Λp(−1) . At
this point we set p = pk, r(A) = k, R(A) = Rk(A). Rk(A) is a R(ν − γpk;k)-module. As
|ν − γp;k| = |ν| − k, the algorithm necessarily terminates at or before k = |ν|. If k = |ν| then
R|ν|(A) = 1 ∈ Rep
Λp(−1) . In this case
Tp|ν|;|ν|
∼= prΛi IndTp|ν|;|ν| ⊠ 1։ A (246)
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so that in fact A ∼= Tp|ν|;|ν|.
Note that for all r ≤ r(A) and t < r, p(t) = pr(t) so all intermediate paths constructed
above are compatible.
In Theorem 7.1 we chose p = pk such that whenever (i, j) is a class D pair and {p(t −
1), p(t)} = {i, j} we had p(t − 1) = i, p(t) = j. However if p′ agree with p except that for
t ∈ ηij(τp;k) we allow {p
′(t − 1), p′(t)} = {i, j} in either order then in fact Tp;k ∼= Tp′;k even
though p 6= p′. This also applies to class D pairs (j, j′) when i /∈ {j, j′}. Here p and p′ take
different routes around the bifurcation in B1,1 generated by the class D pair (i, j). (Of course
if p(k − 2) /∈ {i, j} and p(k − 1) = i we must also have p′(k − 1) = i since p ends before
it traverses the entire bifurcation). This phenomenon only occurs in types D
(1)
ℓ , B
(1)
ℓ , and
A
(2)
2ℓ−1. (See Sections 2.3 and 6.)
The following proposition shows that choosing route p′ over p does not affect the output of
the algorithm from Theorem 7.1. In other words, after the initial choice of length 1 cyclotomic
path p1, R(A) and r(A) are well-defined. Part 1 of Proposition 7.7 shows that e˜
∨
p;kA = e˜
∨
p′;kA
while part 2 in conjunction with part 1 shows that r(A) is well-defined. It follows from this
that in fact R(A) is well-defined.
Proposition 7.7. Suppose that locally in B1,1
j′
j
j
j′
h h
so that (j, j′) is a class D pair. Let A ∈ RepΛi be a simple R(ν)-module, and suppose r
steps of the algorithm from Theorem 7.1 have been executed so we have constructed a simple
R(ν − γp;r)-module Rr(A), a cyclotomic path pr with length r and tail weight (Λp(−1),Λi),
and a surjection
IndTpr ;r ⊠Rr(A)։ A (247)
Finally, suppose that pr(r − 1) = h, ϕ
+(pr; r) = Λj + Λj′ . Then
1. e˜∨j′ e˜
∨
j Rr(A)
∼= e˜∨j e˜
∨
j′Rr(A).
2. If e˜∨j Rr(A) ∈ Rep
Λp(−1) then Rr(A) ∈ Rep
Λp(−1)+Λj .
Proof. Part 1 follows directly from Proposition 4.19 and the fact that for class D pairs
(j, j′), ajj′ = 0. Part 2 is a direct application of part 1 after noting that by Lemma 7.3,
Rr(A) ∈ Rep
Λp(−1)+Λj+Λj′ .
Remark 7.8. Let (j, j′) be a class D pair. The attentive reader will notice that the case
where Rr(A) ∼= IndL(j)⊠L(j
′) with p(−1) = j and i = j′ could potentially give two different
values of r(A) depending on whether one chooses to extend pr by j
′ or j. In the former case
R(A) = Rr+1(A) = L(j) ∈ Rep
Λp(−1) and r(A) = r+1. In the latter case Rr+1(A) = L(j
′) /∈
RepΛp(−1) and the algorithm tells us to continue to get R(A) = Rr+2(A) = 1, yielding
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r(A) = r + 2. Recall that when (i, p(−1)) is a class D pair, then the algorithm requires that
when building our path p, we always favor extending by i-arrows so that actually, Theorem
7.1 will always give R(A) ∼= L(j) and r(A) = r + 1 in this case. We require this favoring
precisely to avoid the above situation.
7.2 The action of the crystal operators
Next we study the action of the crystal operators e˜j and f˜j on (210) to show that the map
in part 2 of Theorem 7.1 categorifies our crystal isomorphism T .
Remark 7.9. In some types, having chosen p(0) = i, the choice of p(1) and consequently pt,
t < r(A) is forced upon us. In other types, such as C
(1)
ℓ , there can be 2 choices for p(1) (and
hence p(−1)). This choice is mirrored by the combinatorial structure of B1,1 ⊗ B(Λi). See
Example 2.2 and Example 7.16.
Compare the theorems below with the crystal-theoretic statements (17) and (18). As in
[23] simple modules in RepΛi correspond to nodes in the highest weight crystal B(Λi). Each
node b of the KR crystal B1,1 (respectively Bℓ,1 for type A
(1)
ℓ ) corresponds to an infinite
family of R(γp;k)-modules Tp;k, k ∈ Z≥0 that satisfy ε(Tp;k) = ε(b). It is in this manner that
the main theorems of this paper give a categorification of the crystal isomorphism T .
Theorem 7.10. Let A ∈ RepΛi be a simple R(ν)-module and j ∈ I be such that e˜jA 6= 0.
When i is class B we furthermore require that |ν| > 1. Let p be a cyclotomic path of tail
weight (Λp(−1),Λi) and length k = r(A), and R(A) = e˜
∨
p;kA, as constructed by the algorithm
in Theorem 7.1. Then there exists a surjection
Ind e˜jTp;k ⊠ R(A)։ e˜jA if εj(Tp;k) > ϕ
Λp(−1)
j (R(A)), (248)
Ind Tp;k ⊠ e˜jR(A)։ e˜jA if εj(Tp;k) ≤ ϕ
Λp(−1)
j (R(A)). (249)
Theorem 7.11. Let i, p, k, A, and R(A) be as in Theorem 7.1. Let j ∈ I be such that
prΛi f˜jA 6= 0. Then there exists a surjection
Ind f˜jTp;k ⊠ R(A)։ f˜jA if εj(Tp;k) ≥ ϕ
Λp(−1)
j (R(A)), (250)
Ind Tp;k ⊠ f˜jR(A)։ f˜jA if εj(Tp;k) < ϕ
Λp(−1)
j (R(A)). (251)
Theorem 7.11 follows directly from Theorem 7.10, therefore we will only prove 7.10.
Remark 7.12. In the case εj(Tp;k) ≥ ϕ
Λp(−1)
j (R(A)), prΛi f˜jA 6= 0 it will hold that f˜jTp;k
∼=
Tp⋆π(j);k+1 and r(f˜jA) = r(A)+1. (This relies in part on the properties of cyclotomic paths.)
We state a few lemmas below that follow directly from propositions in Section 4.6.
Lemma 7.13. Let M be a simple R(ν)-module and h 6= j. If e˜jM 6= 0 then ε
∨
h(e˜jM) =
ε∨h (M).
Proof. This follows from Proposition 4.17.1d, and the definition of ε∨h (M).
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Lemma 7.14. Suppose that D is a simple R(ν)-module. If e˜jD 6= 0 and jumpj(D) ≥ 1,
then ε∨j (D) = ε
∨
j (e˜jD).
Proof. Set N = e˜jD. By (117) jumpj(N) = jumpj(f˜jN) + 1 ≥ 2. Proposition 4.14 then
implies, ε∨j (N) = ε
∨
j (f˜jN), which is equivalent to ε
∨
j (e˜jD) = ε
∨
j (D).
In the following lemma we allow i = j.
Lemma 7.15. Let i, j ∈ I. Suppose that D ∈ RepΛi is a simple R(ν)-module and e˜jD 6= 0.
1. If jumpj(D) ≥ 1, then
(a) ε∨h (e˜jD) = ε
∨
h (D) for all h ∈ I,
(b) e˜jD ∈ Rep
Λi ,
(c) ε∨j (e˜j f˜
∨
j D) = ε
∨
j (f˜
∨
j D)
2. If jumpj(D) ≥ 2, then furthermore ε
∨
j (e˜j f˜
∨
j f˜
∨
j D) = ε
∨
j (f˜
∨
j f˜
∨
j D).
Proof. 1. When h 6= j the equality ε∨h (e˜jD) = ε
∨
h (D) holds by Lemma 7.13, and when
h = j it holds by Lemma 7.14. Since ε∨h (e˜jD) = ε
∨
h(D) for all h ∈ I then by Proposition
5.2, e˜jD ∈ Rep
Λi .
Since jumpj(e˜jD) ≥ 2 then by Proposition 4.17.2c e˜j f˜
∨
j D
∼= f˜∨j e˜jD. With the equality
ε∨j (e˜jD) = ε
∨
j (D) this implies that
ε∨j (e˜j f˜
∨
j D) = ε
∨
j (f˜
∨
j e˜jD) = ε
∨
j (e˜jD) + 1 = ε
∨
j (D) + 1 = ε
∨
j (f˜
∨
j D). (252)
2. In the second case we have jumpj(e˜jD) ≥ 3, jumpj(e˜j f˜
∨
j D) ≥ 2, so that by Proposition
4.17.2c, e˜j f˜
∨
j f˜
∨
j D
∼= f˜∨j e˜j f˜
∨
j D
∼= f˜∨j f˜
∨
j e˜jD. Then
ε∨j (e˜j f˜
∨
j f˜
∨
j D) = ε
∨
j (f˜
∨
j f˜
∨
j e˜jD) = ε
∨
j (e˜jD) + 2 = ε
∨
j (D) + 2 = ε
∨
j (f˜
∨
j f˜
∨
j D). (253)
We are now ready to prove Theorem 7.10.
Proof. By Theorem 7.1 we have a surjection
IndTp;k ⊠R(A)։ A (254)
where k = r(A). We will first treat the case where R(A) ∼= 1. This implies A ∼= Tp;k, so
0 6= e˜jA ∼= e˜jTp;k. Note ϕ
Λp(−1)
j (R(A)) = δj,p(−1). However, we can never have e˜p(−1)A =
e˜p(−1)Tp;k 6= 0 as then IndTp;k−1⊠L(p(−1))։ A has L(p(−1)) ∈ Rep
Λp(−1) and so r(A) < k,
violating its minimality. (Recall |ν| = k > 1 in this case.) Therefore j 6= p(−1) and hence
ϕ
Λp(−1)
j (R(A)) = 0. Thus as εj(A) = εj(Tp;k) > 0 = ϕ
Λp(−1)
j (1) and we always have trivial
surjections
IndTp;k ⊠ 1։ A and Ind e˜jTp;k ⊠ 1։ e˜jA, (255)
(248) always holds and the theorem holds in this case.
For the rest of the proof assume R(A) 6= 1. We divide the proof into the three possible
values of εj(Tp;k): 0, 1, or 2.
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• Case 1 : εj(Tp;k) = 0
Since εj(A) 6= 0, by Proposition 4.10 there is a surjection
IndTp;k ⊠ e˜jR(A)։ e˜jA. (256)
Note 0 ≤ ϕ
Λp(−1)
j (R(A)) always.
• Case 2 : εj(Tp;k) = 1
– Case 2a: ϕ
Λp(−1)
j (R(A)) = 0 < 1 = εj(Tp;k)
Since R(A) 6= 1, Remark 5.3 implies jumpj(R(A)) = 0. Because εj(Tp;k) = 1,
then k ≥ 1 and therefore step (k − 1) of the algorithm in Theorem 7.1 provides a
surjection
IndTp;k−1 ⊠ f˜
∨
j R(A)։ A. (257)
If j is part of a class D pair (j, j′) and ε(Tp;k) = Λj + Λj′ then by Proposition
7.7 we can assume that p(k − 1) = j, p(k − 2) = j′ so that e˜jTp;k = Tp;k−1 and
e˜jTp;k−1 = e˜
2
jTp;k = 0. By Proposition 4.10.1b, as εj(Tp;k−1) = 0, we have
IndTp;k−1 ⊠ e˜j f˜
∨
j R(A)։ e˜jA. (258)
Because jumpj(R(A)) = 0, by Proposition 4.14 f˜
∨
j R(A)
∼= f˜jR(A), and so e˜j f˜
∨
j R(A)
∼=
R(A). Since Tp;k−1 ∼= e˜jTp;k this gives (248).
– Case 2b: ϕ
Λp(−1)
j (R(A)) ≥ 1 = εj(Tp;k)
Again by Remark 5.3 this implies that jumpj(R(A)) ≥ 1 and jumpj(e˜jR(A)) ≥ 2.
Note e˜jR(A) 6= 0 because jumpj(R(A)) ≥ 1 and (257) still holds as well as
εj(Tp;k−1) = 0.
If k = 1, then Tp;k = L(i) which forces j = i as εj(L(i)) = δij . Further R(A) =
e˜∨j A. We have
IndL(j) ⊠ e˜∨j A։ A. (259)
Because jumpj(e˜
∨
j A) = jumpj(R(A)) ≥ 1 then jumpj(e˜j e˜
∨
j A) ≥ 2. Proposition
4.17.2c then implies that e˜jA ∼= e˜j f˜
∨
i e˜
∨
i A
∼= e˜j f˜
∨
j e˜
∨
j A
∼= f˜∨j e˜j e˜
∨
j A. So there is a
surjection
IndL(j)⊠ e˜j e˜
∨
j A։ e˜jA
∼ =
IndTp;1 ⊠ e˜jR(A)
and (249) holds.
Now assume that k > 1 so that by the algorithm in Theorem 7.1, there is a
surjection
IndTp;k−2 ⊠ f˜
∨
p(k−2)f˜
∨
j R(A)։ A. (260)
Note in Case 2 that p(k − 2) 6= j and εj(Tp;k−2) = 0 and therefore by Proposition
4.10
IndTp;k−2 ⊠ e˜j f˜
∨
p(k−2)f˜
∨
j R(A)։ e˜jA. (261)
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Furthermore since jumpj(e˜jR(A)) ≥ 2, then by Proposition 4.17.1c and 4.17.2c
e˜j f˜
∨
p(k−2)f˜
∨
j R(A)
∼= f˜∨p(k−2)e˜j f˜
∨
j R(A)
∼= f˜∨p(k−2)f˜
∨
j e˜jR(A). (262)
This gives us
IndTp;k−2 ⊠ f˜
∨
p(k−2)f˜
∨
j e˜jR(A)։ e˜jA. (263)
By Lemma 7.15,
ε∨p(−1)(f˜
∨
j e˜jR(A)) = ε
∨
p(−1)(e˜j f˜
∨
j R(A)) = ε
∨
p(−1)(f˜
∨
j R(A)), (264)
and e˜jR(A) ∈ Rep
Λi . By the minimality of r(A), f˜∨j R(A), f˜
∨
p(k−2)f˜
∨
j R(A) /∈
RepΛp(−1) , hence also considering jumpj , e˜j(f˜
∨
j R(A)) = f˜
∨
j e˜jR(A) /∈ Rep
Λp(−1)
and f˜∨p(k−2)f˜
∨
j e˜jR(A) /∈ Rep
Λp(−1) . When j, p(k−2) 6= p(−1) then ε∨p(k−2)(f˜
∨
p(k−2)f˜
∨
j e˜jR(A)) =
1 = ε∨j (f˜
∨
j e˜jR(A)) so that applying Lemma 7.4 twice gives
IndTp;k ⊠ e˜jR(A)։ e˜jA, (265)
agreeing with (249) of Theorem 7.10, which we are in the process of proving.
When p(k − 2) = p(−1), then j 6= p(−1). By the minimality of r(A) and Lemma
7.3, it follows in this case that ε∨p(−1)(f˜
∨
p(−1)f˜
∨
j R(A)) = 2 = ϕp(−1)(p; k − 2). By
Lemma 7.13 and (262) then ε∨p(−1)(f˜
∨
p(−1)f˜
∨
j e˜jR(A)) = 2 so that again by Lemma
7.4 applied to (263) we get
IndTp;k−1 ⊠ f˜
∨
j e˜jR(A)։ e˜jA (266)
and another application of Lemma 7.4 gives (249).
The last case to consider of Case 2b is when j = p(−1). Then p(k − 2) 6= p(−1)
since εj(Tp;k) = 1. Using Lemma 7.4 gives (266) as above. Then we either have
ε∨p(−1)(f˜
∨
p(−1)e˜p(−1)R(A)) = 2 = ϕp(−1)(p; k − 1) if p(−1) is class A or class D, or
ε∨p(−1)(f˜
∨
p(−1)e˜p(−1)R(A)) = 2 and ϕp(−1)(p; k − 1) = 3 when p(−1) is class B. In
the former case we can apply Lemma 7.4 to (266), and in the latter case apply
Lemma 7.6 to (266) and (263), to get the desired surjection (249).
• Case 3 : εj(Tp;k) = 2
Note that in this case j must be class B and p(k − 3) 6= j.
Note k > 2 because p is a cyclotomic path (if k = 2 we would have p(0) = p(1)). From
Theorem 7.1 we have a surjection
IndTp;k−3 ⊠ f˜
∨
p(k−3)f˜
∨
j f˜
∨
j R(A)։ A. (267)
By Proposition 4.10.2 we can apply e˜j to (267) to get
IndTp;k−3 ⊠ e˜j f˜
∨
p(k−3)f˜
∨
j f˜
∨
j R(A)։ e˜jA. (268)
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– Case 3a: ϕ
Λp(−1)
j (R(A)) < 2 = εj(Tp;k)
Then jumpj(R(A)) ≤ 1 and by formula (117), jumpj(f˜jR(A)) = 0. Hence by
Proposition 4.14.2, f˜j f˜jR(A) ∼= f˜
∨
j f˜jR(A). Furthermore because p(k− 3) 6= j, by
Proposition 4.17.1c, e˜j and f˜
∨
p(k−3) commute. Thus we have
e˜j f˜
∨
p(k−3)f˜
∨
j f˜
∨
j R(A)
∼= f˜∨p(k−3)e˜j f˜
∨
j f˜
∨
j R(A)
∼= f˜∨p(k−3)e˜j f˜j f˜
∨
j R(A)
∼= f˜∨p(k−3)f˜
∨
j R(A).
(269)
The map in (268) then becomes
IndTp;k−3 ⊠ f˜
∨
p(k−3)f˜
∨
j R(A)։ e˜jA. (270)
Note that since j is class B then p(k − 3) must be class A. If p(k − 3), j 6= p(−1),
then ε∨p(k−3)(f˜
∨
p(k−3)f˜
∨
j R(A)) = 1 and ε
∨
j (f˜
∨
j R(A)) = 1 so that two applications of
Lemma 7.4 give
IndTp;k−1 ⊠R(A)։ e˜jA
∼ =
e˜jTp;k (271)
yielding (248) of Theorem 7.10.
If p(k−3) = p(−1) then by Lemma 7.3 and the Serre relations, ε∨p(k−3)(f˜
∨
p(k−3)f˜
∨
j R(A)) =
2 = ϕp(k−3)(p; k − 3). Then we may again apply Lemma 7.4 twice to (270) to get
(271).
Finally, in the case where j = p(−1) then because p(k − 3) 6= j = p(−1) we can
again apply Lemma 7.4 to (270) to get
IndTp;k−2 ⊠ f˜
∨
j R(A)։ e˜jA. (272)
Then ε∨p(−1)(f˜
∨
j R(A)) = ε
∨
p(−1)(f˜
∨
p(−1)R(A)) = 2 and ϕj(p; k − 2) = 3 so that by
Lemma 7.6 a surjection like (271) exists. (Recall the definition of cyclotomic path
does not allow ϕj(p; k − 2) = 4.)
– Case 3b: ϕ
Λp(−1)
j (R(A)) ≥ 2 = εj(Tp;k)
Then jumpj(R(A)) ≥ 2. This implies e˜jR(A) 6= 0 by (267). It also follows
that jumpj(f˜
∨
j R(A)) ≥ 1, jumpj(e˜j f˜
∨
j R(A)) ≥ 2 so that by Proposition 4.17.2c,
e˜j f˜
∨
j f˜
∨
j R(A)
∼= f˜∨j e˜j f˜
∨
j R(A). Also, jumpj(e˜jR(A)) ≥ 3 so again by Proposition
4.17.2c e˜j f˜
∨
j R(A)
∼= f˜∨j e˜jR(A). Again because p(k − 3) 6= j, by Proposition
4.17.1c, f˜∨p(k−3) and e˜j commute. Together these imply
e˜j f˜
∨
p(k−3)f˜
∨
j f˜
∨
j R(A)
∼= f˜∨p(k−3)e˜j f˜
∨
j f˜
∨
j R(A)
∼= f˜∨p(k−3)f˜
∨
j f˜
∨
j e˜jR(A). (273)
Considering cases similar to those in Case 3a, applying Lemma 7.4 and Lemma
7.6 to (268), we get
IndTp;k ⊠ e˜jR(A)։ e˜jA (274)
agreeing with (249).
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This concludes the proof of Theorem 7.10 apart from observing that in the case
p(k − 3) = p(−1) 6= j it is useful to note
ε∨p(−1)(f˜
∨
p(k−1)f˜
∨
j f˜
∨
j e˜jR(A)) = ε
∨
p(−1)(f˜
∨
p(k−1)f˜
∨
j f˜
∨
j R(A)) (275)
by Lemma 7.3 and Lemma 7.15.
Example 7.16. Recall that in type C
(1)
ℓ , B
1,1 ⊗B(Λ1) ≃ B(Λ0)⊕B(Λ2). We illustrate the
module-theoretic phenomena that mirrors this fact. It holds that
L(1) ∈ RepΛ1 f˜∨0 L(1) ≃ f˜1L(0) ≃ L(01) ∈ Rep
Λ0 f˜∨2 L(1) ≃ L(21) ∈ Rep
Λ2 . (276)
In other words, modules A both from RepΛ0 and RepΛ2 can lead to modules R(A) ∈ RepΛ1
when one performs the algorithm of Theorem 7.1. Regarding Example 2.2, Remark 7.9, and
Theorem 7.10, this corresponds to the fact that
f˜1f˜0bΛ0 = T (f˜1f˜0( 1 ⊗ bΛ1)) = T ( 1 ⊗ bΛ1) (277)
whereas
f˜1f˜2bΛ2 = T (f˜1f˜2( 1 ⊗ bΛ1)) = T ( 2 ⊗ f˜1bΛ1). (278)
A more trivial example of the same phenomenon is given by 1 ∈ RepΛ1 , f˜∨0 1 ≃ L(0) ∈ Rep
Λ0 ,
f˜∨2 1 ≃ L(2) ∈ Rep
Λ2 . This corresponds to f˜0bΛ0 = T (f˜0( 1 ⊗ bΛ1)) = T ( 0 ⊗ bΛ1)
and f˜2bΛ2 = T (f˜2( 1 ⊗ bΛ1)) = T ( 2 ⊗ bΛ1).
8 Appendix
8.1 Simple modules in RepΛh+Λi in rank 2
In Figure 3 we draw the highest weight crystal B(Λh + Λi) in type B2/C2. That is, the
associated Cartan matrix is (
2 −2
−1 2
)
(279)
with ahi = −1 and aih = −2.
In Figure 4 we redraw this crystal with nodes the corresponding simple R(mhαh+miαi)-
modules in RepΛh+Λi , mh,mi ≥ 0. The cyclotomic condition I
Λh+ΛiM = 0 forces mh+mi ≤
7. Indeed we can see this from Figure 3 or Figure 4.
In Figure 4 we indicate jumpi(M), jumph(M), in part so one can see when f˜∗M ∈
RepΛi+Λh . Furthermore when jumph(M) = 0 we draw M
f˜h
IndM ⊠ L(h) (similarly for i)
to mark the fact f˜hM ∼= f˜
∨
hM is irreducibly induced. In other cases when modules can be
realized as induced from other modules (without needing to take cosocle) we also express the
module in this form. The only exception to this is the 2-dimensional module f˜hL(hii), whose
character has support [hiih].
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Figure 3: Crystal graph B(Λh + Λi) in type B2.
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