Gradual numbers have been introduced recently as a means of extending standard interval computation methods to fuzzy intervals. The literature treats monotonic functions of fuzzy intervals. In this paper, we combine the concepts of gradual numbers and optimization, which allows for the evaluation of any differentiable function on fuzzy intervals, with no monotonicity requirement.
I. INTRODUCTION
The evaluation of a function on a fuzzy interval has long been accomplished by evaluating the function on each α-cut of the the fuzzy interval. Fortin, Dubois, and Fargier recently introduced the concept of gradual numbers [2] , [1] . A fuzzy interval can be represented as an interval of gradual numbers, which allows the extension of standard interval computation methods to fuzzy intervals.
Previously published results have extended the practice of analyzing monotonic functions on intervals by evaluating the interval extreme points [2] . In the present paper, we employ optimization techniques on gradual numbers to evaluate differentiable functions on fuzzy intervals with no monotonicity requirements.
II. CLASSICAL INTERVAL COMPUTATION
Classical interval analysis seeks upper and lower bounds for the value of a operator on interval-valued arguments. For example, when the operator is a real-valued function, f : R n → R and
, the goal is to find z − and z + such that z= f (x 1 , ..., x n ) lies in the interval [z − , z + ] for every [9] , Sunaga [8] , and Moore [6] first proposed the following rules for basic interval arithmetic: For x ∈ [x − , x + ] and y ∈ [y − , y + ]:
Straightforward interval computation assumes that all variables are independent, including duplicate copies of the same variable, which can lead to overestimations of the bounds of functions 1 Consider, for example,
Using the axiomatic approach yields the result
If, however, we simplify the function before applying axiomatic interval analysis, we get f (
Simplifying functions to reduce multiple copies of a variable can eliminate the overestimation, but is not always possible. For example, there is no way to express f (x) = xe x with only one copy of the variable x.
When the function in question is monotonic, we can appeal to a well-known proposition to find exact bounds for [z − , z + ] without overestimation. Before stating this result, we provide some preliminary definitions. A configuration, ω, is which indicates what is known as the vertex method of interval analysis in the fuzzy set community. Remark 1: Let x = (x 1 , ..., x n ) be a tuple of n real interval-valued variables such that
If f is continuous and locally monotonic with respect to each argument, then
This follows from the fact that
is a closed subset of R n , and from the Weierstrass theorem that a continuous function attains its maximum and minimum on a compact set. The vertex method, while effective, is limited in scope.
We are still left with over-estimations or underestimations on non-monotonic functions. Take, for example,
(1)
If we consider the two instantiations of x to be independent, H contains the four elements {(0, 0), (0, 1), (1, 0), (1, 1)}, and the result is
Inspection reveals that there is no single value of x in the interval [0, 1] for which f (x) = x(x − 1) has a value of 1, so [z − , z + ] = [0, 1] is an unsatisfactory solution. We might, on the other hand, consider the two instantiations of x to be the same variable. Then H contains only the two elements {(0, 0), (1, 1)}, and the result is
We require a broader tool than the vertex method for evaluation of non-monotonic functions of interval-valued variables with dependencies.
III. OPTIMIZATION AND INTERVAL ANALYSIS
Observe that the values we seek in interval analysis, z − = min x∈X f (x) and z + = max x∈X f (x) are the answers to the optimization problems:
.., n. This idea has long been recognized by the interval community, with recent application by Lodwick with his constrained interval analysis ( [5] ), and Kreinovich's ( [3] ) application to technical problems with partial information.
Viewing the interval analysis problem as a mathematical programming problem puts at our disposal the rich optimization theory of the last century, which leads to the following proposition.
Proposition 2: Let x = (x 1 , ..., x n ) be a tuple of n variables such that
., x n ) such that f is continuously differentiable with respect to each x i . Now consider the set of KKT configurations, K − f and K + f , to be configurations which satisfy the Karush-Kuhn-Tucker conditions for (2)-(3) and (4)-(5) respectively. Then
can be stated as a mathematical programming problem:
where x is a 1 × n vector.
Since constraints c(i) and c(n + i) are lower and upper bounds for x i , at most one at a time of c(i) and c(n + i) will be active. We observe that our mathematical programming problem satisfies the linear independence constraint qualifications (i.e. the gradients of the active constraints are linearly independent), which means that the KKT conditions are necessary conditions for optimality. The details of Karush-Kuhn-Tucker conditions are found in any standard optimization textbook, for example [7] . Now any optimal point will satisfy the following:
.
The set of points satisfying (11)-(15) are exactly the points
is a closed subset of R n , so is a compact set. The Weierstrass theorem guarantees that a continuous function attains a maximum and minimum on a compact set, so we know f (x) has a minimum on X , which has to be min x∈K − f f (x).
To find the maximum, we replace f (x) in (6) with − f (x), and find the KKT points, which are exactly K + f .
A. Examples of Interval Analysis via Optimization
For the sake of illustration, recall example (1):
The Karush-Kuhn-Tucker conditions for (17) are
1 − x ≥ 0, (21)
K − f consists of the three points which satisfy (18)-(16): 1 4 ] without overestimation or underestimation. It should be noted that this accuracy is not without its cost. The vertex method tells us that, for monotonic functions f : R n → R, function extrema will always occur at interval endpoints, so |H | = 2 n . In contrast, the number of KKT configurations of an interval constrained mathematical programming problems will sometimes be fewer than the number of extreme configurations, and will occasionally be many, many more. In the worst case, the number of points satisfying the KKT conditions will be infinite.
IV. GRADUAL NUMBERS AND FUZZY INTERVAL ANALYSIS
Up to this point, we have considered intervals of real numbers, which provide a Boolean model for uncertainty. Numbers inside the interval are entirely possible, while numbers outside the interval are impossible. It is often the case, however, that the sets we wish to model are not so crisply defined. The need frequently arises to move gradually from impossible to possible, with values on the outskirts of the interval being somewhat possible. Fuzzy set theory accomplishes this by making the bounds of the interval softer, so that the transition from an impossible value to an entirely possible value is gradual.
A fuzzy interval,W can be defined by a membership function, µW : R → (0, 1], where µW (x) indicates to what extent x is a member ofW . A standard fuzzy interval is the L − R fuzzy interval, which is defined by a membership function µW and reference functions L and R. L : [0, inf) → [0, 1] and R : [0, inf) → [0, 1] are upper semi-continuous and strictly decreasing in the range (0,1], and µW is defined as follows:
Fortin, Dubois, and Fargier [2] recently proposed that a fuzzy interval can be represented as a set of gradual numbers that lie between two gradual number endpoints in the same way that a real interval is a set of real numbers that lie between two real endpoints.
Definition 1: A gradual real number (or gradual number), r, is defined by an assignment function Ar : (0, 1] → R. It can be understood as a real value parametrized by α ∈ (0, 1]. Then for each α, a real value r α is given by Ar(α). Let G be the set of all gradual real numbers.
We can describe a fuzzy intervalW by an ordered pair of two gradual numbers, [w − ,w + ]. Since a fuzzy interval is a fuzzy set with an upper-semicontinuous membership function, we require that Aw− be increasing, that Aw+ be decreasing, and that Aw−(1) ≤ Aw+ (1) . For our results, we will additionally assume that Aw− and Aw+ are continuous and that Aw−(0) and Aw+(0) are defined.
Before considering arithmetic operations on intervals of gradual numbers, we need a definition of arithmetic operations on gradual numbers themselves. Ifr ands are two gradual numbers, thenr +s is defined by its membership function Ar +s = Ar + As. Subtraction, multiplication, division, minimum and maximum are similarly defined. In addition,r is said to be less thans if Ar(α) < As(α) for all α ∈ [0, 1]. Greater than and equality are similarly defined. We would like to note that the set of gradual numbers is not a fully ordered set.
Beyond arithmetic operations on gradual numbers, we will find it useful to extend a real-valued function f (x 1 , ..., x n ) : R n → R to a gradual function,ḟ (x 1 , ...,x n ) : G n → G. We define the assignment function of the value ofḟ as follows:
A˙f (r 1 ,...,r n ) (α) = f (r 1 (α)...,r n (α)),
A fuzzy intervalW = [w − ,w + ] is the set of all gradual numbers,w, for whichw − ≤w ≤w + . IfW is an L-R fuzzy interval, thenw − andw + are defined by the following assignment functions:
where L −1 (respectively R −1 ) is the inverse of L (respectively R) in the part of its domain where it is positive.
A. Earlier Results on Applying Interval Analysis to Fuzzy Intervals
The representation of a fuzzy interval as a crisp interval of gradual numbers allows us to use tools previously developed for real interval analysis in the analysis of fuzzy intervals.
Fortin, Dubois and Fargier extend the vertex method of interval analysis to intervals of gradual numbers [2] . They define a fuzzy configuration, Ω, which is a tuple of gradual numbers, (r 1 , ...,r n ) as follows:
Let fuzzy intervalsx 1 ...x n be described by their gradual endpoints,
The set of extreme fuzzy configurations,H , are n-tuples in which every element takes on the value of an interval endpoint. A fuzzy configuration or extreme configuration evaluated at α is defined as the tuple of each of its gradual components evaluated at α. That is Ω(α) = (r 1 (α), ...,r n (α)). We now turn to the vertex method for fuzzy interval analysis.
Proposition 3: Letx = (x 1 , ...,x n ) be a tuple of n fuzzy interval-valued variables such thatx i ∈ [x − i ,x + i ]. Letḟ : G n → G be the gradual extension of f : R n → R as defined in (25), and define the interval [z − ,z + ] to be the smallest interval of gradual numbers that containsz = {ḟ (x 1 , ...,x n )} for everyx ∈
If f is continuous and locally monotonic with respect to each argument, theñ
The reader is referred to [2] for the proof. An example of the vertex method for intervals of gradual numbers will be instructive. Letx = [x − ,x + ] be a fuzzy interval defined by the following gradual endpoints:
as in Figure 1 .
Letḟ =x 2 forx ∈X. To apply the vertex method, we determine that there are two elements inH :
f (x + (α)) = (1 − 1 2 α) 2 (33)
It is clear thatḟ (x − (α)) ≤ḟ (x + (α)) for all α ∈ [0, 1], so z − =ḟ (x − ) and z + =ḟ (x + ). The fuzzy intervalz = [z − ,z + ] is shown in Figure 2 . The vertex method, while effective, is limited in scope. We are still left with over-estimations, underestimations, or meaningless results on non-monotonic functions. For example, letX be defined as above, and letḟ be the gradual extension of f (x) = x(1 − x) forx ∈X. To apply the vertex method, we determine that there are two elements inH :
=ḟ (x + (α)).
Thenz − =z + , so the fuzzy interval is not an interval at all, but a single gradual number defined by the assignment function Az(α) = 1 2 α − 1 4 (α) 2 , as in Figure 3 . V. MAIN RESULTS Fortin, Dubois, and Fargier have used the concept of gradual numbers to extend interval techniques to the evaluation of monotonic functions of fuzzy intervals. In this section we expand the use of gradual numbers. We employ optimization theory in conjunction with gradual numbers to evaluate continuously differentiable non-monotonic functions of fuzzyinterval valued variables.
A. Optimization on Fuzzy Intervals
Letḟ : G n → G be the gradual extension of a continuously differentiable function f : R n → R as defined in (25), and define the interval [z − ,z + ] to be the smallest interval of gradual number that containsz = {ḟ (x 1 , ...,x n )} for everỹ
Observe that the values we seek,z − =ṁinx ∈Ωḟ (x) andz + = maxx ∈Ωḟ (x), are the answers to the optimization problems
subject tox i ≥x − i , for i = 1, ..., n (39)
x i ≤x + i , for i = 1, ..., n, and Maximizeḟ (x) (40) subject tox i ≥x − i , for i = 1, ..., n (41)
x i ≤x + i , for i = 1, ..., n,
We now define the set of KKT configurations,K − f andK + f , to be configurations which satisfy the Karush-Kuhn-Tucker conditions for (38)-(39) and (40)-(41) respectively.
Explicitly,K + f is the set of every configuration x ∈X which satisfies the following: 
