Abstract. Let G be second-countable locally compact Hausdorff groupoid with a continuous Haar system. We show that if the groupoid C * -algebra of G is CCR then the orbits of G are closed and the stabilizers of G are CCR. In particular, we remove the assumption of amenability in a theorem of Clark.
INTRODUCTION
Let K(H) denote the compact operators on a Hilbert space H. A C * -algebra A is called CCR, if for every irreducible representation π : A → B(H π ) we have π(A) = K(H π ), and A is called GCR if, for every irreducible representation π, we have π(A) ⊃ K(H π ).
In [2, Theorem 6.1] Clark gives the following CCR characterization for C * -algebras of groupoids:
Theorem (Clark) . Let G be a second-countable locally compact Hausdorff groupoid with a Haar system. Suppose that all the stabilizers of G are amenable. Then the full C * -algebra C * (G) of G is CCR if and only if the orbit space of G is T 1 and the stabilizers of G are CCR.
Clark's theorem generalizes a CCR characterization for transformation group C * -algebras of Williams [22] to groupoids. However, Gootman's analogous GCR characterization [9] for transformation group C * -algebras does not assume amenable stabilizers. Williams deals with possibly non-separable transformations groups, and therefore assumes amenable stabilizers at points where the stabilizer map is discontinuous. The lack of an amenability assumption in Gootman's GCR characterization led Clark to conjecture that the amenability hypothesis in the groupoid case is unnecessary [2] . In [21] Clark's conjecture is show to be correct in the GCR case. In this paper we show that Clark's conjecture is also true in the CCR case.
We point out that the techniques used in the GCR case ( [21] ) are very different from the techniques we use in this paper. In [21] we relied on the fact a C * -algebra is GCR if and only if it is a type I C * -algebra ( [19] ). We could therefore use von Neumann algebras and the theory of direct integrals by constructing a direct integral representation of the groupoid C * -algebra and give a necessary condition for the direct integral representation to be type I. Every CCR C * -algebra is GCR, but the converse does not hold in general. Hence the "GCR -type I equivalence" is not helpful in the CCR case.
Careful analysis of Clark's proofs shows the amenability hypothesis is used to show continuity of a function from the orbit space of the groupoid into the spectrum of the C * -algebra of the groupoid ([2, Lemma 5.4] ). Continuity of this function is only used to show that if C * (G) is CCR, then (i) the orbit space is T 1 and (ii) the stabilizers are CCR. However, Clark uses the continuity of this function only indirectly to prove statement (ii), since statement (ii) is shown under the assumption that the orbits are closed (that is, that the orbit space is T 1 ). Hence, once we show that if C * (G) is CCR then the orbit space of G is T 1 , then (ii) will follow with exactly the same argument that Clark uses.
We obtained a broad outline for a CCR proof for transformations groups from Astrid an Huef, which she credited to Elliot Gootman. Before considering the groupoid case, we worked out the details in the transformation group case based on Gootman's outline and Williams' proof for possibly non-separable transformation groups. However, even in the transformation group case we needed to make adjustments to make the arguments work. Specifically, we realized that we need to generalize to vector valued function spaces, because we consider induced representations other than those induced from trivial representations. Our CCR proof for groupoid C * -algebras uses similar arguments to those that we used for transformation groups, which again required some work to generalize groupoids. To our knowledge no CCR proof has been published for second-countable transformation groups, that does not require amenability. Thus, our result is new even for transformation groups.
The structure of this paper is as follows. In Section 1 the necessary definitions and formulas needed are given. In Section 2 our main goal is to prove Proposition 2.6, which shows the equivalence of induced representations of C * (G) to representations by multiplication operators of the C * -algebra C 0 (G (0) ) of continuous functions that vanish at infinity on the unit space of G. To do this we work in the multiplier algebra of C * (G) and thus describe a *-homomorphism of C 0 (G (0) ) into this multiplier algebra. Section 3 contains main result, Theorem 3.5, which crucially relies on Lemma 3.4, also presented in this section. Lemma 3.4 will give us a desired contradiction to an equivalence of representations as multiplication operators, which is established in Theorem 3.5. Lastly, in Section 4 we give two examples. The first is an example of a groupoid with non-amenable stabilizers where it's associated C * -algebra is GCR but not CCR. The second is an example of a groupoid with non-amenable stabilizers whose C * -algebra is CCR.
PRELIMINARIES
Throughout G is a second-countable locally compact Hausdorff groupoid with unit space G (0) , and a continuous Haar system {λ u } u∈G (0) (see [15] for these definitions). Let r and s denote the range and source maps, respectively, from G onto
Note that each stabilizers is a group. For x ∈ G, the map R(x) := (r(x), s(x)) defines an equivalence relation ∼ on G (0) . Let [u] := {v ∈ G (0) : u ∼ v} denote the orbit of u. The orbit space G (0) /G is the quotient space for this equivalence relation. Throughout C c (X) denotes the continuous compactly supported functions from the topological space X into C. If f, g ∈ C c (G), then
and f * (x) := f (x −1 ), define convolution and involution operations on C c (G), respectively. With these operations C c (G) is a *-algebra. Let H be a separable Hilbert space and B(H) the bounded linear operators on H. A representation of C c (G) is a *-homomorphism π : C c (G) → B(H) such that ||π(f )|| ≤ ||f || I , where ||f || I is the I-norm on C c (G) (see [15] for the I-norm). Then C * (G) is the completion of C c (G) in the norm ||f || := {sup ||π(f )|| : π is a representation of C c (G)}.
We assume all representations are non-degenerate. Throughout we induce representations which are irreducible. Following Ionescu and Williams' construction of induced representations [10] , we induce from closed subgroupoids. Below we give the required details of what we need from [10] . All our induced representations are from closed subgroups, which we view as subgroupoids. This view only matters when taking the integrated form of a representation of a subgroup, as the integrated form of a groupoid representation has a modular function in the integrand whereas the group version does not (see (1.1) below). W now give the necessary formulas of induced representations that we will need. The reader is referred to [10] for more details on induced representations. For the remainder of this section let
-pre-Hilbert module with the inner product given by
as long as we remember that the product f * 
(see [15, Proposition 1.7] ). Let C c (G u ) ⊙ H be the algebraic tensor product. Define an inner product on 
REPRESENTATIONS BY MULTIPLICATION OPERATORS EQUIVALENT TO INDUCED REPRESENTATIONS
Let M(C * (G)) denote the multiplier algebra of C * (G), and let C 0 (G (0) ) denote the continuous functions on G (0) that vanish at infinity. For u ∈ G (0) and an irreducible representation π of C * (G u u ) we let L u denote the extension of Ind
. In this section we show that, for every u ∈ G (0) , there is a representation M u of C 0 (G (0) ) which acts as multiplication operators on an appropriate L 2 -space. Moreover, there is a *-homomorphism V :
The following two lemmas are almost certainly well-known. We include their proofs for the reader's convenience.
Lemma 2.1. Let G be a locally compact Hausdorff groupoid. Fix u ∈ G (0) . Then the quotient map q :
for every γ ∈ G u . Then, since multiplication is continuous in G, it follows that φ a is continuous. It is not hard to see that φ a is bijective, and that φ a −1 (γ) := γa −1 is a continuous inverse for φ a . Thus φ a is a homeomorphism of G u , and V a = φ a (V ) is open as claimed.
Since V a is open, we also have that
is open. By the definition of a quotient topology
is second-countable locally compact and Hausdorff in the quotient topology.
Proof. Since G u is closed in G, it follows that G u is second-countable locally compact and Hausdorff. It is not hard to see that G u is a proper right G u u -space with the groupoid operation for the action, and that the orbit space of this G u u -space is precisely 
For the remainder of this section fix u ∈ G (0) , an irreducible representation ω of G u u acting on a Hilbert space H and let σ u be the measure on G u /G u u given by Lemma 2.3(iv). Consider the set
f is measurable and
As is common in the literature we will not distinguish between a class in
where
We motivate the terminology 'multiplication operator'. Assume that
, given by Φ(γ) := r(γ), is a homeomorphism. We can push the measure σ u forward to get a
Then N u is a representation of C 0 (G (0) ) as multiplication operators in the conventional sense and
Hence M u is a representation of C 0 (G (0) ) as multiplication operators up to isomorphism.
Next we describe the *-homomorphism of
is just their pointwise product. Then the identity map id from C c (
) is a *-isomorphism which is bounded in the I-norm, and hence extends to an isomorphism of
Then V φ acts as double centralizers on C c (G) (see the discussion on p.59 of [15] ). By [15, Lemma 1.14] the action of V φ as double centralizers extends to C * (G), and thus the map V :
which intertwines these representations. We define such a P in Lemma 2.5 below. For this we use a Borel cross section c :
This means that c is a function that assigns to each equivalence classγ ∈ G u /G u u a fixed representative in G u such that q(c(γ)) =γ, where q : G u → G (0) /G u is the quotient map. To see that a Borel cross section exists, note that since G is Hausdorff, it follows that G u closed in G. Thus G u is locally compact in addition to being second-countable and Hausdorff. Therefore G u is Polish. Then, since the quotient map q is open (Lemma 2.1) and q −1 (γ) is a closed set in G u for everyγ ∈ G u /G u u , it follows that there exists a Borel cross section c :
h ∈ H and γ ∈ G u , let β be a Haar measure on G u u and let ρ u be the function given in Lemma 2.3(iii). Define
Proof. We have to show that P (f ⊗ h) is measurable and square integrable. The function P (f ⊗ h) is measurable if and only if for all k ∈ H the maṗ
is measurable. To show that (2.5) is measurable we employ Tonelli and Fubini's theorems, [17, Theorem 8.8] . Consider the measure space
Note that c is a Borel cross section and is thus measurable. Multiplication G u × G u u → G u is continuous, and thus measurable.
The inner product (ω t h | k) H is continuous in t, and we can view this inner product as the composition of the projection onto the second coordinate together with a continuous function in t, which is then also measurable on
The pointwise product of measurable functions is measurable, and so F is measurable on
, so that we can deduce the measurability of (2.5) from Fubini's theorem ([17, Theorem 8.8(c)]). Let F˙γ(t) := F (γ, t). By Theorem 8.8(b) of [17] , for F to be in L 1 (σ u × β), it suffices to show that
Note that
Since f ∈ C c (G u ) and ρ are continuous, we have that the pointwise product |f |ρ
Now, by Theorem 8.8(b) of [17] , we have that F ∈ L 1 (σ u × β). Then by Theorem 8.8(c) of [17] , the map (2.5) is measurable.
Next we show square integrability. Note that
By Lemma 2.3(ii) it follows that
which shows that P (f ⊗ h) is square integrable. This proves our claim.
Recall that V :
Proposition 2.6. Suppose that G is a second-countable locally compact Hausdorff groupoid with a Haar system {λ u } u∈G (0) . Fix u ∈ G (0) and suppose that ω : G Proof. Let ρ u , ∆ u and σ u be as is in Lemma 2.3. To simplify notation we suppress the subscript u. Let f ∈ C c (G u ), h ∈ H and γ ∈ G u . Then by Lemma 2.5
, where β is the Haar on G u u . We claim that P isometric and maps onto a dense subspace, so that it extends to a unitary operator of the completion
We need to show that
We break up the calculations so that they are easier to follow. Note that forγ
Substitute r = s −1 t and apply Lemma 2.3(iii) so that
Then (2.10) is
Focussing on the inner two integrals we can view f as a function f r of c(γ) and s only, with r fixed; i.e. f r (c(γ)s) := f (c(γ)sr). Then (2.11) is equal to
apply Lemma 2.3(iv) to the two inner integrals)
Hence
, showing P is isometric. Next we show that P maps onto a dense subspace of
. For this part of the proof we adapt techniques from Proposition 5.4 in [23] for transformation groups to our groupoid setting. Suppose that F ∈ C c (G u /G u u , H) and ǫ > 0. Then it will suffice to show that there is an f in the image Im(P ) of P such that
Let D := supp(F ) and let C be a compact neighbourhood of D. We need the following lemma:
Proof. Since t → ω t (F (γ)) is continuous there is a neighbourhood N u of (the fixed) u in G u u such that (2.14)
Let N c(γ) be a neighbourhood of c(γ) in G u , and let
Then for k ∈ H with ||k|| ≤1, we have
(by applying (2.14) and (2.15)).
Thus putting
gives the desired inequality (2.13), and then F γ ∈ Im(P ). We show that F γ is continuous with compact support. We first show continuity. Note: for g as in (2.15) we have u is open by Lemma 2.1, and (iii) {η i } is a sequence such that q u (η i ) =η i → q u (η) =η, it follows from Lemma 3.38 in [23] that there is a subsequence {η i j } and a sequence {s i j } ⊂ G u u such that η i j s i j → η. We will only use the subsequence. Thus we relabel all i j -indices to i only. Then since g and ρ are THE ORBIT SPACES OF GROUPOIDS WHOSE C * -ALGEBRAS ARE CCR 11
continuous, so is their pointwise product. Hence there is an i 0 such that for all i > i 0 we have
.
Thus F γ is continuous. Now we consider the supp(F γ ). Since the quotient map q u :
Thus, to show that supp(F γ ) is compact, it will suffice to show that supp(F γ ) ⊂ q u (supp(g)). Suppose thatη is such that F γ (η) = 0. Then
Since g and ρ are positive and non-zero, it follows that g(c(η)t)ρ(c(η)t) −1/2 = 0 for some t ∈ G u u . That is, c(η)t ∈ supp(g) for some t ∈ G u u . Note q u (c(η)t) = q u (c(η)) =η. Thus supp(F γ ) ⊂ q u (supp(g)), and so F γ has compact support. Hence F γ has all the required properties and the lemma's proof is finished.
We now continue with the proof of Proposition 2.6. By Lemma 2.7 we can find for everyγ ∈ supp(F ) a
Since F and every F γ are continuous, there is for everyγ ∈ D an open neighbourhood N˙γ ofγ such that N˙γ ⊂ C, and for allη ∈ N˙γ we have
Applying inequalities (2.16), (2.17) and (2.18) we see that, for allη ∈ N˙γ,
Since D is compact and contained in ∪˙γ ∈D N˙γ, there areγ 1 ,γ 2 , . . . ,γ n such that D ⊂ ∪ n i=1 Nγ i . Also, since G u /G u u is Hausdorff and every Nγ i ⊂ C, it follows that every Nγ i has compact closure. Then there is a partition of unity
Thus f := Σ n i=1 ψ i F γ i satisfies (2.12). We have shown that P is isometric and maps onto a dense subspace. Hence we can extend P to a unitary operator from
Specifically the action is given by f · g = f * g, and extends to give a representation of C * (G). The representation Ind
The action is given by
The extension L u of Ind
for all m ∈ M(C * (G)). Recall that
We want to show that
Because the action of
. By the continuity of the action,
Hence, by the continuity of these operators, to see that
it suffices to check that
Then we have that
Now by (2.21), we have (2.20)
Hence P intertwines the representations on a dense subspace. By continuity we have P L u (V φ) = M u (φ)P , and the proof is finished.
CHARACTERIZING CCR GROUPOID C * -ALGEBRAS
In this section we prove our main theorem, Theorem 3.5, which shows that if a groupoid C * -algebra is CCR, then the orbit space of the groupoid is T 1 and the stabilizers of G are CCR. We use the following following lemma.
Lemma 3.1. Let A be a CCR C * -algebra. Suppose that π, τ are non-zero irreducible representations of A acting on H π and H τ , respectively. If ker π ⊆ ker τ , then π is unitarily equivalent to τ .
Proof. Since A is CCR and π and τ are non-zero irreducible representations, we have that ker π and ker τ are maximal closed two-sided ideals in A by [8, Corollary 4.1.11] . Thus, ker π ⊆ ker τ implies that ker π = ker τ .
Because A is CCR it is also GCR. Since ker π = ker τ and π and τ are irreducible, it follows that π is unitarily equivalent to τ by [8, Theorem 4.3.7] .
We fix some notation. Let u ∈ G (0) . The trivial representation 1 u : G u u → C is given by 1 u (t) = 1, for every t ∈ G [23] ) that since G un un → C and u n ∈ G un un with u n → v, it follows that v ∈ C. Thus C = ∅. Since v ∈ C and group identities are unique, we get that
For n large enough, (3.2) and the Cauchy-Schwarz inequality together with (3.3) imply that
Hence we have now verified (3.2). Next we show that ker(l un ) ⊂ ker(l C ) for every n. By Lemma 5.1 in [2] the map from
for all n, we have l um ∼ l un for all m and n. Thus ker(l um ) = ker(l un ) for all m and n. Let a ∈ ker(l un ) and let g, h ∈ C c (G).
Hence l C (a) = 0 and thus a ∈ ker(l C ), completing the proof.
Before we prove our main result (Theorem 3.5 below) we need a last lemma that will be vital. This is Lemma 3.4 below and is a vector-valued version of Lemma 4.15 from [22] . Lemmas 3.3 and 3.4 and their proofs were shown to us by Dana Williams. We begin with the set-up needed for these two lemmas.
Suppose that Y is a second-countable locally compact Hausdorff space, µ is Radon measure on Y and H a separable Hilbert space. For 
By continuity it will suffices to find a sequence {φ n } ⊂ C 0 (X) such that M Y (φ n ) → L ψ in the strong operator topology.
We may assume ψ(y) ≤ 1 for every y ∈ Y . Since Y is second-countable and locally compact we can write Y = n K n , where each K n is a compact subset of Y with K n contained in the interior of K n+1 . Since i : Y → X is continuous it follows that i(K n ) is compact in X for every n. Hence there is a φ n ∈ C c (X) such that 0 ≤ |φ n (x)| ≤ 1 for every x ∈ X and φ n (i(y)) = ψ(y) for every y ∈ K n (see for example Lemmas 1.41 and 1.42 in [23] ).
Fix
and let 1 Kn denote the characteristic function on K n . Since Y = n K n and K n ⊂ K n+1 there is a n 0 ∈ N such that y ∈ K n for every n > n 0 . Then for all n > n 0 we have
Hence M Y (φ n ) → L ψ strongly, which is sufficient.
′ . Hence by Lemma 3.3 we have P E ∈ L ′ and thus P E is decomposible by [23, Theorem F.21] . Hence P E can be written as a direct integral of Borel operators P : y → P (y), y ∈ Y (see for example Appendix F in [23] or [7] for definitions and more on decomposible operators and direct integrals). Since P is determined µ Y -a.e. and P = P 2 = P * we can modify P on null sets and assume that P (y) = P (y) 2 = P (y) * for every y ∈ Y . The set E := {y ∈ Y : ||P (y)|| = 1} must have non-zero measure. Hence for any non-null Borel set B ⊂ E, the direct integral We now prove our main CCR result. Theorem 3.5. Let G be a second-countable locally compact Hausdorff groupoid with a Haar system. If C * (G) is CCR then G (0) /G is T 1 and the stabilizers of G are CCR.
Proof. Assume C * (G) is a CCR C * -algebra. We first show that the orbit space is T 1 . To do this it will suffice to show that orbits are closed in G (0) . We prove the orbits are closed by contradiction. Suppose that C * (G) is CCR and that there is a u ∈ G We claim that there is a π ∈ C * (G Corollary 4.1. Suppose that G = ⊔ i∈I G i is a second-countable locally compact Hausdorff group-bundle groupoid with a Haar system. Then C * (G) is CCR if and only if C * (G i ) is CCR for every i ∈ I.
By Theorem 5.3 in [21] the same statement holds for GCR groupoid C * -algebras. For a specific example, fix n ≥ 2 and take G = ⊔ i SL n (R) with the disjoint union topology (see Example 2.1.5 in [20] for details on the disjoint union topology). Since the stabilizers are all the same, it follows that the stabilizer map is continuous. Thus by [16, Lemmas 1.1 and 1.3 ], G has a Haar system {λ n }, where each λ n is a Haar measure of SL n (R) (see Example 2.1.5 in [20] that the Haar system is indeed given by the Haar measure on SL n (R)). Every stabilizer SL n (R) is CCR ( [11] ). Thus C * (G) is CCR by Corollary 4.1.
