Data structures for Boolean functions build an essential component of design automation tools, especially in the area of logic synthesis. The state of the art data structure is the ordered binary decision diagram (OBDD), which results from general binary decision diagrams (BDDs), also called branching programs, by ordering restrictions. In the context of EXOR-based logic synthesis another type of decision diagram (DD),
Introduction
The increasing complexity of modern VLSI circuitry is only manageable together with advanced CAD systems which as one important component contain (logic) synthesis tools. The
The rst and second author were supported by DFG grant Be 1176/4-1 1 problems to be solved, can often be formulated in terms of Boolean functions. The e ciency of the representation and the manipulation algorithms performing (synthesis) operations largely depends on the type of data structure chosen. The most popular data structure is the ordered binary decision diagram (OBDD), which is a restricted form of a binary decision diagram (BDD), also called branching program Lee59, Ake78, Weg87, Mei89] .
Nevertheless, there exist functions that cannot be represented by small OBDDs Bry91, Rud93] . This is one reason why many authors investigate the usefulness of generalizations or modi cations of OBDDs for design automation (see e.g. GM92, SW92, LS92]).
In this context a new type of decision diagram, called ordered functional decision diagram (OFDD), has recently been introduced KSR92, KR93, BDT93] . While OBDDs result from repeated applications of Shannon expansions, OFDDs are based on so-called Reed-Muller expansions and naturally correspond to AND/EXOR based multi-level logic circuits. Lately, synthesis based on AND/EXOR realizations has gained more and more interest Sas93] . This stems at least partly from the fact that, due to technological improvements, in many applications it is possible to handle EXOR gates as standard gates with the same speed and costs as e.g. OR gates.
Furthermore, AND/EXOR realizations { often called (two-level or multi-level) ReedMuller expansions (RMEs) in the literature { proved to be very e cient for large classes of circuits, e.g. arithmetic circuits, error correcting circuits, and circuits for tele-communication Ber68, SB90, Sau92, Rol93], and, in addition, have nice testability properties Red72, SR75, SP93, DB93, BD94c].
A succinct multi-level representation is now possible with the help of OFDDs, which can also be viewed as a compaction of a 2-level RME by the correspondence between paths to the 1-terminal in the OFDD and terms in the 2-level RME.
Up to now a theoretical background for OFDDs as it exists for OBDDs with the huge number of results on the properties of branching programs (see e.g. Weg87, Mei89]) has not been provided.
The goal of this paper is to clarify the relation between BDDs and FDDs from the theoretical point of view.
The paper is structured as follows: In Section 2 DDs, BDDs and FDDs and some basic properties are presented. Section 3 studies the relation between the di erent data structures de ned in Section 2. As a rst general result OBDD-and OFDD-sizes of functions can be compared. In Section 4 this result is applied to speci c function classes to determine their OBDD-size and OFDD-size. The complexity of some standard operations on OFDDs is analyzed in Section 5. We nish with a resume of the results and draw conclusions for further work in Section 6.
Decision Diagrams
A decision diagram (DD) over X n := fx 1 ; x 2 ; : : :; x n g is a rooted directed acyclic graph G = (V; E) with vertex set V containing two types of vertices, nonterminal and terminal vertices. A nonterminal vertex v is labeled with a variable from X n , called the decision 2 variable for v and has exactly two successors denoted by low(v); high(v) 2 V . A terminal vertex v is labeled with 0 or 1 and has no successors. G has exactly one source node called the root of the DD.
The size of a DD G = (V; E), denoted jGj, is given by the number of nonterminal nodes.
If DDs are to be used as a data structure in design automation, further restrictions on the structure of DDs turn out to be useful to provide e cient manipulation algorithms:
1. A DD is complete, if each variable is encountered exactly once on each path in the DD from the root to a terminal vertex. 2. A DD is free, if each variable is encountered at most once on each path in the DD from the root to a terminal vertex. 3. A DD is ordered, if it is free and the variables are encountered in the same order on each path in the DD from the root to a terminal vertex.
Since we are interested in small representations of Boolean functions, we de ne methods to reduce decision diagrams. There are three reduction types, that can partially be combined: Theorem 1 For S f1; 2; 3g let G 0 and G 00 be two (t S )-equivalent DDs. Then there exists a DD G which can be reached from both G 0 and G 00 by a sequence of reductions with types in S.
3 Proof: Let G 1 ; G 2 ; : : :; G k be a sequence of DDs with G 1 = G 0 , G k = G 00 , and for each i = 1; : : : ; k ? 1 either G i+1 = G i t r (v; v 0 )] or G i = G i+1 t r (v; v 0 )] for suitable nodes v; v 0 and r 2 S. We prove the claim of the theorem by induction on P 1<i<k jG i j, where jG i j denotes the number of nodes of the DD G i .
We only have to consider the case where there is a local maximum jG i j in the sequence jG 1 j; jG 2 j; : : : ; jG k j. Let An immediate consequence of Theorem 1 is that for each S f1; 2; 3g the (t S )-reduction of a DD G, which is also the (t S )-equivalent DD of minimum size, is uniquely determined. It can be constructed by applying reductions with types in S to G in any order as long as possible. For S = f1; 2g it is shown in SW93] that this sequence of reductions can be organised in such a way that the total running time of the reduction process is linear in jGj.
A simple generalisation of this result yields:
Corollary 1 For each S f1; 2; 3g the (t S )-reduction of a DD G is uniquely determined and can be computed in time O(jGj).
We would like to point out that Theorem 1 and its corollary are valid for general DDs.
De nition 1 Each DD G over X n := fx 1 ; x 2 ; : : : ; x n g can be assigned to a Boolean function f : B n ! B in two di erent ways, denoted by f BDD 
Note that for a given x 2 B n the value of f BDD G (x) can be computed by traversing a single path in G from the root to a terminal node, whereas for the computation of f FDD G (x) the Boolean function represented by each node of G may have to be evaluated.
A DD G with f = f BDD G (f = f FDD G ) will be called a BDD (FDD) for f. If G is free it is called an FBDD (FFDD) and if G is ordered it is called an OBDD (OFDD) for f.
It easy to see that two DDs G 1 and G 2 respecting the same order are (t f1;2g )-equivalent ( (t f1;3g )-equivalent) i f BDD
. Thus, equivalence and satis ability can e ciently be decided for OFDDs as well as for OBDDs employing the corresponding reduction algorithm.
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De nition 2 For a Boolean function f : B n ! B and a total order on the set of variables X n let OBDD-SIZE (f) denote the minimum size of an OBDD representing f respecting the order . Set OBDD-SIZE(f) = min OBDD-SIZE (f) and denote by FBDD-SIZE(f) the minimum size of a free BDD for f. De ne the measures OFDD-SIZE (f), OFDD-SIZE(f) and FFDD-SIZE(f) analogously considering FDDs for f.
Relation between BDDs and FDDs
In this section we establish a close relation between the functions f BDD G and f FDD G for complete DDs G. For an intuitive approach to this problem, we will rst give a graph-theoretic interpretation of f BDD G and f FDD G . Fix a DD G and an assignment a = (a 1 ; : : : ; a n ) to the variables x 1 ; : : :; x n . Let v be any nonterminal node of G labeled with a variable x i . We say that the edge (v; low(v)) ((v; high(v))) is BDD-active i a i = 0 (a i = 1). The edge (v; high(v)) is FDD-active i a i = 1 whereas the edge (v; low(v)) is always FDD-active. A path in G is called BDD-active (FDD-active) i it leads from the root to a terminal node and only contains BDD-active (FDD-active) edges.
Obviously, there is exactly one BDD-active path in G for a xed assignment a and this path leads to a terminal node labeled by f BDD G (a). Unfolding G by inverse (t 1 )-reductions to a tree does not change f FDD G or the FDD-active paths and shows that f FDD G (a) = 1 i the number of FDD-active paths leading to a terminal node labeled 1 is odd. Furthermore, if G is complete, each FDD-active path for (a 1 ; : : : ; a n ) corresponds exactly to a BDD-active path for an assignment (b 1 ; : : :; b n ) (a 1 ; : : : ; a n ), i.e. Since Theorem 2 is valid only for complete DDs we have to provide a transformation from the DDs we are mainly interested in, e.g. ordered and free DDs, to equivalent complete DDs. Fortunately, the size of the DDs does not grow too much by this transformation:
Lemma 1 Each free DD G over the set of variables X n can be transformed into a (t f2g )-equivalent complete DD G 1 and into a (t f1;3g )-equivalent complete DD G 2 . If G is ordered, then G 1 and G 2 can be made to respect the same order of variables as G. In each of these transformations the size of the DD grows at most by a factor O(n). Proof: First we show how to convert a free DD G into a complete DD G 2 applying inverse (t 3 )-reductions and (t 1 )-reductions:
Assign to each node v of G a set of variables A v X n so that x k 2 A v i v is a terminal node or there is a predecessor of v in G (including v itself) labeled with x k . Let (u; v) be an edge of G where u is labeled with x i and v is labeled with x j as shown in Figure 2 . Then, if A v 6 = A u fx j g, new nodes labeled with the variables in A v n (A u fx j g) have to be inserted on the edge (u; v). And, additionally, the outgoing high-edges of the inserted nodes are collected in a chain consisting of one node for each variable (except one) in X n n A u as depicted in Figure 2 .
The same transformation can be applied to DDs ordered with respect to some order of the variables. The only di erence is that for a node v labeled with x j we set A v = fx i jx i x j g.
The construction of (t f2g )-equivalent DDs is even more simple. Instead of applying an inverse (t 3 )-reduction in the procedure above, we apply an inverse (t 2 )-reduction and the additional chains can be omitted.
Combining Theorem 2 with the previous lemma yields:
Theorem 3 For each Boolean function f 2 B n and each order on X n :
4 FDDs for Speci c Functions From Bry86] and Theorem 3 we conclude that for f = (x 1 x 2 +::+x 2n?1 x 2n ) there are two orders and 0 with OFDD-SIZE (f) = O(n 2 ) but OFDD-SIZE 0 (f) = ( 1 n 2 n ). The results of Bry91] and SW92] imply that the -transformation of the hidden weighted bit function has size O(n 2 ) FFDDs but requires OFDDs of size 2 (n) . In Weg84] it was shown that every symmetric function has complete OBDDs of size at most n 2 =2? (n log n). Since maps symmetric functions only to symmetric functions this bound holds for for OFDDs also. In Bry91] exponential lower bounds for the size of OBDDs for HWB and the multiplication have been proven using lower bound techniques from VLSI design. His fooling sets can be modi ed to give the same result for the -transform of HWB and multiplication. In the ful version of this paper we show how to adapt these arguments to OFDDs. More precisely, we construct fooling sets of exponential size for the -transform of HWB and multiplication. It turns out, that these fooling sets are also fooling sets for the original functions, HWB and multiplication. In the sequel it is shown that there exist functions, for which OFDDs are exponentially smaller than OBDDs and FBDDs as well.
To prove this, we consider the clique-function -cl n;3 de ned over n(n ? 1)=2 variables x ij (1 i < j n). Let -cl n;3 (x) = 1 i the undirected graph G(x) = (V; E), with V = f1; ::; ng and E = ffi; jg j x ij = 1g, contains an odd number of 3-cliques. It has been proven in ABH+86] that each FBDD representing -cl n;3 requires size 2 (n 2 ) .
The above de nition of -cl n;3 can naturally be reformulated in terms of atransformation: -cl n;3 (x) = 1 i G(x) contains an odd number of subgraphs G(y) consisting only of a single 3-clique and n ? 3 isolated nodes. Thus, we have -cl n;3 (x) = M y x 1-cl n;3 (y) ; i.e. -cl n;3 = (1-cl n;3 ) where 1-cl n;3 (x) = 1 i G(x) consists only of a single 3-clique and n ? 3 isolated nodes.
Comparing the representations by free DDs we show that 1-cl n;3 can e ciently be described only using the BDD interpretation and -cl n;3 only with the FDD interpretation.
Theorem 4 For any order of the variables x ij (1 i < j n) it holds:
1. OBDD-SIZE (1-cl n;3 ) = O(n 5 ), but FFDD-SIZE (1-cl n;3 ) = 2 (n 2 ) . 2. OFDD-SIZE ( -cl n;3 ) = O(n 3 ), but FBDD-SIZE ( -cl n;3 ) = 2 (n 2 ) .
Proof: We rst prove the upper bounds. Let T be the ordered DD obtained by labeling the complete tree of height n(n ? 1)=2 according to the order and labeling the 2 n(n?1)=2 leaves of T according to the values of 1-cl n;3 . Then f BDD T = 1-cl n;3 and f FDD T = -cl n;3 . By repeated applications of (t 3 )-reductions to T each nonterminal node v can be deleted for that the subtree rooted at high(v) contains no leaf labeled 1. Thus the size of the (t f3g )-reduction of T is at most 3 n 3 . The upper bound in 1.) now follows from Theorem 3. The lower bound for FBDD-SIZE ( -cl n;3 ) was derived in ABH+86] and the lower bound for FFDD-SIZE (1-cl n;3 ) again is an application of Theorem 3.
Operations on OFDDs
Besides the compactness of the representation, the applicability of a data structure for Boolean functions is judged by the e ciency of the required manipulation algorithms.
By the uniqueness of the (t f1;3g )-reduced OFDD for a Boolean function, equivalence and satis ability can e ciently be decided. A generalization of the satis ability problem is to compute the number of satisfying assignments j(f FDD G ) ?1 (1)j for a given DD G. Restricted 8 to free FDDs, we call this problem SAT-COUNT FFDD . The corresponding problem for OBDDs, and even for FBDDs (SAT-COUNT FBDD ), can be solved in polynomial time.
For OFDDs this seems to be more di cult. Here we show that SAT-COUNT FFDD is intractable unless P = NP:
Theorem 5 , jf ?1 (1)j < 2 2 n + 7 m Given the CNF , an FFDD for f can easily by constructed in polynomial time. And this FFDD has less than 2 2 n + 7 m satisfying assignments i is satis able.
In fact, it recently turned out that SAT-COUNT OFDD is #P -complete ?].
For OBDDs it is well-known that synthesis operations can be performed e ciently. Given two DDs G 1 and G 2 respecting the same order of variables and a Boolean operator an ordered DD G with f BDD G = f BDD G 1 f BDD G 2 can be constructed in O(jG 1 j jG 2 j) steps. By the fact that (f g) = (f) (g) the EXOR-synthesis and the negation can also be performed e ciently for OFDDs. On the other hand, the following theorem shows that the AND-of OFDDs can not be computed in polynomial time since the resulting OFDD may have exponential size. In fact, even changing the order of variables or allowing the result to be any FFDD does not make the synthesis operation easier.
Theorem 6 There is a family of Boolean functions (f n ) n2N with FFDD-SIZE(f n ) = 2 ( p n) so that each f n is the logical AND of two functions represented by OFDDs of polynomial size for any order of the variables.
Proof: For the function 1-cl n;3 the claimed lower bound for its FFDD-SIZE has been proven in Theorem 4. It remains to construct two functions with polynomial OFDDs for any order whose logical AND is 1-cl n;3 . Consider -cl n;3 and the inverted threshold function T 3 n(n?1)=2 : B n(n?1)=2 ! B that computes 1 i at most 3 of the x ij 's (1 i < j n) have value 1. Since T 3 n(n?1)=2 is a symmetric function it can be represented by an OFDD of polynomial size (see Theorem ??).
Obviously, the assertion of the theorem follows from 1-cl n;3 = -cl n;3 T 3 n(n?1)=2
From this result exponential worst-case behaviour can be derived for the operations ORsynthesis, replacement by functions ((f; g) 7 ! f x i =g ), and quanti cation (f 7 ! 8x i f and f 7 ! 9x i f) as shown in the full version.
Conclusions and Open Problems
We presented some results to clarify the relation between FDDs and BDDs. These results demonstrate that FDDs are an interesting alternative data structure for Boolean functions.
They o er a lot of similarities to BDDs, but also have essential di erences, e.g. with respect to the representation size for speci c functions. On the other hand, due to the exponential worst case behaviour of some of the elementary operations OFDDs should be used very carefully. A very promising method to combine the advantages of OBDDs with those of the OFDDs in a general data structure for Boolean functions is proposed in DST+94], where, based on the results given before, Shannon expansion and Reed-Muller expansion are integrated together in a \hybrid" DD, called OKFDD. First experiments on benchmark circuits show a 25 % average reduction in size compared to OBDDs. Furthermore, the application of Reed-Muller expansions can be controlled to guarantee polynomial worst case behaviour for all operations.
