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a b s t r a c t
Systems with vacations are usually modeled and analyzed by queueing theory, and almost
all works assume that the customer source is infinite and the arrival process is Poisson. This
paper aims to present an approach for modeling and analyzing finite-source multiserver
systems with single and multiple vacations of servers or all stations, using the Generalized
Stochastic Petri nets model. We show how this high level formalism, allows a simple
construction of detailed and compact models for such systems and to obtain easily the
underlyingMarkov chains. However, for real vacation systems, themodelsmay have a huge
state space. To overcome this problem,we give the algorithms for automatically computing
the infinitesimal generator, for the different vacation policies. In addition, we develop the
formulas of the main exact stationary performance indices. Through numerical examples,
we discuss the effect of server number, vacation rate and vacation policy on the system’s
performances.
© 2009 Elsevier B.V. All rights reserved.
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1. Introduction
Vacation systems are characterized by the fact that the idle time of each server may be used for other secondary jobs.
Many applications in computer, communications and production are based on the vacationmodels. For example, processors
of these systems, besides doing their primary functions, do considerable testing and maintenance to mainly preserve the
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sanity of the system and to provide high reliability. These periods may be regarded as server vacations. Similarly, the
machines breakdowns which may occur randomly, independently of the system status, and also the repair periods, may
be considered as server vacations. Hence, there is a natural interest in the study of systems with vacations.
This class of systems has been usually analyzed using vacation queueingmodels. For a comprehensive review of themain
results, the readers are referred to the survey of Doshi [1], the recent book of Tian and Zhang [2] and the papers in [3–8].
Awide class of policies for governing the vacationmechanism, have been discussed in the literature, namely themultiple
vacation policy [9,10] and the single vacation policy [4,8,11]. Other studies have considered synchronous vacations of some
servers [10–12] or all the station servers (station vacation) [9]. However, all these works on multiserver vacation queueing
models, assume that the capacity of customers source is infinite. In fact, it is well known that in general, the queueing
analysis of finite-source vacation systems is more difficult than that of infinite ones. However, in many practical systems,
the number of users who access the system is finite, and it is often important to take into account the fact that the rate of
customers arrivals decreases, as the number of customers in the system increases. This can be done with the help of finite
source or quasi-random input models.
The purpose of this paper is to show a method for modeling and analyzing finite-source multiserver systems with single
andmultiple vacations of servers or all station, using Generalized Stochastic Petri nets model (GSPNs). The vacation systems
studied arise in different kinds of communication networks, such as multi-slotted networks, multiple token rings, multiple
server polling systems and mobile communication systems.
The GSPNs [13,14] are important graphical and mathematical models, appropriate for describing and analyzing systems
that are characterized as being stochastic and concurrent with synchronization features. On the other hand, GSPNs are a
convenient formalism for generating automatically the corresponding Markov chain. Moreover, the behavior of complex
systems can be easily and efficiently represented by using GSPNs, rather than using Markov chains directly.
Ibe and Trivedi [15] have proposed the modeling and the analysis of single server vacation queues using GSPNs model.
Next, the multiserver case was studied with only the multiple vacation policy in [16]. In this paper, we consider the
multiserver systems with different vacation policies.
However, generating the Markov chain from the stochastic Petri net and solving it, still requires large storage space and
long execution time, since the state space increases exponentially as function of the customers source size and servers’
number. So, for real vacation systems, themodels may have a huge state space. Hence, we propose in this paper, a technique
to deal with this problem. We develop, for each vacation policy, an algorithm for automatically calculating the infinitesimal
generator, without generating the reachability graph or the Markov chain. In addition, we express the formulas of the
main exact stationary performance indices, as a function of the servers number, the customers source size, the stationary
probabilities and the vacation policy.
The paper is organized as follows: First, we give an overview of Generalized stochastic Petri nets model. Next, we
propose the GSPNs describing the finite-source multiserver systems with single and multiple vacation of servers or all
station. We develop, for each vacation policy, the general form of the underlying continuous timeMarkov chain andwe give
the corresponding algorithm for automatically computing the infinitesimal generator. In Section 5, we give computational
formulas for evaluating exact performance measures of these models. In Section 6, based on numerical examples, we make
some analyzes and comparisons of these vacation policies. We discuss also, the effect of servers number and vacation rate
on the system performances. Finally, we give a conclusion.
2. An overview of generalized stochastic Petri nets
Generalized stochastic Petri nets [13,14] are formal graphical models, that are well suited for representing and analyzing
concurrent and stochastic systems with synchronization characteristics.
In the past decade, GSPNs have received much attention from researchers in the performance and reliability arena, and
have been extensively used for analytical modeling in the context of independability, performance and performability of
computer, communication, manufacturing and aerospace systems.
A GSPN is a directed graph that consists of two kinds of nodes, called places (drawn as circles) and transitions that
are partitioned into two different classes: timed transitions (represented by means of rectangles), which describe the
execution of time consuming activities and immediate transitions (represented by thin bars), which have priority over timed
transitions and fire in zero time once they are enabled.
Formally, a GSPN can be defined as a seven-tuple (P, T , I,O, Inh,M0,W )where:
• P is the set of places;
• T is the set of timed and immediate transitions;
• I, Inh : P× T → N are the input and inhibitor functions, which provides the multiplicities of the input and inhibitor arcs
from places to transitions;
• O : T × P → N is the output function which provides the multiplicities of the output arcs from transitions to places;
• M0 : P → N is the initial marking, which describes the initial state of the system;• W : T → R+ is a function that associates rates of negative exponential distribution to timed transitions and weights to
immediate transitions.
An inhibitor arc is represented by a line terminating with a rounded rather than an arrow-pointed head. For the input,
output and inhibitor functions, if the multiplicity of the arc equals 1, it can be omitted from the Petri net representation.
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The system state is described by means of markings. A marking is a mapping from P to N, which gives the number of
tokens in each place after each transition firing. A transition is said to be enabled in a given marking, if and only if each of
its normal input places contains at least as many tokens as the multiplicity of the connecting arc, and each of its inhibitor
input places contains fewer tokens than the multiplicity of the corresponding inhibitor arc.
The firing of an enabled transition removes a number of tokens from each of its ordinary input places equal to the
multiplicity of the corresponding arc, and it deposits in each of its output places as many tokens as the multiplicity of
the corresponding output arc, however, the tokens in the inhibitor input places remain untouched. Hence, each firing of a
transition changes the distribution of tokens on places and creates a new marking of the net.
An enabled immediate transition fires in zero time, while a timed transition can fire after an exponentially distributed
delay. On the other hand, a timed transition has a single,multiple or infinite server semantics. For the single server semantics,
the firing rate of a transition t equals its rate (constant), however, for the infinite server semantics, the firing rate of transition
t in marking m is marking dependent and so equals λ.ED(t,m), where ED(t,m) is the enabling degree of t in the marking
m. The condition of marking dependent firing is represented by the symbol # placed next to transition.
The set of all markings reachable from initial marking M0 is called the reachability set. The reachability graph is the
associated graph obtained by representing each marking by a vertex and placing a directed edge from vertex mi to vertex
mj, if markingmj can be obtained by the firing of some transition enabled in markingmi.
Markings enabling no immediate transitions are called tangible markings. In this case, any timed transition can fire next
(application of race policy commonly). Markings in which at least one immediate transition is enabled, are called vanishing
markings and are passed through in zero time. In this case, only the enabled immediate transitions are allowed to fire, because
the lowest level is reserved for timed transitions.
Since the process spends zero time in the vanishing markings, they do not contribute to the dynamic behavior of the
system, so, they are eliminated from the reachability graph by merging them with their successor tangible markings. This
elimination of vanishing markings results in a tangible reachability graph, which is isomorphic to a continuous time Markov
chain (CTMC). The states of the CTMC are the markings in the tangible reachability graph, and the state transition rates are
the exponential firing rates of timed transitions in the GSPN.
The solution of this CTMC at steady state is the stationary probability vector pi which is the solution of the linear system
of equations pi · Q = 0 with the normalization condition∑i pii = 1, where pii denotes the steady-state probability that the
process is in stateMi and Q is the infinitesimal generator (transition rates matrix). Having the probabilities vector pi , we can
easily compute several stationary performance indices of the system.
3. GSPNs models of systems with server vacations
In the theory of queues with vacations, it is usually assumed that the customers source is infinite and the arrival process
is Poisson. In such a description, the probability of an arrival during any interval of duration dt is given by λdt + o(dt) as
dt → 0, independently of the state of the system at time t . In this paper, we consider systems with finite and homogeneous
source, that is, we assume that a finite number N of identical customers generate the so-called quasi-random input. Thus,
the probability that any free customer generates a request for service in any interval (t, t + dt) is (N − m)λdt + o(dt) as
dt → 0, wherem is the number of customers in the system.
The service station consists of S (S ≥ 1) identical and parallel servers. The service times are independent and
exponentially distributed with rate µ. Each server can be idle (available), on service or on vacation. The vacation times
are also assumed to be independent and exponentially distributed with rate θ . Any arriving customer who finds all servers
busy upon arrival, waits in the queue until a server will be idle. Every customer requires to be served by one and only one
server, and leaves the system once the service is completed.
Several vacation policies have been proposed in the literature. They can be partitioned into two classes: servers vacations
class and station vacations class.
Themodelwith servers vacations is used for describingmany practical problems,where servers are independentworking
units and take individual vacations. This means, whenever a server completes a service and finds no customers waiting, it
takes a vacation independently of others servers state.
3.1. Systems with multiple vacations of servers
Fig. 1 shows the GSPN model describing systems with multiple vacations of servers. The place Cus−Free contains the
free or potential customers. Initially, there is N tokens (N is the source size) in it, which represents the condition that no
customer has generated a request for service. The place Cus−Wait contains the customers waiting for service. The place
Cus−Ser contains the customers in service. The place Ser−Idle represents the idle servers. Initially, it contains S tokens
because all servers are available. The place Ser−Vac contains the servers that are on vacation. Hence, the initial marking
of the net is:M0 = [M(Cus−Free),M(Cus−Wait),M(Ser−Idle),M(Cus−Ser),M(Ser−Vac)] = [N, 0, S, 0, 0].
• The firing of the transition Arrivalmeans the generation of a customer request. It has infinite server semantics, because
all potential customers are able to generate requests for service.
• The immediate transition X is enabled when the place Cus−Wait contains at least one waiting customer, and the place
Ser−Idle at least one idle server. Hence, one token is deposited in Cus−Ser , which represents a customer in service.
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Fig. 1. GSPN of finite-source systems with multiple vacations of servers.
Fig. 2. The CTMC of finite-source systems with multiple vacations of servers.
• When the timed transition Service fires, the customer under service returns to the idle or thinking state and the server
becomes available to serve another customer. This transition has also infinite server semantics, because the servers are
parallel and so can work simultaneously.
• The firing of transition Y represents the event that a server is commencing a vacation, since there is no customer left to
be served. This corresponds to the exhaustive service discipline.
• The firing of transition Vacation represents the end of the vacation period. Hence, if no customers are waiting in the place
Cus−Wait at this moment, the server will immediately take another vacation.
Considering all possible values for the source size N and the servers number S, we obtain the corresponding CTMC given
in Fig. 2. We note that the generated Markov chain and its states have a special structure. Based on this structure, we give
the general form of each marking Mi,x describing the system state at a given moment, and we develop the algorithm for
automatically calculating the infinitesimal generator Q .
The general form of the CTMC statesMi,x, where i is the vertical level and x is the horizontal level in the Markov chain, is as
follows:Mi,x = [N − i, i− x, 0, x, S − x], where 0 ≤ x ≤ S and x ≤ i ≤ N .
The corresponding infinitesimal generator is a K × K matrix Q , where K the markings number of the CTMC equals:∑S
x=0(N − x+ 1). This transition rates matrix Q can be constructed as follows:
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Fig. 3. GSPN of finite-source systems with single vacations of servers.
Q [(i, x), (j, y)] =
τ [(i, x), (j, y)], if (i, x) 6= (j, y),− ∑
(k,z)6=(i,x)
τ [(i, x), (k, z)], if (i, x) = (j, y),
where τ [(i, x), (j, y)] is the transition rate frommarkingMi,x tomarkingMj,y, that can be calculated by applying the following
algorithm:
Algorithm 1.
For x := 0 To S
Do For i := x To N − 1 Do
Begin
τ [(i, x), (i+ 1, x)] := (N − i)λ;
if x > 0 then τ [(i+ 1, x), (i, x)] := xµ;
End;
For x := 0 To S − 1
Do For i := x+ 1 To N Do τ [(i, x), (i, x+ 1)] := (S − x)θ ;
For x := 1 To S Do τ [(x, x), (x− 1, x− 1)] := xµ;
End.
3.2. Systems with single vacations of servers
In the previous model with multiple vacations, the place Ser−Idle contains all the free servers. Hence, at the end of a
service or a vacation period, the server returns to the idle state represented by the place Ser−Idle. However, in the model
with single vacations of servers given in Fig. 3, at a service completion, the server joins the place Ser−Idle1 which contains
the servers having served at least one customer, since their last vacation period. So, they can serve other waiting customers
from the place Cus−Wait if any. Otherwise, if the system is empty, they can take individual vacation (firing of transition
Y ). However, at the end of the vacation period, the server joins immediately the place Ser−Idle2 which contains the servers
having not yet served any customer, since their last vacation. Hence, these servers are unable to take another vacation, even
if the system is empty, because between two vacations of the same server, he should treat at least one customer. This means
that a server cannot take successive vacations. So, the servers of Ser−Idle2 are obliged to serve at least one customer after
the firing of the immediate transition Z , to join the place Ser−Idle1, where they can commence another single vacation.
In this model, a server from Ser−Idle1 starts serving a waiting customer, if and only if the place Ser−Idle2 is empty. The
advantage of this policy is that all servers participate in servicing. Hence, we avoid situations where some servers do not
stop servicing and so, are much more used than others. Hence, applying this policy, the system should be more reliable.
The initial marking of the net is: M0 = [M(CusFree),M(CusWait),M(Ser Idle1),M(Ser Idle2),M(CusSer),M(SerVac)] =
[N, 0, S, 0, 0, 0], which implies that none of the N customers has arrived for service and that the S servers are idle.
The corresponding CTMC is given in Fig. 4. It contains (N + 1)(S + 1) states. The general form of each stateMi,x is given
by:
Mi,x =
{[N − i, i− x, 0, 0, x, S − x] if i ≥ x,
[N − i, 0, 0, x− i, i, S − x] if i < x
where: 0 ≤ x ≤ S and 0 ≤ i ≤ N .
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Fig. 4. The CTMC of finite-source systems with single vacations of servers.
The transition rates can be calculated by applying the following algorithm:
Algorithm 2.
For x := 0 To S
Do For i := 0 To N − 1 Do τ [(i, x), (i+ 1, x)] := (N − i)λ;
For x := 1 To S
Do For i := x To N − 1 Do τ [(i+ 1, x), (i, x)] := xµ;
For x := 0 To S − 1
Do For i := 0 To N Do τ [(i, x), (i, x+ 1)] := (S − x)θ ;
For x := 1 To S
Do For i := 1 To x Do τ [(i, x), (i− 1, x− 1)] := iµ;
End.
4. GSPNs models of systems with station vacations
In this model, as soon as the system is empty and all servers are idle, they take a vacation simultaneously and they
also return to the system at the same time, when the vacation is completed. So, station vacation is group vacation for all
servers. During this amount of time, the servers are unavailable to further arrivals to the system. This phenomenon occurs
in practice, for example, when a system consists of several interconnected parallel machines that are inseparable, or when
all the machines are run by a single operator. In such situations, the whole station has to be treated as a single entity for
vacation when the system is utilized for a secondary task.
As one may expect, this situation appears to be more complicated than the previous one, but in point of fact it is simpler,
because all servers take a vacation simultaneously and return to the system at the same time also. The corresponding GSPN
models vary slightly from the previous ones.
4.1. Systems with multiple vacations of station
The GSPN modeling systems with multiple vacations of station, is the same as the model given in Fig. 1, in which the
multiplicity of the arcs connecting the place Ser−Idle to transition Y , Y to the place Ser−Vac , Ser−Vac to the transition
Vacation and the transition Vacation to place Ser−Idle equals S (rather that 1), because the S servers of the station take a
vacation and return from vacation together. So, the immediate transition Y fires only when the place Ser−Idle contains S
idle servers, and there is no token in place Cus−Wait , which is the condition that no customer is waiting to be served. The
firing of transition Y will move S tokens in the place Ser−Vac , which represents the begin of station vacation. At the end of
this period (after a mean delay of 1/θ ), S tokens corresponding to the S servers will be deposited in Ser−Idle. The service
semantics of the transition Vacation is single server semantics, because the station is a single unit, hence the firing rate
equals θ (the enabling degree of the transition Vacation is≤1). Hence, the symbol # should be omitted.
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Fig. 5. The CTMC of finite-source systems with multiple vacations of station.
The CTMC corresponding to this model is given in Fig. 5, where:{Mi,0 = [N − i, i, 0, 0, S], 0 ≤ i ≤ N
Mi,1 = [N − i, 0, S − i, i, 0], 1 ≤ i ≤ S
Mi,1 = [N − i, i− S, 0, S, 0], S + 1 ≤ i ≤ N.
The infinitesimal generator of this CTMC is a K × K matrix Q , where K = 2N + 1. The transition rates are automatically
generated applying the following algorithm:
Algorithm 3.
τ [(0, 0), (1, 0)] := Nλ;
τ [(1, 1), (0, 0)] := µ;
For i := 1 To N − 1 Do
Begin
τ [(i, 0), (i+ 1, 0)] := (N − i)λ;
τ [(i, 1), (i+ 1, 1)] := (N − i)λ;
τ [(i+ 1, 1), (i, 1)] := min(i+ 1, S).µ;
End;
For i := 1 To N Do τ [(i, 0), (i, 1)] := θ ;
End.
4.2. Systems with single vacations of station
Similarly, the GSPN modeling systems with single vacations of station, is the same as the model given in Fig. 3, in which
the multiplicity of the arcs connecting the place Ser−Idle1 to transition Y , Y to the place Ser−Vac , Ser−Vac to the transition
Vacation and the transition Vacation to place Ser−Idle2 equals S (rather that 1), because the S servers of the station begin
and finish the vacation together and at the same time. On the other hand, the service semantics of the transition Vacation is
single server semantics, so the symbol # should be omitted.
The underlying CTMC to this model is given in 6, where:{Mi,0 = [N − i, i, 0, 0, 0, S], 0 ≤ i ≤ N
Mi,1 = [N − i, i− S, 0, 0, S, 0], S + 1 ≤ i ≤ N
Mi,x = [N − i+ x− 1, 0, x− 1, S − i, i− x+ 1, 0], 1 ≤ x ≤ S and x− 1 ≤ i ≤ S.
The infinitesimal generator of this CTMC is a K × K matrix Q where the markings number of the CTMC, K equals:
2(N + 1) +∑Si=2 i = 2N + 1 + S(S+1)2 and the transition rates τ [(i, x), (j, y)] can be calculated by applying the following
algorithm:
Algorithm 4.
For i := 0 To N − 1 Do
Begin
τ [(i, 0), (i+ 1, 0)] := (N − i)λ;
τ [(i, 1), (i+ 1, 1)] := (N − i)λ;
End;
For i := 0 To N Do τ [(i, 0), (i, 1)] := θ ;
For i := S + 1 To N Do τ [(i, 1), (i− 1, 1)] := Sµ;
For x := 2 To S Do
For i := x− 1 To S − 1 Do τ [(i, x), (i+ 1, x)] := (N − i+ x− 1)λ;
For x := 1 To S − 1 Do
For i := x To S Do τ [(i, x), (i, x+ 1)] := (i− x+ 1)µ;
For x := 2 To S Do τ [(S, x), (S, x− 1)] := (N − S + x− 1)λ;
τ [(S, S), (0, 0)] := µ;
End.
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Fig. 6. The CTMC of finite-source systems with single vacations of station.
5. Performance measures
The aimof this section is to derive the formulas of themost important stationary performance indices. As, all the proposed
models are bounded and the initial marking is a home state, the underlying continuous timeMarkov chain is ergodic. Hence,
the steady-state solution exists.
The infinitesimal generator Q can be obtained automatically, applying the corresponding algorithm. Then, the steady-
state probabilities vector pi = (pi0,0, pi1,0, pi2,0, . . . , piN,0, pi1,1, pi2,1, . . .) can be computed by solving the linear system of
equations pi · Q = 0 with the normalization condition∑(i,x) pii,x = 1.
Having the probability distribution pi , several exact performance measures of vacation systems can be derived as
follows:
• Mean number of busy servers (ns ):
This corresponds to the mean number of tokens in the place Cus−Ser which is also the mean number of customers under
service.
ns =

∑
0≤x≤S
∑
x≤i≤N
x.pii,x in multiple vacations of servers
∑
0≤x≤S
[∑
0≤i<x
i.pii,x +
∑
x≤i≤N
x.pii,x
]
in single vacation of servers.
• Mean number of waiting customers in the system (nw ):
This corresponds to the mean number of tokens in the place Cus−Wait
nw =

∑
0≤x≤S
∑
x≤i≤N
(i− x).pii,x in multiple vacations of servers∑
0≤x≤S
∑
x≤i≤N
(i− x).pii,x in single vacation of servers.
• Mean number of customers in the system (n ):
This corresponds to the mean number of customers waiting or in service.
n = nw + ns =

∑
0≤x≤S
∑
x≤i≤N
i.pii,x in multiple vacations of servers∑
0≤x≤S
∑
0≤i≤N
i.pii,x in single vacation of servers.
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• Mean number of servers on vacation (nv ):
This represents the mean number of tokens in the place Ser−Vac.
nv =

∑
0≤x≤S
∑
x≤i≤N
(S − x).pii,x in multiple vacations of servers∑
0≤x≤S
∑
0≤i≤N
(S − x).pii,x in single vacation of servers.
• Effective customer arrival rate (λ ):
This represents the throughput of the transition Arrival.
λ =

∑
0≤x≤S
∑
x≤i<N
(N − i).λ.pii,x in multiple vacations of servers∑
0≤x≤S
∑
0≤i<N
(N − i).λ.pii,x in single vacation of servers.
• Mean rate of service (µ ):
This represents the throughput of the transition Service.
µ =

∑
1≤x≤S
[
x.µ.pix,x +
∑
x<i≤N
x.µ.pii,x
]
in multiple vacations of servers
∑
1≤x≤S
[∑
1≤i≤x
i.µ.pii,x +
∑
x<i≤N
x.µ.pii,x
]
in single vacation of servers.
• Mean rate of vacation (θ ):
This represents the throughput of the transition Vacation.
θ =

∑
0≤x<S
∑
x<i≤N
(S − x).θ .pii,x in multiple vacations of servers∑
0≤x<S
∑
0≤i≤N
(S − x).θ .pii,x in single vacation of servers.
• Utilization of c servers (Uc ): (1 ≤ c ≤ S )
This corresponds to the probability that c servers are busy:
Uc =

∑
c≤x≤S
∑
x≤i≤N
pii,x in multiple vacations of servers∑
c≤x≤S
∑
x≤i≤N
pii,x +
∑
0≤x≤S
∑
c≤i<x
pii,x in single vacation of servers.
• Vacation of c servers (Vc ): (1 ≤ c ≤ S )
This corresponds to the probability that c servers are on vacation:
Vc =

∑
0≤x≤S−c
∑
x≤i≤N
pii,x in multiple vacations of servers∑
0≤x≤S−c
∑
0≤i≤N
pii,x in single vacation of servers.
• The mean waiting time (W ):
Themeanwaiting timeW of the customers in the steady state, can be easily obtainedwith the help of Little’s formula [17]:
W = nw/λ.
• The mean response time (R ):
The mean response time is defined as the mean time from the instant a customer generates a request until it is served,
that is, the time from the instance that a Petri net token is moved into Cus−Wait place until it returns to place Cus−Free
R = (nw + ns)/λ.
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Table 1
Mean response time with N = 50, µ = 1, θ = 0.5, S = 1.
ρ Multiple vacations [15] Multiple vacations Single vacations [15] Single vacations
0.1 3.107 3.106810 1.494 1.493591
0.3 3.391 3.390956 2.370 2.370394
0.5 3.834 3.833990 3.172 3.172213
0.7 4.592 4.592556 4.152 4.152779
0.9 6.000 6.000634 5.718 5.719074
Table 2
Validation of results in multiserver case without vacations.
Model without
vacation
Multiple vacations of
servers
Multiple vacations of
station
Single vacations of
servers
Single vacations of station
Population size 50 50 50 50 50
Number of servers 4 4 4 4 4
Arrival rate 0.1 0.1 0.1 0.1 0.1
Service rate 1 1 1 1 1
Vacation rate – 1e+25 1e+25 1e+25 1e+25
Mean number of
busy servers
3.885039 3.885037 3.885039 3.885037 3.885034
Mean number of
waiting customers
7.266881 7.266823 7.266881 7.266822 7.266864
Mean rate of
customers arrivals
3.884808 3.884814 3.884808 3.884814 3.884810
Mean response time 2.870649 2.870629 2.870649 2.870629 2.870642
6. Numerical examples
In this section, we consider some numerical results, to validate the proposed models, and also to show the influence of
the vacation policies on the performance measures of finite-source multiserver vacation systems.
Define the parameter ρ = Nλ/µ, which is the largest offered load in the system. Table 1 shows the variation of the mean
response time with ρ, for the different vacation policies, when the service station consists of one server. From this table, we
can see that the numerical results are very close to those obtained in [15] for single server queues with vacations. On the
other hand, in this particular case, the results of the models with server vacation and station vacation coincide as can be
expected, because the whole station consists of only one server.
In Table 2, some experimental results are collected when the servers vacation rate and the station vacation rate are
very large. The results were validated by the analytic formulas of finite-source multiserver queueing systems M/M/S//N
without vacations. From this table, we can see that the corresponding performance measures are very close to the case
without vacation, and to each other with server and station vacation policy, with very high vacation rate. In fact, the derived
results are the same up to the 4th decimal digit. Hence, as θ → ∞, the servers (or the station) will eventually take no
vacation, since vacation times converge to zero. Therefore, the model will be the corresponding model with no vacation.
Now, we investigate the effects of system parameters and vacation policies on the mean response time. Since we deal
with multiserver vacation systems, the emphasis we will put on the influence of vacation rate and servers’ number on the
mean response time. On the other hand, we compare performances of the different vacation policies.
Based on numerical results given in Tables 3 and 4, a number of observations have been made. First, we see that for the
different vacation models, the mean response time decreases as the vacation rate or the servers’ number increases.
From Table 3, we can observe that for systems with a low vacation rate, a little variation of this value has a significant
influence on themean response time. For example,when the vacation rate varies from θ = 0.1 to θ = 0.5, the decrease of the
mean response time approaches 47%. However, when vacations periods become shorter, the decrease of the mean response
time is not considerable. Table 3 shows also, that servers vacation policies give the best performances for low vacation rates.
But, when this rate increases, the best performances are given by the station vacation policies, and particularly by themodel
with single vacations of station.
From Table 4, we note that the performance difference among the systems with 1, 2 and 3 servers is significant. Hence, a
small change in the number of servers, particularly from 1 to 3 servers, produces a big difference in the mean response time
(≈−87%). However, after a certain value (S = 3 in our example), the decrease is not too significant. On the other hand, the
multiserver model with single vacations of station gives the best response time. However, for systems with an important
number of servers (S = 10 in our example), the model with single vacations of servers becomes more interesting in terms
of performance.
Finally, these numerical results agree with the intuition that the mean response time is expected to improve as the
servers’ number and the vacation rate increase. In addition, for systems with a reasonable number of servers, to obtain the
best response time, we should decrease the vacation duration and apply the mechanism single vacation of station.
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Table 3
Mean response time versus vacation rate with N = 40, S = 5, λ = 0.2, µ = 2.
θ Multiple vacations of servers Multiple vacations of station Single vacations of servers Single vacations of station
0.1 2.139169 3.513300 2.122075 3.481595
0.3 1.371122 1.433241 1.343080 1.402029
0.5 1.134218 1.035021 1.099135 1.066187
1 0.912644 0.761670 0.865977 0.738944
5 0.677949 0.606323 0.629584 0.600317
10 0.639466 0.597961 0.618207 0.595137
Table 4
Mean response time versus server number with N = 40, λ = 0.2, µ = 2, θ = 3.
S Multiple vacations of servers Multiple vacations of station Single vacations of servers Single vacations of station
1 14.999270 14.999270 14.999269 14.999269
2 5.001382 5.001152 5.001290 5.001102
3 1.862108 1.822710 1.847573 1.817609
5 0.723979 0.623064 0.668892 0.612941
8 0.576173 0.524915 0.517887 0.516347
10 0.552187 0.521756 0.503488 0.513112
20 0.520302 0.521276 0.500002 0.511078
7. Conclusion
The paper presents a technique that allows to obtain exact performance measures of finite-source multiserver systems
with different vacation policies, using Generalized Stochastic Petri nets. The novelty of the investigation is essentially the
combination of a finite source of customers, with the multiplicity of servers subject to a given vacation policy, which make
the system rather complicated.
The flexibility of GSPNs modeling approach, allowed us a simple construction of detailed and compact models for these
systems. On the other hand, to overcome the state space explosion problem,weproposed a technique that allows to compute
automatically the infinitesimal generator and the exact stationary performance indices for the different vacation policies,
without generating the reachability graph or the Markov chain.
In conclusion, the GSPNs method holds promise for the solution of several complex systems with vacations. Hence, it
is worth noting that our approach can be further extended to more complex systems, with other vacation policies, or for
example systems where servers are subject to breakdowns in addition to their normal vacation.
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