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TRANSVERSALITY FOR CRITICAL RELATIONS OF
FAMILIES OF RATIONAL MAPS: AN ELEMENTARY
PROOF
GENADI LEVIN, WEIXIAO SHEN AND SEBASTIAN VAN STRIEN
Abstract. In this paper we will give a short and elementary proof
that critical relations unfold transversally in the space of rational
maps.
1. Introduction
In this short paper we will give an elementary proof of some transver-
sality properties for families of rational maps. We will consider the space
Rat
µ
d of rational maps of degree d with precisely ν critical points of mul-
tiplicities (µ1, µ2, . . . , µν). In Theorem 2.1 we will show that this space
of maps can be locally parametrised by critical values. Given f ∈ Ratµd ,
let ζ = ζ(f) ≥ 0 be the maximal number of critical points with pairwise
disjoint infinite orbits and define N = ν − ζ(f). In Theorem 3.2 we will
show that if f is not a flexible Lattès map then one can organise the set
of critical relations of f in the form
{fmk(cik) = f
nk(cjk), k = 1, . . . , N}
so that the map
(1.1) Ratµd ∋ g 7→ {σ(g
mk(cik(g)))− σ(g
nk(cjk(g)))}
N
k=1
has maximal rank for g near f , where σ is any Mobius transformation
with σ(fmk(cik)) 6= ∞. Property (1.1) obviously is a transversality con-
dition.
In fact, the choice of critical relations is in general not unique, but as
long as the selected collection is full, as made explicit in Definition 3.6
below, the maximal rank property holds.
Indeed, we should emphasise that some care is required in the choice
of critical relations. For example, in the case of ft(z) = z
2+ t with t = 0,
the derivative of t 7→ f 2t (0)− ft(0) vanishes at t = 0. The correct way of
expressing transversal unfolding of the critical relation ft(0) = 0 in (1.1)
is by taking m1 = 1 and n1 = 0 in this equation, i.e. by asserting that
that the derivative t 7→ ft(0)− 0 is non-zero at t = 0.
In the unicritical case, transversal unfolding of critical relations in
the pre-periodic case goes back to Douady-Hubbard [3] and Tsujii [30],
see also [14, Remark 5.10]. Milnor-Thurston [26] and Sullivan, see [23,
Theorem VI.4.2], proved a ‘topological’ version of transversality.
An abstract approach to transversality for finite type maps was devel-
oped by A. Epstein, see [6, 7], obtaining in Part 1 of [6] transversality
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within the Teichmüller deformation space DefBA(f), and in Section 5.4 in
[6] the loci defined by critical relations within DefBA(f) is discussed. Part
2, and in particular Section 10, of [6] goes into a strategy for transferring
the transversality results obtained in DefBA(f) to the space of rational
functions. However, we were not able to find an explicit statement cov-
ering Theorem 3.2 or Theorem 3.3. Nevertheless, it is likely that the
strategy in [6] can be executed to obtain statements similar to the ones
in this paper.
Our results also hold in the setting of non-degenerate critical points
and gives unfoldings of critical relations even when critical points share
the same critical value. For this we use that Ratµd is a manifold and that
Rat
µ
d ∋ f 7→ (f(c1), . . . , f(cν)) has rank ν, see Theorem 2.1.
In this short and self-contained paper we prove transversality following
the approach developed by Levin in [15, 16, 17, 18], see also [13]. The
starting point of this paper are calculations from [16, 18] which show
that if the transversality property (1.1) fails at g = f , then one can
construct a non-zero integrable meromorphic quadratic differential that
is invariant under push-forward by f , which in turn implies that f is a
flexible Lattès example. Indeed, the main Theorem 3.3 can be proved
as in [18], see Remark 5.1, although we shall provide a more direct and
shorter proof in this paper.
The idea of using quadratic differentials appeared first in Thurston’s
characterization of post-critically finite branched covering of the 2-sphere
[4]. It has been used in for example [5, 13] and this was also used in [31]
to obtain a similar statement to ours for the quadratic case.
Theorem 3.2 was proved previously for the case that critical points are
non-degenerate and eventually mapped into repelling periodic orbits, but
never into a critical point, see [28, 2] and also [11, Theorem 4.8].
Transversality also holds in other settings. For example, if each critical
point is mapped into a hyperbolic set, see [28], when a summability con-
dition holds along the orbit of critical values, see [18, 1], for the unfolding
of multipliers of periodic orbits, see [16, 6] and for a large class of interval
maps, see [19].
As mentioned, the aim of this paper is to present a proof of transver-
sality for rational maps with critical relations in a complete and readily
accessible form.
In Section 6 we discuss corresponding results for polynomials.
2. Parametrising rational maps by their critical values
Let Ratd denote the collection of all rational maps of degree d ≥ 2.
This space is naturally parameterized by an open set in PC2d+1.
Given a non-ordered list µ = (µ1, µ2, . . . , µν) with
∑ν
i=1 µi = 2d − 2,
we say a rational map f ∈ Ratd is in the class Rat
µ
d if f has precisely
ν distinct critical points c1, c2, . . . , cν with multiplicities µ1, µ2, . . . , µν
respectively. Taking 1 = (1, . . . , 1), Rat1d corresponds to the space of
rational maps with 2d− 2 non-degenerate critical points.
Theorem 2.1. For each µ, Ratµd is an embedded submanifold of dimen-
sion ν + 3 of Ratd and the functions defined by the critical values form
3a partial holomorphic coordinate system, i.e. the map Ratµd ∋ f 7→
(f(c1), . . . , f(cν)) has rank ν.
Remark 2.1. Theorem 2.1 is not new. Similar statements are proved e.g.
in [9], [17] (see also [10]) using the Measurable Riemann Theorem with
dependence on parameters; the idea of those proofs goes back probably to
[29]. Our proof borrows an idea of Douady and Sentenac [27, Appendix
A], and is short and elementary. The case µν = d− 1 corresponds to the
polynomial case, which in some real cases was dealt with in [23, p120]
and [27], see also [8].
Remark 2.2. Rational maps are not fully determined by their critical
values (not even on small open subsets W ⊂ Ratµd), because one can
precompose a rational map by a Moebius transformation without chang-
ing its critical values. However, by applying the previous theorem, one
can find a neighbourhood U of f and a normalisation so that critical
values parametrise all maps in U satisfying this normalisation.
Theorem 2.1 follows from Proposition 2.3 below. Assume without loss
of generality (by post and pre composing f by Mobius transformations if
necessary) that the critical points and the critical values avoid the point
at ∞. Then for each i = 1, 2, . . . , ν,
f ′(ci) = f
′′(ci) = · · · = f
(µi)(ci) = 0, f
(µi+1)(ci) 6= 0.
By the Implicit Function Theorem, there exists a neighborhood W of f
in Ratd and holomorphic functions ζi : W → C such that ζi(f) = ci and
g(µi)(ζi(g)) = 0, g
(µi+1)(ζi(g)) 6= 0 for each g ∈ W . Replacing W by a
smaller neighborhood, we may assume that for any g ∈ W ∩Ratµd , ζi(g)
is the only critical point of g near ci and it has multiplicity µi. Write
ζ0i (g) = g(ζi(g)), ζ
1
i (g) = g
′(ζi(g)), ζ
2
i (g) = g
′′(ζi(g)), . . . .
Thus ζi(g) is a critical point of g with multiplicity µi if and only if
ζji (g) = 0 for all 1 ≤ j ≤ µi − 1. Define G : W → C
2d−2 by
g → (ζ01(g), ζ
1
1(g), . . . , ζ
(µ1−1)
1 (g), . . . , ζ
0
ν(g), ζ
1
ν(g), . . . , ζ
(µν−1)
ν (g))
Since W has dimension 2d+ 1, Theorem 2.1 follows immediately from:
Proposition 2.3. The Jacobian of G has rank 2d− 2 at g = f .
This proposition also immediately implies:
Corollary 2.4. Assume that all critical points of f are non-degenerate.
Then there exists a neighbourhood W of f in Ratd so that the critical
points c1(g), . . . , c2d−2(g) of g depend holomorphically on g ∈ W and the
Jacobian of the map
g 7→ (g(c1(g)), g(c2(g)), · · · , g(c2d−2(g)))
has maximal rank at every g ∈ W.
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2.1. Proof of Proposition 2.3.
Proof of Proposition 2.3. Arguing by contradiction, assume that the as-
sertion of the theorem is false. Then there exist complex numbers Aji ,
1 ≤ i ≤ ν, 0 ≤ j < µi, not all equal to zero, such that all partial
derivatives of the map
G(g) =
ν∑
i=0
µi−1∑
j=0
Ajiζ
(j)
i (g)
are equal to zero at g = f . This means that for any holomorphic curve
ft in Rat
µ
d , passing through f at t = 0, the map G(t) = G(ft) satisfies
G′(0) = 0. Let us write
ft(z) =
∑d
k=0 ak(t)z
k∑d
k=0 bk(t)z
k
=:
Pt(z)
Qt(z)
,
where ak(t), bk(t) are holomorphic in a neighborhood of 0 and P0 and
Q0 are co-prime polynomials. For 1 ≤ i ≤ ν, j = 0, . . . , µi − 1 define
vi,j(t) = ζ
(j)
i (ft). Then
v′i,j(0) =
(∑d
k=0 a
′
k(0)z
kQ0(z)−
∑d
l=0 b
′
l(0)z
lP0(z)
Q0(z)2
)(j)∣∣∣∣∣∣
z=ci
,
where we use f (j+1)(ζi(f)) = f
(j+1)(ci) = 0. So
(2.1) 0 = G′(0) =
∑
i,j
Ajiv
′
i,j(0)
=
∑
i,j
Aji
(∑d
k=0 a
′
k(0)z
kQ0(z)−
∑d
l=0 b
′
l(0)z
lP0(z)
Q0(z)2
)(j)∣∣∣∣∣∣
z=ci
.
We claim that for any polynomial T , we have
(2.2)
∑
i,j
Aji
(
T (z)
Q0(z)2
)(j)∣∣∣∣∣
z=ci
= 0.
Indeed, since T0(z) =
∏ν
i=1(z − ci)
µi has a zero at z = ci of multiplicity
µi, the equation (2.2) holds for T = T0 and T = T0U , where U is an
arbitrary polynomial. Therefore it suffices to prove (2.2) in the case that
deg(T ) < 2d−2. For such a polynomial T , we can find polynomials R, S
of degree at most d− 1 such that T = RQ0 − SP0, since P0 and Q0 are
coprime and one of them has degree d. Choosing ak, bl suitably such that
R(z) =
∑
k a
′
k(0)z
k and S =
∑
l b
′
l(0)z
l and applying (2.1), we obtain
(2.2).
We shall now deduce from this equation that Aji = 0 for all i, j and thus
obtain a contradiction. Indeed, (2.2) implies that for any polynomial V ,
we have ∑
i,j
AjiV
(j)(ci) = 0.
5Fix 1 ≤ i0 ≤ ν, 1 ≤ j0 < µi0, take
V (z) =
∏
i 6=i0
(z − ci)
µi(z − ci0)
j0.
Then V (j0)(ci0) 6= 0 and V
(j)(ci) = 0 for any other (i, j). Therefore
Aj0i0 = 0. The proof is completed. 
3. Transversality results for rational maps
Throughout this section we again consider a map f in the space Ratµd
of rational maps of degree d, with ν distinct critical points c1, c2, . . . , cν
with multiplicities µ = (µ1, µ2, . . . , µν) where
∑ν
i=1 µi = 2d−2. For g in a
small neighborhood of f inRatµd , the critical points c1(g), c2(g), . . . , cν(g)
depends holomorphically on g.
We are interested in the smoothness of sets defined by a set of critical
relations of the form gm(ci(g)) = g
n(cj(g)). A particular case of our main
result in this direction is the following:
Theorem 3.1. Let f ∈ Ratµd and assume that there exists 1 ≤ i, j ≤ ν
and m > 0 so that fm(ci) = cj and f
k(ci) is not a critical point for
0 < k < m. Then the equation
gm(ci(g)) = cj(g)
defines an embedded submanifold of Ratµd of codimension one near f .
In order to state a more general result, we have to prepare some ter-
minology. Let us say that a quadruple (i, j;m,n) is a (candidate) critical
relation if 1 ≤ i, j ≤ ν, and m,n are non-negative integer with m+n > 0.
We say that this critical relation is realized by f if fm(ci(f)) = f
n(cj(f)).
Given f , let ζ = ζ(f) ≥ 0 be the maximal number of critical points
with pairwise disjoint infinite orbits. Note that this number is well-
defined, but that one cannot say which critical points are ‘free’. For ex-
ample, if f has three distinct critical points c1, c2, c3, so that the forward
orbits of f(c1) = f(c2) and c3 are disjoint and infinite, then ζ(f) = 2; of
course one could consider c1, c3 as the free critical points of f , but equally
well also c2, c3.
In this section we will show
Theorem 3.2. Assume f ∈ Ratµd is not a flexible Lattès map. Then
there exists a set
F = {(ik, jk;mk, nk), k = 1, . . . , N} with N = ν − ζ(f)
of critical relations fmk(cik) = f
nk(cjk) which are realised by f , such that
the Jacobian of the map
(3.1) RσF : g 7→ (σ(g
mk(cik(g)))− σ(g
nk(cjk(g))))
N
k=1
at g = f has rank N , whenever σ is a Moebius transformation for which
σ(fmk(cik)) ∈ C, k = 1, . . . , N .
Remark 3.1. The assumption that σ(fmk(cik)) ∈ C is made to ensure
that (3.1) is holomorphic near f . The kernel of the Jacobian of RσF at
f , hence its rank, does not depend on σ, as long as σ(fmk(cik)) 6=∞ for
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all k = 1, . . . , N . Indeed, a tangent vector of Ratµd at f belongs to the
kernel if and only if it has the same image under the tangent map of the
maps g 7→ (gmk(cik(g)))
N
k=1 and g 7→ (g
nk(cjk(g)))
N
k=1 at g = f (both are
holomorphic maps from a neighborhood of f in Ratµd into C
N
).
In particular, to prove Theorem 3.2, we can and will assume that the
critical obits of f avoid ∞ and only prove that RF = R
id
F has rank N at
g = f . Indeed, we can always choose z0 (arbitrarily close to ∞) which
avoids the critical orbits of f . Put σ(z) = z0z/(z0−z) and f˜ = σ◦f ◦σ
−1.
Then ∞ avoids the critical orbits of f˜ . Since RσF(g) = R
id
F (σ ◦ g ◦ σ
−1),
once we prove that the Jacobian of g 7→ RidF (g) has rank N at g = f˜ , it
follows that the Jacobian of RσF has rank N at g = f .
Remark 3.2. There are several ways of assigning a set of critical relations
F to f . As we will prove in Subsection 4.2, for any set of critical relations
which is full in the sense of Definition 3.6, Theorem 3.2 holds.
Remark 3.3. A flexible Lattès map is by definition a rational map that
is conformally conjugate to a map of the form L/∼ : T/∼→ T/∼, where
T = C/(Z ⊕ γZ), γ ∈ H (where H is the upper-half plane), ∼ is the
equivalence relation on C defined by z ∼ −z and L : C → C is of the
form L(z) = az+ b with a ∈ Z and 2b ∈ Z⊕γZ, see [25]. Such maps can
be of two types: either each critical point is mapped in two iterates into
a repelling fixed point or in one iterate into a repelling periodic point of
period two, see [25].
Remark 3.4. Theorem 3.2 and the implicit function theorem, imply that
manifolds defined by critical relations corresponding to disjoint subsets
F ′,F ′′ of F are smooth and transversal to one another.
For completeness we prove the following corollary of Theorem 3.2:
Corollary 3.5. If each critical point ci is eventually mapped to a repelling
periodic point pi with f
mi(ci) = pi and f
j(ci) /∈ {c1, . . . , cν} for all j =
1, . . . , mi then the Jacobian of
(3.2) Ratµd ∋ g 7→ {σ(g
mi(ci(g)))− σ(pi(g))}
ν
i=1
has maximal rank at g = f , where σ is a Moebius transformation with
σ(pi) 6=∞ for all i.
Proof. For the same reason as explained in Remark 3.1, we only need to
consider the case where ∞ avoids the critical orbits and σ = id. Let R
denote the map in (3.2). The corollary follows from the following claim
by Theorem 3.2.
Claim. If ft is a holomorphic curve in Rat
µ
d passing through f at
t = 0 which represents a vector in the kernel of DfR, then for any
critical relations (i, j;m,n) realized by f , we have
fmt (ci(ft))− f
n
t (cj(ft)) = o(t) as t→ 0.
Indeed, the claim implies that the kernel of DfR is contained in the
kernel of DfRF for any finite collection F of critical relations. By The-
orem 3.2, we can choose F such that DfRF has maximal rank. Thus
DfR has maximal rank.
7Let us prove the claim. Choose k large enough such that m+ k ≥ mi
and n + k ≥ mj. Since f
m+k−mi(pi) = f
n+k−mj(pj), the periodic points
pi and pj have the same period, denoted by s. Moreover, if pi(t) (resp.
pj(t)) denotes the repelling periodic point of f
s
t near pi (resp. pj), then
fm+k−mit (pi(t)) = f
n+k−mj
t (pj(t)).
Since fmit (ci(ft))− pi(t) = o(t) as t→ 0, we have
fm+kt (ci(ft))− f
m+k−mi
t pi(t) = o(t) as t→ 0.
Similarly, we have
fn+kt (cj(ft))− f
n+k−mj
t (pj(t)) = o(t) as t→ 0.
Therefore,
fm+kt (ci(t))− f
n+k
t (cj(t)) = o(t) as t→ 0.
Since fm+k
′
(ci) is not critical for each 0 ≤ k
′ < k, it follows that
fmt (ci(t))− f
n
t (cj(t)) = o(t) as t→ 0. 
3.1. How to associate critical relations to a rational map. There
are several ways to record the critical relations of a rational map. In this
subsection we will show how one can associate these in an efficient way
so that in particular no critical relation is counted twice.
As above, let c1, c2, . . . , cν be the critical points of a rational map in the
class Ratµd . For each collection F of critical relations realized by f , let
∼F denote the smallest equivalence relation in the set Σ := {(i,m) : 1 ≤
i ≤ ν,m ≥ 0} such that (i,m+ k) ∼F (j, n+ k) for each (i, j;m,n) ∈ F
for each k ≥ 0.
.
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Figure 1. The orbit diagram of a map with ζ(f) = 3
and f2(c1) = f(c2), f(c1) = f
4(c3), f
3(c4) = f
4(c5) = c6,
f(c7) = f
4(c8), f(c8) = f(c9). Each of the collections
{(2, 1; 1, 2), (3, 1; 4, 1), (4, 6; 3, 0), (5, 4; 4, 3), (8, 4; 4, 1), (9, 8; 1, 1)},
{(2, 1; 1, 2), (3, 1; 4, 1), (4, 6; 3, 0), (5, 6; 4, 0), (9, 7; 4, 1), (9, 8; 1, 1)}
and {(2, 1; 2, 3), (3, 1; 5, 2), (4, 6; 3, 0), (5, 6; 4, 0), (9, 7; 4, 1), (9, 8; 2, 2)}
is minimally full. .
Definition 3.6. We say that a collection F of critical relations realized
by f is full if for any critical relation (i, j;m,n) realised by f , there
exists k ≥ 0 such that (i,m+ k) ∼F (j, n+ k) and such that f
m+k′(ci) =
fn+k
′
(cj) 6∈ {c1, . . . , cν} for each 0 ≤ k
′ < k. A full collection F is called
minimally full if it consists of ν − ζ(f) critical relations.
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IfF is minimally full then in particular there exists no 1 ≤ i1, i2, · · · , ik ≤
ν, k ≥ 2, such that
(3.3) (i1, i2; 1, 1), (i2, i3; 1, 1), · · · , (ik, i1; 1, 1) ∈ F .
We refer to the last property as the non-cyclic condition.
3.2. An even more general theorem. Associate to each (i, j;m,n)
the following rational map
Qgi,j;m,n(z) =
m∑
r=1
Dgm−r(gr(ci(g)))
z − gr(ci(g))
−
n∑
s=1
Dgn−s(gs(cj(g)))
z − gs(cj(g))
,
when gr(ci(g)), g
s(cj(g)) 6=∞ for all 1 ≤ r ≤ m, 1 ≤ s ≤ n. (Convention:
For m = 0 or n = 0, the corresponding sum is understood as 0.)
Given a meromorphic quadratic differential Q = q(z)dz2, define its
push-forward as f∗Q = q̂(z)dz
2, where
q̂(z) =
∑
w∈f−1(z)
q(w)
f ′(w)2
.
It is not difficult to check that f∗Q is again a meromorphic quadratic
differential. The assignment Q 7→ f∗Q is often called the Thurston oper-
ator, see [12],[21], and was used in Thurston’s rigidity theorem, see [4].
M. Tsujii was probably the first to use quadratic differentials in the con-
text of transversality, see [30, 31, 24], but see also [1, 6, 7, 15, 16, 18, 20].
Theorem 3.2 will follow from
Theorem 3.3. Assume that the critical orbits of f ∈ Ratµd avoid ∞.
Let F be a finite set of critical relations (cik , cjk , mk, nk), k = 1, 2, . . . , N ,
which are realized by f and which satisfies the non-cyclic condition (3.3).
If the Jacobian of the map
(3.4) Ratµd ∋ g 7→ {g
mk(cik(g))− g
nk(cjk(g))}
N
k=1
at g = f has rank less than N , then there exist complex numbers a1, a2, · · · , aN ,
such that
• for some k, (mk, nk) 6= (1, 1) and ak 6= 0;
• f∗(q(z)dz
2) = q(z)dz2, where
(3.5) q(z) =
∑
1≤k≤N
(mk ,nk)6=(1,1)
akQ
f
ik,jk;mk,nk
(z).
Moreover, if f is not a flexible Lattés example, then q(z) = 0.
Remark 3.7. The non-cyclic condition follows from the assumption that
F is properly minimal in the sense of Definition 4.2.
Remark 3.8. If f has 2d − 2 distinct critical values, then the converse
statement of the theorem also holds. Namely, for any finite set F as
above, if f∗(q(z)dz
2) = q(z)dz2, then the Jacobian of the map (3.1) has
rank less than N .
9Remark 3.9. Take f ∈ Ratµd and a manifold S passing through f of
dimension p, that is transverse to the orbit O(f) of f under Moebius
conjugacies. Assume that the map defined in (3.1) has maximal rank.
Then the restriction of this map to S map also has maximal rank. This
holds because the value of the map (3.1) is constant on O(f).
4. Theorems 3.1-3.2 follow from Theorem 3.3
4.1. Proof of Theorem 3.1. If fm(ci) = cj then f is not a Lattés
example. We may assume without loss of generality that ∞ avoids the
critical orbits of f so that Theorem 3.3 applies. It is clear that Qfi,j;m,0(z)
has a pole at cj , so it is not identically zero and thus the conclusion
follows. 
4.2. An improved way to organise critical relations and the proof
of Theorem 3.2. In general, one can associate several full collections
F to f each giving rise to a map RσF as in (3.1). Let us first prove, as
claimed in Remark 3.2, that any full collection gives rise to the same
rank:
Lemma 4.1. For any full collections F and F ′ of critical relations, the
Jacobian matrices of RσF and R
σ
F ′ at g = f have the same rank.
Proof. According to Remark 3.1, we may assume the critical orbits avoid
∞ and σ = id. Consider a holomorphic curve ft, passing through f at
t = 0. This curve represents a vector in the kernel of DRF if and only
if the derivative of t 7→ fmt (ci(ft))− f
n
t (cj(ft)) vanishes at t = 0 for each
(i, j;m,n) ∈ F , and therefore if and only if t 7→ fmt (ci(ft)) − f
n
t (cj(ft))
vanishes at t = 0 for each (i,m) ∼F (j, n).
Assume that (i, j;m,n) is realised by f . Since F is full, there exists
k ≥ 0 so that (i,m + k) ∼F (j, n + k) and so that Df
k(fm(ci)) =
Dfk(fn(cj)) 6= 0. So if ft represents a vector in the kernel of DRF then
the derivative of t 7→ fm+kt (ci(ft))− f
n+k
t (cj(ft)) vanishes at t = 0. Since
fm(ci) = f
n(cj) and Df
k(fm(ci)) = Df
k(fn(cj)) 6= 0, this implies that
the derivative of t 7→ fmt (ci(ft))− f
n
t (cj(ft)) vanishes at t = 0.
On the other hand, if for each (i, j;m,n) which is realised by f the
derivative of t 7→ fmt (ci(ft)) − f
n
t (cj(ft)) vanishes at t = 0, then in
particular this holds for each (i, j;m,n) ∈ F and so the holomorphic
curve ft represents a vector in the kernel of DRF .
It follows that ft represents a vector in the kernel of DRF if and
only if for each (i, j;m,n) which is realised by f the derivative of t 7→
fmt (ci(ft))− f
n
t (cj(ft)) vanishes at t = 0. The last condition is indepen-
dent of the choice of the full collection F . Since both F and F ′ are full,
the rank-nullity theorem implies that the rank of the Jacobian matrices
are the same. 
We will find it convenient to prove Theorem 3.2 for a conveniently
chosen minimal collection F , namely one which satisfies the following
stronger minimality assumption.
Definition 4.2. We say that a collection F is proper if it is minimally
full and satisfies the following extra properties:
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(1) (i, j;m,n) ∈ F implies m > 0 and either i ≥ j or n = 0. If i = j
then m > n.
(2) if (i, j;m,n) ∈ F then the collection of points fk(ci), k = 1, . . . , m−
1 is pairwise disjoint and does not intersect c1, . . . , cν nor the for-
ward orbits of c1, . . . , ci−1.
(3) For each 1 ≤ i ≤ ν there exists at most one critical relation of
the form (i, j;m,n) ∈ F .
(4) For each 1 ≤ j ≤ ν there exists at most one critical relation of
the form (i, j;m, 0) ∈ F ;
(5) For each 1 ≤ j ≤ ν and each n > 1 there exists at most one
critical relation of the form (i, j; 1, n) ∈ F ;
(6) If (i, j;m,n) ∈ F with m > 1 and n > 0, and (k, i; 1, l) ∈ F for
some k and l, then l < m.
Lemma 4.3. There exists a proper collection of critical relations which
are realised by f .
Proof. For each i = 1, . . . , ν, inductively define mi > 0 maximal so that
f(ci), . . . , f
mi−1(ci) are distinct and also distinct from
{fk(cj); 0 ≤ k < mj , j = 1, . . . , i− 1} ∪ {c1, . . . , cν}.
(When i = 1 we take this union to be {c1, . . . , cν}.) If mi is finite, then
there are two possibilities:
(a) fmi(ci) = f
nji (cji) for some some 1 ≤ ji ≤ i and some finite nji
with 0 < nji ≤ mji (and nji < mi if ji = i). In this case associate to ci
the critical relation (i, ji, mi, nji).
(b) fmi(ci) = cj with 1 ≤ j ≤ ν and in this case associate to ci the
critical relation (i, j, ni, 0).
These choices ensure that properties (1) and (2) in the above definition
hold. To take care that properties (3)-(6) hold we also make the following
requirement:
If both (a) and (b) hold, then only assign to ci the critical relation as
in (a). If (a) holds for several ji ≤ i, then choose the smallest possible
ji with nji = 1 and if there is no ji with nji = 1 then simply choose the
smallest possible ji. Assign to i only the corresponding critical relation.
Once we have done this for i then repeat this construction for i+ 1.
In this way we define no new critical relation for each 1 ≤ i ≤ ν whose
orbit is infinite and disjoint from forward orbits of c1, . . . , ci−1 and from
c1, . . . , cν , but a unique critical relation for each of the other i’s. Thus
we get N = ν − ζ(f) critical relations.
The resulting set of critical relations is realised by f . By construction
F is proper. 
Proof of Theorem 3.2. By Remark 3.1, it is enough to consider the case
that σ is the identity and the critical orbits avoid ∞. Let F be a proper
collection of critical relations realized by f . Note that if m,n ≥ 1 then
Qfi,k;m,n(z) is equal to
(4.1) Qfi,j;m,n(z) =
m−1∑
r=1
Dfm−r(f r(ci)
z − f r(ci)
−
n−1∑
s=1
Dfn−s(f s(cj))
z − f s(cj)
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and if m = n = 1 then Qfi,j;m,n(z) = 0. By property (2) of Definition 4.2,
(i, j;m,n) ∈ F and m,n ≥ 1 imply
(4.2) Dfm−1(f(ci)), Df
n−1(f(cj)) 6= 0
and if i 6= j then
(4.3) f(ci), . . . , f
m−1(ci), f(cj), . . . , f
n−1(cj)
are all distinct and distinct from c1, . . . , cν . Similarly, if i = j then
by properties (1), (2) of Definition 4.2, m > n and f(ci), . . . , f
m−1(ci),
c1, . . . , cν are all distinct. Hence, ifm,n ≥ 1 and i 6= j thenQ
f
i,j;m,n(z) has
a non-removable pole in each of the points from the collection (4.3) and
nowhere else. In particular, c1, . . . , cν is not a pole for any Qi,j;m,n(z)
when m,n ≥ 1 (this holds even when i = j). On the other hand,
Qfi,j;m,0(z) does have a pole at cj and only critical relations of this form
in F have a pole at cj.
Suppose that the Jacobian does not have full rank. By Theorem 3.3
this implies
(4.4)
∑
1≤k≤N
(mk ,nk)6=(1,1)
akQ
f
ik ,jk;mk,nk
(z) = 0.
Let F0 be the set of relations (ik, jk;mk, nk) in F in this sum for which
ak 6= 0 and with (mk, nk) 6= (1, 1). So (4.4) is equal to the sum over the
set F0. By Theorem 3.3, F0 consists of at least one critical relation, and
obviously the properties stated in Definition 4.2 are also satisfied for F0.
Suppose first that there exists a critical relation (i, j;m, 0) ∈ F0. In
this case by property (4) in Definition 4.2 there exists no i′ 6= i, m′ > 0 so
that (i′, j;m′, 0) ∈ F0. It follows from this that (i, j;m, 0) is the only term
in the sum (4.4) which leads to a pole at z = cj . So the corresponding
coefficient ak = 0, a contradiction.
From now on, let us assume that for any (i, j;m,n) ∈ F0, n > 0. Then
by property (1) of Definition 4.2, we have i ≥ j. Because of property
(3) of Definition 4.2 we can rearrange, if necessary, the critical relations
in F0 so that they are of the form (ik, jk;mk, nk), 1 ≤ k ≤ N0, with
i1 < i2 < · · · < iN0 . If mk = 1 holds for all 1 ≤ k ≤ N0, then by
property (5), (jk, nk) are pairwise distinct. Since Q
f
ik ,jk;1,nk
has poles
precisely at the points f(cjk), f
2(cjk), · · · , f
nk−1(cjk),
∑N0
k=1 akQ
f
ik ,jk;mk,nk
has a pole, a contradiction! So let us assume that there is a maximal
N1 ≤ N0 such that mN1 ≥ 2. By property (6) of Definition 4.2, for each
N0 ≥ k > N1, either jk 6= iN1 , or jk = iN1 and nk < mN1). Together with
property (2) of Definition 4.2, this implies that Qfik ,jk;mk,nk = Q
f
ik,jk;1,nk
does not have a pole at fmN1−1(ciN1 ). For each k < N1, since iN1 >
ik ≥ jk, by property (2) of Definition 4.2, Q
f
ik ,jk;mk,nk
does not have a
pole at fmN1−1(cN1) either. Therefore
∑N0
k=1 akQ
f
ik ,jk;mk,nk
has a pole at
fmN−1−1(cN1), a contradiction! 
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5. A proof of Theorem 3.3
Remark 5.1. A proof of Theorem 3.3 is contained essentially in [18]. We
only outline it here (and then present another proof). Denote vj(f) =
f(cj(f)) for j = 1, · · · , ν. Conjugating f by a Mobius transforma-
tion, one can assume that f(∞) = ∞, Df(∞) 6= 0. We label the
critical values so that vj(f) ∈ C for some 0 ≤ ν
′ ≤ ν and all 1 ≤
j ≤ ν and vj(f) = ∞ for ν
′ < j ≤ ν. Consider a subset Λf,ν ⊂
Ratµd of maps g such that g(z) = σ(g)z + b(g) + O(1/z) as z → ∞.
By [17], Λf,ν has a structure of ν + 2 dimensional complex manifold
and (σ(g), b(g), v1(g), · · · , vν′(g), vν′+1(g)
−1, · · · , vν(g)
−1) is a holomor-
phic coordinate of g ∈ Λf,ν. Proposition 10 of [18] implies that for any
(i, j;m,n), if (i, j;m,n) is realized by f and fm(ci(f)), f
n(cj(f)) 6= ∞,
then
(5.1)
Qfi,j;m,n(x)− Q̂
f
i,j;m,n(x) =∑ν′
k=1
1
vk(f)−x
∂(gm(ci(g))−fn(cj(g)))
∂vk
|g=f ,
where Q̂fi,j;m,n(x)dx
2 = f∗(Q
f
i,j;m,n(x)dx
2). Now Theorem 3.3 can be
proved by repeating the proof of the main result of [18] after replac-
ing Proposition 13 of that paper by (5.1). Instead of going into more
details we give here a direct and short proof of the theorem.
5.1. Proof of Theorem 3.3. Let us first apply Thurston’s pull back
argument to obtain a relation of partial derivatives of g 7→ gm(ci(g)) −
gn(cj(g)) with the quadratic differential Qi,j;m,n(z)dz
2. Let L∞(C) denote
the space of all Borel measurable functions µ with ‖µ‖∞ <∞. Note that
f ∗µ(z) = µ(f(z))f ′(z)/f ′(z) also belongs to the class L∞(C).
Lemma 5.2. Given µ ∈ L∞(C) which vanishes in a neighborhood of
∞ and f(∞), there exists a holomorphic family ft of rational maps of
degree d, t ∈ Dε, with f0 = f , and such that the following holds: For any
(i, j;m,n),∫
C
(µ− f ∗µ)Qi,j;m,n|dz|
2 =
d(fmt (ci(ft))− f
n
t (cj(ft)))
dt
∣∣∣∣
t=0
.
Proof. Assume without loss of generality that ‖µ‖∞ ≤ 1. Then for each
t ∈ D, there are qc maps ϕt, ψt : C→ C with complex dilatations tµ and
tf ∗µ respectively such that
• ϕt(z) = z + o(1), ψt(z) = z + o(1) as z →∞ for each t;
• ft ◦ ψt = ϕt ◦ f .
Then ϕt and ψt depends on t holomorphically and thus ∂ft/∂¯t = 0 in the
sense of distribution, which implies that ft depends holomorphically on
t. Let
Ln(z) =
dfnt (z)
dt
|t=0
and L(z) = L1(z). Then
(5.2) L(z) +Df(z)X̂(z) = X(f(z)),
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where
X(z) =
∫
C
µ(ζ)
ζ − z
|dζ |2, X̂(z) =
∫
C
f ∗µ(ζ)
ζ − z
|dζ |2.
For any h ∈ {1, 2, . . . , ν} and non-negative integer l, define
Sl(ch) =
l∑
r=1
Df l−r(f r(ch))X(f
r(ch))
and
Ŝl(ch) =
l∑
r=1
Df l−r(f r(ch))X̂(f
r(ch))
It suffices to show that for any l, h as above,
(5.3) Sl(ch)− Ŝl(ch) =
df lt(ch(ft))
dt
∣∣∣∣
t=0
− X̂(f l(ch)).
If l = 0, then the left hand is equal to zero, and the right hand side is also
equal to zero, since X̂(ch) =
dψt(ch)
dt
|t=0 and ch(ft) = ψt(ch). For l ≥ 1, we
have using (5.2),
Sl(ch) =
l∑
r=1
Df l−r(f r(ch))X(f
r(ch))
=
l∑
r=1
L(f r−1(ch))Df
l−r(f r(ch)) +
l∑
r=2
X̂(f r−1(ch))Df
l−r+1(f r−1(ch))
=Ll(ch) +
l−1∑
r=1
X̂(f r(ch))Df
l−r(f r(ch))
=Ll(ch) + Ŝl(ch)− X̂(f
l(ch)).
Since
df lt (ch(ft))
dt
∣∣∣∣
t=0
=
df lt(ch)
dt
∣∣∣∣
t=0
,
equation (5.3) follows. 
Proof of Theorem 3.3. Assume that the Jacobian matrix has rank less
than N . Then there exist complex numbers a1, a2, · · · , aN such that all
the partial derivatives of the map
(5.4) g 7→
N∑
k=1
ak (g
mk(cik(g))− g
nk(cjk(g)))
is equal to 0 at g = f . Since F satisfies the non-cyclic condition (3.3),
by Theorem 2.1, there exists k such that (mk, nk) 6= (1, 1) and ak 6= 0.
Given µ ∈ L∞(C) which vanishes in a neighbourhood of∞ and f(∞),
let ft be given by the previous lemma. Then for each k = 1, 2, . . . , N , we
have ∫
C
(µ− f ∗µ)Qik,jk;mk,nk |dz|
2 =
d(fmt (ci(ft))− f
n
t (cj(ft)))
dt
∣∣∣∣
t=0
.
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Thus for q defined as in 3.5, and q̂(z)dz2 = f∗(q(z)dz
2), we have∫
C
µ(qˆ − q)|dz|2
=
∫
C
(µ− f ∗µ)q(z)|dz|2
=
N∑
k=1
ak
d(fmt (ci(ft))− f
n
t (cj(ft)))
dt
∣∣∣∣
t=0
= 0,
where the last equality follows from the argument in the previous para-
graph. It follows that q̂ = q.
Assume now that f is not a flexible Lattés example. Let us prove that
q = 0. To this end, first assume f(∞) 6=∞. Let ϕi are the local inverse
diffeomorphic branches of f near ∞. Then qˆ = q implies that
q(z) =
d∑
i=1
q(ϕi(z))ϕ
′
i(z)
2
holds near ∞. Since ϕi(∞) ∈ C (and is not equal to one of the finitely
many poles of q) and ϕ′i(z) = O(1/z
2) as z → ∞, it follows from the
displayed formula q(z) = O(1/z4) at infinity. Thus q(z)dz2 is an inte-
grable meromorphic quadratic differential. By a well-known argument,
this implies that q(z) = 0, see for example Section 3.5 of [22] and [4].
If f(∞) =∞, then we can find a sequence of Moebius transformations
σl, l = 1, 2, . . ., converging to the identity uniformly, such that f(l) =
σl ◦ f ◦ σ
−1
l satisfies f(l)(∞) 6=∞ and ∞ avoids the critical orbits of f(l).
Putting g(l) = σl ◦ g ◦ σ
−1, by (5.4), all partial derivatives of the map
g 7→
N∑
k=1
ak(σ
−1(gmk(l) (cik(g(l)))− g
nk
(l) (cjk(g(l))))
are equal to zero at g = f , hence all partial derivatives of the map
g 7→
N∑
k=1
ak
σ′(l)(f
mk(cik))
((gmk(cik(g))− g
nk(cjk(g)))
are equal to zero at g = f(l). Since f(k) is not a Lattes example, as above
we obtain that q(l) :=
∑N
k=1
ak
σ′
(l)
(fmk (cik (f)))
Q
f(l)
ik ,jk;mk,nk
≡ 0. By continuity
we conclude that q = 0. 
6. The polynomial case
The previous theorems also hold in the space of polynomials of degree
d. In that case, let µ = (µ1, . . . , µν) so that
∑ν
i=1 µi = d − 1 and let
Pol
µ
d be the set of maps with critical points c1, . . . , cν ∈ C of orders
µ1, . . . , µν . The space Pol
µ
d is clearly an embedded submanifold of Rat
µˆ
d
of codimension one, where µˆ = (µ1, µ2, · · · , µν, d− 1).
Theorem 6.1. Assume f ∈ Polµd . Then there exists a set
F = {(ik, jk;mk, nk), k = 1, . . . , N} with N = ν − ζC(f)
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of critical relations fmk(cik) = f
nk(cjk) which are realised by f , such that
the Jacobian of the map
(6.1) Polµd ∋ g 7→ (g
mk(cik(g))− g
nk(cjk(g)))
N
k=1
at g = f has rank N .
Proof. Let cν+1 = ∞. For maps g in Rat
µˆ
d close to f , let cj(g) denote
the critical point of g close to ci, 1 ≤ i ≤ ν + 1. By Theorem 3.2, there
is a set F̂ = {(ik, jk;mk, nk)}
N+1
j=1 of critical relations of f so that the
Jacobian of the map
Rσ
F̂
: Ratµd ∋ g 7→ (σ(g
mk(cik(g)))− σ(g
nk(cjk(g))))
N+1
k=1
has rank N + 1 at g = f , where σ is a Moebius tansformation such
that σ(fmk(cik)) 6= ∞ for all k. Since F̂ is full, there is k0 such that
(ik0 , jk0;mk0 , nk0) = (ν + 1, ν + 1; 1, 0) (or (ν + 1, ν + 1; 0, 1)). Assume
without loss of generality k0 = N + 1. Let F = {(ik, jk;mk, nk) : 1 ≤
k ≤ ν} and let R denote the map defined by (6.1). Note that the kernel
of DfR is contained in the kernel of DfR
σ
F̂
, so its dimension is at most
dim(Ratµˆd) − (N + 1) = dim(Pol
µ
d) − N . Thus the rank of DfR is at
least N . The rank is not more than N , so it is equal to N . 
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