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1. INTRODUCTION 
In a recent paper [ 1] a method of solving equations of the form 
& =f(Q> (1.1) 
was discussed, where 2 is a linear operator, 4 belongs to a real function 
space fJ and f(4) is in general non-linear. The basis of the method when 
f ($1 =.A a known constant function, is the construction of two 
complementary variational principles, one a maximum principle and the 
other a minimum principle forming bounds for 
-blf) (1.2) 
in some Hilbert space. In this case it is also assumed that a = T a linear self- 
adjoint operator defined on the Hilbert space. For the cases wheref(#) is not 
constant or a # T the method described was an iterative method depending 
on the method when a = T andf(#) =J The theory described was restricted 
so that Q is real and T has a discrete spectrum. In this paper both 
restrictions are removed and the precise conditions for the variational prin- 
ciples to be constructed are derived. The criterion of convergence of the 
iterative theory is reconsidered. In [I] the criterion was developed in terms 
of the derivative f I($). In Section 3 we give a convergence criterion in terms 
of differences. This is more important for a complex space where the 
assumption that f’(4) exists is more severe. 
In the final section we discuss a geometrical formulation of the problem 
when 0 is again restricted to be a real space. We show that the solution is 
on a hypersphere in an inner product space of pairs of functions from R. The 
connection between variational principles and hyperspheres is well known 
and has been widely discussed. See, for example, [2-4]. 
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2. BASIC THEORY 
Let D be a complex function space defined on a region V of E" with 
boundary 6V and let H denote the corresponding Hilbert space formed by 
adjoining the inner product (U 1 V) for U, c E 0. Further let 
be a self-adjoint linear operator such that 
V =f (2.1) 
has a unique solution. From this assumption it follows that T is one to one. 
Let R(T) be the image space of T so that 
uED(T)s-TuER(T)EH 
a(Tuj Tu)< co. 
(2.2) 
Thus we can define T-' so that 
and it is easy to verify that T-' is linear and self-adjoint. 
If 
Tu=h (u f 0) (2.3) 
uED(T)nR(T) (2.4) 
and 
T-b = (l/n)u. (2.5) 
Since T is one to one for u # 0, A# 0. Consider D,(T) E D(T) such that 
uED,(T)=>TuED(T)nR(T) (2.6) 
and define 
L=T+AT2 (2.7) 
where A E R is a constant. L is a linear, self-adjoint mapping from D,(T) 
onto R,(T) CR(T) with 
Lu=@ +A~2)u=pu. (2.8) 
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Thus the eigenvalues of L are 
,u=~+A,i2 (2.9) 
where A are the eigenvalues of T. Since A# 0 we can ensure ,u # 0 by 
imposing the condition 
A f -l/;la (2.10) 
where the eigenvalues of T belong to the spectrum of T indexed by a 
r= {Aa,aEA}. (2.11) 
In order to construct maximum and minimum principles we will need to 
choose A = A, and A = A2 so that 
A, < -l/La, VaEA 
and (2.12) 
A, > -l/La, Va E A, respectively. 
Note that this work extends previous work [ 1 ] since the cardinality of A is 
not restricted to No, that is, the spectrum of T is not necessarily discrete. We 
will now establish conditions on r so that (2.12) are satisfied. 
THEOREM. The following three properties are equivalent: 
property (i) I A, < --l/la A, > -l/La VaEA 
property (ii) 
I 
3M E [O, 00) c R such that 
1 l/la\ < M VaEA 
property (iii) there exists an open neighbourhood N of zero 
such that TE R -N. 
Proof. To show (i) 3 (ii). Let 
M= max{/A,I, l~21}. (2.13) 
Aa # 0 since otherwise property (i) is violated. If ,Ia < 0 then 
(2.14) 
and from property (i) 
A1< ,A:, - < A, < lA,l. 
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Thus 
If Acr > 0 then 
and from property (i) 
and 
Thus 
1 1 -= - 
I I Aa Aa 
1 1 
d,>---o-A,</1u, 
Aa 
1 1 
A, <--o-A, >x. 
la 
(2.16) 
(2.17) 
(2.18) 
(2.19) 
so 
(2.20) 
(2.21) 
To show (ii) =z- (i). Let A, > A4 and A, < --A4 and note that la # 0 since 
this would violate property (ii). If La > 0 then 
so that 
and 
1 I I- 1 Z Aa 
0)-k> -hf. 
(2.22) 
(2.23) 
(2.24) 
COMPLEMENTARY VARIATIONAL PRINCIPLES 103 
Therefore, 
A,<-&O<A,. (2.25) 
If Aa < 0 then 
1 I I 1 - La =-Z 
so that 
O<-$<M 
and consequently 
A&O<-$<M. 
(2.26) 
(2.27) 
(2.28) 
Thus Vkx E r (i) is satisfied. 
To show (ii) =+ (iii). Let 
N = (x E R: 1x1 < l/M}. 
Aa # 0 since this would violate (ii). If Aa > 0 then 
(2.29) 
(2.30) 
so that 
(2.31) 
and 
da E R - N. 
If La < 0 then Ja < --1/M and consequently ka E R i N. 
Thus 
r&iR--N. 
To show (iii) + (ii). If la E R - N then either 
(2.32) 
(2.33) 
for some M. (2.34) 
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la>&>0 then 
If 
kli--&O then 
Thus in either case 
I I $ <hf. 
(2.35) 
(2.36) 
(2.37) 
This theorem shows that the ability to find d, and A, as in property (i) is 
dependent on the nature of r near 0. It can be proved that if T-’ is bounded 
then there exists c E R such that c > 0 and 
where 
1/412 = (u I u> (2.38) 
(see [S, p. 2611). 
Let Us be an eigenvector of T with eigenvalue 1, then 
Thus 
Tu, = Au,. (2.39) 
II Tu* II = II~U,I I > c II UA II 
=4~lll~All>cll~All 
or 
/A/ > c. (2.40) 
A similar analysis establishes (2.40) for a general 1 E r. 
Thus if T-’ is bounded, or equivalently if (2.38) is assumed, then there 
exists c so that no element of r belongs to 
N= {x E R: 1.x < c} (2.4 1) 
and consequently A, and A, can be chosen appropriately. 
The choice of A = A, leads to p < 0, whereas A = A, leads to p > 0. In 
either case P # 0 so that L is one to one and L - ’ exists defined from R,(T) 
to Di(r>. Here P denotes any point in the spectrum of L. 
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Consider the functional 
J(~,A)=(~IT~)-(~/f)-(SlQi) 
+A(T@ -f ( T@ -f). 
Writing @ = d + Sd, where T@ =f, we obtain 
J(@,d)=J,$J, +J, 
where .I, is of order n in S$. 
(2.42) 
(2.43) 
(2.44) 
(2.45) 
Here we assume that A = A, or A = A, so that L -’ exists and it is also 
necessary that Sd should belong to D,(T) so that it is in the domain of L. 
We can, therefore, conclude that since when A = A,, J, < 0 and when 
A=A,, J,>O then 
J(@,,A,)<-(f I#)<J(@i,,A,) (2.47) 
for all @i, Gz E D(T). (If 4 &D,(T) then we also need @, - 4, GJ? - 4 E 
D,(T)*) 
To summarise, if (2.1) has a unique solution then T-’ exists and if T-’ is 
bounded (or equivalently (2.38) holds) then we can choose A, and A, to 
form maximum and minimum principles (2.47) for - (f I 4). 
3. NON-LINEAR EQUATIONS 
Now consider 
0 =f (4) (3.1) 
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where f($) is in general non-linear complex-valued function of q. To solve 
this equation we can consider the related equation 
TV n+ 1 =.m,> (3.2) 
where 4, is a fixed function. This leads to 
J(~,,d,)~-(S(~,)Iw,+tl)~JJ(~*,d,) (3.3) 
for all @, , Qp, E Or(r) which provide maximum and minimum principles for 
the solution of (3.2). Defining #,+r to be a variational approximation to 
w n+1 if 
J@,+ 19 d,)=SupJ(@,d,) (3.4) 
06.5 
or 
for 4,+1 E S CD(T) then we can define a sequence {#,} from D(T). Note 
that S need not be a subspace of H but only a subset. Subtracting (3.2) from 
(3.1) we obtain 
Writing 
m - v/n+ 1) =f(#> -f(h). (3.6) 
Il~-~n+lll=ll~~n+~II=ll~V/n+i.l+IV,+,-~,+~ll 
~ll~~,+~ll+Ilyl,+~-~“+,/I 
we may deduce 
II &,+ , II G (II T- ’ II M, + ~1 II 4, II 
where 
(3.7) 
(3.8) 
II T-’ II = ,;;F~ I/T-‘~11 ,,ul, < ~0 P-9) 
(since T -r is bounded), 
M, = IIf@> -fMf>ll/ll~ - 4, II (3.10) 
and we assume 
/IWn+, -~n+,Il~~II4nll~ (3.11) 
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Thus the sequence converges to 4 provided that 
(II T-’ /I M, + E) < 1. (3.12) 
We note that if $, + , is a suffkiently good variational approximation to v,,+ , 
then E will be small, and if the complex-valued functionf(u) is differentiable 
for u E D,(T) then M, may be replaced by ~lf’(v,Jl, where 
u, = t# + (1 - t> #“, O<t<1. (3.13) 
To solve (1.1) when a is not self-adjoint we may write A = T + L for any 
self-adjoint operator T so that 
T# =fV) - L# = F(4). (3.14) 
The theory can then be carried through with F(#,) replacingf(@,) and the 
generalisation involving rearrangements of (3.1) and boundary conditions 
from the theory presented in [ 11 follow directly. 
4. GEOMETRICAL FORMULATION 
Suppose that we restrict fi to be a real space and let s = (u, U) E B x R. 
Furthermore let 
and 
L,=T+A,T* (4-l) 
L,=T+A,T* (4.2) 
where A, and A, are chosen satisfying (2.12). We construct an inner product 
space whereby 
Since 
and 
then 
s, . s* = (UlfJJ * (U*%) 
= @I lL*u*)- (0, IL,~*)* 
(4.3) 
(u, IL,u,)>O (4.4) 
(~,lLl~,)<O (4.5) 
s, * s, > 0 (4.6) 
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and the equality only occurs when S, = (0,O). Consequently we can define 
the usual norm depending on S, . S, so that 
From this definition we can establish the Cauchy-Schwarz inequality 
IS, . S212 G llSL/12 1/~2/12 (4.8) 
and the triangle inequality 
Consider the following subspaces of B X R: 
where 4 is the solution of (2.1). Note that (4, 4) = S is the unique inter- 
section of Q, and Q, . Let S, E Q, and S, E Q2 and consider 
(S - s,> . (S - s2> = (4 - $12 0) . (09 4 - $2) 
(4.12) 
= 0. 
Thus 
s* -s ’ (S, + S,) + s, . s, = 0. (4.13) 
This is the equation of a hypersphere on the inner product space and can 
be written in the form 
where 
and 
The point 
(S-C)'=R2 (4.14) 
c = (S, + S,)/2 (4.15) 
R* = $(S, -S,)*. (4.16) 
C= 
( 
#+41,4+42 
2 2 ) 
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depends on the unknown solution Q but 
R2 = NUl - 4) I L2(4, - 4)) - ((42 - 4) I L1(#2 - #>)I 
=d(J(~,,d*)-J(~*,d,)) 
(4.17) 
which is independent of 4. 
This shows that the variational solution of (2.1) is equivalent to the 
minimisation of the radius of the hypersphere. 
Let 
s^=(~,,~*>ED,(T)XD,(T) (4.18) 
and note that 
(3 - S,) * (s; - S,) = (0,4* - 4) * (4, - $4 0) 
= 0. 
(4.19) 
Thus s  ^ lies on the hypersphere and 
II~-SI(~(~~-C~~+I~C-SII~~R. (4.20) 
From this we may deduce that 
II~-~l12~~4R2=J(~,,~2)-J(~2,~,), (4.21) 
which implies that s is within another hypersphere centre S and radius 2R. 
For the solution of (3.1) or one of its related generalisations a possible 
convergence criterion is 
(4.22) 
where 
f=fMJ (4.23) 
Note that E($) = 0 and that the convergence of the sequence {#,} implies 
E(#,) converges to zero. Thus the minimisation of E(#,) subject to (4.23) by 
the choice of the sequence (#,} may be regarded as a method of minimising 
(4.21) where f=f($) and consequently the minimisation of the radius of a 
hypersphere whose centre is S. 
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