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Et ma réussite ne dépend que d’Allah. En Lui je place ma
confiance, et c’est vers Lui que je reviens repentant.
— Coran, Sourat-Houd (89).
Résumé
Ce travail de recherche entre dans le cadre des systèmes de recherche d’images par le contenu, en
particulier la recherche par la texture. Le but de ce travail est de permettre à l’utilisateur de naviguer
dans de grande base de données d’images sans formulation de requêtes en un langage d’interrogation
spécifique. Pour atteindre cet objectif, nous avons réparti le travail en deux grands volets.
Le premier volet concerne l’extraction et l’identification d’un modèle de texture composé d’attributs
pertinents. Pour atteindre cet objectif, nous avons proposé d’étudier deux modèles de texture : les ma-
trices de co-occurrences et les attributs de Tamura. La sélection et la validation du modèle caractéristique
ont été faites à partir de plusieurs applications que nous avons proposées dans le cadre de cette thèse après
réduction de la dimension de l’espace de représentation des modèles de texture.
Ensuite, la navigation s’effectue à l’aide de treillis de Galois avec une interface HTML tout en passant
par une phase d’interprétation du modèle de texture numérique en un modèle sémantique. Le problème
de transcription du numérique au sémantique est considéré comme un problème de discrétisation des
valeurs numériques continues. Un autre problème se manifeste lorsque la taille de la base des images
augmente, les performances du système de navigation se dégradent. Pour pallier à ce problème, nous
proposons de créer des résumés qui de plus permettent de focaliser la recherche et la navigation sur un
ensemble d’images cibles et non pas sur toute la base.
Mots-clés : recherche d’image par le contenu, texture, analyse et extraction, fossé sémantique, naviga-
tion, résumés, logique floue.
Abstract
This work contributes to the field of Content-based Image Retrieval (CBIR) particularly texture-based
retrieval. The main goal of this work is to enable the user to navigate through a large image database
without making any query in specific language. To achieve this goal, we divided the work into two main
parts.
The first part involves the extraction of a texture model made of relevant attributes. We proposed
to study two models of texture: the co-occurrence matrices and Tamura’s attributes. The selection and
validation of the model features are based on several applications that we have proposed in this thesis
after reducing the dimension of the representation’s space.
Then, navigation is achieved using Galois’ lattices with a simple HTML interface while passing
through a phase of interpretation of numerical model texture into a semantic model. The problem of the
transcription from the numerical values to the semantics is regarded as a problem of discretisation of
continuous attributes. Another problem occurs when the size of the database of images increases: the
performance of the navigation system are deteriorating. To overcome this problem, we propose to use
techniques of summarisation to create summaries that help users to navigate through target collections
instead of the whole database.
Keywords: Content-based image retrieval, CBIR, texture, analysis and extraction, semantical gap, brows-
ing, summarisation, fuzzy logic.
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CHAPITRE 1
Introduction
1.1 Recherche par contenu
De nos jours, l’image est devenue l’information multimédia la plus répandue et la plus utilisée dans
différents domaines y compris dans notre vie quotidienne. Par exemple, lors d’un journal télévisé diffusé
en une langue étrangère que vous ne maitrisez pas, il est possible de deviner les différents évènements
survenus sans avoir recours au texte. Un autre exemple provient du domaine militaire où, pour analyser
une zone, il est indispensable de disposer de cartes et d’images. Aussi, dans le domaine médical, il est
fortement constaté qu’une description verbale est insuffisante pour établir un diagnostic exact et précis,
il est toujours recommandé de disposer de radios ou d’autres types de clichés qui ne sont qu’un des types
d’images numériques.
Le nombre d’exemples illustrant l’importance des images est bien plus large encore et cela peut être
constaté par le volume des bases d’images indexées par les moteurs de recherche qui commencent à
prendre de l’espace dans notre vie professionnelle et personnelle. Une estimation, datée de 1999 [176],
répertorie 180 millions d’images indexées et réparties sur 800 millions de pages disponibles sur la Toile.
Ce chiffre atteint, en 2007, selon le service scientifique de technologie, environ 15 milliards d’images
sur la Toile. Le moteur de recherche Google Images lui seul a indexé 24 milliards d’images en novembre
2005, passé à 1.000 milliards d’images en juillet 2008. La banque d’images la plus populaire Flickr a
disposé en mars 2005 de 5 millions d’images, actuellement en février 2008, ce chiffre atteint 2,2 milliards
d’images. Un autre exemple d’agences de vente et d’achat d’images tels que Fotosearch et Fotolia qui
disposent respectivement en 2008 de 3,1 et 4 millions d’images disponibles en ligne. Les images sont de
types variés tels que sport, gastronomie, art, paysage, etc.
Ainsi, sous toutes ses formes, l’image attire l’attention des professionnels mais aussi du grand public.
Parmi les causes de cette expansion, nous pouvons citer:
• la forte disponibilité des moyens d’acquisition et de numérisation, de moins en moins chers et de
plus en plus performants – tels que les appareils photos et caméscopes numériques, les scanners,
etc. – contribuent à l’augmentation du nombre d’images numérisées ;
• l’évolution et la diversité des méthodes et des médias de stockage et d’archivages des données
favorisent la croissance des banques d’images;
• l’avènement des réseaux de transmission – la Toile, le système pairs à pairs, etc. – permet un large
partage de cette information autant à l’échelle locale que mondiale ;
• les outils d’analyse et de traitement d’images – codage, compression, etc. – contribuent à une
production continue et perpétuelle d’une masse importante d’images numériques.
Les progrès dans ces domaines contribuent énormément à l’augmentation du nombre, de la taille,
de l’utilisation (plusieurs champs d’applications tels que médical, environnement, sécurité, etc.) et de la
disponibilité de ces bases d’images. Pour cela, de nouveaux outils sont nécessaires à l’utilisateur pour la
création, la gestion et la recherche des images à partir de ces bases.
Le problème ainsi posé est la recherche d’une ou plusieurs images cibles au sein de cette masse
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considérable d’images numériques. Sans outils efficaces, cette tâche devient difficile à impossible. Aussi,
le domaine de la recherche d’images est devenu un domaine très actif dans la communauté internationale
à partir des années soixante-dix grâce au développement des systèmes de gestion des bases de données
et les outils de vision par ordinateur. Deux approches sont reconnues dans la littérature. L’approche
la plus ancienne, apparentée à la recherche documentaire et encore utilisée jusqu’à nos jours, est la
recherche textuelle. Il s’agit d’annoter manuellement chaque image par un ensemble de mots clés tels
que le titre, l’auteur, la date d’acquisition, le lieu, les objets visibles, etc., puis d’utiliser un système de
gestion de bases de données basé sur ces annotations pour effectuer la recherche. Parmi les travaux les
plus représentatifs dans ce domaine, nous trouvons [255, 35, 149, 248]. Malgré le grand succès de cette
approche pour la recherche documentaire, l’annotation textuelle souffre de plusieurs inconvénients dans
le cas des images, parmi lesquels, nous pouvons citer :
• non-exhaustive car la liste des mots clés ne peut pas couvrir la totalité ni du contenu ni de la
sémantique de l’image ;
• fastidieuse lorsqu’elle est utilisée pour de grands volumes des bases d’images ;
• coûteuse en terme de temps de réponse à une requête (comparaison entre liste bases de données et
liste requête) ;
• subjective, le même contenu d’une image peut être interpréter différemment par plusieurs per-
sonnes ou par la même personne avec un décalage dans le temps ;
• polysémie, un mot clé peut désigner divers objets différents sémantiquement et visuellement (ex. :
le terme « avocat » peut signifier la personne exerçant la profession de plaider ou bien il peut s’agir
du fruit comestible de l’avocatier).
C’est pourquoi, à partir de 1990, la recherche scientifique s’est penchée sur le développement d’un
autre moyen de recherche d’images qui soit automatique et efficace. L’approche alternative qui est ap-
parue depuis plus d’une dizaine d’années est la recherche d’images par le contenu visuel connue sous
le nom anglais de CBIR pour Content-based Image Retrieval. Plusieurs travaux ont été publiés dans ce
cadre [105, 321, 252, 59, 273]. Cette approche consiste à décrire le contenu visuel de l’image par un
ensemble de paramètres extraits automatiquement de l’image. Chaque image étant identifiée non pas par
une liste de mots clés mais par un vecteur de valeurs de ses paramètres (aussi appelé « signature » ou
feature vector en anglais). Ces paramètres doivent être choisi avec précaution afin d’être discriminants
entre les différentes images présentes dans la base de données. La recherche s’effectue alors en calculant
une mesure de similarité entre la signature d’une requête et les signatures des images indexées dans la
base. Les images les plus proches (images ayant de valeurs paramétriques similaires) à l’image requête
sont alors retournées à l’utilisateur comme étant les images les plus proches visuellement à la requête.
Cette nouvelle approche, basée sur le contenu, pallie les problèmes posés par la recherche textuelle,
permet d’améliorer des applications interrompues et contribue aussi à faire émerger de nouvelles appli-
cations dans divers domaines.
L’évaluation d’une réponse requête dans le cadre de la recherche d’images par le contenu est effec-
tuée en terme de pertinence des images retournées. La pertinence est analysée sur le plan visuel et/ou
sémantique selon le type de la requête posée :
1. Si la requête fait référence aux objets proprement visuels dans l’image, les images renvoyées
doivent comporter les mêmes objets (couleurs, textures, etc.) que la requête ; ainsi l’aspect visuel
l’emporte sur la sémantique. Par exemple, si la requête est : « Je cherche des zèbres », les images
obtenues doivent contenir l’objet « zèbre » pris sur différentes vues et scènes (sémantiquement
différentes). L’ensemble des images retournées est dit visuellement homogène. Cette recherche est
dite « recherche primaire ».
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2. Si la requête traduit un sens pour l’utilisateur tel que joyeux, triste, ensoleillé, contrasté, etc., les
images retournées doivent correspondre à ce sens. Par exemple, si la requête formulée est: « Je
cherche des images ensoleillées », le système doit être capable de traduire le terme « ensoleillé »
en images qui reflètent cet aspect. On ne doit pas avoir des images de nuit. Il est fort probable que
les images ainsi retournées soient visuellement hétérogènes mais sémantiquement homogènes. Si
on prend le même exemple, on peut avoir des photos de plages, d’anniversaire, d’une randonnée,
etc. mais il ne serait pas acceptable d’avoir des photos d’une soirée dansante. Il s’agit dans ce cas
d’une « recherche sémantique ».
Les points principaux à prendre en compte pour l’évaluation d’une recherche sont donnés par ordre
analytique :
1. Premièrement, il faut déterminer l’objectif de l’application (« qu’est ce qu’on cherche ? ») qui est
lié au type des requêtes à formuler. Trois grandes catégories de recherche ont été proposées [273,
54]:
• la recherche ciblée (target search) qui consiste à chercher une image particulière précisée par
l’utilisateur ;
• la recherche par catégorie (category search) a pour objectif de retourner un ensemble d’images
appartenant à une même catégorie donnée ;
• la recherche associative (search by association) concerne le cas où l’utilisateur n’a aucune idée
sur l’image à chercher ; c’est en explorant la base d’images, en moyen d’une interaction système-
utilisateur, que ce dernier peut affiner sa recherche et atteindre sa cible.
2. Deuxièmement, il faut choisir un contenu visuel pour la caractérisation des images. Parmi les
contenus existants, les plus utilisés sont la couleur, la texture et la forme.
3. Enfin, il faut disposer d’une mesure de similarité pour la recherche des images les plus proches à
la requête ; plusieurs distances ont été proposées et utilisées : distance Euclidienne, Mahalanobis,
etc.
1.2 Le fossé sémantique
Mais avant tout processus de modélisation des attributs en concepts haut-niveau, la première question
qui devra être posée est « qu’est ce que la sémantique d’une image ? » La réponse n’est pas unique et
très vaste. L’image analysée au niveau sémantique peut se faire, d’une part, en terme d’objets constituant
l’image et donc non seulement en terme d’attributs de bas niveau et, d’autre part, en terme de liens entre
objets en faisant appel à des connaissances externes propres à l’utilisateur.
Prenons l’exemple de la figure 1.1(a), les objets composant cette image sont : éléphants, eau, arbres,
ciel, etc. En tenant compte des liens entre objets, l’image pourra correspondre au « désert africain »,
« deux éléphants se livrant un combat », etc. De même pour la figure 1.1(b), l’image est composée
d’oranges, tasses de cacao, gâteaux. En combinant la sémantique des différents objets, il peut s’agir d’un
« petit déjeuner doux ».
De ces constats, nous supposons que la sémantique d’une image est une notion à trois vues :
• la première vue est liée aux connaissances et à la perception d’objets que l’utilisateur a pour
l’image ;
• la deuxième vue correspond aux relations spatiales qui peuvent exister entre les objets de cette
image ;
• la dernière vue vise l’objectif de l’utilisateur lorsqu’il regarde cette image. Par exemple, dans [6],
selon la question posée à un observateur d’une image, le parcours, le regard posé et les informations
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(a) Image d’éléphants
(b) Image d’un petit déjeuner
Figure 1.1 – Illustrations du fossé sémantique
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recueillies dans l’image varient. Il en est de même en recherche d’images similaires où une requête
peut signifier différents buts selon le contexte [257].
La définition de référence du fossé sémantique est celle fournie par Smeulders dans son état de
l’art [273] :
“The semantic gap is the lack of coincidence between the information that one can extract
from the visual data and the interpretation that the same data have for a user in a given
situation.”1
Dans une tentative de définition de la sémantique des images, Eakins [71] classifie les requêtes utili-
sateur en trois niveaux selon leurs degrés d’abstraction [189] :
1. les requêtes à ce niveau sont de types requête par image exemple (trouver les images similaires à
celle-ci). La recherche est basée sur les attributs de bas niveau et une mesure de similarité entre
images et la requête. La majorité des systèmes SRIC appartiennent à ce niveau.
2. les requêtes à ce niveau se focalisent sur les objets (trouver les images avions). La recherche dans
ce cas consiste à identifier les objets de l’image par des attributs intégrant une certaine inférence
logique. La sémantique des objets est considérée comme étant la classe des objets et les relations
spatiales entre eux.
3. les requêtes à ce niveau reflètent un niveau haut d’abstraction (trouver les images de fêtes de fin
d’année). La recherche ici traduit un degré élevé d’abstraction voire même un raisonnement sur le
sens et le but des objets ou scènes identifiés dans l’image.
La classification faite par Eakins est très utile pour décrire les capacités et les limites des systèmes
de recherche d’images. Notons que les niveaux 2 et 3 reflètent la recherche d’images purement séman-
tique [105]. La différence entre le niveau 1 et 2 correspond au fossé sémantique définit par Smeul-
ders [273].
Par conséquent, pour supporter des requêtes de haut niveau, les systèmes de recherche d’images
standard doivent disposer d’un module sémantique qui permet la réduction du fossé entre la description
de bas niveau des images et la riche sémantique qu’elles contiennent [331, 273].
1.3 Définition du problème
Le problème auquel nous nous intéressons dans ce travail est la navigation dans des bases d’images
généralistes. Ainsi, ce travail s’inscrit dans le cadre de la recherche par catégorie en se basant particu-
lièrement sur la texture dont le but est de permettre à l’utilisateur de retrouver un ensemble d’images
appartenant à la même classe cible d’une manière facile et efficace.
La clé de la réussite de ce travail réside :
1. en premier lieu dans le choix des attributs pertinents de la texture qui permettent de mieux carac-
tériser les images sur les deux niveaux : primaire et sémantique ;
2. ensuite, le choix d’une mesure de similarité qui permet de regrouper les images les plus proches
partageant les mêmes caractéristiques (primaires et sémantiques) et d’écarter celles qui diffèrent.
Le but de cette thèse est donc double :
1. d’une part, développer un modèle de texture répondant aux contraintes suivantes :
1
« Le manque de concordance entre les informations qu’on peut extraire des données visuelles et l’interprétation qu’on ces
mêmes données pour un utilisateur dans une situation déterminée. »
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(i) la taille du modèle de texture doit être faible afin d’éviter les problèmes de temps de calcul
sans négliger la pertinence des paramètres extraits ;
(ii) le modèle texture doit être discriminant entre différents types de textures ;
(iii) il doit être interprétable en langage naturel et donc aisément compréhensible par l’humain
(tenir compte de la sémantique de l’utilisateur) ;
(iv) les attributs du modèle de texture doivent être invariants ;
2. d’autre part, proposer un modèle sémantique qui permet de réduire le fossé sémantique entre la
recherche primaire et la recherche sémantique en tenant compte de la sémantique de l’utilisateur.
L’évaluation de la performance du modèle de texture retenu sera faite en terme de mesure de la
capacité du système à retourner des images similaires à la requête, à son efficacité à classer de nouvelles
images et à regrouper les images similaires en même catégories.
1.4 Plan de la thèse
La première partie de la thèse est consacrée à la recherche d’images par texture.
Tout d’abord, dans le chapitre 2, nous proposons un état de l’art sur la recherche d’images par contenu
en général, les contenus visuels par lesquels une image peut être décrite, les approches d’analyse corres-
pondantes et les mesures de similarité les plus courantes, ainsi que les différents systèmes académiques
et industriels existants. Ensuite, nous introduisons notre démarche pour la description de la texture dans
le chapitre 3. La caractérisation de la texture est une étape « hors-ligne » réalisée automatiquement, qui
comprend, dans notre cas, la sélection des bases d’apprentissage (base fiable et comprend une diversité
de texture), la sélection des attributs pertinents de la texture par les méthodes de réduction de l’espace
de représentation des attributs et nous terminons ce chapitre par présenter les applications de test des
performances qui seront détaillées dans le chapitre 4.
Le chapitre 5 illustre les différentes expérimentations menées pour cette première partie d’identifica-
tion d’un modèle compact et pertinent pour la caractérisation de la texture et ainsi évaluées dans le cadre
de la recherche dans les bases d’images texturées (section 3.2).
La seconde partie de la thèse se focalise sur la recherche sémantique des images.
La notion du fossé sémantique est une notion encore nouvelle [273] et difficile à normaliser. Nous
commençons cette seconde partie par introduire les différentes approches de réduction du fossé séman-
tique existantes dans la littérature de la recherche d’images à savoir le formalisme des ontologies, les
systèmes de rétroaction et les approches d’apprentissage (supervisé et non-supervisé) (chapitre 6).
Ensuite, dans le chapitre 7, nous présentons notre proposition pour la réduction du fossé séman-
tique entre descripteurs bas-niveau et concepts haut-niveau en utilisant une approche de discrétisation
de l’espace numérique des attributs de texture. La recherche sémantique dans ce travail s’effectue par le
processus de navigation dans une hiérarchie préalablement construite à l’aide des treillis de Galois. L’in-
terface offerte à l’utilisateur est une interface HTML facile à manipuler par la majorité des utilisateurs
non-experts.
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PARTIE I
Recherche d’images par la texture
CHAPITRE 2
État de l’art sur la
recherche d’images par
le contenu
Dans ce chapitre, nous allons faire un tour d’horizon des principales approches de la recherche
d’images par le contenu. Étant donné la diversité et le nombre important des travaux existants, nous
n’allons rappeler que les références les plus pertinentes du domaine.
Ce chapitre est divisée en deux parties : les approches et les systèmes de recherche d’images par le
contenu.
Dans la partie 2.2, nous verrons les différentes méthodes d’extraction de l’information visuelle né-
cessaire à la description des images, dénommés les « descripteurs ». Ensuite, vient la question de repré-
sentation de ces descripteurs sous la forme d’une signature (ou index) dans une base de données. Nous
terminons cette partie par un ensemble de mesures de similarité entre les images et la requête les plus
utilisées.
La seconde partie de ce chapitre sera consacrée aux différents systèmes de recherche d’images par
contenu commerciaux et scientifiques les plus répandus.
2.1 Introduction
La figure 2.1 illustre l’architecture standard d’un système de recherche d’images par le contenu. Trois
phases successives, non séparables, sur lesquelles reposent la recherche par le contenu sont :
• l’extraction ;
• l’indexation ;
• la recherche.
L’extraction et l’indexation se déroulent en mode « hors-ligne », transparent pour l’utilisateur. L’inter-
vention effective de l’utilisateur se manifeste en mode « en-ligne » lors de la recherche proprement dite
car il doit initier par la requête une description de la cible ou des indications – directes ou indirectes –
sur les caractéristiques recherchées.
La performance d’une recherche d’images par le contenu est mesurée en terme de deux contraintes
principales.
La première contrainte concerne le temps de réponse à une requête utilisateur qui doit être rapide.
Cette contrainte est fortement liée au nombre de descripteurs utilisés pour indexer les images ainsi qu’à
l’organisation interne des signatures (séquentielle, hiérarchique, etc.). Si le nombre de descripteurs est
important alors une recherche séquentielle des signatures dans une base de données importante (plusieurs
millions d’images) se montre gourmande en temps de réponse et donc inefficace.
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Figure 2.1 – Schéma standard d’un système de recherche d’images
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La seconde contrainte est liée à la satisfaction de l’utilisateur. Un système de recherche est dit utile et
performant s’il répond favorablement aux attentes des utilisateurs. Le choix des descripteurs pertinents
décrivant au mieux le contenu visuel des images ainsi qu’une mesure de similarité adéquate entre la
description de la requête et celles des images de la base conditionnent considérablement la qualité de la
réponse d’un système de recherche d’images par contenu.
2.2 Modèles classiques de recherche d’information
Un modèle de représentation d’information définit dans le cadre de la recherche des images le mo-
dèle de représentation des descripteurs des images. Les modèles standards apparentés de la recherche
documentaire sont très variés. Nous nous limitons ici à la présentation des trois modèles les plus connus :
• booléen ;
• vectoriel ;
• probabiliste.
2.2.1 Modèle booléen
Le modèle booléen représente les images et les requêtes par une liste de descripteurs reliés entre eux
par des opérateurs logiques (« et », « ou », « et non »). Par exemple, une image I peut être représentée
par une liste de descripteurs reliés par l’opérateur « et » (∧) :
I = di1 ∧ di2 ∧ . . . ∧ din (2.1)
Plus généralement, une requête Q est représentée par une liste de descripteurs reliés par l’ensemble
des opérateurs logiques :
Q = dq1 ∧ dq2 ∨ . . .¬dqn (2.2)
La correspondance entre les images et la requête se traduit par une implication logique :
I → Q (2.3)
Ainsi, le système effectue une classification binaire en deux classes, positive et négative, correspondant
respectivement aux images qui satisfont la requête et à celles qui ne la satisfont pas.
Le modèle est simple, implémenté efficacement dans le monde des documents textuels. Il présente
des difficultés importantes d’adaptation au monde des documents visuels. En particulier, les descripteurs
sont généralement des valeurs numériques et une simple comparaison par égalité n’a plus grand sens.
Par suite, la séparation rigide entre documents retrouvés et documents écartés est beaucoup trop stricte.
2.2.2 Modèle vectoriel
Dans le modèle vectoriel, les images I de la base et l’image requête Q sont représentées par un vec-
teur de descripteurs dans un espace d’attributs à n dimensions. Les éléments de ce vecteur représentent
les pondérations des descripteurs utilisés :
I = (wi1, wi2, . . . , win) (2.4)
Q = (wq1, qw2, . . . , wqn) (2.5)
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La correspondance entre les images de la base et la requête s’effectue en terme d’une fonction de
similarité (ou de dissimilarité) entre leurs vecteurs.
Dans cette thèse, nous retiendrons ce modèle de représentation.
2.2.3 Modèle probabiliste
Dans le modèle probabiliste, une probabilité de pertinence de l’image, en réponse à la requête, est
attribuée à chacun des descripteurs. Cela suppose qu’il existe un sous-ensemble d’images R pertinentes
que l’utilisateur veut retrouver parmi celles disponibles, les autres images R étant considérées comme
non-pertinentes.
Si P (R| ~Q) est la probabilité que l’image I soit pertinente pour la requête Q et si P (R| ~Q) est la
probabilité que l’image I ne soit pas pertinente pour la requête Q, alors la similarité entre l’image I et la
requête Q est exprimée par:
sim(I,Q) =
P (R| ~Q)
P (R| ~Q) (2.6)
Dans la suite de ce chapitre, nous abordons les trois points fondamentaux pour la recherche d’images
par le contenu faisant appel au modèle vectoriel.
2.3 Extraction des attributs
La phase d’extraction est une phase clé de la recherche d’images par le contenu, sur laquelle re-
posent les étapes suivantes du processus de la recherche. Selon le type d’application et les objectifs
visés, le contenu peut représenter du texte (mots clés et annotations) ou bien des attributs visuels (cou-
leur, forme, texture, etc.). D’autres attributs tels que les objets visuels, les croquis et les relations spatiales
sont considérés dans le standard MPEG-7. Dans ce qui suit, nous nous limitons aux aspects visuels.
2.3.1 Attributs de couleur
La couleur est l’un des premiers descripteurs visuels utilisé pour la recherche d’images auquel les
travaux de recherche s’y sont intéressés [310]. Cet intérêt provient de la robustesse que la couleur montre
par rapport aux changements d’échelle et d’orientation, son indépendance au fond, à la taille et aux
occlusions des images [200]. L’attribut couleur est primordiale dans notre quotidien pour décrire l’en-
vironnement et pour identifier les objets d’intérêt dans une scène [259] et, aussi dans divers domaines
d’applications tels que les multimédias (indexation, classification, etc.), la vision par ordinateur, le trai-
tement des signaux biomédicaux, etc. Les points clés du thème de la recherche par couleur sont le choix
du meilleur espace colorimétrique, le mode de représentation de la couleur dans cet espace [286, 310] et
l’étude de l’invariance aux conditions d’illumination et de prise de vue [102].
Plusieurs travaux ont été réalisés dont l’objectif est d’identifier les espaces colorimétriques les plus
discriminants [286, 318]. L’abondance de la littérature sur cette thématique a montré qu’il n’existe pas
d’espace couleur « idéal ». L’espace RGB est l’espace standard le plus utilisé. Néanmoins, cet espace
est sensible aux variations de luminance. L’espace HSV par sa composante teinte permet de résister aux
conditions d’éclairage et de prise de vue [102, 95, 94]. D’autres espaces définis comme perceptuellement
uniformes tels que CIELab et CIELuv servent également à la caractérisation de la couleur.
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2.3.1.1 Signatures de la couleur
Histogramme Dans le domaine de recherche d’images basé sur la couleur, l’histogramme de couleur
est la représentation la plus populaire et largement utilisée. Statistiquement, il représente la probabilité
jointe des intensités des trois canaux de couleur (RGB, HSV). A une constante près de normalisation,
l’histogramme constitue une approximation de la densité de probabilité associée à l’image, considérée
comme une variable aléatoire.
Swain et Ballard [288] ont été les premiers à utiliser l’histogramme de couleur pour la recherche
d’images par le contenu. Depuis, plusieurs travaux se sont succédés et ont retenu cette représentation. Le
succès de l’histogramme résulte de sa simplicité de calcul et d’utilisation, sa robustesse à la rotation, aux
changements d’échelle et aux occlusions.
Cependant, l’utilisation de l’histogramme pose deux problèmes. Le premier concerne la perte de
l’information spatiale (texture, forme), caractéristique importante pour décrire le contenu globale des
images. Le second inconvénient est lié à la quantification de l’espace des attributs.
Alternatives de l’histogramme Pour augmenter l’efficacité de l’histogramme et pallier ses inconvé-
nients, plusieurs alternatives ont été proposées dans la littérature parmi lesquelles: l’histogramme cumulé
introduit par Stricker et Orengo [286] qui a montré une grande efficacité et performance quant au pro-
blème de quantification de l’espace des attributs. Biernacki et Mohr [20] modélisent la distribution de
la couleur et de gradients par un mélange de gaussiennes multi-dimensionnelles dont la moyenne et la
matrice de covariance sont retenues. D’autres approches ont été proposées pour représenter l’attribut
couleur tel que les moments de couleur [277] et les ensembles de couleur (color sets) [278]. La première
approche estime que toute distribution couleur peut être caractérisée par ses moments. Les trois premiers
moments (moyenne, variance et skewness) sont retenus pour la représentation de la couleur. La distance
euclidienne pondérée est utilisée pour calculer la similarité. La seconde approche utilise les ensembles
de couleur comme approximation de l’histogramme de couleur. Il s’agit de passer de l’espace RGB à un
espace uniforme tel que HSV; ensuite quantifier cet espace en N bins. Un ensemble de couleur est défi-
nit par une sélection de couleur de l’espace quantifié. Une nouvelle alternative proposée par [309, 101]
introduit la notion des histogrammes flous qui réduisent les effets de la quantification.
2.3.2 Attributs de texture
La texture est le second attribut visuel largement utilisé dans la recherche d’images par le contenu
étant donné sa forte liaison à la perception humaine (c’est la première caractéristique perçue par l’œil).
Elle reflète l’aspect homogène d’une région d’intérêt indépendamment de la couleur ou l’intensité. Aussi,
la texture contient une importante information sur l’organisation des primitives ainsi que les interactions
entre eux [116]. Mais malgré ces descriptions, une définition générale de la texture n’existe pas.
Plusieurs travaux se sont penchés pour étudier et analyser la texture. En 1973, Haralick et al. [116]
proposent l’utilisation des matrices de co-occurrences pour la représentation de la texture. D’autres tra-
vaux se sont succédés afin d’améliorer cette approche. Gotlieb et Kreyszig [100] ont pu montrer expéri-
mentalement que les paramètres contraste, homogénéité et entropie sont fortement discriminatifs.
D’autres travaux utilisent des études psycho-visuelles [290] ou mathématiques tels que les ondelettes,
les filtres de Gabor, etc. pour décrire la texture. Une description plus détaillée sur la texture sera donnée
dans le chapitre suivant.
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2.3.3 Attributs de forme
Les caractéristiques de la forme sont extraits à partir des régions qui on été segmentées au préalable.
Selon le type d’applications, les caractéristiques de forme peuvent être invariants par translation, par
rotation, ou autres. Deux grandes familles de représentation de la forme existent: approche basée sur
les contours et approche basée sur les régions. Pour la première approche, seule la frontière externe
entre objets ou régions est exploitée, tandis que pour la seconde, la forme de toute la région est prise en
considération. Les techniques les plus utilisées sont les descripteurs de Fourier et les moments invariants.
2.4 Indexation multi-dimensionnelle
Cette section traite la manière par laquelle les descripteurs (signatures) du contenu visuel des images
sont organisés notamment dans le cadre de bases d’images volumineuses.
Dans un système de gestion de bases de données standard, deux problèmes se posent lors de l’indexa-
tion: premièrement, le nombre de descripteurs (on parle aussi de la taille de la signature)[10, 107] qui doit
être le plus minimale possible, maximum quatre descripteurs, douze pour les systèmes haute-dimension.
Par exemple, on peut citer les arbres-X [12] ou bien les arbres-SR [152] (non encore disponible en tant
qu’outils standards). Deuxièmement, la distance euclidienne utilisée apparait inefficace pour discrimi-
ner certain contenu visuel. Pour cela, la technique d’indexation doit être capable de supporter d’autres
mesures de similarité.
Pour parvenir à résoudre ces problèmes d’indexation, la solution proposée dans un premier temps est
d’effectuer une réduction de la dimension de la signature. Ensuite adopter une technique d’indexation
multi-dimensionnelle supportant des mesures de similarité autres que la distance euclidienne.
La façon la plus simple d’envisager ce post-traitement consiste à réaliser une Analyse en Compo-
santes Principales (ACP) sur l’ensemble des signatures de la base d’images afin de construire une nou-
velle base vectorielle de taille réduite, dans laquelle sont ensuite projetés les descripteurs originaux. Le
problème de cette réduction dite aveugle est la perte de toute information originale sur la sémantique des
descripteurs.
2.5 Mesures de similarité
La mesure de similarité concerne la recherche des images proprement dite. Lorsqu’un utilisateur
lance une requête, le système effectue une mesure entre la requête et les images de la base dans l’espace
des attributs. Les images sont considérées similaires (proches) si la distance entre eux est faible. Pour
cela, la complexité de calcul de la distance doit être raisonnable puisque la tâche de recherche s’effectue
en temps réel.
Le problème du choix d’une mesure de similarité la plus adéquate ayant été traité dans la littéra-
ture [102], nous listons dans cette partie, les mesures vectorielles les plus répandues.
Considérons deux images, I l’image requête etJ l’image cible, indexées par leurs vecteurs respectifs
I = (I1, . . . , In) et J = (J1, . . . , Jn). Le calcul de similarité entre I et J revient à calculer la similarité
entre I et J .
2.5.1 Distances géométriques
La première catégorie de mesures correspond aux distances géométriques entre vecteurs : distances
de Minkowski, cosinus, distance quadratique et distance de Mahalanobis.
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Les métriques de Minkowski (ou normesLp) sont les distances géométriques les plus courantes. Leur
forme générale est la suivante:
Lp(I, J) =
p
√√√√ n∑
i=1
(Ii − Ji)p (2.7)
Deux types de métriques de Minkowski se retrouvent fréquemment dans la littérature :
• la distance de Manhattan ou L1 :
L1(I, J) =
n∑
i=1
|Ii − Ji| (2.8)
• la distance Euclidienne ou L2 :
L2(I, J) =
√√√√ n∑
i=1
(Ii − Ji)2 (2.9)
Une autre mesure fréquente est basée sur le cosinus qui mesure l’angle θ entre la direction de deux
vecteurs:
cos(I, J) = 1− I
T .J
‖I‖.‖J‖ = 1− cos θ (2.10)
À la différence des distances de Minkowski, la distance quadratique suppose que tous les éléments
du vecteur des attributs ne sont pas équitables et donc favorise ceux qui se ressemblent le plus:
dquad =
√
((I − J)T .A.(I − J) (2.11)
où A = [ai,j ] est la matrice de similarité dont chaque élément ai,j représente la distance entre deux
éléments des vecteurs I et J .
Une proposition est faite par Hafner et al. [110] pour construire la matrice A comme suit :
ai,j = 1− di,j
max{di,j)|∀i,∀j} (2.12)
Enfin, la distance de Mahalanobis prend en compte la corrélation entre vecteurs au lieu des distance
dans le cas quadratique. La matrice C est la matrice de covariance entre I et J :
dMah =
√
(I − J)T .C−1.(I − J) (2.13)
2.5.2 Distances entre distributions
Si on considère que l’image est une variable aléatoire dont les vecteurs d’attributs des pixels sont des
réalisations, le problème de la mesure de similarité se ramène dans ce cas à une mesure entre distributions
de probabilités. On parle alors d’une approche statistique de la mesure de similarité. La divergence de
Kullback-Leibler [168], issue de la théorie de l’information, permet de mesurer la dissimilarité basée sur
l’entropie mutuelle de deux distributions de probabilités :
dKull(I, J) =
n∑
i=1
Ii log
Ii
Ji
(2.14)
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Cette mesure de dissimilarité est applicable pour la recherche d’images. Toutefois, elle n’est pas une
distance. Comme suggéré par Puzicha et al. [236], il est plus intéressant de considérer la distance de
Jeffrey vérifiant les axiomes des espaces métriques (distances). Cette métrique est numériquement stable
et fait preuve de plus de robustesse au bruit:
dJeff(I, J) =
n∑
i=1
Ii log
Ii
mi
+
n∑
i=1
Ji log
Ji
mi
(2.15)
avec mi =
Ii+Ji
2
Les tests d’hypothèses sont également adaptés pour le calcul de similarité entre images dans le cadre
statistique. Le test du χ2, appliqué sous l’hypothèse gaussienne des distributions, est une alternative
présentée comme performante dans la littérature [266]:
χ2(I, J) =
n∑
i=1
(Ii − Ji)2
(Ii + Ji)2
(2.16)
La distance de Bhatacharya est aussi appliquée dans le cas de deux distributions gaussiennes repré-
sentées par leur covariance Σ :
dBatt =
1
8
(µ1 − µ2)T .Σ−1.(µ1 − µ2) + 1
2
ln
detΣ√
detΣ1 detΣ2
(2.17)
avec, Σ = Σ1+Σ22 .
2.5.3 Intersection d’histogrammes
Dans le cas où les images sont caractérisées par des histogrammes, il est plus convenable d’utiliser
des mesures de distance propres à cette représentation sans écarter évidemment l’utilisation des distances
géométriques.
L’intersection des histogrammes est l’une des distances les plus employées dans ce cas. Elle a été
introduite dans le cadre de l’indexation de la couleur par Swain et Ballard [288] :
d∩(I, J) =
n∑
i=1
min(Ii, Ji)
n∑
i=1
Ii
(2.18)
Or, cette mesure de similarité n’est pas une distance car elle ne vérifie pas la propriété de symétrie.
Smith [276] propose une version symétrique :
dSmith(I, J) = 1−
n∑
i=1
min(Ii, Ji)
min
(
n∑
i=1
Ii,
n∑
i=1
Ji
) (2.19)
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2.6 Quelques systèmes de recherche par le contenu
Depuis l’émergence des systèmes de recherche d’images par le contenu, plusieurs communautés
gouvernementales [141, 142], industrielles [79, 4, 66] et universitaires [231, 129, 280, 204, 200] s’y
sont intéressées. Le standard ISO/IEC a proposé MPEG-7 (Multimedia Content Description Interface)
comme standard de description du contenu multimédia, à travers lequel plusieurs systèmes de recherche
d’images par le contenu commerciaux et académiques se sont développés.
Dans cette section nous présentons quelques systèmes opérationnels les plus répandus dans le do-
maine. Une synthèse des différents systèmes de recherche ainsi qu’une présentation des attributs utilisés
et des mesures de similarité employées se trouvent dans les différents travaux de synthèse [273, 308, 192].
QBIC QBIC [219, 80] est le premier système de recherche d’images commercial développé par la
société IBM. Les descripteurs visuels qu’intègrent ce système sont la couleur, la texture et la forme. Pour
l’attribut de couleur, sa signature correspond à un vecteur moyen 3D exprimé dans l’un des espaces de
couleurs retenus : RGB, YIQ, Lab, etc. Pour la texture, il s’agit d’une version modifiée des descripteurs
de Tamura [290]. Pour la forme, elle correspond à un vecteur de quatre paramètres : la circularité de
l’objet, l’excentricité, l’orientation principale et un ensemble de moments algébriques invariants. La
distance employée pour comparer les images est la distance euclidienne et, pour les histogrammes, QBIC
intègre la distance quadratique. L’indexation multidimensionnelle appliquée dans QBIC pour accélérer
la recherche est basée sur les arbres-R∗.
Photobook Photobook [232] est un système académique développé par le laboratoire MIT qui per-
met la navigation dans de grandes bases d’images en combinant l’annotation textuelle des images et les
descripteurs extraits des images. La caractérisation des textures est basée sur l’approche « Wold decom-
position » [282]. Les descripteurs retenus pour la texture sont la périodicité, l’orientation et grossièreté.
Pour la forme, elle est modélisée par des éléments finis dont des attributs pertinents sont extraits. La
mesure de similarité employée est la distance euclidienne.
NeTra Le département d’électronique et de génie informatique de l’université de Californie à Santa
Barbara a développé le système de recherche d’images NeTra [200] qui utilise une description par région
segmentée dont chacune est caractérisée par la couleur, la texture, la forme et une localisation spatiale.
Le premier attribut de couleur est représenté par un dictionnaire (code-book) avec une quantification sur
256 couleurs. Les filtres de Gabor et les ondelettes caractérisent la texture. Pour la forme, les descripteurs
sont extraits des courbures et centroïde de la forme. La correspondance entre images s’effectuent par une
distance euclidienne.
Blobworld Blobworld [31], au même titre que Netra, repose sur la caractérisation des régions par la
couleur, la forme, la texture et la localisation spatiale. La couleur dans le cas de Blobworld est repré-
sentée par un histogramme de 218 cases dans l’espace Lab. Le contraste et l’anisotropie caractérisent la
texture. La surface, l’excentricité et l’orientation correspondent aux descripteurs de la forme. La requête
d’un utilisateur consiste à choisir une région et à caractériser son importance par deux variables linguis-
tiques (« somewhat » et « very »). La distance quadratique est employée pour la couleur et la distance
euclidienne est utilisée pour la texture et la forme. L’indexation multidimensionnelle utilisée est similaire
à celle de QBIC (arbre-R∗).
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IKONA IKONA [23] est un système de recherche et de navigation interactive dans de grandes bases
de données multimédia développé par l’équipe IMEDIA de l’INRIA est basé sur une architecture client-
serveur. IKONA procède à l’extraction des descripteurs de la couleur à l’aide de l’histogramme de cou-
leur pondéré [309]. L’extraction de la texture est effectuée en utilisant le spectre de Fourier. Pour la
forme, il utilise l’histogramme d’orientation des contours.
2.7 Conclusion
Ce chapitre a fait l’état de l’art sans exhaustivité des différentes signatures des attributs visuels pou-
vant être utiliser pour la recherche d’images par le contenu ainsi que les approches correspondantes.
Aussi, nous avons dressé une liste de quelques systèmes CBIR académiques et industriels parmi ceux les
plus connus avec leurs principaux choix d’indexation du contenu et de calcul de similarités.
Le chapitre suivant se focalisera à une étude détaillée de la texture, les méthodes d’analyse de texture,
les techniques de sélection des paramètres pertinents ainsi quelques applications de caractérisation de la
texture. Le choix d’un meilleur ensemble de descripteurs de texture promet une bonne caractérisation du
concept de texture.
CHAPITRE 3
Processus de description
de la texture
3.1 Introduction
La texture est une caractéristique fondamentale comme la couleur pour l’analyse des différents types
d’images telles que les images naturelles, aériennes, médicales, etc. puisqu’elle reflète un aspect for-
tement lié à la perception humaine. Cependant, la notion de texture est l’une des moins bien définies
comparée aux autres attributs visuels. Il semble permis de dire que le problème majeur réside en la défi-
nition elle-même de la texture. Reste que cette notion est incontournable dans toute analyse d’images en
témoin l’abondance de littérature en la matière surtout que toute analyse d’images appelle un présupposé
conceptuel sur la notion de texture.
Plusieurs définitions ont été proposées, tout dépend de l’application visée. Parmi ces définitions lit-
téraires, nous trouvons les suivantes :
• Dans le langage didactique, la texture signifie la disposition, l’entrelacement des parties qui com-
posent un corps. « Par cette simple exposition de la texture du bois, on voit que la cohérence lon-
gitudinale doit être bien plus considérable que l’union transversale. » [Buffon, Histoire naturelle
générale et particulière]
• Pour le dictionnaire Larousse, la texture est la répétition spatiale d’un motif de base (fils de tissage
ou étoffe) dans différentes directions de l’espace.
• Pour l’Oxford dictionary, « texture is the way that something feels when you touch it: material with
a silky – smooth, soft and shiny – texture. »
De ces définitions, limitatives, on constate que la texture fait référence à la nature structurée de
la surface considérée. Les adeptes d’une telle définition s’orientent généralement vers une approche
spectrale, structurelle ou syntaxique de la texture.
Plus généralement, dans le domaine multimédia et particulièrement le traitement d’images, la texture
pourra être considérée comme une région d’intérêt (ROI pour region of interest) de l’image qui présente
un aspect homogène pour un observateur humain. Elle peut représenter un même matériau : bois, tissu,
ciel, eau, etc. qui comporte un nombre limité de motifs qui sont répétés suivant des positions plus ou
moins régulières ou aléatoires.
De nombreuses études ont été proposées dans la littérature afin de généraliser la notion de texture.
Cependant, il semble y avoir aucune méthode ou une approche formelle qui soit utile pour ce large
éventail de textures :
• Rosenfeld et Troy [247], Gross [103], et Wu [319] définissent la texture comme un arrangement
répétitif d’une zone donnée.
• Dans [115], Haralick et al. se reposent sur les aspects statistiques et structurels de la texture. Ils
considèrent la texture comme un phénomène à deux niveaux : le premier concerne les propriétés
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Figure 3.1 – Textures structurelles
Figure 3.2 – Textures aléatoires
des éléments de base ou « primitives1 (texels) » à partir desquels est formée la texture; le deuxième
niveau concerne l’organisation et la dépendance spatiale de ces primitives.
• Tamura et al. [290] se sont reposés dans leur définition de la texture sur des tests psycho-visuels.
La texture ainsi est traduite par termes linguistiques proches du langage humain tels que texture
• Une autre définition provient de Unser et Eden [298] où ils déclarent la texture comme une structure
disposant de certaines propriétés spatiales homogènes et invariantes par translation.
• En 1991, Haralick et Shapiro [117] ont défini la texture par l’uniformité, la densité, la grossièreté,
la rugosité, la régularité, l’intensité et la direction des primitives et de leurs relations spatiales.
Bien qu’il n’existe pas de définition générale, satisfaisante pour tous, de la texture; chacun essaie
d’appréhender cette notion en fonction de son centre d’intérêt; certains éléments communs apparaissent
dans les définitions trouvées dans la littérature qui sont des primitives et/ou propriétés ainsi que des
relations statistiques et/ou structurelles entre ces primitives. Ainsi, en pratique, on peut définir les textures
en deux grandes classes qui correspondent à deux niveaux de la perception humaine :
• les textures structurelles ou macro textures qui représentent l’aspect répétitif dans un intervalle
régulier d’une primitive selon une règle (ex. : mur de brique, carrelage, etc.) (figure 3.1) ;
• les textures aléatoires ou micro textures représentant un aspect fin aléatoire (ex. : sable, herbe, etc.)
(figure 3.2) ne comportant ni primitive isolable ni fréquence de répétition.
L’objectif de ce chapitre est de dresser le processus de description de l’information de texture en se
basant sur le procédé d’extraction de connaissances à partir des données (ECD) [122] dans un but de
classification, de recherche d’images et de navigation dans une base d’images. La figure 3.3 illustre le
processus adopté dans notre thèse pour la caractérisation des textures.
1. Sélection des bancs d’essais : Vu la diversité des images texturées provenant de différents do-
1Une primitive est un ensemble connexe d’un certain nombre de pixels de niveaux de gris à peu près semblables : en fait,
on parle d’un motif de base.
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Figure 3.3 – Processus d’ECD pour la description des textures
maines et par différents moyens d’acquisition et de numérisation, il est fortement recommandé de
choisir une base de cette population d’images qui soit la plus représentative. Cette base est dite «
Benchmark ».
2. Analyse de texture : Pour toute application visant l’utilisation des textures pour la classification,
la segmentation, la recherche d’images ou autres, elle nécessite une phase d’extraction des para-
mètres de textures. Il s’agit dans cette étape de transformer les images de la base en paramètres
numériques ayant une signification physique. L’extraction des descripteurs de texture permet de
projeter les images texturées dans un espace ayant une dimension importante (nombre de para-
mètres) faisant appel aux techniques de traitement d’images notamment l’analyse de texture. Le
nombre de paramètres de textures obtenu est important et complexe à exploiter par la suite. De ce
fait, une réduction de l’espace de paramètres se voit utile.
3. Sélection des descripteurs de texture : La sélection des descripteurs de texture consiste à réduire
l’espace de représentation des images en un espace de dimension inférieure et à ne garder que
les descripteurs les plus pertinents caractérisant au mieux la texture sans perdre leur signification
physique du départ. La réduction de dimension peut aussi s’effectuer par l’extraction des descrip-
teurs de texture qui consistent à créer de nouveaux paramètres par des combinaisons linéaires ou
non-linéaires des paramètres initiaux. Dans ce cas, la signification physique du départ est perdue.
4. Applications : Lorsque l’ensemble pertinent de descripteurs de texture est identifié, différentes ap-
plications peuvent être envisagées. Parmi ces applications, nous citons la classification supervisée
et non-supervisée, la recherche d’images, la segmentation, la reconnaissance d’objets, la naviga-
tion, etc.
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Classe # images Classe # images
bark 10 brick 10
bubbles 10 cloth 10
grass 12 leather 10
pigskin 10 raffia 10
sand 14 straw 10
wall 10 water 10
weave 10 wood 10
Table 3.1 – Classification de textures dans la base Brodatz 1
3.2 Choix des bancs d’essais
Le but de notre travail est d’effectuer en premier lieu la recherche d’images par contenu dans un
cadre général. Autrement dit, nous ne focaliseron pas dans un domaine spécifique où les caractéristiques
des applications et des textures traitées sont connues au préalable pour optimiser la recherche. La mise en
œuvre et l’évaluation des méthodes de recherche qui sont relativement général et s’appliquent à de nom-
breux contextes se voient très difficile car elles exigeraient l’utilisation des différentes bases de texture
avec différentes techniques d’analyse de texture. Ainsi, il est nécessaire de disposer d’une vérité-terrain
sur laquelle il s’agit d’automatiser le processus d’extraction des descripteurs et obtenir une référence
statique du modèle texture pour pouvoir l’évaluer par la suite sur des bases de test.
La solution alternative est d’utiliser des bases d’images de texture pour lesquelles la vérité terrain
est disponible; cette vérité terrain correspond généralement à un ensemble de classes de textures mutuel-
lement exclusives. Cependant, pour couvrir un large contexte d’images texturées, il est très important
d’utiliser plusieurs vérité terrain qui ont des caractéristiques qui diffèrent non seulement entre ces bases
d’images (éviter le chevauchement des classes qui peut biaiser l’évaluation des résultats) mais aussi entre
les classes de chaque base de textures.
Avec ces contraintes, nous avons choisi, pour l’évaluation des descripteurs de texture, des bases de
texture largement utilisées par différentes applications nécessitant l’utilisation des textures :
• Brodatz 1 : L’album de Brodatz [28] est le premier standard pour l’évaluation des algorithmes
de texture tels que la classification, la segmentation, la reconnaissance d’objets, etc. La base «
Brodatz 1 » est un sous-ensemble de l’album composée de 14 classes dont chacune comprend
en moyenne 10 textures prises sur différentes angles d’orientation et de contraste. Le tableau 3.1
donne un résumé sur les différentes classes de cette base. La taille des textures est de 512 × 512 et
1024 × 1024 pixels en format TIFF.2
• Brodatz 2 : La seconde base de l’album de Brodatz [28] comprend 111 textures dont aucune
connaissance a priori sur les différentes classes de texture n’est fournie ni les classes pouvant
exister. La taille des textures est de 512 × 512 pixels.3
• Meastex : La base Meastex fournit un ensemble de textures homogènes comprenant 5 classes.
Chaque texture est de 512 × 512 pixels au format PGM. Le tableau 3.2 donne un récapitulatif sur
ces différentes classes.4
2Cette base peut être téléchargée sur le site http://sipi.usc.edu/database/.
3Elle est disponible à l’adresse http://www.ux.uis.no/~tranden/brodatz.html.
4La base est disponible à l’adresse http://www.texturesynthesis.com/meastex/www/for_images.html.
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Classe # images Classe # images
asphalt 4 concrete 12
grass 10 misc 10
rock 25
Table 3.2 – Différentes classes de la base Meastex
3.3 Extraction d’attributs de texture
Les définitions de la texture que nous venons d’évoquer se restreignent souvent à des cas particu-
liers. L’une se réfère au tissage, une autre à la foresterie, etc. Cependant on retrouve toujours un critère
important qui est la notion d’organisation spatiale. Aussi pour reconnaître la texture d’un objet, l’homme
dispose de deux sens (définition Oxford) qui n’apportent pas toujours la même information : la vue et
le toucher. Prenons l’exemple d’une zone de sable granuleuse que l’on photographie. Si on insère cette
photographie dans son emplacement dans le sable réel, les informations issues de la vue restent iden-
tiques tandis que celles issues du toucher deviennent différentes. Dans ce travail, nous nous intéressons
évidement qu’à la partie visuelle.
Une image est une représentation à deux dimensions d’une scène généralement dans un espace tridi-
mensionnel. Elle est créée afin de fournir une entité observable par l’oeil humain. Pour cela, l’information
de texture est communément donnée en niveaux de gris.
Le processus d’extraction des attributs de texture se déroule en deux étapes : premièrement, définir
le type de la texture en question, ensuite, appliquer la technique appropriée pour extraire les attributs
caractéristiques de cette texture.
3.3.1 Classification des images texturées
Malgré la difficulté de générer une définition précise et générale pour tous les types de texture, il est
possible de classer l’ensemble des textures en différentes catégories : structurelles et aléatoires.
3.3.1.1 Textures structurelles
Les textures structurelles sont considérées comme étant la répétition d’un motif élémentaire. La
répartition spatiale de ces motifs de base est effectuée suivant des règles de direction et de placement.
Par exemple, l’image de gauche dans la figure 3.1 est composée d’un ensemble de briques (constituent
les primitives de la texture) disposées régulièrement (déplacement) de manière verticale (direction).
La caractérisation de ce type de texture s’appuie donc sur la description des éléments primitives de la
texture suivie d’une définition de la structure; c’est à dire un ensemble de règles (syntaxiques ou autres)
sur ces primitives en faisant appel aux techniques structurelles.
Dans d’autres cas d’images textures naturelles, il n’est pas toujours possible de caractériser la texture
par des primitives puisqu’elles n’existent pas. Ceci introduit la classe de texture suivante.
3.3.1.2 Textures aléatoires
À l’inverse des textures structurelles, les textures aléatoires ont un aspect totalement désordonné tout
en apparaissant globalement homogènes (aucune primitive n’est discernable par l’oeil humaine). L’effet
texturel dans ce cas est alors associé à l’impression visuelle faite par l’observateur.
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La caractérisation dans ce cas s’effectue en considérant l’image texturée comme étant associée à un
processus aléatoire bidimensionnel. L’analyse de ce type de texture fait appel aux approches probabi-
listes.
3.3.2 Analyse de texture
L’analyse de texture est un domaine important du traitement d’images, de vision par ordinateur et de
la reconnaissance de formes. L’analyse de texture a fait l’objet de nombreux travaux de recherche qui
ont engendré une multitude de méthodes d’analyse [313, 115, 51, 139, 274]. Les méthodes d’analyse de
texture reposent essentiellement sur l’extraction d’un certain nombre de paramètres dits descripteurs. Ces
descripteurs permettent de décrire, de caractériser, de classifier, ..., de segmenter les textures en question.
L’analyse de texture peut s’effectuer en plusieurs niveaux que nous allons introduire dans le pa-
ragraphe suivant. Dans ce travail, l’accent sera mis sur les méthodes statistiques, en particulier sur
les matrices de co-occurrences et la technique de Tamura, puisqu’elles répondent à la majorité de nos
contraintes imposées pour l’extraction des descripteurs de texture.
Approche structurale L’approche structurale tient compte de l’information structurelle et contextuelle
de la texture et est particulièrement bien adaptée aux macro textures. Les étapes d’analyse sont d’abord
l’identification des éléments primitifs puis la caractérisation des règles de déplacement entre ces primi-
tives. Autrement dit, dans un premier temps on effectue une croissance de région sur un ou plusieurs
attributs(intensité lumineuse, gradient, etc.) de façon à identifier les primitives qu’on caractérise par
leur forme et la valeur moyenne de l’attribut utilisé. Dans un deuxième temps on calcule les histo-
grammes du premier ordre ou du second ordre de ces paramètres afin de caractériser leur répartition
dans l’image. Les deux structures les plus importantes sont les structures de graphe et les structures
syntaxiques [295, 324, 193, 156, 198].
Approche statistique L’approche statistique traite la texture comme un processus stochastique déter-
ministe. Elle modélise les notions qualitatives usuelles de texture : « granularité, contraste, homogénéité,
répétitivité, fragmentation, orientation, etc. » :
(i) La granularité est le motif dominant de la texture et parfois même, par abus de langage, synonyme
de texture. Le grain qui donne la granularité est lui-même constitué de pixels voisins possédant le
même niveau de gris. La taille et la densité des grains déterminent le niveau de finesse de la texture.
(ii) Le contraste est basé sur le nombre de niveaux de gris et leur taux de variation. Changer le contraste
entraîne une modification dans la qualité de l’image mais pas sa structure.
(iii) L’orientation est une propriété globale pour une région et traduit la direction générale prise par les
motifs ou grains d’une texture.
Des mesures statistiques sont estimées sur une région ou un voisinage autour d’un pixel de l’image.
Il est à noter que ces paramètres dépendent fortement de la taille de la région d’analyse qui doit contenir
au moins une primitive de base. Le choix de la taille de la région d’analyse est conditionnée par plusieurs
facteurs tels que : la résolution et la granularité de la texture, la dynamique des niveaux de gris, etc. Par
exemple, plus la taille de la région en question est réduite, plus il existe un risque de perdre l’information
granularité de la texture (voir figure 3.4).
D’après son travail ??, Julesz montre que l’œil humain peut distinguer entre textures ayant les mêmes
statistiques du second ordre.
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Figure 3.4 – Taille d’analyse et granularité.(a): texture brique, (b): primitive mesurant la granularité de
la texture, (c): région d’analyse
Statistiques du premier ordre L’analyse par les statistiques du premier ordre consiste à construire une
distribution des pixels individuels, par exemple l’histogramme des niveaux de gris de la texture. Certaines
applications utilisent cette distribution comme descripteur caractérisant la texture. Dans d’autres, des
paramètres statistiques sont calculés à base de cette distribution comme la moyenne, la variance, le
Kurtosis et l’aplatissement (skewness). Bien que ces mesures montrent une efficacité de discrimination
dans des cas simples, elles restent limitées comparées aux statistiques d’ordre supérieur.
Statistiques du second ordre L’analyse par statistiques du second ordre tient en compte des paires
de pixels tout en incluant la dépendance spatiale entre eux, chose qui n’est pas vérifiée par le premier
ordre. Parmi ces méthodes, on trouve les matrices de co-occurrences (MCO) [225, 272] et la technique
de Tamura [290]. Ces deux méthodes ont fait l’objet de plusieurs travaux et s’avèrent souvent efficace.
Dans ce qui suit, nous introduirons ces deux techniques.
3.3.2.1 Matrices de co-occurrences
Dans la mesure où l’on recherche certaines formes de régularité au sein des images et où une image
est constituée d’un très grand nombre de pixels, l’analyse statistique semble a priori intéressante. En
effet, l’utilisation des matrices de co-occurrences des niveaux de gris des pixels d’une image est la tech-
nique statistique la plus populaire [38, 205, 163, 157, 300] pour l’extraction des descripteurs de texture
pour différents types d’images, ainsi pour l’analyse, la segmentation et la classification des images de
types variés, tels que les images médicales, aériennes, astronomiques, etc.
Définitions Cette approche est basée sur la probabilité jointe de la distribution des pixels dans l’image [109,
116]. L’élément pd,θ(i, j) de la matrice de co-occurrences définit la fréquence d’apparition des couples
de niveaux de gris i et j pour les couples de pixels séparés par une distance d selon la direction θ.
Plus précisément, la formule définissant une matrice de co-occurrences non normalisée est la sui-
vante :
Pd,θ(i, j) = |{(i, j)|f(n,m) = i, f(n± d cos θ,m± d sin θ) = j}| (3.1)
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Figure 3.5 – Voisinage (partie supérieure) d’un pixel selon quatre directions principales et trois distances
pour l’extraction des matrices de co-occurrences
1 1 2 3 3
3 2 2 2 1
3 1 1 1 2
3 3 2 2 2
Figure 3.6 – Une « image » 4× 5 avec trois niveaux de gris
Cette première matrice est ensuite normalisée :
pd,θ(i, j) =
Pd,θ(i, j)
N ×M (3.2)
pour une image de taille N ×M .
En pratique, cette formulation générale est particularisée pour quelques directions principales de θ, à
savoir 0°, 45°, 90° et 135° :
P0,d(i, j) = |{(n,m), (k, l) : n = k, |m− l| = d}| (3.3)
P45,d(i, j) = |{(n,m), (k, l) : (n− k = d,m− l = −d) ∨ (k − n = −d, l −m = d)}| (3.4)
P90,d(i, j) = |{(n,m), (k, l) : |k − n| = d, l = m}| (3.5)
P135,d(i, j) = |{(n,m), (k, l) : (k − n = d, l −m = d) ∨ (k − n = −d, l −m = −d)}| (3.6)
où, dans les quatre définitions, le pixel en position (k, l) doit posséder un niveau de gris égal à i tandis
que le pixel situé aux coordonnés (n,m) a la valeur de j.
Une autre variante des matrices de co-occurrences, carré plutôt que circulaire, peut être retenue. La
figure 3.5 illustre les « erreurs » commises par ces quatre approximations pour des valeurs de d égales à
1, 3 et 5.
Afin d’illustrer les calculs, la figure 3.6 présente la matrice d’une pseudo-image à partir de laquelle
sont extraites quatre matrices de co-occurrences (cf. tableau 3.3). En pratique, les matrices sont bien
plus grandes et peuvent être visualisées sous la forme d’images en niveaux de gris, les pixels les plus
lumineux représentant les valeurs élevées de la distribution jointe (cf. figures 3.7 et 3.8).
Les figures 3.9 et 3.10 représentent respectivement l’image réelle Brick et ses quatre matrices de
co-occurrences et l’image Plasbubbles suivie des quatre matrices de co-occurrences. Les matrices de
co-occurrences sont calculés pour la distance d = 1 et sur les quatre orientations principales.
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(a) θ = 0
1 2 3
1 6 3 1
2 3 8 3
3 1 3 4
(b) θ = 45
1 2 3
1 2 3 3
2 3 4 3
3 3 3 0
(c) θ = 90
1 2 3
1 0 7 3
2 7 4 1
3 3 1 4
(d) θ = 135
1 2 3
1 0 7 2
2 7 4 0
3 2 0 2
Table 3.3 – Matrices de co-occurrences pour « l’image » de la figure 3.6 avec d = 1 et différentes
orientations
Figure 3.7 – Illustration d’une matrice de co-occurrences pour l’image Raffia
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Figure 3.8 – Illustration de sa distribution en niveau de gris
Figure 3.9 – L’image Brick et ses matrices de co-occurrences
Figure 3.10 – L’image Plasbubbles et ses matrices de co-occurrences
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Contraintes À partir de ces statistiques, il est possible de repérer certaines textures. Il faut pour cela
qu’un motif :
• se répète à la même échelle ;
• sous les mêmes conditions d’éclairage.
Les matrices de co-occurrences contiennent une masse importante d’informations difficilement mani-
pulable. C’est pour cela qu’elle n’est pas utilisée directement mais à travers des mesures dites paramètres
d’Haralick.
Paramètres associés aux MCO En 1973, Haralick et al. [116] ont proposé quatorze descripteurs cal-
culés à partir des MCO. Bien que corrélés entre eux, ces descripteurs réduisent l’information contenue
dans les MCO et permettent une meilleure discrimination entre différents types de textures.
Le choix du pas de déplacement et la taille de la fenêtre d’analyse sur laquelle s’effectue les mesures
sont les paramètres clés pour la réussite de la méthode.
Au fur et à mesure de notre lecture approfondie dans le domaine de traitement de texture, il s’est
avéré que peu d’entre ces descripteurs sont utilisés pour la description et l’analyse des textures. Dans ce
qui suit, nous allons introduire les quatorze différents paramètres d’Haralick mais nous ne retenons pour
nos expériences que les huit premiers.
Énergie L’énergie d’une matrice de co-occurrences se définit comme la somme des carrés de ses
fréquences :
eng =
n∑
i=0
n∑
j=0
pd,θ(i, j)
2 (3.7)
Elle est perçue comme un moyen de mesurer l’homogénéité globale de l’image. En effet, l’énergie a
une valeur d’autant plus faible qu’il y a de nombreuses zones homogènes. Autrement dit, il existe peu de
transitions de niveaux de gris. Bien sûr, cette formule s’entend pour une matrice particulière, c’est-à dire
modulo la distance et l’orientation.
Ainsi, une image pourrait présenter une énergie très faible, voire nulle, selon une orientation par-
ticulière, par exemple des lignes verticales alternant blanc et noir. Cette même image pourrait même
présenter une énergie nulle selon l’orientation horizontale si la distance choisie vaut un et que les lar-
geurs des lignes vaut également un. Mais, en dehors de cas semblables, construits explicitement pour
mettre en difficulté la mesure, il est quasiment impossible pour une texture « fine », c’est-à dire peu
homogène, de présenter une énergie faible.
Entropie De manière générale, l’entropie est une mesure de la dispersion d’une distribution. La
formule, classique est :
ent = −
n∑
i=0
n∑
j=0
pd,θ(i, j) log pd,θ(i, j) (3.8)
avec pd,θ(i, j) log pd,θ(i, j) = 0 quand pd,θ(i, j) = 0.
Ici, l’entropie devient un indicateur du désordre de la texture. Elle est élevée lorsque les valeurs de
la matrice sont presque toutes égales. L’entropie permet aussi de caractériser le degré de granulation de
l’image. Plus l’entropie est élevée plus la texture est dite « granuleuse ou grossière ».
La figure 3.11 illustre le comportement de l’entropie vis-à vis de celui de l’énergie. Il n’y a donc
pas de corrélation entre ces deux mesures. . . à une exception près. Si toutes les valeurs sont proches de
zéro, ce qui sera inévitablement le cas général puisque la matrice de co-occurrences est normalisée, alors
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Figure 3.11 – Comportements comparés des valeurs prises par le terme de l’énergie, pd,θ(i, j)2, et de
l’entropie, −pd,θ(i, j) log pd,θ(i, j)
l’énergie et l’entropie présentent une corrélation forte, plus particulièrement marquée dans l’intervalle
[0; 0, 1] où les courbes peuvent être facilement approximées par des droites. Il n’est donc pas évident que
l’entropie soit utile si elle est utilisée telle quelle.
Homogénéité locale Plus le paramètre d’homogénéité locale est élevé plus la texture possède des
régions homogènes ou des périodicités dans le sens de la translation :
homloc =
n∑
i=0
n∑
j=0
1
1 + (i− j)2 pd,θ(i, j) (3.9)
Uniformité L’uniformité d’une texture peut être traduite par l’absence de différences de niveaux
de gris. Une formule est alors :
unif =
n∑
i=0
pd,θ(i, i)
2 (3.10)
Ce paramètre d’uniformité est d’autant plus élevé que les différences de niveaux de gris sont faibles.
Contraste Ce paramètre a un comportement « inverse » de l’homogénéité locale, car il mesure les
variations locales des niveaux de gris. Sa valeur est d’autant plus importante que la texture possède moins
de régions homogènes. Ce paramètre permet aussi de caractériser la dispersion des valeurs de la matrice
par rapport à sa diagonale principale :
cont =
n∑
i=0
n∑
j=0
(i− j)2pd,θ(i, j) (3.11)
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Figure 3.12 – Comportement de la mesure du contraste
La figure 3.12 fournit une illustration du comportement de cette mesure. Une valeur élevée n’est
obtenue que par une fréquence élevée jointe à une grande différence entre niveaux de gris. En particulier,
les fréquences de la diagonale principale n’interviennent pas dans cette mesure.
La figure 3.13 compare le comportement de cette mesure avec celui de l’homogénéité locale.
Direction Une façon de définir la direction d’une texture est de la caractériser par la présence
importante de couples de pixels de même valeur dans le sens de la translation. Dans le cas le plus marqué
il s’agit d’une ligne d’intensité uniforme. Dans le cas général, il s’agit d’un « pointillé » particulier
puisque la direction retenue pour le calcul des matrices est arbitraire et ne correspond pas l’angle effectif
de la texture. En se basant sur cette interprétation, la formule est :
dir =
n∑
i=0
pd,θ(i, i) (3.12)
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Figure 3.13 – Comportements comparés de la mesure du contraste et de celle de l’homogénéité locale
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Corrélation La corrélation mesure l’uniformité des distributions des niveaux de gris :
corr =
n∑
i=0
n∑
j=0
ijpd,θ(i, j)− µiµj
σiσj
(3.13)
Autres paramètres Les mesures suivantes sont rapidement introduites par souci d’exhaustivité
mais leur interprétation n’est pas simple, leur valeurs sont a priori assez redondantes avec les précédentes
et certaines sont coûteuses à calculer :
• moyenne des sommes :
ms =
2n−1∑
k=2
kmx+y(k) (3.14)
• variance des sommes :
vs =
2n−1∑
k=2
(k −ms)2mx+y(k) (3.15)
• entropie de la somme :
ents = −
2n−1∑
k=2
mx+y(k) log(mx+y(k)) (3.16)
• variance des différences :
vdf =
n∑
k=0
(k − µx−y)2mx−y(k) (3.17)
• entropie des différences :
entdf = −
n∑
k=0
mx−y(k) log(mx−y(k)) (3.18)
• corrélation de l’information 1 :
corrf1 =
ent−H1XY
max(HX , HY )
(3.19)
• corrélation de l’information 2 :
corrf2 =
√
1− e−2(H2XY −ent) (3.20)
• corrélation maximum :
corrmax =
√
λ2 (3.21)
où:
• mx(i) est la somme de la ligne i;
• my(j) est la somme de la ligne j ;
• mx+y(i) est la somme de la ie diagonale secondaire ;
• mx−y(i) est la somme de la ie diagonale principale ;
• µi =
1
n
n∑
x=0
m(i, x) ;
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• µj =
1
n
n∑
y=0
m(y, j) ;
• µx−y =
1
n
n∑
y=0
mx−y(y) ;
• σi =
1
n
n∑
x=0
(m(i, x)− µi)2 ;
• σi =
1
n
n∑
x=0
(m(y, j)− µj)2 ;
• HX = −
n∑
k=0
mx(k) log(mx(k)) ;
• HY = −
n∑
k=0
my(k) log(my(k)) ;
• H1XY = −
n∑
i=0
n∑
j=0
m(i, j) log(mx(i)my(j)) ;
• H2XY = −
n∑
i=0
n∑
j=0
mx(i)my(j) log(mx(i)my(j)) ;
• Q = {q(i, j)|i = 0, . . . , n; j = 0, . . . , n} avec q(i, j) =
n∑
k=0
m(i,k)m(k,j)
mx(i)my(j)
;
• λ2 est la deuxième des plus grandes valeurs propres de Q.
Après une longue recherche dans le domaine d’analyse de texture et notamment l’extraction de des-
cripteurs de texture à l’aide des matrices de co-occurrences, il nous est apparût que les quatorze para-
mètres proposés par Haralick et al. ne sont pas tous utilisés, seul un ensemble restreint est appliqué pour
tels types de texture et pour tel domaine (les combinaisons des paramètres peuvent changer selon la na-
ture de la texture et le domaine d’application). Notre recherche d’extraction donc, s’est focalisée sur le
regroupement de tous les paramètres fréquemment utilisés pour cette fin. Les huit premiers paramètres
parmi ceux qui sont cités ci-dessus s’avèrent a priori les plus pertinents en terme de reconnaissance et
description de texture. Les six derniers sont exclus de notre travail pour trois raisons. La première est
qu’ils sont rarement utilisés pour décrire la texture. La seconde raison est qu’ils sont coûteux en temps
de calcul comparés aux huit premiers paramètres et dernièrement, aucune définition claire et précise n’est
fournie concernant ces paramètres; information qui est nécessaire pour le passage au niveau sémantique.
3.3.2.2 Technique de Tamura
Tamura et al. [290] adopte une approche basée sur des études psychologiques sur la perception vi-
suelle humaine. Les auteurs proposent six descripteurs :
• grossièreté (coarseness) ;
• contraste (contrast) ;
• direction (direction) ;
• présence de lignes (line-likeness) ;
• régularité (regularity) ;
• rugosité (roughness).
La forte liaison de ces descripteurs, notamment les trois premiers, avec la perception humaine fait
de cette représentation des textures un champ intéressant et exploitable pour la recherche par le contenu
des images. Il semblerait que l’œil l’humain soit le plus sensible à la grossièreté de la texture, puis à son
contraste et enfin à la direction.
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Grossièreté La grossièreté est une mesure de la granularité de l’image [291]. Le calcul de ce paramètre
est assez complexe et surtout très coûteux (grosso modo en O(N×M×2kmax) où kmax est une constante
pouvant être relativement importante.
Il se décompose en quatre étapes :
1. Pour chaque valeur x du pixel positionné en (i, j), c’est-à-dire que x = valeur(i, j) :
Ak(x, y) =
1
22k
x+2k−1−1∑
i=x−2k−1
y+2k−1−1∑
j=y−2k−1
x(i, j) (3.22)
2. Ensuite, calculer respectivement les différences horizontales et verticales :
EHk (x, y) = |Ak(x+ 2k, y)−Ak(x− 2k, y)| (3.23)
EVk (x, y) = |Ak(x, y + 2k)−Ak(x, y − 2k)| (3.24)
3. Puis, pour chaque pixel, choisir la valeur k qui maximise les différences horizontales et verticales :
kˆ(x, y) = argmaxk{EHk (x, y), EVk (x, y)} (3.25)
Cette valeur est censée représenter la taille d’un « granule » centré sur le pixel (x, y).
4. Enfin, la valeur du paramètre de grossièreté est obtenue comme la moyenne des tailles des meilleurs
granules trouvés sur l’ensemble de l’image :
fcrs =
1
N ×M
N∑
x=1
M∑
y=1
kˆ(x, y) (3.26)
Contraste Le contraste mesure la variation des niveaux de gris dans l’image [291, 126]. Il est mesuré
en fonction de l’écart-type σ et du kurtosis α4 :
fcon =
σ
(α4)γ
(3.27)
où γ est une constante positive. Selon les expériences faites par Tamura et al., γ = 14 donne les meilleurs
résultats.
Direction Le paramètre de direction mesure l’orientation totale dans l’image, non les différentes direc-
tions qui peuvent éventuellement exister dans l’image [291, 126]. Le calcul de ce paramètre s’effectue
en quatre étapes :
1. Calculer pour chaque pixel p(i, j) de l’image, le gradient horizontal et vertical. Le gradient calculé
sur un voisinage de pixels, reflète la direction des variations des niveaux de gris sur ce voisinage.
Cela permet aussi de détecter les contours existants dans l’image.
Tamura a calculé le gradient horizontal ∆h en faisant la différence entre les trois niveaux de gris
du côté gauche du pixel p(i, j) et les trois niveaux de gris du côté droit :
∆h(i, j) =
∑
k∈{−1,0,1}
(p(i+ 1, j + k)− p(i− 1, j + k)) (3.28)
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Le gradient vertical ∆v est la différence entre les trois niveaux de gris du dessus et du bas du pixel
p(i, j) :
∆v(i, j) =
∑
k∈{−1,0,1}
(p(i+ k, j + 1)− p(i+ k, j − 1)) (3.29)
2. Calculer la longueur e et l’angle d’orientation a sur chaque pixel comme suit :
e(i, j) =
|∆h(i, j)|+ |∆v(i, j)|
2
(3.30)
a(i, j) = tan−1(
|∆v(i, j)|
|∆h(i, j)|) +
π
2
(3.31)
3. Construire l’histogramme H en sommant tous les points dont la longueur e est supérieure à un
certain seuil α et en tenant compte de la valeur de l’angle a du contour.
Plus précisément, H(k) est égal au nombre de pixels tels que : 2k−12n <
a
pi
≤ 2k+12n (mod1) et
|e| > α avec k ∈ {−1, 0, 1}.
4. Une fois l’histogramme construit, la variance des valeurs des pics est calculée. La direction de
l’image est calculée en sommant ces variances.
Les trois descripteurs qui viennent sont fortement corrélés à ceux introduits précédemment.
Présence de lignes Ce paramètre détecte si l’image comprend des lignes ou non. Il est défini comme
suit :
flin =
M∑
i=1
M∑
j=1
P (i, j) cos 2pi(i−j)
M
M∑
i=1
M∑
j=1
P (i, j)
(3.32)
où P est la matrice de co-occurrences calculée pour l’image. Il s’agit de la même notion introduite dans
la section 3.3.2.1.
Régularité La régularité est donnée par :
freg = 1− α(σcrs + σcon + σdir + σlin) (3.33)
où α est un facteur de normalisation.
Cette définition additive s’exclut de facto de notre analyse. En effet, le découpage en variables lin-
guistiques des descripteurs de base est perdu dans la forme additive. La figure 3.14 illustre cette perte
d’information. Soit un descripteur f dont les valeurs sont traduites par les termes A et B et un descripteur
g décrit par les termes α et β. Alors la somme de ces deux descripteurs n’apportera aucune information.
Bien au contraire, elle va créer une importante zone d’incertitude. Ce phénomène doit être interprété
comme la version discrète du théorème central-limite.
Rugosité Le paramètre de rugosité est simplement obtenu en sommant les descripteurs de grossièreté
et de contraste :
frgh = fcrs + fcon (3.34)
Ce paramètre est exclu pour la même raison que précédemment.
Après l’étape d’extraction des descripteurs de texture, vient la phase d’analyse de ces attributs afin
d’obtenir un vecteur signature unique pour tout type de textures. Ce point sera détaillé dans la section
suivante.
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Figure 3.14 – Perte de précision via l’addition de propriétés discrétisées
3.4 Sélection des descripteurs de texture
Après la phase d’extraction des descripteurs de texture, la chaîne d’analyse des textures est poursuivie
par une phase de réduction de dimension de ces descripteurs supposés de grande dimension et/ou redon-
dants. Théoriquement, l’augmentation du nombre des descripteurs pourra améliorer les performances
du système. Néanmoins, en pratique, l’utilisation d’un grand nombre de descripteurs, en plus du pro-
blème de complexité engendré par la dimension élevée de l’espace de représentation des données, peut
en fait aboutir à une baisse des performances [68]. Ce phénomène est connu sous l’expression de « la
malédiction de la dimensionalité » (en anglais. curse of dimensionality).
Malgré que le nombre de descripteurs choisis préliminairement pour l’analyse de textures est faible,
de l’ordre de 8, la réduction de dimension de l’espace des descripteurs dans notre cas est indispensable
pour deux raisons conjointes :
1. enlever la redondance entre les descripteurs ;
2. faciliter l’implémentation de ces descripteurs dans un système de gestion de bases de données
(SGBD) standard dont les performances se dégradent une fois la dimension des variables excède
5 paramètres [120].
Les méthodes de réduction de dimension des données utilisées peuvent être divisées en deux classes :
• les méthodes d’extraction (feature extraction) ;
• les méthodes de sélection (feature selection).
Méthodes d’extraction La réduction de dimension par extraction consiste à générer de nouveaux pa-
ramètres à partir des paramètres initiaux avec une dimension plus petite. Il s’agit de projeter l’ensemble
des données d’un espace de dimensionℜp dans un espace de dimensionℜq (q ≤ p). Plusieurs techniques
sont proposées dans ce cadre et sont subdivisées selon deux aspects : linéaire et non-linéaire. Parmi les
méthodes linéaires [25, 26], on trouve :
• l’analyse en composantes principales (ACP) ;
• l’analyse linéaire discriminante (ALD) ;
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• l’analyse factorielle des correspondances (AFC) ;
• etc.
Pour les méthodes non-linéaires, on trouve :
• l’analyse en composantes curvilinéaires (ACC) [60, 61] ;
• Kernel PCA [261] ;
• Data-driven High Dimensional Scaling (DD-HDS) [179] ;
• etc.
Méthodes de sélection des attributs Les méthodes de sélection sont la seconde option des méthodes
de réduction de la dimension des descripteurs. Ces approches cherchent le sous-ensemble optimal (dis-
criminant) des descripteurs pertinents. La pertinence de ce sous-ensemble est évaluée en fonction de
l’objectif de l’application.
Formellement, soit Ωx l’espace de représentation de D descripteurs Xi, i = 1, . . . , D. Il s’agit de
trouver un sous-ensemble Sx de dimension d de l’espace Ωx tel que d < D tout en répondant aux critères
suivants posés dans notre travail :
1. un taux important de reconnaissance ou prédiction dans la cas de la classification;
2. meilleurs taux de rappel et de précision dans le cas de la recherche d’images par contenu.
Les méthodes de réduction de dimension par sélection sont en plein essor depuis les années soixante
et sont largement utilisées pour la catégorisation des textes [326, 81, 181], la classification [58, 187], en
data-mining [57, 114, 216] et pour toutes les approches automatiques [113, 22]. Des introductions aux
techniques de sélection sont données dans [140, 108, 216, 187].
Étant donné que le but principal de ces méthodes est de trouver un sous-ensemble optimal, une re-
cherche exhaustive des différentes possibilités (s’il y a n paramètres initiaux, alors on aura 2n possibilités
à évaluer; par exemple pour n =14, il lui correspond 32768 sous-ensembles) s’avère coûteuse en terme
du temps de calcul et d’évaluation. Pour cela, plusieurs stratégies ont été proposées Backward selection
(BS), Forward selection (FS), Floating forward selection (FFS) et Floating backward selection (FBS):
Backward selection Les méthodes de backward selection utilisent à la première itération, toutes les
variables; retirent celle qui est la moins discriminante en terme du critère donné. Ensuite, on réitère sur
le reste des variables et ainsi de suite, on élimine la variable la plus faible. La recherche s’arrête lorsque
toutes les variables dans le modèle soient significatives. Cette approche a pour inconvénient est qu’elle
ne permet pas de réévaluer la variable éliminée. Elle est efficace pour un nombre important de variables.
Forward selection À l’inverse des premières, cette approche commence par un ensemble vide de va-
riables, puis à chaque itération, la variable qui donne un taux de discrimination maximal couplée avec
celles déjà incluses est sélectionnée. Son inconvénient est qu’elle ne permet pas d’éliminer une variable
qui devient inefficace après l’ajout d’autres variables. Par contre, elle est efficace pour un nombre petit
de paramètres.
Floating forward & backward selection [235] Pour la méthode FFS, au début, le sous-ensemble opti-
mal est initialisé à l’ensemble vide; et à chaque itération, une nouvelle variable est ajoutée. Après chaque
insertion, on vérifie si on peut enlever des variables une après l’autre tout en conservant un bon taux de
discrimination. Cette approche est une combinaison des deux premières. Pour la méthode FBS, elle est
similaire à la méthode FFS sauf qu’elle débute avec l’ensemble complet de variables.
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Une fois la méthode de recherche appropriée à l’application visée est choisie, on doit exécuter un al-
gorithme de sélection des variables pour extraire le meilleur sous-ensemble. Deux catégories d’approches
existent : les algorithmes dits filtres [57, 327] et les algorithmes wrappers [160].
Approches à base de filtres Ces algorithmes mesurent la pertinence du sous-ensemble à sélectionner
indépendamment du classifier ou un critère donné. Il s’agit d’ordonner les différentes variables selon la
pertinence du score qui leur a été attribué durant l’évaluation des sous-ensembles [158, 124]. Plusieurs
algorithmes sont proposés, nous avons choisi d’étudier l’algorithme CFS (Correlation-based Feature Se-
lection) [113, 327]) basés sur l’incertitude symétrique, une autre version du CFS basée sur la corrélation
de Pearson (PCFS) [133] et l’information mutuelle (MIFS) [9, 170, 169, 230, 78, 165, 220]. Les détails
de ces algorithmes sont présentés dans la suite.
Approches à base de wrappers Au contraire de la première approche, les algorithmes wrappers défi-
nissent la pertinence des attributs par l’intermédiaire d’une prédiction de la performance du système final
(classification par exemple). Nous avons choisi dans ce cas quatre algorithmes : ReliefF [158, 246],
Fisher ou analyse discriminantes [254, 333], les arbres de décision [311] et les algorithmes géné-
tiques [229, 325].
3.4.1 Algorithme CFS
Dans sa thèse, Hall [112] a introduit une méthode heuristique de sélection des variables basée sur
la notion de mérite. Cette heuristique tient en compte la capacité de chaque variable à prédire la classe
d’appartenance selon leur niveau d’intercorrélation. L’hypothèse sur laquelle est basée cette heuristique
provient de cette constatation : « Good feature subsets contain features highly correlated with (predictive
of) the class, yet uncorrelated with (not predictive of) each other. »
La mesure de mérite d’un sous-ensemble S utilisée dans le CFS est une version empruntée de la
théorie des mesures [96] donnée par la formule :
MeritS =
kr¯cf√
k + k(k − 1)r¯ff
(3.35)
avec
• k le nombre de variables dans S ;
• r¯cf la corrélation moyenne entre le descripteur f ∈ S et la classe d’appartenance c ;
• r¯ff la moyenne de l’inter-corrélation de f .
Le numérateur donne une indication sur la prédiction d’une classe par l’ensemble S de descripteurs,
tandis que le dénominateur mesure la redondance des descripteurs au sein du même groupe.
L’algorithme CFS (Correlation-based Feature Selection) se déroule comme suit :
1. discrétisation des variables
Dans le cas où les variables à traiter sont continues, l’algorithme CFS procède à une discrétisation5
selon la méthode de Fayyad et Irani [73].
2. calcul des corrélations
5La discrétisation consiste à transformer une variable continue en une variable discrète par découpe de sa dynamique. Cette
notion sera plus détaillée dans le chapitre 6.
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Pour l’algorithme CFS [113, 327], les corrélations r¯cf et r¯ff sont mesurées en fonction d’une
nouvelle entité dite incertitude symétrique. Elle est basée sur l’entropie conditionnelle. Sa formule
est donnée par l’équation 3.36 :
incertitude symétrique = 2× gain
H(Y ) +H(X)
(3.36)
où :
• gain est le gain d’information mesurant la diminution de l’incertitude sur Y lorsque X est
réalisé :
gain = H(Y )−H(Y |X) (3.37)
= H(Y ) +H(X)−H(X,Y ) (3.38)
• H(Y ) et H(Y |X) mesurent respectivement l’entropie de Y avant et après observation de X :
H(Y ) = −
∑
y∈Y
p(y) log2(p(y)) (3.39)
H(Y |X) = −
∑
x∈X
p(x)
∑
y∈Y
p(y|x) log2(p(y|x)) (3.40)
3. évaluation de la valeur de la fonction mérite
L’incertitude est remplacée dans l’équation du mérite. L’ensemble qui possède la plus grande va-
leur est sélectionné.
3.4.2 Algorithme MIFS
La limite des algorithmes d’ordonnancement tels que CFS et PCFS est qu’ils traitent chaque pa-
ramètre individuellement sans tenir en compte l’information qui peut être apportée en interaction avec
d’autres paramètres. Une solution alternative a été proposée par l’algorithme PaCFS.
Une autre alternative est donnée par l’algorithme MIFS (Mutual Information Feature Selection) pro-
posé par Battiti [9]. L’algorithme MIFS consiste à chercher le sous-ensemble S, de dimension d inférieure
à celle de l’ensemble total des descripteurs initiaux, qui maximise l’information mutuelle IM(C, S)
entre cet ensemble et la variable C des classes d’appartenance.
L’information mutuelle est largement utilisée pour la sélection des attributs [9, 230, 165]. En général,
elle mesure la quantité d’information d’une variable contenue dans une seconde. Ainsi, lorsque cette
valeur est maximale, ces deux variables sont dites « identiques ». Sélectionner le descripteur étant le
plus lié à la classe C peut donc se faire en maximisant leur information mutuelle. Généralement, cette
information est basée sur la notion d’entropie. Néanmoins, on trouve 3 définitions équivalentes dont
chacune permet d’expliquer différemment cette information.
Entropie L’entropie est la quantité d’information contenue dans une source d’information. Cette source
peut être un système physique, une image ou autre. Ici, on considère comme source d’information l’en-
semble des réalisations d’un descripteur X = (x1, . . . , xn) ayant tous une probabilité pi d’être réalisée.
Plus les pi sont équiprobables, plus son entropie H(X) est grande. Shannon [267] propose une définition
de l’entropie telle que :
H(X) = −
∑
i
pi log(pi) (3.41)
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Cette expression montre bien que plus un élément est rare, plus il a de signification. Par exemple,
dans le cas d’analyse d’images, si une image est constituée de pixels de plusieurs niveaux de gris, alors
l’image contient une information plus importante qu’une image d’un seul niveau de gris. La définition de
Shannon de l’entropie indique l’information moyenne que l’on peut tirer de chaque élément de l’image.
Information mutuelle Soit X une variable à n réalisations (X = x1, . . . , xn) et C variable discrète à
k classes (C = c1, . . . , ck).
La première définition de l’information mutuelle IM(C,X) utilise la différence de l’entropie de X
et de l’entropie de la même variable X sachant la classe C :
IM(C,X) = H(X)−H(X|C) = H(C)−H(C|X) (3.42)
H(X|C) mesure la quantité d’information contenu dans X lorsque la classe C est fournie. L’infor-
mation mutuelle correspond donc à la quantité d’information que C possède sur X , ou inversement, la
quantité d’information que X possède sur C.
La seconde définition évoque la distance de Kullback-Leibler qui mesure la distance entre deux
distributions :
IM(X,C) =
∑
x∈X
∑
c∈C
pxc log
pxc
pxpc
(3.43)
Cette définition de l’information mutuelle mesure donc la dépendance entre X et C. L’attribut X
sera sélectionné s’il est fortement corrélé à C.
La troisième définition de l’information mutuelle est une combinaison des entropies séparées et
jointes des deux variables :
IM(C,X) = H(X) +H(C)−H(X,C) (3.44)
L’entropie jointe H(X,C) mesure la quantité d’information que les deux variables apportent en
même temps. S’ils sont proches, on dira qu’une variable explique bien la seconde et l’entropie jointe est
minimale.
Limitations Dans le cas où la dimension de l’espace des attributs est assez importante D >>, le
calcul de l’information mutuelle IM entre tous les sous-ensembles candidats et la classe C s’annonce
onéreux en temps de calcul et d’itérations. Si la taille du sous-ensemble à choisir est k, alors on aura
2k+1 probabilités à estimer [78]; par exemple, prenons D = 1000 et k = 19, alors 220 = 1048 576
probabilités à calculer.
Pour pallier à cette limitation, d’autres alternatives sont proposés utilisant l’information mutuelle
conditionnelle [9, 169, 170, 78, 220].
L’information mutuelle conditionnelle IMC donnée par Battiti [9] :
IMCBattiti(C,Xi|S) = IM(C,Xi)− β
∑
Xs∈S
IM(Xs, Xi) (3.45)
Dans [169, 170], Kwak et Choi ont proposé l’algorithme MIFS −U tel que l’information mutuelle
conditionnelle est donnée par la formule suivante :
IMCKwak(C,Xi|S) = IM(C,Xi)− β
∑
Xs∈S
IM(C,Xs
H(Xs)
IM(Xs, Xi) (3.46)
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Figure 3.15 – Diagramme de Venn de l’information mutuelle et l’entropie conditionnelle pour une classe
C et une variable X [106]
Le second terme dans 3.45 et 3.46 mesure la redondance entre le descripteur candidat Xi et les
descripteurs sélectionnés Xs suivant la concordance avec C. Le paramètre β est un facteur de contrôle de
la redondance. Peng et al [230] ont montré que pour maximiser IM(C, S) par une recherche séquentielle
en amont (SFS), la valeur adéquate de β est 1|S| où |S| est le nombre de descripteurs sélectionnés.
3.4.3 Algorithme ReliefF
L’algorithme ReliefF est une version améliorée de l’algorithme Relief introduit par Kira et Ren-
dell [158] et qui est limité à la classification binaire (deux classes). L’algorithme ReliefF est étendu au
cas multi-classes par Kononenko [246].
L’algorithme ReliefF, de plus de sa capacité de détecter et d’éliminer les attributs redondants, permet
de définir un critère de pertinence basé sur le calcul des poids (scores). Ce critère mesure la capacité de
chaque attribut à regrouper les données provenant de la même classe c et discriminer celles ayant des
classes différentes (variables hitsc et missc, lignes 4 et 5). Les poids de tous les attributs sont mis à jour
en tenant compte des valeurs de Dj , hitsk et misskc. Si la donnée Dj et la moyenne des hitsk ont des
valeurs différents pour l’attribut Xi alors ce dernier n’est pas sélectionné car il sépare deux instances
d’une même classe. Autrement, si l’instance Dj a une valeur différente de misskc alors l’attribut Xi
est pris puisqu’il sépare deux instances de classes différentes. L’algorithme est décrit dans le tableau 1
avec P (c) est la probabilité a priori d’avoir la classe c et (1− P (classe(Dj))) représente la somme des
probabilités des classes non détectées.
La fonction diff(Dj , Xi, Dk) calcule la différence entre l’attribut Xi et deux instances Dj et Dk.
Sa formule est comme suit :
diff(Dj , Xi, Dk) =
|Xi,j −Xi,k|
max(Xi −min(Xi) (3.47)
Un poids positif indique une corrélation forte entre l’attribut et sa classe d’appartenance. Autrement
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Algorithme 1 Algorithme ReliefF
Entrées :
• N : vecteurs descripteurs ;
• Ω : (X1, . . . , XN ) ;
• C : classe d’appartenance ;
• M : nombre de données ;
• m : nombre d’itérations imposé par l’utilisateur.
1. ωi ← 0,∀i ∈ {1, . . . , N} // Initialiser les poids
2. pour j = 1 à m avec m < M faire
3. Tirer aléatoirement une donnée Dj
4. Trouver les K plus proches voisins de Dj appartenant à la même classe (hits)
5. Dans chaque classe c 6= classe(Dj), trouver les K plus proches voisins de Dj appartenant à
des classes différentes (misskc)
6. Pour i← 1 à N faire // Mettre à jour les poids
7. ωi ← ωi −
K∑
k=1
diff(Dj ,Xi,hitsk)
mK
+
∑
c 6=classe(Dj)
P (c)
1−P (classe(Dj))
K∑
k=1
diff(Dj ,Xi,messck)
mK
8. fin pour
9. fin pour
10.
dit, il est d’autant plus grand que les données issues de la même classe ont des valeurs proches et que les
données issues de classes différentes sont bien séparées. Les scores attribués aux différents paramètres
permet de les ordonner et donc sélectionner le meilleur sous-ensemble. Cet algorithme est rapide, sa
complexité est O(m.N.M).
3.4.4 Algorithme Fisher
L’algorithme Fisher repose sur l’analyse discriminante linéaire de Fisher (AFD) [88]. De façon gé-
nérale, un problème de discrimination linéaire, à deux classes, revient à séparer l’espace des données en
deux espaces grâce à un hyperplan. Choisir la classe (à valeur dans -1 et 1) d’une donnée consiste alors
à déterminer de quel côté de l’hyperplan elle se situe, ce qui se traduit par la formule suivante :
g(Dj) = sign(ω.Dj + b) (3.48)
où Dj ∈ ℜN , j = 1 . . .M, ω ∈ ℜN . b est un biais d’estimation et g(Dj) la classe prédite pour la donné
Dj .
L’objectif de l’AFD est de trouver la droite sur laquelle les données projettées sont mieux séparées.
Cela dit, celle qui maximise le rapport des variances inter et intra classes des projections. Lorsque l’on
fait l’hypothèse que les attributs sont non corrélés et suivent sur chaque classe (+,−) une distribution
gaussienne N(µ+, σ+) et µ−, σ−, l’AFD permet de distinguer les deux classes en mesurant le chevau-
chement de leurs fonctions de densité de probabilité. Ainsi, les scores des attributs seront estimés par :
ωi =
(µ+i − µ−i )
(σ+i )
2 + (σ−i )
2
(3.49)
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Le formule peut être étendue au cas multi-classe en considérant qu’il s’agit d’un ensemble de pro-
blèmes à deux classes du type un contre tous (one-all).
3.4.5 Algorithmes génétiques
Les algorithmes génétiques, proposés par Holland [123], sont des algorithmes d’optimisation s’ap-
puyant sur des techniques dérivées de la génétique et de l’évolution naturelle : croisements, mutations,
sélection, etc. Actuellement, ces algorithmes sont utilisés pour la sélection et l’extraction des para-
mètres [229, 325, 243]. La figure 3.16 illustre le principe du fonctionnement des algorithmes génétiques.
L’opération consiste à sélectionner aléatoirement un sous-ensemble de paramètres, calculer sa fonction
de fitness en l’injectant dans un classifieur. L’ensemble ayant le plus grand taux de classification est
sélectionné.
Une utilisation directe des algorithmes génétiques pour la sélection des paramètres est faite par Sied-
lecki et Sklanski [270]. Ils ont utilisé les algorithmes génétiques pour chercher un vecteur binaire optimal
où chaque bit est associé à un paramètre. Si le ie bit de ce vecteur est égal à 1, alors le ie paramètre est
utilisé dans la classification; sinon si ce bit est égal à 0, alors le paramètre correspondant est éliminé de
la classification. Ensuite, chaque sous-ensemble obtenu est évalué selon le taux de classification estimé
par le classifieur.
Par analogie, dans ce travail, nous utilisons les algorithmes génétiques pour la sélection des para-
mètres les plus pertinents en terme de classification des textures. Dans ce cas, chaque paramètre est
associé à un gène du chromosome de représentation; un chromosome est un vecteur de bit de longueur
égale au nombre de paramètres; un nombre de chromosomes constitue une population. Ainsi, une valeur
nulle du gène signifie que le paramètre associé ne fera pas partie des paramètres utilisés dans l’étape de
classification comme illustré par la figure 3.17.
L’objectif ici est de sélectionner le chromosome ou le sous-ensemble de paramètres le plus pertinent
de taille minimal tout en gardant un bon taux de classification. L’évaluation d’une population et donc un
sous-ensemble de paramètres est effectuée suivant une fonction de qualité dite fonction d’adaptation ou
fitness. Cette fonction est objective, dépendant de l’application envisagée qu’il faudra la maximiser ou
minimiser. Dans notre cas, la fonction fitness dépend du taux de classification à maximiser, par la suite,
nous avons choisi le modèle suivant comme fonction d’évaluation :
fitnessp = (τp + f0p )× 102 (3.50)
où τp est le taux de classification trouvé pour un chromosome de taille p paramètres et f0p est la fréquence
des paramètres nuls non utilisés lors de la classification. Si le taux de classification atteint des valeurs
maximales, cela implique que le nombre des paramètres nuls est faible et par la suite la valeur de fitnessp
est grande. Dans le cas inverse, s’il s’agit d’une mauvaise classification (taux faible), c’est-à-dire que
les paramètres utilisés pour la classification sont insuffisants augmentant ainsi le nombre des paramètres
nuls dans le chromosome et par la suite, la valeur de la fitnessp s’incrémente avec la fréquence f0p .
Ensuite, on réitère cette évaluation avec la nouvelle population créée à partir de trois opérations
essentielles : sélection, croisement et mutation (cf. figure 3.18).
Sélection La première étape d’une recherche par AG consiste à sélectionner une sous-population (nombre
de chromosomes) à partir de la population parent. La probabilité qu’un chromosome fera partie de la
nouvelle population est directement liée à son efficacité au sein de la population. Il existe plusieurs mé-
thodes de reproduction de population. La méthode la plus courante est celle initiée par Holland [123] :
la roulette de loterie biaisée (roulette wheel selection). Cette méthode de sélection est proportionnelle
CHAPITRE 3 — Processus de description de la texture 47
Figure 3.16 – Sélection des paramètres par les AGs [143]
Figure 3.17 – Chromosome pour la sélection de paramètres
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Figure 3.18 – Les trois opérations de base dans les GA : (a) sélection, (b) croisement et (c) mutation
au niveau de fitness des chromosomes. Le nombre de fois qu’un chromosome sera sélectionné est égal
à sa fitness divisé par la moyenne du fitness de la population totale (plus exactement, la partie entière
représente le nombre de fois qu’il sera sélectionné, et la partie flottante la probabilité qu’il aura d’être
sélectionné à nouveau ). Cette fonction est déterminante dans un algorithme génétique. De nombreuses
autres méthodes de sélection, bien plus complexes sont disponibles : le sigma (scaling), la sélection à la
Boltzman, la sélection par rang, la sélection par tournois, etc.
Croisement L’opération de croisement (cross-over) est un moyen majeur qui permet la création de
nouveaux individus à partir des anciens. Le croisement consiste dans un premier temps à tirer aléatoire-
ment des chromosomes deux à deux. Ensuite, choisir aléatoirement le point de croisement (locus) (chiffre
entre 1 et p-1 où p est la taille du chromosome). Dans la figure 3.18(b), le point de croisement est 4. Puis,
échanger autour de ce point les gènes des deux chromosomes parents pour obtenir deux nouveaux chro-
mosomes enfants. C’est le principe du single-point cross-over. Dans un cadre général, l’échange peut
s’effectuer suivant une probabilité pcross.
Mutation L’opération de mutation est d’importance secondaire, mais permet d’éviter une convergence
prématurée vers un maximum local en maintenant une diversité de solution. Pour l’appliquer, choisir au
hasard un bit du chromosome et modifier sa valeur. La mutation ne doit pas être appliquée systémati-
quement, mais en fonction d’une probabilité pmut, paramètre de la simulation. Dans le cas du codage
binaire, chaque bit est remplacé par son inverse (cf. figure 3.18 (c)). Généralement, les probabilités de
l’ordre de 0, 01 à 0, 03 sont choisies.
Les méthodes de sélection présentées dans cette partie ont pour but de trouver le meilleur sous-
ensemble de paramètres de texture à partir des matrices de co-occurrences et les paramètres de Tamura.
La pertinence de cet ensemble est évaluée en fonction des taux de classification et de discrimination des
textures.
3.4.6 Nos propositions
Les différentes techniques que nous avons présenté en haut pour la réduction de la dimension de
l’espace de représentation des attributs de texture et la sélection des plus pertinents sont des techniques
utilisées dans le cas supervisé où nous disposons a priori de l’information sur les classes d’appartenance
des images. Or, cette information n’est pas toujours disponible notamment dans le cas des bases géné-
ralistes provenantes de diverses sources, ce qui est le cas de notre cadre de travail puisque les bases de
textures utilisées n’appartiennent pas à un domaine spécifique mais proviennent de différentes sources
(architecture, nature, art, etc).
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Algorithme 2 Algorithme génétique canonique (AGC)
Entrées :
• N : vecteurs descripteurs ;
• Ω : (X1, . . . , XN ) ;
• C : classe d’appartenance ;
• M : nombre de données ;
• m : nombre d’itérations imposé par l’utilisateur.
1. Codage des paramètres (passage du réel au binaire)
2. Génération aléatoire de la population initiale de chromosomes
3. Calculer la fonction de fitness pour ces chromosomes
4. répéter
5. Sélection
6. Croisement
7. Mutation
8. Recalcul de la fonction de fitness pour les nouveaux chromosomes
9. jusqu’à atteindre un critère d’arrêt
Liée à l’information d’appartenance qu’exigent ces techniques de sélection, ces dernières mesurent
la pertinence apportée par les paramètres à choisir en fonction de leurs forte corrélation avec les classes
d’appartenance, ce qui peut entraîner à une possibilité d’avoir un ensemble de paramètres redondants qui
peut biaiser les résultats de la recherche.
Dans le paragraphe qui suit, nous allons introduire deux métriques qui permettent de sélectionner un
sous-ensemble optimal pour la description de la texture tout en palliant les contraintes rencontrées par
les techniques citées en haut à savoir l’information d’appartenance et la redondance des paramètres.
3.4.6.1 Algorithmes PCFS et PaCFS
La première métrique que nous proposons est le PCFS [133] (Pearson Correlation-based Feature
Selection) est une variante du CFS qui utilise le coefficient de corrélation Pearson proposé par Galton [89]
au lieu de l’incertitude. Ce paramètre largement utilisé en statistique et analyse de données permet de
juger de la qualité de dépendance entre deux variables sans la nécessité d’une information supplémentaire
telle que les classes d’appartenance, ce qui est le cas du CFS. Pour cette raison et puisque nous travaillons
dans un cadre générale de description de textures quelconques, la plupart du temps, cette information sur
les étiquettes des classes n’est pas toujours fournie, nous avons opté pour ce paramètre. De plus, ce
paramètre est applicable à tous types de variables, donc aucune nécessité d’effectuer une discrétisation
des paramètres.
La formule standard du coefficient de corrélation est donnée comme suit :
RXY =
Cov(X,Y )
σXσY
(3.51)
avec :
• Cov(X,Y ) est la covariance entre X et Y ;
• σX , σY respectivement l’écart-type de X et Y .
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Figure 3.19 – Corrélation entre contraste et direction ?
Le calcul du coefficient de corrélation permet de détecter les couples de descripteurs dépendants
(X,Y ) et donc redondants. La sélection du meilleur descripteur dans un couple est décidée suivant la
meilleure valeur du taux (τ ) fourni par l’un des attributs.
Un dernier avantage de cette approche par rapport à la CFS est la rapidité d’execution puisque après
identification de couples redondants, chaque paramètre est évalué seul en fonction de sa valeur τ au
lieu d’examine toutes les possibilités de S jusqu’à obtention de la meilleure valeur de MeritS pour
l’algorithme CFS.
Algorithme 3 PFCS
Entrées :
• N : vecteurs descripteurs ;
• Ω : (X1, . . . , XN ).
1. S ← ∅
2. R˜XY ← {RXY ,∀X,Y ∈ Ω} // Calcul de la matrice de corrélation
3. pour X ∈ Ω faire
4. Y ← argmaxY (RXY ) // Recherche
5. X∗ ← argmaxX,Y (τX , τY ) // Calcul
6. S ← S ∪ {X∗} // Ajout d’attributs
7. fin pour
8. retourner S
La limitation de cet algorithme provient du fait qu’une valeur importante du coefficient de corrélation
RXY ne signifie pas forcément une dépendance logique entre descripteurs; par exemple, sur la base de
Brodatz 1 et avec les paramètres MCO, nous trouvons toujours une forte corrélation entre le descripteur
direction et le contraste. Autrement dit, selon le PCFS, si la texture est directionnelle, alors forcément
elle doit être contrastée et l’inverse; alors que réellement, ce n’est pas le cas. La figure 3.19 illustre ce
cas de figure. D’où la nécessité de faire intervenir une troisième variable explicative.
L’alternative que nous proposons actuellement PaCFS, dans le cas supervisé où nous disposons a
priori d’une connaissance de la vérité terrain et les différentes classes existantes dans le cas par exemple
de la base Brodatz 1 et Meastex, est d’utiliser la corrélation partielle qui prend en compte cette informa-
tion supplémentaire.
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Par sa définition standard, la corrélation partielle permet d’évaluer la corrélation entre deux variables
X et Y tout en maintenant en constance une troisième variable Z. Dans le cas supervisé, cette dernière
variable ne sera autre que la variable des classes d’appartenance C. La formule de la corrélation partielle
est comme suit :
RXY,C =
RXY −RXCRY C√
(1−R2XC)
√
(1−R2Y C)
(3.52)
Par analogie au PCFS, le PaCFS détecte aussi les couples de redondance (ligne 6 du PaCFS). Dans
ce cas, l’élimination d’un des deux attributs est évaluée en fonction de sa corrélation avec la classe
d’étiquetage, si elle fournie une forte valeur, l’attribut est conservé sinon il sera éliminé (les lignes 7 et 8
du PaCFS). L’algorithme s’arrête jusqu’à aucune corrélation entre descripteurs n’est plus significatives
(inférieure au seuil fourni).
Algorithme 4 PaFCS
Entrées :
• N : vecteurs descripteurs ;
• X : (X1, . . . , XN ) ;
• C : classe d’étiquetage ;
• α : seuil de corrélation (condition d’arrêt).
1. S ← X
2. max← 1
3. tant que max > α faire
4. R˜XY,C = {RXY,C ,∀X,Y ∈ Ω} // Calculer la matrice de corrélation partielle
5. R˜XC = {RXC ,∀X} // Calculer la matrice de corrélation de Pearson
6. pour X ∈ Ω faire
7. XYmax = argmaxXY (RXY,C) // Rechercher
8. Xmin = argminXY (RXC) // Évaluer
9. S = S {Xmin} // Éliminer l’attribut
10. fin pour
11. fin tant que
12. retourner S
La complexité de ces deux algorithmes est de
L’évaluation des attributs caractéristiques de la texture peut faire l’objet de plusieurs applications.
Dans notre thèse, nous proposons deux applications à savoir : la recherche d’images par contenu et la
classification des images texturées.
3.4.7 Recherche d’images similaires sur ClickImAGE
Au sein de l’équipe Atlas-Grim du laboratoire d’informatique de Nantes Atlantique (LINA), le sys-
tème de recherche d’images par contenu ClickImAGE a été développé sous la supervision de José Marti-
nez par Erwan Loisant [210], fonctionnant uniquement avec la couleur. Notre travail s’inscrit donc dans
le cadre d’une extension de ce système en y ajoutant des attributs de texture (cf. figure 3.20).
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Figure 3.20 – Module d’extraction de texture dans ClickImAGE
Le type de requête de recherche d’images par contenu que supporte ClickImAGE est la recherche par
image exemple. Le principe de la recherche par exemple est basé sur le calcul d’une mesure de similarité
(ou dissimilarité) entre l’image fournie par l’utilisateur et les images stockées dans le système. Le calcul
de la similarité est réellement effectué sur les attributs de texture extraits pour l’image requête et les
images de la base. Cela, peut être formulé comme suit.
Soit BI la base d’images disponible, (BI = {Im|m = 1, . . . ,M)} dont chaque image Im ∈ ℜN
est représentée par un vecteur d’attributs Xm = {Xm,n|n = 1, . . . , N} et la requête Q indexée par
Xq = {Xq,n|n = 1, . . . , N}. La mesure de similarité D(Iq, Im) entre la ie image et la requête Q est
calculée comme suit :
D(Iq, Im) =
N∑
n=1
ωndn(Xqn, Xmn) (3.53)
où d est une distance ou mesure de dissimilarité et ω est un poids qui permet d’attribuer à chacun des
descripteurs un poids selon son importance dans la recherche. Par exemple, si l’on cherche des images
« coucher du soleil »; dans ce cas, l’attribut couleur sera pondéré fortement; sinon, dans le cas de la
recherche des images de panthères, la texture se voit plus importante.
Deux cas de figures se présentent lors de la recherche d’images que nous verrons en détail dans le
chapitre 5 :
1. image appartenant à la base d’images; il s’agit dans ce cas de chercher l’index des attributs lui
correspondant dans la base stockée, ensuite effectuer une similarité comme mentionné en haut.
2. image externe à la base d’images; dans ce cas, une étape de calcul des attributs de l’image requête
est nécessaire suivie d’une mesure de similarité.
3.4.8 Classification des images texturées
Dans ce travail, l’objectif d’utiliser la classification est de vérifier la performance des descripteurs de
texture choisis (cf. section 3.3) et sélectionnés pour le modèle de texture à trouver les classes appropriées
aux images fournies au système.
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La tâche de classification des images consiste à assigner des étiquettes de classes aux images. La
classification est largement utilisée dans divers domaines tels que pour la reconnaissance optique de
caractères, la reconnaissance des visages, etc. Disposant d’un ensemble de données étiquetées, le système
de classification assigne à chaque donnée une classe c ∈ {1, . . . , C}. Pour classifier une image I , il s’agit
de trouver une fonction ou règle de décision r telle que :
r :
RN → {1, . . . , C}
I 7→ c (3.54)
Une manière de définir une règle de décision r est de déterminer et stocker la classe de chaque
image. Ainsi, transformer le problème de classification en un problème de recherche. Cette proposition
est impossible puisque le nombre d’images disponibles augmentent d’une manière considérable.
Une autre proposition faisable pour construire la règle de décision r est d’utiliser une base d’appren-
tissage, représentée dans notre cas par les attributs de texture {X1, . . . , XN}, répartie en K classes, no-
tées C (C1, . . . , CK). La règle de décision dans ce cas vérifie une fonction de discrimination f(Xi, Ck).
Dans ce travail, la fonction f(Xi, Ck) correspond aux taux de classification estimé. Ce taux doit être
important dans le cas d’apprentissage et de test :
r(Xi) = argmaxk{f(Xi, Ck)} (3.55)
Nous détaillerons dans le chapitre 4, quelques algorithmes de classification utilisés dans le cadre
de cette thèse à savoir les k plus proches voisins (k-ppv), les arbres de décision et particulièrement
l’algorithme C4.5, les réseaux bayesiens et les machines à vecteurs de support (SVM).
3.5 Conclusion
Dans ce chapitre, nous avons tracé les différentes étapes à suivre pour une caractérisation optimale
des textures. Après extraction des différents paramètres de texture par les deux approches proposées de
la littérature à savoir les matrices de co-occurrence et les attributs de Tamura, nous procèderons dans une
seconde phase à la sélection d’un sous-ensemble pertinent répondant aux contraintes imposées par notre
cadre de travail. Plusieurs techniques existent dans la littérature basées sur la notion de classe d’apparte-
nance induisant à une redondance dans l’ensemble des paramètres. Pour pallier à ces inconvénients, nous
avons proposé deux autres techniques basées respectivement sur la corrélation de Pearson et la corréla-
tion partielle afin de détecter toute redondance entre paramètres et mesurer ceux les plus pertinents.
L’évaluation du modèle de texture ainsi déduit est une phase primordiale et difficile à mettre en
œuvre. Dans ce travail, nous avons proposé deux applications permettant de valider la pertinence du
modèle de texture généré en terme de satisfaction des utilisateurs et en mesurant le meilleur taux de
classification.
CHAPITRE 4
Applications
Ce chapitre donne une vue plus détaillée sur les différentes applications et techniques utilisées dans
ce travail. Le but de cette première partie de la thèse étant de définir et d’évaluer un modèle de texture
pertinent répondant à certaines contraintes imposées dans notre cadre de travail, nous avons proposé
plusieurs applications permettant d’atteindre ce but.
Le modèle de texture est décrit par les attributs de texture introduits dans le chapitre 3. Ainsi l’éva-
luation de ce modèle est réalisée dans un premier temps par une mesure de sa performance à satisfaire la
requête utilisateur : « trouver les images visuellement similaires à celle fournie par l’utilisateur » (cf. sec-
tion 4.1). Dans le cas où une connaissance de la classe d’appartenance est fournie a priori, notre dernière
application (cf. section 4.2) vise à tester la capacité du modèle texture à assigner la classe appropriée aux
nouvelles images ne figurant pas dans la base d’apprentissage.
4.1 Recherche d’images par la texture
Lorsque l’utilisateur envoie sa requête image au système, ce dernier calcule une distance entre la
signature de la requête et celles des images de la base. Ensuite, il ordonne les mesures calculées dans
l’ordre croissant; cet ordre reflète le degré de similarité (rapprochement visuel) entre une image de la
base et la requête. L’ordre le plus petit correspond à une image visuellement proche de la requête, si-
non l’image retournée est visuellement différente de la requête. Par la suite, le système retourne les k
premières images estimées être les plus proches visuellement de la requête envoyée. Plusieurs mesures
de distance peuvent être utilisées, la plus courante est la distance euclidienne. Néanmoins, cette distance
est limitative car elle favorise les attributs ayant des valeurs importantes à ceux ayant une dynamique
faible. Une normalisation des attributs est donc nécessaire si on veut bien utiliser cette distance. Dans le
chapitre 5, nous donnerons une comparaison entre différentes mesures de distance utilisées.
L’évaluation du système pour la recherche d’images peut s’effectuer d’une manière visuelle, autre-
ment dit, c’est l’utilisateur qui justifie l’intérêt et l’efficacité de la recherche. Cette manière d’évaluation
reste insuffisante notamment dans le cas d’une automatisation du processus de la recherche. Dans ce tra-
vail, nous présentons une mesure numérique basée sur les scores pour une évaluation plus intéressante.
Pour chaque image I de la base appartenant à une classe donnée C, il existe n+ images texturées po-
sitives correspondant à l’image I et n− textures négatives (celles qui ne lui correspond pas visuellement).
Des scores peuvent être calculés à partir des exemples positifs et négatifs à la requête afin d’évaluer la
performance du système. Le score de chaque image de la base et le score final du système sont données
respectivement par les formules suivantes :
scoreI =


0 si n+ = n−
e
(n+−n−)
|C| si n+ > n−
−e
(n+−n−)
|C| sinon
(4.1)
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indice image n+ n− score s1 s2 s3
I1 2 2 1
I2 3 1 1.6487
I3 1 3 0.6065
I4 1 3 0.6065 5.7426 1.7426 -2.2574
Table 4.1 – Exemples de scores pour quatre textures
scoreBI =
∑
I∈BI
|C| × scoreI (4.2)
Le score est choisi nul dans le cas où le nombre des textures négatives retournées est égal à celui
des textures positives, afin de ne pas pénaliser l’évaluation de la performance du système. Supposons par
exemple, que pour une base de quatre textures, on trouve les valeurs reportées dans le tableau 4.1.
4.2 Classification des images texturées
La tâche de la classification supervisée1 consiste à assigner à chaque nouvelle image texture une
classe appropriée à partir des connaissances a priori fournies. Plusieurs algorithmes existent dans la
littérature. Dans ce travail, nous avons choisi quatre parmi eux, à savoir les k plus proches, l’arbre de
décision C4.5, les classifieurs bayésiens et les machines à vecteurs de support (SVM), que nous décrivons
succinctement et détaillons dans ce qui suit. Les mesures d’évaluation de ces classifieurs seront détaillées
dans le chapitre 5.
4.2.1 k-plus proches voisins
La méthode des k plus proches voisins (en anglais k nearest neighboor) introduite par Cover et
Hart [53] est une méthode de classification géométrique très utilisée, en raison de sa simplicité et de
sa robustesse. Les descripteurs sont exploités dans un espace métrique de représentation, généralement
ℜn muni d’une distance, particulièrement la distance euclidienne. La phase d’apprentissage consiste à
stocker les images étiquetées. L’affectation de nouvelles images s’opèrent en calculant une distance entre
les attributs de l’image à classifier et ceux de chaque image de la base. Les k images les plus proches
sont sélectionnées et l’image requête est assignée à la classe majoritaire (celle qui a le plus grand nombre
d’individus).
Cette technique facile à appliquer donne de très bons résultats mais pose un problème pour le choix
de la valeur de k qui peut se faire aléatoirement ou bien expérimentalement. Dans notre travail, le choix
est évalué expérimentalement en fonction du taux de bonne classification (l’erreur la plus miminale). Une
autre principale difficulté consiste à sa dépendance à une fonction de distance pertinente. Nous utiliserons
dans ce travail, deux distances à savoir la distance euclidienne et la distance HEOM (Heterogeneous
Euclidean-Overlap Metric) [316].
4.2.2 Arbres de décision
Les arbres de décision ou méthodes de segmentation sont parmi les méthodes les plus populaires des
méthodes d’apprentissage symbolique utilisés à des fins de classification. Il s’agit plus d’une représenta-
1Nous noterons la classification supervisée dans tout le manuscrit juste par le terme de « classification ».
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tion graphique d’une tâche de classification. Les algorithmes connus sont CART [27], ID3 [238] qui fut
amélioré par C4.5 [239]. Les arbres de décision ont connus une large expansion pour la classification des
documents [182, 3, 240].
L’analyse d’un ensemble d’individus préalablement classifiés permet de générer une structure arbo-
rescente optimale pour la classification des autres individus disponibles. Ceci est fait en partitionnant
successivement la population initiale des enregistrements de sorte à isoler au mieux les individus d’une
même classe. Ce sont pour la plupart des algorithmes légers, rapides, performants, et la forme arbores-
cente des résultats permet une grande lisibilité et interprétabilité.
Ainsi, un arbre de décision est une structure qui permet de déduire un résultat à partir de décisions
successives. Pour parcourir un arbre de décision et trouver une solution il faut partir de la racine. Chaque
nœud est une décision atomique (cf. figure 4.1). Chaque réponse possible est prise en compte et permet
de se diriger vers un les fils du nœud. De proche en proche, on descend dans l’arbre jusqu’à tomber sur
une feuille. La feuille représente la réponse qu’apporte l’arbre au cas que l’on vient de tester.
Très souvent on considère qu’un nœud pose une question sur une variable (la valeur de cette variable
pour l’individu présent est supérieure ou inférieure à la valeur de décision?), la valeur de cette variable
permet de savoir sur quels fils descendre (gauche ou droit) comme illustré sur la figure 4.1. Pour cet
exemple, on mesure le paramètre « Température » pour un individu donné; si la valeur correspondante
est supérieur à la « valeur de décision » (ou de découpage), la décision est donc « malade »; dans le
cas échéant, cet individu est irrité et ainsi de suite jusqu’à atteindre un nœud feuille correspondant à
une décision finale. Pour les variables énumérées il est parfois possible d’avoir un fils par valeur, on
peut aussi décider que plusieurs variables différentes mènent au même sous arbre. Pour les variables
continues il n’est pas imaginable de créer un nœud qui aurait potentiellement un nombre de fils infini, on
doit discrétiser le domaine continu (arrondis, approximation), donc décider de segmenter le domaine en
sous ensembles.
Figure 4.1 – Exemple d’un arbre de décision pour un paramètre de température2
Pour construire un arbre de décision, il faut trouver l’attribut à tester sur chaque nœud. C’est un
processus récursif. Pour déterminer quel attribut tester à chaque étape, des calculs statistiques sont utilisés
pour déterminer la mesure de cet attribut qui sépare bien les individus (oui/non). On crée alors un nœud
contenant ce test, et on crée autant de descendants que de valeurs possibles pour ce test. Par exemple : si
on teste la présence d’un mot, les valeurs possibles sont « présent / absent ». A chaque fois, on aura donc
deux descendants (fils) pour chaque nœud. Ce processus est répété en associant à chaque descendant le
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Figure 4.2 – Exemple d’un arbre de décision avant et après élagage5
reste des individus qui satisfont le test du prédécesseur. Ainsi, la classification d’un nouveau individu est
réalisée en posant une suite de questions relatives à certaines propriétés du cas considéré.
Deux phases nécessaires pour la création d’un arbre de décision : la construction et l’élagage. La
construction est la phase la plus importante. Elle consiste en un processus de division récursif sur chaque
nœud en produisant dans un premier temps une série de tests relatifs à chacune des variables (qualitatives
ou quantitatives) et dans un deuxième temps de sélectionner le meilleur test, i.e. le meilleur partitionne-
ment, d’après un critère d’évaluation de l’hétérogénéité (ou impureté) des classes dont l’objectif est de
diminuer le plus possible le mélange des classes au sein de chaque sous-ensemble créé par les différentes
alternatives du test. Différentes mesures statistiques sont suggérées pour le sélection à savoir l’entropie
et l’information mutuelle (ID3 et C4.5) (cf. section 3.4), l’indice de Gini3(CART) et l’indice d’erreur4.
Ensuite, la seconde étape après avoir construit l’arbre est l’élagage (en anglais pruning). L’objectif
de l’élagage est de supprimer les parties de l’arbre peu représentatives pour garder de bonnes perfor-
mances de prédiction des nouveaux individus en les remplaçant par un nœud terminal associé à la classe
majoritaire. Pour cela, il faudra un critère pour désigner les branches à élaguer. Généralement, ce critère
est basée sur une estimation du taux d’erreur de classification; un arbre est élagué à un certain nœud
si le taux d’erreur estimé à ce nœud (en y allouant la classe majoritaire) est inférieur au taux d’erreur
obtenu en considérant les sous-arbres terminaux. Après élagage, les nouvelles feuilles sont étiquetées par
la classe majoritaire (cf. figure 4.2)
Parmi les algorithmes de génération des arbres de décision, nous avons choisi l’algorithme C4.5 [239].
Cet algorithme est une extension de l’algorithme ID3 proposé par Quinlan [238] reposant sur le même
algorithme donné dans algorithme 5.
Ainsi, l’algorithme ID3 permet de créer un arbre de décision simple et interprétable facilement pour
3L’indice de Gini sur le nœud n est calculé par :
Gini(n) = 1 −
∑
∀j
P
2(ωj)
avec P (ωj) la probabilité a priori de la classe ωj .
4L’indice d’erreur mesure la probabilité d’erreur de classification sur le nœud n par rapport à la classe majoritaire donné par
Er(n) = 1 − maxj P (ωj).
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Algorithme 5 ID3 (C4.5)
Entrées :
• X : un ensemble d’attributs non cibles ;
• Y : un attribut cible ;
• B : la base d’apprentissage.
Sortie : un arbre de décision.
1. si B est vide alors
2. retourner un simple nœud avec la valeur « Echec »
3. sinsi B est constituée uniquement de valeurs identiques pour la cible alors
4. retourner un simple nœud de cette valeur
5. sinsi X est vide alors
6. retourner un simple nœud ayant comme valeur celle la plus fréquente des valeurs de l’attribut
cible trouvées dans B
7. sinon
8. D ← l’attribut qui a le plus grand gain(D,B) parmi tous les attributs de X
9. {dj |j = 1, . . . ,m} ← les valeurs des attributs de D
10. {Bj |j = 1, . . . ,m} ← les sous-ensembles de B constitués respectivement des données de
valeur dj pour l’attribut D
11. retourner un arbre dont la racine est D et les arcs sont étiquetés par dj , j = 1, . . . ,m et allant
vers les sous arbres ID3(XD, Y, Bj), i = 1, . . . ,m
12. fin si
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des opérations de classification supervisée. Néanmoins, cet algorithme pose quelques problèmes surtout
lorsque les données sont in complètes et dans les cas où les attributs sont continus, ce qui est le cas
réellement de plusieurs attributs, et enfin l’arbre produit peut comporter des sous arbres dans lesquels
on ne va presque jamais. L’algorithme C4.5 [239] est donc proposé afin d’apporter des solutions à ces
limitations.
Attributs de valeurs manquantes Lors de la construction d’un arbre de décision, tenir compte des
données pour lesquelles certains attributs ont une valeur inconnue peut s’effectuer en évaluant le gain6
où le gain ratio7 pour un tel attribut en considérant seulement les données pour lesquelles cet attribut est
défini.
La classification de nouvelles données qui ont des valeurs inconnues peut se faire en estimant la
probabilité des différents résultats possibles.
Attributs continus Avec l’algorithme C4.5 la gestion des attributs continus est faisable. Soit D l’at-
tribut a un intervalle continu de valeurs. L’algorithme procède par examiner les valeurs de cet attribut
sur la base d’apprentissage en ordonnant ces valeurs d’une manière croissante d1, . . . , dn. Ensuite pour
chacune de ces valeurs, on partitionne les données entre celles qui ont des valeurs de D inférieures ou
égales à di et celles qui ont des valeurs supérieures. Pour chacune de ces partitions on calcule le gain, ou
le gain ratio et on choisit la partition qui maximise le gain. La valeur di est dite valeur de découpage (seg-
mentation) pour l’attribut D. On notera quand même que cette méthode nécessite un nombre conséquent
d’opérations.
Réduction de l’arbre de décision L’arbre de décision crée en utilisant l’ensemble d’apprentissage
traite correctement la plupart des données de l”apprentissage. L’élagage de l’arbre de décision, en est une
solution, s’effectue en remplaçant un sous arbre entier par une feuille (classe finale). Cette substitution a
lieu si une règle de décision établit que le taux d’erreur attendu dans le sous arbre est supérieur que celui
d’une simple feuille.
Pour conclure avec les arbres de décision, d’autres versions améliorées ont vu le jour, les efforts
concernent notamment la vitesse de calcul, la quantité de mémoire utilisée, et la taille des arbres générés.
Pourtant, nous utiliserons que l’algorithme C4.5 qui a montré une grande performance et efficacité pour
divers applications de prédiction et de classification.
4.2.3 Réseaux bayésiens
Un réseau bayésien est un formalisme probabiliste introduit par [144, 285]. Une définition informelle
est : un réseau bayésien est un graphe dans lequel les nœuds représentent des variables aléatoires, et les
arcs représentent des relations entre variables qui sont soit déterministes, soit probabilistes. Le graphe
est dit acyclique : il ne contient pas de boucle.
Formellement, B = (G,Θ) est un réseau bayésien (cf. figure 4.3) si G est un graphe acyclique orienté
(en anglais DAG pour Directed Acyclic Graph) dont les sommets représentent un ensemble de variables
6Le gain de deux variables X et Y exprime le gain d’information après que la valeur de l’attribut Y ait été obtenue :
gain(Y,X) = H(X) −H(Y,X) où H est la mesure d’entropie.
7Le gain ration récompense le cas où les attributs de fortes valeurs sont favorisés avec gain : gainratio(X,Y ) =
gain(X,Y )
splitH(X,Y )
avec splitH(X,Y ) = H( |X1|
X
, . . . ,
|Xn|
X
). Les { |Xi|
X
} sont les partitions de X induites par la valeur de Y .
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Figure 4.3 – Exemple d’un réseau bayésien [171]
aléatoires X = {X1, . . . , XN} et chaque Θi = P(Xi|Xparents(Xi)) constitue une matrice de probabili-
tés conditionnelles de la variable Xi ayant une connaissance de l’état de ses parents parents(Xi) dans
G. Ainsi, Un réseau bayésien B représente donc une distribution de probabilité sur X qui admet la loi
jointe suivante [226] :
P(X1, . . . , XN ) =
N∏
i=1
Θi (4.3)
Prenons l’exemple d’un simple réseau bayésien présenté sur la figure 4.3. La probabilité jointe dans
ce cas sera :
P(X1, . . . , X6) = P(X1|X3)P(X2|X1, X3)P(X3|X4)P(X4)P(X5|X4, X6)P(X6) (4.4)
Cette décomposition de la loi jointe permet d’avoir des algorithmes d’inférence puissants qui font
des réseaux bayésiens des outils de modélisation et de raisonnement très pratiques lorsque les situations
sont incertaines ou les données incomplètes. Ils sont alors utiles pour les problèmes de classification
dans le cas où les interactions entre différents descripteurs peuvent être modélisés par des relations de
probabilités conditionnelles.
Lorsque la structure du réseau bayésien n’est pas fournie a priori par un expert, il est possible d’en
faire l’apprentissage à partir d’une base de données créée à l’avance. La recherche d’une structure d’un
réseau bayésien n’est pas une tâche simple, surtout lorsque la taille de l’espace de recherche s’accroit
exponentiellement avec le nombre de variables [245]. Robinson a montré que le nombre de différentes
structures de graphes pour réseau bayésien possédant p nœuds est donné par la formule de récurrence de
l’équation 4.5 :
up =
p∑
i=1
(−1)i+1(pi)2i(p−1)up−i (4.5)
Les réseaux bayésiens sont utilisés dans divers domaines tels que la classification qui nous intéresse.
Le classifieur bayésien ainsi apprend les probabilités conditionnelles de chaque descripteur Xi sachant
la classe C à partir d’une base d’apprentissage existante. La classification d’une nouvelle image est faite
en appliquant la règle de Bayes pour calculer la probabilité de C sachant les instances des X1, . . . , XN .
Enfin, prédire la classe d’appartenance C qui est la valeur maximale de la probabilité a posteriori.
Dans le cas de la classification, une variable précise correspond à la classe qu’il faut prédire à partir
des autres attributs. Plusieurs méthodes d’apprentissage existent proposant des structures pour ce nœud
central [43, 44].
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Figure 4.4 – Structure d’un classifieur bayésien naïf
Le classifieur bayésien naïf correspond à la structure la plus simple qui soit, en posant l’hypothèse
que les attributs X1, . . . , XN sont indépendants conditionnellement8 à la classe C. Un exemple simplifié
d’un réseau bayésien est donné à la figure 4.4. Cette structure naïve pourtant simple donne de très bons
résultats pour divers applications [196, 150].
L’indépendance conditionnelle n’est pas toujours facile à estimer, pour cela, il a été suggéré d’aug-
menter la structure du réseau bayésien naïf en ajoutant des liens entre les paramètres [68]. Parmi les
méthodes avancées pour augmenter la performance de ce réseau, nous citons à titre d’exemple l’arbre-
NB (naive Bayes tree ou NB-tree) [161] qui combine les arbres de décision et le classifieur bayésien
naïf. D’autres existent évidement tels que le TAN (Tree Augmented Naive Bayes) [86] mais nous nous
limitons aux arbres-NB.
Pour une application donnée faisant appel aux réseaux bayésiens, deux problèmes se posent. Le pre-
mier concerne l’apprentissage des paramètres ou la recherche des distributions de probabilité à partir
d’une base de donnés disponibles [121]. Le second problème réside dans l’apprentissage de la struc-
ture du réseau bayésien qui représente le mieux l’application traitée [271]. Ces deux problèmes seront
examinés dans ce qui suit.
Le problème de la classification est d’assigner la vraie classe à un ensemble de paramètres. L’erreur
de classification (ou erreur de prédiction) est la mesure de qualité (ou évaluation) de la classification la
plus courante. Soit Ωapp = {X,C} la base d’apprentissage de M individus, Ωts = {Fj |j = 1, . . . ,K}
l’ensemble de test où X = {X1, . . . , XM} et C = {c1, . . . , cM} sont respectivement l’ensemble des
attributs (dont chaque valeur est de la forme Xi = {X1i , . . . , X1N}) et l’ensemble des classes. Ainsi,
l’erreur de classification sera exprimée comme suit :
Errm =
1
K
K∑
k=1
(c˜k − ck) (4.6)
où c˜k et ck représentent la classe prédite et la vraie classe.
Une bonne classification signifie un taux d’erreur minimal. Ainsi, l’opération de minimisation de l’er-
reur de classification revient à maximiser la probabilité a posteriori de la variable classe P(c′|X ′, X,C).
Elle correspond à la moyenne sur toutes les structures possibles de la probabilité a posteriori :
P(c′|X ′, X,C) =
∑
Sh
∫
ΘS
P(c′|X ′, Sh,ΘS)P(Sh,ΘS |X,C)dΘS =∑
Sh P(S
h|X,C)EΘS |Sh,X,C(P(c′|X ′, Sh,ΘS))
(4.7)
8X et Y sont dits indépendants conditionnellement si P(X|Y ) = P(X)
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avec :
P(Sh|X,C) =
∫
ΘS
P(c|X,Sh,ΘS)P(Sh,ΘS)dΘS (4.8)
et :
EΘS |Sh,X,C(P(c
′|X ′, Sh,ΘS)) = P(c′|X ′, Sh,ΘS)P(ΘS |Sh, X,C)) (4.9)
L’équation 4.7 donne la distribution marginale de la classe c′ sachant les valeurs des attributs X ′ =
(X ′1, . . . , X
′
N ) et la base d’apprentissage Ωapp. L’utilisation directe de cette équation est difficile vue le
nombre de structures à considérer. La solution est de trouver une méthode pour rechercher des structures
les plus appropriées pour approcher cette équation.
4.2.3.1 Apprentissage des paramètres
L’estimation des distributions de probabilité à partir des données est un sujet vaste et complexe. Ici,
on se limite à présenter les méthodes les plus utilisés dans le cas où les données sont complètes et la
structure du réseau bayésien est connue [121, 148, 164].
La méthode simple la plus répandue est l’estimation statistique qui consiste à estimer les probabilités
d’un événement par sa fréquence d’apparition dans la base de données. Dans ce cas, la probabilité P
devient :
P˜(Xi = X
n
i |parentsXi = Xpi ) =
Ni,p,n∑
∀nNi,p,n
(4.10)
où Ni,p,n est le nombre d’événements dans la base de données pour lesquels la variable Xi soit dans
l’état Xni et ses parents soient dans la configuration X
p
i .
Une autre approche pour l’apprentissage des paramètres consiste à utiliser une estimation bayésienne.
Il s’agit de trouver les paramètres Θ les plus probables en utilisant les probabilités a priori des para-
mètres. L’approche de maximum a posteriori (MAP) donne dans ce cas :
P˜(Xi = X
n
i |parentsXi) = Xpi ) =
Ni,p,n + αi,p,n − 1∑
n(Ni,p,n + αi,p,n − 1)
(4.11)
où αi,p,n représentent les paramètres de la distribution de Dirichlet associés à la loi a priori P(Xi =
Xni |parentsXi).
Une dernière approche qu’on présente ici consiste à calculer l’espérance a priori des paramètres
Θi,p,n au lieu de chercher le maximum. Ainsi, l’espérance a priori (EAP) [244] est :
P˜(Xi = X
n
i |parentsXi) = Xpi ) =
Ni,p,n + αi,p,n∑
n(Ni,p,n + αi,p,n)
(4.12)
4.2.3.2 Apprentissage des structures
Les probabilités données dans la section précédente supposent que la structure du réseau bayésien
est connue. La question qui se pose donc est comment trouver la structure du réseau qui répond au mieux
au problème de la classification.
Le réseau bayésien naïf se voit le plus simple, le plus répandu pour les problèmes de classification
de tous types de données, efficace en temps de calcul et robuste vis-à-vis le bruit et les attributs non-
pertinents. Le problème majeur qui en réside est qu’il suppose l’indépendance entre paramètres, ce qui
n’est pas vérifié dans le cas réel.
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Pour alléger et tenir compte de la dépendance entre paramètres, Kohavi [161] a proposé une méthode
hybride de construction de réseau bayésien nommée l’arbre-NB. Cette approche hybride exploite les
avantages des arbres de décision en terme de segmentation de la base de données et ceux des classifieurs
bayésiens naïfs en tenant en compte que les attributs pertinents.
Méthodes fondées sur le test d’indépendance La première méthode d’apprentissage de structure est
fondée sur le test d’indépendance. Différents algorithmes existent : l’algorithme PC [281] (pour Peter et
Clark, les prénoms des inventeurs de la méthode) de recherche de causalité, l’algorithme IC [228, 227]
(pour Inductive Causation) et les algorithmes BN-PC-A et BN-PC-B [42, 45] (pour Bayes Net Power
Constructor). Ces algorithmes fonctionnent correctement si les tests d’indépendance sont totalement
fiables; néanmoins, ils ne sont pas tous appropriés à la classification. Seuls les algorithmes BN-CP sont
plus applicables à la classification étant donné qu’ils maintiennent un nombre petit d’arcs dans les réseaux
bayésiens.
Méthodes gloutonnes d’optimisation de score Au lieu d’effectuer des tests d’indépendances, cette
famille de méthodes cherchent la structure qui maximise un score. La vraisemblance des données d’ap-
prentissage est la clé de la plupart des méthodes d’apprentissage de structure basées sur un score. Pour
éviter le sur-apprentissage du modèles aux données, la vraisemblance est compensée par un terme de
pénalité de la complexité, telle que la longueur minimum de description (MDL, en anglais Minimum
Description Length), le critère bayésien de l’information (BIC, en anglais Bayesian Inforation Criterion)
ou autres. Plusieurs algorithmes existent : les algorithmes génétiques [174], la méthode MWST [49],
l’algorithme GS (Greedy Search) [212], etc. Une comparaison détaillée des différentes approches est
donnée dans [301].
Méthodes stochastiques d’optimisation pour la classification Dans un cadre général, les deux ap-
proches tentent de trouver la structure correcte du réseau bayésien, une tâche qui peut échouer vu l’in-
suffisance des données d’apprentissage pour avoir des tests d’indépendance fiables ou pour avoir bon
score.
Dans ce travail, nous nous intéressons à la classification, autrement dit, on chercher la structure qui
donne des meilleurs taux de classification. Pour cela, il est plus logique de concevoir des algorithmes qui
utilisent le taux d’erreur de classification comme un critère de recherche de la meilleure structure [50,
262]. Dans cas de figure, nous présentons dans ce qui suit, deux approches pour la classification à savoir
le classifieur de Bayes naïf et une de ses variantes à base d’arbre.
4.2.3.3 Classifieur de Bayes naïf
Le classifieur de Bayes naïf (NB pour naive Bayes), illustré sur la figure 4.4, est un classifieur pro-
babiliste où les paramètres sont supposés indépendants entre eux. Malgré cette condition qui n’est pas
toujours vérifiée dans un cas général, NB reconnait un succès pour plusieurs problèmes de classification.
La raison de ce succès est le nombre réduit de paramètres requis pour son apprentissage. En 2001, Garg
et Roth [91] ont montré en utilisant des arguments théoriques fondés sur l’information mutuelle, des
raisons additionnelles pour le succès de NB.
Supposons que les paramètres de Ωapp sont supposés indépendants sachant la classe c, la classifica-
tion d’un individu X0 = {Xi0, i = 1, . . . , N} est donnée par l’équation 4.13. Par la suite, il faut estimer
la probabilité P(Xn0 |c,Θ) du paramètre Xi0 sachant la classe c. Dans la pratique, il est supposé que les
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distributions suivent une loi gaussienne et donc le maximum de vraisemblance peut être utilisé pour esti-
mer les paramètres (la moyenne et la variance). Cependant, cette condition n’est pas toujours vraie. Une
solution alternative utilisant la distribution de la Cauchy a été proposée par Sebe et Lew [263] mais qui
connait aussi une difficulté dans l’estimation des paramètres de cette distribution.
c˜ = argmaxc
N∏
n=1
P(Xn0 |c,Θ) (4.13)
où Θ est la structure du réseau de Bayes naïf.
Le classifieur NB donne de bonnes performances malgré :
(i) le nombre insuffisant de données pour son apprentissage ;
(ii) l’hypothèse d’indépendance qui n’est pas vérifiée dans certains cas.
Dans le cas où le nombre de données est assez important pour l’apprentissage, NB dégrade de perfor-
mance, pour cela, il est fortement souhaitable de tenir compte de la dépendance entre les paramètres.
Cela pourra améliorer considérablement la qualité de la classification.
4.2.3.4 Classifieur par arbre-NB
Kohavi [161] a proposé le modèle de l’arbre-NB afin d’améliorer les performances de classification
dans le cas de grandes bases de données. Dans certaines applications, le classifieur par arbre-NB a montré
une grande performance par rapport à l’algorithme C4.5 et NB [161, 315].
Le classifieur par arbre-NB est une structure hybride des arbres de décision sur les nœuds et les
branches avec des classifieurs bayésiens naïfs sur les feuilles.
La méthode de construction d’un arbre-NB est donnée par l’algorithme 6. L’algorithme de l’arbre-NB
est similaire aux algorithmes de partitionnement récursif sauf que les feuilles de l’arbre crée représentent
des structures bayésiennes naïves au lieu que ça soient des nœuds de prédiction d’une seule classe.
Sur chaque nœud de l’arbre ayant un ensemble d’instances, l’algorithme évalue l’utilité, (utility) (u),
du partitionnement pour chaque attribut. Si la valeur maximale de l’utilité u sur tous les attributs est
nettement supérieure de l’utilité de nœud courant, les instances de ce nœud sont partitionnés selon cet
attribut. Dans le cas où les attributs sont continus, le seuil du partitionnement utilise l’entropie minimale.
Dans le cas discret, les attributs sont découpés selon leurs valeurs. Le partitionnement s’arrête lorsque
l’utilité obtenue ne s’améliore plus; dans ce cas, la classifieur NB est crée sur le nœud courant. L’utilité
d’un nœud est calculée en discrétisant les données et en utilisant la validation croisée à cinq blocs pour
estimer le taux de classification de NB. L’utilité par la suite du partitionnement est la somme pondérée
de toutes les utilités des nœuds. Les poids sont proportionnels au nombre d’instances dans chaque nœud.
Pour éviter les petits découpages, le partitionnement est considéré significatif si l’erreur relative (on ne
considère pas l’erreur absolue) de réduction est supérieure de 5% et qu’il existe au moins 30 instances
dans le nœud.
La complexité de sélection des attributs dans le cas discret est de O(M.N2.K), où M est le nombre
des instances, N est le nombre des attributs et K le nombre des classes. Dans la pratique, le nombre
des attributs est inférieur à O(logM) et aussi le nombre de classes K est petit; dans ce cas le temps de
sélection des attributs en utilisant la validation croisée est très inférieur au temps considéré par le tri des
instances pour chaque attribut. Avec cette propriété, l’arbre-NB promet un passage à l’échelle pour de
grandes bases de données.
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Algorithme 6 arbre-NB
Entrées : un ensemble T de données étiquetées.
Sorties : arbre de décision avec classifieurs bayésiens naïfs sur les feuilles.
1. pour i = 1, . . . , N faire
2. évaluer l’utilité ⊓(Xi). Pour les attributs continus un seuil de découpage est calculé.
3. fin pour
4. j ← argmaxi⊓(Xi) // Trouver l’attribut d’utilité maximale
5. Créer un classifieur de Bayes naïf
6. si ⊓(Xi) est non significatif alors
7. Arrêt
8. fin si
9. Partitionner T selon le test sur Xj . Si Xj est continu, le seuil de découpage (étape 1) est utilisé; si
l’attribut est discret, un multi-découpage est effectué
10. Pour chaque nœud fils, répéter l’algorithme récursivement sur la proportion de T qui a conduit à
ce fils.
4.2.4 Machines à vecteurs de supports
Les machines à vecteurs de supports (SVM) sont issues récemment d’une formulation de la théo-
rie de l’apprentissage statistique due en grande partie à l’ouvrage de Vapnik en 1995 intitulé the nature
of learning statistical theory [305]. Les SVM ont pour but de surmonter le problème de traitement de
données de très grandes dimensions. Sans passage par une sélection d’une partie des attributs des don-
nées (dans la plupart des techniques d’apprentissage) pour réduire la dimension de l’espace d’entrée, les
SVM imposent que le nombre des paramètres soit linéairement lié au nombre des données d’apprentis-
sage. Bien que récemment proposées, les SVM ont fait l’objet d’un nombre important de publications
scientifiques.
Les SVM, conçues au départ pour une séparation des données en deux classes, constituent un modèle
discriminant qui tente de minimiser les erreurs d’apprentissage tout en maximisant la distance entre les
deux classes. Il s’agit en fait de trouver un classifieur linéaire dit hyperplan qu va séparer au mieux les
données (cf. figure 4.5). Les points les plus proches (points entourés dans la figure 4.5) sont appelés les
vecteurs de support. Ces seuls points sont utilisés pour déterminer l’hyperplan.
Vu la multitude des hyperplans valides, séparant les deux classes, les SVM ont la propriété particu-
lière de chercher l’hyperplan optimal (H dans la figure 4.5). C’est hyperplan correspond à celui qui passe
« au milieu » des points des deux classes. Plus formellement, cela revient donc à chercher l’hyperplan
dont la distance minimale aux données d’apprentissage est maximale. Autrement dit, celui qui se trouve
le plus loin des points. La distance entre l’hyperplan et le point lui est proche (vecteur de support) est
appelée « marge ». Pourquoi chercher une marge maximale? La réponse est simple: supposons qu’un
point n’a pas été décrit parfaitement, une petite variation ne changera pas sa classification si sa distance
à l’hyperplan est grande. Dans le cas inverse où la marge est faible, la classification d’un nouveau élé-
ment risque d’être erronée. Donc une marge maximale garantit plus de sécurité lorsqu’on veut classer un
nouvel élément.
De nombreux travaux ont démontré la supériorité des SVM par rapport aux méthodes discriminantes
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Figure 4.5 – Schéma de l’hyperplan séparant les deux classes
classiques. Leur robustesse vis-à-vis de la dimensionnalité des données et leur pouvoir accru de généra-
lisation, font que les SVM sont nettement plus avantageuses. Le succès de la méthode SVM est justifié
par les solides bases théoriques qui la fondent.
Parmi les modèles des SVM, il existe les cas linéairement séparable et les cas non linéairement sépa-
rable. Les premiers sont les plus simple des SVM car ils permettent de trouver facilement le classificateur
linéaire. Dans la plupart des problèmes réels il n’y a pas de séparation linéaire possible entre les données,
le classificateur de marge maximale ne peut pas être utilisé car il fonctionne seulement si les classes de
données d’apprentissage sont linéairement séparables. La solution dans ce cas est de détourner le pro-
blème en représentant les données dans un autre espace plus grand en terme de dimension puis chercher
l’hyperplan linéaire optimal dans cet espace.
4.2.4.1 Cas des données linéairement séparables
Supposons que nous disposons d’une base d’apprentissage {xi|xi ∈ ℜp, i = 1, . . . , N} étiquetée
dans yi ∈ {−1,+1}. Les points x de l’hyperplan optimal H sont décrits par l’équation w.x + b = 0
où w est la normale de l’hyperplan et |b||w| est la distance entre l’hyperplan et l’origine (cf. figure 4.6). La
marge est définie dans ce cas par d++ d− avec d+ et d− correspondent respectivement aux plus proches
positif et négatif vecteur de support de l’hyperplan. L’hyperplan optimale est donc celui qui maximise la
marge 2|w| ; cette valeur est obtenue en considérant les équations suivantes :
w.xi + b = 0, pour les vecteurs de support (4.14)
w.xi + b ≥ +1 siyi = +1 (4.15)
w.xi + b ≤ −1 siyi = −1 (4.16)
résumées par :
yi(w.xi + b)− 1 ≥ 0,∀i = 1, . . . , N (4.17)
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Figure 4.6 – Schéma d’hyperplan pour des données linéairement séparable
Les points de l’équation 4.15 sont reliés à l’hyperplan (H1) dont la distance par rapport à l’origine
vaut |1−b||w| . De même pour l’équation 4.16, elle lie les points dont la distance de l’hyperplan à l’origine
vaut |−1−b||w| . Ainsi, d
+ = d− = 1|w| d’où la marge vaut
2
|w| .
La maximisation de 2|w| se traduit sous ces contraintes (eq. 4.17) à une minimisation de J(w) = |w|
2
2 .
Il s’agit de chercher une solution du système non-linéaire suivant :
{
minw J(w) = |w|2/2
ϕi(w, b) ≤ 0 (4.18)
où ϕi(w, b) = 1− yi(w.xi + b),∀i = 1, . . . , N .
La résolution de ce problème d’optimisation est donnée par la méthode de Lagrange en introduisant
des multiplicateurs de Lagrange αi. Autrement dit, il faut trouver le point selle du Lagrangien :
LP (w, b, α) =
1
2
|w|2 −
N∑
i=1
αi[yi(w.xi + b)− 1] (4.19)
On trouve comme solution :
w∗ =
N∑
i=1
α∗i yixi (4.20)
où les α∗i sont des solutions des conditions de Karush-Kuhn-Tucker (KKT) [77] suivantes, très utilisées
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dans le domaine de l’optimisation avec contraintes :

∂LP
∂wv
= wv −
∑N
i=1 αiyixiv = 0,∀v = 1, . . . , p
∂LP
∂b
= −∑Ni=1 αiyi = 0
yi(w.xi + b)− 1 ≥ 0,∀i = 1, . . . , N
αi ≥ 0,∀i = 1, . . . , N
αi[yi(w.xi + b)− 1] = 0,∀i = 1, . . . , N
(4.21)
La résolution des α∗i permet par la suite de classer un nouveau individu z. Pour cela, il suffit d’évaluer
le signe de la quantité :
w∗.xi + b
∗ =
N∑
i=1
α∗i yi.z.xi + b
∗ (4.22)
On peut remarquer de l’équation 4.21 que les vecteurs de support (points appartenant à l’hyperplan)
correspond aux points xi tels que αi > 0. Ainsi, l’équation 4.22 devient :
fz =
∑
xi∈V S
α∗i yi.z.xi + b
∗ (4.23)
où V S est l’ensemble des vecteurs de support.
4.2.4.2 Cas de données non linéairement séparables
Dans le cas où les données ne peuvent pas être séparées par un hyperplan, les contraintes sont donc
relâchées et qui deviennent : {
w.xi + b ≥ 1− ξi si yi = +1
w.xi + b ≤ −1 + ξi si yi = −1 (4.24)
ce qui revient à : {
yi(w.xi + b) ≥ 1− ξi
ξi ≥ 0,∀i = 1, . . . , N (4.25)
Le classifieur attribuera une classe fausse à un élément xi si ξi correspondant est supérieur à 1 ; ainsi
N∑
i=1
ξi représente la borne supérieure du nombre d’erreurs.
Dans ce cas non-linéaire, la fonction J à minimiser devient :
J(w, ξ) =
1
2
|w|2 + C
N∑
i=1
ξi (4.26)
où C est une constante, dénommée « capacité », choisie par l’utilisateur qui permet de donner plus ou
moins d’importance aux erreurs. Une grande valeur de C traduit une grande pénalisation des erreurs.
Le Lagragien dans ce cas est donné par :
LP (w, b, ξ, α, µ) = J(w, ξ) +
N∑
i=1
αi[1− ξi − yi(w.xi + b)]−
N∑
i=1
µiξi (4.27)
La résolution du problème d’optimisation est similaire que le premier cas, il faut trouver de même une
solution α∗ aux conditions de KKT. La classification d’un nouvel élément suit la même équation 4.23.
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4.2.4.3 Cas SVM non-linéaire
Dans ce cas, les données sont séparables avec une fonction de décision non-linéaire. L’idée pour
rechercher l’hyperplan optimale est dans un premier temps changer l’espace de données initiales en un
autre espace de dimension plus grande, muni d’un produit scalaire (espace de Hilbert). On parle d’un «
espace de re-description H ». La transformation de l’espace s’effectue à l’aide d’une fonction noyau K
tel que :
Φ : Rp → H (4.28)
et :
K :
R
p × Rp → R
(x, x′) 7→ < Φ(x),Φ(x′) > H (4.29)
Ensuite, déterminer l’hyperplan qui permet une séparation linéaire sur ce nouveau espaceH en consi-
dérant les notations nouvelles (Φ(x), y) au lieu de (x,y) et en reprenant les formules du cas linéairement
séparables.
La classification d’un nouveau individu z est donnée par :
f(z) =
∑
ξ∈V S
α∗i yiK(xi, z) + b
∗ (4.30)
En pratique, quelques familles de fonctions noyau paramétrables sont connues et il revient à l’utili-
sateur de SVM d’effectuer des test pour déterminer celle qui convient le mieux pour son application. On
peut citer les noyaux les plus utilisés :
• noyau polynomial :
K(x, y) = (x.y + 1)d, d ∈ R (4.31)
• noyau gaussien :
K(x, y) = e
−|x−y|2
2γ2 , γ ∈ R (4.32)
• noyau sigmoïdal :
K(x, y) = tanh(γx.y − ζ) (4.33)
Parmi les inconvénients du SVM est le choix des paramètres des fonctions noyaux ainsi la constante
C. Cela peut être résolu par une validation croisée. John Platt [233] propose un algorithme d’optimisa-
tion séquentiel connu par SMO (Squential Minimal Optimisation). Une version améliorée du SMO est
proposée par Keerthi et al. [154]. Dans un travail récent, Laanaya et al. [172] proposent d’utiliser les
algorithmes génétiques pour l’automatisation du choix de C et γ.
Nous donnerons une comparaison de performance du SVM et SMO dans le chapitre 5.
4.2.4.4 Classification multi-classe
La méthode SVM, destinée au départ à la classification binaire, peut être étendue au cas multi-
classe qui reflète la réalité de plusieurs applications. Dans ce cas, l’optimisation est résolue de différentes
manières [127]: en utilisant l’approche « un contre reste », l’approche « un contre un » et la correction
d’erreur ECOC (Error Correcting Output Coding).
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Approche « un contre reste » C’est l’approche la plus simple et la plus ancienne des méthodes de
décomposition. Elle considère le problème comme un problème binaire et donc apprend Nc fonctions
de décision {fi},∀i = 1, . . . , Nc qui permet de discriminer une classe parmi les autres. Pour classer
un individu, on le présente donc à tous les classifieurs et la décision s’obtient en appliquant le principe
"winners-takes-all" : la classe retenue est celle associée au classifieur ayant renvoyé la valeur la plus
élevée.
Si la fonction fi(x) est maximale alors le nouveau individu x sera affecté à la classe Ci [260] avec :
i = argmax{fi(x)|i = 1, . . . , Nc} (4.34)
L’approche « un contre un » Pour cette approche [119], il s’agit de discriminer une classe d’une autre
et donc, Nc Nc−12 fonctions de décision seront apprises et chacune d’entre elles effectue un vote pour
l’affectation d’un nouveau individu x. La classe de cet individu x devient ensuite la classe majoritaire
après le vote. Cette approche est dite associée en général à une opération de vote majoritaire pour la
fusion des décisions des sous-classifieurs pour la classification des nouveaux éléments [85].
L’approche ECOC Cette approche combine les résultats obtenus à partir des classifieurs binaires. La
classe d’un individu x est celle qui pour les différents classifieurs binaires donne le moins d’erreurs [63].
Elle est basée sur la matrice de codes (Mi,j , i = 1, . . . , Nc, j = 1, . . . , nc).
La matrice de codes est une matrice de taille Nc × nc où Nc est le nombre de classes et en colonne
nc classifieurs. Elle représente la contribution de chaque classifieur au résultat final de la classification
en se basant sur le résultat des erreurs commises par les différents classifieurs. La matrice de codes sert
à tester les données dans différents cas (base de test connue et inconnue) :
• Dans le cas où la base de test est connue, chaque classifieur Sj donne la distance de chaque point de
la base de test par rapport à l’hyperplan du classifieur. Ainsi, la classe d’un individu x est donnée
par :
classe(x) = argmini(
nc∑
j=1
(1− dj(x)Mi,j)) (4.35)
où dj(x) est la distance entre x et l’hyperplan du classifieur Sj .
• Dans le cas où la base de test est inconnue, chaque classifieur Sj prédit la classe d’un individu soit
positive (+1) ou négative (-1). Le résultat est donc un vecteur de taille nc. Ce vecteur est comparé
par la suite à chaque ligne de la matrice des codes en utilisant la distance de Hamming. La ligne
garantissant la plus petite distance est la classe assignée à l’individu x. Cette technique est dite de
décodage avec la distance de Hamming.
4.3 Conclusion
Nous avons présenté dans ce chapitre les différentes applications pour l’évaluation du modèle de
texture extraits par les techniques citées dans le chapitre 3. La première application concerne la recherche
d’images texturées dans une base de d’images. Un paramètre est dit pertinent, dans ce cas, s’il montre
une grande capacité à reconnaître les textures de même famille.
La seconde application concerne la classification de nouvelles textures. Un paramètre sera pertinent
s’il montre un meilleur de taux de classification. Différentes approches de classification existent dans
la littérature. Nous nous sommes restreints à celles les plus répandues et utilisées, à savoir les k-plus
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proches voisins, les arbres de décision et particulièrement l’algorithme C4.5, les réseaux bayésiens et les
SVM.
Le chapitre suivant dresse les différentes expérimentations menées dans cette thèse.
CHAPITRE 5
Expérimentations
L’objectif de ce chapitre est d’expérimenter et d’évaluer les approches d’extraction des descripteurs
de texture (MCO et Tamura) en terme de classification et de recherche d’images par contenu particulière-
ment par la texture dans un cadre général. Pour ce chapitre, nous nous contentons que des bases d’images
texturées.
Les expérimentations menées dans cette partie visent à modéliser la texture en proposant un modèle
standard basé sur les descripteurs visuels de bas niveau les plus performants et répondants aux contraintes
imposées dans le cadre de notre travail.
Nous rappelons brièvement les hypothèses générales conditionnant notre contexte de travail. Les
descripteurs du modèle de texture à proposer doivent être :
1. invariants par translation et changement d’intensité ;
2. invariants par rotation sauf pour « la direction » où la préservation de l’orientation des textures
est indispensable (les requêtes pouvant être du type : « Donnez-moi toutes les images orientées
horizontalement, verticalement, etc. ») ;
3. discriminants visuellement et sémantiquement entre différentes catégories de textures ;
4. interprétable en langage naturel (cette transcription en langage humain permettant de traduire a
minima la sémantique de l’image) ;
5. de taille minimale pour optimiser le temps de calcul lors de l’intégration dans un système de
gestion de bases de données standard (SGBD) sans altérer la pertinence des paramètres extraits.
Le paragraphe suivant présente les différentes mesures d’évaluation adoptées pour la recherche
d’images et la classification.
5.1 Mesures d’évaluation
Nous devons évaluer les différents modèles de description de textures en terme de la recherche
d’images par l’exemple et de la classification.
5.1.1 Recherche par exemple
L’approche classique d’évaluation de la recherche d’images par l’exemple est les critères de rappel-
précision détaillés comme suit :
Diagrammes rappel-précision Nous nous limiterons à l’utilisation des critères classiques d’évalua-
tion habituellement utilisées pour la recherche d’information [289, 302] et précisément à la recherche
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documentaire [256, 255, 275]. Depuis plusieurs années, les mesures rappel (ρ) et précision (π) sont lar-
gement utilisées pour l’évaluation et pour la comparaison des différents descripteurs appliqués dans les
systèmes CBIR [1].
Les paramètres rappel et précision mesurent la pertinence d’un système de recherche d’information.
Autrement dit, ils mesurent la concordance des informations retournées relatives à la requête. L’infor-
mation dans notre cas est le contenu des images. Les mesures sont calculées sur la base vérité-terrain où
nous disposons a priori d’une connaissance sur les caractéristiques et l’effectif des différentes classes
de la base. Le système effectue une recherche par similarité (qui peut être visuelle et ou sémantique
dépendante des objectifs de l’application). Lorsqu’une image I est fournie au système, ce dernier re-
tourne les n plus proches images à cette requête en fonction de la similarité employée que nous notons
R(I). L’ensemble des images R(I) contient les images pertinentes et non-pertinentes. Une image est
dite pertinente ou correcte lorsqu’elle satisfait la requête utilisateur, dans le cas échéant elle est dite non-
pertinente. Nous notons Rper(I) l’ensemble des images pertinentes dans R(I) et Ωper(I) l’ensemble des
images pertinentes dans la base de données Ω.
Précision.
La précision est la proportion des images pertinentes parmi la collection des images retournées par
le système. Elle représente la capacité du système à ne retrouver que les images pertinentes pour la re-
quête soumise:
prcision(π(I)) =
| Rper(I) |
| R(I) | =
Nombre d′images pertinentes trouves
Nombre d′images trouves
Cette notion est associée au bruit qui correspond aux images non-pertinentes retournées par le sys-
tème:
bruit = 1− prcision.
valeur entre 0 et 1. Une valeur importante de précision est atteinte lorsque le système fournit de meilleurs
résultats.
Rappel.
Le rappel mesure la proportion des images pertinentes retrouvées par le système comparée à la
totalité des images pertinentes existantes dans la base Ω. En d’autres termes, il s’agit de mesurer la
capacité du système à retrouver toutes les images pertinentes correspondantes aux requêtes fournies.
rappel(ρ(I)) =
| Rper(I) |
| Ωper(I) | =
Nombre d′images pertinentes trouves
Nombre d′images pertinentesdanslabase
Cette notion est liée au silence qui correspond aux images pertinentes non détectées par le système :
silence = 1− rappel.
Les deux métriques rappel et précision s’utilisent conjointement pour l’évaluation des performances
des systèmes de recherche d’information et varient inversement: lorsque la précision diminue, le rappel
augmente et réciproquement. Les valeurs de ces deux métriques reflètent le point de vue de l’utilisateur:
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• si le rappel est faible, une partie de l’information pertinente ne lui sera pas accessible;
• si la précision est faible, l’utilisateur ne sera pas satisfait à cause de la forte concentration des
informations non-pertinentes fournies dans les résultats.
Dans les deux cas, le système ne répond pas aux attentes des utilisateurs à retourner l’information
utile et pertinente et par la suite, il est non-performant. Le cas idéal est d’avoir la valeur de précision et
rappel respectivement égale à un, chose qui n’est pas atteinte en réalité.
Une des manières de tenir compte à la fois du rappel et de la précision d’un système est d’exprimer
les valeurs de précision en fonction des différents niveaux de rappel selon la courbe rappel/précision
(courbe-RP ).
Courbe rappel/précision. La courbe rappel/précision permet de suivre la qualité du résultat en fonc-
tion du nombre d’images retournées par le système en réponse d’une requête q. D’après la description
de Schaüble dans [258], les courbes-RP se créent en plusieurs étapes: (1)-pour chaque requête q et pour
chaque rang r (r = 1 . . . N ), la précision πr(q) et le rappel ρr(q) de la liste triée des r premiers docu-
ments résultats sont calculés. Des courbes en dents de scie résultent à cette étape puisque le passage du
rang i au rang suivant i + 1 correspond à un document rajouté dans la liste résultat. Selon la pertinence
du nouveau document ajouté, la précision calculée peut croitre ou décroitre. Les courbes-RP obtenus à
ce stade ne reflètent qu’une recherche locale du système qui est fortement sensible à la requête, la base
d’images et la réponse système. Pour pallier à cette sensibilité, l’évaluation de la performance globale
du système se fera sur la précision moyenne obtenue sur l’ensemble des requêtes pour un rappel donné.
Dans le cadre de notre travail, les courbes-RP sont toujours évaluées pour 12 valeurs de rappel: ρ =
0.0, 0.05, 0.1, 0.2, . . . , 1.0. Toutefois, il est nécessaire de connaitre au préalable le résultat attendu des
requêtes pour calculer les paramètres π et ρ et évaluer le système de recherche. Malheureusement cette
connaissance est souvent fastidieuse à obtenir. Tout d’abord il faut annoter toutes les images de la base
et énumérer les requêtes possibles, tâche qui demande un effort considérable lorsque le volume de base
des images s’accroit.
5.1.2 Classification
L’évaluation de la classification peut se faire dans un premier temps visuellement en comparant les
résultats obtenus avec les images de référence. Cependant, ce moyen devient lourd lorsque la taille de la
base augmente considérablement (plus qu’une centaine d’images), de plus il est judicieux de comparer
différents algorithmes de classification par des moyens automatiques. La majorité des travaux de classi-
fication sont comparés en terme de taux d’erreur ou de taux de bonne classification. Dans ce travail, nous
proposons d’utiliser les matrices de confusion ainsi que les différentes mesures qui en découlent.
Une matrice de confusion (MC), aussi connue sous les termes matrice derreur, tableau de contingence
ou matrice derreur de classification, est une matrice carrée qui mesure la répartition des images classées
dans les différentes classes par rapport aux classes de référence. Les lignes et les colonnes de cette
matrice représentent respectivement les classes vraies (étiquetées manuellement) et les classes prédites
(trouvées) par l’algorithme de classification (l’inverse est aussi possible). Donc, chaque élément MCij
de cette matrice correspond au nombre d’images appartenant réellement à la classe Ci qui sont classifiées
en classe C ′j (eq 5.1). Pour avoir une interprétation en terme des taux, il suffit de normaliser cette matrice
par la somme marginal de chaque ligne qui n’est autre que le nombre total des éléments de la classe Ci
(eq. 5.2) :
MCij = card(Ci ∩ C ′j) (5.1)
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MCNij =
MCij∑Nc
k=1MCik
(5.2)
De cette matrice découle plusieurs mesures statistiques qui permettent d’évaluer la classification en
terme d’erreurs et et de bonnes classification. Nous utiliserons ici, les mesures suivantes : le taux de
classification Tc, la F-mesure F, la valeur Kappa K et la probabilité d’erreur Pe qui sont décrites dans la
suite.
Taux de classification est la moyenne des taux de bonnes classification de chaque classe Ci :
Tc =
∑Nc
i=1MCNii
Nc
(5.3)
La F-mesure introduite par Van Rijsbergen’s [302] est basée sur l’idée que chaque classe vraie Ci est
le résultat connu a priori de documents recherchés vis-à-vis d’une requête et que chaque classe prédite
C
′
j est le résultat retrouvé pour la requête. Ainsi, elle fait appel aux termes de rappel et précision définis
respectivement par REC(i, j) et PREC(i, j) :
REC(i, j) =
card(Ci ∩ C ′j)
card(Ci)
et
PREC(i, j) =
card(Ci ∩ C ′j)
card(C
′
j)
La matrice de la F-mesure est donnée donc par :
F(i, j) =
2.REC(i, j).PREC(i, j)
REC(i, j) + PREC(i, j) (5.4)
La F-mesure globale d’une classification par rapport à la référence est donnée par l’équation 5.5 dont
sa valeur appartient à l’intervalle [0, 1] :
F =
Nc∑
i=1
Nci
N
.maxj {F(i, j)}j=1,...,Nc (5.5)
où Nci est le cardinal de la classe Ci et N le nombre totale des images de la base.
La Mesure Kappa détermine la qualité de la classification en mesurant la concordance entre les juge-
ments de référence et ceux obtenus par les algorithmes de classification. Sa valeur appartient à l’intervalle
[−1, 1]. Cette valeur est d’autant plus grande que la matrice de confusion MC est diagonale :
K =
N
∑Nc
i=1MCii +
∑Nc
k=1(
∑Nc
i=1MCik.
∑Nc
j=1MCkj)
N2 −∑Nck=1(∑Nci=1MCik.∑Ncj=1MCkj) (5.6)
Landis et Koch [173] ont proposé une échelle de classement du degré d’accord en fonction de la
valeur de Kappa présentée dans le tableau suivant :
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Accord Kappa
Excellent > 0.81
Bon 0.80 - 0.61
Modéré 0.60 - 0.41
Médiocre 0.40 - 0.21
Mauvais 0.20 - 0.0
Très mauvais < 0.0
(a) « bark 1 » (b) « bark 2 » (c) « grass » (d) « leather »
Figure 5.1 – Difficulté de différenciation entre textures extraites à l’échelle 64× 64
Erreur de classification Pour mesure l’erreur de classification, nous utiliserons donnerons l’erreur
moyenne pour chaque classe (eq. 5.7) ainsi que l’erreur totale sur la base entière (eq. 5.8). Les équations
sont données comme suit :
Ei =
∑Nc
j 6=iMCij
Nci
(5.7)
Et =
∑Nc
i=1 Ei
Nc
(5.8)
5.2 Extraction des attributs de texture
Dans ce travail, plusieurs facteurs entre en jeu conditionnant la pertinence du modèle de texture
extrait à savoir: la taille des textures à étudier (notion de taille d’analyse introduit au début dans le
chapitre 3), le choix de la distance d dans le cas des matrices de co-occurrences et la mesure de similarité
adéquate pour la recherche d’images similaires.
5.2.1 Choix de la taille des textures de la base
La majorité des auteurs des travaux d’analyse, de classification, de segmentation et de traitement
de textures adoptent un découpage aléatoire de la base ; autrement dit, chaque image de la base est
décomposée en k régions de taille nk×nk. Le paramètre k dépend fortement de la base de texture utilisée
et l’application visée. Ainsi, le choix de la taille des textures est un paramètre primordial influençant les
résultats. Une petite taille (ex. : 64×64) entraîne une difficulté de l’expert ou de l’utilisateur à différencier
entre textures d’une même classe ou de classes qui diffèrent.
Cela est illustré sur la figure 5.1 : les textures 5.1(a) et 5.1(b) appartiennent à la même classe « bark »
alors que visuellement, on jugera qu’elles sont différentes ; a contrario pour 5.1(c) et 5.1(d), les textures
appartiennent respectivement à la classe « grass » et « leather » et apparaissent similaires visuellement.
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(a) « bark 1 » (b) « bark 2 » (c) « grass »
(d) « leather »
Figure 5.2 – Primitives de textures davantage visibles à l’échelle 128× 128
Pour les mêmes textures mais de taille 128 × 128 (cf. figure 5.2), il y a plus de visibilité sur les
primitives de la texture, néanmoins les mêmes remarques que précédemment s’appliquent encore.
Il faut des tailles plus grandes (cf. figures 5.3 et 5.4 pour 256× 256) pour constater visuellement une
nette différence entre les différentes textures.
Reste maintenant à connaître l’influence de la taille sur les performances d’une reconnaissance et
classification automatique. Le but ici est donc de trouver un compromis entre une taille acceptable qui
permet à l’expert et ou utilisateur une bonne visibilité afin de pouvoir différencier visuellement entre les
textures et de bonnes performances en terme de classification et de recherche d’images similaires. Pour
cela, nous testons 3 tailles : 128× 128, 256× 256 et 512× 512.
La figure 5.5 trace les taux de classification obtenus pour différents classifieurs comparés au clas-
sifieur de référence SVM appliqués à la base Brodatz1 et pour les attributs extraits des matrices de
co-occurrences. Nous constatons que pour ces différents algorithmes, la taille correspondant à 256×256
pixels fournit un meilleur taux de classification. De même, dans le cas de la recherche d’images par
contenu, avec les courbes de rappel et précision, nous obtiendrons la même conclusion (cf. figure 5.6).
5.2.2 Descripteurs des matrices de co-occurrences
Rappelons que l’élément p(i, j) de la matrice de co-occurrences (MCO) exprime la probabilité d’ap-
parition des niveaux de gris i et j séparés par un pas d suivant une orientation θ. Ainsi, les paramètres
d et θ constituent la clé des MCO. Dans ce travail, les huit paramètres introduits dans la section 3.3.2.1,
à savoir: l’énergie, l’entropie, la variance, l’uniformité, le contraste, la corrélation, l’homogénéité et la
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(a) « bark 1 »
(b) « bark 2 »
Figure 5.3 – Textures extraites à l’échelle 256 × 256. Les primitives sont nettement claires et donc pas
de difficulté de discrimination visuelle entre textures.
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(a) « grass »
(b) « leather »
Figure 5.4 – Textures extraites à l’échelle 256× 256 (suite et fin)
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Figure 5.5 – Taux de bonne classification pour différentes tailles de texture
Figure 5.6 – Courbes de rappel / précision pour différentes tailles de texture
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direction sont calculés sur les quatre directions 0°, 45°, 90° et 135°. Pour la distance d, le choix est fait
expérimentalement. La distance qui fournira de meilleures performances sera choisie. Cinq distances ont
été testées : 1, 2, 3, 5 et 7.
Les huit paramètres d’Haralick [116] retenus pour la caractérisation de textures par les MCO sont :
l’énergie, l’entropie, la corrélation, le contraste, l’uniformité, la variance, l’homogénéité et la direction.
Nous représentons sur les figures 5.7 et 5.8 les taux de classifications pour différents classifieurs
introduits dans le chapitre 4 et les courbes rappel / précision en fonction du pas d des matrices de co-
occurrences respectivement pour les bases de Brodatz et Meastex.
Dans le cas de la base de Brodatz (figure 5.7), nous constatons que pour les classifieurs k-ppv, C4.5,
NaiveBayes et arbre-NB, les taux de classification maximaux sont obtenus pour d = 5. Pour le classifieur
SVM et BayesNet, les taux maximaux sont donnés respectivement par d = 3 et d = 7. Pour les courbes
rappel / précision, les pas 5 et 7 donnent des performances proches.
Pour la base Meastex (figure 5.8), le taux de classification maximale est obtenu pour un pas égal à
2 tandis que les classifieurs k-ppv, BayesNet et arbre-NB atteignent un taux maximal pour d = 5. Le
taux maximale atteint par C4.5 correspond à d = 7 et pour le NaiveBayes, il correspond à d = 3. Les
courbes rappel / précision montrent la similarité des performances pour les distances 5 et 7, néanmoins la
distance 1 donne meilleures performances pour les premières 40 % de la base qui diminuent rapidement
par la suite.
Nous constatons que les trois distances (3, 5 et 7) sont candidates. Pour résoudre ce choix, nous
avons effectué un test sur un sous-ensemble de textures de la base de Brodatz1 constitué de 136 textures
orientées. L’idée de ce test est de mesurer un score (cf. chap:ApplTexture) pour les différentes distances.
L’ensemble des réponses positives dans ce cas correspond aux orientations détectées correctement et
pour les réponses négatives, il s’agit de fausses détection. La distance qui fournit le plus grand score
reflète une bonne préservation de l’information direction est celle qui sera retenue. Nous avons trouvé
les scores suivants score3 = 1, 0606, score5 = 1, 3224 et score7 = 1, 3358 pour les trois distances res-
pectivement. Étant donné la différence entre le score3 et le score7 n’est pas importante, nous suggérons
d’utiliser la distance 5 pour la suite des évaluations.
5.2.2.1 Analyse des attributs MCO
Dans cette section, nous présentons le comportement des descripteurs de texture extraits des MCO
pour les deux classes Brodatz1 et Meastex. Cette analyse nous guidera dans le choix des descripteurs
caractérisant au mieux nos différentes bases.
Base de Brodatz1 La figure 5.9 illustre la distribution des densités de probabilités des différents des-
cripteurs MCO pour les différentes classes de la base de Brodatz1. Nous constatons que pour les diffé-
rents descripteurs, il y a un fort recouvrement entre les treize classes sauf pour la classe « wall » qui se
distingue fortement du reste des classes notamment pour les descripteurs : énergie, entropie, uniformité,
homogénéité, contraste et direction.
Une interprétation de ce phénomène peut être donnée comme suit. En explorant visuellement la
base de Brodatz1, nous avons remarqué que la classe « wall » est une classe particulière du fait de
l’aspect fort homogène qui domine cette base. Les différentes textures de la classe « wall » partagent les
mêmes propriétés de texture1 pour les différents descripteurs ainsi elles ont toutes des valeurs numériques
proches; ce qui est traduit par une courbe de densité de probabilités presque uniforme pour les différents
1Nous faisons ici référence à l’information de texture sémantique.
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(a) taux de classification
(b) courbes rappel / précision
Figure 5.7 – Base de Brodatz testée avec différents classifieurs
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(a) taux de classification
(b) courbes rappel / précision
Figure 5.8 – Base de Meastex testée avec différents classifieurs
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paramètres de texture. Pour les autres classes de la base Brodatz1, elles ont le même comportement. Les
différentes textures appartenant à une même classe donnée ont des valeurs différentes pour une propriété
de texture, ce qui se traduit par des courbes de densités de probabilités multimodales qui se chevauchent.
Base de Meastex Pour la base Meastex, l’aspect uniforme et homogène des différentes classes est
vérifiée par les courbes de densité de probabilités données par la figure 5.10. Il y a un fort recouvrement
entre les cinq classes de la base. Ce qui montre la difficulté de classifier les différentes textures. Cette
remarque est illustrée par le taux de classification par SVM qui atteint 91,96 % pour la base de Brodatz1
tandis qu’il ne dépasse pas les 78 % pour la base Meastex.
Nous concluons de cette première analyse que les descripteurs de texture extraits des MCO sont des
indicateurs prometteurs pour la caractérisation primaire et sémantique de textures.
5.2.3 Descripteurs de Tamura
Quatre paramètres parmi les six introduits par Tamura [290] sont retenus pour la caractérisation de
textures par la méthode Tamura, à savoir : la grossièreté (coarseness), le contraste, le line-likeness et la
directivité.
Le calcul du premier descripteur (grossièreté) dépend du paramètre k. Pour notre analyse, nous avons
opté pour la valeur 3. Ce choix est justifié par les présentes figures 5.11 et 5.12 qui représentent les taux
de classification et les courbes rappel / précision estimés respectivement sur la base Brodatz1 et Meastex.
5.2.3.1 Analyse des attributs de Tamura
Dans cette section, nous présentons le comportement des descripteurs de texture extraits par la tech-
nique de Tamura pour les deux classes Brodatz1 et Meastex. Cette analyse nous permettra d’avoir une
idée sur les descripteurs caractérisant au mieux les différentes bases ainsi que leurs classes.
Nous constatons à partir des figures 5.13 et 5.14 qu’il existe un fort recouvrement entre les différentes
classes de textures pour les deux bases d’analyse. Ainsi, ces figures montrent la difficulté de la tâche de
classification. Les taux de classification pour les deux bases Brodatz1 et Meastex atteignent respective-
ment 76,65 % et 77,89 %. Ces taux assez proches peuvent mener à une confusion pour le comportement
des deux bases.
5.2.4 Comparaison entre les méthodes d’extraction de texture
Nous comparons dans cette partie le comportement des différentes méthodes d’extraction de tex-
tures ainsi que l’impact de la combinaison de ces méthodes. La figure 5.15 représente les courbes
rappel / précision. Pour la base Brodatz1, la figure montre que les descripteurs extraits des MCO sont
meilleurs pour la recherche d’images similaires que les descripteurs de Tamura. Néanmoins, leurs ca-
pacité de détection se dégrade pour la base Meastex et ce sont les attributs de Tamura ainsi que le
regroupement des deux méthodes qui améliorent la performance de la recherche.
Un constat immédiat important tiré de ces courbes est que les attributs extraits des MCO sont
meilleurs que ceux de Tamura puisqu’ils permettent de discerner entre textures ayant des caractéris-
tiques différentes (Brodatz1) et celles qui sont proches visuellement (Meastex) au contraire des attributs
de Tamura qui sont insuffisants dans le cas d’une grande variabilité de l’information de texture.
Les tableaux 5.1 et 5.2 donnent les matrices de confusion, les taux de classification moyens, la F-
mesure, la mesure Kappa et les taux d’erreurs moyens estimés pour la base Brodatz et Meastex respecti-
vement. Dans les deux cas de figures, nous remarquons que le taux de classification du regroupement est
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(a) énergie (b) entropie
(c) variance (d) corrélation
(e) uniformité (f) homogénéité
(g) contraste (h) direction
Figure 5.9 – Les densités de probabilités estimées pour les descripteurs MCO calculés sur la base de
Brodatz1
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(a) énergie (b) entropie
(c) variance (d) corrélation
(e) uniformité (f) homogénéité
(g) contraste (h) direction
Figure 5.10 – Les densités de probabilités estimées pour les descripteurs MCO calculés sur la base
Meastex
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(a) choix de k (b) Rappel / précision comparés
Figure 5.11 – Taux de classification pour différents classifieurs et courbes de rappel / précision pour la
base Brodatz
(a) choix de k (b) Rappel / précision comparés
Figure 5.12 – Taux de classification pour différents classifieurs et courbes de rappel / précision pour la
base Meastex
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(a) grossièreté (b) contraste
(c) line-likeness (d) directionalité
Figure 5.13 – Les densités de probabilités estimées pour les descripteurs de Tamura pour la base de
Brodatz 1
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(a) grossièreté (b) contraste
(c) line-likeness (d) directionalité
Figure 5.14 – Les densités de probabilités estimées pour les descripteurs de Tamura pour la base Meastex
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(a) Brodatz 1
(b) Meastex
Figure 5.15 – Taux de classification pour les différentes méthodes d’extraction de texture
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supérieur des deux approches utilisées. Le regroupement donc améliore la capacité du système à classi-
fier les textures. Néanmoins, pour la base Meastex, les taux moyens restent très modestes et sont assez
proches ne dépassant pas les 90 % contre 95 % pour la base de Brodatz.
Nous déduisons aussi de ces tableaux que les différentes classes de la base Brodatz1 sont bien carac-
térisées par les attributs extraits des MCO sauf pour la classe « straw » et « wood » où le taux de bonne
classification atteint respectivement 61,61 % et 84,82 %. Pour la base Meastex, seule la classe « Grass
» est fortement détectée (94 %). Pour les attributs de Tamura, en général, ils manifestent une modeste
classification des différentes classes des deux bases. Cette déduction peut être aussi faite en analysant les
valeurs de la F-mesure F et celles de Kappa K.
En ce qui concerne les performances de la recherche d’images similaires, l’évaluation faite à partir de
la mesure du score proposée rejoint les résultats obtenus par les courbes de rappel / précision. La classifi-
cation par les attributs regroupés et ceux des MCO permettent une bonne détection de la base de Brodatz.
Une détection modeste pour la base Meastex est donnée par les attributs Tamura. En conséquence, cette
analyse nous a permis de conclure que les attributs MCO sont plus performants que les attributs Tamura
en terme de recherche d’images similaires (courbes de rappel / précision) et pour la classification des
textures.
5.3 Réduction de l’espace des attributs de texture
La phase de réduction de l’espace de représentation des textures en terme des attributs de texture
est primordiale pour toute application de classification, segmentation, recherche, etc. Il s’agit en fait de
réduire l’espace initiale de grandes dimensions en un nombre réduit tout en gardant le maximum de
l’information utile.
Dans notre cas, nous avons douze descripteurs à partir du regroupement des attributs MCO et Ta-
mura. Malgré que ce nombre apparaît modeste, or d’après les analyses faites précédemment, nous avons
constaté qu’il y a des redondances entre descripteurs avec une éventualité d’avoir des descripteurs non-
pertinents, ce qui pourra altérer les résultats des différentes applications. Pour cela, il nous est apparu
judicieux d’effectuer une réduction du nombre de paramètres en éliminant ceux redondants et non-
pertinents. La réduction peut donc se faire comme nous l’avons vu dans le chapitre 3 de deux manières :
soit en calculant de nouveaux paramètres à partir de ceux initiaux ou bien en faisant une sélection d’un
sous-ensemble sur ces paramètres. L’inconvénient de la première approche est la perte de la signification
physique des paramètres, information importante dans notre cadre de travail puisque la description de
la texture en niveau sémantique fait fortement appel à cette notion. Par la suite, nous avons opté pour la
seconde approche de sélection.
Les différentes approches de réduction de dimension par sélection des paramètres introduits dans la
section 3.4 vont être étudiées et analysées expérimentalement dans ce qui suit.
5.3.1 Normalisation des paramètres
Le tableau 5.3 donne quelques statistiques des différents attributs de texture extraits des MCO et
Tamura. On remarque que la plage des valeurs que peut prendre un descripteur varie fortement d’un
descripteur à un autre. Par exemple pour la base Brodatz1, l’intervalle de variabilité de l’énergie est faible
de [0, 0, 0005] tandis que pour la variance, elle est de l’ordre de quelques millier, etc. Cette hétérogénéité
des valeurs brutes peut affecter le comportement des techniques d’extraction des descripteurs pertinents
et par la suite, biaiser les résultats de la classification et de la recherche des images: les descripteurs ayant
des valeurs élevées risquent d’avoir plus de poids que ceux atteignant des valeurs plus faibles.
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MC (%) E (%) Tc (%) Fm K Et (%) S
MCO


96,43 0, 00 1, 78 0, 00 0, 00 0, 00 0, 00 0, 00 0, 00 1, 78 0, 00 0, 00 0, 00 0, 00
0, 00 92,56 0 0, 00 0, 00 0, 00 0, 00 0 1, 78 0, 00 0, 00 0, 00 0, 00 5, 65
3, 78 0, 00 90,18 0, 00 0, 00 1, 78 0, 00 0 2, 08 2, 08 0, 00 0, 00 0, 00 0, 00
0, 00 0, 00 1, 78 92,56 0, 00 0, 00 0, 00 0, 00 0, 00 5, 65 0, 00 0, 00 0, 00 0, 00
0, 00 0, 00 4, 16 0, 00 91,96 0, 00 0, 00 3, 78 0, 00 0, 00 0, 00 0, 00 0, 00 0, 00
0, 00 0, 00 3, 87 2, 08 0, 00 94,05 0, 00 0, 00 0, 00 0, 00 0, 00 0, 00 0, 00 0, 00
3, 78 1, 78 0, 00 1, 78 0 0, 00 90,47 0, 00 0, 00 0, 00 2, 08 0, 00 0, 00 0, 00
0, 00 0, 00 0, 00 0 3, 78 0, 00 0, 00 96,13 0, 00 0, 00 0, 00 0, 00 0, 00 0, 00
0, 00 0, 00 1, 78 0, 00 0, 00 0, 00 0, 00 0, 00 98,21 0, 00 0, 00 0, 00 0, 00 0, 00
5, 65 0, 00 2, 08 19, 05 5, 95 1, 78 2, 08 0, 00 1, 78 61,61 0, 00 0, 00 0, 00 0, 00
0, 00 0, 00 0, 00 0, 00 0, 00 0, 00 0, 00 0, 00 0, 00 0, 00 98,21 0, 00 0, 00 1, 78
0, 00 1, 78 0, 00 3, 78 0, 00 0, 00 0, 00 0, 00 0, 00 0 2, 08 90,47 0, 00 1, 78
0, 00 0, 00 0, 00 0, 00 0, 00 0, 00 0, 00 1, 78 0, 00 0, 00 0, 00 0, 00 98,21 0, 00
0, 00 7, 73 0, 00 0, 00 0, 00 0, 00 1, 78 0, 00 0, 00 0, 00 5, 65 0, 00 0, 00 84,82




3, 57
7, 44
9, 82
7, 44
8, 09
5, 95
9, 52
3, 87
1, 78
38, 39
1, 78
9, 52
1, 78
15, 18


91,13 0,908 0,903 8,86 0,256
Tamura


64,58 0, 00 0, 00 1, 78 9, 82 0, 21 7, 62 0, 00 0, 00 2, 08 0, 00 0, 00 0, 00
0, 00 86,31 2, 08 0, 00 0, 00 0, 00 0, 00 2, 08 2, 08 0, 00 2, 08 3, 57 0, 00 1, 78
0, 00 0, 00 90,47 0, 00 0, 00 5, 65 0, 00 0, 00 2, 08 0, 00 1, 78 0 0 0, 00
5, 36 0, 00 0, 00 81,55 9, 82 0 0, 00 0, 00 3, 57 0, 00 0 0, 00 0, 00 0, 00
11, 90 0, 00 2, 08 3, 57 72,92 0, 00 0, 00 0, 00 1, 78 7, 74 0 0, 00 0, 00 0, 00
0, 00 2, 08 3, 87 0, 00 0, 00 84,52 0, 00 0, 00 5, 95 0, 00 1, 78 0, 00 0, 00 0, 00
28, 27 0, 00 0, 00 0, 00 0, 00 0, 00 66,37 0, 00 0, 00 3, 57 1, 78 0, 00 0, 00 0, 00
0, 00 0, 00 0, 00 0 0, 00 5, 95 0, 00 79,17 0, 00 3, 57 0, 00 0, 00 0, 00 0, 00
0, 00 1, 78 0, 00 0, 00 0, 00 0, 00 0, 00 3, 87 90,77 0, 00 3, 57 0, 00 0, 00 0, 00
3, 87 3, 57 0, 00 0, 00 9, 52 0, 00 0, 00 0, 00 4, 17 72,62 4, 16 2, 98 0, 00 0, 00
2, 08 0, 00 3, 57 0, 00 0, 00 3, 87 0, 00 5, 65 0, 00 0, 00 3, 87 83,03 0, 00 0, 00
0, 00 5, 95 0, 00 0, 00 0, 00 0, 00 0, 00 0, 00 0, 00 0, 00 3, 87 86,61 0, 00 3, 57
0, 00 0, 00 0, 00 0, 00 0, 00 0, 00 2, 08 0, 00 3, 87 10, 12 0, 00 0, 00 94,05 0, 00
0, 00 0, 00 0, 00 0, 00 0, 00 0, 00 0, 00 1, 78 0, 00 0, 00 3, 87 10, 12 0, 00 84,22




35, 42
13, 69
9, 52
18, 45
27, 08
15, 47
33, 63
20, 83
9, 22
27, 38
16, 96
13, 39
5, 94
15, 77


81,23 0,815 0,797 18,77 0,532
Regroupement


100 0, 00 0, 00 0, 00 0, 00 0, 00 0, 00 0, 00 0, 00 0, 00 0, 00 0, 00 0, 00
0, 00 100 0, 00 0, 00 0, 00 0, 00 0, 00 0, 00 0, 00 0, 00 0, 00 0, 00 0, 00 0, 00
0, 00 0, 00 96,13 3, 87 0, 00 0, 00 0, 00 0, 00 0, 00 0, 00 0, 00 0 0 0, 00
0, 00 0, 00 0, 00 92,86 1, 78 0, 00 0, 00 0, 00 1, 78 0, 00 3, 57 0, 00 0, 00 0, 00
0, 00 0, 00 0, 00 0, 00 100 0, 00 0, 00 0, 00 0, 00 0 0, 00 0, 00 0, 00 0, 00
0, 00 0, 00 0, 00 0, 00 0, 00 95,83 0, 00 0, 00 4, 17 0, 00 0, 00 0, 00 0, 00 0, 00
1, 78 0, 00 0, 00 0, 00 0, 00 0, 00 94,05 0, 00 0, 00 2, 08 2, 08 0, 00 0, 00 0, 00
0 0, 00 0, 00 0, 00 0, 00 1, 78 0, 00 98,2 0, 00 0, 00 0, 00 0, 00 0, 00 0, 00
0, 00 0, 00 2, 08 1, 78 0, 00 0, 00 0, 00 0, 00 96,13 0, 00 0, 00 0, 00 0, 00 0, 00
4, 17 0 2, 08 11, 31 0, 00 0, 00 1, 78 1, 78 0, 00 77,08 0, 00 1, 78 0, 00 0, 00
0, 00 0, 00 0, 00 0, 00 0, 00 0, 00 0, 00 0, 00 0 100 0, 00 0, 00 0, 00 0, 00
0, 00 0, 00 0, 00 0, 00 0, 00 1, 78 0, 00 0, 00 0, 00 0, 00 1, 78 94,64 0, 00 1, 78
0, 00 0, 00 0, 00 0, 00 0, 00 0, 00 0, 00 0, 00 0 0, 00 0, 00 0, 00 100 0, 00
0, 00 0, 00 0, 00 0, 00 0, 00 0, 00 0, 00 0, 00 0, 00 0, 00 0 1, 78 0, 00 98,21




0, 00
0, 00
3, 87
7, 14
0, 00
4, 16
5, 95
1, 87
3, 87
22, 92
0, 00
5, 36
0, 00
1, 78


95,94 0,958 0,955 4,06 0,149
Table 5.1 – Résultats de classification par SVM pour les différentes approches d’extraction de texture appliquées à la base de Brodatz
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MC (%) E (%) Tc (%) Fm K Et (%) S
MCO


84,00 4, 00 0, 00 10, 00 2, 00
0, 00 80,67 0, 00 6, 00 13, 33
0, 00 0, 00 94,00 2, 00 4, 00
10, 00 10, 00 6, 00 55,33 18, 67
0, 00 5, 70 12, 86 2, 66 78,57




16, 00
19, 33
6, 00
44, 67
21, 43

 78,51 0,781 0,72 21,48 0,285
Tamura


86,00 0, 00 0, 00 10, 00 4, 00
2, 00 88,67 0, 00 0, 00 9, 33
0, 00 0, 00 94,00 4, 00 2, 00
10, 00 6, 00 6, 00 74,00 4, 00
0, 00 7, 14 5, 71 2, 86 84,28




14, 00
11, 33
6, 00
26, 00
15, 71

 85,39 0,854 0,816 14,60 0,177
Regroupement


88,00 0, 00 0, 00 10, 00 2, 00
2, 00 86,67 0, 00 2, 00 9, 33
0, 00 0, 00 96,00 0, 00 4, 00
10, 00 6, 00 4, 00 76,00 4, 00
0, 00 7, 14 5, 71 1, 42 85,71




12, 00
13, 33
4, 00
24, 00
14, 28

 86,74 0,870 0,830 13,52 0,165
Table 5.2 – Résultats de classification par SVM pour les différentes approches d’extraction de texture appliquées à la base Meastex
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Descripteur Moyenne Écart-type
énergie 2,54e-004 2,8154e-004
entropie 13,177 1,223
homogénéité 0,044 0,026
uniformité 4,0989e-006 7,585e-006
contraste 9,1381e+018 5,4376e+016
variance 1,27e+003 1,1946e+003
corrélation 0,287 0,181
direction 0,009 0,005
grossièreté 5,031 0,681
contraste 2 23,690 12,423
line-likeness 0,659 0,217
directivité 3,631 0,990
Table 5.3 – Statistiques du 1er ordre pour l’ensemble des attributs de Texture
Tc (%) Fm K Et (%)
CFS 93,17 0,929 0,926 6,824
Table 5.4 – Mesures de classification obtenues par l’algorithme CFS
Plusieurs techniques de normalisation existent pour enlever ce biais. Nous utilisons ici la technique de
normalisation la plus répandue dite normalisation « min-max » (cf. formule 5.9). Les valeurs de chaque
descripteur sont ramenées à l’intervalle [0, 1] :
Xn =
X −min
max−min (5.9)
Dans ce qui suit, nous présenterons les différents modèles de texture obtenus par les différents algo-
rithmes introduits dans la section 3.4 dans le cas de la classification des textures de la base Brodatz1.
5.3.2 Algorithme CFS
L’algorithme CFS présenté dans la section 3.4 utilise la mesure de mérite basée sur l’incertitude
symétrique pour l’évaluation de la pertinence des attributs de texture. L’attribut qui présente une valeur
importante est sélectionné.
En appliquant l’algorithme CFS sur les douze paramètres, le sous ensemble sélectionné qui donne
le meilleur taux de classification est de taille 7 et constitué de : l’entropie, la variance, l’uniformité,
l’homogénéité, la corrélation, le contraste∗2 et la grossièreté. Les performances de classification par
le modèle CFS sont données dans le tableau 5.3.2 ainsi que les valeurs de la mesure mérite pour les
différents descripteurs choisis sont dressées dans le tableau 5.3.2.
5.3.3 Algorithme MIFS
L’algorithme MIFS introduit dans la section 3.4 est un algorithme de sélection des attributs qui tient
en compte de l’interaction entre les attributs et les classes d’étiquetage en se basant sur l’information
2calculé par Tamura
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Descripteur Merit
variance 0,6664
uniformité 0,6529
grossièreté 0,6236
homogénéité 0,660
corrélation 0,5900
contraste 2 0,5393
entropie 0,477
Table 5.5 – Mesures de Merit par l’algorithme CFS
Descripteur IM
grossièreté 1,656
homogénéité 0,415
corrélation 0,396
directivité 0,067
Table 5.6 – Mesures de l’information mutuelle par l’algorithme MIFS
mutuelle. L’attribut qui maximise cette information est retenu par l’algorithme.
Le tableau 5.3.3 dresse les valeurs de l’information mutuelle IM pour les différents descripteurs
retenus par l’algorithme MIFS qui sont au nombre de quatre : l’homogénéité, la grossièreté, la corrélation
et la directivité. Le taux de classification obtenu par le modèle SVM est de 83,65 %. Les différentes
mesures d’évaluation de la classification par le modèle MIFS sont données sur le tableau 5.7.
5.3.4 Algorithme ReliefF
L’algorithme ReliefF introduit dans la section 3.4 mesure la pertinence d’un attribut en terme de
score qui lui est attribué. Ce score n’est autre que le poids estimé par le classifieur. Pour cet algorithme,
le classifieur en question est le k plus proches voisins k-ppv.
Le modèle sélectionné par l’algorithme Relief comprend cinq descripteurs qui sont : l’entropie, l’ho-
mogénéité, la corrélation, le contraste et la direction. Les scores correspondants aux attributs choisis sont
donnés dans le tableau 5.8. Le modèle ReliefF obtenu donne un taux de 84,35 % pour la classification
des textures. Les différentes performances correspondantes au modèle ReliefF sont récapitulées dans le
tableau 5.9.
5.3.5 Algorithme Fisher
L’algorithme Fisher rejoint le même principe de l’algorithme précédent pour l’évaluation de la per-
tinence des attributs en se basant sur les scores. Ce score mesure le degré de séparation entre les classes.
L’attribut à sélectionner est celui qui maximise ce critère.
Tc (%) Fm K Et
MIFS 83,65 0,821 0,832 16,35
Table 5.7 – Performances de classification par l’algorithme MIFS
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Descripteur Score_ReliefF
corrélation 0,146
entropie 0,134
homogénéité 0,114
direction 0,108
contraste 0,108
Table 5.8 – Mesures des scores par l’algorithme ReliefF
Tc % Fm K Et
ReliefF 84,35 0,846 0,830 15,64
Table 5.9 – Performances de classification par l’algorithme ReliefF
Le modèle obtenu par Fisher est composé de cinq descripteurs : l’énergie, l’entropie, l’homogénéité,
le contraste et la direction. Le tableau 5.3.5 donne les scores obtenus par l’algorithme Fisher pour les
différents descripteurs. Ce modèle donne un taux de classification de 81,13 %. Les autres mesures de
performance sont illustrées dans le tableau
5.3.6 Algorithmes génétiques
La mise en œuvre sélection des descripteurs pertinents par les algorithmes génétiques (AG) nécessite
le choix d’un ensemble de paramètres tels que la taille de la population, les probabilités de mutation et de
croisement (cf. section 3.4). Ici, nous avons choisi une population de 10 chromosomes pour 20 itérations,
une probabilité de mutation de 0,01 et une probabilité de croisement de 0,8. Une valeur petite pour la
probabilité de mutation évite à l’algorithme de converger vers une solution non-optimale et une valeur
grande pour la probabilité de croisement afin d’avoir une diversité dans la population. A chaque itération
de génération, nous allons sélectionné le chromosome qui donne le meilleur taux de classification ce qui
nous ressort à la fin 20 meilleurs chromosomes candidats. Pour choisir un parmi eux, nous cherchons les
paramètres qui ont été fréquemment sélectionnés suivant différents seuils.
La figure 5.16 illustre le nombre d’occurrences de chaque paramètre sélectionné par les algorithmes
génétiques pour la classification. A titre d’exemple, le descripteur numéro 7 (contraste pour les MCO) a
été choisi 6 fois alors que le 11e paramètre (le line-likeness de Tamura) a été sélectionné dans toutes les
itérations (20 fois). Le modèle que nous avons choisi est composé de paramètres ayant été sélectionné
plus que 10 fois : l’énergie, l’entropie, la variance, l’uniformité, la direction, la grossièreté, le line-
likeness et la directionalité.
Le tableau 5.12 donne les différentes performances de classification pour le modèle génétique. En
Descripteur Score_Fisher
homogénéité 208,94
contraste 198,75
direction 198,75
énergie 159,26
entropie 154,37
Table 5.10 – Mesures du critère de Fisher
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Tc (%) Fm K Et
ReliefF 81,13 0,811 0,794 18,86
Table 5.11 – Performances de classification par l’algorithme Fisher
Figure 5.16 – Nombre d’occurrences des paramètres sélectionnés par les AG pour 20 itérations
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Tc (%) Fm K Et
GA 92,98 0,926 0,922 7,01
Table 5.12 – Performances de classification par les algorithmes génétiques
Tc (%) Fm K Et
PCFS 96,07 0,959 0,959 3,93
Table 5.13 – Performances de classification par l’algorithme PCFS
comparant le taux de classification obtenu par les algorithmes génétiques et celui du modèle global (cf.
tableau 5.1), nous remarquons que les algorithmes génétiques n’améliorent pas les résultats de classi-
fication en sélectionnant les meilleurs paramètres. Pourtant, elles fournissent un taux de classification
supérieur aux autres approches de sélection étudiées en haut.
5.3.7 Nos propositions
Les algorithmes expérimentés en haut mesure la pertinence d’un attribut soit en terme de sa capacité
à regrouper les images de même classe et séparer celles qui sont étiquetées différemment exprimée par
des scores (CFS, MIFS, ReliefF), soit en terme de poids estimé par un classifieur (Fisher et AG). Donc
toute éventuelle corrélation entre les attributs n’est pas pris en compte. Dans cette optique, nous avons
proposé dans un premier temps l’algorithme PCFS de type wrapper qui tient compte de la corrélation
des attributs et ainsi élimine celui qui fournit un taux de discrimination faible. La corrélation est calculé
par le paramètre Pearson et l’évaluation du taux de classification est mesurée par le classifieur SVM.
5.3.7.1 Algorithme PCFS
Pour les douze descripteurs, le PCFS a détecté une corrélation négative entre l’homogénéité et le
contraste. L’élimination de l’un des deux est mesurée par le taux de classification qui est de 33,48 % et
26,10 % pour le contraste et l’homogénéité respectivement. Donc le modèle obtenu est composé de onze
descripteurs : l’énergie, l’entropie, la variance, la corrélation, l’uniformité, le contraste, la direction, la
grossièreté, le contraste∗, le line-likeness et la directivité.
Les différentes mesures de performance de la classification sont récapitulées dans le tableau 5.13.
Nous remarquons que le modèle PCFS fournit un taux de classification supérieur et de performances
améliorées en comparaison avec le modèle global et les autres algorithmes de sélection.
5.3.7.2 Algorithme PaCFS
Une alternative du PCFS est proposée dans ce paragraphe consiste à tenir compte à la fois et la
corrélation entre les descripteurs (PCFS) et leurs corrélation avec la classe d’étiquettes (CFS, MIFS,...).
Dans un ensemble corrélé, le descripteur à éliminer est celui qui montre une faible corrélation avec la
classe d’étiquettes. Le modèle ainsi obtenu pour nos expérimentations comprend neuf descripteurs qui
sont : l’énergie, la variance, la corrélation, l’uniformité, la direction, la grossièreté, le contraste, le line-
likeness et la directivité.
Le tableau 5.14 donne les différentes mesures de performance de la classification obtenues par le
modèle PaCFS. Malgré que le taux de classification obtenu par le modèle PaCFS est assez important,
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Tc (%) Fm K Et
PaCFS 94,91 0,947 0,945 5,08
Table 5.14 – Performances de classification par l’algorithme PaCFS
Modèle Paramètres Tc (%) Fm K Et (%) S
Regroupement f1f2f3f4f5f6f7f8f9f10f11f12 95,94 0,958 0,955 4,06 0,149
CFS f2f3f4f5f6f9f10 93,18 0,929 0,926 6,82 0,039
MIFS f4f6f9f12 83,65 0,821 0,832 16,35 0,140
Fisher f1f2f6f7f8 81,13 0,811 0,794 18,86 0,117
ReliefF f2f4f6f7f8 84,35 0,846 0,830 15,64 0,217
AG f1f2f3f5f8f9f11f12 92,98 0,926 0,922 7,01 0,023
PCFS f1f2f3f4f5f7f8f9f10f11f12 96,07 0,959 0,957 3,93 0,097
PaCFS f1f3f4f5f8f9f10f11f12 94,91 0,947 0,945 5,08 0,032
Table 5.15 – Tableau récapitulatif des performances de classification des différents algorithmes de sélec-
tion
il reste légèrement en dessous de celui obtenu par le modèle global. Ainsi, la sélection par l’algorithme
PaCFS dans ce cas n’améliore pas forcément la classification de texture.
5.3.8 Comparaison des modèles de sélection
Nous récapitulons les différentes performances de la classification des différents algorithmes de sé-
lection dans le tableau 5.15. Nous constatons que pour la majorité des modèles de sélection (sauf MIFS
et ReliefF) il y une redondance sémantique entre les descripteurs. Par exemple, les descripteurs « éner-
gie » (f1) et « homogénéité » (f6) traduisent la même propriété sémantique qui est l’homogénéité des
textures. Ainsi, le fait d’avoir ces deux descripteurs dans un même modèle peut entraîner le problème
d’effet de poids des descripteurs, ce qui peut aussi être traduit par les forts taux de classification estimés.
Pour résoudre ce problème, nous avons procédé par évaluer le pouvoir discriminatif de chaque des-
cripteur redondant sémantiquement. L’évaluation est basée sur leur pouvoir à distinguer entre classes
en terme de taux de classification Tc associé à un taux d’erreur Et et en terme de recherches d’images
similaires évalué par les courbes rappel / précision (cf. figure 5.17)et la mesure du score proposé S. Un
ordonnancement par la suite est effectué pour choisir les descripteurs ayant des performances importantes
(cf. tableau 5.16).
Ainsi, les meilleurs descripteurs sélectionnés sont : f2, f3, f5, f6, f8. Le descripteur f3 a été choisi
malgré que f10 donne un taux de classification légèrement grand du fait que ce dernier donne un score
S plus grand, ce qui signifie une mauvaise recherche des images similaires vérifiée aussi par les courbes
rappel / précision qui est au dessous de celle de f3.
Le tableau 5.17 donne les résultats finaux de chaque modèle après élimination des redondances sé-
mantiques. Le meilleur modèle de sélection est celui qui donne un taux de classification important et sera
utilisé dans la suite des expérimentations.
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Descripteur Tc Et S
f1 25,29 74,70 0,163
f6 25,61 74,38 0,127
f2 28,44 71,55 0,301
f9 22,81 77,20 1,001
f3 29,40 70,60 0,611
f7 22,53 77,47 0,205
f10 29,76 70,24 1,100
f4 19,78 80,21 1,220
f5 21,53 78,46 0,324
f8 22,66 77,33 0,205
f12 12,75 87,24 1,018
Table 5.16 – Mesures de performance pour les différents descripteurs de texture
Figure 5.17 – Courbes rappel / précision pour les différents descripteurs de texture
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Modèle Paramètres Tc (%) Fm K Et (%) S
CFS f2f3f5f6 82,32 0,816 0,806 17,67 0,0960
MIFS f4f6f9f12 83,65 0,821 0,832 16,35 0,140
Fisher f2f6f7f8 68,12 0,690 0,653 31,87 0,118
ReliefF f2f4f6f7f8 84,35 0,846 0,830 15,64 0,217
AG f1f2f3f5f8f11 90,51 0,901 0,896 9,48 0,304
PCFS f1f2f3f5f8f11 90,51 0,901 0,896 9,48 0,304
PaCFS f1f3f5f8f9f11 92,56 0,922 0,913 7,44 0,005
Table 5.17 – Tableau récapitulatif des performances de classification des différents algorithmes de sélec-
tion
Tc (%) Fm K Et
k-ppv 88,76 0,871 0,876 11,24
Table 5.18 – Performances de classification par les k plus proches voisins
5.4 Classification de texture
Dans cette section, nous allons aborder la tâche de la classification en étudiant les différentes ap-
proches de classification introduites dans la section 4.2 à savoir les k plus proches voisins, les arbres
de décision (C4.5), les réseaux bayesiens et les machines à vecteurs de support. Chaque classifieur sera
étudié à part puis nous allons faire une comparaison entre les quatres classifieurs avec leurs meilleurs
performances.
Le modèle de texture sélectionné d’après l’analyse ci-dessus (modèle PaCFS après élimination de
redondances) sera utilisé pour la classification des textures. Le modèle de classification qui fournit de
meilleurs performances sera utilisé par la suite pour classifier d’autres bases de textures.
5.4.1 k-plus proches voisins
Comme nous l’avons introduit dans la section 4.2.1, le classifieur k plus proche voisins dépend du
choix du paramètre k ainsi que la distance utilisée pour l’affectation de nouveaux individus. dans cette
section, nous allons étudier le comportement de la classification par k-ppv pour différentes valeurs de k
et suivant deux distances : euclidienne et HEOM. Pour l’évaluation de la classification, nous utiliserons
la validation croisée à dix blocs.
La figure 5.18(a)(a) trace le taux de classification du k-ppv pour différentes valeurs de k ainsi que le
temps CPU correspondant (cf. figure 5.18(a)(b)).
Nous remarquons d’après les figures que les deux distances ont un comportement similaire pour
la classification et le temps CPU. Néanmoins, la distance euclidienne est performante que la distance
HEOM puisque le temps CPU de classification correspondant est toujours inférieur à celui de HEOM
pour les différentes valeurs de k ainsi qu’une courbe de taux de classification est toujours au dessus. Le
meilleur taux de classification (88, 76%) est obtenu pour k = 1 avec un temps d’exécution de 3,578 s.
Le tableau 5.18 donne quelques mesures de performance de classification du k-ppv pour k = 1 et une
distance euclidienne.
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(a) Taux de classification par k-ppv pour différents k
(b) temps CPU correspondant
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Figure 5.18 – Arbre de décision obtenu par C4.5
Tc (%) Fm K Et
C4.5 81,50 0,798 0,797 18,41
Table 5.19 – Performances de classification par l’arbre de décision C4.5
5.4.2 Arbres de décision
L’algorithme arbre de décision C4.5 présenté dans la section 4.2 ne nécessite aucun réglage de para-
mètres. L’entrée du classifieur est l’ensemble des descripteurs de texture avec les classes d’étiquettes. En
sortie, le classifieur construit un arbre qui n’est autre qu’une succession de règles de décision sur l’en-
semble des paramètres ayant pour feuilles les différentes classes d’étiquettes. L’arbre de décision que
nous avons obtenu pour la base Brodatz1 et avec le modèle PaCFS réduit est donné dans la figure 5.183.
Il est constitué de 179 nœuds dont 90 sont des feuilles. Le temps CPU moyen pour la construction de
l’arbre est de 130 millisecondes. Les nœuds en ellipse représentent les différents descripteurs sur les-
quels différentes règles de décision sont exécutées et les nœuds rectangulaires correspondent aux classes
d’appartenance.
Les différentes mesures de performance de la classification par l’algorithme C4.5 sont données dans
le tableau 5.19. Le taux de classification atteint 81,50 % avec une erreur moyenne de 18,41 %.
5.4.3 Réseaux bayesiens
Dans cette partie, nous allons faire une comparaison entre le Bayes naïf, qui est la structure la plus
simple des réseaux bayesiens, et le classifieur hybride arbre-NB introduits dans la section 4.2. Le seul in-
convénient du Bayes naïf est qu’il suppose l’indépendance conditionnelle entre les différents paramètres.
3Image obtenue par le logiciel de fouille de données Weka.
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Figure 5.19 – Zoom sur la partie droite de l’arbre de décision obtenue par C4.5
Tc (%) Fm K Et
NB 50,77 0,435 0,464 49,22
arbre-NB 79,95 0,777 0,780 20,04
Table 5.20 – Performances de classification par les réseaux bayesiens: NB et arbre-NB
Cette propriété peut être négligée dans le cas où le nombre de données est faible. Cependant, dans un
cadre plus large, il faut tenir en compte l’éventuelle dépendance entre paramètres. La structure du réseau
bayesien arbre-NB en est une des solutions alternatives qui vérifient cette indépendance sur les feuilles
grâce à la décomposition obtenue par l’arbre de décision appliqué sur les nœuds.
Le tableau 5.20 donne les différentes mesures de performance de la classification par le Bayes naïf
et l’arbre-NB. Nous constatons une amélioration des résultats de classification par l’arbre-NB comparés
à ceux obtenus avec le Bayes naïf.
La figure 5.204 montre la structure obtenue en appliquant l’algorithme de l’arbre-NB sur les diffé-
rents attributs de texture. Les nœuds en ellipse représentent les différents descripteurs sur lesquels dif-
férentes règles de décision sont exécutées (arbre de décision) et les nœuds rectangulaires correspondent
aux feuilles qui représentent ici la structure Bayes naïf.
Le tableau 5.21 dresse une comparaison entre le classifieur C4.5 et l’arbre-NB en terme de tailles
(nombre de nœuds) et le temps CPU pour la construction. Nous constatons que l’arbre-NB réduit consi-
dérablement la taille de l’arbre avec un coût supérieur de construction comparé à l’algorithme C4.5.
Pourtant, les performances du arbre-NB et le Bayes naïf restent moins bonne comparées à celles trou-
vées par les k plus proches voisins et l’arbre de décision C4.5.
4figure obtenue par le logiciel de fouille de données Weka.
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Figure 5.20 – Structure obtenue par l’arbre-NB
Figure 5.21 – Zoom sur la partie droite de l’arbre de décision obtenue par l’arbre-NB
Classifieur nombre de nœuds nombre de feuilles temps CPU (s)
C4.5 179 90 0,19
arbre-NB 87 44 4,3
Table 5.21 – Comparaison entre l’arbre de décision C4.5 et le réseau bayesien de l’arbre-NB
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Noyau Linéaire Polynomial Gaussien Sigmoïdal
Paramètres C = 214 C = 215, d = 3 C = 213, γ = 1 C = 2−1, γ = 2−3
Tc 75,43 87,71 93,32 13,28
Fm 0,764 0,873 0,931 0,233
K 0,733 0,866 0,927 0,065
Et 24,57 12,28 6,67 86,71
Table 5.22 – Performances de classification pour les quatre noyaux SVM avec leurs meilleurs paramètres
5.4.4 Machines à vecteurs de support
Les machines à vecteurs de support sont parmi les classifieurs qui ont montré une grande robustesse
et performance. La plus grande difficulté à mettre en œuvre cette approche est le choix du noyau appro-
prié à l’application ainsi que les paramètres associés tels que : le paramètre C, γ et d. D’une manière
générale, les données ne sont pas toujours linéairement séparables, ce qui impose de tester les différents
noyaux d’une manière empirique. Dans ce travail, nous comparons les quatre noyaux implémentés dans
le logiciel libSVM [34], à savoir le noyau linéaire, polynomial, gaussien et le noyau sigmoïdal.
Pour choisir les paramètres C, γ et d donnant les meilleurs performances, nous avons effectué une
recherche par validation croisée en mettant en place pour chaque noyau une grille de couples (C, γ) pour
les noyaux gaussien et sigmoïdal et une grille de couples (C, d) pour le noyau polynomial. A chaque
itération de la grille, on calcule le taux de classification correspondant au couple (C, γ) et (C, d). Le
couple qui donne le meilleur taux de classification pour le noyau correspondant définira les paramètres
du noyau SVM. Pour effectuer cette recherche, nous avons fixé les intervalles de valeurs pour chaque
paramètre. Nous avons considéré l’intervalle [2−15, 23] pour γ, l’intervalle [3, 10] pour d et pour C l’in-
tervalle [2−5, 215].
Les différentes mesures de performance de la classification associées aux meilleurs paramètres don-
nant des taux de classification importants sont présentés dans le tableau 5.22. Une première constatation
de ce tableau est que le noyau sigmoïdal donne de mauvaises performances par rapport aux autres noyaux.
Le meilleur taux de classification est obtenu pour le noyau gaussien avec C = 213 et γ = 1. Ce taux de
93,32 % est supérieur de celui trouvé par C = 106 et γ = 0, 75 (92,56%, cf. tableau 5.17).
5.4.4.1 Comparaison entre les classifieurs
Dans ce paragraphe, nous allons donner un récapitulatif et une comparaison entre les différents clas-
sifieurs étudiés en haut (k plus proches voisins, l’arbre de décision C4.5, arbre-NB et SVM) en tenant
compte que de leurs meilleurs paramètres :
1. les k plus proches voisins avec k = 1 ;
2. l’arbre de décision C4.5, ne nécessite aucun paramètre ;
3. l’arbre-NB pour les réseaux bayesiens ;
4. les SVM avec C = 213 et γ = 1 pour le noyau gaussien.
Le tableau 5.23 dresse les différentes mesures de performance de la classification pour les quatres
classifieurs choisis. Nous remarquons que les SVM à noyau gaussien donnent le meilleur taux de classifi-
cation (93,32%) que ceux obtenus par k plus proches voisins (88,76%), l’arbre de décision C4.5 (81,50%)
et les réseaux bayesiens avec l’arbre-NB (79,95%).
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Tc (%) Fm K Et
k-ppv 88,76 0,871 0,876 11,24
C4.5 81,50 0,798 0,797 18,41
arbre-NB 79,95 0,777 0,780 20,04
SVM 93,32 0,931 0,927 6,67
Table 5.23 – Comparaison entre les différents classifieurs avec leurs meilleurs paramètres
Classifieur k-ppv C4.5 arbre-NB SVM
Temps CPU (s) 0,02 0,19 4,3 3,5
Table 5.24 – Temps d’exécution pour les différents classifieurs
Ainsi, nous concluons que les SVM donnent une bonne classification des différentes classes de tex-
tures avec une faible valeur de confusion entre les classes suivies des k plus proches voisins qui donnent
un taux de classification acceptable avec un léger taux d’erreur. Pour le C4.5 et l’arbre-NB leurs perfor-
mances sont similaires et reflètent une moyenne détection avec quelques confusions entre classes.
Le tableau 5.24 donne le temps CPU d’exécution de chaque classifieur. On constate que le k plus
proche voisin est le plus faible en temps de calcul puisqu’il ne nécessite pas de phase d’apprentissage (re-
cherche directe sur la base des k plus proches) contrairement aux autres classifieurs. l’arbre-NB nécessite
plus de temps pour la construction de l’arbre que le C4.5 malgré qu’il soit plus réduit (cf. tableau 5.21).
Pour les SVM, elles viennent en second lieu après l’arbre-NB avec un temps de calcul de 3,5 secondes.
5.5 Applications
Dans cette partie, nous allons valider le modèle de texture que nous avons proposé dans la sec-
tion 5.3.8 sur de nouvelles bases de texture en évaluant les résultats en terme de la recherche d’images
similaires et en terme de classification par les quatre classifieurs choisis en haut (les k plus proches voi-
sins, le C4.5, l’arbre-NB et les SVM). Nous présenterons d’abord les différentes bases utilisées, ensuite
nous donnerons les différents résultats obtenus.
5.5.1 Bases de texture
Nous avons utilisé deux bases de texture pour les tests expérimentaux suivants. La première base
est un échantillon de 113 textures de la base de texture de l’université d’Oulu5 . Chaque image mono-
chrome est de taille 256× 256 pixels avec une illumination incandescente constante et une résolution de
100dpi (cf. figure 5.23). Cette base comprend trois classes que nous avons pu identifier visuellement. Le
tableau 5.25 donne le nombre de textures dans chaque classe trouvée. La seconde base est la base Vis-
tex6 composée de 167 textures en couleurs de taille 128 × 128 en format ppm. D’après le tableau 5.26,
on a constaté qu’il existe des textures déjà étudiées dans la phase d’apprentissage (bark, brick, grass,
misc, sand, water, wood) et aussi des classes contenant un nombre faible de textures ou bien des images
composées de plusieurs textures qui n’entrent pas de le cadre de cette étude puisqu’elles nécessitent des
techniques de segmentation pour pouvoir identifier les différentes textures (cf. figure 5.22). Ces textures
seront éliminées de nos expérimentations.
5La base est disponible sur le site http://195.221.38.30/LVR/SIV/interpretation/evaluation/images_segmentation_fr.php
6Cette base peut être téléchargée à partir du site http://vismod.media.mit.edu/vismod/imagery/VisionTexture/vistex.htm
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Figure 5.22 – Quelques exemples de textures de la base Vistex
Figure 5.23 – Exemples de textures des trois classes la base Oulu
Classe # textures
Classe 1 45
Classe 2 35
Classe 3 33
Table 5.25 – Classification de textures dans la base Oulu
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Classe # textures Classe # textures
Bark 13 Brick 9
Buildings 11 Clouds 2
Fabrics 20 Flowers 8
Food 12 Grass 3
Leaves 17 Metal 6
Misc 4 Paintings 13
Sand 7 Stone 6
Terrain 11 Tile 11
Water 8 Waldo 3
Wood 3
Table 5.26 – Classification de textures dans la base Vistex
Après cette présentation des deux bases de texture, nous allons procéder aux tests, premièrement par
la recherche d’images similaires (section 5.5.2), ensuite par la classification (section 5.5.3) en se basant
sur le modèle de texture sélectionné dans la section 5.3.8 composé de :l’énergie, la variance, l’uniformité,
la direction, la grossièreté et le line-likeness.
5.5.2 Recherche d’images similaires
la recherche d’images consiste à parcourir chaque image de la base et chercher celles qui sont les
plus proches visuellement. L’évaluation de la recherche est faite par les courbes de rappel / précision et
le score introduits dans la section 4.1.
La figure 5.24 trace les courbes de rappel / précision obtenues pour la base Vistex et Oulu. Nous
remarquons que la courbe correspondante à la base Vistex est au dessus de celle de la base Oulu notam-
ment pour les 50 % premières de la recherche et par la suite elle se dégrade. Cela montre que le système
arrive à trouver les images les plus similaires pour la base Vistex dans les toutes premières recherches. A
l’inverse, pour la base Oulu, il est difficile de trouver les images similaires qu’après avoir pris en compte
un nombre important de la base, ce qui reflète une incapacité de détection de cette base. Ces conclusions
sont vérifiées par les valeurs des scores que nous avons trouvé : -0,34 pour la base Oulu contre 2,19 pour
la base Vistex. Une valeur négative du score signifie de fausses détection lors de la recherche.
5.5.3 Classification
Pour la classification, les tests seront effectués sur les quatre classifieurs :
1. les k plus proches voisins avec k = 1;
2. l’arbre de décision C4.5;
3. le réseau bayesien avec l’arbre-NB;
4. les SVM à noyau gaussien avec C = 213 et γ = 1.
Les résultats de la classification pour les deux bases sont donnés respectivement dans le tableau 5.27
et 5.28.
Concernant les résultats obtenus pour la classe Oulu, nous avons obtenu un meilleur taux de clas-
sification de 99,11 % avec les k plus proches voisins où les trois classes de la base sont parfaitement
classifiées. L’arbre de décision C4.5 donne de performances satisfaisantes (77,86 %) proches de celles
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Classifieur MC (%) Em (%) Tc (%) Fm K Et (%) Temps CPU (s)
k-ppv

 100, 00 0, 00 0, 000, 00 100, 00 0, 00
0, 00 3, 03 96, 97



 100, 00100, 00
3, 03

 99,11 0,991 0,987 1,01 0
C4.5

 97, 78 0, 00 2, 2245, 71 40, 00 14, 29
9, 09 0, 00 90, 91



 2, 2260, 00
9, 09

 77,86 0,755 0,658 23,77 0,08
arbre-NB

 80, 00 17, 78 2, 2214, 28 74, 28 11, 42
9, 09 12, 12 78, 79



 20, 0025, 71
21, 21

 77,69 0,780 0,665 22,31 0,36
SVM

 86, 67 6, 67 6, 6737, 14 48, 57 14, 28
3, 03 63, 64 33, 33



 13, 3351, 43
66, 67

 59,29 0,621 0,375 43,81 0,31
Table 5.27 – Performances de classification pour la base Oulu
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Figure 5.24 – Courbes de rappel / précision pour la base Vistex et Oulu
obtenues par l’arbre-NB (77,69 %) malgré la confusion de la classe 2 avec la classe 1. L’arbre-NB amé-
liore la détection de la classe 2 mais se dégrade légèrement pour la classe 1 et la classe 3. Pour les SVM,
elles donnent ici de modestes performances (59,29 %) pour la classification des textures. Seule la classe 1
est bien classifiée, pour les deux autres, elles sont confondues avec toutes les classes. Cette mauvaise dé-
tection peut être justifiée par le nombre réduit de données appris par les SVM qui demandent un nombre
important de données.
Pour la base Vistex, il s’agit des mêmes remarques faites pour la base Oulu :
• Le classifieur k plus proche voisin donne une parfaite performance de 100 %.
• L’arbre de décision C4.5 aussi donne de bonnes performances : 86,42 %. Seule la classe « paintings
» est moyennement détectée (69,23 %).
• Pour l’arbre-NB et les SVM, ils donnent de modestes performances : 69,13 % et 62,96 % res-
pectivement. Les classes « fabrics » et « terrain » sont parfaitement identifiées par l’arbre-NB et
les SVM. La classe « flowers » est mal classifiée par les SVM contrairement à l’arbre-NB. Une
légère amélioration de la classe « paintings » est trouvée par les SVM. Pour le reste des classes
sont confondues entre elles.
En comparant les deux bases de texture Oulu et Vistex simultanément, nous constatons que les perfor-
mances de la base Vistex sont toujours supérieures à celles obtenues pour la base Oulu. Cela provient de
la diversité de la base Vistex par rapport à la base Oulu.
5.6 Conclusion
Dans ce chapitre, notre but est d’identifier un modèle de texture pertinent qui caractérise au mieux
différentes classes de textures. Pour cela, nous avons établi un processus de description se déroulant en
plusieurs étapes. En premier lieu, il s’agit de la phase d’extraction de texture par les matrices de co-
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Classifieur MC (%) Em (%) Tc (%) Fm K Et (%) Temps CPU (s)
k-ppv


100, 00 0, 00 0, 00 0, 00 0, 00 0, 00
0, 00 100, 00 0, 00 0, 00 0, 00 0, 00
0, 00 0, 00 100, 00 0, 00 0, 00 0, 00
0, 00 0, 00 0, 00 100, 00 0, 00 0, 00
0, 00 0, 00 0, 00 0, 00 100, 00 0, 00
0, 00 0, 00 0, 00 0, 00 0, 00 100, 00




0, 00
0, 00
0, 00
0, 00
0, 00
0, 00


100,00 1 1 0,00 0
C4.5


100, 00 0, 00 0, 00 0, 00 0, 00 0, 00
12, 50 87, 50 0, 00 0, 00 0, 00 0, 00
8, 30 0, 00 83, 33 8, 3 0, 00 0, 00
0, 00 5, 88 5, 88 82, 35 0, 00 5, 88
0, 00 15, 38 0, 00 15, 38 69, 23 0, 00
9, 09 0, 00 0, 00 0, 00 0, 00 90, 09




0, 00
12, 50
16, 67
17, 65
30, 77
9, 09


86,42 0,863 0,834 14,45 0,02
arbre-NB


100, 00 0, 00 0, 00 0, 00 0, 00 0, 00
0, 00 100, 00 0, 00 0, 00 0, 00 0, 00
83, 33 0, 00 16, 67 0, 00 0, 00 0, 00
52, 94 5, 88 0, 00 35, 29 0, 00 5, 88
15, 38 15, 38 0, 00 0, 00 69, 23 0, 00
0, 00 0, 00 0, 00 0, 00 0, 00 100, 00




0, 00
0, 00
83, 33
64, 71
30, 77
0, 00


69,13 0,617 0,616 29,80 0,3
SVM


95, 00 0, 00 0, 00 5, 00 0, 00 0, 00
25, 00 0, 00 0, 00 0, 00 75, 00 0, 00
33, 00 0, 00 16, 67 41, 67 8, 33 0, 00
35, 29 0, 00 0, 00 47, 06 11, 67 5, 88
7, 69 0, 00 0, 00 7, 69 84, 61 0, 00
0, 00 0, 00 0, 00 0, 00 0, 00 100, 00




5, 00
100, 00
83, 00
52, 94
15, 29
0, 00


62,96 0,619 0,537 42,77 0,3
Table 5.28 – Performances de classification pour la base Vistex
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occurrences et la technique de Tamura. Ensuite, une phase d’exploration des différents techniques de
sélection à la fois pour la réduction de l’espace de caractérisation de texture et la sélection des attributs
pertinents.
L’identification du modèle pertinent est analysée en terme de la recherche d’images similaires et en
terme de la classification. Les résultats obtenus à cette étape ont révélé la forte liaison des attributs de
texture choisis avec la perception humaine. Pour de bases fortement homogènes, de fortes confusions
apparaissent entre les classes. Contrairement aux bases diversifiées, les résultats sont très satisfaisants.
Pour la phase de validation, les résultats obtenus sur des bases externes sont encourageants. Cepen-
dant, il faut disposer d’une certaine diversité des textures étudiées.
PARTIE II
Navigation sémantique dans des bases
d’images
CHAPITRE 6
Interprétation
sémantique des textures
Le domaine de la recherche d’images par contenu basée sur les descripteurs de bas niveau s’accroit
de jour en jour au vu du large volume d’images nécessitant de mettre à jour les différentes approches de
recherche et d’analyse d’images. Néanmoins, depuis une décennie, ces systèmes de recherche affrontent
leurs incapacité et leurs insuffisance d’exprimer la sémantique de la requête des utilisateurs. Cette in-
suffisance est aperçue par le décalage entre cette dernière et les résultats retournés. Ces échecs sont liés
d’une part, à la difficulté d’extraction et de sélection des attributs de bas niveau pertinents pour la des-
cription des images (cf. chapitre 5) et d’autre part à la difficulté à traduire en terme de ces descripteurs
de bas niveau le contenu sémantique des images, propriété subjective de la requête. Ce décalage entre
les descripteurs de bas niveau et les concepts de haut niveau exprimés par la requête utilisateur est connu
sous le nom fossé sémantique (semantic gap).
Pour les bases d’images liées à un domaine spécifique, par exemple les bases de visages, d’images
médicales, etc., les connaissances a priori du domaine restreint la subjectivité de la requête. Il est donc
possible d’extraire et de modéliser l’information sémantique pertinente pour l’application. Ainsi, le fossé
sémantique est réduit.
Dans le cadre des d’images généralistes, ce qui est le cas pour notre thèse, aucune connaissance a
priori n’est fournie et la recherche dépend fortement des utilisateurs, ainsi la subjectivité des requêtes
est maximale. De plus, les attributs de bas niveau de description des images, ici les attributs de texture,
demeurent génériques. Sous ces contraintes, le fossé sémantique se montre important. Cependant, une
modélisation de ces attributs de bas niveau en attributs de haut niveau sémantiques apparait comme une
solution pour réduire ce fossé.
La suite du chapitre est organisée comme suit. Après une introduction générale des différentes ap-
proches de réduction du fossé sémantique (section 6.1), nous allons présenter dans la section 6.2 les
travaux les plus récents sur la texture en particulier. Notre démarche sera détaillée dans la section 6.3.
6.1 Introduction
Nous avons présenté les différents niveaux d’abstraction des requêtes des utilisateurs ainsi que la
notion du fossé sémantique qui constitue un défi majeur pour les systèmes de recherche d’images dans
l’introduction (cf. section 1.2). Dans cette partie, nous allons dresser d’une manière non-exhaustive les
différentes approches ayant pour but la réduction de ce fossé. Ces approches se regroupent en cinq
grandes catégories [189] :
1. les ontologies pour définir les concepts de haut niveau à partir des connaissances du domaine [203,
202, 47, 284, 213, 242] ;
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2. la recherche interactive [294, 99, 147, 213, 328] qui tient en compte l’intention de l’utilisateur
d’une manière continue ;
3. les techniques d’apprentissage qui associent les attributs de bas niveau aux concepts traduits par
les requêtes [188, 75, 39, 265, 299, 293] ;
4. les modèles sémantiques pour une recherche d’images à haut niveau [329, 36, 334, 279] ;
5. la fusion des informations obtenues à partir du contenu visuel des images et les annotations tex-
tuelles provenant du Web [297, 24, 128, 76, 30, 334].
Nous allons traiter dans la suite que les trois premières catégories.
6.1.1 Définition des concepts par les ontologies
« Une ontologie est une spécification formelle et explicite d’une conceptualisation partagée d’un
domaine de connaissances » [131, 203] :
• conceptualisation : une certaine vue du monde par rapport à un domaine, souvent conçue comme
un ensemble de concepts, leur définition, leurs inter-relations. En général, c’est le choix quand à la
manière de décrire un domaine.
• explicite : définition explicite des types de concepts utilisés et des contraintes sur leur usage.
• formelle : compréhensible par la machine.
• partagée : consensus, connaissances acceptées par un groupe.
Autrement dit, une ontologie est un ensemble de descripteurs intermédiaires formant un vocabulaire
spécifique pour un domaine donné qui peut inclure des définitions de classes, des relations, des fonctions
et d’autres objets [213].
Dans une représentation par ontologies, le passage d’une description d’images de bas niveau au
niveau sémantique plus haut se fait par quantification des descripteurs de bas niveau en différents in-
tervalles où chaque intervalle correspond à un descripteur intermédiaire formant un objet ontologie. Ce
descripteur intermédiaire fournit la description sémantique des concepts. Par exemple, pour l’objet « ciel
» dans une image, il peut être définit d’une manière naturelle par une « région homogène, supérieure
et bleue ». En utilisant les ontologies pour la définition de concepts, le ciel sera exprimé par les termes
suivants : « texture homogène », « couleur bleu clair » et « zone supérieure » (location spatiale).
Un exemple typique d’une ontologie est donné par Mezaris et al. dans [213]. Chaque image du
système est décrite par sa couleur moyenne calculée dans l’espace de couleur Lab, par sa position dans
l’espace (x,y) (x, axe horizontal et y, axe vertical), par sa taille et par sa forme (cf. figure 6.1).
La phase de quantification est une phase primordiale dans les systèmes supportant les ontologies. Par
exemple, la méthode de quantification du descripteur « couleur » largement utilisée est le « nommage
de la couleur »1. L’approche consiste à relier les valeurs numériques de l’espace de représentation de
la couleur aux termes sémantiques définis dans le langage naturel. Bien qu’un système informatique
peut définir des millions de couleur, un utilisateur ne peut définir qu’un nombre limité entre 10 et 20
termes[13, 14, 52]. Le système le plus connu pour le nommage de la couleur est le système « CNS »
(Color Naming System) proposé par Berk et al. dans [13, 14]. Le système CNS quantifie l’espace couleur
TSL (Teinte, Saturation et Luminance)en 627 couleurs distinctes. L’idée de base est de quantifier l’espace
teinte en couleurs de base. L’espace saturation et luminance seront quantifiés en termes de la richesse
et la luminosité de la couleur. L’ensemble généré par le système CNS est de 10 termes : orange, rouge,
bleu, jaune, vert, marron, pourpre, noir, gris et blanc.
1en anglais, color naming.
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Figure 6.1 – Description d’un objet ontologie [213]
Dans [242], les auteurs constatent qu’un ensemble réduit de couleur est suffisant pour caractériser la
couleur d’une région. Ils définissent huit couleurs exprimées dans l’espace RGB : rouge, bleu, vert, jaune,
magenta, cyan, noir et blanc. Les couleurs sont ensuite associées aux objets des images, par exemple,
le blanc correspond à la neige, les nuages, etc. De même dans [190], les auteurs utilisent la couleur
dominante d’une région exprimée dans l’espace TSL qui est convertie en 35 sémantiques termes tels
que : rouge, bleu, vert, etc. Chaque terme sémantique par la suite est attribué à un objet dans une image
naturelle. Le système ainsi peut effectuer des requêtes de type « trouver les images avec ciel bleu ». De
cette manière, le système supporte des requêtes de haut niveau basées sur les mots-clés ainsi réduisant le
fossé sémantique entre les descripteurs de bas niveau de la couleur et la sémantique des requêtes.
Dans la même voie, les auteurs ont essayé de définir un système similaire à CNS pour la texture (TNS)
afin de normaliser sa description et sa représentation [241]. Or, cette tâche s’est avérée plus difficile que
la couleur et aucun système n’a pu être généré. Dans [241, 290], les auteurs tentent d’identifier les at-
tributs les plus importants utilisés pour exprimer une texture. La répétition, la direction et la complexité
sont les trois attributs les plus importants que les auteurs ont pu identifiés [241]. Les problèmes récurrents
concerne l’extraction des attributs de textures et leurs traduction dans un espace sémantique [178, 241].
Cela provient de la difficulté de définir et de modéliser la texture elle-même (cf. chapitre 3). Une so-
lution alternative consiste à quantifier les descripteurs de texture en intervalles de perception différents.
Dans [166, 46, 47], les descripteurs de Tamura sont quantifiés en utilisant un algorithme de regroupement
flou en cinq intervalles différents. Par exemple, pour le contraste, il est exprimé en : trop faible, faible,
moyen, fort et très fort. Pour la grossièreté, elle est : trop lisse, lisse, moyennement grossière, grossière
et très grossière, etc. Les requêtes dans ce cas sont exprimées par des combinaisons logiques (et/ou) des
différentes descriptions sémantiques : « Trouver les textures lisses et faiblement contrastées. »
Ce type de descriptions sémantique basée sur les ontologies fonctionnent correctement pour des
bases spécifiques. Cependant, leurs usage est limité dans un cadre général avec de larges bases d’images
et divers contenus sémantiques ce qui nécessite d’introduire des outils d’apprentissage pour exprimer la
sémantique.
6.1.2 Apprentissage
Lors d’un processus d’identification de la sémantique, la question qui se pose est : comment connec-
ter la sémantique exprimée par les concepts haut niveau aux caractéristiques de l’image traduites par
les attributs de bas niveau. La majorité des travaux se reposent sur les techniques d’apprentissage su-
120 CHAPITRE 6 — Interprétation sémantique des textures
pervisé et non-supervisé [188, 75, 39, 64, 312]. Dans le cas supervisé, l’information résultat à prédire
(classes sémantiques) est connue a priori. Dans le cas non-supervisé, aucune information n’est connue.
Il s’agit donc d’identifier les classes sémantiques à partir l’étude de l’organisation des données en sor-
tie [135, 39, 118].
6.1.2.1 Apprentissage supervisé
Pour connecter les concepts sémantiques aux caractéristiques des images, l’apprentissage supervisé
est une tendance populaire et efficace [188, 64]. Son principe est d’apprendre les concepts sémantiques
à partir des attributs de bas niveau constituant les entrées de l’algorithme de classification supervisé.
Parmi les classifieurs les plus utilisés, on trouve les machines à vecteurs de support [269, 75, 304], les
réseaux bayésiens [197, 84, 146, 285, 307] (cf. section 4.2) et les réseaux de neurones [185, 293]. Par
exemple, dans [269], les SVMs sont utilisées dans le cadre de l’annotation des images. Lors de la phase
d’apprentissage, le SVM binaire est conçu pour apprendre 23 concepts choisis. Par la suite, différentes
régions non-étiquetées sont intégrés dans tous les modèles. Le concept, lié à un modèle, qui fournit la
plus grande valeur est associée à la région.
Un autre exemple utilisant le classifieur bayésien est donné dans [299, 195]. Les auteurs utilisent
le modèle bayésien binaire pour identifier les concepts sémantiques des scènes naturelles à partir des
descripteurs de bas niveau. En conséquence, la base d’images est classifiée automatiquement en différents
concepts généraux tels que scènes d’intérieur et d’extérieur2 qui sont eux même classifiés en d’autres
sous-concepts ; par exemple, une image d’extérieur peut correspondre à une ville, un paysage, etc.
Dans [293], les auteurs définissent 11 catégories correspondant aux concepts de haut niveau : brique,
nuage, fourrure, herbe, glace, route, roche, sable, peau, arbres et l’eau. Ensuite, un ensemble de des-
cripteurs de bas niveau, extraits des régions segmentées, sont intégrés dans les réseaux de neurones pour
établir un lien entre ces descripteurs et leurs sémantiques. Les inconvénients de cette approche résident
dans le volume de données nécessaire pour l’apprentissage, la structure pertinente des réseaux de neu-
rones à choisir et le temps de calcul.
Malgré le grand succès que connait les méthodes d’apprentissage supervisé pour la réduction du fossé
sémantique entre les descripteurs de bas niveau et les concepts sémantiques, deux grands problèmes [75]
restent récurrents à savoir : la taille et le choix de la base d’exemples pour apprendre les caractéristiques.
Un nombre réduit de données est insuffisant pour apprendre une large variabilité de caractéristiques et
un nombre assez important sera fastidieux dans la phase d’étiquetage. Pour le choix de la base, il est
fixé pour un domaine spécifique, si ce dernier change, de nouveaux concepts apparaissent et doivent être
appris. Une solution basée sur l’approche bootstrap3 est apportée dans [75], les auteurs commencent par
apprendre un ensemble réduit de concepts. Ensuite, en utilisant une approche coopérative d’apprentissage
effectuée par deux classifieurs indépendants statistiquement, un pour l’apprentissage des exemples non-
étiquetés et l’autre pour leurs annotation, l’algorithme d’une manière itérative annote un ensemble de
plus en plus large des exemples non-étiquetés. Les expérimentations montrent une amélioration du taux
de recherche de 10% comparé au SVM (400 exemples étiquetés sont utilisés pour l’apprentissage) avec
seulement 20 exemples étiquetés.
2en anglais, les termes sont connus par outdoor/indoor scenes
3Technique permettant d’effectuer de l’inférence statistique sur un nombre limité d’observations en procédant pour chaque
échantillon à un tirage aléatoire de N éléments avec remise.
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6.1.2.2 Apprentissage non-supervisé
À la différence du cas supervisé, l’apprentissage non-supervisé ne possède aucune information a
priori sur les différentes classes sémantiques. Son objectif est de regrouper les images partageant cer-
taines caractéristiques, en termes d’une mesure de similarité, en différentes classes (ou clusters) qui vont
définir par la suite les différents concepts sémantiques.
Les algorithmes les plus répandus et largement utilisés pour les applications de classification non-
supervisée sont les algorithmes de la famille des nuées dynamiques (k-means et ses variantes) [135].
Dans [283], l’algorithme k-means est utilisé pour la classification de la couleur. En se basant sur des
statistiques mesurant le degré de variation dans chaque cluster, un ensemble de descripteurs intermé-
diaires est identifié entre les attributs de bas niveau et la caractérisation textuelle optimale des classes.
Dans [146], pour l’annotation automatique de la base d’images, le système procède dans un premier
temps à classifier les images de la base par une variante du k-means appelée pair-wise constraints (PCK)
k-means [21]. Le nombre de classes est fixé empiriquement à 300. Ensuite, pour chaque région la pro-
babilité à posteriori de chaque concept (59 concepts sont identifiés pour la base d’images utilisée) est
estimée en utilisant le classifieur bayésien. Une nouvelle image est annotée par les concepts ayant une
probabilité importante. De cette manière, une recherche sémantique est fort possible.
Dans [41, 40], les auteurs définissent une nouvelle méthode « CLUE » pour la réduction du fossé sé-
mantique basée sur l’approche spectrale NCut4 [268] de classification non-supervisé. Le système proposé
commence par chercher l’ensemble des images les plus proches à l’image requête. Ensuite, l’algorithme
NCut est appliqué sur cet ensemble afin d’identifier les différentes classes sémantiques qui seront affichés
à l’utilisateur. Le système supporte un module de bouclage qui permet d’ajuster les similarités pour affi-
ner la recherche. L’inconvénient de cette approche est que l’algorithme NCut ne permet pas d’avoir une
fonction explicite du passage du bas niveau aux concepts sémantiques, ce qui rend la tâche de classifica-
tion de nouvelles images plus difficile. Pour pallier à cet inconvénient, Zheng et al. proposent dans [330]
la méthode LPC (Locality Preserving Clustering) qui permet de définir explicitement une fonction de
mapping5. Les expérimentations montrent de comparables performances pour le LPC et NCut. Pourtant
le LPC reste efficace en calcul.
6.1.3 Recherche interactive
En considérant une seule requête, le système ne peut pas comprendre les objectifs et les intentions
de l’utilisateur parce que la sémantique de l’image change en changeant le contexte de la recherche.
Dans [257], Santini et al. donnent un bon exemple de cela, la même image (peinture d’un visage) utilisée
par le même utilisateur dans deux contextes différents possède deux sémantiques différentes : l’une est
une peinture visant à chercher d’autres peintures (avec et sans visages), l’autre est un visage visant à
chercher d’autres visages (peints ou non). Pour pallier à ce problème, quelques systèmes intègrent des
interfaces où les utilisateurs peuvent interagir avec le système. Par ces interactions, le système apprend en
fonction des requêtes les intentions de l’utilisateur et lui rend des résultats qui peuvent le satisfaire [145,
251, 253]. Cette recherche est dite recherche interactive ou recherche par rétroaction ou aussi recherche
par boucle de pertinence (en anglais relevance feedback RF).
Le scénario standard d’une recherche interactive (RI) est comme suit[332] :
1. le système retourne à l’utilisateur les premiers résultats correspondants à sa requête ;
4Normalized cut
5le passage du bas niveau de caractéristiques des images au niveau haut des concepts.
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2. l’utilisateur ensuite juge de la pertinence ou non des images retournées en fonction de sa satisfac-
tion ;
3. l’algorithme d’apprentissage est ensuite appliqué afin d’apprendre l’interaction de l’utilisateur et
retourne à (2).
Les étapes (2) et (3) sont répétées jusqu’à ce que l’utilisateur soit parfaitement satisfait des résultats
retournés. À l’étape (3), les poids des différents descripteurs de bas niveau sont ajustés en fonction
des jugements de l’utilisateur [147, 253]. Avec ces ajustements, les concepts sémantiques sont définis.
Plusieurs algorithmes d’apprentissage vus dans la section 6.1.2 peuvent être intégrer à l’étape 3 de la
recherche interactive pour l’ajustement des poids.
Parmi les systèmes basés sur la RI, le système « iFind » [194] qui effectue la rétroaction pour les attri-
buts de bas niveau et aussi le contenu sémantique des images exprimé par des mots-clés. Premièrement,
un réseau sémantique est construit au-dessus de la base d’images. Ensuite, un algorithme d’apprentissage
est appliqué pour améliorer ce réseau au fur et à mesure des itérations. Par conséquence, l’ajustement est
effectué au niveau des attributs de bas niveau et de la sémantique en même temps. Les expérimentations
sur des images réelles montre l’efficacité et l’importance de cette approche.
6.2 Recherche sémantique de la texture
Pour la réduction du fossé sémantique dans le cas de recherche d’images basée sur la texture seule,
la majorité des travaux se focalisent sur l’utilisation des attributs de Tamura [29, 290] pour ces diffé-
rentes caractéristiques proches de la perception humaine (cf. section 3.3.2) couplés avec l’algorithme de
classification non-supervisée flou FCM (fuzzy C-Means). Liu et al., Kulkarni et Verma respectivement
dans [186, 167, 166] proposent un système de recherche d’images supportant des requêtes utilisateurs
floues. Un schéma simplifié du fonctionnement de ce système est donné par la figure 6.2. Après l’extrac-
tion des attributs de texture par la méthode Tamura, l’algorithme FCM est appliqué. Il permet de traduire
chaque descripteur de texture en cinq termes linguistiques ; par exemple, l’ensemble de termes linguis-
tiques associé à l’attribut contraste sont : trop faible, faible, contraste moyen, contraste normale et fort
contraste. De la même manière les autres attributs sont traduits. Par conséquence, le fossé sémantique
est réduit en permettant aux utilisateurs d’effectuer des requêtes en langage naturel. Une requête est une
combinaison logique des différents termes sémantiques exprimée par les opérateurs ET (∧), OU (∨) et
NON (¬) ; par exemple : « trouver les textures lisses ou régulières et fort contrastées ».
Li et al. dans [184] proposent une autre approche d’extraction de la sémantique à partir des descrip-
teurs de texture basée sur la programmation génétique [234, 7]. Les auteurs introduisent la notion de
variable linguistique pour une description globale de la sémantique des textures en se basant toujours
sur le modèle Tamura. Ensuite, pour établir les liens entre la description de bas niveau et sa sémantique,
les auteurs appliquent la programmation génétique pour simuler la perception humaine et par la suite
déduire les différentes règles de correspondance sémantiques. Les requêtes sont par la suite effectuées
par des combinaisons logiques en langage naturel.
Définition 1. Une variable linguistique est un quintuplet (x, T (x), U,G,M) où :
• x est le nom de la variable, par exemple « contraste », « grossièreté », etc. ;
• T (x) est l’ensemble de termes linguistiques associés à x (ex. : pour la grossièreté, T (x) sera formé
de {grossière, lisse}) ;
• U est l’univers du discours ou espace de référence de la variable x ;
• G est un ensemble flou de termes reflétant un certain degré de perception applicable à chaque
terme de T (x) tels que fort, peu, etc. ;
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Figure 6.2 – Schéma du système de requêtes floues basées sur la texture [166]
• M désigne les règles sémantiques déduites par la programmation génétique.
Dans un récent travail [185], Li et al., dans le cadre de la réduction du fossé sémantique basée sur
la description en haut, montrent que l’application des réseaux de neurones améliore considérablement
la sémantique des requêtes utilisateurs en montrant leurs robustesse aux imprécisions éventuelles des
interprétations humaines et leurs capacité de modéliser plusieurs termes linguistiques en même temps au
contraire de la programmation génétique qui procède un par un.
6.3 Notre démarche
Disposons d’une matrice de valeurs numériques Xij , i = 1, . . . , n, j = 1, . . . ,m, avec n est le
nombre de textures dans la base et m est le nombre de descripteurs de bas niveau caractérisant les
différentes textures. La question que nous nous sommes posés est comment passer de l’espace numérique
des attributs à un espace linguistique traduisant une sémantique perçue. Plus formellement, il s’agit de
trouver une fonction f tel que :
f :
I → {G} × {Tj}
Xij 7→ {faible,moyen, fort} ∧ tj (6.1)
où G correspond à l’ensemble de termes linguistiques {faible,moyen, fort} correspondants aux
différents degrés de perception éventuels d’une caractéristique sémantique tj du je descripteur. Tj est
l’ensemble de caractéristiques sémantiques que peut avoir le je descripteur. Le tableau 6.1 dresse les
différentes propriétés sémantiques des différents descripteurs retenus. Dans ce travail, nous nous limitons
à une seule propriété par descripteur (celle en italique). Ainsi, une texture pourra être exprimée par : faible
contraste, forte direction, moyennement grossière, etc.
En s’inspirant du formalisme des ontologies (cf. section 6.1.1), nous avons ramené le problème
d’interprétation sémantique des textures en termes linguistiques à un problème de discrétisation de va-
riables numériques (descripteurs de texture) en variables nominales à k intervalles dont chaque intervalle
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Descripteur Sémantique
Énergie homogénéité, luminosité
Variance contraste, dispersion, sombre
Uniformité uniforme
Direction direction, orientation
Grossièreté grossière, granuleuse
Line-likeness linéarité, présence de lignes
Table 6.1 – Propriétés sémantiques
c, (c = 1, . . . , k) correspondra à une valeur de G suivant leurs points de découpage (en anglais, cutting
points ou break points). On parle dans ce cas d’une règle d’inférence que nous notons sem(fj) et qui
permet d’affecter chaque descripteur fj à une classe de G. Dans notre cas, puisque G comprend que trois
termes, nous aurons à définir deux points de découpage qu’on note respectivement par infj et supj :
sem(fj) :
I → {faible,moyen, fort}
I 7→


faible si fj(I) < infj
moyen si fj(I) < supj
fort sinon
(6.2)
Une attention particulière sera donnée à l’attribut « direction » où l’ensemble flou G des termes lin-
guistiques sera décrit par les termes suivants Gdir = {horizontale, verticale, droite, gauche}. Ainsi,
on aura à discrétiser l’attribut « direction » en quatre intervalles au lieu de trois, ce qui signifie trois
bornes de découpage à identifier.
Dans ce qui suit, nous présentons les différentes approches de discrétisation que nous avons adopté
dans ce travail en sélectionnant celle qui donne le meilleur regroupement.
6.3.1 Méthodes de discrétisation
La majorité des algorithmes d’apprentissage ou de classification utilisent des variables nominales [159]
alors que pour plusieurs applications réelles, les variables en question appartiennent au domaine continu.
Pour pouvoir adapter ces cas aux algorithmes existants, une phase de discrétisation se montre indispen-
sable [83]. Plusieurs méthodes de discrétisation existent dans la littérature [104]. Dougherty et al. [65]
classifient les techniques de discrétisation en trois catégories :
1. supervisé versus non-supervisé : dans le premier cas, l’information correspondant aux étiquettes
des instances est utilisé par le processus de discrétisation. À l’inverse, la discrétisation non-supervisée
est aveugle à cette information.
2. globale versus locale : la discrétisation globale [132] s’effectue sur l’espace des instances alors
que la discrétisation locale se fait région par région en évaluant un certain critère (entropie, inertie,
etc.) ; la région qui donne la meilleure valeur de ce critère et retenue.
3. statique versus dynamique : pour les méthodes statiques, chaque variable est discrétisée en k in-
tervalles indépendamment des autres variables (le k varie d’une variable à l’autre). Dans le cas
dynamique, le k est choisi en tenant compte de toutes les variables. Dans cette thèse, nous nous
sommes intéressés aux méthodes statiques.
Dans ce qui suit, nous présentons les différentes méthodes de discrétisation retenues dans ce travail :
l’algorithme 1R [125], la méthode de minimisation d’entropie [74, 32], l’algorithme k-means [183, 151],
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l’algorithme k-medoids [153], l’algorithme FCM [16, 70] et l’algorithme GG [93], ainsi notre proposition
la ǫ-distancemax [134] basée sur la distance maximale.
Nous avons réparti l’ensemble de ces méthodes en deux catégories : discrétisation stricte (en anglais,
crisp ou hard) et floue (fuzzy).
6.3.1.1 Discrétisation stricte
La discrétisation stricte signifie que les différents intervalles obtenus sont disjoints. Chaque instance
n’appartient qu’à un seul intervalle. Plus formellement, soit X la matrice de n instances {xi ∈ Rm}
calculés pour m variables :
X =


x11 x12 . . . x1m
x21 x22 . . . x2m
.
.
.
.
.
.
.
.
.
.
.
.
xn1 xn2 . . . xnm

 (6.3)
En se basant sur la théorie des ensembles classiques, une partition stricte est un ensemble d’intervalles
{Ic|1 ≤ c ≤ k} tel que :
k⋃
c=1
Ic = X
Ic ∩ Ic′ = ∅ ∀c 6= c
′
∅ ⊂ Ic ⊂ X ∀1 ≤ c ≤ k
(6.4)
Algorithme 1R L’algorithme 1R connu en anglais sous le nom de « One-Rule Discretizer » (1RD)
introduit par Holte [125] est parmi les méthodes simples de discrétisation supervisée. Il est considéré
comme un cas particulier des arbres de décision puisqu’il permet de définir qu’une seule règle de déci-
sion. Prenons l’exemple cité dans la section des arbres de décision (section ??) qui mesure la température.
Avec les arbres de décision, deux décisions sont induites (malade ou bien portant) selon la valeur mesu-
rée ; dans le cas du 1R, une seule décision sera induite : si la valeur mesurée est supérieure à une certaine
valeur α (point du découpage), le patient est malade.
L’algorithme 1R se déroule comme suit :
1. tri
L’ensemble des valeurs numériques est trié en ascendant ;
2. segmentation
L’ensemble trié est partitionné en différents intervalles tel que chaque intervalle ne contient que
les instances provenant de la même classe.
3. élimination des intervalles de taille faible
Les intervalles obtenus par (2) de taille fortement faible sont fusionnés ; Holte a fixé la taille mini-
male des intervalles à six instances.
4. règle de décision finale
Après regroupement des intervalles, l’algorithme procède par calculer la classe majoritaire sur
chaque intervalle ; ensuite, les intervalles adjacents de même classe sont fusionnés. Par conséquent,
la règle de décision correspond à la classe majoritaire sur l’ensemble des intervalles.
126 CHAPITRE 6 — Interprétation sémantique des textures
Méthode récursive de minimisation de l’entropie est une méthode de discrétisation supervisée basée
sur la mesure de l’entropie sur les différents intervalles [65, 74]. Le partitionnement qui donne la plus
faible valeur de l’entropie est retenu. L’algorithme se déroule comme suit :
1. discrétisation binaire
L’algorithme procède, dans un premier temps, par découper l’ensemble des instances en deux
intervalles en calculant l’entropie donnée par l’équation 6.5.
E(Xj , T ; I) =
|I1|
|I| Ent(I1) +
|I2|
|I| Ent(I2) (6.5)
où Xj est le je descripteur à discrétiser, T est un point de découpage et I l’ensemble des instances
estimés pour le descripteur Xj (I = {x1j , . . . , xnj}).
2. point du découpage optimal
Le point du découpage optimal Tmin correspond à la valeur minimale de l’entropie calculée dans
(1) :
Tmin = argminT {E(Xj , T ; I)}
3. recherche du nombre k optimal
Les étapes (1) et (2) sont réitérées récursivement sur les différentes partitions obtenues jusqu’à vé-
rification d’un critère d’arrêt. Fayyad et Irani [74] utilisent le principe de description de longueur
minimale (en anglais, Minimal Description Length Principle (MDLP)) pour définir un critère d’ar-
rêt. Une partition induite par un point de découpage T est acceptée si :
Gain(Xj , T ; I) >
log2(n− 1)
n
+
∆(Xj , T ; I)
n
avec :
• Gain(Xj , T ; I) = Ent(I)−∆(Xj , T ; I) ;
• ∆(Xj , T ; I) = log2(3
k − 2)− [k.Ent(I)− k1.Ent(I1)− k2.Ent(I2))] ;
où ki est le nombre de classes présentes dans l’intervalle Ii
Algorithme k-means La méthode des k-means (ou k-moyennes) introduite par J. B. MacQueen [201]
en 1967 est l’une des méthodes de classification non-supervisée largement utilisée dans divers domaines
tels que classification, segmentation et aussi pour la discrétisation des variables continues [222, 303, 98].
Dans le cadre de la discrétisation, on cherche généralement à partitionner l’espace des données en
classes homogènes et isolées les unes des autres. Dans cette optique, l’algorithme k-means vise à mini-
miser la variance intra-classes (classes homogènes), ce qui se traduit par la minimisation de la fonction
objective J, qui n’est autre que la mesure d’erreur :
J =
∑
c∈C
n∑
i=1
‖x(c)i −mc‖2 (6.6)
où ‖x(c)i −mc‖2 est une distance entre le point x(c)i (l’instance xi affectée à la classe c) et le centre mc
de la classe c. C est l’espace de toutes les classes.
L’algorithme k-means choisit, un premier temps, c valeurs distinctes constituant les centres des c
classes. Ensuite, chaque instance est affectée à la classe dont le centre est le plus proche. Après affec-
tation de toutes les instances, les centres des classes sont réévaluées. Les processus d’affectation et de
réévaluation des nouveaux centres sont réitérés jusqu’à stabilisation (les centres des classes ne changent
pas). L’algorithme décrit d’une manière formelle est donné comme suit :
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Algorithme 7 k-means
Soit vc = 1Nc
n∑
i=1
x
(c)
i le centre de gravité de la classe c.
1. pour c ∈ C
2. mc ← xi|xi ∈ X // Initialisation aléatoire des centres
3. c← {xi ∈ X|minq∈C‖xi −mq‖2 = ‖xi −mc‖2} // Affectation des instances
4. fin pour
5. tant que ∃c ∈ C|mc 6= vc
6. pour c ∈ C
7. mc ← vc // Calcul des nouveaux centres
8. c← ∅
9. fin pour
10. pour xi ∈ X
11. cˆ← argminc∈C‖xi −mc‖2
12. cˆ← cˆ ∪ xi // Réaffectation des instances
13. fin pour
14. fin tant que
15. retourner hatc ∈ C
Algorithme k-medoids L’algorithme k-medoids [222, 118] est un algorithme de classification non-
supervisé basé sur le même principe que les k-means pour le partitionnement des données. La seule
différence qui existe est que les centres des classes pour l’algorithme k-medoids représentent des objets
ou instances les plus représentatifs des classes. D’où vient le terme medoid. L’algorithme est donné
ci-dessous en considérant les mêmes annotations du k-means :
Notre proposition: méthode ǫ-distancemax La méthode que nous proposons ici combine les deux
aspects supervisé et non-supervisé [134]. L’idée sur laquelle nous nous sommes reposés découle de
nos observations expérimentales : la différence entre textures proches sémantiquement est faible alors
que pour deux textures différentes sémantiquement, pouvant provenir de la même classe visuelle, la
différence est significative. Cela est illustré par la figure 6.3. Les textures 6.3(a) et 6.3(b) appartiennent à
deux classes différentes (« raffia » et « brick ») mais à la même classe sémantique (faible contraste), leurs
différence est de l’ordre de 0,088 alors que pour les deux textures 6.3(b) et 6.3(c) provenant de la même
classe visuelle (« brick ») mais appartenant à deux classes sémantiques différentes (faible contraste et
fort contraste respectivement) leurs différence est de 0,697. La différence est nette entre les classes.
De ces constats, pour répartir nos textures en classes sémantiques disjointes, nous proposons d’utili-
ser la distance maximale comme méthode discrétisation de nos attributs de texture. Les points de décou-
page optimaux correspondent aux plus grandes différences entre deux valeurs consécutives. L’utilisation
de l’algorithme à ce stade est non-supervisé entraînant deux inconvénients. Le premier concerne la mul-
tiplicité d’intervalles obtenus de taille faible éventuelle et le second est lié au découpage, deux textures
appartenant à la même classe sémantique peuvent être séparées en deux classes différentes (les textures
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Algorithme 8 k-medoids
1. pour c ∈ C
2. mc ← xi|xi ∈ X // Initialisation aléatoire des centres
3. c← {xi ∈ X|minq∈C‖xi −mq‖2 = ‖xi −mc‖2} // Affectation des instances
4. fin pour
5. tant que ∃c ∈ C|mc 6= vc
6. pour xi ∈ X
7. d2ic ← ‖xi − vc‖2
8. x∗i ← argminid2ic //Détection des medoids
9. vc ← x∗i // Affectation des medoids aux centres
10. fin pour
11. fin tant que
(a) < 0, 0601 > (b) < 0, 1483 > (c) < 0, 8460 >
Figure 6.3 – Textures à différents contrastes
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des bornes notamment). Pour pallier à ces inconvénients, nous avons rajouté deux contraintes : la taille
minimale des classes doit être supérieur à 10% de la base afin d’éliminer les petits intervalles non-
significatifs. La deuxième contrainte liée à un mauvais découpage fait introduire le jugement de l’expert.
Après l’identification des classes de taille significative reflètant d’une certaine manière la répartition des
textures, l’expert intervient pour valider ou pas les classes obtenues. Son intervention conduit au réglage
des bornes du découpage initailes, il s’agit du terme ǫ, qui peuvent être réduites (−ǫ) ou avancées (+ǫ).
Nous résumons l’algorithme comme suit :
1. tri des données
les valeurs correspondantes à chaque descripteur sont triées en ascendant.
2. initialisation des bornes
les différences d entre valeurs consécutives ainsi que les premières bornes de découpage α sont
estimées par :
∀i ∈ [1, n] di = ‖xi+1 − xi‖
et :
αc = argmaxi∈c{di}
3. élimination des intervalles faibles
à ce stade, on calcule le nombre d’instances dans chaque partition obtenue, si le nombre est infé-
rieur à 10% du nombre total dans la base, cette partition sera fusionnée avec la partition adjacente.
Les étapes (2) et (3) sont répétées jusuq’à validation de contraintes.
4. identification des bornes de découpage finales
Après identification des pré-partitions par les étapes (2) et (3), l’expert intervient pour valider les
bornes finales αi. Le paramètre ǫ correspond à une valeur subjective que l’expert juge représenta-
tive d’une classe sémantique :
α∆
c = αc ± ǫ
6.3.1.2 Discrétisation floue
Du fait des transitions brutales entre les différentes classes dans le cas de la discrétisation stricte qui
réellement sont imprécises et peuvent manquer de représentativité sémantique en particulier lorsque le
nombre des données dont les valeurs aux frontières (bornes) des classes est important. L’intégration des
ensembles flous dans le processus de discrétisation permet donc une gestion graduelle des données en
évitant le problème de transitions abruptes entre les classes.
En principe, la discrétisation floue [264] est identique à la discrétisation stricte qui cherchent à re-
grouper un ensemble de n données en k groupes homogènes. Elle en diffère par le fait que les classes
obtenues peuvent se chevaucher et les fonctions d’appartenance ne sont pas exclusives. Chaque classe est
considérée comme un ensemble flou et un degré d’appartenance de chaque observation à chacune d’entre
elles est calculé [62]. Dans ce cadre, on peut citer les méthodes neuronales qui incluent l’apprentissage
des paramètres déterminant les fonctions d’appartenance [132], ou encore les méthodes basées sur la re-
cherche d’une partition floue la plus discriminative en utilisant une mesure d’entropie floue [207]. Dans
ce travail, nous nous focaliserons sur les méthodes de regroupement flous à savoir l’algorithme FCM
(Fuzzy C-Means) et l’algorithme GG (Gath-Geva).
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Une partition de n données en k classes peut être décrite par une matrice de partition floue à n lignes
et k colonnes de terme général µik à valeurs dans [0, 1]. Le terme µik représente le degré d’appartenance
de la donnée xi à la classe k et vérifie les conditions suivantes :
µik ∈ [0, 1] ∀1 ≤ i ≤ N, 1 ≤ k ≤ c
c∑
k=1
µik = 1 ∀1 ≤ i ≤ N
0 <
N∑
i=1
µik < N ∀1 ≤ k ≤ c
(6.7)
Ces conditions signifient qu’un vecteur appartient à plusieurs classes (à divers degrés) et qu’aucune
classe n’est vide.
Algorithme FCM L’algorithme FCM, introduit par Dunn [69] et amélioré par Bezdek [16], généralise
la méthode des k-means pour le calcul des centres des différentes classes. Il consiste à minimiser itérati-
vement une fonction objective J qui utilise comme mesure d’homogénéité de la partition, la somme des
distances entre chaque donnée aux différents centres, pondérées par son degré d’appartenance à chacun
d’eux :
Jm =
∑
c∈C
n∑
i=1
(µic)
m‖xi −mc‖2 (6.8)
où m est un paramètre qui contrôle le degré flou de la partition (m > 1) et mc le centre de la classe k.
L’algorithme débute avec une initialisation aléatoire des µik, recalcule les centres des classes puis met à
jour la partition en recalculant de nouveaux les µik. Cette procédure est réitérée et s’arrête si un nombre
d’itérations maximal est atteint ou si le changement des degrés d’appartenance entre deux itérations
successives n’est pas significatif (inférieur à un seuil prédéfini). L’algorithme est détaillé dans 9 :
Algorithme 9 FCM
1. initialisation aléatoire de la matrice de partition U = [µic], U (0)
2. tant que ‖U (k+1) − U (k)‖ < ǫ faire
3. mc =
n∑
i=1
µmic .xi
n∑
i=1
µmic
// Recalcule des centres
4. µic = 1∑
q∈C
(
‖xi−mc‖
‖xi−mq‖
)
2
m
//Mise à jour des degrés
5. fin tant que
L’algorithme FCM nécessite le choix de deux paramètres : le nombre de classes k et le degré de flou
m de la partition. Plus m est proche de 1, plus la partition tend à être « classique ». Inversement, lorsque
m augmente, la partition devient floue.
Algorithme GG L’algorithme GG introduit par Gath et Geva [93] est un algorithme de partitionne-
ment basé sur l’estimation floue du maximum de vraisemblance (en anglais fuzzy maximum likelihood
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estimates (FMLE)) [17]. La fonction objective à minimiser est de la forme suivante :
Jm =
∑
c∈C
n∑
i=1
(µic)
mD2ic (6.9)
avec D2ic est la distance entre la donnée xi et la classe c calculée à partir de leurs covariance.
Les étapes sont décrites dans l’algorithme 10.
Algorithme 10 GG
1. initialisation aléatoire de la matrice de partition U = [µic], U (0)
2. tant que ‖U (k+1) − U (k)‖ < ǫ faire
3. m(k)c =
n∑
i=1
µmic .xi
n∑
i=1
µmic
// Calcule des centres
4. F (k)c =
n∑
i=1
µmic (xi−mc).(xi−mc)
T
n∑
i=1
µmic
//Calcule des matrices de covariances floues des classes
5. D2ic =
(2pi)n/2
√
detF
(k)
c
αc
exp(1/2(xi −mc)T .F−1c .(xi −mc)) //Calcule des distances
6. µic = 1∑
q∈C
(
Dic
Diq
)
2
m−1
//Mise à jour des degrés d’appartenance
7. fin tant que
Les paramètres αc et µic représentent respectivement la probabilité a priori de sélectionner la classe
c et la probabilité a posteriori de sélectionner la classe c sachant la donnée xi.
L’utilisation d’une « distance exponentielle » incluant une matrice de covariance floue F permet
d’obtenir des partitions optimales variées en formes, en densités et en taille. Avec cette propriété, l’algo-
rithme GG [222] se montre plus performant que l’algorithme FCM qui ne peut identifier que les classes
de même forme et orientation.
Dans un cadre général, l’inconvénient des algorithmes de partitionnement stricts et flous est q’il faut
fixer a priori le nombre de classes à identifier, propriété qui n’est pas toujours évidente. Dans notre cas,
ce problème n’est pas posé étant donné que nous avons pré-identifier nos trois classes sémantiques, ainsi
le paramètre k sera fixé à trois dans toutes les expérimentations.
6.3.2 Mesures d’évaluation
Après identification des partitions par l’étape précédente, la question qui se pose immédiatement :
quelle est la « bonne » partition à choisir? La réponse à cette question est incluse sous le domaine de
la validation des clusters connu en anglais par cluster validity assessment. L’objectif des techniques
de validation des clusters est de mesurer le meilleur partitionnement relativement à d’autres obtenus
par d’autres algorithmes de partitionnement ou à partir des mêmes algorithmes utilisant des paramètres
différents. L’évaluation et la validation de la répartition optimale est basée sur deux critères [15, 67] :
• compacité : Elle mesure l’homogénéité et la cohérence des données dans chaque classe. Les don-
nées d’une même classe fortement proches engendre une partition compacte. L’évaluation de la
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compacité d’une partition dépend de la mesure utilisée. Par exemple, si l’on mesure par la va-
riance, une valeur minimale signifie une grande compacité. À l’inverse, si l’on utilise la similarité
moyenne ; plus cette valeur est grande, plus la partition est compacte.
• séparation : Un « bon » partitionnement correspond à des classes bien séparées entre elles. Mesurer
la séparation entre deux classes peut être effectuée selon trois manières : (i)- en mesurant la distance
entre les données les plus proches des deux classes ; (ii)- en mesurant la distance des données les
plus éloignées et (iii)- en mesurant la distance entre les centres des classes. Une grande valeur de
cette distance entraine une bonne séparation. Si l’on utilise la similarité entre classes, plus cette
valeur est faible, plus les classes sont bien séparées.
Définition 2. Un partitionnement est optimal et valide si les classes sont compactes et bien séparées.
Nombreuses sont les mesures proposées dans la littérature pour évaluer la validité des classes ob-
tenues par les différents algorithmes de partitionnement [72, 222]. L’utilisation d’un seul indice est
insuffisante pour évaluer la performance du partitionnement. Dans cette thèse, nous proposons d’uti-
liser six indices pour l’évaluation respective des classes dans le cas strict et flou à savoir : l’indice de
partition SC (partition index) [11], l’indice de séparation S (separation index) [11], l’indice de Dunn
DI [296, 19, 70], l’indice CS de Chou [56, 48], l’indice PBM [177, 214, 223] et l’indice Fukuyama-
Sugeno FS [37, 2, 306, 87] pour la discrétisation stricte et l’indice PC (partition coefficient) [37, 2, 111],
l’indice d’entropie PE (partition entropy) [37, 18, 111], l’indice Xie-Beni XB [37, 111, 323], l’indice
PBMm [177, 214, 223], l’indice FSm [37, 2, 111] et l’indice PACES [37, 322] pour la discrétisation
floue.
6.3.2.1 Évaluation dans le cas strict
Indice SC L’indice de partition SC proposé par Bensaid et al. [11] mesure pour chaque classe le
rapport de sa compacité et sa séparation. La valeur globale est obtenue en moyennant les différentes
valeurs obtenues pour chaque classe. Sa formule est donnée comme suit :
SC =
∑
c∈C
n∑
i=1
‖xci − vc‖2
Nc
∑
q∈C
‖vq − vc‖2 (6.10)
avec xci est la ie donnée appartenant à la classe c, vk le centre de la classe k et Nk nombre de données
dans la classe k.
L’indice SC est très utile lors de la comparaison des différentes partitions ayant le même nombre de
classes. Une faible valeur de SC indiques une bonne partition.
Indice S L’indice de séparation S [11] à l’inverse de l’indice SC utilise la distance minimale pour
mesurer la séparation des partitions. Sa formule est donnée comme suit :
S =
∑
c∈C
n∑
i=1
‖xci − vc‖2
nminq,c ‖vq − vc‖2 (6.11)
De même que l’indice SC, une valeur faible de S correspond à une bonne partition.
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Indice DI L’indice DI introduit par Dunn [70] est le rapport entre la distance intra-classes minimale
(diamètre des classes) et la distance inter-classes maximale (dissimilarité entre classes). Sa formule est
donnée par l’équation suivante :
DI = min
q∈C
{ min
c 6=q∈C
{ d(c, q)
maxq′∈C{diam(q′)}}} (6.12)
avec :
• d(c, q) = minx∈c,y∈q{d(x, y)} ;
• diam(c) = maxx,y∈c{d(x, y)}.
Si les données contiennent des classes bien séparées, la distance entre classes est toujours grande tan-
dis que le diamètre des classes est petit [111]. Ainsi, une valeur grande de l’indice DI reflète une bonne
partition. Les seuls inconvénients de cet indice sont : le temps de calcul qui augmente considérablement
avec la taille de données et sa sensibilité au bruit (pour des données fortement bruitées, le diamètre des
classes sera plus large). Plusieurs variantes se sont proposées qui diffèrent dans la définition des distances
et le diamètre des classes [292, 224].
Indice CS Récemment Chou et al. [48] proposent une nouvelle mesure de la validité des classes notée
CS6. Basée sur le même principe que les indices introduits précédemment, l’indice CS représente aussi
le rapport des distances intra et inter classes. Sa formule est donnée par l’équation 6.13 :
CS =
∑
c∈C
[ 1
Nc
∑
x∈c
maxy∈c{d(x, y)}]∑
c∈C
[minq 6=c{d(vc, vq)}] (6.13)
Un partitionnement optimale correspond à une valeur petite de l’indice CS. Chou et al. considèrent
que cette mesure est efficace pour identifier des classes de densités et de taille différentes. Le seul incon-
vénient de cet indice est le temps de calcul qui augmente avec la taille des classes et des données.
Indice PBM Pakhira et al. [223] proposent un nouveau indice PBM7 adapté aux deux cas du parti-
tionnement stricte et flou. L’indice PBM est le résultat du produit de trois facteurs d’où sa maximisation
assure un partitionnement caractérisé par un nombre réduit de classes compactes et une large séparation
entre classes. L’indice PBM est défini comme suit :
PBM(C) = (
1
C
× E1
EC
×DC) (6.14)
avec C le nombre totale des classes.
E1 est la somme des distances entre chaque donnée x et le centre globale v. E1 est donné comme
suit :
E1 =
n∑
i=1
‖xi − v‖ (6.15)
EC est la somme des distances intra-classes donnée par :
EC =
∑
c∈C
Nc∑
i=1
‖xci − vc‖ (6.16)
6C pour Chou et S pour Su
7P pour Pakhira, B pour Bandyopadhyay et M pour Maulik
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et la distance entre les centres des classes est donnée par DC :
DC = max
c,q∈C
‖vc − vq‖ (6.17)
Indice FS L’indice FS proposé par Fukuyama et Sugeno [87] pour mesurer la validité d’un partition-
nement en se basant sur la mesure de la compacité et la séparation des classes. Sa formule est donnée par
l’équation 6.18.
FS =
∑
c∈C
Nc∑
i=1
[‖xci − vc‖2 − ‖vc − v‖2] (6.18)
Une faible valeur du FS indique des classes compactes avec une large séparation entre elles. Varma
et Simon [306] ont trouvé que l’indice FS est performant dans le cas des variables bruitées.
6.3.2.2 Évaluation dans le cas flou
L’évaluation dans le cas du partitionnement flou tient en compte le chevauchement entre classes
représenté par les degrés d’appartenance.
Indice PC Bezdek a proposé dans [16] une mesure de validité des classes dans le cas flou basé sur les
degrés d’appartenance uniquement. Sa formule est donnée comme suit :
PC =
1
n
n∑
i=1
∑
c∈C
µ2ic (6.19)
La valeur du PC appartient à l’intervalle [ 1
C
, 1]. Si la valeur atteint 1, on est dans le cas d’un par-
titionnement stricte. Dans le cas où la valeur du PC est égale à 1
C
, cela indique que les données ne
peuvent pas être partitionnées ou bien que l’algorithme du partitionnement échoue à trouver la bonne
représentation. Un bon partitionnement correspond à une valeur importante du PC.
Indice PE Bezdek et al. [18] ont proposé un indice de mesure de la validité sous la forme de l’entropie
des degrés d’appartenance des données. Plus cet indice est petit plus le partitionnement est considéré bon.
Sa formule est donnée comme suit :
PE = − 1
n
n∑
i=1
∑
c∈C
µic loga µic (6.20)
La valeur du PE appartient à l’intervalle [0, loga .C]. Si sa valeur est proche de 0, on est dans le cas
d’un partitionnement stricte. De même que l’indice PC, si sa valeur est proche de la borne supérieure,
cela entraine une absence de partitionnement ou bien défaillance de l’algorithme. Un bon partitionnement
correspond à une valeur petite du PE.
Indice XB L’indice de Xie et Beni [323] (XB) mesure la compacité et la séparation des classes en se
basant sur les degrés d’appartenance et sur les données eux-mêmes. Une valeur petite du XB indique un
partitionnement optimale :
XB =
∑
c∈C
n∑
i=1
µmic‖xi − vc‖2
n.minc,q ‖vc − vq‖2 (6.21)
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Le numérateur représente la compacité mesurée la somme des carrés des distances intra-classes alors
que le dénominateur représente la séparation mesurée par la distance minimale inter-classes.
Indice PBMm Cet indice est une extension de l’indice PBM introduit précédemment. Dans ce cas,
la distance intra-classe devient :
EC =
∑
c∈C
n∑
i=1
µmic‖xi − vc‖ (6.22)
Indice FSm Cet indice est une extension de l’indice FS pour le cas flou incluant les degrés d’appar-
tenance et les données elles-mêmes :
FSm =
∑
c∈C
Nc∑
i=1
µmic [‖xi − vc‖2 − ‖vc − v‖2] (6.23)
Le premier terme entre crochets mesure la compacité des classes et le second terme mesure les
distances entre classes.
Indice PACES Wu et Yang [322] ont proposé un nouvel indice pour la validité des partitionnement
flous nommé PACES8 :
PACES =
∑
c∈C
n∑
i=1
µ2ic
µM
−
∑
c∈C
exp(−min
c 6=q
{‖vc − vq‖2}/βT ) (6.24)
avec :
• µM = maxc∈C
n∑
i=1
µ2ic ;
• βT =
1
C
∑
c∈C
‖vc − v‖2.
L’indice PACES est composé de deux termes. Le premier est l’indice PC normalisé pour mesurer
la compacité et le second terme est une mesure de séparation exponentielle des distances entre centres
des classes.
6.4 Expérimentations et résultats
Dans cette section, nous allons présenté les différents résultats de discrétisation obtenus par les algo-
rithmes précédemment introduits (cf. section 6.3.1). L’évaluation et la validation des différentes partitions
est basée sur les indices de validité présentés dans la section 6.3.2. Selon les propriétés de chaque indice,
nous soutenons qu’un partitionnement stricte est optimale si : les indices SC, S, CS et FS présentent
des valeurs faibles et les indices DI et PBM sont importants. Dans le cas flou, un partitionnement est
optimale si les indices PE, XB et FSm sont petits et les indices PC, PBMm et PACES sont grands.
Dans cette thèse, la discrétisation est univariée, c’est-à-dire que chaque descripteur est discrétisé seul
indépendamment des autres. Le nombre de classes est fixé a priori à trois. Nous fixons aussi le paramètre
m de contrôle du degré flou de la partition à deux.
8partition coefficient and exponential separation
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6.4.1 Résultats de la discrétisation stricte
Les tableaux 6.2 à 6.7 présentent les valeurs des indices de validité strictes estimées pour chaque
descripteur :
• pour l’énergie (tableau 6.2), les valeurs optimales pour les indices SC, S et FS sont obtenues par
l’approche proposée ǫ-distancemax. La valeur maximale des indices DI et PBM est obtenue par
l’algorithme k-medoids et la valeur minimale de l’indice de Chou CS est donnée par l’algorithme
supervisé 1R. Nous constatons alors que les trois algorithmes ǫ-distancemax, k-medoids et 1R four-
nissent des valeurs optimales pour différents indices. Le choix dans ce cas n’est pas si évident. Nous
proposons une sélection du partitionnement optimale basée sur l’indice de Dunn DI (l’algorithme
qui donne la plus grande valeur sera sélectionné) ; ce qui correspond ici à l’algorithme k-medoids.
• pour la variance (tableau 6.3), les valeurs minimales du SC, S etFS sont obtenues par l’algorithme
de Fayyad et Irani MDLP . L’approche ǫ-distancemax présente les valeurs optimales pour les
indices DI et CS. Une valeur maximale pour l’indice PBM est donnée par l’algorithme k-means.
La même constatation est faite que précédemment, les valeurs optimales des différents indices sont
données par les algorithmes ǫ-distancemax, MDLP et k-means. Basé sur l’indice DI , nous optons
pour l’approche ǫ-distancemax.
• pour l’uniformité (tableau 6.4), les valeurs optimales des indices SC, S et DI sont obtenues
par l’approche ǫ-distancemax. La valeur minimale de l’indice CS est obtenue par l’algorithme
MDLP . L’indice PBM atteint son maximum avec l’algorithme k-medoids tandis que l’indice
FS atteint sa valeur minimale avec l’algorithme k-means. Basé sur l’indice DI dans le cas d’une
multitude d’algorithmes de partitionnement, nous optons pour l’approche ǫ-distancemax.
• pour la direction (tableau 6.7), les valeurs optimales des indices SC et S sont obtenues par l’algo-
rithme MDLP . La valeur maximale de l’indice de Dunn DI est donnée par l’algorithme k-means.
L’algorithme 1R présente des valeurs optimales pour les indices CS et FS et la valeur maximale
de l’indice PBM est donnée par l’algorithme k-medoids. Toujours la même constatation et en se
basant sur l’indice DI , le partitionnement par l’algorithme k-means sera choisi.
• pour la grossièreté (tableau 6.5), nous constatons que les cinq algorithmes 1R, MDLP, k-means,
k-medoids et ǫ-distancemax donnent des valeurs optimales pour les indices SC et FS, PBM , CS,
DI et S respectivement. Nous choisirons l’algorithme k-medoids pour sa valeur maximale pour
l’indice DI .
• pour le line-likeness (tableau 6.6), les valeurs optimales des indices SC et S sont obtenues par
l’algorithme 1R. Les valeurs optimales des indices PBM et DI sont données respectivement
par l’algorithme MDLP et k-means. Quant à l’algorithme ǫ-distancemax, il donne des valeurs
optimales pour les indices CS et FS. De même, nous choisirons l’algorithme k-means pour sa
valeur maximale pour l’indice DI .
6.4.2 Résultats de la discrétisation floue
Les tableaux 6.8 à 6.13 présentent les valeurs des indices de validité flous estimées pour chaque
descripteur :
• pour l’énergie (tableau 6.8), les valeurs optimales des indices PC, PE, PBMm et PACES sont
obtenues par l’algorithme flou de Gath-Geva GG alors que l’algorithme flou FCM donne les valeurs
minimales pour l’indice de Xie-BeniXB et FSm. Nous constatons que pour les indices PC et PE
sont proches respectivement des bornes 1 et 0, ce qui signifie que l’algorithme GG peut converger
vers une partition stricte. Nous optons dans ce cas pour l’algorithme FCM.
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Algorithme 1R MDLP k-means k-medoids ǫ-distancemax
SC 0,1074 0,0764 0,6285 0,6890 0,0550
S 2,9631e-04 1,8677e-04 0,0011 0,0012 9,2118e-05
DI 0,3207 0,4113 0,5462 0,5928 0,2788
CS -0,7041 -0,6708 -0,5955 -0,6170 -0,4825
PBM -2,8200 -6,2533 -0,8804 -0,7779 -11,9262
FS -38,3109 -59,6204 -25,6561 -19,9806 -86,6541
Table 6.2 – Indices de validité pour la discrétisation stricte de l’énergie
Algorithme 1R MDLP k-means k-medoids ǫ-distancemax
SC 0,0728 0,0480 0,2477 0,2462 0,1311
S 1,8559e-04 1,1284e-04 3,9954e-04 3,9686e-04 3,5529e-04
DI 0,5701 0,5751 0,4503 0,4779 0,6609
CS -0,7795 -0,7774 -0,4939 -0,4929 -0,7811
PBM -7,8150 -11,7788 -1,3906 -1,3958 -3,8589
FS -58,9717 -63,9043 -38,0200 -38,3047 -41,8312
Table 6.3 – Indices de validité pour la discrétisation stricte de la variance
Algorithme 1R MDLP k-means k-medoids ǫ-distancemax
SC 0,0849 0,1481 0,4973 1,3133 0,0661
S 2,3096e-04 3,8607e-04 9,2353e-04 0,0025 1,6379e-04
DI 0,4491 0,3560 0,4778 0,4593 0,4932
CS -0,6849 -0,7403 -0,2067 -0,5449 -0,6406
PBM -6,6686 -1,9194 -1,7848 -0,5060 -10,2935
FS -8,3642 -4,5151 -43,1077 1,3645 -9,3242
Table 6.4 – Indices de validité pour la discrétisation stricte de l’uniformité
Algorithme 1R MDLP k-means k-medoids ǫ-distancemax
SC 0,0841 0,0988 0,9657 0,9607 0,0994
S 1,5768e-04 1,6626e-04 0,0018 0,0018 1,5090e-04
DI 0,0489 0,4461 0,3627 0,4777 0,4458
CS -0,8676 -0,8418 -1,0880 -1,0849 -0,8092
PBM -2,5216 1,9326 -0,0448 -0,0461 1,5506
FS -33,1390 -25,5930 26,7843 26,6492 -21,2897
Table 6.5 – Indices de validité pour la discrétisation stricte de la grossièreté
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Algorithme 1R MDLP k-means k-medoids ǫ-distancemax
SC 0,0956 0,1397 0,7823 0,7929 0,1366
S 1,9675e-04 3,5523e-04 0,0015 0,0016 3,3629e-04
CS -1,0164 -1,3225 -0,9821 -0,9933 -1,3566
DI 0,2290 0,4347 0,6525 0,6406 0,2732
PBM -0,1252 0,5572 0,3172 0,3048 0,0995
FS -22,0688 -24,0125 14,3335 14,9704 -24,2548
Table 6.6 – Indices de validité pour la discrétisation stricte du line-likeness
Algorithme 1R MDLP k-means k-medoids ǫ-distancemax
SC 0,0634 0,0476 0,4845 0,4850 0,0580
S 1,7346e-04 1,212e-04 8,2272e-04 8,2319e-04 1,7532e-04
DI 0,2727 0,3534 0,4946 0,4439 0,1956
CS -0,4669 -0,3496 -0,3896 -0,3851 -0,4484
PBM -2,8141 -1,0617 -0,6023 -0,5991 -2,2492
FS -37,6546 -28,7384 -19,0315 -18,7322 -34,3064
Table 6.7 – Indices de validité pour la discrétisation stricte de la direction
• pour la variance (tableau 6.9), nous constatons le même comportement que le descripteur « énergie
». Sur le même principe, l’algorithme FCM sera choisi.
• pour l’uniformité (tableau 6.10), seule la valeur optimale de l’indice PC est obtenue par l’algo-
rithme GG, sinon pour le reste des indices, l’algorithme a eu une difficulté de converger et aucune
valeur n’est pu être estimée. Les valeurs optimales sont donc obtenues par l’algorithme FCM.
• pour la direction (tableau 6.13), les valeurs optimales des indicesPC,PE etPBMm sont obtenues
par l’algorithme GG alors que les valeurs optimales des autres indices XB, FSm et PACES sont
données par l’algorithme FCM. En se basant sur l’indice de référence XB, nous optons pour
l’algorithme FCM.
• pour la grossièreté (tableau 6.11), l’algorithme GG converge avec certitude vers une partition stricte
vue les valeurs des indices pC qui vaut 1 et PE qui tend fortement vers 0. L’indice XB obtient sa
valeur optimale avec l’algorithme FCM.
• pour le line-likeness (tableau 6.12), nous faisons la même constatation que le descripteur « gros-
sièreté », l’algorithme GG converge vers une partition stricte alors que l’algorithme FCM donne
les valeurs optimales pour le reste des indices.
D’après l’analyse des différents indices de validité pour le cas de la discrétisation stricte et floue,
nous résumons dans le tableau suivant (tableau 6.14) l’algorithme retenu pour chaque descripteur ainsi
nous donnons les points de découpage trouvés et qui représentent les règles d’inférence pour l’affectation
de chaque attribut de texture à l’un des termes sémantiques.
Pour la discrétisation floue, la matrice de partition U des degrés d’appartenance obtenue par l’algo-
rithme FCM jouera le rôle des règles d’inférence. Chaque texture lui sera attribuée un terme sémantique,
correspondant à un descripteur donné, selon son degré d’apparence dans l’image.
Pour le descripteur « direction », les bornes de découpage des différentes orientations obtenues par
l’algorithme k-means sont : 0,079, 0,138 et 0,256 correspondant respectivement à la direction à droite,
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Algorithme FCM GG
PC 0,8899 0,9488
PE 0,2126 0,0959
XB 0,5288 7,8909
PBMm -0,7450 -0,0749
FSm -31,8850 404,5882
PACES 0,4370 0,4531
Table 6.8 – Indices de validité pour la discrétisation floue de l’énergie
Algorithme FCM GG
PC 0,8874 0,9552
PE 0,2092 0,0820
XB 0,7844 12,2126
PBMm -1,1382 -0,0999
FSm -39,4405 395,9762
PACES 0,1507 0,2805
Table 6.9 – Indices de validité pour la discrétisation floue de la variance
Algorithme FCM GG
PC 0,9230 0,9354
PE 0,1449 –
XB 1,2574 –
PBMm -0,4395 –
FSm -1,1667 –
PACES 0,1640 -0,1838
Table 6.10 – Indices de validité pour la discrétisation floue de l’uniformité
Algorithme FCM GG
PC 0,7867 1
PE 0,3870 5,5023e-18
XB 0,9866 48,3541
PBMm -0,0264 0,0056
FSm 16,3478 537,0338
PACES 1,6128 -0,0641
Table 6.11 – Indices de validité pour la discrétisation floue de la grossièreté
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Algorithme FCM GG
PC 0,8032 1
PE 0,3565 1,2713e-17
XB 0,9356 68,3234
PBMm 0,2563 0,0151
FSm 5,8987 622,4076
PACES 0,9100 -0,5071
Table 6.12 – Indices de validité pour la discrétisation floue du line-likeness
Algorithme FCM GG
PC 0,8069 0,9579
PE 0,3714 0,0726
XB 1,2619 23,1472
PBMm -0,4355 -0,0413
FSm -19,1018 452,711
PACES -0,2712 -0,5430
Table 6.13 – Indices de validité pour la discrétisation floue de la direction
Descripteur modèle borne inf borne sup
énergie k-medoids 0,202 0,539
variance ǫ-distancemax 0,225 0,378
uniformité ǫ-distancemax 0,058 0,143
grossièreté k-means 0,404 0,636
line-likeness k-means 0,441 0,731
Table 6.14 – Bornes de découpage des différents descripteurs de texture
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Figure 6.4 – Notre description sémantique d’une texture
direction horizontale, direction à gauche et direction verticale.
La figure 6.4 résume et définit notre description sémantique d’une texture. Un objet texture est défi-
nit par six attributs numériques à savoir : l’énergie, la variance, l’uniformité, la direction, la grossièreté
et le line-likeness. Ces attributs sont ensuite convertis en termes linguistiques sémantiques à l’aide des
algorithmes de discrétisation proposés en haut et cela afin de réduire le fossé sémantique entre les des-
cripteurs numériques de bas niveau et les concepts sémantiques de haut niveau lié à la perception et la
conception des requêtes des utilisateurs.
La figure 6.5 illustre un exemple d’interprétation sémantique de nos textures extraites de la base de
Brodatz. Suivant la valeur de l’attribut comparé à la borne inf ou sup, le terme qui lui est associé est
faible, moyen ou fort. Par exemple, pour la texture « bark » à gauche, la valeur de sa variance est de
0,2873 inférieure à la borne sup, ainsi la texture reflète un aspect contrasté. Si on prend la valeur de sa
direction, elle est de 0,7494 supérieure à la borne sup et donc la texture est orientée verticalement et ainsi
de suite. De même pour la texture « straw » à droite, la valeur de sa variance est de 0,0173 inférieure à
sa borne inf et donc la texture est non contrastée, chose qui est bien aperçue dans la texture réellement.
Pour la valeur de sa direction, elle vaut 0,0714 et donc inférieure à la borne inf , ce qui est interprété par
une texture orientée à droite (propriété fortement corrélée à la direction perçue visuellement).
6.5 Interprétation sémantique des images réelles
Dans les sections précédentes, nous avons étudié les images standards issues d’une collection de tex-
ture, i.e, chaque image contient une seule texture. Dans cette partie, nous nous focalisons sur les images
réelles. L’extension dans ce cas va introduire une multiplicité de textures. Ainsi, un processus de « seg-
mentation »devient indispensable car la caractérisation globale de l’image entière perd les informations
locales (régions textures) en produisant une moyenne grossière du contenu de cette image.
Deux approches différentes peuvent être utilisées pour caractériser une image réelle. La première
approche consiste à diviser l’image en une grille et les caractéristiques numériques et sémantiques sont
calculés pour chaque case de la grille. La seconde approche consiste à segmenter l’image en zones locales
proches des objets ou textures constituant l’image et ensuite calculer les différents attributs numériques et
caractéristiques sémantiques pour chaque région extraite. Dans ce travail, nous souhaitons éviter la phase
de segmentation à proprement dit, en raison de tous les problèmes pour choisir une "bonne et meilleure"
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Figure 6.5 – Exemples d’interprétation « sémantique » de texture
méthode de segmentation valide pour toutes les images de la base. On se contente donc d’un découpage
des images en grille régulière dont la taille des cases est de lp× lp. Nous proposons une taille dynamique
qui dépend de la taille de l’image initiale I :
lp =


19 si N,M < 1024
33 si N,M < 5Ko
64 sinon
avec N et M sont respectivement la hauteur et la largeur de l’image I .
Plus formellement, à partir d’une image I , on construit une matrice de sous-images, les « cases »K (I)i,j :
K :
I → I
I 7→
{
K (I)i,j : ∀ 0 ≤ i < N(i)lp , 0 ≤ j <
M(j)
lp
} (6.25)
et
K :
I → (I)
Ii,j 7→ {Ii,j : ∀ 0 ≤ c < lp, 0 ≤ l < lp, Ii,j(l, c) = I(i× lp + l, j × lp + c)} (6.26)
Notons qu’il en découle que :
|K(I)| = N(i)
lp
× M(j)
lp
Pour chaque case K(I)i,j d’une image I , on calcule ses propriétés sémantiques suivant l’équa-
tion 6.2. Ensuite, on s’intéresse aux fréquences d’apparition de certaines sémantiques sur l’ensemble
de l’image. Il s’agit donc de dresser l’histogramme normalisé des termes linguistiques :
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h :
I → ({G}n−1 → [0, 1]) ∪ ({Gdir} → [0, 1])
I 7→
{(
v,
|{sem(K(I)i,j)=v:∀(i,j)}|
N(i)
lp
×M(j)
lp
)
: v ∈ {G}n−1 ∪ {Gdir}
} (6.27)
Notre but est donc d’associer à chaque image I le sous-ensemble le plus pertinent (et si possible
le plus petit) des textures qui la caractérise. Il suffit donc de considérer les vecteurs des cases dans
l’ordre décroissant des fréquences. Une condition d’arrêt peut être que la fréquence cumulée deviennent
supérieure ou égale à 50 %. Cela peut s’illustrer visuellement en reconstruisant l’image à partir des seules
cases associées aux vecteurs fréquents. Un contrôle visuel par un expert humain permettra de valider cette
approche heuristique image par image.
En imaginant que, en moyenne, 3 vecteurs suffisent à décrire au moins 50 % des cases, alors, toujours
pour n = 6, il peut y avoir jusqu’à C3972 = 152 582 940 classes d’images. Même si l’on peut regretter
que ces catégories soient très grossières et ne permettent pas de distinguer des images sensiblement
différentes, il n’en reste pas moins qu’augmenter leur nombre amènerait à classer chaque image dans sa
propre classe singleton. Les expérimentations sur la classification à partir d’un treillis de Galois permettra
de valider l’approche sur une base d’images (chapitre 7).
Entrées : image réelle couleur I(N,M), pas de découpage lp
Sortie : image segmentée Is(N,M)
1. pour chaque région de taille lp × lp faire :
2. calculer les descripteurs de textures numériques
3. calculer les propriétés sémantiques correspondantes
4. incrémenter le nombre d’apparition des propriétés
5. calculer les fréquences des propriétés sémantiques sur l’ensemble de l’image
6. sur l’image de sortie Is, faire apparaitre la case correspondante à chaque propriété retenue semi(I)
tel que :
∑n
i=1 semi(I) ≥ (N×M)2 .
6.6 Conclusion
Dans ce chapitre, nous avons abordé la problématique de la réduction du fossé sémantique entre les
descripteurs de texture de bas niveau et les concepts sémantiques de haut niveau liés particulièrement
aux interprétations faites par les utilisateurs. Ainsi, la forte subjectivité des interprétations posent un
grand problème et freinent d’une certaine manière l’avancement des systèmes de recherche d’images par
contenu.
Notre proposition traite ce problème du fossé sous l’angle de la conception d’une ontologie ex-
ploitable dans un cadre général. La création d’une sémantique se fait par la discrétisation de l’espace
numérique dédié à chaque descripteur de bas niveau. Chaque intervalle obtenu correspond à un terme
linguistique faisant référence à une sémantique particulière. L’affectation ou le passage du numérique au
sémantique se fait par les règles d’inférence définies à partir des bornes du découpage estimés par les
différentes approches de discrétisation.
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Notre proposition nous a permis de réduire le fossé sémantique en permettant une interprétation des
textures en langage naturel. Le chapitre suivant montrera comment exploiter cette sémantique pour la
navigation dans une base d’images.
CHAPITRE 7
La navigation dans une
base d’images
Dans le chapitre précédent, nous avons proposé un moyen d’interprétation sémantique des textures
qui sera mis à profit pour la navigation, utilisée comme alternative pour la recherche d’images dans des
bases d’images.
L’interrogation et la recherche d’images peuvent être effectuées selon différents modes apparentés à
la recherche d’information [82] :
1. recherche par mots-clés:
Ce type de requête est très répandu et proposé en particulier par la plupart des moteurs de recherche
tels que Flickr, Google, yahoo, altavista, etc. Malgré que les requêtes sont proches du langage
des utilisateurs, pourtant ces derniers manifestent une grande insatisfaction vis-à-vis des réponses
retournées et qui peuvent être hors contexte de la requête. Cela est dû aux annotations manuelles
subjectives associées aux images de la base.
2. recherche formelle:
Ce type de requête découle des langages d’interrogation des bases de données reposant sur les
modèles traditionnels dont la norme est le langage SQL (Structural Query Language). Le système
Cypress [221] (ancien Chabot) est l’un des rares systèmes qui utilisent un système de gestion de
bases de données (POSTGRES) basé sur le langage SQL; L’utilisation de SQL a également été
proposée pour interroger des bases de données multimédia organisées selon un modèle conceptuel
enrichi [287, 206].
L’intérêt d’une telle approche, fondée sur l’utilisation d’un langage formel, est de bénéficier du
pouvoir d’expression de la logique des prédicats pour décrire précisément les objets multimédia,
et plus encore, de disposer du mécanisme d’appel de fonction récursive, tel qu’il existe dans OQL
(Object Query Language) [33] ou SQL-3 [211]. Ainsi, la problématique soulevée concernant la
difficulté d’interprétation des requêtes est partiellement résolue dans ce cas. En effet, l’utilisa-
teur interroge le système dans un langage proche du langage machine, ce qui contribuera ainsi à
augmenter la satisfaction de l’utilisateur en lien avec son besoin. Plus généralement, une approche
reposant sur un SGBD traditionnel offre l’ensemble des fonctionnalités de celui-ci [209, 155], à sa-
voir : la persistance, l’indépendance logique et physique, l’administration des données, un langage
de requête, des mécanismes d’indexation, de regroupement, la régénération, le contrôle d’accès
concurrents, la sécurité, l’intégrité, la confidentialité, etc.
Par contre, le problème majeur de cette approche est la complexité du langage SQL. Il nécessite
un long apprentissage de la part de l’utilisateur, tant pour sa syntaxe que pour l’algèbre de Boole
sur lesquelles il repose. De plus, pour être capable d’interroger une base de données avec ce type
de langage, l’utilisateur doit savoir comment est organisée l’information.
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3. recherche par rétroaction:
Ce type de requête permet de contourner le problème d’écriture de requêtes complexes en gé-
nérant automatiquement des requêtes de plus en plus précises obtenues par l’apprentissage des
annotations successives des réponses précédentes des utilisateurs [55, 332, 130, 217, 317] (cf. sec-
tion 6.1.3). Bien que les expériences montrent une amélioration de la qualité des résultats, celle-ci
reste limitée. De plus, cette approche, pour être efficace, nécessite un grand nombre d’interactions
entre le système et l’utilisateur, propres à décourager ce dernier.
Par exemple, le système Cires [137, 136] en adoptant l’approche de recherche par raffinement de
pertinence, propose aussi un certain nombre de paramètres (poids des descripteurs de couleur et
texture) à régler selon les besoins des utilisateurs. pour un utilisateur non-expert, ces informations
sont lourdes à manipuler et donc s’ajoutent à la contrainte citée en haut pour décourager encore
plus l’usage de tels systèmes.
4. recherche par navigation:
L’idée de départ est que l’utilisateur cherche un moyen simple et efficace pour effectuer sa re-
cherche; simple ne nécessitant aucun apprentissage de quelconque langage ni formulation de re-
quêtes notamment dans le cas où l’utilisateur lui-même ne sait pas exactement ce qu’il cherche et
efficace en vue des réponses retournées aux utilisateurs qui doivent fortement satisfaire les attentes
de ces derniers.
Un processus de navigation peut donc être utilisé comme solution complémentaire de ces ap-
proches pour permettre notamment d’exploiter le résultat des requêtes, ou encore une solution in-
dépendante qui permet de parcourir librement une large collection d’images. La navigation s’opère
par le biais d’hyperliens entre les images, de telle sorte que l’approche soit intuitive et qu’aucune
manipulation complexe ni connaissance a priori des caractéristiques primaires ne soient requises
pour l’utilisation de ce genre d’outils. De plus, les images peuvent faire l’objet de comparaisons et
classifications très précises car les calculs sont effectués hors ligne.
Du point de vue utilisateur et du notre, la navigation est l’outil le plus facile et efficace pour retrouver
les images. Dans la littérature, plusieurs propositions de navigation ont été suggérées [237, 175, 199, 320]
et sont divisées en deux catégories :
1. des systèmes qui adoptent la navigation seulement pour l’interface dédiée aux utilisateurs alors
que le processus de recherche effectif des images est basé sur les approches standards de recherche
d’images similaires.
2. et d’autres qui utilisent la navigation et pour l’interaction avec les utilisateurs et pour la recherche
d’images similaires.
La structuration et la visualisation de la base de données sont les principales phases d’établir une tech-
nique de navigation. Différentes sont les structures de navigation [8, 138, 92] allant du modèle simple au
plus complexe. Le premier modèle simple est le modèle linéaire guidant l’utilisateur dans sa navigation
par les liens précédent et suivant. Pour le second modèle non-linéaire, il est basé sur une structure hiérar-
chique permettant aux utilisateurs de naviguer de n’importe quel nœud (parent ou fils) correspondant à
une catégorie de données vers un autre nœud présentant une autre catégorie. Dans ce travail, nous adop-
tons l’approche hiérarchique basée sur une structure de treillis de Galois et qui est proposée initialement
par J. Martinez et E. Loisant [210]. Cette approche sera présentée dans la section 7.2.
Pour la visualisation, plusieurs travaux proposent d’effectuer une projection des données de la hié-
rarchie créée dans un espace de 2D ou 3D, principalement par l’analyse en composante principale
ACP [215], la projection de Sammon « multidimensional scaling(MDS) » [250, 249] ou encore les
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cartes de Kohonen [162]. Dans ce travail, nous nous sommes inspirés pour la visualisation des structures
des treillis de Galois de textures de la technique proposée dans [208, 210] basée sur les hypertextes.
Chaque nœud du treillis correspond à une page XHTML composée de trois frames: haut, bas et centre.
Les frames haut et bas contiennent respectivement les nœuds pères et fils du nœud courant. Quant à
la frame centrale, elle affiche les images contenues dans ce nœud. Dans cet esprit, l’utilisateur a donc
une grande visibilité de la base d’images ainsi que les différentes classes sémantiques(regroupement
dans chaque nœud) des nœuds, donc plus besoin de décrire une requête, par de simples cliques sur les
images(frames haut et bas), l’utilisateur peut se déplacer jusqu’à atteindre la cible recherchée.
Le reste de ce chapitre est organisé comme suit: la section suivante ( 7.1) introduit le méta-modèle de
texture utilisé pour la navigation. Ensuite, une présentation du formalisme des treillis de Galois sera don-
née en section 7.2. L’implémentation cette structure ainsi que les résultats des expérimentations seront
présentées respectivement dans les sections 7.4 et 7.5.
7.1 Modèle de texture pour la navigation
Dans cette partie, nous allons présenter le modèle de texture pour la navigation dans une structure
de treillis de Galois dans le cas d’images texturées standards et dans le cas des images réelles tout en se
basant sur le modèle sémantique proposé dans le chapitre précédent.
7.1.1 Cas des images standards
7.1.1.1 Modèle stricte
Selon l’équation 6.1, chaque descripteur de texture est caractérisé par une seule propriété séman-
tique, dans ce cas, une image I sera exprimée par un seul vecteur linguistique unique, qu’on note SSL
(Semantic Strict Labels), définit par la conjonction (l’union) des différentes propriétés sémantiques esti-
mées sur chaque descripteur individuel. Formellement, la représentation linguistique d’une texture sera
la suivante :
SSL(I) =

 {faible,moyen, fort×
(
homogeneite ∧ contraste ∧ uniformite
∧grossierete ∧ linarite
)
∧direction× {verticale, horizontale, droite, gauche}
(7.1)
Taille de l’espace de description Dans notre cas, chaque descripteur a trois possibilités P (Ti) d’être
exprimé par un terme linguistique sauf pour la direction qui en génère quatre. Par conséquent, la taille de
l’espace de description des textures est donnée par la formule suivante :
∏
i∈{homogeneite,contraste,uniformite,grossierete,linearite}
P (Ti)× P (Tdir) (7.2)
Numériquement, la valeur maximale des différentes possibilités pour exprimer une texture quel-
conque est de
(
35
)× 4 = 972. Ce chiffre, même un peu loin du nombre de textures qui existent dans la
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nature, montre la capacité de notre approche à caractériser un nombre important de classes de textures
différentes.
7.1.1.2 Modèle flou
Dans le cas flou, chaque terme linguistique flou SFL (Semantic Fuzzy Labels) attribué à un descrip-
teur fj , il lui est associé une fonction d’appartenance µj à valeurs dans [0, 1] reflétant le degré d’appa-
rence de cet attribut dans une texture :
µj :
I → [0, 1]
I 7→ µj (I) (7.3)
Par conséquent, la fonction globale d’appartenance d’une texture est alors obtenue par conjonction
des fonctions d’appartenance des descriptions linguistiques élémentaires :
µ (I) = ⊗jµj (I)
∀j ∈ {homognit, contraste, uniformit, direction, grossiret, linarit}
Figure 7.1 – Variables linguistiques définies pour le descripteur direction
La figure 7.1 présente un exemple de variables linguistiques floues définies pour le descripteur direc-
tion. Si la direction d’une texture est de 85, elle sera décrite à la fois par direction à droite et verticale
avec des degrés de satisfaction différents.
La taille de l’espace de description de textures dans la cas flou est donnée par :
(
A1np
)np × 2n
Le premier terme calcule le nombre de propriétés possibles (np) pour chaque descripteur et le second
donne le nombre de combinaisons possibles pour les n descripteurs. Dans notre cas, pour n = 6 et
np = 3, la taille maximale de l’espace de description flou atteint 1728 classes. Le nombre de description
a considérablement augmenté reflétant la dimension importante des textures.
7.2 Navigation sur une structure de treillis de Galois
La représentation sémantique des images étant définie, il s’agit dans cette section de décrire le pro-
cessus d’organisation et de structuration de la base d’images pour la navigation et la recherche d’images.
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J. Martinez et E. Loisant dans [210] ont proposé une méthode pratique, simple et intuitive de naviga-
tion au sein d’une collection d’images liées entre elles par des propriétés sémantiques qu’elles peuvent
partager ou non. Cette approche, proposée en tant que module du projet FindImAGE et baptisée ClickImAGE ,
repose sur le schéma conceptuel « treillis de Galois » basé sur l’attribut couleur pour organiser les bases
d’images. Dans cette thèse, nous étendons ce travail initié à prendre en compte les attributs de texture en
se basant sur le modèle sémantique proposé dans le chapitre précédent.
Aussi, une étude récente [218] propose une comparaison de différentes méthodes de classification
supervisée basées sur un treillis de Galois, où les expérimentations présentées montrent clairement que
le treillis de Galois offre aussi un cadre intéressant en classification malgré une complexité exponentielle
dans le pire des cas.
7.2.1 Présentation du formalisme des treillis de Galois
Un treillis de Galois (ou treillis de concepts) est une structure mathématique permettant de repré-
senter les classes non disjointes sous-jacentes à un ensemble d’objets (images) décrits par un ensemble
d’attributs (propriétés). Ces classes non disjointes sont aussi appelées concepts formels, hyper-rectangles
ou ensembles fermés. Chaque classe correspond à un concept qui donne une idée générale sur les objets
de cette classe. Ce concept peut être défini formellement par une extension (exemples du concept) ou par
une intention (propriétés du concept).
Définition 3. Soit R une relation d’ordre définie sur un ensemble E :
• ∀x, y ∈ E , si xRy, alors on dira que x minore y ou y majore x.
• E est un ensemble ordonné s’il est muni d’une relation d’ordre R.
• Soit B ⊂ E , a est un majorant (resp. minorant) de B, s’il majore (resp. minore) tous les éléments
de B.
• Soit B ⊂ E , le plus petit majorant (resp. le plus petit minorant) de B, s’il existe est appelé borne
supérieure notée sup1 (resp. borne inférieur inf2) de B.
Définition 4. Contexte. Un contexte au sens de R. Wille [314] est un triplet (O,A,R) où O, A sont des
ensembles et R ⊆ O ×A une relation binaire entre O et A.
Définition 5. Correspondance de Galois. Soient E1 et E2 deux ensembles ordonnés. Soit p (resp. q) une
application monotone décroissante définie sur E1 dans E2 (resp. E2 dans E1) telle que soit x ∈ E1 et
y ∈ E2: y ≤ p(x) si et seulement si x ≤ q(y). Le couple d’applications (p, q) est appelé correspondance
de Galois entre E1 et E2.
Définition 6. Applications f et g d’un contexte binaire. Soient f et g deux applications définies comme
suit :
• ∀o ∈ O, on associe f (o) = {a ∈ A; (o, a) ∈ R};
• ∀a ∈ A, on associe g (a) = {o ∈ O; (o, a) ∈ R};
Proposition 1 f et g sont des applications monotones décroissantes.
1le nœud sup sera le plus grand ensemble de propriétés associé au plus petit ensemble d’images.
2le nœud inf sera le plus petit ensemble de propriétés associé au plus grand ensemble d’images.
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Remarque 1 f et g sont des étendues respectivement aux parties de O et de A comme suit : soient
O1 ⊆ O et A1 ⊆ A :
f (O1) =
⋂
o∈O1
f(o)
et
g (A1) =
⋂
a∈A1
g(a)
Proposition 2 Le couple (f, g) est une correspondance de Galois entre les ensembles ordonnés P (O)
et P (A) du contexte (O,A,R).
Définition 7. Concept : Intention/Extension. Soient O1 ⊆ O et A1 ⊆ A. La paire {A1, O1} est un
concept formel si f(O1) = A1 et g(A1) = O1. A1 (resp. O1) est appelé l’intention (resp. extension) du
concept {A1, O1}.
Définition 8. L’ordre sur les concepts. La relation de sous-concept/sur-concept (dénotée ≤3) est la re-
lation d’ordre définie entre les concepts de la façon suivante: pour deux concepts {A1, O1} et {A2, O2},
{A1, O1} ≤ {A2, O2} ⇔ O1 ⊆ O2 (⇔ A2 ⊆ A1).
{A1, O1} (resp. {A2, O2}) est un sous-concept (resp. sur-concept) de {A2, O2} (resp. {A1, O1}).
Définition 9. Treillis de Galois. Un treillis de Galois est un ensemble de concepts muni d’une relation
d’ordre R (i.e reliés par inclusion).
Dans la définition formelle du treillis de Galois, les ensembles O et A n’ont pas de rôle particulier.
Dans ce travail, nous considérons l’ensemble O comme l’ensemble des images de la base et l’ensemble
A sera celui des propriétés sémantiques extraites des images. Pour un concept (O1, A1), l’ensemble
O1 définit l’extension du concept, i.e l’ensemble des images qu’il décrit et l’ensemble A1 en définit
l’intention, i.e l’ensemble des propriétés sémantiques partagées par toutes les images de O1.
R a1 a2 b1 b2 c1 c2
1 1 0 1 0 0 1
2 1 0 1 0 0 1
3 1 0 0 1 0 1
4 1 0 0 1 0 1
5 1 0 0 1 0 1
6 0 1 0 1 0 1
7 0 1 0 1 0 1
8 0 1 0 1 0 1
9 0 1 1 0 1 0
10 0 1 0 1 1 0
Table 7.1 – Exemple de relation R binaire
Le tableau 7.1 donne un exemple d’une relationR binaire avecO = {1, 2, . . . , 10} etA = {a1, a2, b1, b2, c1, c2}.
La représentation graphique du treillis de Galois correspondant est donnée par la figure 7.2. Les arcs
3à lire « moins générale que »
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représentent des relations d’ordre (≤) directes, i.e qu’un arc est placé entre les sommets {A1, O1} et
{A2, O2} si {A1, O1} ≤ {A2, O2} et qu’il n’exsite pas de concept {A3, O3} tel que l’on ait {A1, O1} ≤
{A2, O2} ≤ {A3, O3}.
Figure 7.2 – Treillis de Galois pour la relation R
Exemple dans le cas des textures dans le cas des textures par exemple, soit R une relation telle que :
R = (img1, moyennement homogène), (img1, faible contraste), (img2, moyennement homogène), (img3,
faible contraste), (img3, lisse), (img4, faible contraste), (img4, lisse).
On dérive f et g : f(img1) = moyennement homogène, faible contraste, f(img2) = moyennement
homogène, f(img3) = faible contraste, lisse et f(img4) = faible contraste,lisse.
et inversement :
g(moyennement homogène) = img1, img2, g(faible contraste) = img1, img3, img4, g(lisse) = img4.
Le treillis de Galois correspondant est donnée par la figure 7.3.
D’autres représentations existent, en particulier les treillis d’héritage également appelés diagrammes
de Hasse qui permet d’éviter la redondance dans les notations des nœuds du graphe en remarquant
simplement que pour un concept {A,O}, l’ensemble A est inclus dans tous les ascendants de {A,O}
tandis que O est inclus dans tous les descendants (au sens de la relation d’ordre). Ces diagrammes
représentent une notion intuitive de généralisation/spécification entre les concepts où chaque concept
courant supérieur généralise un ensemble de concepts inférieurs en étant moins spécifique dans son
intention par l’abandon de l’une de ses propriétés, ce qui lui permet de décrire davantage des exemples
(images).
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Figure 7.3 – Un exemple de treillis de Galois pour la texture
7.2.2 Construction d’un treillis de Galois
Dépendant d’une relation binaire (ce qui n’est pas toujours le cas des relations dans divers appli-
cations), la construction des treillis de Galois est un problème non-triviale et plusieurs recherches s’y
intéressent.
L’algorithme non-incrémental NextClosure introduit par B. Ganter [90] est considéré comme la
référence standard à laquelle différents algorithmes se comparent. D’autres algorithmes incrémentaux
existent pour la construction d’un treillis de Galois tel que l’algorithme de Godin et al. [97] dont sa com-
plexité algorithmique est de (O (n2)). Récemment, Levy et Baklouti [5, 180] proposent un algorithme
parallèle nommé ELL. Cet algorithme est utilisé pour la construction de large treillis à l’aide d’un cluster
de machines. Cependant, cet algorithme n’est pas adapté à notre cas puisqu’il est non-incrémental. Pour
ce travail, nous adoptons l’algorithme de Godin [97] pour la construction des treillis de Galois pour deux
raisons suivantes :
1. L’aspect incrémental qui permet de mettre à jour la hiérarchie et ainsi ajouter de nouvelles images;
2. Sa complexité acceptable, même de l’ordre (O (n2)), comparée aux autres algorithmes.
7.2.3 Avantages et limites des treillis de Galois
Pour notre cas, la navigation au sein d’une base d’images généralistes, les avantages des treillis de
Galois sont :
• Le principale avantage est que la navigation au sein d’un graphe crée à l’avance ne demande ni
requêtes formelles ni des aller-retour entre système et utilisateur; ainsi la recherche d’une image
cible est très rapide. Si on néglige le temps requis pour charger une image, naviguer d’un nœud à
un autre est optimal, soit en O (1).
• Un treillis de Galois est intrinsèquement une technique de classification multi-dimensionnelle. En
effet, aucune dimension n’est privilégiée. Cette structure peut donc être vue comme une manière
de catégorisation de l’ensemble de la base d’images associées aux sous-ensembles de propriétés.
• Un treillis de Galois est insensible aux corrélations puisqu’il n’y a pas de distance à calculer. Si
deux attributs sont corrélés, ils seront regroupés dans le même nœud.
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• Un treillis de Galois permet aux utilisateurs de corriger facilement leurs erreurs. Lorsqu’un utilisa-
teur sélectionne un nœud descendant, il ajoute implicitement une propriété et donc une contrainte
en réduisant le nombre d’images. S’il se rend compte, après, que ce choix est plutôt mauvais (il ne
trouve pas les images cibles), il a simplement à se diriger vers un autre nœud père. Cette opération
supprime une contrainte et annule le choix erroné sans avoir à revenir au point de « l’erreur » (ce
qui est le cas d’une structure linéaire).
• La structure du treillis de Galois cache facilement les propriétés non souhaitées (ou négligeables)
ce qui n’est pas le cas des mesures de similarité. Surfimage [217] est un contre-exemple mais
les mesures de similarité sont limitées à la moyenne et l’écart-type des distributions supposées
Gaussiennes.
Toutefois, les treillis de Galois ont aussi certaines limites qui résident en la taille exponentielle de
l’espace de description suivant le nombre de propriétés et la complexité en temps qui est de (O (n2))
avec n est le nombre de nœuds.
7.3 Visualisation
La seconde phase dans le processus de navigation après construction de la hiérarchie est la visua-
lisation de la base d’images. Plusieurs travaux existent reposant sur la projection de la base dans un
espace 2D ou 3D soit par l’analyse en composante principale ACP [215], par la projection de Sammon
« multidimensional scaling(MDS) » [250, 249] ou par encore les cartes de Kohonen [162].
Dans ce travail et celui de E. Loisant [191], les treillis de Galois ne sont pas utilisés juste pour la
structuration de la base d’images mais aussi pour sa visualisation. Un ensemble de pages XHTML est
construit à partir des treillis de Galois et stocké dans la mémoire centrale. Cet ensemble est généré dès
lors qu’une nouvelle image est insérée dans la hiérarchie. L’utilisateur par la suite peut naviguer à travers
ces pages statiques avec un temps de navigation optimal (O(1)) (premier avantage cf. section 7.2.3).
Chaque page XHTML de cet ensemble correspond à un nœud du treillis de Galois associé à un
ensemble de propriétés (intention du nœud) et un ensemble d’images (extension du nœud) et composée
de trois frames : haut, bas et centre. Les frames haut et bas contiennent respectivement les nœuds pères
et fils du nœud courant. La représentation des nœuds de ces frames n’est pas globale mais réduite. Cela
veut dire que seules les images partageant seulement l’ensemble des propriétés du nœud réduit sont
affichées. Pour la page principale (index.html), seules les images ayant les propriétés dominantes de
chaque nœud sont affichées (celles ayant la plus grande fréquence d’apparition), cela est très utile lors du
chargement d’une base d’images volumineuses. Cette propriété et celle du contenu réduit sont ajoutées
dans l’algorithme Godin [97] sans altérer sa complexité. Quant à la frame centrale, elle affiche d’une
manière étendue l’ensemble des images contenues dans ce nœud.
Dans cet esprit, l’utilisateur a donc une grande visibilité de la base d’images ainsi que les différentes
classes sémantiques(intention des nœuds) des nœuds, donc plus besoin de décrire une requête, par de
simples cliques sur les images (frames haut et bas), l’utilisateur peut se déplacer jusqu’à atteindre la
cible recherchée.
7.4 Implémentation de la structure
Une présentation simple de l’algorithme de construction des treillis de Galois à partir d’une base
d’images basés sur les attributs de texture (metadata) est donnée dans algorithme 11 :
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Algorithme 11 Construction d’un treillis de Galois
1. structure ← ∅, G = faible, moyen, fort, Gdir = horizontale, verticale, à droite, à gauche
2. ∀I ∈ I
3. metadata ← ∅
4. metadata.Insert(G + " homogénéité ");
5. metadata.Insert(G + " contraste ");
6. metadata.Insert(G + " uniformité ");
7. metadata.Insert(G + " grossièreté ");
8. metadata.Insert(G + " linéairité ");
9. metadata.Insert( " direction " + Gdir);
10. structure.Insert(I, metadata)
7.5 Quelques résultats
Les expérimentations menées ici concernent les bases de textures standards ainsi que des bases
d’images réelles. Pour les bases de texture, nous utiliserons toujours la base Brodatz et Meastex (cf.
section 3.2). Pour les bases d’images réelles, nous disposons de 3 bases de taille respectivement 50, 50
et 1000 images. Les deux premières bases sont extraites aléatoirement de la toile tandis que la dernière
correspond à la base de Wang4 qui est un sous-ensemble de la base de Corel5. Cette base est créée par le
groupe du professeur Wang de l’université de Pensylvania. Les images sont sélectionnées manuellement
afin d’obtenir 10 classes de 100 images de taille 384 × 256 ou 256 × 384 pixels. La taille de la base
Wang ainsi que l’information disponible sur les étiquettes des différentes classes de la base la rendent
plus répandue et plus utilisée particulièrement pour la classification des images. Les 10 classes sont :
africains, mer, monuments, bus, dinosaures, éléphants, fleurs, chevaux, montagnes, alimentation.
Le tableau 7.2 illustre la taille des treillis de Galois construit pour chaque base d’images en tenant
compte des propriétés sémantiques extraites d’après le modèle de discrétisation stricte.
Base # images # nœuds
Meastex 60 66
Brodatz 1 158 109
Brodatz 2 111 109
Brodatz 1 60 66
Base réelle 1 50 87
Base réelle 2 50 54
Corel 1000 395
Table 7.2 – Statistiques des différentes bases d’images
La figure 7.4 illustre le nombre de propriétés dominantes pour des images généralistes. Un survol sur
l’ensemble des trois bases réels nous a permis de soutenir qu’en maximum une image réelle (plusieurs
4Disponible sur le site http://wang.ist.psu.edu
5Disponible sur le même site.
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textures) peut être exprimée par 4 ensembles sémantiques (50 % de l’image est affichée).
Figure 7.4 – Nombre de propriétés par image
Nous laissons le soin à l’utilisateur pour vérifier l’efficacité de l’approche pour une navigation rapide
à l’aide des treillis de Galois en se connectant à la page: http://idrissi-nj.freehosia.com
CHAPITRE 8
Conclusions
L’extraction des descripteurs visuels et la réduction du fossé sémantique sont des problèmes d’actua-
lité complexes et incontournables pour la recherche d’images notamment dans le cas des bases généra-
listes.
Dans ce travail, nous nous intéressons d’une part à l’extraction des descripteurs pertinents de la
texture et d’autre part à la réduction du fossé sémantique pour une recherche plus efficace et rapide.
Après un état de l’art sur les principes de la recherche d’images par contenu ainsi que les systèmes
académiques et commerciaux les plus répandus dans le chapitre 2. Nous dressons dans le chapitre 3,
le squelette du processus de description de la texture en s’appuyant sur le processus d’extraction de
connaissances à partir des données (ECD).
L’extraction
La texture est l’un des attributs visuels important utilisé largement dans la recherche, la segmentation
et la classification des images malgré la difficulté de trouver une définition globale. Plusieurs approches
existent dans la littérature pour la caractérisation de la texture. Vu nos contraintes à savoir que les attributs
doivent être :
1. invariants par translation et rotation;
2. discriminants entre différentes classes de texture;
3. la dimension de l’espace des attributs doit être minimale;
4. et traduisibles en langage naturel.
Nous avons choisi deux approches qui sont les matrices de cooccurrence et l’approche de Tamura.
Pour l’extraction des descripteurs pertinents, nous avons proposé et dressé un ensemble d’algo-
rithmes de sélection des attributs qui sont évalués en terme des courbes de rappel/précision et une mesure
de score proposée pour la recherche d’images et aussi par les taux de classification et matrices de confu-
sion dans le cas de la classification supervisée.
Dans le chapitre 5, les résultats obtenus pour notre modèle (PaCFS) basé sur la corrélation et la
mesure de taux de classification pour la sélection du meilleur sous-ensemble sont satisfaisants et encou-
rageants.
Le fossé sémantique
La réduction du fossé sémantique est un problème qui s’accroit de jour en jour vu la difficulté des
systèmes bas-niveau à comprendre les attentions des utilisateurs et prendre en compte leurs sémantiques.
Dans ce travail, nous nous sommes focalisés dans le chapitre 6 sur la réduction de ce fossé sous
l’angle d’une discrétisation des différents attributs en intervalles dont chaque intervalle représente une
classe sémantique et pour l’utilisateur et pour le système. Nous avons proposé l’approche ǫ-distancemax,
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basée sur la distance maximale entre valeurs successives pour une initialisation des bornes de découpage
et le jugement de l’expert pour la validation des classes, qui a montré une concurrence à l’approche k-
means dans le cas de la discrétisation stricte. Pour une discrétisation floue, nous nous sommes contenté
des résultats de l’algorithme FCM . Ainsi, en assignant à chaque intervalle un terme linguistique (pro-
priété sémantique), nous avons contribué à la réduction du fossé sémantique en permettant à l’utilisateur
d’exprimer sa requête par une conjonction de ces propriétés.
Une approche à laquelle nous nous sommes intéressés dans le chapitre 7 et qui contribue de notre
point de vue à réduire considérablement le fossé sémantique est l’approche basée sur la navigation dans
une structure hiérarchique des treillis de Galois.
La navigation dans une structure préalablement construite permet une réduction du temps de réponse
étant donné qu’aucun calcul ne se fait en ligne; de plus l’utilisateur n’a plus besoin ni de formules
ni des mots-clés pour exprimer ses requêtes, il lui suffit de sélectionner un nœud à travers les pages
XHTML générées par le treillis pour parcourir toute la base en simple cliques et ainsi atteindre la cible.
Ce processus de navigation a aussi un second rôle qui est la classification ou la catégorisation des classes
des bases d’images. Chaque ensemble d’images partageant un certain nombre de propriétés constitue
une catégorie d’images.
Les limites
Nous avons constaté que dans le cas réel des images généralistes où plusieurs textures partagent la
même image, l’approche de segmentation grossière en grille que nous avons proposé fournit des résultats
modestes pour la classification et la recherche d’images. Cela peut être résolu par une approche de
segmentation plus précise telle la segmentation par régions ou par points d’intérêts.
La seconde limitation concerne la structure de navigation à l’aide des treillis de Galois telle qu’elle
a été présentée dans le chapitre 7 qui n’est applicable que dans le cas des bases d’images stables (collec-
tions individuelles par exemple). Les bases d’images qui s’incrémentent fréquemment ne sont pas prises
en compte.
8.1 Perspectives
Concernant les futurs travaux, plusieurs perspectives sont ouvertes et complémentaires au travail
réalisé.
Cas d’images réelles Nous avons constaté que dans le cas d’images de scènes réelles, une segmenta-
tion grossière entraîne une grande perte d’information et donc une mauvaise reconnaissance et interpréta-
tion sémantique. Un choix plus rigoureux d’une approche de segmentation telle que les points d’intérêts
ou approches morphologiques pourrait améliorer considérablement l’identification des zones texturées
et offrir une possibilité d’une meilleure d’interprétation des images.
Fusion d’attributs Le deuxième axe consiste à utiliser d’avantage d’autres attributs visuels pour amé-
liorer la caractérisation et l’interprétation des images tels que la couleur et la forme. Ces informations
étant hétérogènes, des approches de fusion de données pourront être bien étudiées afin d’optimiser la
représentation et la recherche des images.
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Cas de larges bases d’images Un autre champ sur lequel nous travaillons actuellement est d’étendre
ce travail notamment la navigation dans le cas de larges bases d’images. Le processus de génération des
concepts sémantiques par les treillis de Galois sur ClickImAGE s’accroît exponentiellement dans le cas
de larges bases d’images. Afin de réduire cette explosion, un processus de création de résumés en premier
lieu se voit nécessaire. Il s’agit de créer des résumés à partir de la base initiale d’images. Ensuite, pour
chaque résumé de la hiérarchie, identifier les concepts sémantiques lui correspondant en réduisant ainsi
le temps de génération de concepts. Les tests que nous avons effectué jusqu’à maintenant sur des bases
de taille respectivement 10.000 et 30.000 images montrent l’intérêt de telle approche. Nous utilisons
pour la création des résumés le système SaintEtiQ1 développé par Régis Saint-Paul au sein de l’équipe
Altas-GRIM du laboratoire LINA.
... et le texte? Un autre axe de recherche aussi intéressant est la combinaison des approches textuelles
et celles proposées pour améliorer l’interprétation sémantique des images. Des travaux provenant du
domaine de la recherche documentaire ou TALN pourraient apporter des informations supplémentaires.
D’autres applications et travaux peuvent être envisagés tels que :
Application pair-à-pair Le partage de fichiers et particulièrement les images est l’une des applications
les plus répandues sur le web notamment en utilisant la technologie des P2P (pair-à-pair). Cette dernière
permet un partage de données entre personnes connectées sur le réseau tout en gardant son anonymat; ce
qui fait l’avantage de cette technologie.
Disposant d’une base d’images sur chaque nœud du réseau, nous croyons que les treillis de Galois
constituent une bonne approche pour l’organisation et la navigation de cette base. Ainsi, chaque uti-
lisateur d’un nœud du réseau pourra se connecter sur n’importe quel autre nœud et visualiser sa base
hiérarchisée. Pour plus de cohérence et maintenance de l’ensemble du réseau à jour, nous suggérons
d’appliquer un algorithme de réplication préventive. Cela assure la cohérence des bases après chaque
nouvel arrivage des images. Les utilisateurs du réseau auront davantage une vision globale des images
des différentes bases au lieu d’avoir une après l’autre. Ce qui réduit considérablement le temps de re-
cherche et le temps de réception des images.
Moteur de recherche basé sur le contenu Les moteurs de recherche actuels tels que Google, alta-
vista, Flickr, etc. reposent essentiellement sur les annotations textuelles pour la recherche d’images ce
qui rendent leurs utilisations des fois non-souhaitable. Comme perspective, nous proposons de créer un
moteur de recherche ou intégrer dans un existant les résultats obtenus dans la section de la recherche
d’images par contenu avec l’ajout éventuellement d’autres descripteurs visuels tels que la couleur. L’in-
terface dédiée à l’utilisateur maintient la phase de soumission de mots-clés mais la recherche efficace est
basée sur le contenu et non plus les annotations.
Une autre amélioration pourra concerner l’affichage des résultats. Au lieu de l’affichage standard
actuel, nous suggérons d’intégrer les treillis de Galois pour la structuration de la base. Ainsi, lors de
l’affichage des résultats, le nœud central correspondra à la réponse exacte de la requête et les nœuds
supérieurs et inférieurs contiennent d’autres images de la base. L’utilisateur aura la possibilité de changer
sa requête en naviguant dans la structure ou bien reprendre par un nouveau mots-clé s’il n’est pas du tout
satisfait.
1http://www.simulation.fr/seq/
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