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Part 1
Spectral Theory of
Zhakarov-Shabat Operators
In this chapter we derive some elementary facts about the spectra of Zakharov-
Shabat, or Zs-operators [27]
L(ϕ) =
(
i 0
0 −i
)
d
dt
+
(
0 ϕ1
ϕ2 0
)
,
acting on various dense subspaces of vector functions f = (f1, f2) on [0, 1] within
L2c := L
2
C
× L2
C
= L2([0, 1],C)2.
The vector potential ϕ = (ϕ1, ϕ2) is also taken from L
2
c . This operator is equivalent
to the Akns-operator [2]
L(q, p) =
(
0 −1
1 0
)
d
dt
+
(
q p
p −q
)
by writing
(
f1
f2
)
=
(
u+ iv
u− iv
)
,
(
ϕ1
ϕ2
)
=
(
q + ip
q − ip
)
.
That is,
(1) L(q, p) = T−1L(ϕ)T, T :=
(
1 i
1 −i
)
.
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The Akns-operator has real coefficients for real q, p, and the Zs-operator may be
viewed as its complexification, when q and p are allowed to be complex valued.
The results described in the following sections are well known, at least in the
real case [10, 11, 21], and we will freely use techniques and arguments from these
sources as well as [23].
1 Fundamental Solution
In the following we write the Zs-operator in the form
L = iRD +Φ
with
D =
d
dt
, R =
(
1
−1
)
, Φ =
(
ϕ1
ϕ2
)
.
The potential ϕ is considered to be extended beyond the interval [0, 1] with period 1
so that ϕ(t+ 1) = ϕ(t) for all real t.
The free equation Lf = λf with Φ = 0 has the fundamental solution Eλ ,
Eλ(t) :=
(
e−iλt
eiλt
)
.
For the fundamental solution M of Lf = λf with general Φ variation of constants
leads to the integral equation
(2) M(t, λ) = Eλ(t) +
∫ t
0
Eλ(t− s)Φ˜(s)M(s, λ) ds
with
Φ˜ = iRΦ =
(
iϕ1
−iϕ2
)
.
Here, M is more precisely a function of (t, λ, ϕ) ∈ [0,∞) × C × L2c . But we will
often drop some or all of its arguments from the notation, whenever there is no
danger of confusion. This applies to other quantities as well.
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Reinserting the integral equation into itself repeatedly leads to a series ex-
pansion of M with respect to Φ. To this end, let us make the Ansatz
(3) M =
∑
n>0
Mn, M0 = Eλ,
where Mn is homogeneous of degree n in Φ for n > 1. Inserting this sum on both
sides of the integral equation (2) we obtain
Mn+1(t) =
∫ t
0
Eλ(t− s)Φ˜(s)Mn(s) ds, n > 0.
Proceeding by induction, we get
Mn(t) =
∫
06t16···6tn+1=t
n∏
i=1
Eλ(ti+1 − ti)Φ˜(ti)Eλ(t1) dt1· · · dtn.
For instance, a short calculation reveals that
(4) M1(t) =
∫ t
0
(
iϕ1(s)e
−iλ(t−2s)
−iϕ2(s)eiλ(t−2s)
)
ds
and
(5) M2(t) =
∫
06r6s6t
(
ϕ1(s)ϕ2(r)e
−iλ(t−2s+2r)
ϕ1(r)ϕ2(s)e
iλ(t−2s+2r)
)
dr ds.
In general, all M2n are diagonal, and all M2n−1 are antidiagonal matrices.
To establish the convergence of the series thus obtained let
‖ϕ‖2 :=
∫ 1
0
|ϕ(t)|2 dt,
where | · | denotes the hermitean norm of complex vectors. Let ‖A‖ denote the
operator norm of a complex 2×2-matrix A induced by this norm. For instance, we
have ‖( a d )‖ = max(|a| , |d|).
Theorem 1.1 The power series (3) with coefficients given above converges
uniformly on bounded subsets of [0,∞)× C× L2c to a continuous function, which
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for each fixed t is analytic on C× L2c and satisfies the estimate
‖M(t, λ, ϕ)‖ 6 exp (|Iλ| t+ ‖ϕ‖[0,t]
√
t )
as well as the integral equation (2).
The series (3) thus defines the unique matrix valued solution of the initial
value problem
L(ϕ)M = λM, M(0) = Id,
which depends analytically on λ and ϕ. – The notion of analytic maps between
complex Banach spaces is discussed in Appendix 19.
Proof. We have ‖Eλ(t)‖ = e|Iλ|t for t > 0, and therefore
‖Mn(t)‖ 6
∫
06t16···6tn+1=t
n∏
i=1
‖Eλ(ti+1 − ti)‖ ‖Φ˜(ti)‖ ‖Eλ(t1)‖ dt1 · · · dtn
6 e|Iλ|t
∫
06t16···6tn6t
‖Φ˜(tn)‖ · · · ‖Φ˜(t1)‖ dt1 · · · dtn
6
e|Iλ|t
n!
∫
[0,t]n
|ϕ(tn)| · · · |ϕ(t1)| dt1 · · · dtn
6
e|Iλ|t
n!
(∫ t
0
|ϕ(s)| ds
)n
6
e|Iλ|t
n!
‖ϕ‖n[0,t]
√
t n.
The series (3) thus converges uniformly on bounded subsets of [0,∞)×C×L2c and
satisfies the estimate stated in the theorem. Moreover, each term Mn is continuous
on [0,∞)×C×L2c and analytic on C×L2c for each fixed t. The regularity statement
thus follows from the uniform convergence of the series, and the last statement from
its construction.
The fundamental solution has an even stronger continuity property. We call
a mapping from L2c into some Banach space compact, if it maps weakly convergent
sequences into strongly convergent sequences.
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Proposition 1.2 M is compact on [0,∞)×C×L2c uniformly on bounded
subsets of [0,∞)× C.
Proof. In view of the uniform convergence of the series (3) it suffices to prove
the statement for each term Mn , which is done by induction.
This is obviously true for M0 , since this term does not dependent on ϕ. So
assume this is true for Mn , and let ϕ converge weakly to ϕ0 , written ϕ ⇀ ϕ0 . By
the induction hypothesis, we then have
Mn(t, λ, ϕ)→Mn(t, λ, ϕ0)
as well as Φ(t) ⇀ Φ0(t) uniformly on bounded subsets of [0,∞)× C, where Φ0 is
defined in terms of the components of ϕ0 . Consequently,
Mn+1(t, λ, ϕ) =
∫ t
0
Eλ(t− s)Φ˜(s)Mn(s, λ, ϕ) ds
→
∫ t
0
Eλ(t− s)Φ˜0(s)Mn(s, λ, ϕ0) ds,
again uniformly on bounded subsets of [0,∞)×C. This completes the induction.
We will also need to consider the inhomogeneous equation associated with L.
The following result is obtained by the usual variation of constants approach, and
is easily checked by direct computation.
Proposition 1.3 The unique solution of the inhomogeneous equation
Lf = λf + g, f(0) = v0,
with g ∈ L2c is given by
f(t) =M(t)v0 −
∫ t
0
M(t− s)g˜(s) ds, g˜ = iRg.
Corollary 1.4 The λ-derivative M˙ of the fundamental solutionM satisfies
the initial value problem
LF = λF +M, F (0) = 0,
and is thus given by M˙(t) = − ∫ t
0
M(t− s)M˜(s) ds with M˜ = iRM .
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The fundamental solution M of the Zs-operator transforms into a fundamen-
tal solution K of the Akns-operator by
K = T−1MT,
where T is given by (1). Writing
(6) M =
(
m1 m2
m3 m4
)
, K =
(
k1 k2
k3 k4
)
,
a short calculation gives
k1 =
m1 +m2 +m3 +m4
2
, k2 =
m1 −m2 +m3 −m4
−2i ,
k3 =
m1 +m2 −m3 −m4
2i
, k4 =
m1 −m2 −m3 +m4
2
.
Not surprisingly, for the zero potential the fundamental solution is
eλJt =
(
cosλt sinλt
− sinλt cosλt
)
, J :=
(
1
−1
)
.
Wronskians
An important role in the study of two dimensional linear differential equations
with constant coefficients is played by the Wronskian of two solutions, defined as
[g,h] := g1h2 − g2h1
for g = (g1, g2) and h = (h1, h2).
Lemma 1.5 If Lg = µg and Lh = νh, then
i∂t [g,h] = (µ− ν)(g1h2 + g2h1).
Proof. With i∂tg = (µR−RΦ)g and i∂th = (νR −RΦ)h we obtain
i∂t [g,h] = [i∂tg,h] + [g,i∂th]
= [(µR −RΦ)g,h] + [g,(νR −RΦ)h]
= µ [Rg,h] + ν [g,Rh]− [RΦg,h]− [g,RΦh] .
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The last two terms cancel each other, so that
i∂t [g,h] = µ(g1h2 + g2h1)− ν(g1h2 + g2h1)
= (µ− ν)(g1h2 + g2h1).
An important special case arises when we consider the Wronskian of the two
solutions making up the fundamental solution M .
Proposition 1.6 (Wronskian Identity)
detM(t) = 1
identically on [0,∞)× C× L2c .
Proof. Applying the preceding lemma to two solutions of the same equation
Lf = λf , we get ∂t detM(t) = 0 and thus
detM(t) = detM(0) = det Id = 1.
We also need a result involving the product of twoWronskians. To express it in
terms of another Wronskian, we define the star-product of two vectors g = (g1, g2)
T
and h = (h1, h2)
T by
(7) g ⋆h :=
(
g2h2
g1h1
)
.
This product is commutative, but not associative. It will show up in the represen-
tation of gradients with respect to the potential ϕ.
Proposition 1.7 If a, b are solutions of Lf = µf , and c, d are solutions of
Lf = νf with ν 6= µ, then
[a⋆b,c⋆d] =
1
2i(µ− ν) ∂t([a,c] [b,d]).
Proof. By Lemma 1.5,
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i(µ− ν)−1∂t([a,c] [b,d])
= (a1c2 + a2c1) [b,d] + [a,c] (b1d2 + b2d1)
= (a1c2 + a2c1)(b1d2 − b2d1) + (a1c2 − a2c1)(b1d2 + b2d1)
= 2(a1b1c2d2 − a2b2c1d1)
= 2 [c⋆d,a⋆b] .
2 Basic Estimates
We establish some basic estimates for the fundamental solution M and its
derivative M˙ with respect to λ. Let
Mˆ(t, λ, ϕ) = M(t, λ, ϕ)− Eλ(t),
and for time-dependent matrices A introduce the weighted norm
‖A(t)‖λ = e−|Iλ|t ‖A(t)‖ .
We restrict ourselves to the t-interval [0, 1] to simplify formulas, since this is all we
need.
Lemma 2.1 (Basic Estimate) On [0, 1]× C× L2c ,
‖Mˆ(t, λ)‖λ 6 ‖F (t, λ)‖λ + e‖ϕ‖
∫ t
0
‖F (s, λ)‖λ |ϕ(s)| ds
with F (t, λ) =
∫ t
0 Eλ(t− s)Φ˜(s)Eλ(s) ds.
Proof. By the integral equation (2),
Mˆ(t) =
∫ t
0
Eλ(t− s)Φ˜(s)M(s) ds
=
∫ t
0
Eλ(t− s)Φ˜(s)Eλ(s) ds+
∫ t
0
Eλ(t− s)Φ˜(s)Mˆ (s) ds
= F (t) +
∫ t
0
Eλ(t− s)Φ˜(s)Mˆ(s) ds.
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Clearly,
‖Eλ(t− s)Φ˜(s)Mˆ(s)‖ 6 e|Iλ|(t−s) ‖Φ˜(s)‖ ‖Mˆ(s)‖ ,
so multiplying by e−|Iλ|t we obtain
‖Mˆ(t)‖λ 6 ‖F (t)‖λ +
∫ t
0
‖Φ˜(s)‖ ‖Mˆ(s)‖λ ds.
Now the claim follows with Gronwall’s inequality as stated in Lemma 22.2 and the
estimate ‖Φ˜(s)‖ 6 |ϕ(s)|.
In more detail, we have
F (t, λ) =
∫ t
0
Eλ(t− s)Φ˜(s)Eλ(s) ds
= i
( ∫ t
0
ϕ1(s)e
−iλ(t−2s) ds
− ∫ t
0
ϕ2(s)e
iλ(t−2s) ds
)
similar to (4) and thus
(8) ‖F (t, λ)‖λ = max16k62 e
−|Iλ|t
∣∣∣∣
∫ t
0
ϕk(s)e
±iλ(t−2s) ds
∣∣∣∣ .
Estimates of this term lead to corresponding estimates of the fundamental solution
as follows.
Theorem 2.2 On [0, 1]× C× L2c ,
M(t, λ, ϕ) = Eλ(t) + o(e
|Iλ|t)
locally uniformly in the sense that for each ϕ0 in L
2
c and ε > 0 there exist a
neighbourhood U of ϕ0 in L
2
c and λ0 > 0 such that
‖Mˆ(t, λ, ϕ)‖λ 6 ε
for 0 6 t 6 1, |λ| > λ0 and ϕ ∈ U . Similarly,
M˙(t, λ, ϕ) = E˙λ(t) + o(e
|Iλ|t).
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Proof. Fix ϕ0 and ε > 0. By Lemma 21.1 there exists a neighbourhood U
of ϕ0 and λ0 > 0 so that for all |λ| > λ0 and ϕ ∈ U we have∣∣∣∣
∫ t
0
ϕk(s)e
±iλ(t−2s) ds
∣∣∣∣ 6 εe|Iλ|t, 0 6 t 6 1, 1 6 k 6 2.
Hence by (8),
‖F (t, λ)‖λ 6 ε, 0 6 t 6 1,
and the first claim follows with the Basic Estimate. The second claim follows from
this by applying Cauchy’s estimate to the λ-derivative of Mˆ .
We often have to evaluate the fundamental solution along a sequence of com-
plex numbers λn ∼ nπ. Here the basic result is the following.
Proposition 2.3 For any sequence of complex numbers λn = nπ+αn such
that supn∈Z |αn| 6 a <∞,
M(t, λn) = Eπn(t) + ℓ
2(n),
M˙(t, λn) = E˙πn(t) + ℓ
2(n),
uniformly in 0 6 t 6 1 and a, and locally uniformly on L2c .
Proof. For |Iλ| 6 a we have e−a ‖ · ‖ 6 ‖ · ‖λ 6 ‖ · ‖. Therefore, by the Basic
Estimate and Cauchy-Schwarz,
‖Mˆ(t, λn)‖2 6 c‖ϕ‖
(
‖F (t, λn)‖2 +
∫ t
0
‖F (s, λn)‖2 ds
)
for all n ∈ Z and 0 6 t 6 1 with a constant depending only on ‖ϕ‖. By Lemma 21.2
and estimate (8) at λn ,
∑
n∈Z
‖F (t, λn)‖2 6
∑
n∈Z
∑
16k62
∣∣∣∣
∫ t
0
ϕk(s)e
±iλn(t−2s) ds
∣∣∣∣
2
6
∑
16k62
e2a ‖ϕk‖2
= e2a ‖ϕ‖2 .
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It follows that
∑
n∈Z
‖Mˆ(t, λn)‖2 6 cϕe2a
with a different constant c‖ϕ‖ . This proves the first asymptotic formula. The
formula for the λ-derivative follows from this by applying Cauchy’s estimate to
λ-discs of radius 1 around each λn .
Completely analogous estimates hold for the fundamental solution K of the
Akns-equation. For instance,
K(t, λ, ϕ) = eλJt + o(e|Iλ|t)
locally uniformly on [0, 1]× C× L2c in the sense of Theorem 2.2.
3 The Periodic Spectrum
The periodic spectrum of the Zs-operator L is defined with respect to the
dense domain
DPer =
{
f ∈ H1c : f(1) = ±f(0)
}
,
where for any m > 1,
Hmc := H
m
C
×Hm
C
, Hm
C
:= Hm([0, 1],C).
The latter denotes the Sobolev space of all complex valued functions [0, 1] → C
with distributional derivatives in L2 up to order m.
By the definition of the fundamental solution M , any solution f of the equa-
tion Lf = λf is given by f(t) = M(t, λ)f(0). Hence, a complex number λ is a
periodic eigenvalue of L iff there exists a non zero element f ∈ DPer with
f(1) = M(1, λ)f(0) = ±f(0),
hence iff 1 or −1 is an eigenvalue of M(1, λ). As detM(1, λ) = 1 by the Wronskian
identity, the eigenvalues of M(1, λ) for such a λ are both equal to 1 or both equal
to −1. This is tantamount to the discriminant
∆(λ) := trM(1, λ) = m1(1, λ) +m4(1, λ)
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being 2 or −2, which in turn is equivalent to ∆2(λ) − 4 = 0. As the periodic
spectrum of L(ϕ) is discrete, it thus coincides with the zero set of the entire function
χp(λ, ϕ) := ∆
2(λ, ϕ) − 4.
We consider this function as the characteristic function of the periodic spectrum –
whence the notation.
For ϕ = 0,
∆(λ, 0) = trEλ(1) = tr
(
e−iλ
eiλ
)
= 2 cosλ,
hence χp(λ, 0) = −4 sin2 λ. For ϕ 6= 0, the characteristic function is asymptotically
close to this function, if we stay away from the set
Π :=
⋃
n∈Z
Dn, Dn := {λ ∈ C : |λ− nπ| < π/4} .
This is made precise in the following lemma.
Lemma 3.1 For |λ| → ∞ with λ /∈ Π,
∆2(λ)− 4 = (−4 sin2 λ)(1 + o(1)),
∆˙(λ) = (−2 sinλ)(1 + o(1)),
Proof. We have ∆(λ) = 2 cosλ+ o(e|Iλ|) by Theorem 2.2 and thus
∆2(λ)− 4 = (−4 sin2 λ)
(
1 +
o(e|Iλ|) cosλ
sin2 λ
+
o(e2|Iλ|)
sin2 λ
)
.
For λ /∈ Π,
∣∣∣∣cosλsinλ
∣∣∣∣ 6 e|Iλ||sinλ| 6 4
by Lemma 22.1. So for these λ, the expression in the large parentheses is 1+ o(1),
proving the first claim. Similarly, again by Theorem 2.2,
∆˙(λ) = −2 sinλ+ o(e|Iλ|),
and the second claim follows by the same arguments.
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Dn
BN
Figure 1 The Counting Lemma
Each root of χp(λ, 0) = −4 sin2 λ has multiplicity two, so the periodic spec-
trum of the zero potential consists of a doubly infinite sequence of double eigenvalues
λ±n = nπ, n ∈ Z.
For any other potential, the periodic eigenvalues are asymptotically close to those of
the zero potential, since compared to |λ| sufficiently large, any potential looks like
a perturbation of the zero potential. This is made precise in the following lemma.
Lemma 3.2 (The Counting Lemma) For each potential ϕ0 in L2c there exists
a neighbourhood U in L2c and an integer N > 0 such that for every ϕ in U , the
entire function χp(λ, ϕ) has exactly two roots in each disc
Dn = {λ ∈ C : |λ− nπ| < π/4} , |n| > N,
and exactly 4N + 2 roots in the disc BN = {λ ∈ C : |λ| < Nπ + π/4}. There are
no other roots.
Proof. By the preceding lemma,
χp(λ, ϕ) = χp(λ, 0)(1 + o(1))
outside of Π. Hence,
|χp(λ, ϕ) − χp(λ, 0)| < |χp(λ, 0)|
on the boundaries of all discs Dn with |n| > N and on the boundary of BN , if
N is chosen sufficiently large. It follows by Rouché’s theorem that χp(λ, ϕ) has as
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many roots inside any of these discs as χp(λ, 0). This proves the first statement.
Similary, the number of roots outside of all these discs is the same for these two
functions, namely zero, proving the second statement.
The Counting Lemma shows that asymptotically, the periodic eigenvalues of
any potential ϕ in L2c come in pairs, located in the disjoint discs Dn with |n| > N
sufficiently large, while exactly 4N +2 eigenvalues remain, being located inside the
disc BN . Hence, if we employ a lexicographic ordering of complex numbers by
a 4 b ⇔


Ra < Rb
or
Ra = Rb and Ia 6 Ib,
then the periodic spectrum of each ϕ can be represented as a doubly infinite se-
quence of eigenvalues
· · · 4 λ+n−1 4 λ–n 4 λ+n 4 λ–n+1 4 · · · , n ∈ Z,
counting them with their algebraic multiplities. Here, λ±n are precisely the two
eigenvalues within Dn for |n| sufficiently large.
Moreover, deforming ϕ continuously to the zero potential along a straight
line, we conclude that
∆(λ±n , ϕ) = ∆(λ
±
n , 0) = 2 cosnπ = 2(−1)n, |n| > N.
In the general complex case, this distinction does not apply to the remaining finitely
many eigenvalues, since their lexicographic order is not continuous in ϕ. To this
end, ϕ has to be of real type – see section 5.
The Counting Lemma provides a first rough asymptotic estimate of the peri-
odic eigenvalues of the form
λ±n = nπ +O(1).
This is refined in the next statement, where we use the notation ℓ2(n) for a generic
sequence in ℓ2 .
Proposition 3.3 Locally uniformly on L2c ,
λ±n = nπ + ℓ
2(n).
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In more detail the statement is that∑
n∈Z
∣∣λ±n − nπ∣∣2 < c
with a constant c, which can be chosen locally uniformly in ϕ. An analogous
remark applies to many similar expressions in the sequel.
Proof. By the series expansion of the fundamental solution,
∆(λ) = 2 cosλ+
∑
n>1
trMn(1, λ).
By (4) and the following equation the trace of M1 vanishes, and that of M2 is∫
06r6s61
(
e−iλ(1−2r+2s)ϕ1(r)ϕ2(s) + e
iλ(1−2r+2s)ϕ1(s)ϕ2(r)
)
dr ds.
As λ±n = nπ + O(1), each one-dimensional integral yields a contribution of order
ℓ2(n) by Lemma 21.2, locally uniformly on L2c . Taking their product, we thus
obtain
trM2(1, λ
±
n ) = ℓ
1(n).
Such an expression is contained in all higher order terms as well, 1 and we can
argue as in the proof of Theorem 1.1 to obtain
∆(λ±n ) = 2 cosλ
±
n + ℓ
1(n)
locally uniformly in ϕ. Together with ∆(λ±n ) = 2(−1)n we thus obtain
cosλ±n = (−1)n + ℓ1(n).
With λ±n = nπ+η
±
n and thus cosλ
±
n = cos(nπ+η
±
n ) = (−1)n cos η±n by the addition
theorem for cosine, we arrive at
cos η±n = 1+ ℓ
1(n).
As cos t = 1 − t2/2 + O(t4) and
∣∣η±n ∣∣ 6 π/4 for almost all n by the Counting
Lemma, we conclude that η± = ℓ2(n).
1Recall that trM2n−1 = 0 for all n > 1, as M2n−1 is antidiagonal
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The periodic eigenvalues are the roots of the characteristic function χp(λ).
As in the case of the characteristic polynomial of a finite dimensional matrix, the
latter is also completely determined by the former.
To simply the product formulas, we use the convenient abbreviation
πn :=
{
nπ, n 6= 0,
1, n = 0.
Proposition 3.4 For ϕ ∈ L2c ,
χp(λ) = −4
∏
m∈Z
(λ+m − λ)(λ–m − λ)
π2m
.
Proof. By Lemma 20.2 the product on the right hand side defines an entire
function χ which has exactly the roots λ±n , n ∈ Z, and satisfies
χ(λ)
∣∣∣
Cn
= (−4 sin2 λ) (1 + o(1))
on the circles Cn : |λ| = nπ+π/2. The same asymptotic behaviour is true for χp(λ)
by Lemma 3.1. Hence, the quotient of these two entire functions is again an entire
function, which on Cn converges uniformly to 1 as n → ∞. By the maximum
principle, the quotient is identically equal to 1, which is the claim.
We need analogous results for the λ-derivative ∆˙ of ∆. This function is
asymptotically close to −2 sinλ for λ large by Lemma 3.1. Hence, arguing as in
the proof of the Counting Lemma, ∆˙ has exactly one root λn in each disc Dn
for |n| > N sufficiently large, N + 1 roots in the disc BN , and no other roots.
Proceeding along the same lines as in the proofs of Propositions 3.3 and 3.4 we
obtain the following result.
Proposition 3.5 For each potential ϕ ∈ L2c the roots of ∆˙ form a doubly
infinite sequence · · · 4 λn−1 4 λn 4 λn+1 4 · · · such that
λn = nπ + ℓ
2(n)
locally uniformly on L2c , and
∆˙(λ) = 2
∏
m∈Z
λm − λ
πm
.
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Remark. At the zero potential, the above formula amounts to the well known
product representation of −2 sinλ with zeroes given by λn = nπ for n ∈ Z.
Later we need the following refinement of the asymptotics of the zeros of ∆˙.
Lemma 3.6 Locally uniformly on L2c ,
λn = τn + o(γ
2
n),
with γn = λ
+
n − λ–n and τn = (λ+n + λ–n)/2.
Proof. Write ∆2(λ)− 4 = 4(λ+n − λ)(λ − λ–n)∆n(λ) with
∆n(λ) =
∏
m 6=n
(λ+m − λ)(λ–m − λ)
π2m
.
We have ∆n = 1+o(1) on Dn by Lemma 20.3 and λ

n = nπ+ℓ
2(n) by the preceding
proposition. Therefore,
∆˙n(λ

n) = o(1)
by Cauchy’s estimate. We obtain
0 = (∆2(λ) − 4).
∣∣
λ
n
= 4(λ+n − 2λn + λ–n)∆n(λn) + 4(λ+n − λn)(λn − λ–n)∆˙n(λn)
= 8(τn − λn)(1 + o(1)) + 4(λ+n − λn)(λn − λ–n)o(1) .
With 4(λ+n − λn)(λ–n − λn) = 4(τn − λn)2 − γ2n this leads to
τn − λn = (4(τn − λn)2 − γ2n) o(1) .
As λ–n 6 λ

n 6 λ
+
n and hence |τn − λn| 6 γn/2, the claim follows.
4 The Dirichlet and Neumann Spectrum
The Dirichlet spectrum of the Zs-operator L is more transparently defined as
the spectrum of the corresponding Akns-operator on the domain
ADir =
{
f ∈ H1c : f2(0) = 0 = f2(1)
}
.
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In view of the representation (6) of its fundamental solution K , this spectrum is
the zero set of the third component of K , hence of the entire function
(9) χd(λ, ϕ) :=
m3 +m4 −m1 −m2
2i
∣∣∣∣
(1,λ,ϕ)
.
By Theorem 2.2,
χd(λ, ϕ) =
eiλ − e−iλ
2i
+ o(e|Iλ|) = sinλ+ o(e|Iλ|).
For the Zs-operator the corresponding domain is
DDir =
{
g ∈ H1c : (g2 − g1)
∣∣
0
= 0 = (g2 − g1)
∣∣
1
}
,
as this domain is mapped one-to-one onto ADir under the transformation T .
Since we repeatedly have to evaluate the coefficients of the fundamental solu-
tion M at t = 1, we will use the abbreviation
m`j := mj
∣∣
t=1
.
The discriminant is then ∆ = m`1+ m`4 , and the Dirichlet spectrum of ϕ is the zero
set of the entire function
χd =
m`3 + m`4 − m`1 − m`2
2i
.
The same will apply to the accent ` in other contexts.
Using the asymptotic behaviour (9) and arguing as in the proof of the Count-
ing Lemma, the Dirichlet spectrum of any potential ϕ in L2c is represented as a
doubly infinite sequence of lexicographically ordered eigenvalues
· · · 4 µn−1 4 µn 4 µn+1 4 · · · ,
counted with their algebraic multiplicites. For |n| sufficiently large, µn is the unique
eigenvalue in the disc Dn and thus simple.
Of course, defining the domain ADir through the second component of f is
quite arbitrary, and we may as well consider the spectrum of L with respect to the
Akns-operator on
ANeu =
{
f ∈ H1c : f1(0) = 0 = f1(1)
}
.
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We take the freedom to call this the Neumann spectrum of L. It is the zero set of
the second component of K evaluated at t = 1, hence of the entire function
χn(λ, ϕ) :=
m3 −m4 +m1 −m2
2i
∣∣∣∣
(1,λ,ϕ)
.
Again by Theorem 2.2,
χn(λ, ϕ) =
eiλ − e−iλ
2i
+ o(e|Iλ|) = sinλ+ o(e|Iλ|).
For the Zs-operator the corresponding domain is
DNeu =
{
h ∈ H1c : (h2 + h1)
∣∣
0
= 0 = (h2 + h1)
∣∣
1
}
.
The Neumann eigenvalues also form a doubly infinite sequence
· · · 4 νn−1 4 νn 4 νn+1 4 · · · .
Both Dirichlet and Neumann eigenvalues have the same asymptotics as the periodic
ones, and they completely determine their characteristic functions.
Theorem 4.1 Locally uniformly on L2c ,
µn, νn = nπ + ℓ
2(n),
and
χd(λ) = −
∏
m∈Z
µm − λ
πm
, χn(λ) = −
∏
m∈Z
νm − λ
πm
.
Proof. The proof is the same as that of Propositions 3.3 and 3.4. For in-
stance, by Lemma 20.2 the first product defines an entire function χ which has
exactly the roots µn , n ∈ Z, and satisfies
χ(λ)
∣∣∣
Cn
= (sinλ) (1 + o(1))
on the circles Cn = {λ : |λ| = nπ + π/2}. The same asymptotic behaviour is true
for χd(λ). Hence, the quotient of these two entire functions is again an entire
function, which on Cn converges uniformly to 1 as n → ∞. By the maximum
principle, the quotient is identically equal to 1, which yields the claim.
24 Part 1: Spectral Theory of Zhakarov-Shabat Operators
In the Akns-coordinates, the first and second column of the fundamental solu-
tion K represent solutions of Lf = λf , which give rise to eigenfunctions when eval-
uated at a Dirichlet and Neumann eigenvalue, respectively. In the Zs-coordinates
they are given by the columns of TK =MT . Hence, if we let
(10) g =
(
m1 +m2
m3 +m4
)
, h =
(
m1 −m2
m3 −m4
)
,
then one particular choice of Dirichlet and Neumann eigenfunctions is
gn = g( · , µn), hn = h( · , νn), n ∈ Z.
The following corollary is an immediate consequence of the asymptotic behaviour
of µn and νn and Proposition 2.3.
Corollary 4.2
gn = (e
−πint, eπint) + ℓ2(n), hn = (e
−πint,−eπint) + ℓ2(n),
locally uniformly on L2c . At the zero potential these identities hold without the
error terms.
5 Potentials of Real Type
A potential ϕ = (ϕ1, ϕ2) of the Zs-operator is said to be of real type, if
ϕ2 = ϕ¯1.
In this case we have ϕ = (q + ip, q − ip) with real valued functions q and p, so the
coefficients of the corresponding Akns-operator are real valued. The subspace of
L2c of all real type potentials will be denoted by
L2r =
{
ϕ ∈ L2c : ϕ2 = ϕ¯1
}
.
Note that this is a real subspace of L2c , not a complex one.
An equivalent characterization is that L(ϕ) and hence L(q, p) are formally
self-adjoint on [0, 1] with respect to the standard complex L2-product. Since iRD
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λ
–
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0
λ
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1
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Figure 2 The ∆-function
is formally self-adjoint, this amounts to Φ being formally selfadjoint, or
Φ∗ =
(
ϕ¯2
ϕ¯1
)
=
(
ϕ1
ϕ2
)
= Φ.
It follows by standard arguments that in this case the periodic, Dirichlet and Neu-
mann spectra are all real. Their lexicographic ordering thus reduces to the real
ordering, and those eigenvalues are continuous functions of the potential.
The real case is reflected in the structure of the solutions as follows.
Lemma 5.1 For ϕ of real type and real λ,
M¯ = PMP, P :=
(
1
1
)
,
or equivalently, m4 = m¯1 and m3 = m¯2 . If a solution of Lf = λf is real in the
Akns-coordinates, then f¯ = Pf , or equivalently, f¯1 = f2 .
Proof. For real type ϕ and real λ, the fundamental solution K in the Akns-
coordinates is real, while the transformation T given in (1) satisfies T¯ = PT . For
M = TKT−1, we thus have
M¯ = T¯KT¯−1 = PTKT−1P = PMP.
Similarly, f = MTv with some real vector v, and the second claim follows with a
similar calculation.
Deforming a potential of real type to the zero potential, one finds that
∆(λ±n ) = 2(−1)n, n ∈ Z.
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Hence, by the reality of the spectrum for real type potentials,
λ+n−1 < λ
–
n 6 λ
+
n < λ
–
n+1
for all n ∈ Z. So for real type potentials all periodic eigenvalues come in pairs,
forming the so called gaps
Gn := [λ
–
n, λ
+
n ], n ∈ Z.
If λ–n = λ
+
n , then Gn reduces to a point, and one speaks of a collapsed gap. Other-
wise, their gap is said to be open.
Remark. Note that considered on the whole real line the spectrum of L(ϕ)
with a real type potential is
specR(L(ϕ)) = R r
⋃
n∈Z
(λ–n, λ
+
n ) ,
where (λ–n, λ
+
n ) is empty for λ
–
n = λ
+
n .
An important role is played by the value of the characteristic function of the
periodic spectrum at Dirichlet eigenvalues. These values can be represented in
terms of the function
δ := m`2 + m`3,
which we refer to as the anti-discriminant.
Lemma 5.2 At any Dirichlet eigenvalue µn of a potential ϕ in L2c ,
∆2(µn)− 4 = δ2(µn).
The same is true at any Neumann eigenvalue νn .
Proof. As 1 = m`1m`4 − m`2m`3 by the Wronskian identity,
∆2 − 4 = (m`1 + m`4)2 − 4
= (m`1 + m`4)
2 − 4m`1m`4 + 4m`2m`3
= (m`1 − m`4)2 + 4m`2m`3.
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As Dirichlet eigenvalues are roots of 2iχd = m`3 + m`4 − m`1 − m`2 ,
m`1 − m`4
∣∣
µn
= m`3 − m`2
∣∣
µn
.
At a Dirichlet eigenvalue we therefore have
∆2 − 4 = (m`2 − m`3)2 + 4m`2m`3 = (m`2 + m`3)2 = δ2.
As the Neumann eigenvalue νn is a root of 2iχn = m`3− m`4+ m`1− m`2 we similarly
have m`1 − m`4
∣∣
νn
= m`2 − m`3
∣∣
νn
. The rest of the calculation is the same.
Combining these last two lemmas one sees that for any ϕ ∈ L2r ,
χp(µn) > 0, χp(νn) > 0.
As χp(λ) = ∆
2(λ) − 4 is real for real λ, it follows that µn and νn are enclosed
by two consecutive periodic eigenvalues of the same kind. Deforming the potential
continuously to the zero potential we conclude that they are indeed enclosed by
periodic eigenvalues of the same index.
Lemma 5.3 For any potential of real type,
λ–n 6 µn, νn 6 λ
+
n , n ∈ Z.
In particular, all Dirichlet and Neumann eigenvalues are simple and real analytic
functions of q and p.
Proof. It remains to show the statement about analyticity. As the Dirichlet
and Neumann eigenvalues are simple, they are simple roots of their characteristic
function χd and χn , respectively. As the latter are analytic functions of λ and ϕ,
the last statement follows from the implicit function theorem.
The index n of a periodic eigenvalue λ±n of a real type potential was defined
with reference to the asymptotic behaviour of the sequence of all periodic eigen-
values. An alternative way is to look at any eigenfunction fn of λ
±
n in the Akns
system and to determine its winding number with respect to zero. The latter is
well defined, since fn takes values in R
2 and never vanishes.
Proposition 5.4 Any eigenfunction of an n-th periodic, Dirichlet or Neu-
mann eigenvalue of a potential of real type has winding number nπ.
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Proof. The winding number of any periodic eigenfunction is a multiple of π
by the very nature of the periodic boundary condition in the Akns system. It is
also a continuous function of the potential. The result thus follows by deforming
any potential of real type to the zero potential and verifying the claim for the latter.
The same argument applies to the Dirichlet and Neumann eigenvalues.
Proposition 5.5 The periodic, Dirichlet and Neumann eigenvalues are
compact functions on L2r .
Proof. Consider a sequence (ϕν) in L
2
r converging weakly to a potential ϕ,
and fix any pair of periodic eigenvalues λ±n of ϕ. Let U be a complex ε-neighbour-
hood of the set {λ–n, λ+n }. Using the compactness of the discriminant and Rouché’s
theorem we conclude that for all ν large enough, ϕν has two periodic eigenvalues
inside U , that ∆ has the same sign at both of them, and that there are no other
eigenvalues between them. Hence these two eigenvalues form a spectral gap of ϕν .
As the size of the neightbourhood U was arbitrary there exists a sequence (nν)
such that
λ±n+nν (ϕν)→ λ±n (ϕ).
It remains to show that almost all nν are zero.
Consider any sequence of associated eigenfunctions f±n+nν . We can always
pass to a subsequence so that their initial values at t = 0, normalized to length 1,
form a convergent sequence. Since the fundamental solution M is a compact func-
tion of the potential by Proposition 1.2, also the associated eigenfunctions converge
to eigenfunctions of λ±n (ϕ), and so does their winding number. Since the latter is
a discrete function, it is an eventually constant sequence, being equal to nπ by the
preceding proposition. Hence along such a subsequence, almost all nν vanish.
The preceding argument applies to any subsequence with converging normal-
ized initial values. Hence, it also applies to the whole sequence, and we obtain our
claim. – The case of Dirichlet and Neumann eigenvalues is treated similarly.
Finally, we need a representation of the norm of the solutions g in (10).
Lemma 5.6 For any λ ∈ R and any ϕ ∈ L2r ,
‖g‖2 = 2(χ˙dg2 − χd g˙2)
∣∣
t=1
for the solution g defined in (10). In particular, at any Dirichlet eigenvalue,
‖gn‖2 = 2χ˙d(µn)g`n,2.
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Proof. Let ϕ be of real type. We may assume that ϕ is continuous, since the
identity in question is continuous in ϕ by Theorem 1.1. We may then differentiate
Lg = λg with respect to λ to obtain Lg˙ = g + λg˙ . Multiplication with the adjoint
g∗ = g¯T gives
g∗Lg˙ = g∗g + λg∗g˙.
Taking the adjoint of Lg = λg and multiplying it with g˙ gives
(Lg)∗g˙ = λ¯g∗g˙.
For real λ the difference of these two identities then yields
g∗g = g∗Lg˙ − (Lg)∗g˙.
The Φ-terms on the right hand side cancel each other in view of Φ∗ = Φ, and with
g¯ = Pg by Lemma 5.1 we arrive at
g∗g = g∗(iRg˙t)− (iRgt)∗g˙
= igTPRg˙t + ig
T
t PRg˙ = i(g
TPRg˙)t = i [g˙ ,g]t .
This gives the formula
‖g‖2 =
∫ 1
0
g∗g dt = i [g˙ ,g]
∣∣1
0
,
which in fact holds for any solution g . For the solution g given by (10), we have
g˙(0) = 0 and thus
[g˙ ,g]
∣∣1
0
= (g˙1g2 − g˙2g1)
∣∣
t=1
= (g˙2(g2 − g1)− (g˙2 − g˙1)g2)
∣∣
t=1
.
With g`n,2 − g`n,1 = 2iχd we obtain the first claim. The second claim follows with
χd(µn) = 0.
Remark. For a solution of real type, one has ‖g‖2 = ∫ 1
0
gTPg dt. On the
other hand, arguing in a entirely analogous fashion as in the proof above, one finds
that for any ϕ ∈ L2c , any λ ∈ C, and any solution g ,∫ 1
0
gTPg dt = i [g˙ ,g]
∣∣∣1
0
.
In this more general setting the Φ-terms cancel each other, because PΦ = ΦTP .
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6 Gradients
We denote the differential of a differentiable function F on L2c with values
in a complex Banach space by dF , and its directional derivative in the direction h
by ∂hF . We then have
∂hF = dFh =
∫ 1
0
(∂1Fh1 + ∂2Fh2) dt,
where ∂iF denotes the representation of the directional derivative of F in the
direction of the i-th component of h. Note that no complex conjugation is involved.
We then call
∂F = (∂1F, ∂2F )
the gradient of F .
Lemma 6.1 The gradient of the fundamental solution is given by
i∂1M(t) = M(t)
(
−m3m4 −m24
m23 m3m4
)
1[0,t],
i∂2M(t) = M(t)
(
−m1m2 −m22
m21 m1m2
)
1[0,t].
Proof. As all terms in these formulas depend continuously on ϕ, it suffices to
verify them for sufficiently smooth ϕ for which we may interchange differentiation
with respect to t and ϕ. Taking the directional derivative of LM = λM in the
direction h, we then obtain
L∂hM = λ∂hM − (∂hL)M.
Since ∂hM(0) = 0 and ∂hL = ∂hΦ we get
∂hM(t) =M(t)
∫ t
0
M(s)−1Sh(s)M(s) ds, Sh =
(
ih1
−ih2
)
,
with Proposition 1.3. Spelling out this formula with respect to the components of
h yields the formulas for the components of the gradient.
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Using the star product of 2-vectors introduced in (7) the gradient of M can
be represented in terms of the two columns
M1 =
(
m1
m3
)
, M2 =
(
m2
m4
)
of the fundamental solution M . Recall that those are the solutions of Lf = λf
with initial values (1, 0)T and (0, 1)T, respectively.
Proposition 6.2 The gradient of the fundamental solution is given by
i∂M(t) = M(t)
(
−M1⋆M2 −M2⋆M2
M1 ⋆M1 M1 ⋆M2
)
1[0,t].
The elements of the matrix in parentheses are column vectors, and the stan-
dard rules of matrix multiplication apply. For example, adding ∂m1 and ∂m4 at
t = 1 yields the following result.
Corollary 6.3 The gradient of the discriminant is given by
i∂∆ = m`2M1 ⋆M1 + (m`4 − m`1)M1 ⋆M2 − m`3M2 ⋆M2.
We rewrite these identities in terms of the Floquet solutions of L. Consider
the two eigenvalues ξ± of M at t = 1. Assuming m`2 6= 0, associated eigenvectors
v± are given by
v± :=
(
1
a±
)
, a± :=
ξ± − m`1
m`2
.
They give rise to the Floquet solutions
f± := Mv± = M1 + a±M2,
which by construction satisfy f±(1) = M(1)v± = ξ±v± = ξ±f±(0), and more
generally,
f±(t+ 1) = ξ±f±(t)
for all real t. – First a simple fact concerning the coefficients a± .
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Lemma 6.4 If m`2(λ) 6= 0, then
m`2(a+ + a–) = m`4 − m`1, m`2a+a– = −m`3.
Proof. This is a straighforward calculation using ξ+ + ξ– = m`1 + m`4 by the
trace formula and ξ+ξ– = 1 by the Wronskian identity.
Proposition 6.5 If m`2(λ) 6= 0, then
i∂∆ = m`2f+ ⋆f–.
Proof. By the definition of f± and the preceding two results,
m`2f+ ⋆f– = m`2M1 ⋆M1 + m`2(a+ + a–)M1 ⋆M2 + m`2a+a–M2 ⋆M2
= m`2M1 ⋆M1 + (m`4 − m`1)M1 ⋆M2 − m`3M2 ⋆M2
= i∂M.
We also have occasion to consider the function u := m`1 + m`2+ m`3 + m`4 and
its gradient.
Lemma 6.6
i∂u = ~⋆g,
where ~ is the solution of Lf = λf with end value ~(1) = (1,−1)T, and g is defined
in (10).
Proof. By Proposition 6.2,
i∂u = i∂m`1 + · · ·+ i∂m`4
= (m`2 + m`4)M1 ⋆M1 + (m`2 + m`4 − m`1 − m`3)M1 ⋆M2
− (m`1 + m`3)M2 ⋆M2
= ((m`2 + m`4)M1 − (m`1 + m`3)M2)⋆ (M1 +M2).
By definition, M1 +M2 = g , and calling the other factor ~ one verifies that
~(1) =
(
m`1m`4 − m`2m`3
m`2m`3 − m`1m`4
)
=
(
1
−1
)
by the Wronskain identity.
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Remark. The convenience to express gradients in terms of the star-product of
two solutions of Lf = λf will become clear in the next section, when we determine
various brackets with the help of Proposition 1.7.
Next we consider the gradients of eigenvalues. When any of the periodic,
Dirichlet or Neumann eigenvalues is simple, it is a simple root of the corresponding
characteristic function, which is an analytic function of λ and ϕ. Hence, by the
implicit function theorem, such an eigenvalue is locally an analytic function of ϕ as
well, and its gradient is well defined. It turns out that it can be expressed in terms
of the square of an associated eigenfunction.
Proposition 6.7 Let ϕ be of real type, and let κ be a Dirichlet, Neumann
or simple periodic eigenvalue of L(ϕ) with eigenfunction w. Then κ is locally real
analytic in ϕ, and its gradient is
∂κ =
w⋆w
‖w‖2 .
Proof. We already observed that as a simple eigenvalue, κ is locally analytic
in ϕ. Arguing as in the preceding proof, we may assume ϕ to be sufficiently smooth
and take the directional derivative of Lw = κw to obtain
∂h(Lw) = (∂hL)w + L(∂hw) = (∂hκ)w + κ(∂hw).
Thus,
(∂hκ)w = (L − κ)(∂hw) + (∂hL)w.
Observing that wT(L−κ)∂hw = ((L−κ)w)T∂hw = 0 due to the self-adjointness of
L− κ and Lw = κw, multiplication with wT on both sides yields
‖w‖2 (∂hκ) =
∫ 1
0
wT∂hLw dt.
Finally, Pw = w¯ in the real case by Lemma 5.1, so with ∂hL =
(
h1
h2
)
we get
‖w‖2 (∂hκ) =
∫ 1
0
(|w2|2 h1 + |w1|2 h2) dt.
This proves the claim.
With the asymptotics of the Dirichlet and Neumann eigenfunctions in Corol-
lary 4.2 we thus get
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Lemma 6.8 For ϕ of real type,
∂µn, ∂νn =
1
2
(e2πint, e−2πint) + ℓ2(n)
locally uniformly on L2r . At the zero potential these identities hold without the
error terms.
As a first consequence of these calculations we show that generically all gaps
of a potential of real type are open. First a simple observation.
Lemma 6.9 For a potential of real type the n-th gap is collapsed iff
M(1, µn) = (−1)nId.
Proof. If the n-th gap is collapsed, then λ–n = µn = νn = λ
+
n by Lemma 5.3.
In view of the definition of the characteristic functions of the Dirichlet and Neumann
problem this leads at λ = µn to the system of equations
m`1 + m`2 − m`3 − m`4 = 0, m`1 − m`2 + m`3 − m`4 = 0.
Together with m`1 + m`4 = 2(−1)n this implies m`1 = m`4 = (−1)n . Furthermore,
by the Wronskian identity and Lemma 5.2,
m`2 + m`3 = 0, m`2m`3 = 0,
at λ = µn , which implies m`2 = m`3 = 0. We conclude that M(1, µn) = (−1)nId.
Obviously, this latter property conversely implies that λ–n = µn = νn = λ
+
n .
Theorem 6.10 For each n ∈ Z, the set
Yn =
{
ϕ ∈ L2r : λ–n(ϕ) = λ+n (ϕ)
}
is a real analytic submanifold of codimension 2. Consequently, generically all spec-
tral gaps are open.
Proof. By the preceding lemma, we can characterize Yn equivalently by the
two equations
z1 := m`1(µn(ϕ), ϕ) = (−1)n,
z2 := m`2(µn(ϕ), ϕ) = 0,
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since then m`4(µn(ϕ), ϕ) = (−1)n by the Wronskian identity and m`3(µn(ϕ), ϕ) = 0
in view of χd(µn) = 0. These functions are analytic on L
2
r with gradient
∂zk = m`
·
k∂µn + ∂m`k|µn , k = 1, 2.
By Proposition 6.2 and Lemma 6.9,
i∂m`k = m`2M1 ⋆Mk − m`1Mk ⋆M2 = (−1)n+1Mk ⋆M2
on Yn , and by Proposition 6.8,
∂µn = ‖gn‖−2 gn ⋆gn = ‖gn‖−2 (M1 +M2)⋆(M1 +M2).
One easily checks that the vector functions M1 ⋆M1 , M1 ⋆M2 and M2 ⋆M2 are
independent – see [23, Theorem 2.7] for an argument of this type. So the same is
true for M1 ⋆M1 , M1 ⋆M2 and (M1 +M2)⋆ (M1 +M2). Hence, Yn is an analytic
submanifold of L2r of codimension twoby the implicit function theorem.
In particular, each Yn is of first Baire category. Since L
2
r is complete, also
their union,
⋃
n∈Z Yn , is of first category. The complement of this set is precisely
the set of all potentials of real type that have only open gaps.
7 Poisson brackets
We now look at the Poisson brackets of the discriminant ∆ with itself and
with eigenvalues. If F,G are two differentiable functions – or ‘functionals’ – on L2c ,
then their Poisson bracket is defined as
{F ,G} = i
∫ 1
0
[∂F ,∂G] dt,
where [· , ·] denotes the bracket introduced in section 2. – A simple example is the
bracket among the periodic and Dirichlet eigenvalues.
Lemma 7.1 For all m,n ∈ Z,
{µm ,µn} = 0.
The same holds for the brackets of any two simple periodic eigenvalues.
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Proof. By the anti-symmetry of the bracket, it suffices to consider m 6= n.
Then µm 6= µn , and by Lemma 6.7 and 1.7,
2i {µm ,µn} = 2i‖gm‖2 ‖gn‖2
∫ 1
0
[gm ⋆gm ,gn ⋆gn] dt
=
[gm ,gn]
2
(µm − µn) ‖gm‖2 ‖gn‖2
∣∣∣∣∣
1
0
= 0
by the boundary conditions for Dirichlet eigenfunctions. The brackets of simple
periodic eigenvalues are handled in exactly the same way.
For the following calculations we need to assume that m`2 does not vanish in
order to make use of Lemma 6.5. Fortunately, this is true on a dense open subset.
Lemma 7.2 For any λ ∈ C,
Nλ :=
{
ϕ ∈ L2c : m`2(λ, ϕ) = 0
}
is an analytic hypersurface in L2c and hence nowhere dense.
Proof. We show that ∂m`2 does not vanish on Nλ for any complex λ. By
Proposition 6.2, −i∂1m`2 = m`1m24 − m`2m3m4 . But m`2 vanishes on Nλ , and the
Wronskian identity reduces to m`1m`4 = 1. Hence,
−i∂1m`2 = m`1m24
does not vanish identically, and 0 is a regular value of m`2(λ, ·).
First we consider the Poisson bracket of the discriminant with itself. Let us
write ∆λ as a short form of ∆(λ). The same applies to other notations with a
greek subscript.
Lemma 7.3 For any µ, ν ∈ C,
{∆µ ,∆ν} = 0.
Proof. There is nothing to do for µ = ν . So assume that µ 6= ν . If in addition
m`2(µ)m`2(ν) 6= 0, then Proposition 6.5 applies, and together with Lemma 1.7 we
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obtain
{∆µ ,∆ν} = i
∫ 1
0
[∂∆µ ,∂∆ν ] dt
= −im`2(µ)m`2(ν)
∫ 1
0
[f+,µ ⋆f–,µ ,f+,ν ⋆f–,ν ] dt
= −m`2(µ)m`2(ν)
2(µ− ν) [f+,µ ,f+,ν ] [f–,µ ,f–,ν ]
∣∣∣1
0
.
The two boundary terms differ by a factor ξ+µ ξ
+
ν ξ
–
µξ
–
ν , which equals 1 by the Wron-
skian identity. Hence they cancel each other, and the claim follows for the case
when m`2(µ)m`2(ν) 6= 0. The case m`2(µ)m`2(ν) = 0 follows with Lemma 7.2 and a
continuity argument.
Now we consider the Poisson bracket of ∆ with a Dirichlet eigenvalue µn ,
which leads us to introduce entire functions pn ,
pn(λ) =
∏
m 6=n
µm − λ
µm − µn , n ∈ Z.
Note that pn(µm) = δmn . Indeed, the pn will later play the role of interpolation
polynomials. – Recall that δ = m`2 + m`3 denotes the anti-discriminant.
Lemma 7.4 For any n ∈ Z and λ ∈ C,
−2 {∆λ ,µn} = δ(µn)pn(λ).
Proof. Again, we first consider the case m`2(λ) 6= 0. Let gn be the eigenfunc-
tion for the Dirichlet eigenvalue µn and f± the Floquet solutions for the Floquet
multiplier ξ± . Then, by Propositions 6.5, 6.7 and 1.7,
{∆,µn} = i
∫ 1
0
[∂∆,∂µn] dt
=
m`2
‖gn‖2
∫ 1
0
[f+ ⋆f– ,gn ⋆gn] dt
=
m`2
2i(λ − µn) ‖gn‖2
[f+ ,gn] [f– ,gn]
∣∣∣1
0
.
Since f±(1) = ξ±f±(0) = ξ±v± by the definition of the Floquet solutions with
ξ+ξ– = 1, and since gn,1 = gn,2 at the boundaries of [0, 1] by the Dirichlet boundary
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conditions, we have
[f+ ,gn] [f– ,gn]
∣∣∣1
0
= [v+ ,gn] [v– ,gn]
∣∣∣1
0
= (gn,2 − a+gn,1)(gn,2 − a–gn,1)
∣∣∣1
0
= (1− a+)(1 − a–)
∣∣∣
λ
g2n,2
∣∣∣1
0
.
In view of Lemma 6.4 and (9),
m`2(1− a+)(1− a–) = m`1 + m`2 − m`3 − m`4 = −2iχd ,
and in view of Lemma 5.6,
1
‖gn‖2
g2n,2
∣∣∣1
0
=
g`n,2 − g`−1n,2
2χ˙d(µn)
.
Applying the Wronskian identity to gn and the second column of M at t = 1, we
get g`n,2(m`4 − m`2) = 1. With g`n,2 = m`3 + m`4 we thus arrive at
g`n,2 − g`−1n,2 = (m`3 + m`4)− (m`4 − m`2)
∣∣
µn
= δ(µn).
Putting all these identities together we obtain
−2 {∆,µn} = δ(µn) χd(λ)
(λ − µn)χ˙d (µn) = δ(µn)pn(λ),
where the last identity follows from the product expansion of χd in Theorem 4.1.
– The case m`2(λ) = 0 follows with Lemma 7.2 and a continuity argument.
A similar result holds for the bracket of a Dirichlet eigenvalue with the function
u = m`1 + m`2 + m`3 + m`4 introduced before Lemma 6.6.
Lemma 7.5
−2 {u,µn} = upn.
Proof. Suppose that λ 6= µn . By Lemma 6.6 and 6.8 and Proposition 1.7,
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{u,µn} = i
∫ 1
0
[∂u,∂µn] dt
=
1
‖gn‖2
∫ 1
0
[~⋆g,gn ⋆gn] dt
=
1
2i(λ− µn) ‖gn‖2
[~,gn] [g,gn]
∣∣∣1
0
.
As g(0) = gn(0) = (1, 1)
T, we have [g,gn]
∣∣
0
= 0, and as ~(1) = (1,−1)T,
[~,gn]
∣∣
1
= g`n,1 + g`n,2 = u,
[g,gn]
∣∣
1
= (g`1 − g`2)g`n,1 = −2iχd g`n,1.
Together with ‖gn‖2 = 2χ˙d(µn)g`n,1 we thus obtain
−2 {u,µn} = uχd
(λ− µn)χ˙d(µn) = upn.
Again, this identity also holds for λ = µn by the continuity of both sides in λ.
In the following lemma we need not distinguish between λ+m and λ
–
m , so we
simple write λm instead of λ
±
m .
Lemma 7.6
2 {λm ,µn} = δ(µn)
∆˙(λm)
pn(λm)
for any simple periodic eigenvalue λm ∈ {λ–m, λ+m} and any n ∈ Z.
Proof. Applying the implicit function theorem to ∆(λm)± 2 = 0 we get
∂λm = −∂∆(λm)
∆˙(λm)
.
This leads to
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{λm ,µn} = i
∫ 1
0
[∂λm ,∂µn] dt
= − i
∆˙(λm)
∫ 1
0
[∂∆λ ,∂µn]
∣∣
λ=λm
dt
= − 1
∆˙(λm)
{∆λ ,µn}
∣∣∣
λ=λm
,
and the claim follows with the preceding lemma.
Lemma 7.7 For any λ ∈ C and ϕ ∈ L2c ,
{∆λ ,Hτ} = 0, Hτ =
∫ 1
0
ϕ1ϕ2 dt.
Proof. Clearly,
{∆λ ,Hτ} = i
∫ 1
0
(ϕ1∂1∆− ϕ2∂2∆) dt,
and by Proposition 6.3,
i (ϕ2∂2∆− ϕ1∂1∆) = m`2(m21ϕ2 −m23ϕ1)− m`3(m22ϕ2 −m24ϕ1)
+ (m`4 − m`1)(m1m2ϕ2 −m3m4ϕ1).
By the differential equation for the fundamental solution,
(
m3ϕ1 m4ϕ1
m1ϕ2 m2ϕ2
)
= λ
(
m1 m2
m3 m4
)
+ i
(
−m′1 −m′2
m′3 m
′
4
)
.
Taking linear combinations of these four equations we obtain
m21ϕ2 −m23ϕ1 = i(m′3m1 +m′1m3) = i(m1m3)′,
m22ϕ2 −m24ϕ1 = i(m′4m2 +m′2m4) = i(m2m4)′,
m1m2ϕ2 −m3m4ϕ1 = i(m′3m2 +m′2m3) = i(m2m3)′.
Since m2 and m3 vanish at t = 0, it follows that
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λ
–
n λ
+
n
Gn
Un
Figure 3 The neighbourhoods Un
i {∆λ ,Hτ} = (m`2m1m3 − m`3m2m4 + (m`4 − m`1)m2m3)
∣∣1
0
= (m1m2m3 −m2m3m4 +m2m3m4 −m1m2m3)
∣∣
1
= 0,
since all terms cancel each other.
8 Potentials Near L2
r
For arbitrary complex potentials ϕ in L2c any finite number of periodic eigen-
values can be located anywhere in the complex plane. But more can be said if we
restrict ourselves to a sufficiently small complex neighbourhood of L2r within L
2
c .
For any potential let
Gn = [λ
–
n, λ
+
n ] := {(1− t)λ–n + tλ+n : 0 6 t 6 1}
be the straight line segment between λ–n and λ
+
n . For potentials of real type, these
are the real intervals introduced in section 5.
Lemma 8.1 For any ϕ0 ∈ L2r there exist mutually disjoint complex discs
Un ⊃ Gn(ϕ0), n ∈ Z,
such that Un = Dn for |n| sufficiently large, and a neighbourhood V = Vϕ0 in L2c
such that Gn(ϕ) ⊂ Un for all ϕ ∈ V and all n ∈ Z.
Proof. By the Counting Lemma, there exists an integer N > 1 and a complex
neighbourhood V0 ⊂ L2c of ϕ0 ∈ L2r such that for all ϕ ∈ V0 ,
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λ
+
n λ
+
n
λ
–
n
λ
–
n λ
–
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+
n
Figure 4 Discontinuity of eigenvalues
Gn(ϕ) ⊂ Dn, |n| > N.
Due to the separation of pairs of periodic eigenvalues one can complement these
discs by mutually disjoint discs Un such that
Gn(ϕ0) ⊂ Un, |n| < N.
Clearly, χp(λ, ϕ0) is uniformly bounded away from zero on the boundaries of these
finitely many discs. By continuity, we may thus choose a possibly smaller neigh-
bourhood V ⊂ V0 of ϕ0 so that Rouche’s theorem applies to χp(λ, ϕ) on these discs
for all ϕ ∈ V to the effect that also for all ϕ ∈ V ,
Gn(ϕ) ⊂ Un, |n| < N.
For any ϕ ∈ L2r let Vϕ denote the complex neighbourhood provided by the
preceding lemma. Setting
W :=
⋃
ϕ∈L2
r
Vϕ
we obtain an open neighbourhood W of L2r within L
2
c , on which the preceding
lemma holds locally.
Still, the periodic eigenvalues are not continuous on all of W due to their
lexicographic ordering – they may jump as indicated in Figure 4. On the other
hand, the midpoints and squares of the gap length of Gn ,
τn =
λ+n + λ
–
n
2
, γn = λ
+
n − λ–n,
are real analytic on W – that is, analytic on W and real valued on L2r .
Theorem 8.2 Each function τn and γ2n , n ∈ Z, is real analytic on W .
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Proof. For any given point in W , choose a neighbourhood V ⊂W as in the
preceding lemma. For any ϕ ∈ V , its only eigenvalues within Un are λ±n , and by
the argument principle,
(11) τn =
λ+n + λ
–
n
2
=
1
2πi
∫
∂Un
∆(λ)∆˙(λ)
∆2(λ)− 4 λdλ.
As ∆ and ∆˙ are analytic in ϕ and ∆2(λ) − 4 does not vanish on ∂Un for any
ϕ ∈ V , the latter integral is analytic in ϕ as well. The same reasoning applies to
(λ+n )
2 + (λ–n)
2 =
1
2πi
∫
∂Un
2∆(λ)∆˙(λ)
∆2(λ) − 4 λ
2 dλ.
The claim follows with
γ2n = 2(λ
+
n )
2 + 2(λ–n)
2 − (λ+n + λ–n)
2
.
Lemma 8.3 Locally uniformly in ϕ,
∂τn = ℓ
2(n), ∂γ2n = ℓ
1(n).
At the zero potential, both gradients vanish.
Proof. By the asymptotic behaviour of the periodic eigenvalues stated in
Proposition 3.3, we have
τn = nπ + ℓ
2(n), γ2n = ℓ
1(n)
locally uniformly on L2c . Since τn and γ
2
n are analytic functions of ϕ, we can apply
Cauchy’s estimate to estimate their gradients, which yields the first claim.
The gradient of τn is obtained by taking the gradient in (11) under the integral
sign. At the zero potential, ∂∆ vanishes due to its representation in Proposition 6.3,
and the same follows for ∂∆˙ by taking its λ-derivative. Therefore, ∂τn vanishes at
the zero potential, too. The same reasoning applies to the gradient of γ2n .
9 Asymptotics of the Discriminant
In general, ∆(λ) = 2 cosλ + o(e|Iλ|) by Theorem 2.2. This asymptotic rep-
resentation can be refined, if the potential admits one or more derivatives, and we
will need such a refinement for the construction of the Birkhoff coordinates.
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Proposition 9.1 Uniformly on bounded subsets of H1c ,
∆(λ, ϕ) = 2 cosλ+
sinλ
λ
Hτ (ϕ) +O
(
e|Iλ|
|λ|2
)
with Hτ (ϕ) =
∫ 1
0
ϕ1ϕ2 dt.
Proof. Taking the trace of the series expansion of M = Eλ +M1 + . . . at
the point t = 1 we obtain a series expansion of ∆. Clearly, trEλ(1) = 2 cosλ and
trM1(1, λ) = 0 by (4). Next consider the trace of M2(1, λ) given by (5). Each
of the two diagonal terms is treated separately. For ϕ in H1c we can integrate by
parts with respect to r to obtain
e−iλ
∫
06r6s61
ϕ1(s)ϕ2(r)e
2iλ(s−r) dr ds
= − e
−iλ
2iλ
∫
06s61
ϕ1(s)ϕ2(s) ds+
e−iλ
2iλ
∫
06s61
ϕ1(s)ϕ2(0)e
2iλs ds
+
e−iλ
2iλ
∫
06r6s61
ϕ1(s)ϕ
′
2(r)e
2iλ(s−r) dr ds,
and similarly
eiλ
∫
06r6s61
ϕ1(r)ϕ2(s)e
−2iλ(s−r) dr ds
=
eiλ
2iλ
∫
06s61
ϕ1(s)ϕ2(s) ds− e
iλ
2iλ
∫
06s61
ϕ1(0)ϕ2(s)e
−2iλs ds
− e
iλ
2iλ
∫
06r6s61
ϕ′1(r)ϕ2(s)e
−2iλ(s−r) dr ds.
The first terms of the right hand side of each of the two equations add up to
eiλ − e−iλ
2iλ
∫ 1
0
ϕ1(t)ϕ2(t) dt =
sinλ
λ
Hτ (ϕ).
All other terms can be estimated by a constant times ‖ϕ‖21 |λ|−2 e|Iλ| by integrating
by parts once with respect to s. Hence,
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trM2(1, λ) =
sinλ
λ
Hτ (ϕ) +O
(
e|Iλ|
|λ|2
)
uniformly on bounded subsets of H1c .
The same asymptotic estimate applies to the higher order terms in the ex-
pansion of ∆(λ) as well. Integrating by parts twice and arguing as in the proof of
Theorem 1.1 there exists a constant c such that
‖Mn(1, λ)‖ 6 c
n!
‖ϕ‖n1
e|Iλ|
|λ|2 ,
where we took the freedom to estimate ‖ϕ‖ by ‖ϕ‖1 := ‖ϕ‖H1 as well. Thus
∑
n>3
∣∣trMn(1, λ)∣∣ = O
(
e|Iλ|
|λ|2
)
uniformly on bounded subsets of H1c .
Corollary 9.2 For ϕ ∈ H1c ,
cosh−1
∆(it, ϕ)
2
= t+
1
2t
Hτ (ϕ) +O
(
1
t2
)
as t→∞ along the real line.
Proof. By the preceding proposition,
∆(it, ϕ)
2
= cosh t+
sinh t
2t
Hτ (ϕ) +O
(
et
t2
)
for t > 0. Applying cosh−1 =: ci and expanding the resulting function at the point
cosh t up to order two one gets, for some θ ∈ [0, 1],
cosh−1
∆(it)
2
= t+ ci′(cosh t)u(t) +
ci′′(cosh t+ θu(t))
2
u2(t)
with
u(t) =
sinh t
2t
Hτ (ϕ) +O
(
et
t2
)
Noting that for t→∞,
ci′(cosh t) =
1
sinh t
∼ 2e−t, ci′′(cosh t+ θu(t)) ∼ −4e−2t,
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the claimed estimate follows.
10 Isospectral Flows
With every potential ϕ0 of real type we associate its set of potentials with
the same periodic spectrum,
Iso(ϕ0) =
{
ϕ ∈ L2r : λ±n (ϕ) = λ±n (ϕ0) for all n ∈ Z
}
.
By the infinite product representation of the characteristic function χp in Proposi-
tion 3.4, two potentials have the same periodic spectrum if and only if they have the
same characteristic function and hence the same discriminant, at least up to a sign.
This sign is fixed, however, due to the asymptotic behaviour of the discriminant.
So we conclude that
Iso(ϕ0) =
{
ϕ ∈ L2r : ∆( · , ϕ) = ∆( · , ϕ0)
}
.
We are interested in flows on L2r , which do not affect the periodic spectrum
and thus give rise to flows on each isospectral set. One example is the linear phase
flow Φs defined by
Φsϕ =
(
eis
e−is
)(
ϕ1
ϕ2
)
.
It is a one-parameter-group which preserves the reality property of potentials, so
Φs maps L2r into itself for all s ∈ R.
To see that Φs preserves the discriminant we determine the fundamental so-
lution along this flow. If L(ϕ)f = λf , then
λΦsf = (Φs ◦ L(ϕ) ◦ Φ−s)Φsf
= L(Φ2s(ϕ))Φsf,
since (
eis
e−is
)(
ϕ1
ϕ2
)(
e−is
eis
)
=
(
e2isϕ1
e−2isϕ2
)
.
Thus, multiplying L(Φ2sϕ)ΦsM(ϕ) from the right with Φ−s , replacing 2s by s and
observing that we obtain the identity at s = 0, we conclude that the fundamental
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solution of Φsϕ is given by
(12) M(Φsϕ) = Φs/2M(ϕ)Φ−s/2 =
(
m1 e
ism2
e−ism3 m4
)
.
Consequently, the trace of M and thus its discriminant ∆ is invariant along this
flow, whence Iso(Φsϕ) = Iso(ϕ) for all s ∈ R.
Now we look at the Dirichlet eigenvalues and their characteristic function
along this flow.
Lemma 10.1 Let ϕ ∈ L2r with γn(ϕ) > 0 and µn(ϕ) = λ+n (ϕ). Then
µn(Φ
sϕ) = λ+n (ϕ)
for at most one s ∈ (0, 2π). The same holds with λ–n in place of λ+n .
Proof. By the definition (9) of χd and formula (12) ,
2iχd
∣∣
Φsϕ
= m`3 + m`4 − m`1 − m`2
∣∣
Φsϕ
= e−ism`3 + m`4 − m`1 − eism`2
= 2iχd
∣∣
ϕ
+ (e−is − 1)m`3 − (eis − 1)m`2
= 2iχd
∣∣
ϕ
− 2i I((eis − 1)m`2),
since m3 = m¯2 in the real case by Lemma 5.1. Hence,
χd(λ
+
n ,Φ
sϕ) = χd(λ
+
n , ϕ)− I((eis − 1)m`2(λ+n , ϕ)),
with χd(λ
+
n , ϕ) = 0 for λ
+
n (ϕ) = µn(ϕ). Therefore, λ
+
n (ϕ) = µn(Φ
sϕ) if only if
I((eis − 1)m`2(λ+n , ϕ)) = 0.
Since the n-th gap is assumed to be open, the coefficient m`2(λ
+
n , ϕ) does not vanish
– otherwise, M(1, λ+n ) would be diagonal by the reality condition of Lemma 5.1, the
corresponding periodic eigenvalue would be double, and the gap would be collapsed.
Therefore, the last expression has, as a function of s, at most one zero within the
interval (0, 2π).
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The sets
Sn(ϕ) =
{
s ∈ R : µn(Φs(ϕ)) = λ±n (ϕ)
}
, n ∈ Z,
are thus discrete for all n corresponding to an open gap.
Corollary 10.2 Any ϕ0 ∈ L2r can be approximated by ϕ ∈ Iso(ϕ0) with
µn(ϕ) 6= λ±n (ϕ0)
for all n with γn(ϕ) > 0.
Moving one Dirichlet eigenvalue
We now define isospectral flows which move just one Dirichlet eigenvalue while
all other eigenvalues remain fixed. They are generated by the vector fields
Xn = i(∂2∆,−∂1∆)
∣∣
µn
, n ∈ Z.
They are analytic and of real type on L2r , that is,
i∂2∆
∣∣
µn
= −i∂1∆
∣∣
µn
,
since ∆ und µn are real on R × L2r and thus ∂2∆(λ, ϕ) = ∂1∆(λ, ϕ). Hence, the
initial value problem
ϕ˙ = Xn(ϕ), ϕ(0) = ϕ0,
has a local solution Xsn(ϕ0) in L
2
r for any inital value ϕ0 ∈ L2r .
The Lie derivative of a differentiable function F along Xn is, by definition,
2
F˙ = dF (Xn) = {F ,∆µ}
∣∣∣
µ=µn
.
For instance, by Proposition 7.7,
(13) H˙τ = {Hτ ,∆µ}
∣∣∣
µn
= 0.
But Hτ (ϕ) = ‖ϕ‖ /2 for real type potentials, so their norm is invariant along any
solution curve of Xn . It follows by standard arguments that any solution exists for
2We temporarily use the dot to indicate the Xn-derivative instead of the λ-derivative.
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all time. Moreover, by Propositions 7.3 and 7.4,
∆˙λ = {∆λ ,∆µ}
∣∣∣
µn
= 0,
µ˙m = {µm ,∆µ}
∣∣∣
µn
= δ(µm)pm(µn)/2 = δ(µm)δmn/2,
so all Xn generate isospectral flows, and all Dirichlet eigenvalues stay put except
the n-th one.
Lemma 10.3 Let ϕ ∈ L2r and γn(ϕ) > 0. Then along the flow line Xsn(ϕ),
µn moves back and forth between λ
–
n and λ
+
n without stopping in the interior and
bouncing off immediately at the end points.
Proof. In view of the last two displayed identities and Lemma 5.2, the dis-
criminant ∆ and hence also δ are invariant along the flow lines of Xn , and the
function µn(s) := µn(X
s
n(ϕ)) satisfies the differential equation
µ˙n = δ(µn)/2, δ
2 = ∆2 − 4.
For λ–n < µn < λ
+
n , the right hand side has a fixed sign, so µn moves monotonously.
Moreover, one calculates that
µ¨n = ∆(µn)∆˙(µn).
If now µn = λ
±
n , then µ˙n = 0, but
µ¨n = ∆(λ
±
n )∆˙(λ
±
n ) 6= 0,
since the periodic eigenvalues λ±n are assumed to be simple. So in those points, µn
bounces off immediately, with δ(µn) changing sign.
The following proposition sheds some more light on isospectral sets.
Proposition 10.4 Fix ϕ0 ∈ L2r and let A = {n ∈ Z : γn(ϕ0) > 0}. Then
for any sequence of numbers and signs
µ◦n ∈ (λ–n(ϕ), λ+n (ϕ)), εn ∈ {−1, 1} , n ∈ A,
there exists a potential ϕ ∈ Iso(ϕ0) with
(14) µn(ϕ) = µ
◦
n, sgn δ(µn) = εn, n ∈ A.
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Proof. In view of the last lemma, we can satisfy (14) for any given n while
not disturbing all the other eigenvalues by moving along the flow of Xn . Moreover,
the norm ‖Xsn(ϕ)‖ remains the same by the remark following (13). Hence, we can
satisfy (14) for any finite set of indices of the form |n| 6 N by combining a finite
number of such flows. It remains to discuss the limit when N →∞.
Since the norms of the various potentials remain unchanged during this con-
struction, we can always pass to a subsequence converging weakly to some ϕ with
‖ϕ‖ 6 ‖ϕ0‖. Since the eigenvalues λ±n and µn are compact functions of the poten-
tial, we have λ±n (ϕν) → λ±n (ϕ) and µn(ϕν) → µn(ϕ) along this sequence. By the
same token, the discriminat is the same as for all these potentials. Hence, in the
limit (14) holds for ϕ.
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Part 2
Abelian 1-Forms
11 Construction of the Psi-Functions
The periodic spectrum of the Zakharov-Shabat operator L(ϕ) is the zero set
of the entire function ∆2(λ, ϕ) − 4, where the so called discriminant ∆ denotes
the trace of the Floquet matrix associated with L(ϕ). In view of the product
representation
∆2(λ)− 4 = −4
∏
m∈Z
(λ+m − λ)(λ–m − λ)
π2m
of Proposition 3.4 the square root of this function is defined on the spectral curve
Σϕ = Cϕ ∪ {∞+,∞–}, where
Cϕ =
{
(λ, z) ∈ C2 : z2 = ∆2(λ)− 4} .
The latter may be viewed as two copies of the complex plane slit open along each
open gap and glued together crosswise along the slits, while points at double roots
of ∆2(λ)−4 are identified. This curve is a spectral invariant and plays a crucial role
in the construction of angles for the Nls-equation described in the next chapter.
To this end, we need to construct a set of normalized differentials on Σϕ ,
which are the subject of this chapter. Let am for m ∈ Z be a counterclockwise
oriented cycle around the interval Gm = [λ
–
m, λ
+
m] on a canonically chosen sheet of
Σϕ defined below. We then construct a family of entire functions ψn such that
1
2π
∫
am
ψn(λ)√
∆2(λ)− 4 dλ = δmn.
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Equivalently,
1
2π
∫
Γm
ψn(λ)
c
√
∆2(λ) − 4 dλ = δmn.
Moreover, each ψn has precisely one root in each interval Gm except the n-th one,
and no other roots.
Theorem 11.1 There exists a complex neighbourhood W of L2r where for
each ϕ in W there exist entire functions ψn such that
(15)
1
2π
∫
Γm
ψn(λ)
c
√
∆2(λ, ϕ) − 4 dλ = δmn, m, n ∈ Z.
These functions admit a product representation
ψn(λ) = − 2
πn
∏
m 6=n
σnm − λ
πm
,
whose complex coefficients σnm depend real analytically on ϕ and are of the form
σnm = τm +O(γ
2
m)
uniformly in n and locally uniformly on W . In particular, σnm = mπ for ϕ = 0.
The existence of such differentials was first studied by McKean & Vaninsky
[21] for ϕ of real type. For a similar construction for Hill’s equation see [20]. Their
construction on a complex neighborhood of L2r , however, is not straightforward.
When ϕ is not of real type, the periodic eigenvalues are no longer real, and Σϕ
becomes a more complicated object. We prove this theorem with the help of the
implicit function theorem. To this end we reformulate the statement in terms of a
functional equation.
Let us introduce the space
ℓ2o = σo + ℓ
2, σo = (nπ)n∈Z
of sequences of the form nπ+ ℓ2(n), which we identify with the Hilbert space ℓ2 in
an obvious and canoncial way. For σ ∈ ℓ2o we define the entire function fn(σ) by
(16) fn(σ, λ) =
1
πn
∏
m 6=n
σm − λ
πm
, n ∈ Z,
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and for ϕ in L2r the linear functionals Am(ϕ) by
Am(ϕ)f =
∫
Γm
f(λ)
c
√
∆2(λ) − 4 dλ, m ∈ Z.
Here, f is assumed to be analytic in a neighborhood of Gm containing Γm . For
each n ∈ Z we then consider on ℓ2o × L2r the functional equation
Fn(σ, ϕ) = 0,
where Fn = (Fnm)m∈Z is given by
(17) Fnm(σ, ϕ) =
{
(n−m)Am(ϕ)fn(σ), n 6= m,
σn − τn(ϕ), n = m.
We show that in a proper setting there exists a unique solution σn(ϕ) to the
equation Fn(σ, ϕ) = 0, which is real analytic in ϕ and extends to some complex
neighbourhood W of L2r which can be chosen independently of n.
Notations
For the rest of this section we will use the following notations. We write
wn(λ) =
√
(λ+n − λ)(λ–n − λ) ,
and set
(18) ζ =
1
2
∏
m∈Z
σm − λ
wm(λ)
, ζn =
1
2wn(λ)
∏
m 6=n
σm − λ
wm(λ)
,
where we do not indicate their dependence on ϕ through the periodic eigenvalues
defining wm(λ).
Real Solutions
First we make a simple observation, which is the motivation why we look for
entire functions ψn in the form of Theorem 11.1 in the first place.
Lemma 11.2 Let ϕ ∈ L2r , and let f be real analytic in a neighborhood of
the interval Gm . If Amf = 0, then f has a root in Gm .
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Proof. By assumption,
∫
Γm
f(λ)
c
√
∆2(λ)− 4 dλ = 0
with a contour Γm around Gm sufficiently close to the real axis. If Gm is not a
single point, then we may shrink this contour to the interval Gm to obtain
∫ λ+
m
λ–
m
f(λ)
c
√
∆2(λ) − 4 dλ = 0.
Since f is real and the denominator of fixed sign for λ–m < λ < λ
+
m , this is possible
only if f changes sign on this interval. If Gm is a single point, then we may extract
a factor (λ − τm)2 from the product representation of ∆2(λ) − 4. We obtain a
Cauchy integral around τm , which gives f(τm) = 0.
First we establish the proper setting of the functionals Fn .
Proposition 11.3 For each n ∈ Z equation (17) defines a map
Fn : ℓ2o × L2r → ℓ2, (σ, ϕ) 7→ Fn(σ, ϕ),
which is real analytic and extends analytically to some complex neighborhood W
of ℓ2o × L2 . This neighborhood can be chosen so that all Fn are locally uniformly
bounded.
Proof. Fix n ∈ Z. By definition, there is nothing to do for Fnn , so we
consider Fnm for m 6= n. By the definition of fn in (16) and the product expansion
of ∆2(λ)− 4 in Proposition 3.4 we have
(19)
fn(σ, λ)√
∆2(λ)− 4 =
ζ(σ, λ)
σn − λ =
σm − λ
σn − λ ζm(σ, λ),
hence
(20) Amfn(σ) =
∫
Γm
σm − λ
σn − λ ζm(σ, λ) dλ.
The contours Γm can be chosen so that
min
λ∈Γm
|σn − λ| > δ |n−m|
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with some δ > 0 locally uniformly on ℓ2o × L2r , and
ρm := max
λ∈Γm
|σm − λ| = ℓ2(m)
locally uniformly on ℓ2o×L2c by the asymptotics of the periodic eigenvalues. In view
of Lemmas 20.4 and 22.3 we thus get
Amfn(σ) = O
(
ρm
n−m
)
.
In addition, this quantity is real valued. Multiplying by n−m and observing that
ρn = ℓ
2(n) we obtain
Fnm(σ, ϕ) = O(ρm) = ℓ
2(m)
locally uniformly ℓ2o × L2r . It follows that Fn maps this space into ℓ2 .
Each functional Am and hence each function F
n
m is real analytic on some
neighborhood W of ℓ2o ×L2r , which can be chosen independently of n. Exactly the
same arguments apply to show that Fn maps this neighborhood W into ℓ2 and is
locally bounded. Hence, Fn is real analytic on W by Theorem 19.4.
By inspection, the estimates depend on σ and ϕ in a locally uniform fashion,
but are independent of n. Therefore, all Fn are locally uniformly bounded on W .
Next we consider the Jacobian of Fn with respect to σ at an arbitrary point
in ℓ2o × L2 . By the analyticity of Fn this Jacobian is a bounded linear operator
Qn : ℓ2 → ℓ2 , which is represented by an infinite matrix (Qnmr) with elements
(21) Qnmr =
∂Fnm
∂σr
= (n−m)Am ∂fn
∂σr
, m 6= n and r 6= n,
while
Qnmr = δmr, m = n or r = n,
in view of the definition of Fn .
In the sequel we restrict ourselves to the open domain V ⊂ ℓ2o × L2r of (σ, ϕ)
characterized by
(22) θλ+m−1 + (1− θ)λ–m < σm < (1− θ)λ+m + θλ–m+1, m ∈ Z,
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where θ = 1/4 and the various eigenvalues belong to ϕ. This causes no loss of
generality, since in view of Lemma 11.2 the functions ψn we are going to construct
have to have roots in the intervals Gm = [λ
–
m, λ
+
m] for m 6= n.
Lemma 11.4 On V the diagonal elements Qnmm never vanish and satisfy
Qnmm = 1 + ℓ
2(m), m 6= n,
while
Qnmr = O
(
ρm
m− r
)
, m 6= r and m, r 6= n,
with ρm = maxλ∈Gm |σm − λ|. These estimates hold uniformly in n.
Proof. There is nothing to do for m = n or r = n. So we can assume
that m 6= n and r 6= n, in which case (21) applies. For m 6= r we have, by the
definition (18) of ζm ,
∂ζm
∂σr
=
ζm
σr − λ,
and in view of (20) and the estimates of Lemma 20.4 and 22.3,
Qnmr = (n−m)Am∂σrfn(23)
= (n−m)
∫
Γm
σm − λ
(σn − λ)(σr − λ) ζm(σ, λ) dλ
= O
( ρm
r −m
)
.
For m = r 6= n we directly obtain from (20) that
Qnmm = (n−m)
∫
Γm
ζm(σ, λ)
σn − λ dλ = 1 + ℓ
2(m)
with Lemma 20.4 and 22.3. Moreover, since ζm and σn −λ have fixed sign in Gm ,
the diagonal element Qnmm can not vanish.
Lemma 11.5 At any point in V the Jacobian Qn of Fn is of the form
Qn = Dn +Kn
58 Part 2: Abelian 1-Forms
with a linear isomorphism Dn : ℓ2 → ℓ2 in diagonal form and a compact operator
Kn : ℓ2 → ℓ2 .
Proof. Set Dn = diag(Qnmm), the diagonal of Q
n . By the preceding lemma,
0 6= Qnmm → 1, m→ ±∞,
so Dn : ℓ2 → ℓ2 has a bounded inverse. Moreover, Kn = Qn −Dn is a bounded
linear operator on ℓ2 with vanishing diagonal and elements
Knmr = Q
n
mr = O
(
ρm
m− r
)
, m 6= r.
By Cauchy-Schwarz,
∑
m,r
|Knmr|2 6 c
∑
m
(
ρ2m
∑
r 6=m
1
(m− r)2
)
6 4c ‖ρ‖22 <∞.
So Kn is Hilbert-Schmidt and thus compact.
Proposition 11.6 At any point in V each Jacobian Qn , n ∈ Z, is one-to-
one and thus a linear isomorphism of ℓ2 .
Proof. Fix n ∈ Z. Consider Qn and suppose that Qnh = 0 for some h ∈ ℓ2 .
Then hn = 0 in view of Q
n
nr = δnr , while for m 6= n,
0 =
∑
k∈Z
Am
∂fn
∂σk
hk = Amφn, φn =
∑
k 6=n
fn(λ)
σk − λhk.
By straightforward estimates,
φn(λ) =
∑
k 6=n
hk
σk − λ
1
πn
∏
m 6=n
σm − λ
πm
then defines an entire function φn , which for each m 6= n has a root νm in Gm in
view of Amφn = 0 and Lemma 11.2. Letting νn = σn = τn and
φ(λ) = (σn − λ)φn =
∑
k 6=n
hk
σk − λ
∏
m∈Z
σm − λ
πm
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we thus obtain an entire function φ with a root νm in every interval Gm . On the
other hand, on the circles Cn : |λ| = nπ + π/2 we have∣∣∣∣φ(λ)sinλ
∣∣∣∣
Cn
=
∣∣∣∣∑
k 6=n
hk
σk − λ
∏
m∈Z
σm − λ
mπ − λ
∣∣∣∣→ 0.
It follows with the Interpolation Lemma 22.4 that φ vanishes identically, and hence
that h = 0.
Thus we have shown that Qn is one-to-one. By the preceding lemma and the
Fredholm alternative, Qn is an isomorphism.
Propositions 11.3 and 11.6 allow us to apply the implicit function theorem to
any particular solution of Fn(σ, ϕ) = 0 in the domain V defined in (22).
Proposition 11.7 For any n ∈ Z there exists a unique real analytic map
σn : L2 → ℓ2o
with graph in V such that
Fn(σn(ϕ), ϕ) = 0
everywhere. Indeed, σnm(ϕ) ∈ Gm(ϕ) for all m ∈ Z at every point ϕ.
Remark. To be precise, uniqueness holds within the class of all such analytic
maps with graph in V .
Proof. First we claim that for any solution of Fn(σ, ϕ) = 0 in V one has
(24) σnm(ϕ) ∈ Gm(ϕ), m ∈ Z.
For m = n this is true by definition. For any m 6= n, the fact that Amfn(σ) = 0
and Lemma 11.2 imply that fn has some root ξm in Gm . But fn has exactly the
roots σm ∼ mπ with m 6= n, and no other roots. Consequently, σm = ξm ∈ Gm
for all m 6= n, which proves the claim.
By Proposition 11.6 and the implicit function theorem, any particular solution
of Fn(σ, ϕ) = 0 in V can be uniquely extended locally such that σ is given as a
real analytic function of ϕ. This local solution can be extended by the continuation
method along any path from ϕ to any given point in L2r , since ∂F
n/∂σ is a linear
isomorphism everywhere on V and the compactness property (24) must hold for
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any continuous extension. Since L2r is simply connected, any particular solution
of Fn(σ, ϕ) = 0 in V thus extends uniquely and globally to a real analytic map
σn : L2r → ℓ2 with graph in V satisfying Fn(σn(ϕ), ϕ) = 0 everywhere.
At ϕ = 0 one solution is given by σ(0) = σo , as one immediately verifies
using Cauchy’s formula. This solution is also unique, since Gm(0) = {mπ} for all
m ∈ Z. Hence there is exactly one such analytic map.
Complex Extension
Proposition 11.8 All real analytic maps σn : L2r → ℓ2o of Proposition 11.7
extend to a complex neighborhood of L2r , which is independent of n.
Proof. We first show that at every point ϕ of real type, the inverses of the
Jacobians Qn are uniformly bounded for all n. To this end, we look at their limit
as n→∞. For m 6= n and n→∞,
Qnmr = (n−m)
∫
Γm
σm − λ
(σn − λ)(σr − λ) ζm(σ, λ) dλ→ Q
∗
mr,
by (23) at any point (σ, ϕ) in V , where
Q∗mr =
1
π
∫
Γm
σm − λ
σr − λ ζm(σ, λ) dλ.
These expressions are completely analogous to the ones obtained in the proof of
Lemma 11.4. Therefore, the Q∗mr satisfy the same asymptotic estimates as the Q
n
mr
stated in Lemma 11.4 and define a bounded operator Q∗ in ℓ2 . Moreover, the same
estimates imply that Qn → Q∗ in the ℓ2-operator norm locally uniformly on V .
The diagonal elements Q∗mm do not vanish, since ζm has no root in Gm .
Arguing as in the proof of Proposition 11.5, Q∗ is boundedly invertible on ℓ2 at
every point in V . As the set
Π(ϕ) =
∏
m∈Z
Gm(ϕ)
is compact in ℓ2 , the operator Q∗ is indeed uniformly boundedly invertible for σ
in Π(ϕ) for any fixed ϕ. By continuity, then also Qn(σ, ϕ) is uniformly boundedly
invertible for all large n for σ in Π(ϕ), and hence for all n by Proposition 11.6.
This concludes the first step.
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By Proposition 11.3 the maps Fn are analytic and locally uniformly bounded
on a simlpy connected neighborhood of V which can be chosen independently of n.
Using Cauchy’s estimate the variation of Qn with respect to σ and ϕ can thus be
kept as small as needed by restricting oneself to a sufficiently small neighborhood
of Π(ϕ) × {ϕ}. Using the standard estimate
‖(Q+ δQ)−1‖ 6 2 ‖Q−1‖ for ‖δQ‖ 6 1
2 ‖Q−1‖
for Q = Qn , this gives us a similar uniform bound on the inverses of the Jacobians
on this complex neighborhood.
Finally, we can continue the solutions σn to this neighborhood by the implicit
function theorem.
Normalization
Now let σn be the solution provided by Proposition 11.8, and consider the
not yet normalized entire functions fn(σ
n) defined in (16). By (19),
fn(σ, λ)√
∆2(λ)− 4 =
ζ(σ, λ)
σn − λ = ζn(σ, λ),
hence
Anfn =
∫
Γn
ζn(σ, λ) dλ = π + ℓ
2(n)
locally uniformly on ℓ2 × L2r by Lemma 22.3. Indeed, this identity holds without
the error term, so that the functions
ψn(ϕ) =
1
π
fn(σ
n, ϕ)
satisfy all requirements of Theorem 11.1.
Lemma 11.9∫
Γn
fn(σ, λ)
c
√
∆2(λ) − 4 = π.
Proof. For λ on the circles Cn : |λ| = nπ + π/2 we have
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fn(σ, λ) =
sinλ
nπ − λ(1 + o(1)),
c
√
∆2(λ)− 4 = (−2i sinλ)(1 + o(1)).
Moreover, the integral of their quotient vanisher over any contour Γm with m 6= n
vanishes. Hence, letting m→∞ we obtain
∫
Γn
fn(σ, λ)
c
√
∆2(λ) − 4 dλ =
∫
Cm
fn(σ, λ)
c
√
∆2(λ)− 4 dλ
=
1
2i
∫
Cm
1 + o(1)
λ− nπ dλ = π.
Asymptotics
Lemma 11.10 The components of σn = (σnm) are of the form
σnm = τm +O(γ
2
m)
uniformly in n and locally uniformly in a complex neighborhood of L2r .
Proof. We drop the superscript n in σn and σnm for the course of this proof,
and consider a solution σ of Fn(σ, ϕ) = 0. By definition, σn = τn , hence there is
nothing to do for m = n. For m 6= n, the equation (n−m)Amfn(σ) = 0 holds, so
in view of (20) and the definition (18) of ζm we have
(25) 0 =
1
2π
∫
Γm
σm − λ
wm(λ)
χnm(σ, λ) dλ
with
χnm =
π(n−m)
σn − λ
∏
i6=m
σi − λ
wi(λ)
.
The function χnm is locally uniformly bounded for λ in the disc Dm . In fact, we
have
χnm(σ, λ) = 1 + ℓ0(m)
locally on ℓ2o × L2r by Lemma 20.4. This estimate is uniform in λ in Dm and in n.
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Expanding χnm(σ, λ) in λ at the point τm according to Taylor’s formula and
using Cauchy’s estimate for the first derivative, we can write
χnm(σ, λ) = χ
n
m(σ, τm) + (λ− τm)gnm,
with functions gnm = g
n
m(σ, τm, λ) = ℓ0(m). Since
1
2π
∫
Γm
σm − λ
wm(λ)
dλ = σm − τm,
(25) then leads to
0 = (σm − τm)χnm(σ, τm) +
1
2π
∫
Γm
(σm − λ)(λ − τm)
wm(λ)
gnm dλ.
The integral is of order γ2m in view of Lemma 22.3, while χ
n
m(σ, τm) never vanishes
and is indeed bounded away from zero. Hence we obtain |σm − τm| = O(γ2m) as
claimed.
We also need the following simple estimate in the proof of Lemma 16.1.
Lemma 11.11 For λ ∈ Dn ,
ψn(λ) = 2(−1)n−1 +O(λ − nπ)
locally uniformly in a complex neighborhood of L2r .
Proof. By the preceding Lemma 11.10 and Lemma 20.3,
ψn(λ) = − 2
πn
∏
m 6=n
σnm − λ
πm
= − 2 sinλ
λ− nπ (1 + o(1))
for λ ∈ Dn . The claim then follows with l’Hospital’s rule.
Part 3
Birkhoff Coordinates
12 Overview
Before going into the details we present a formal construction of actions and
angles and their associated Birkhoff coordinates. To this end we recall some facts
from chapter 1 and introduce some more concepts.
For a potential ϕ in L2r consider the Floquet matrix M(1, λ, ϕ) associated
with the Zs-operator L(ϕ) and its discriminant
∆(λ, ϕ) = trM(1, λ, ϕ).
The periodic spectrum of L(ϕ) is the zero set of the entire function ∆2(λ, ϕ) − 4,
counted with multiplicities. It is a doubly infinite sequence of eigenvalues
· · · 6 λ+n−1 < λ–n 6 λ+n < λ–n+1 6 · · · ,
and we have the product representation
∆2(λ)− 4 = −4
∏
m∈Z
(λ+m − λ)(λ–m − λ)
π2m
.
The square root of this function is defined on the spectral curve
Σϕ = Cϕ ∪ {∞+,∞–} , Cϕ =
{
(λ, z) ∈ C2 : z2 = ∆2(λ)− 4} .
The latter may be viewed as two copies of the complex plane slit open along each
open gap and glued together crosswise along the slits, while points at double roots
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of ∆2(λ) − 4 are identified. Clearly, the discriminant ∆ and its spectral curve Σϕ
are spectral invariants associated with ϕ.
Another set of coordinates
To define actions and angles we also need to consider the Dirichlet spectrum
of L(ϕ). It consists of a sequence (µn(ϕ))n∈Z of real numbers satisfying
λ–n(ϕ) 6 µn(ϕ) 6 λ
+
n (ϕ), n ∈ Z.
With each Dirichlet eigenvalue one can uniquely and analytically associate a specific
root of ∆2(µn)− 4 by setting
(26) ∗
√
∆2(µn)− 4 := (m`2 + m`3)
∣∣
µn
in view of Lemma 5.2. In addition we introduce the quantities
(27) κn(ϕ) = 2 log (−1)nu(µn), u = m`1 + m`2 + m`3 + m`4.
In view of the definition of the discriminant and the stared root above,
(28) u(µn) = ∆(µn) +
∗
√
∆2(µn)− 4 .
As (−1)n∆(µn) > 2, we have (−1)nu(µn) > 0, so the κn are well defined.
One then finds that
(29) {µm ,µn} = 0 = {κm ,κn} , {µm ,κn} = δmn,
for all m,n ∈ Z. The first identity was established in Lemma 7.1. The last identity
follows with
∂κm =
2
u
(u˙∂µn + ∂u)
∣∣∣∣
λ=µm
and Lemmas 7.1 and 7.5 which give
{µm ,κn} = 2
u
{µm ,u}
∣∣
λ=µn
= pm(µn) = δmn.
The other identity is handled analogously.
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λ
–
n λ
+
n
λ
–
n λ
+
n
≃
Figure 5 Circle over [λ–
n
, λ+
n
]
Indeed, one can show that (µn, κn)n∈Z forms a canonical coordinate system
on L2r . More precisely,
ϕ 7→ (µn(ϕ), κn(ϕ))n∈Z
defines a real analytic, canonical diffeomorphism from L2r into a suitable space of
sequences.
These coordinates make it easy to describe the geometry of any isospectral
set
Iso(ϕ0) =
{
ϕ ∈ L2r : spec(ϕ) = spec(ϕ0)
}
.
By Proposition 10.4 each µn can be chosen freely within the closed interval [λ
–
n, λ
+
n ],
while each κn is fixed up to a sign by (28) and vanishes when µn sits at an endpoint.
Therefore, Iso(ϕ0) can be viewed as a product of circles, one circle cn for each open
gap (λ–n, λ
+
n ) as pictured in figure 5. Together, they form a torus, whose dimension
is equal to the number of open gaps [13, Theorem B.14].
Actions
In the µ-κ-coordinates the canonical 1-form
α =
∑
n∈Z
κn dµn
gives rise to the symplectic form dα =
∑
n dκn ∧ dµn which in view of (29) is
associated with the Poisson bracket introduced earlier. We may therefore define
actions according to Arnold’s formula by
In =
1
2π
∫
cn
α =
1
2π
∑
m∈Z
∫
cn
κm dµm,
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where cn denotes the cycle corresponding to µn described above. As dµm = 0
along cn for all m 6= n, we in fact have
In =
1
2π
∫
cn
κn dµn.
Integrating by parts and using the definition of κn , we get
In = − 1
π
∫
cn
µn
u˙(µn)
u(µn)
dµn =
1
π
∫
cn
µ
∆˙(µ)√
∆2(µ)− 4 dµ.
As the root changes sign along the cycle cn and the actions ought to be
nonnegative the latter expression may also be written as
In =
1
π
∫ λ+
n
λ–
n
µ
∆˙(µ)
+
√
∆2(µ)− 4 dµ−
1
π
∫ λ–
n
λ+n
µ
∆˙(µ)
+
√
∆2(µ)− 4 dµ.
The upshot is that this expression may be interpreted as a contour integral of the
meromorphic differential
λ∆˙(λ)√
∆2(λ)− 4 dλ
on the curve Σϕ . As this form is holomorphic on Σϕr {∞+,∞–}, we may deform
the contour to a counterclockwise oriented cycle an on the canonical sheet of Σϕ
around [λ–n, λ
+
n ], which leads to
In =
1
π
∫
an
λ
∆˙(λ)√
∆2(λ)− 4 dλ.
Such formulas were first established by Flaschka and McLaughlin for the Kdv
equation and the Toda lattice [8] and then generalized by Novikov and Veselov [26].
See also [21] for the defocusing Nls.
In this chapter we will not derive the last formula in a rigorous manner.
Instead, we take it as the definition of In and directly verify that these constitute
real analytic action variables on L2r .
Angles
Assume now that the variables In admit canonically conjugate angles θn .
Then, again formally, the canonical 1-form α expressed in these coordinates is of
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the form
α =
∑
n∈Z
In dθn + dS
with some exact 1-form dS . A priori there is no reason for dS to be zero. It
turns out, however, that stipulating dS = 0 does give rise to canonical angular
coordinates as follows.
Restricting α to Iso(ϕ) we obtain a 1-form in the θ-variables, depending on
the I-coordinates as parameters. Take its partial derivative with respect to In to
obtain the 1-form
αn = dθn.
Integrating along any path on Iso(ϕ) from some fixed base point ϕ0 to ϕ then gives
θn(ϕ) =
∫ ϕ
ϕ0
αn,
where we assume θn(ϕ0) = 0 for simplicity. This integral depends only on the
homotopy class of the chosen path on Iso(ϕ), since the restriction of dα to Iso(ϕ)
vanishes. In fact, θn is well defined modulo 2π, as it ought to be.
A standard path of integration can be chosen in the κ-µ-coordinates as follows.
First, as base point ϕ0 we chose that potential in Iso(ϕ) with
µn(ϕ0) = λ
–
n(ϕ), κn(ϕ0) = 0, n ∈ Z.
Then we move one Dirichlet eigenvalue at a time while keeping all the others fixed,
moving µm(ϕ0) to µm(ϕ) with the proper sign of the root of ∆
2(µn)−4 determined
by κm(ϕ). Doing this for m = 0, 1,−1, 2,−2, . . . defines a succession of paths
υ0, υ1, υ−1, . . . on Iso(ϕ), which together form a path υ from ϕ0 to ϕ. As a result,
θn(ϕ) =
∫ ϕ
ϕ0
αn =
∫
υ
αn =
∑
m∈Z
∫
υm
αn.
As in the case of the actions, we now interprete this as an integral of a mero-
morphic differential on the curve Σϕ as follows. Recall that also α =
∑
m κm dµm .
Up to signs the µ-s are coordinates on Iso(ϕ), while the actions characterize those
isospectral sets. In particular, ∆(λ, ϕ) can be viewed as a function of λ and the
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actions. Taking the partial derivative of κm with respect to In while viewing the
µ-s as coordinates then yields
∂Iκm =
1
∗
√
∆2(µn)− 4
∂I∆(λ)
∣∣∣
λ=µm
in view of (28). Thus,
αn =
∑
m∈Z
∂I∆(µm)√
∆2(µm)− 4
dµm.
As only dµm does not vanish along υm we obtain
θn(ϕ) =
∑
m∈Z
∫
υm
∂I∆(µm)√
∆2(µm)− 4
dµm.
Now we may view each integrand as a meromorphic differential on the spectral
curve Σϕ , and take each integral along a straight line on it. This finally leads to
θn(ϕ) =
∑
m∈Z
∫ µ∗
m
(ϕ)
λ–
m
(ϕ)
∂I∆(λ)√
∆2(λ)− 4 dλ.
It remains to identify the meromorphic differentials in the last formula. By
definition,
Im =
1
2π
∫
cm
α.
Assuming that differentiation and integration interchange, we get
δmn = ∂IIm =
1
2π
∫
cm
αn.
Expressing αn as 1-forms in the µ-coordinates and interpreting the last integral as
a period integral on Σϕ leads to
δmn =
1
2π
∫
am
2∂I∆(λ)√
∆2(λ) − 4 dλ.
Now, if for any given n these relations uniquely characterize Abelian differentials
on Σϕ , which have simple poles at ∞± as well as at the double roots of ∆2(λ)− 4
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but otherwise are holomorphic – as in the case of hyperelliptic Riemann surfaces of
finite genus –, then by Theorem 11.1 we have
2∂I∆(λ)√
∆2(λ)− 4 dλ =
ψn(λ)√
∆2(λ)− 4 dλ,
with the entire functions ψn given by that theorem. Hence, we arrive at
θn(ϕ) =
∑
m∈Z
∫ µ∗
m
(ϕ)
λ–
m
(ϕ)
ψn(λ)√
∆2(λ)− 4 dλ mod 2π.
By a slight abuse of terminology we refer to
ϕ 7→ θ(ϕ) = (θn(ϕ))n∈Z
as Abel map.
As in the case of the variables In we will not present a rigorous derivation of
this formula, but take it as the definition of the variable θn and then verify directly
that they are angular variables conjugate to the In .
Birkhoff coordinates
All actions are real analytic on L2r , but each angle θn is defined and real
analytic only on the dense open domain L2r r Zn , where
Zn :=
{
ϕ ∈ L2r : γn(ϕ) = 0
}
.
Nevertheless, the associated Birkhoff coordinates
xn =
√
2In cos θn, yn =
√
2In sin θn
are real analytic on all of L2r and even extend analytically to a complex neighbor-
hood of L2r independent of n.
This requires some careful analysis. In the real case, it suffices so show that,
when γn tends to zero, then xn and yn tend to zero as well. In the complex case
the situation is more complicated, since the associated Zs-operator is no longer
selfadjoint. In particular, it may happen that λ–n = λ
+
n 6= µn . In this case, the
Birkhoff coordinates xn, yn will not vanish.
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Figure 6 Signs of
s
√
λ2 − 1
Some Notations and Notions
In the sequel we will need to consider various roots, and it will be important
to fix the proper branch in each case. The principal branch of the square root on
the complex plane outside of (−∞, 0] is denoted by +
√
· . Thus,
+
√
λ > 0 for λ > 0.
In obvious cases, we simply write
√
λ .
On the complex plane outside [−1, 1] we define a “standard root” of λ2 − 1
by
s
√
λ2 − 1 < 0 for λ > 1,
as illustrated in figure 6. Put differently, 3
s
√
λ2 − 1 = −λ +
√
1− λ−2 for |λ| > 1.
We extend this definition to more general quadratic radicands (a− λ)(b − λ) with
a ≺ b and λ not on the segment from a to b by continuous deformation, so that
s
√
(a− λ)(b − λ) = γ
2
s
√
z2 − 1 = (τ − λ) +
√
1− z−2
with
γ = b− a, τ = b+ a
2
, z =
λ− τ
γ/2
.
The last expression also makes sense for a = b, as then z−1 = 0 and
s
√
(a− λ)2 = a− λ.
3Note that this definition differs from the one in KdV & KAM.
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Figure 7 Signs of c
p
∆2(λ)− 4 around G0 and Gn
Also note that s
√
z2(λ2 − 1) = z s
√
λ2 − 1 for any z in the right half plane and λ
not in [−1, 1].
We also define a “canonical root” c
√
∆2(λ) − 4 on the complex plane outside
each gap Gn by requiring that its sign behaves like the sign of
s
√
(λ+0 − λ)(λ–0 − λ)
in a sufficiently small neighbourhood around the zeroth gap, as indicated in figure 7.
The upshot is that then
c
√
∆2(λ)− 4 = 2i
∏
m∈Z
s
√
(λ+m − λ)(λ–m − λ)
πm
.
13 Actions
We define the actions In as motivated in the previous section and prove their
analyticity as well as asymptotic estimates.
We choose a connected neighborhood W of L2r within L
2
c as described in
section 8. For all ϕ in W and all integers n one then has disjoint complex segments
Gn = [λ
–
n, λ
+
n ] := {(1− t)λ–n + tλ+n : 0 6 t 6 1} ,
that are contained in mutually disjoint complex discs Un as described in Lemma 8.1.
We refer to these discs as isolating neighborhoods of the segments Gn .
We then define
In =
1
π
∫
Γn
λ∆˙(λ)
c
√
∆2(λ)− 4 dλ, n ∈ Z,
where Γn is a counterclockwise circuit around Gn inside the disc Un . By Cauchy’s
theorem this definition of In does not depend on the choice of Γn as long as it stays
inside Un . Moreover, Γn can be chosen to be locally independent of ϕ.
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Gn
Γn
Un
Figure 8 The circuits Γn
Theorem 13.1 Each function In is analytic on W with gradient
(30) ∂In = − 1
π
∫
Γn
∂∆(λ)
c
√
∆2(λ) − 4 dλ.
Moreover, on L2r each function In is real, nonnegative, and vanishes if and only if
γn vanishes.
Proof. Locally on W the contours of integration Γn can be chosen to be
independent of ϕ. As ∆ is an analytic function of λ and ϕ, and c
√
∆2(λ)− 4 is
analytic in a neighbourhood of Γn , the function In is clearly analytic on W .
To obtain its gradient we note that for ϕ of real type, (−1)n∆(λ) > 2 in the
interior of the segment Gn and hence
(−1)n∆(λ) ±
√
∆2(λ) − 4 > 0.
Therefore, on a sufficiently small complex neighbourhood Wn of L
2
r and a circuit
Γn sufficiently close to Gn , the principle branch of the logarithm
ω(λ) = log (−1)n (∆(λ)− c√∆2(λ) − 4)
is well defined near Γn . Since ω˙(λ) = −∆˙(λ)/ c
√
∆2(λ) − 4 , partial integration
gives
In =
1
π
∫
Γn
log (−1)n (∆(λ)− c√∆2(λ) − 4)dλ.
Again keeping Γn fixed and taking the gradient with respect to ϕ we obtain the
formula for ∂In on Wn . As both sides of (30) are analytic on the connected set W ,
this identity not only holds on Wn , but everywhere on W .
74 Part 3: Birkhoff Coordinates
To prove the last assertion we observe that
(31)
∫
Γn
∆˙(λ)
c
√
∆2(λ) − 4 dλ = 0
in view of the existence of the primitive ω(λ). With λn denoting the root of ∆˙
near Gn we can therefore also write
(32) In =
1
π
∫
Γn
(λ− λn)
∆˙(λ)
c
√
∆2(λ) − 4 dλ.
For ϕ of real type we then obtain
In =
2
π
∫ λ+
n
λ–
n
(−1)n−1(λ− λn)
∆˙(λ)
+
√
∆2(λ)− 4 dλ
by shrinking the contour of integration to the real interval Gn and taking into
account the definition of the c-root. Since sgn (λ− λn)∆˙(λ) = (−1)n−1 on Gn , the
integrand is non-negative, and the result follows.
Proposition 13.2 Each In , n ∈ Z, is a compact function on L2r .
Proof. The periodic eigenvalues are compact functions by Proposition 5.5.
The same holds for ∆ and ∆˙ on compact subsets of the complex plane. Hence,
if ϕ ⇀ ϕ0 , then eventually we may choose the contour Γn of integration to be
independent of ϕ and conclude that
lim
ϕ⇀ϕ0
In(ϕ) = lim
ϕ⇀ϕ0
1
π
∫
Γn
λ∆˙(λ, ϕ)
c
√
∆2(λ, ϕ) − 4 dλ
=
1
π
∫
Γn
lim
ϕ⇀ϕ0
λ∆˙(λ, ϕ)
c
√
∆2(λ, ϕ) − 4 dλ
=
1
π
∫
Γn
λ∆˙(λ, ϕ0)
c
√
∆2(λ, ϕ0)− 4
dλ = In(ϕ0),
as required.
Let
Zn = {ϕ ∈W : γn(ϕ) = 0}
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be the subvariety of potentials in W with collapsed n-th gap. As γ2n is analytic
on W by Theorem 8.2, the quotient In/γ
2
n is analytic on W \ Zn . We show that
In/γ
2
n extends analytically to all of W to a nonvanishing function.
Theorem 13.3 Making the neighborhood W of L2r possibly smaller, each
quotient In/γ
2
n extends analytically to W and satisfies
4In
γ2n
= 1 + ℓ2(n)
locally uniformly on W . Its real part is locally uniformly bounded away from zero,
so that
ξn :=
+
√
4In
γ2n
is a well defined real analytic nonvanishing function on W with ξn = 1 + ℓ
2(n)
locally uniformly on W . At the zero potential, ξn ≡ 1.
Proof. We show that for any potential ϕ of real type there is a complex
neighbourhood Vϕ such that In/γ
2
n extends continuously to Vϕ and is weakly an-
alytic on Zn ∩ Vϕ . By Theorem 19.5 this function is analytic on all of Vϕ . Taking
the union over all those Vϕ we obtain the stipulated neighbourhood W of L
2
r .
Recall the product expansions
∆˙(λ) = 2
∏
m∈Z
λm − λ
πm
,
c
√
∆2(λ)− 4 = 2i
∏
m∈Z
s
√
(λ+m − λ)(λ–m − λ)
πm
.
Along the circuit Γn we thus have
∆˙(λ)
c
√
∆2(λ)− 4 =
λn − λ
i s
√
(λ+n − λ)(λ–n − λ)
χn(λ)
with
χn(λ) =
∏
m 6=n
λm − λ
s
√
(λ+m − λ)(λ–m − λ)
.
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In this product, each factor is nonnegative for real λ in Un and real type ϕ. Hence,
taking a neighbourhood Vϕ of ϕ as described in Lemma 8.1 the function χn is
nonnegative for those arguments and analytic on Un×Vϕ . In view of (32) we thus
have on Vϕ \ Zn the identity
In =
1
π
∫
Γn
(λ− λn)
∆˙(λ)
c
√
∆2(λ) − 4 dλ
=
i
π
∫
Γn
(λn − λ)2
s
√
(λ+n − λ)(λ–n − λ)
χn(λ) dλ.
With
λ = τn + zγn/2, ζn =
λn − τn
γn/2
and a circuit Cn around [−1, 1] we then arrive at
4In
γ2n
=
i
π
∫
Cn
(z − ζn)2
s
√
z2 − 1 χn(τn + zγn/2) dz
=
2
π
∫ 1
−1
(t− ζn)2
+
√
1− t2 χn(τn + tγn/2) dt.
As γn → 0, also ζn → 0 by Lemma 3.6. The right hand side of the last
expression is therefore continuous on Vϕ including Zn , and with γn → 0 tends to
χn(τn)
2
π
∫ 1
−1
t2√
1− t2 dt = χn(τn).
But τn is analytic on Vϕ , and χn is analytic on Un × Vϕ . Consequently, In/γ2n is
weakly analytic on Zn , too. By Theorem 19.5 we then conclude that this function
extends analytically to all of Vϕ .
Moreover, χn(λ) = 1 + ℓ
2(n) for λ near Gn locally uniformly on W by the
estimates of Lemma 20.1. Thus, we furthermore conclude that
4In
γ2n
= 1 + ℓ2(n)
locally uniformly on W . Finally, on L2r ,
0 <
4In
γ2n
→ lim
n→±∞
χn(τn) = 1
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locally uniformly as n→ ±∞. Therefore, by choosing the complex neighbourhood
W sufficiently small we can assure that the real part of In/γ
2
n is positive and locally
uniformly bounded away from zero for all n ∈ Z. So ξn = +
√
4In/γ2n is well defined,
real analytic, and positive for ϕ in L2r for all n ∈ Z.
At a collapsed gap we have ξn = χn(τn), and the latter function is identically
1 at the zero potential.
The next result establishes an identity expressing
∫ 1
0
ϕ1ϕ2 dx in terms of the
actions In . It will be used later to show that the map Ω from L
2
r into the space of
Birkhoff coordinates is proper.
Proposition 13.4 For ϕ in L2r the actions In(ϕ) are summable, and
∑
n∈Z
In(ϕ) = Hτ (ϕ) =
∫ 1
0
ϕ1ϕ2 dt.
Proof. By Theorem 13.3 and Proposition 3.3 the sum of all actions In is
absolutely convergent locally uniformly on L2r . As each action is real analytic in ϕ
by Theorem 13.1, the same is therefore also true for their sum. Since also the right
hand side of the claimed identity is real analytic on L2r , it suffices to establish it on
the dense subset of finite gap potentials.
Fixing any finite gap potential ϕ in L2r , there exists an integer N > 1 such
that In = 0 for |n| > N and thus
∑
n∈Z
In =
∑
|n|6N
In =
∑
|n|6N
1
π
∫
Γn
λ∆˙(λ)
c
√
∆2(λ)− 4 dλ
=
1
π
∫
Cr
λ∆˙(λ)
c
√
∆2(λ)− 4 dλ
by Cauchy’s theorem with a circle Cr of radius r surrounding all open gaps and
containing none of the other eigenvalues λ±n . Cutting this circle at the real point r
and integrating by parts we then obtain
∑
n∈Z
In = − 1
π
∫
Cr
f(λ) dλ, f(λ) =
∫ λ
r
∆˙(µ)
c
√
∆2(µ)− 4 dµ.
This function f is independent of the chosen path of integration in view of (31)
and analytic on {λ : |λ| > r}, whence
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∑
n∈Z
In = − 1
π
∫
Cr
f(λ) dλ = −2iRes∞ f(λ),
the residuum of f at infinity. To determine this residuum we claim that
f(it) = cosh−1
∆(it)
2
, t≫ 0,
where cosh−1 denotes the principal branch of the inverse of cosh, which is defined
on Cr (−∞, 1] and real valued on (1,∞). Indeed, a simple calculation shows that
the derivatives of both sides with respect to t are the same except possibly for the
sign of
R
c
√
∆2(it)− 4 , t≫ 0.
But this sign is locally constant in ϕ, and deforming to the case ϕ = 0 reveals that
R
c
√
−4 sin2 it > 0, t≫ 0.
Hence, f(it) and cosh−1∆(it)/2 differ at most by an additive constant, and since
the asymptotic behaviour of both functions for t→∞ is that of the function t, the
claimed identity follows.
As a finite gap potential, ϕ is smooth [?] and in particular in H1r . Hence
Corollary 9.2 applies, and we obtain
f(it) = t+
1
2t
Hτ (ϕ) +O
(
1
t2
)
, Hτ (ϕ) =
∫ 1
0
ϕ1ϕ2 dx.
Expanding f(it) and cosh−1∆(it)/2 in the local coordinate z = 1/λ then leads to
Res∞ f(λ) = − 1
2i
Hτ (ϕ),
which proves the proposition.
14 Angles
Next we define the angular coordinates θn for potentials ϕ outside of the set
Zn = {ϕ ∈W : γn(ϕ) = 0}. As motivated in the overview we set
θn(ϕ) = ηn(ϕ) +
∑
m 6=n
βnm(ϕ),
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where
ηn(ϕ) =
∫ µ∗
n
λ–
n
ψn(λ)√
∆2(λ)− 4 dλ mod 2π,
βnm(ϕ) =
∫ µ∗
m
λ–
m
ψn(λ)√
∆2(λ)− 4 dλ.
Note that ηn is considered as a function on W \ Zn taking values in the cylinder
C/2πZ rather than C.
We first show that these functions are independent of the paths of integration
on the curve Σϕ as long as their projections onto the complex plane stay inside the
isolating neighbourhoods Um described above. We call such paths admissible. In
addition, the functions βnm are even well defined on all of W including Zn .
Lemma 14.1 The functions βnm for m 6= n are well defined on all of W ,
while the functions ηn are well defined on W \ Zn .
Moreover, at ϕ = 0, all the βnm with n 6= m vanish.
Proof. By the product expansions for ψn(λ) and
√
∆2(λ) − 4 ,
(33)
ψn(λ)√
∆2(λ)− 4 = i
σnm − λ√
(λ+m − λ)(λ–m − λ)
ζnm(λ)
τn − λ
for λ near Gm with
ζnm(λ) =
∏
r 6=m
σnr − λ
s
√
(λ+r − λ)(λ–r − λ)
, σnn = τn.
The two roots in (33) are understood as functions on a neighbourhood around the
lift of [λ–m, λ
+
m] onto the curve Σϕ related to each other by this identity.
If γm 6= 0, the factor (σnm − λ)/
√
(λ+m − λ)(λ–m − λ) is integrable along any
admissible path. If γm = 0, then λ
+
m = σ
n
m = λ
–
m by Theorem 11.1, and this factor
equals ±1. So the integrand of βnm is analytic on Σϕ in a neighbourhood of the lift
of [λ–m, λ
+
m], and β
n
m is well defined in both cases. The integral is independent of
any admissible path of integration, since
(34)
∫ λ+
m
λ–
m
ψn(λ)√
∆2(λ) − 4 dλ = 0, m 6= n,
by (15). It vanishes when µm = λ
–
m , so in particular when ϕ = 0.
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As to ηn , the integral exists along any admissible path as long as λ
–
n 6= λ+n .
It is well defined modulo 2π by (15) for m = n.
Lemma 14.2 The functions βnm for m 6= n are real analytic on all of W ,
while the functions ηn are real analytic on W \ Zn if taken modulo π.
Remark. The values of ηn have to be taken modulo π as the periodic eigen-
values might not be continuous on W near potentials with a collapsed gap. As we
will see, this has no detrimental effect on the regularity of the Birkhoff coordinates.
Proof. Fix m ∈ Z, and consider the two subsets
Zm = {ϕ ∈ W : γm(ϕ) = 0} ,
Em =
{
ϕ ∈ W : µm(ϕ) = λ±m(ϕ)
}
.
These are analytic subvarieties of W , since they may also be written in the form
Zm = {ϕ ∈ W : ∆(τm(ϕ)) = 2(−1)m and ∆˙(τm(ϕ)) = 0} ,
Em = {ϕ ∈ W : ∆(µm(ϕ)) = 2(−1)m} .
We are going to prove that βnm is analytic on W \(Zm∪Em) and continuous on W ,
and that its restrictions to Zm and Em are each weakly analytic. By Theorem 19.5
it then follows that this function is analytic on W .
To prove analyticity of βnm outside of Zm ∪ Em , notice that λ–m and λ+m are
simple eigenvalues outside of Zm . Hence locally there exists analytic functions ρ
–
m
and ρ+m such that the set equality {λ–m, λ+m} = {ρ–m, ρ+m} holds. Hence we have
βnm =
∫ µ∗
m
ρ–
m
ψn(λ)√
∆2(λ) − 4 dλ
in view of (34). The substitution λ = ρ–m + z then leads to
βnm =
∫ µ∗
m
−ρ–
m
0
ψn(ρ
–
m + z)√
z
√
D(z)
dz,
where
D(z) =
∆2(ρ–m + z)− 4
z
is analytic near z = 0 with D(0) 6= 0. Since ϕ /∈ Em , we may integrate along any
admissible path not going through ρ+m . Then D(z) does not vanish, and ψn(ρ
–
m +
Section 14: Angles 81
z)/
√
D(z) is smooth and locally analytic on W \(Zm∪Em). As µ∗m and the locally
defined ρ–m are analytic as well, we conclude that the latter integral is analytic on
W \ (Zm ∪ Em).
Next we show that βnm is weakly analytic when restricted to either Zm or Em .
In view of the normalization (34), we haveβnm|Em = 0, so this is obvious. On Zm ,
we have λ–m = λ
+
m = τm = σ
n
m , and with (33) we can write
βnm =
∫ µ∗
m
τm
ψn(λ)√
∆2(λ) − 4 dλ = ±i
∫ µ∗
m
τm
ζnm(λ)
τn − λ dλ,
where the exact sign is determined by µ∗m . As µ
∗
m and ζ
n
m are analytic, the latter
integral is an analytic function on Zm . Altogether we conclude that the restrictions
of βnm to Zm and on Em are weakly analytic.
It remains to prove that βnm is continuous on all of W . Clearly, β
n
m is contin-
uous on W \ (Zm ∪ Em), and one shows easily that it is also continuous at points
of Em \Zm and Zm \Em . Continuity at points in Zm ∩Em follows from (33) and
the estimate σnm − τm = O(γ2m) of Theorem 11.1. By Theorem 19.5, βnm is then
analytic on W . Obviously, it is real valued on L2r .
The proof for ηn is analogous and even simpler, since we only need to consider
the domain W \ Zn . In view of (15) we have
(35)
∫ λ+
n
λ–
n
ψn(λ)√
∆2(λ) − 4 dλ = ±π
for the straight line integral, so as above we can write
ηn =
∫ µ∗
n
ρ–
n
ψn(λ)√
∆2(λ) − 4 dλ mod π.
We conclude that modulo π, the function ηn is analytic outside of Zn ∪ En , and
continuous outside Zn . Since ηn mod π vanishes on En , it is weakly analytic on En ,
and we are done.
Lemma 14.3 For m 6= n,
βnm = O
( |γm|+ |µm − τm|
|m− n|
)
locally uniformly on W .
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Proof. By (34),
βnm =
∫ µ∗
m
λ–
m
ψn(λ)√
∆2(λ) − 4 dλ =
∫ µ∗
m
λ+m
ψn(λ)√
∆2(λ) − 4 dλ.
Since the following argument is not affected when interchanging the roles of λ–m
and λ+m , we may and will assume that |µm − λ–m| 6 |µm − λ+m|.
For λ near Gm we have
ψn(λ)√
∆2(λ)− 4 = i
σnm − λ√
(λ+m − λ)(λ–m − λ)
ζnm(λ)
τn − λ
by (33). The function ζnm is uniformly bounded in view of the asymptotic behavior
of the σnm and Lemma 20.4. So for λ near Gm we immediately obtain
ζnm(λ)
τn − λ = O
(
1
|n−m|
)
, m 6= n,
locally uniformly on W . Moreover, if we integrate along a straight line ℓ from λ–m
to µm on the sheet of Σϕ determined by µ
∗
m , we have√
σnm − λ
λ+m − λ
= O(1)
locally uniformly on W , since |µm − λ–m| 6 |µm − λ+m| and σnm = τm + O(γ2m). It
remains to show that, again locally uniformly on W ,
∫ µ∗
m
λ–
m
√
σnm − λ
λ–m − λ
dλ = O(|γm|+ |µm − τm|) ,
when integrating along the straight line ℓ. But this follows with the substitution
λ = λ–m + t(µm − λ–m). With ε = |σnm − λ–m| and δ = |µm − λ–m| we obtain
∫ 1
0
√
ε+ δ√
δt
δ dt = 2
√
ε+ δ
√
δ 6 ε+ 2δ.
As ε = O(|γm|) and δ = O(|γm| + |µm − τm|) locally uniformly on W , the claim
follows.
The preceding estimates immeditately lead to the following result.
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Theorem 14.4 The series βn =
∑
m 6=n β
n
m converges locally uniformly on
W to a real analytic function on W such that βn = o(1). The angle function
θn = ηn + βn = ηn +
∑
m 6=n
βnm
is a smooth real valued function on L2r and extends to a real analytic function on
W \ Zn when taken modulo π.
Proof. By the preceding estimate and Cauchy Schwarz,∑
m 6=n
|βnm| =
∑
0<|m−n|<|n|/2
|βnm|+
∑
|m−n|>|n|/2
|βnm|
6 c
( ∑
m>|n|/2
|γm|2 + |µm − τm|2
)1/2
+ c (‖γ‖2 + ‖µ− τ‖2)
( ∑
m>|n|/2
1
m2
)1/2
.
Both terms in parentheses converge to zero as n tends to infinity, whence βn = o(1).
The other statements are obvious.
15 Cartesian Coordinates
In the preceding two sections we defined actions and angles,
In = ξ
2
nγ
2
n/4, θn = ηn + βn,
for potentials ϕ in L2r and L
2
r \Zn , respectively, and showed that In and θn mod π
are real analytic on the complex domains W and W \ Zn , respectively. We did
not show yet, however, that they are coordinates, nor did we show that they are
canonical variables. This will be done later.
In this section we introduce and study their associated rectangular coordi-
nates. As usual, they are defined as
xn =
√
2In cos θn, yn =
√
2In sin θn,
where the choice of cos and sin is made so that dxn ∧ dyn = dIn ∧ dθn . This
definition extends to the complex domain W \ Zn by setting
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xn =
ξnγn√
2
cos θn, yn =
ξnγn√
2
sin θn.
The main result of this section is that these functions are in fact well defined and
real analytic on all of W . This holds despite the fact that θn is only defined on
W r Zn , and real analytic only when considered mod π.
Before attacking this problem, recall that the functions ξn and βn have al-
ready been shown to be real analytic on W . It therefore suffices to focus our
attention on the complex functions
z+n = γne
iηn , z–n = γne
−iηn .
Since γn as well as ηn mod 2π have discontinuities, we have to check that they are
analytic on W \ Zn .
Lemma 15.1 The functions z±n = γne
±iηn are analytic on W \ Zn .
Proof. Locally around every point in W \ Zn there exist analytic functions
ρ+n and ρ
–
n such that the set equality {ρ–n, ρ+n } = {λ–n, λ+n } holds. Let
γ˜n = ρ
+
n − ρ–n, η˜n =
∫ µ∗
n
ρ–
n
ψn(λ)√
∆2(λ)− 4 dλ.
Depending on whether ρ+n = λ
+
n or ρ
+
n = λ
–
n , we then have
γn = γ˜n, ηn = η˜n
or, in view of (35),
γn = −γ˜n, ηn =
∫ µ∗
n
λ+n
ψn(λ)√
∆2(λ)− 4 dλ = η˜n + π mod 2π.
In either case,
γne
±iηn = γ˜ne
±iη˜n .
The right hand side is analytic, which proves the lemma.
We now study the limiting behavior of z±n as ϕ approaches a point ϕ0 in Zn .
This limit may be different from zero when ϕ0 is in the open set
Xn = {ϕ ∈W : µn(ϕ) /∈ Gn(ϕ)} .
This set does not intersect the space L2r , since µn ∈ [λ–n, λ+n ] for ϕ of real type.
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Let us write
(36)
ψn(λ)√
∆2(λ)− 4 = iεn
ζn(λ)
s
√
(λ+n − λ)(λ–n − λ)
in analogy to (33) with
ζn(λ) =
∏
m 6=n
σnm − λ
s
√
(λ+m − λ)(λ–m − λ)
,
where the sign εn ∈ {−1, 1} is chosen so that equality holds at µn with the star-
root on the left hand side. This makes sense, since µn /∈ [λ–n, λ+n ]. Furthermore,
let
χn(ϕ) =
∫ µn
τn
ζn(τn)− ζn(λ)
τn − λ dλ,
which is well defined due to the analyticity of ζn in λ and in ϕ.
Lemma 15.2 As ϕ /∈ Zn tends to ϕ0 ∈ Zn ∩Xn ,
γne
±iηn → 2(1± εn)(τn − µn)eχn .
Proof. As Xn is open and ϕ0 belongs to Zn ∩ Xn , we have ϕ ∈ Xn for all
ϕ sufficiently near ϕ0 . Also, ϕ /∈ Zn by assumption. For those ϕ we use (36) to
write, modulo 2π,
iεnηn = iεn
∫ µ∗
n
λ–
n
ψn(λ)√
∆2(λ)− 4 dλ
= −
∫ µn
λ–
n
ζn(λ)
s
√
(λ+n − λ)(λ–n − λ)
dλ.
We decompose the numerator into three terms by writing
(37) ζn(λ) = (ζn(λ)− ζn(τn)) + (ζn(τn)− 1) + 1,
and denote the corresponding integrals, including the minus sign, by υn , on and
ωn .
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We study the limiting behaviour of each integral separately. The first term is
straightforward. If ϕ→ ϕ0 , then γn → 0 and
s
√
(λ+n − λ)(λ–n − λ) → τn − λ
by the definition of the s-root. Hence, as ϕ→ ϕ0 ,
υn =
∫ µn
λ–
n
ζn(τn)− ζn(λ)
s
√
(λ+n − λ)(λ–n − λ)
dλ
→
∫ µn
τn
ζn(τn)− ζn(λ)
τn − λ dλ = χn(ϕ0).(38)
As to the second term, we have ζn(τn)− 1 = O(γn) by Lemma 15.3 below, while∫ µn
λ–
n
1
s
√
(λ+n − λ)(λ–n − λ)
dλ = O(γ−1/2n )
by a straightforward estimate. Hence, as ϕ→ ϕ0 ,
(39) on =
∫ µn
λ–
n
1− ζn(τn)
s
√
(λ+n − λ)(λ–n − λ)
dλ→ 0.
Now consider the third term,
ωn = −
∫ µn
λ–
n
dλ
s
√
(λ+n − λ)(λ–n − λ)
.
We observe that
eεnωn = −ρn + εn s
√
ρ2n − 1 , ρn =
2
γn
(µn − τn),
since both sides, as functions of µn , are solutions of the initial value problem
f ′(w)
f(w)
= − εn
s
√
w2 − 1 , f(λ
–
n) = 1.
Hence, as ϕ→ ϕ0 ,
γne
εnωn = −γnρn + εnγn s
√
ρ2n − 1(40)
= −γnρn
(
1 + εn
s
√
1− ρ−2n
)
→ −2(µn − τn)(1 + εn).
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Combining the results for all three terms we obtain
γne
iηn = γne
εn(υn+on+ωn) → 2(τn − µn)(1 + εn)eεnχn .
Finally, (1 + εn)e
εnχn = (1 + εn)e
χn , since the entire term vanishes for εn = −1.
This proves the lemma for z+n . For z
–
n we just have to switch signs in (40) and the
subsequent formulas.
Lemma 15.3 For µ ∈ Gn ,
ζn(µ) = 1 +O(γn)
locally uniformly on W .
Proof. First let ϕ be of real type with γn > 0. In view of (15),
(−1)n−1
∫ λ+
n
λ–
n
ψn(λ)
+
√
∆2(λ)− 4 dλ = π
for the straight line integral from λ–n to λ
+
n . On this line, both (−1)n−1ψn and ζn
are positive. With (36) we thus obtain, for any µ ∈ Gn ,
π =
∫ λ+
n
λ–
n
ζn(λ)
+
√
(λ+n − λ)(λ − λ–n)
dλ
=
∫ λ+
n
λ–
n
ζn(µ)
+
√
(λ+n − λ)(λ − λ–n)
dλ+
∫ λ+
n
λ–
n
ζn(λ) − ζn(µ)
+
√
(λ+n − λ)(λ − λ–n)
dλ
= πζn(µ) +O
(|ζn(λ) − ζn(µ)|Gn) ,
where | · |Gn denotes the sup-norm over Gn . Hence, for µ ∈ Gn ,
ζn(µ) = 1 +O
(|ζn(λ) − ζn(µ)|Gn) .
In view of Lemma 20.1 the function ζn is uniformly bounded on a neighbourhood
of radius of order 1 around Gn . This bound holds uniformly in n and locally
uniformly on W , no matter if γn > 0 or not. Therefore, by Cauchy’s estimate,
|ζn(λ) − ζn(µ)| 6M |λ− µ| 6 M |γn|
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for λ, µ ∈ Gn with a constant M independent of n and locally independent of ϕ.
This proves the claim for ϕ of real type.
For ϕ not of real type we can not argue with the sign of ψn and ζn . But the
first and hence the subsequent equations must be true at least up to a sign so that
at least
ζn(µ) = ±1 +O(γn) .
But by the continuity of ζn in λ and ϕ, the claimed statement must also be valid
for ϕ not of real type.
In view of the preceding result we extend the functions z±n to Zn by defining
z±n =


2(1± εn)(τn − µn)eχn on Zn ∩Xn,
0 on Zn \Xn.
Then we have the following result.
Theorem 15.4 The functions z±n as extended above are analytic on W .
Proof. We apply Theorem 19.5 to the function z±n on the domain W with
the subvariety Zn .
By Lemma 15.1 these functions are analytic on W \Zn . By a simple inspection
of the formula for z±n they are also continuous in every point of Zn ∩ Xn and of
Zn \Xn . Thus, the functions z±n are continuous on all of W .
To show that they are weakly analytic when restricted to Zn , let D be a one-
dimensional complex disc contained in Zn . If the center of D is in Xn , then the
entire disc D is in Xn , if chosen sufficiently small. The analyticity of z
±
n = γne
±iηn
on D is then evident from the above formula, the definition of χn , and the local
constancy of εn on Xn .
If the center of D does not belong to Xn , then consider the analytic function
µn − τn on D. This function either vanishes identically on D, in which case z±n
vanishes identically, too. Or it vanishes in only finitely many points. Outside
these points, D is in Xn , hence z
±
n is analytic there. By continuity and analytic
continuation, these functions are analytic on all of D.
We thus have shown that z±n are analytic on D. The result now follows with
Theorem 19.5.
To establish the range of the cartesian coordinates xn and yn we further need
the following asymptotic estimates for the z±n .
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Lemma 15.5
z±n = O(|γn|+ |µn − τn|)
locally uniformly on W .
Proof. Recall from the proof of Lemma 15.2 that
γne
iηn = −γn
(
ρn − εn s
√
ρ2n − 1
)
eεn(υn+on)
= −γnρn
(
1 + εn
s
√
1− ρ−2n
)
eεn(υn+on)
on Xn \ Zn with γnρn = 2(µn − τn). In view of the analyticity and local uniform
boundedness of ζn by Lemma 20.4 we have e
εnυn = O(1) locally uniformly. Simi-
larly, eεnon = O(1) locally uniformly by the arguments leading to (39). Finally, for
|ρn| 6 1,∣∣γn ( ρn ± s√ρ2n − 1)∣∣ 6 2 |γn| ,
while for |ρn| > 1,∣∣γnρn (1± s√1− ρ−2n )∣∣ 6 3 |γnρn| 6 6 |µn − τn| .
For both cases we thus have the common bound 2 |γn| + 6 |µn − τn| on Xn \ Zn ,
which establishes the estimate for γne
iηn on this set. By continuity, these estimates
extend in a locally uniform fashion to all of W . The argument for γne
−iηn is, of
course, completely analogous.
For ϕ ∈ L2r , we now define Ω(ϕ) = (xn(ϕ), yn(ϕ))n∈Z with
xn =
ξn
2
√
2
(γne
iθn + γne
−iθn),
yn =
ξn
2
√
2 i
(γne
iθn − γne−iθn),
and θn = ηn + βn . From the preceding asymptotic estimates it is evident that Ω
defines a continuous, locally bounded map into ℓ2r . Moreover, each component is
real analytic. Hence we arrive at the main result of this section.
Theorem 15.6 The map
Ω : L2r → ℓ2r, ϕ 7→ (xn(ϕ), yn(ϕ))n∈Z
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is real analytic and extends to an analytic map W → ℓ2c .
16 Gradients
To make further progress we need to determine the Jacobian of the map Ω. It
suffices to do this for finite gap potentials and then refer to a density and continuity
argument. – We begin with the gradients of z±n . The proof of the following result
was inspired by work of Korotyaev [15].
Lemma 16.1 At a finite gap potential,
∂z+n = −2(0, e−2πint) + ℓ2(n),
∂z–n = −2(e2πint, 0) + ℓ2(n).
At the zero potential, these identities hold without the error terms.
Proof. We approximate a given potential ϕ0 in L
2
r ∩ Zn by potentials ϕ
in L2r r Zn with the property that µn 6= λ±n . For those ϕ we may extend the
representation (36) to λ in the real interval (λ–n, λ
+
n ) by taking the limit from the
lower complex half plane so that s
√
(λ+n − λ)(λ–n − λ) → i +
√
(λ+n − λ)(λ − λ–n) . We
then have to consider
ηn = εn
∫ µn
λ–
n
ζn(λ)
+
√
(λ+n − λ)(λ–n − λ)
dλ,
where the sign εn is determined by the identity
ψn(µn)
∗
√
∆2(µn)− 4
= εn
ζn(µn)
+
√
(λ+n − µn)(µn − λ–n)
.
We decompose the numerator into three terms as in (37) and again denote the
resulting integrals by υn , on and ωn so that
γne
iηn = γne
εnωn eεn(υn+on).
Now consider the limit as ϕ → ϕ0 and hence γn → 0. By the arguments
leading to (38) and (39) we have
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υn =
∫ µn
λ–
n
ζn(τn)− ζn(λ)
i +
√
(λ+n − λ)(λ − λ–n)
dλ→ 0,
on =
∫ µn
λ–
n
1− ζn(τn)
i +
√
(λ+n − λ)(λ − λ–n)
dλ→ 0.
As γne
εnωn and eυn+on are both analytic, and the former expression converges to
zero in the real case, it follows by the product rule that
∂(γne
iηn)→ ∂(γneεnωn).
Moreover, similar as in (40) we have
γne
εnωn = 2(τn − µn) + iεnγn +
√
1− ρ2n , ρn =
2
γn
(µn − τn),
and
γn
+
√
1− ρ2n = +
√
γ2n − γ2nρ2n = 2 +
√
(λ+n − µn)(µn − λ–n) .
Letting rn =
+
√
(λ+n − µn)(µn − λ–n) we thus get
∂(γne
εnωn) = 2(∂τn − ∂µn + iεn∂rn).
By Lemmas 6.8 and 8.3,
(41) 2(∂τn − ∂µn) = (−e2πint,−e−2πint) + ℓ2(n).
To study the gradient of rn we use the representation (36) at the point µn to write
(42) εnrn =
ζn(µn)
ψn(µn)
∗
√
∆2(µn)− 4 = φn(µn)δ(µn)
with φn = ζn/ψn . By Lemmas 15.3 and 11.11 and the asymptotics of the µn ,
2φn = (−1)n−1 + ℓ2(n)
uniformly in a neighbourhood of ϕ. So we have ∂φn = ℓ
2(n) by Cauchy’s estimate.
Moreover, for λ near µn ,
δ˙(λ) = ℓ2(n),
i∂δ(λ) = (−1)n(−e2πint, e−2πint) + ℓ2(n)(43)
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by Lemma 16.2 proven below. Taking the gradient in (42) by applying the product
and the chain rule, we thus obtain
2iεn∂rn =
[
(−1)n−1 + ℓ2(n)] [i∂δ + ℓ2(n)] + ℓ2(n)
= (e2πint,−e−2πint) + ℓ2(n).(44)
Adding this to and subtracting this from 2(∂τn − ∂µn), respectively, we arrive at
the formulas for ∂z+n and ∂z
–
n .
At the zero potential, identities (41) and (43) hold without the error terms
again by Lemmas 6.8 and 8.3 and Lemma 16.2 below. Moreover, 2φn(µn) =
(−1)n−1 and δ(µn) = 0 at the zero potential, so also (44) holds without the error
term. From this the final statement of the lemma follows.
Lemma 16.2 δ˙(λ) = ℓ2(n) and
i∂δ(λ) = (−1)n(−e2πint, e−2πint) + ℓ2(n)
for λ ∈ Dn = {λ ∈ C : |λ− nπ| < π/4}. At the zero potential the latter identity
holds without the error term.
Proof. The first statement is an immediate consequence of Proposition 2.3.
To obtain the gradient, note that
i∂1M` =
(
m`1 m`2
m`3 m`4
)(
−m3m4 −m24
−m23 m3m4
)
,
and similarly for i∂2M` by Proposition 6.2. We get
i∂1δ = −m`1m24 + (m`2 − m`3)m3m4 + m`4m23,
i∂2δ = −m`1m22 + (m`2 − m`3)m1m2 + m`4m21.
Since (
m1 m2
m3 m4
)∣∣∣∣∣
µn
=
(
e−πint 0
0 eπint
)
+ ℓ2(n)
by Theorem 2.2 and Proposition 4.1 we conclude that
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i∂1δ
∣∣
µn
= −m`1m24 + ℓ2(n) = (−1)n−1e2πint + ℓ2(n),
i∂2δ
∣∣
µn
= m`4m
2
1 + ℓ
2(n) = (−1)ne−2πint + ℓ2(n).
The error terms disappear at the zero potential, since then M = Eλ .
We may now determine the gradients of the cartesian coordinates at finite
gap potentials.
Theorem 16.3 At a finite gap potential,
∂xn =
1√
2
(−e2πint,−e−2πint) + ℓ2(n),
∂yn =
1√
2 i
(e2πint,−e−2πint) + ℓ2(n).
At the zero potential, these identities hold without the error terms.
Proof. By the definition of the cartesian coordinates,
xn =
ξn
2
√
2
(z+n e
iβn + z–ne
−iβn),
yn =
ξn
2
√
2 i
(z+n e
iβn − z–ne−iβn).
At a finite gap potential we have z±n = 0 for |n| sufficiently large, ξn = 1 + ℓ2(n)
by Lemma 13.3, and βn = O(1/n) by Lemma 14.3 using that |γm|+ |µm − τm| = 0
for almost all m. Furthermore, the z-coordinates are locally bounded in ℓ2 . By the
product rule and Cauchy’s estimate, we thus obtain
∂xn =
1
2
√
2
(∂z+n + ∂z
–
n) + ℓ
2(n),
∂yn =
1
2
√
2 i
(∂z+n − ∂z–n) + ℓ2(n).
The error terms vanish at the zero potential, since then ξn = 1 by Theorem 13.3
and βn = 0 by Lemma 14.1. With Lemma 16.1 we get the claimed asymptotics.
17 Canonical Relations
Our aim is to show that Ω : L2r → ℓ2r is a local diffeomorphism preserving the
Poisson structure. To this end we now establish the standard canonical relations
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among the Birkhoff coordinates. This will also imply the diffeomorphism property.
Following McKean & Vaninsky [21] we first establish the corresponding rela-
tions for the action and angle variables. Among those the brackets of the actions
are the simplest to obtain. – The following lemmas are understood to hold for all
m,n ∈ Z.
Proposition 17.1 On L2r ,
{Im ,In} = 0.
Proof. By Theorem 13.1,
∂In = − 1
π
∫
Γn
∂∆(λ)
c
√
∆2(λ) − 4 dλ.
Hence
{Im ,In} = 1
π2
∫
Γm
∫
Γn
{∆λ ,∆µ}
c
√
∆2(λ) − 4 c
√
∆2(µ)− 4 dλdµ.
As {∆λ ,∆µ} = 0 for any λ and µ by Proposition 7.3, the result follows.
To study the brackets of actions and angles, we first consider the discriminant
∆λ for any λ instead of a particular action In .
Lemma 17.2 On L2r r Zn ,
−2 {∆λ ,θn} = ψn(λ).
Proof. As far as the bracket is concerned we may simply consider
βnm =
∫ µ∗
m
λ–
m
ψn(λ)√
∆2(λ) − 4 dλ
for any m and n, ignoring the modulo part for n = m. The bracket with ∆λ
amounts to a differentiation in the direction of a flow which leaves the periodic
spectrum invariant. Hence we only need to take into account the differential of µm ,
and with Lemma 7.4 and the definition of the star-root in (26) we obtain
−2 {∆λ ,βnm} = −2 {∆λ ,µm}
ψn(µm)
∗
√
∆2(µm)− 4
= ψn(µm)pm(λ).
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It follows with the uniform converergence of the θ-series established in Lemma 14.4
and the Interpolation Lemma 22.4 that
−2 {∆λ ,θn} = −2
∑
m∈Z
{∆λ ,βnm}
=
∑
m∈Z
ψn(µm)pm(λ) = ψn(λ).
Corollary 17.3 On L2r r Zn ,
{Im ,θn} = δmn.
Proof. In view of the representation of the gradient of In and the last lemma,
{Im ,θn} = − 1
π
∫
Γm
{∆λ ,θn}
c
√
∆2(λ) − 4 dλ
=
1
2π
∫
Γm
ψn(λ)
c
√
∆2(λ) − 4 dλ = δmn
by Theorem 11.1.
Finally, we consider the brackets of angles. The idea is to determine {θm ,θn}
first at a particular point on any given isospectral set, and then to extend the result
with the help of the flows Xn of section 10. – The basic observation is the following.
Lemma 17.4
{βmk ,βnl } = 0, k, l ∈ Z,
at any potential in L2r r (Zm ∪ Zn) whose Dirichlet eigenvalues are all in their
leftmost positions.
Proof. Fix k and l. By the continuity of the bracket and Theorem 6.10, it
suffices to consider the case where also the k-th and l-th gaps are open. So let ϕ0
be a potential in L2r r (Zm ∪ Zn ∪ Zk ∪ Zl) whose Dirichlet eigenvalues are all in
the leftmost position.
Let λn = λ
–
n to shorten notation, and note that λk, λl, λm, λn are all analytic
in a neighbourhood of Iso(ϕ0). Since β
m
k and β
n
l are analytic in ϕ0 , we may
approximate ϕ0 in a convenient way. In view of Corollary 10.2 we choose potentials
96 Part 3: Birkhoff Coordinates
ϕ ∈ Iso(ϕ0) such that
µk(ϕ) % λk(ϕ0), µl(ϕ) % λl(ϕ0).
Taking the gradient of βmk at such ϕ by the standard rules of calculus, in particular
∂a
∫ b
a
dt√
t− a = −
1√
b − a ,
we get
∂βmk =
ψm(µk)
∗
√
∆2(µk)− 4
(∂µk − ∂λk) +
∫ µ∗
k
λk
∂′
ψn(λ)√
∆2(λ) − 4 dλ,
where the prime in ∂′ indicates that we do not consider λk as a function of ϕ when
taking that gradient. This latter gradient is a function of order (µk−λk)−1/2 , since
all other terms in its product representation stay uniformly away from zero. The
integral itself is therefore of order (µk − λk)1/2 and vanishes as µk % λk . Hence,
the gradient at ϕ0 is given by
∂βmk = lim
ϕ→ϕ0
ψm(µk)
δ(µk)
(∂µk − ∂λk).
A similar expression holds for ∂βnl . So altogether we obtain
{βmk ,βnl } = lim
ϕ→ϕ0
ψm(µk)
δ(µk)
ψn(µl)
δ(µl)
{µk − λk ,µl − λl} .
The latter bracket decomposes into four terms, all of which converge to zero
individually. For instance,
{µk ,λl}
δ(µk)δ(µl)
= − 1
2∆˙(λl)
pk(λl)
δ(µl)
by Lemma 7.6. The term ∆˙(λl) is constant and not zero for ϕ ∈ Iso(ϕ0), so the
latter expression is dominated by the term
µl − λl√
µl − λl
→ 0
as µl % λl . The same reasoning applies mutatis mutandis to {λk ,µl}. Finally,
{µk ,µl} = 0 and {λk ,λl} = 0 by Lemma 7.1. Altogether this proves the lemma.
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Corollary 17.5
{θm ,θn} = 0
at any potential in L2r r (Zm ∪ Zn) whose Dirichlet eigenvalues are all in their
leftmost positions.
The preceding lemma states that {θm ,θn} = 0 at a particular point on the
isospectral set of any real type potential, for which both angles are defined. We
now want to extend this result to the entire isospectral set of such a potential.
Lemma 17.6
{∆λ , {θm ,θn}} = 0
at any potential in L2r r (Zm ∪ Zn).
Proof. Consider the entire function φ(λ) = {∆λ , {θm ,θn}}. On one hand,
− 1
π
∫
Γk
φ(λ)
c
√
∆2(λ)− 4 dλ = {Ik , {θm ,θn}}
= {θm , {Ik ,θn}}+ {θn , {θm ,Ik}} = 0
for any k ∈ Z by formula (30) for the gradient of Ik and the definition of the
bracket, the Jacobi identity and Lemma 17.3. It follows with Lemma 11.2 that φ
has a root in every spectral gap Gk , k ∈ Z. On the other hand,
φ(λ) = {θm , {∆λ ,θn}}+ {θn , {θm ,∆λ}}
= 12 {θn ,ψm(λ)} − 12 {θm ,ψn(λ)}
again by the Jacobi identity and Lemma 17.2. This identity shows that as a function
of λ, φ has the same growth properties as the ψ-functions, and that the Interpo-
lation Lemma 22.4 applies to φ as well. As φ has a root in every spectral gap, φ
vanishes, which is the claim.
Lemma 17.7
{θm ,θn} = 0
at any potential in L2r r (Zm ∪ Zn).
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Proof. By the continuity of the bracket, it suffices to verify the claim on the
dense subset of finite gap potentials in L2rr (Zm∪Zn). Let ϕ0 be such a potential.
If λ–k < µk < λ
+
k , then we may apply the flow of the vector field Xk of section 10
to move µk to λ
–
k while staying on Iso(ϕ0). The Lie-derivative of {θm ,θn} along
this flow line is
LXk {θm ,θn} = {{θm ,θn} ,∆λ}
∣∣∣
λ=µk
= 0
by the preceding lemma, so {θm ,θn} remains unchanged. After finitely many such
steps, we have moved ϕ0 to a potential ϕ on Iso(ϕ0) with µk = λ
–
k for all k ∈ Z,
and with Lemma 17.5 we conclude that
{θm ,θn}
∣∣
ϕ0
= {θm ,θn}
∣∣
ϕ
= 0.
This proves the lemma.
We are now in a position to establish the main result of this section, the
corresponding canonical relations for the Birkhoff coordinates.
Theorem 17.8 On L2r ,
{xm ,xn} = 0, {xm ,yn} = δmn, {ym ,yn} = 0
for all m,n ∈ Z.
Proof. Fix m and n. By the continuity of the bracket and the Birkhoff
coordinates, it suffices to check these relations on the dense subset L2rr (Zm∪Zn).
For example, with xm =
√
2Im cos θm and yn =
√
2In sin θn ,
{xm ,yn} = cos θm√
2Im
√
2In cos θn {Im ,θn}
− sin θn√
2In
√
2Im sin θm {θm ,In}
= δmn(cos
2 θn + sin
2 θn)
= δmn.
Similarly for the other two brackets.
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18 Global Diffeomorphism
So far we know that
Ω : L2r → ℓ2r, ϕ 7→ (xn(ϕ), yn(ϕ))n∈Z
defines a real analytic map. We now show that Ω is also a local and even a global
diffeomorphism. – First the local property, which is tantamount to the following.
Theorem 18.1 At every point ϕ ∈ L2r ,
dϕΩ : L
2
r → ℓ2r
is a linear isomorphism. At the zero potential, the differential d0Ω is given by the
gradients in Theorem 16.3 without the error terms.
Remark. Note that d0Ω is the standard Fourier transform.
Proof. Fix ϕ ∈ L2r , and let us introduce the abbreviation
en := − 1√
2
e2πint, n ∈ Z.
Then, by Theorem 16.3,
dϕΩ(h) = (〈∂xn ,h〉 , 〈∂yn ,h〉)n∈Z = (
〈
d+n ,h
〉
, 〈d–n ,h〉)n∈Z
with
d+n = (en, e−n) + ℓ
2(n), d–n = i(en,−e−n) + ℓ2(n).
We are going to compare these vectors with the vectors
e+n = (en, e−n), e
–
n = i(en,−e−n),
which form an orthonormal basis of L2r . To this end, let
A : L2c → L2c , Ah =
∑
n∈Z
〈
h,e+n
〉
d+n + 〈h,e–n〉 d–n.
Then Ae±n = d
±
n , hence
〈
d±n ,h
〉
=
〈
Ae±n ,h
〉
=
〈
e±n ,A
∗h
〉
for all n ∈ Z, and thus
dϕΩ(h) = (
〈
e+n ,A
∗h
〉
, 〈e–n ,A∗h〉)n∈Z.
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This shows that dϕΩ is a linear isomorphism if and only if A is a linear isomorphism.
Hence it suffices to prove the latter.
To prove the latter first note that at any finite gap potential,
∑
n∈Z
∥∥(A− I)e±n ∥∥2 =∑
n∈Z
∥∥d±n − e±n ∥∥2 =∑
n∈Z
ℓ1(n) <∞
by the asymptotic behaviour of the gradients of xn and yn obtained in Theo-
rem 16.3. Hence A − I is Hilbert-Schmidt and thus compact for finite gap poten-
tials. Since the latter are dense in L2r and ϕ 7→ A is continuous, A− I is compact
everywhere.
Second, A is one-to-one. To this end, we first note that
A∗Jd±n = e
∓
n , n ∈ Z,
where J denotes the Poisson structure. Indeed, by the canonical relations for the
Birkhoff coordinates, we for instance have
〈
e±m ,A
∗Jd+n
〉
=
〈
Ae±m ,Jd
+
n
〉
=
〈
d±m ,Jd
+
n
〉
=
{
{xm ,xn} = 0,
{ym ,xn} = δmn,
whence A∗Jd+n = e
+
n . Now assume that Ah = 0. Then
0 =
〈
Ah,Jd±n
〉
=
〈
h,A∗Jd±n
〉
= 〈h,e∓n 〉
for all n ∈ Z. As the e±n form an orthonormal basis, we conclude that h = 0.
Thus, A is one-to-one, and A − I is compact. By the Fredholm Alternative,
A is a linear isomorphism, and the theorem is proven.
To establish Ω : L2r → ℓ2r as a global diffeomorphism, it remains to show that
Ω is one-to-one and onto. The argument is based on the fact that the map from
ϕ to its sequence of actions is proper, that is, the preimage of any compact set is
compact.
Proposition 18.2 The map
I : L2r → ℓ1, ϕ 7→ (In(ϕ))n∈Z
is proper.
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Proof. The properness of I amounts to the fact that any given sequence
(ϕk) in L
2
r with the property that I(ϕk) converges in ℓ
1 contains a convergent
subsequence. – So let (ϕk) be a sequence in L
2
r such that
I(ϕk)→ I0
with respect to the ℓ1-norm. By Proposition 13.4,∑
n∈Z
In(ϕ) = ‖ϕ‖22
for any ϕ ∈ L2r . Hence we know that
‖ϕk‖22 =
∑
n∈Z
In(ϕk)→
∑
n∈Z
I0n <∞,
that is, (ϕk) is bounded. This sequence thus admits a weakly convergent subse-
quence, denoted by the same symbol, with a weak limit ϕ0 in L
2
r . We are going to
show that also
‖ϕk‖2 → ‖ϕ0‖2 .
Then ϕ0 is also the strong limit of this subseqeunce, and we are done.
So assume that ϕk ⇀ ϕ0 . By Proposition 5.5 the periodic eigenvalues are
compact functions of a potential of real type, so
λ±n (ϕk)→ λ±n (ϕ0)
for each n ∈ Z. Hence, if Γn is a cycle around Gn(ϕ), then Γn is also a cycle
around Gn(ϕk) for all sufficiently large k. Since ∆ is a compact function of ϕ by
Proposition 1.2, we conclude that
In(ϕk) =
1
π
∫
Γn
λ∆˙(λ)
c
√
∆2(λ, ϕk)− 4
dλ
→ 1
π
∫
Γn
λ∆˙(λ)
c
√
∆2(λ, ϕ0)− 4
dλ = In(ϕ0)
for each n ∈ Z. It follows that
‖ϕk‖22 =
∑
n∈Z
In(ϕk)→
∑
n∈Z
In(ϕ0) = ‖ϕ0‖22 ,
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as we wanted to show.
Theorem 18.3 The map
Ω : L2r → ℓ2r
is proper, one-to-one and onto.
Proof. The properness is an immediate consequence of the preceding result.
To prove the other two statements we are going to show that
X :=
{
z ∈ ℓ2r : Ω−1(z) is a one-point-set
}
equals ℓ2r . Since the latter set is connected, this amounts to showing that X is not
empty, open and closed.
X is not empty. We show that 0 ∈ X . If Ω(ϕ) = 0, then also I(ϕ) = 0,
hence ‖ϕ‖2 = 0 by Proposition 13.4 and so ϕ = 0. Therefore,
Ω−1(0) = {0} ,
whence 0 ∈ X .
X is closed. Consider a sequence (zk) in X converging to some point z in ℓ
2
r .
By assumption,
Ω−1(zk) = {ϕk } .
Since Ω is proper, (ϕk) has a convergent subsequence, so passing to a subsequence
we can assume that ϕk → ϕ. By continuity,
zk = Ω(ϕk)→ Ω(ϕ) = z.
This z has no other preimage. For if Ω(ψ) = z for another ψ 6= ϕ, then by the
local diffeomorphism property of Ω, also the zk for k sufficiently large would have
at least two preimages, which is false. Hence, Ω−1(z) = {ϕ}, and z ∈ X .
X is open. Let z0 ∈ X , and
Ω−1(z0) = {ϕ0} .
Being a local diffeomorphism, Ω maps a neighbourhood U0 around ϕ0 one-to-one
onto a neighbourhood V0 around z0 . We claim that there exists another neigh-
bourhood V ⊂ V0 such which is contained in X .
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Suppose not. Then there exists a sequence (zk) outside of X converging to
z0 . Hence, each set Ω
−1(zk) contains at least two points,
Ω−1(zk) ⊃ {ϕk, ψk } , ϕk ∈ U0, ψk /∈ U0.
Clerarly, ϕk → ϕ0 , while by the properness of Ω, we can pass to a convergent
subsequence such that also ψk → ψ0 6= ϕ0 . But then also Ω(ψ0) = z0 , or
Ω−1(z0) ⊃ {ϕ0, ψ0} ,
which contradicts our assumption z0 ∈ X .
Part 4
Appendices
19 Analyticity
We discuss the notion of an analytic map between two complex Banach spaces
and prove two frequently used characterizations of such maps. This material is
taken from Appendix A in [13].
Let E and F be complex Banach spaces with norms | · | and ‖ · ‖, respectively,
and let U ⊂ E be open. A map
f : U → F
is analytic on U , if it is continuously differentiable on U . This is the straightforward
generalization of the notion of an analytic function of one complex variable.
It is convenient to introduce another notion of analyticity. A map f : U → F
is weakly analytic on U , if for each u ∈ U , h ∈ E and L ∈ F ∗ , the function
z 7→ Lf(u+ zh)
is analytic in some neighbourhood of the origin in C in the usual sense. The radius
of weak analyticity of f at u is the supremum of all r > 0 such that the above
function is defined and analytic in the disc |z| < 1 for all L ∈ F ∗ and h ∈ E with
|h| < r.
Clearly, the radius r of weak analyticity at u is not greater than the distance
ρ of u to the boundary of U . On the other hand, if L and h are given with
|h| < ρ, then z 7→ Lf(u + zh) is well defined on the disc |z| < 1 and analytic in
some neighbourhood of each point in it, since f is weakly analytic on all of U .
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Consequently, this function is analytic on |z| < 1. It follows that indeed r = ρ.
The notion of a weakly analytic map is weaker than that of an analytic map.
For instance, every globally defined, but unbounded linear operator is weakly ana-
lytic, but not analytic. Remarkably, a weakly analytic map is analytic, if in addition
it is locally bounded. – Before we get to this result, we state two basic lemmata.
Lemma 19.1 (Cauchy’s Formula) Suppose f is weakly analytic and contin-
uous on U . Then, for every u ∈ U and h ∈ E ,
f(u+ zh) =
1
2πi
∫
|ζ|=ρ
f(u+ ζh)
ζ − z dζ
for |z| < ρ < r/ |h|, where r is the radius of weak analyticity of f at u.
Proof. Fix u ∈ U , and let r > 0 be the radius of weak analyticity of f at u.
Then the open ball of radius r around u is contained in U . For every h ∈ E , the
integral
1
2πi
∫
|ζ|=ρ
f(u+ ζh)
ζ − z dζ, |z| < ρ < r/ |h| ,
is well defined, since f is continuous and |ζh| < r, |ζ − z| > 0 for |ζ| = ρ. Then,
for every L ∈ F ∗ ,
1
2πi
L
∫
|ζ|=ρ
f(u+ ζh)
ζ − z dζ =
1
2πi
∫
|ζ|=ρ
Lf(u+ ζh)
ζ − z dζ = Lf(u+ zh)
by the usual Cauchy formula. Since this holds for all L, the statement follows.
Lemma 19.2 (Cauchy’s Estimate) Let f be an analytic map from the open
ball of radius r around u in E into F , such that ‖f‖ 6 M on this ball. Then
‖duf‖ = max
h 6=0
‖duf(h)‖
|h| 6
M
r
.
Proof. Let h 6= 0 in E . Then φ(z) = f(u+ zh) is an analytic map from the
complex disc |z| < r/ |h| in C into F that is uniformly bounded by M . Hence
‖d0φ‖ = ‖duf(h)‖ ≤ M
r
|h|
by the usual Cauchy inequality. The above statement follows, since h 6= 0 was
arbitrary.
106 Part 4: Appendices
The statement of the lemma is particularly transparent, when f is a complex
valued function. Then duf is an element in the dual space E
∗ to E , and the
induced operator norm is the norm | · |E∗ dual to | · |E . So, for instance, if f is
bounded in absolute value by M on the balls
|u|∞ , |u|2 , |u|1 < r,
then
|d0f |1 , |d0f |2 , |d0f |∞ 6
M
r
,
respectively, in both finite and infinite dimensional settings.
We now turn to the basic characterization of analytic maps between complex
Banach spaces. An infinitely often differentiable function f is said to be represented
by its Taylor series near a point u, if
f(u+ h) =
∑
n>0
1
n!
dnuf(h, . . . , h),
for all sufficiently small h, with the series converging absolutely and uniformly.
Theorem 19.3 Let f : U → F be a map from an open subset U of a
complex Banach space E into a complex Banach space F . Then the following
three statements are equivalent.
(a) f is weakly analytic and locally bounded on U .
(b) f is analytic on U .
(c) f is infinitely often differentiable on U , and is represented by its Taylor series
in a neighbourhood of each point in U .
Proof. (a) ⇒ (b) Suppose f is weakly analytic and locally bounded. We
first show that f is continuous.
Fix u ∈ U and choose r > 0 so small that sup|h|6r ‖f(u+ h)‖ =M <∞. By
the usual Cauchy formula,
Lf(u+ zh)− Lf(u) = z
2πi
∫
|ζ|=1
Lf(u+ ζh)
(ζ − z)ζ dζ
for |z| < 1 and |h| < r, and for any L ∈ F ∗ . Hence, for |z| < 1/2,∣∣∣∣Lf(u+ zh)− Lf(u)z
∣∣∣∣ 6 2M ‖L‖ ,
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where ‖L‖ denotes the operator norm of L. This estimate holds for all L ∈ F ∗
uniformly for |z| < 1/2 and |h| < r. Consequently,
∥∥∥∥f(u+ zh)− f(u)z
∥∥∥∥ 6 2M
for |z| < 1/2 and |h| < r. From this, the continuity of f follows.
Now, f being weakly analytic and continuous, Cauchy’s formula applies, and
f(u+ zh) =
1
2πi
∫
|ζ|=1
f(u+ ζh)
ζ − z dζ
for |z| < 1 and |h| < r. It follows that f has a directional derivative in every
direction h, namely
δu(h) = lim
z→0
f(u+ zh)− f(u)
z
=
1
2πi
∫
|ζ|=1
f(u+ ζh)
ζ2
dζ.
In fact, this limit is uniform in |v − u| < r/2 and |h| < r/2, since
∥∥∥∥f(v + zh)− f(v)z − δv(h)
∥∥∥∥ =
∥∥∥∥∥ z2πi
∫
|ζ|=1
f(v + ζh)
ζ2(ζ − z) dζ
∥∥∥∥∥ 6 2M |z|
for |z| < 1/2. Hence, f is continuously differentiable, hence analytic on U .
(b)⇒ (c) Suppose f is analytic on U . As before, fix u ∈ U and r > 0 such
that sup|h|6r ‖f(u+ h)‖ =M <∞. For h ∈ E and n > 0, define
Pn(h) =
n!
2πi
∫
|ζ|=ρ
f(u+ ζh)
ζn+1
dζ,
where ρ > 0 is chosen sufficiently small. The integral is independent of ρ as long
as ρ 6 r/ |h|, since f is analytic. For instance, P0(h) = f(u) and P1(h) = Duf(h).
We show that Pn(h) is the n-th directional derivative of f in the direction h.
First of all, Cauchy’s formula and the expansion
1
ζ − 1 =
m∑
n=0
1
ζn+1
+
1
ζm+1(ζ − 1)
give
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f(u+ h)−
m∑
n=0
1
n!
Pn(h) =
1
2πi
∫
|ζ|=ρ
f(u+ ζh)
ζm+1(ζ − 1) dζ
for |h| < r. Choosing ρ = r/ |h| for h 6= 0, the norm of the right hand side is
bounded by
M
( |h|
r
)m |h|
r − |h| =
M
rm(r − |h|) |h|
m+1 .
Consequently,
f(u+ h) =
∞∑
n=0
1
n!
Pn(h)
for |h| < r. Moreover, the sum converges uniformly in every ball |h| < ρ < r.
We now show that each Pn is a homogeneous polynomial of degree n. That
is, there exists a bounded symmetric n-linear map An such that Pn = Aˆn , the
polynomial associated with An by evaluating it on the diagonal.
Consider the map An defined by
An(h1, . . . , hn)
=
1
(2πi)n
∫
|ζ1|=ε
· · ·
∫
|ζn|=ε
f(u+ ζ1h1 + · · ·+ ζnhn)
ζ21 . . . ζ
2
n
dζ1 . . .dζn,
where ε > 0 is sufficiently small, say ε < min16i6n r/ |hi|. For every L ∈ F ∗ , the
map (z1, . . . , zn) 7→ Lf(u+z1h1+ · · ·+znhn) is analytic in a neighbourhood of the
origin in Cn . Hence, by the usual Cauchy formula for n complex variables,
LAn(h1, . . . , hn) = ∂z1 · · ·∂znLf(u+ z1h1 + · · ·+ znhn)
∣∣
0
.
It follows that An is linear and symmetric in all arguments. An is also bounded
by a straightforward estimate. Finally, using Cauchy’s formula again,
LAn(h1, . . . , hn) = ∂
n
z Lf(u+ zh)
∣∣
0
= LPn(h)
for all L. Therefore, An(h1, . . . , hn) = Aˆn(h) = Pn(h), as we wanted to show.
Thus, on the ball of radius r around u, the map f is represented by a power
series, which converges uniformly on every smaller ball around u. It is a basic fact
that such a map is infinitely often differentiable. In particular, dnuf = An for all
n > 0.
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(c)⇒ (a) This is trivial.
A special case of the preceding theorem arises for maps into a Hilbert space.
Theorem 19.4 Let f : U → H be a map from an open subset U of a
complex Banach space into a Hilbert space with orthonormal basis (en)n>1 . Then
f is analytic on U if and only if f is locally bounded, and each coordinate function
fn = 〈f ,en〉 : U → C
is analytic on U . Moreover, the derivative of f is given by
df(h) =
∑
n>1
dfn(h)en.
Proof. Let L ∈ H∗ . By the Riesz representation theorem, there is a unique
element ℓ in H such that Lφ = 〈φ,ℓ〉 for all φ in H . Write
ℓ =
∑
n>1
λnen,
and set
ℓm =
m∑
n=1
λnen, m > 1.
Then L is the operator norm limit of the functionals Lm defined by Lmφ = 〈φ,ℓm〉.
That is,
sup
‖φ‖61
‖(L− Lm)(φ)‖ → 0, m→∞.
Given x in U , choose r > 0 so that f is bounded on the ball of radius r
around x. Fix h in the complex Banach space containing U with ‖h‖ < r. On
|z| < 1, the functions
z 7→ Lmf(x+ zh) =
m∑
n=1
λnfn(x+ zh), m > 1
are analytic by hypotheses and tend uniformly to the function z 7→ Lf(x + zh),
since f is bounded. Hence that function is also analytic on |z| < 1. This shows
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that f is weakly analytic and locally bounded. By Theorem 19.3, the function f is
analytic.
Conversely, if f is analytic, then of course f is locally bounded, and each
coordinate function fn is analytic.
Finally, if f is analytic, then dxf(h) exists and is an element of H , hence can
be expanded with respect to the orthonormal basis (en)n>1 . Its n-th coefficient is
〈dxf(h),en〉 = dx 〈f ,en〉 (h) = dxfn(h)
by the chain rule, since 〈· ,en〉 is a linear function. Thus,
dxf(h) =
∑
n>1
dxfn(h)en
as was to be proven.
The next theorem may generalizes Theorem 19.3. A subset V ⊂ U of an open
set U in a complex Banach space is called an analytic subvariety, if locally it can
be represented as the zero set of an analytic function taking values in some Cn .
Theorem 19.5 Let V1, . . . , Vm be analytic subvarieties of an open subset U
in a complex Banach space E . Suppose the function f : U → C is
(i) analytic on U \ (V1 ∪ · · · ∪ Vm),
(ii) continuous on U , and,
(iii) weakly analytic on Vi for each 1 6 i 6 m.
Then f is analytic on U .
Here, a function f is called weakly analytic on a subvariety V , when it is
analytic on any complex disc contained in V . If no such disc exists, then f is
trivially weakly analytic on V .
Proof. We are going to show that not only the restriction of f , but f itself
is weakly analytic in every point in V1 ∪ · · · ∪ Vm . Since f is also locally bounded
by continuity, f is then analytic on U by Theorem 19.3.
Let D be a one-dimensional complex disc around an arbitrary point in U .
Locally, we can write
Vi = {q ∈ U : ϕi(q) = 0} , 1 6 i 6 m,
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with analytic, vector-valued functions ϕi . When restricted to D, each function ϕi
either vanishes identically or has only a finite number of zeroes in D, possibly after
shrinking D a bit.
If at least one ϕi vanishes identically, then D is contained in some subvari-
ety Vi , and f is analytic on D ⊂ Vi by assumption (iii). Otherwise, none of the
functions ϕi vanishes identically on D, and consequently D ∩ (V1 ∪ · · · ∪ Vm) is a
finite set. Outside this set in D, f is analytic by hypotheses (i), and on all of D, f
is continuous by hypotheses (ii). It follows that these singularities are removable,
and that f is analytic on all of D.
Since the disc D was arbitrary, it follows that f is weakly analytic. Hence f
is analytic by Theorem 19.3.
20 Lemmas on Infinite Products
We need to consider numerous infinite products of doubly infinite sequences
of complex numbers. We define those by∏
n∈Z
(1 + an) = lim
N→∞
∏
|n|6N
(1 + an),
if the limit on the right hand side exists. A sufficient condition to this effect is∑
n∈Z
|an| <∞,
since for sufficiently large N tending to infinity one then has
log
∏
|n|>N
|1 + an| 6
∑
|n|>N
log(1 + |an|) 6
∑
|n|>N
|an| → 0.
For n ∈ Z let Dn = {λ ∈ C : |λ− nπ| < π/4} and
Πn :=
⋃
m 6=n
Dm,
and recall that ℓ2o = σo + ℓ
2
c , where σo = (nπ)n∈Z .
Lemma 20.1 For σ ∈ ℓ2o and n ∈ Z,
∏
m 6=n
σm − λ
mπ − λ = 1 + o(1)
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for |λ| → ∞ with λ /∈ Πn , uniformly in n and locally uniformly in ℓ2o . Moreover,
∏
m 6=n
σm − λ
mπ − λ = 1 + ℓ
2(n)
for λ ∈ Dn , locally uniformly in ℓ2o .
The first statement means that for every ε > 0 there exists a Λ > 0 such that
sup
n∈Z
sup
|λ|>Λ, λ/∈Πn
∣∣∣∣1− ∏
m 6=n
σm − λ
mπ − λ
∣∣∣∣ < ε
where Λ can be chosen locally uniformly in σ. The same applies to the statements
of the subsequent lemmas.
Remark. We will need the second estimate only once, in the proof of Theo-
rem 13.3. Otherwise, the first estimate suffices, the proof of which is more elemen-
tary.
Proof. In general,∣∣∣∣ ∏
m 6=n
(1 + am)− 1
∣∣∣∣ 6 ∏
m 6=n
(1 + |am|)− 1
6 exp
( ∑
m 6=n
|am|
)
− 1 6 sn exp(sn)
with sn =
∑
m 6=n |am|. In the case at hand,
am =
σm − λ
mπ − λ − 1 =
σˆm
mπ − λ
with an ℓ2-sequence (σˆn)n∈Z = (σn − nπ)n∈Z . So we get
sn =
∑
m 6=n
σˆm
mπ − λ.
For λ ∈ Dn we have mπ − λ ∼ m− n and therefore∑
n∈Z
|sn|2 6 π2
∑
n∈Z
‖σˆn‖2
by the Hilbert transform lemma 22.5. This implies the second estimate.
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To obtain the first estimte, note that for any n ∈ Z and λ /∈ Πn ,
∑
m 6=n
1
|mπ − λ|2 6
∑
m 6=0
1
m2
6 4.
Hence by Cauchy-Schwarz,
s2n 6
∑
m 6=n
|σˆm|2
∑
m 6=n
1
|mπ − λ|2 6 4 ‖σˆ‖
2
2 ,
so sn is clearly uniformly bounded on bounded subsets of ℓ
2
c . To improve this
estimate, we split the sum for sn into one over |m| < r < |λ| /π and another over
|m| > r. Letting τrσ = (σm)|m|>r and using Cauchy-Schwarz again we obtain
s2n 6
∑
|m|<r
|σˆm|2
∑
|m|<r
1
|mπ − λ|2 +
∑
m 6=n
1
|mπ − λ|2
∑
|m|>r
|σˆm|2
6
2
|λ| − rπ ‖σˆ‖
2
2 + 4 ‖τrσˆ‖22 .
This can be made arbitrarily small by first choosing r sufficiently large to make
‖τrσˆ‖2 sufficiently small, and then choosing λ sufficiently large. This can be done
uniformly in n, and locally uniformly in σ.
For the next lemmas recall that πn = nπ for n 6= 0 and π0 = 1.
Lemma 20.2 For σ ∈ ℓ2o ,
f(λ) = −
∏
m∈Z
σm − λ
πm
defines an entire function, whose roots are precisely the σm with m ∈ Z and which
satisfies
f(λ) = (sinλ)(1 + o(1))
for |λ| → ∞ with λ /∈ Π = ⋃n∈ZDn .
Proof. We have
sinλ = −
∏
m∈Z
mπ − λ
πm
,
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hence
f(λ)
sinλ
=
∏
m∈Z
σm − λ
mπ − λ.
The result then follows with Lemma 20.1 and∣∣∣∣σn − λnπ − λ
∣∣∣∣ 6 1 + 2 |σn − nπ| , λ /∈ Dn.
Lemma 20.3 For σ ∈ ℓ2o ,
fn(λ) =
1
πn
∏
m 6=n
σm − λ
πm
, n ∈ Z,
define entire functions fn of λ, whose roots are precisely σm , m 6= n, and which
satisfy
fn(λ) =
sinλ
λ− nπ (1 + o(1))
for |λ| → ∞ with λ /∈ Πn , uniformly in n.
Proof. Using again the product representation of sinλ we have
fn(λ)
λ− nπ
sinλ
=
∏
m 6=n
σm − λ
mπ − λ,
and the result follows again with Lemma 20.1.
Let W denote the complex neighbourhood of L2r introduced in section 8.
Lemma 20.4 For σ ∈ ℓ2o and ϕ ∈W ,
∏
m 6=n
σm − λ
s
√
(λ+m − λ)(λ–m − λ)
∣∣∣∣∣
Dn
= 1 + o(1)
locally uniformly on ℓ2o ×W .
Proof. Write
(45)
σm − λ
s
√
(λ+m − λ)(λ–m − λ)
=
σm − λ
τm − λ
τm − λ
s
√
(λ+m − λ)(λ–m − λ)
,
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and consider m 6= n and |n| sufficiently large. By the asymptotics of the eigenvalues
in Proposition 3.3,
σm − λ
τm − λ = 1+
σm − τm
τm − λ = 1 +
ℓ2(m)
m− n
uniformly on Dn and locally uniformly on ℓ
2
o ×W . Similarly, by the choice of the
sign of wm(λ) the second factor on the right hand side of (45) has positive real
part, and we can write it as
(
τm − λ
λ+m − λ
)1/2(
τm − λ
λ–m − λ
)1/2
=
(
1− λ
+
m − τm
λ+m − λ
)1/2(
1− λ
–
m − τm
λ–m − λ
)1/2
= 1 +
ℓ2(m)
m− n.
The same asymptotics then also holds for the product of these expressions on the
right hand side of (45). Now the claim follows with Lemma 20.1 and λ = nπ.
21 Lemmas on Fourier Coefficients
Lemma 21.1 Let f ∈ L2
C
([0, 1]). Then for every ε > 0 there exists a λ0 > 0
such that
∣∣∣∣
∫ t
0
eiλ(t−2s)f(s) ds
∣∣∣∣ < εe|Iλ|t, 0 6 t 6 1,
for all |λ| > λ0 . This estimate also holds on a small neighbourhood around f .
Proof. Replace f by f − g+ g , where g is a smooth approximation of f . We
then have to estimate two terms. One is bounded by
∣∣∣∣
∫ t
0
eiλ(t−2s)(f − g) ds
∣∣∣∣ 6
∫ t
0
e|Iλ|(t−2s) |f − g| ds
6 ‖f − g‖L1 e|Iλ|t.
The other is bounded by
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∣∣∣∣
∫ t
0
eiλ(t−2s)g ds
∣∣∣∣ 6
∣∣∣∣ 12λ eiλ(t−2s)g
∣∣∣t
0
− 1
2λ
∫ t
0
eiλ(t−2s)g′(s) ds
∣∣∣∣
6
e|Iλ|t
|λ| (‖g‖L∞ + ‖g
′‖L1) .
Choosing first g so that ‖f − g‖L1 < ε/2 and then λ0 sufficiently large so that
‖g‖C1 < ελ0/2, we achieve our first claim. The second claim follows with
∣∣∣∣
∫ t
0
eiλ(t−2s)(f(s)− φ(s)) ds
∣∣∣∣ 6 e|Iλ| ‖f − φ‖2
for 0 6 t 6 1.
Lemma 21.2 ([1, 17]) Let f ∈ L2
C
([0, 1]), and let
φn(t) =
∫ t
0
eiλn(t−2s)f(s) ds, n ∈ Z,
with a complex sequence λn = πn+ αn such that a = supn |αn| <∞. Then
∑
n∈Z
|φn(t)|2 6 e2a ‖f‖22 , 0 6 t 6 1.
Proof. Expanding eiαn(t−2s) into its power series in t,
φn(t) =
∫ t
0
eπin(t−2s)eiαn(t−2s)f(s) ds
=
∑
k>0
(iαn)
k
k!
∫ t
0
(t− 2s)kf(s)eπin(t−2s) ds,
and denoting the last integral by fˆk,t,n ,
|φn(t)| 6
∑
k>0
ak
k!
|fˆk,t,n| .
Now fˆk,t,n is the n-th Fourier coefficient of fk,t = 1[0,t](t−2 · )kf eπint . Multiplying
by |φn(t)|, summing over n and applying Cauchy-Schwarz we thus get
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∑
n∈Z
|φn(t)|2 6
∑
k>0
ak
k!
∑
n∈Z
|fˆk,t,n| |φn(t)|
6
∑
k>0
ak
k!
(∑
n∈Z
|φn(t)|2
)1/2
‖fk,t‖2
6
(∑
n∈Z
|φn(t)|2
)1/2
ea ‖f‖2 ,
since ‖fk,t‖2 6 ‖f‖2 for all k > 0 and 0 6 t 6 1. This yields the claim.
22 Miscellaneous Lemmas
Lemma 22.1 If |λ− nπ| > π/4 for all integers n, then
4 |sinλ| > e|Iλ|.
Remark. Of course, the inverse inequality |sinλ| 6 e|Iλ| holds for all λ.
Proof. Write λ = u + iv with real u, v. Since |sinλ| is even and periodic
with period π, it suffices to prove the lemma for 0 6 u 6 π/2 and |λ| > π/4. Now,
|sinλ|2 = cosh2 v − cos2 u.
For π/6 6 u 6 π/2, we have
cos2 u 6
3
4
6
3
4
cosh2 v
for all real v. For 0 6 u 6 π/6, the asumption |λ| > π/4 implies
v2 >
(π
4
)2
− u2 > 5
144
π2 >
1
3
,
and hence
cosh2 v > 1 + v2 >
4
3
>
4
3
cos2 u
as before. Thus, in both cases we obtain
|sinλ|2 > 1
4
cosh2 v >
1
16
e2|v|,
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from which the result follows.
Lemma 22.2 (Gronwall’s inequality) Let a, b, u be nonnegative functions
on [0,∞), such that a and u are continuous, b is locally integrable, and
u(t) 6 a(t) +
∫ t
0
b(s)u(s) ds, t > 0.
Then
u(t) 6 a(t) +
∫ t
0
a(s)b(s) exp
(∫ t
s b(r) dr
)
ds, t > 0.
Proof. Letting R(t) =
∫ t
0 b(s)u(s) ds, one has
R′ − bR 6 ab
on [0,∞). From this the claim follows by standard arguments.
Remark. We will use this estimate with b = |ϕ| and the simple bound
exp
(∫ t
s
|ϕ(r)| dr
)
6 e‖ϕ‖, 0 6 s 6 t 6 1.
Lemma 22.3 If f is analytic in a neighborhood of Gm containing Γm , then
1
2π
∣∣∣∣
∫
Γm
f(λ)
wm(λ)
dλ
∣∣∣∣ 6 maxλ∈Gm |f(λ)| .
Moreover, if f is real analytic, then
1
2π
∫
Γm
f(λ)
wm(λ)
dλ = f(θ)
for some θ ∈ Gm .
Proof. If λ+m = λ
–
m , then the integral turns into a Cauchy integral, and the
result follows immediately. Otherwise, we may shrink the contour of integration to
the interval Gm to obtain
1
2π
∫
Γm
f(λ)
wm(λ)
dλ =
1
π
∫
Gm
f(λ)
wm(λ)
dλ.
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The first claim now follows from the straightforward calculation
1
π
∫
Gm
dλ
wm(λ)
= 1,
and the second claim by the mean value theorem in integral form.
Lemma 22.4 (Interpolation Lemma) Suppose φ is an entire function with
sup
λ∈Cn
∣∣∣∣φ(λ)sinλ
∣∣∣∣→ 0
as n→∞ with the circles Cn : |λ| = nπ + π/2. Then
φ(z) =
∑
n∈Z
φ(σn)
∏
m 6=n
σm − z
σm − σn
for any sequence of complex numbers σn = nπ + ℓ
2(n).
Proof. Let σn = nπ + ℓ
2(n) be such a sequence of complex numbers. By
Lemma 20.2,
χ(λ) = −
∏
m∈Z
σm − λ
πm
defines an entire function of λ whose roots are precisely the σm and which is of the
form (sinλ)(1 + o(1)) on the circles Cn . For any fixed z ,
g(λ) =
φ(λ)
(λ− z)χ(λ)
is thus a meromorphic function with poles at z and all the σn and which satisfies
sup
λ∈Cn
|g(λ)| = sup
λ∈Cn
∣∣∣∣ φ(λ)(λ− z) sinλ
∣∣∣∣ (1 + o(1))
= o(1) sup
λ∈Cn
1
|λ− z| → 0.
By the residue theorem, the sum of all residues of g is thus zero, and we get
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0 = Resz g +
∑
n∈Z
Resσn g
=
φ(z)
χ(z)
−
∑
n∈Z
φ(σn)
πn
σn − z
∏
m 6=n
πm
σm − σn .
Resolving this identity for φ(z) yields the claim.
The Hilbert transform of a sequence x ∈ ℓ2c is the sequence Hσ with elements
(Hx)n =
∑
m 6=n
xm
m− n.
Lemma 22.5 The Hilbert transform is a bounded linear operator on ℓ2c with
norm ‖H‖ 6 π.
Proof. Define the function h : [0, 1]→ R by
h(t) = 2πi
(
t− 1
2
)
, 0 6 t 6 1.
Its Fourier coefficients are
hˆ(n) = 〈h,e2πint〉 =
{
0, n = 0,
−1/n, n 6= 0,
where 〈· , ·〉 denotes the standard inner product in L2
C
. For x, y ∈ ℓ2c we then can
write the standard inner product (Hx,y) in ℓ2c as
(Hx,y) =
∑
m 6=n
xmy¯n
m− n
=
∑
m,n
xmhˆ(n−m)y¯n
=
∑
m,n
xm 〈e2πimth,e2πint〉 y¯n.
Hence, if xˇ and yˇ are the Fourier transforms of x and y , respectively, given by
xˇ(t) =
∑
m∈Z
xme
2πimt, yˇ(t) =
∑
n∈Z
yne
2πint,
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then
(Hx,y) = 〈hxˇ,yˇ〉 .
By the Plancherel theorem, ‖xˇ‖L2 = ‖x‖ℓ2 and ‖yˇ‖L2 = ‖y‖ℓ2 . So with Cauchy-
Schwarz we obtain
|(Hx,y)| 6 sup
06t61
|h(t)| ‖xˇ‖L2 ‖yˇ‖L2 6 π ‖x‖ℓ2 ‖y‖ℓ2 .
This holds for all x, y ∈ ℓ2c . Therefore, H is a bounded operator on ℓ2c with norm
not greater than π.
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List of Notations
Operators
L =
(
i 0
0 −i
)
d
dt
+
(
0 ϕ1
ϕ2 0
)
P =
(
1
1
)
R =
(
1
−1
)
T =
(
1 i
1 −i
)
Φ =
(
ϕ1
ϕ2
)
Φ˜ =
(
iϕ1
−iϕ2
)
Eλ =
(
e−iλt
eiλt
)
M =
(
m1 m2
m3 m4
)
M1 =
(
m1
m3
)
M2 =
(
m2
m4
)
Operations
.
= ∂/∂λ
dF differential of F
∂F gradient of F
g⋆h = (g2h2, g1h1)
[g,h] = g1h2 − g2h1
{F ,G} = i ∫ 10 [∂F ,∂G] dt
Functions
pn =
∏
m 6=n
µm − λ
µm − µn
Hτ =
∫ 1
0 ϕ1ϕ2 dt
ξn =
+
√
4In/γ2n
z±n = γne
±iηn
Others
‖ϕ‖ = ∫ 1
0
|ϕ(t)|2 dt
πn =
{
nπ n 6= 0
1 n = 0
m`i = mi|t=1
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Sets and Spaces
L2c = L
2
C
× L2
C
L2r = {ϕ ∈ L2c : ϕ2 = ϕ¯1}
Hmc = H
m
C
×Hm
C
W neighbourhood of L2r
Un isolating disc around Gn
Γn circuit around Gn in Un
Dn = {λ ∈ C : |λ− nπ| < π/4}
Π =
⋃
n∈ZDn
Σϕ = Cϕ ∪ {∞+,∞–}
Cϕ = {(λ, z) : z2 = ∆2(λ)− 4}
Yn =
{
ϕ ∈ L2r : γn(ϕ) = 0
}
Zn = {ϕ ∈ W : γn(ϕ) = 0}
Xn = {ϕ ∈ W : µn /∈ Gn}
Spectral quantities
λ±n periodic eigenvalues
Gn = [λ
–
n, λ
+
n ]
µn Dirichlet eigenvalues
κn → p. 65
γn = λ
+
n − λ–n
τn = (λ
+
n + λ
–
n)/2
∆ = m`1 + m`4 discriminant
δ = m`2 + m`3 anti-discriminant
u = m`1 + m`2 + m`3 + m`4
χp = ∆
2(λ) − 4
f± Floquet solutions
g = (m1 +m2,m3 +m4)
gn = g( · , µn)
−1 1
−1+1 −i
+i
λ
–
0 λ
+
0
+i −i
1
−1
λ
–
n λ
+
n
i(−1)n −i(−1)n
(−1)n
−(−1)n
Figure 9 Signs of s
√
λ2 − 1 and c
p
∆2(λ)− 4
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