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Block ciphers constitute a major part of modern symmetric cryptography. A math-
ematical analysis is necessary to ensure the security of the cipher. In this thesis, we
develop several new contributions for the analysis of block ciphers. We determine
cryptographic properties of several special cryptographically interesting mappings
like almost perfect nonlinear functions. To do so, we consider the problem of in-
version in Z2n−1, and classify certain permutation polynomials over binary finite
fields. We also give some new results both on the resistance of functions against
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With the growing importance of communication technologies in everyday life and
their widespread use in the economy, secure communication is critical to protect the
privacy of billions of people. Accordingly, there is a high demand for cryptographic
algorithms and cryptanalysis. Modern cryptography is based on mathematics to
describe and analyze these algorithms. Cryptography relies on a key which is infor-
mation only known to a particular set of people which will allow them (and with a
secure cryptographic algorithm only them) to decrypt the ciphertext. As usual, we
will use a (hypothetical) communication between two parties called Alice and Bob
to succinctly describe the process of encryption and decryption. Cryptosystems can
be divided into two different types: Symmetric and asymmetric cryptosystems. The
distinction is very simple: In symmetric cryptography, both Alice and Bob use the
same (private) key for encryption and decryption while in asymmetric cryptography
the encryption key is public and only the decryption key is private. The advantage
of asymmetric cryptography is apparent. Alice and Bob do not have to agree on
a key before the conversation. In fact, Bob can freely distribute his encryption key
and use his (secret) decryption key for communication not only with Alice but with
many different parties. In contrast, symmetric key cryptography relies on both Alice
and Bob having agreed on a secret key that is known only to them, which leads to
the important problem of key managing. However, the currently known and used
asymmetric algorithms are significantly slower than symmetric algorithms. In prac-
tice, a combination of both approaches is common: Alice and Bob use an asymmet-
ric, public-key algorithm to agree on a secret key, which is then subsequently used
in a symmetric algorithm.
Symmetric cryptography can be further divided up into two different subfields,
block ciphers and stream ciphers. A block cipher processes the data as a series of
blocks of a previously determined, fixed size (often 64 or 128 bits), while stream
ciphers encrypt and decrypt the plain text one bit at a time. A key idea in the design
of block ciphers is to use a simple transformation called round function that operates
on the block multiple times (see Figure 1.1 for a schematic example). Those round
functions must of course depend on the secret key.
For block ciphers, several different construction techniques for round functions
m f . . . f c
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FIGURE 1.1: An iterated block cipher with r rounds and subkeys ki
that encrypts a plain text m into a ciphertext c










FIGURE 1.2: A high-level view of one round of an SPN with an S-box
S, linear layer L and round keys ki
have been used. The two most widely used constructions are Substitution Permuta-
tion Networks (SPNs) and Feistel Networks. The round function of an SPN is made up
of a linear and a non-linear layer. The non-linear layer (the substitution part of the
SPN) consists of multiple, usually identical permutations called S-boxes that work
on small parts of the block in parallel. The linear layer then permutes these parts, as
depicted in Figure 1.2. The design of an SPN thus comes mainly down to choosing
an S-box and a linear layer. Both of these choices have an impact on the speed and
the security of encryption and decryption.
The most famous SPN is the Advanced Encryption Standard (AES). Introduced
more than 20 years ago, it is probably the block cipher that has been studied the
most. It is still considered a secure cipher and remains in use for many different
applications. Large parts of this thesis are concerned with contributing to the math-
ematical background for the design choice of the linear (Chapter 6) and non-linear
layer (Chapter 3 to 5) of an SPN.
The thesis is structured as follows: In Chapter 2, we give an overview on the
existing theory on vectorial Boolean functions as well as characters of finite fields to
the extent that is needed in the subsequent chapters. This chapter does not include
any original results.
Chapter 3 deals with the problem of inversion in the ring Z2n−1. To this end,
we introduce a new technique based on the modular add-with-carry approach. The
main result of this chapter is the explicit determination of the inverses of all bijective
Gold, Kasami and Bracken-Leander functions. With our contribution, all inverses of
bijective APN monomials have been explicitly determined. As a corollary, we also
obtain the algebraic degree of these inverses. This chapter is based on the paper [83],
written by the author of this thesis.
Chapter 4 deals with EA and CCZ-equivalence of monomials in connection to
permutation polynomials of the form L1(xd) + L2(x) over F2n where L1, L2 are F2-
linear functions. The main result in this chapter is a complete characterization of
those permutations for the inverse exponent d = 2n − 2 and the Dillon-exponent
d = 2n/2− 1. As a result, we prove that if n ≥ 5 all functions that are CCZ-equivalent
to the inverse function are already EA-equivalent to it; and that all permutations
that are CCZ-equivalent to the inverse function are affine equivalent to it (Theo-
rem 4.2.18). A similar result is achieved for the function x 7→ x2n/2−1 for n even (The-
orem 4.3.15). This chapter is based on two papers [57, 81], one of them co-written
and the other written exclusively by the author of this thesis, but also contains some
significant original results that are as of yet unpublished.
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Chapter 5 deals with the autocorrelation of vectorial Boolean functions. We show
that the autocorrelation is intimately linked to the Differential-Linear Connectivity
Table (DLCT) which is a measure of the resistance of an S-box of a block cipher
against differential-linear attacks. We prove several new properties of the autocor-
relation for vectorial Boolean functions, including lower bounds, divisibility results
and connections to linear and differential properties. We also explicitly derive spe-
cific results for special vectorial Boolean functions, including cubic functions, mono-
mials, and inverses of quadratic functions. This chapter is based on [25], co-written
by the author of this thesis.
Chapter 6 deals with optimal implementation of linear layers of block ciphers.
We discuss and prove some new results about different metrics to count the num-
ber of XORs needed in the implementation of certain linear layers. One of the main
results of the chapter is a complete classification of all multiplication matrices that
can be implemented with exactly 2 XOR-operations (Theorem 6.3.7). We also discuss
more generally the efficiency of the “naive” implementation in contrast to more effi-
cient implementations and are able to precisely quantify the gap between naive and
efficient implementations (Theorem 6.4.1, Propositions 6.4.2 and 6.4.3). This chapter
is based on [84], written by the author of this thesis.
Chapters 3 to 6 are written to be as self-contained as possible and can all be read





Large parts of this thesis will be concerned with vectorial Boolean functions. A vec-
torial Boolean function can be defined as a mapping between two finite fields of
characteristic 2 (more precise definitions will be given later). If a vectorial Boolean
function maps to the field with two elements F2, it is just called a Boolean function.
Vectorial Boolean functions play an essential role in modern cryptography. Most im-
portantly, an S-box of a block cipher can always be considered as a vectorial Boolean
function. Additionally, Boolean functions are crucial building blocks in stream ci-
phers. To ensure that the cryptographic principles of confusion and diffusion devel-
oped by Shannon [122] are fulfilled, the vectorial Boolean functions chosen for use in
a cryptographic scheme have to satisfy certain properties. Consequently, functions
that behave optimally with respect to different cryptographic criteria have been the
subject of much research. Generally, it is not possible to find a vectorial Boolean
function that is optimal with respect to all cryptographic criteria and, in practice, a
compromise between these criteria (and implementation efficiency) often has to be
found. In the following, we will describe the most important cryptographic prop-
erties of vectorial Boolean functions as well as summarize some fundamental results.
2.1 Notation and Definitions
We briefly introduce the notation and basic definitions that will be used throughout
the thesis.
We denote by Fq the field with q elements and byZn the ring of integers modulo
n. It is well known that the field with q = pn elements for a prime p is unique up
to isomorphism. The multiplicative group of Fq will be written as F∗q = Fq \ {0}.
We will denote by Fnq the set of all n-dimensional vectors with entries in Fq. The
field Fqn can also be considered as an n-dimensional vector space over Fq. Indeed,
an isomorphism ϕ between Fnq and Fqn (as vector spaces) can easily be constructed
by fixing a basis B = {b1, . . . , bn} of Fqn over Fq and setting





We will denote by Trn : Fpn → Fp the absolute trace function, i.e.
Trn(x) = x + xp + xp
2
+ · · ·+ xpn−1 .
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If the value of n is clear from the context, we will just write Tr. Using the trace
function, we can define the trace bilinear form on Fpn over Fp in the following way:
〈a, b〉 = Tr(ab)
for all a, b ∈ Fpn .
Moreover, we denote by Nqn/q : F∗qn → F∗q the norm function, defined by
Nqn/q(a) = aq
0 · aq1 · · · · · aqn−1 = a(qn−1)/(q−1)
for all a ∈ F∗qn . In this thesis, we mostly deal with binary finite fields, i.e. extension
fields of the field with two elementsF2 = {0, 1}, and mappings between those fields.
Definition 2.1.1. A vectorial Boolean function is a function F : Fn2 → Fm2 . We will also
refer to it as an (n, m)-function. A Boolean function is an (n, 1)-function.
We will denote vectorial Boolean functions with m ≥ 2 always with uppercase
letters F, G, . . . and Boolean functions always with lowercase letters.
Definition 2.1.2 (Algebraic Normal Form). Let f : Fn2 → F2 be a Boolean function. Each
Boolean function has a unique representation












where au ∈ F2 and uj ∈ {0, 1}. This representation is called the Algebraic Normal Form
(ANF) of f .
A vectorial Boolean function F : Fn2 → Fm2 can be written as m Boolean functions
F(x1, . . . , xn) = ( f1(x1, . . . , xn), f2(x1, . . . , xn), . . . , fm(x1, . . . , xn)).
The Boolean functions f1, . . . , fm are called the coordinate functions of F.
For a bit string u we denote by wt(u) the number of ones of u.
Definition 2.1.3 (Algebraic Degree). Let f be a Boolean function given by its ANF. The
algebraic degree of a Boolean function f is defined as the maximal value of wt((u1, . . . ,
un)) with au 6= 0.
The algebraic degree of a vectorial Boolean function is defined as the maximum of the
algebraic degrees of its coordinate functions.
A vectorial Boolean function F with algebraic degree 1 is called affine; if addition-
ally F(0) = 0 holds, we call it linear. Functions with algebraic degree 2 are called
quadratic and functions with algebraic degree 3 cubic.
From now on, we will always use the finite field view of vectorial Boolean func-
tions, i.e. we identify Fn2 and F
m
2 with F2n and F2m using the isomorphism in Eq.(2.1)
with an arbitrary, fixed basis. The choice of the basis does not impact the mathe-
matical properties of the vectorial Boolean function, in particular it will not impact
the algebraic degree we just introduced. We want to note that the choice of basis
is relevant when it comes to the implementation of the function, we will consider
this problem in Chapter 6. Some of the topics in this thesis (especially in Chapter 5)
can also be treated equivalently using the vector space view. For a more in-depth
treatment of (vectorial) Boolean functions and their cryptographic properties using
the vector space terminology, we refer the reader to [28, 30, 41].
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Definition 2.1.4 (Component functions). Let F be an (n, m)-function. The 2m − 1 com-
ponent functions of F are the Boolean functions Fb : F2n 7→ F2 defined by x 7→ Tr(bF(x))
for b ∈ F∗2m .
Definition 2.1.5 (Balanced functions). An (n, m)-function F is called balanced if it at-
tains every value from F2m the same number of times, i.e. if for all v ∈ F2m
|{x ∈ F2n : F(x) = v}| = 2n−m.
In particular, a Boolean function is balanced if it attains both values 0 and 1 exactly 2n−1
times.
(n, n)-functions are of special importance in many applications (e.g. the S-box of
an SPN is always an (n, n)-function). Every (n, n)-function can be uniquely written





aixi ∈ F2n [x].
2.2 Cryptographic properties of vectorial Boolean functions
Many different criteria exist to judge the resistance of vectorial Boolean functions to
various attacks in cryptography. In this section we will give a brief overview over
the most important of these criteria. An exceptionally bad choice for a cryptographic
function is a linear function. Indeed, for a linear function, the entire function can be
recovered just from the image of a basis. Many cryptographic properties can be seen
as a measurement of nonlinearity.
A vectorial Boolean function used as an S-box in an SPN must be bijective to
allow decryption. For this reason, bijective vectorial Boolean functions have been
the subject of much research.
Definition 2.2.1 (Permutation polynomial). We call an (n, n)-function a permutation
or permutation polynomial if it induces a bijective map on F2n .
Permutations can be seen as a special case of balanced functions for n = m (see
Definition 2.1.5). The question whether F is a permutation can be answered com-
pletely by considering its component functions.
Proposition 2.2.2 ([102, Theorem 7.7.]). A function F : F2n → F2n is a permutation if
and only if all of its component functions are balanced.
Every integer 0 ≤ k ≤ 2n − 1 has a unique binary expansion (kn−1, . . . , k0) ∈ {0,
1}n such that ∑n−1i=0 2iki = k. We denote by wt(k) = ∑
n−1
i=0 ki the binary weight of k.
When we identify an element k of the set {0, 1, . . . , 2n− 1}with the corresponding se-
quence in the set of binary sequences of length n of the form (kn−1, . . . , k0), we have
wt(k) = wt((kn−1, . . . , k0)). Similarly, we can identify {0, 1, . . . , 2n − 2} with Z2n−1,
and we define the weight of an element k ∈ Z2n−1 as the weight of its corresponding
residue in {0, 1, . . . , 2n − 2}. With these notations in place, we will often not distin-
guish between {0, 1, . . . , 2n − 1}, Z2n−1 and the set of binary sequences of length n.
Here, we have to pay special attention to the sequence (1, . . . , 1), corresponding to
the integer 2n − 1, which has weight n, but has no direct correspondent in Z2n−1. In
some cases, it makes sense to identify this element also with 0 ∈ Z2n−1 and assign it
weight 0, mainly because the monomial x 7→ x2n−1 is identical to x 7→ x0 on F∗2n . We
will always make it clear when this happens.
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aixi ∈ F2n [x].
The algebraic degree of F is the maximum binary weight of i such that ai 6= 0, i.e. the
algebraic degree of F is
max
0≤i≤2n−1 : ai 6=0
wt(i).
Clearly, the algebraic degree of an (n, n)-function is at most n.
In particular, linear functions are precisely functions where the weights of the






i ∈ F2n [x].
The term linear is motivated by the fact that these functions are precisely the
ones that are F2-linear, i.e. they satisfy the equation L(x + y) = L(x) + L(y) for all
x, y ∈ F2n . Consequently, we can view linear functions as linear mappings on the
vector space F2n overF2, and we may use concepts from linear algebra to investigate
these functions.
Definition 2.2.4 (Adjoint polynomial). Let L : F2n → F2n be a linear function. We define
by L∗ : F2n → F2n its adjoint polynomial. It is the unique polynomial that satisfies
〈L(x), y〉 = 〈x, L∗(y)〉
for all x, y ∈ F2n . Here 〈·, ·〉 denotes the trace bilinear form introduced earlier.
The adjoint polynomial of L can be explicitly determined from L. In fact, if L =
∑n−1i=0 aix
2i then L∗ = ∑n−1i=0 a
2n−i
i x
2n−i . Note that L∗ is also linear and L∗∗ = L.
The algebraic degree can be seen as a measure of linearity: The lower the alge-
braic degree of a function, the better it can be approximated by a linear function.
If a function with low algebraic degree is chosen as an S-box of a block cipher, it
may be more vulnerable to a number of different attacks, for example higher-order
differential attacks [82]. The following result follows directly from the well-known
Hermite’s criterion and establishes that there are no permutations that take on the
maximal algebraic degree.
Proposition 2.2.5. Let F : F2n → F2n be a permutation. Then its algebraic degree is at
most n− 1.
Definition 2.2.6 (Walsh transform, extended Walsh spectrum). Let F be an (n, m)-
function. We define the Walsh transform of F as
WF(a, b) = ∑
x∈F2n
(−1)Trm(bF(x))+Trn(ax)
for all a ∈ F2n and b ∈ F2m . We define the extended Walsh spectrum as the multiset
ΛF = {∗|WF(a, b)| : a ∈ F2n , b ∈ F∗2m∗}.
For a Boolean function f the only nonzero choice for b is b = 1, so we write in
this case also W f (a) = W f (a, 1). Clearly, WF(a, 0) = 0 for all a ∈ F∗2n and all possible
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(n, m)-functions F. If F is a permutation, then we also have WF(0, b) = 0 for all
b ∈ F∗2n .
Definition 2.2.7 (Linearity, Nonlinearity). Let F be an (n, m)-function. The nonlinear-
ity of F is defined as














As the names indicate, both linearity and nonlinearity are also measures for the
linearity of a vectorial Boolean function. It is easy to verify that the nonlinearity
of a linear function is 0. Generally, the higher the nonlinearity (equivalently: the
lower the linearity) of a function, the better is its resistance to linear attacks [108].
The nonlinearity is bounded from above by what is sometimes called the covering
radius bound or universal bound (see e.g. [30]).
Proposition 2.2.8. Let F be an (n, m)-function. Then
NL(F) ≤ 2n−1 − 2 n2−1.
Functions that satisfy this bound with equality are called vectorial bent functions.
Vectorial bent functions can of course only exist for even n. Additionally, we get a
constraint on m:
Proposition 2.2.9 (Nyberg bound, [114]). Let F be a vectorial bent (n, m)-function. Then
m ≤ n/2.
Vectorial bent functions can be characterized in different ways:
Proposition 2.2.10 ([30, Section 3.1.1.]). Let F be an (n, m)-function. The following state-
ments are equivalent:
1. F is a vectorial bent function.
2. The extended Walsh spectrum of F contains only the value 2n/2.
3. For any c ∈ F∗2m , the component function x 7→ Tr(cF(x)) is bent.
4. For any a ∈ F∗2n , the function x 7→ F(x) + F(x + a) is balanced.
The Nyberg bound in particular implies that the bound in Proposition 2.2.8 is not
sharp for (n, n)-functions. In this case, we get the following stronger bound:
Theorem 2.2.11 (Sidelnikov-Chabaud-Vaudenay bound, [34]). Let F be an (n, n)-
function. Then
NL(F) ≤ 2n−1 − 2 n−12 .
Definition 2.2.12 (Almost bent function). An (n, n)-function that satisfies the Sidelnikov-
Chabaud-Vaudenay bound in Theorem 2.2.11 with equality is called almost bent (AB).
Since the nonlinearity is always an integer, AB functions only exist for odd n.
For n even, it is conjectured that NL(F) ≤ 2n−1 − 2 n2 [50]. The extended Walsh
spectrum of an almost bent function only contains 2 values, 2(n+1)/2 and 0. Almost
bent functions cannot have a high algebraic degree:
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Proposition 2.2.13 ([31]). The algebraic degree of an almost bent function is bounded from
above by n+12 .
Definition 2.2.14 (Differential spectrum, derivative, differential uniformity). Let F be
an (n, m)-function. We define δF(a, b) by
δF(a, b) = |{x ∈ F2n : F(x + a) + F(x) = b}|
for all a ∈ F2n and b ∈ F2m . The function DaF(x) = F(x + a) + F(x) is the derivative of
F in the direction of a 6= 0. Further, we define the differential spectrum of F as the multiset
{∗δF(a, b) : a ∈ F∗2n , b ∈ F2m∗}




The algebraic degree of a derivative is always lower than the algebraic degree
of the original function F (as long as F is not constant of course). Note that δF(a,
b) is always even. Indeed, if x is a solution of F(x + a) + F(x) = b, then so is
x + a. The differential uniformity of an (n, n)-function plays a key role in differential
cryptanalysis [7]. The lower the differential uniformity of a function, the higher is
its resistance to a differential attack. As an example, a linear function L over F2n has
the highest possible differential uniformity 2n since in this case L(x + a) + L(x) = b
is satisfied for all x ∈ F2n if b = L(a). In this sense, differential uniformity can also
be seen as a measurement of nonlinearity. The best possible differential uniformity
is 2.
Definition 2.2.15 (APN function). An (n, n)-function with differential uniformity 2 is
called almost perfect nonlinear (APN).
The differential spectrum and the extended Walsh spectrum of a vectorial Boolean
function (and thus its resistance to linear and differential attacks) are related. In par-
ticular, the functions that have optimal nonlinearity also have optimal differential
uniformity:
Theorem 2.2.16 ([34]). Every AB function is APN.
We will later give examples that show that the converse is not true. We also have
the following link between the differential spectrum and the Walsh transform.
Proposition 2.2.17 ([34]). Let F be an (n, n)-function. We have
WF(µ, λ)2 = ∑
a,b∈F2n
(−1)Tr(aλ+bµ)δF(a, b)
δF(a, b) = 2−2n ∑
λ,µ∈F2n
(−1)Tr(aλ+bµ)WF(µ, λ)2
for all a, b, λ, µ ∈ F2n .
Differential and linear attacks are the two most common attacks against block
ciphers, so nonlinearity and differential uniformity can be seen as the two most im-
portant cryptographic properties of a vectorial Boolean function. However, other
attacks exist and resistance against these attacks can often also be described as a
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property of the S-box. For example, the Boomerang attack introduced in [133] is an-
other attack that (like the differential attack) exploits differential properties of the
S-box. The resistance of a vectorial Boolean function to the Boomerang attack can
be measured by the Boomerang Connectivity Table [40]. Another common attack
against block ciphers are differential-linear attacks introduced in [95]. In Chapter 5 we
will give a more detailed analysis of the resistance of vectorial Boolean functions to
those attacks.
2.3 Equivalences of vectorial Boolean functions
It can be observed that certain operations on functions will leave some of the crypto-
graphic properties discussed in the previous section invariant. Accordingly, it makes
sense to partition the set of all vectorial Boolean functions into equivalence classes,
such that all functions in an equivalence class share some cryptographic properties.
In this section we will introduce different notions of equivalence, describe which
properties are left invariant and compare the equivalence relations with each other.
Definition 2.3.1 (Affine equivalence). Let F and F′ be two (n, m)-functions. We say F
and F′ are affine equivalent if there exist an affine permutation A1 of F2m and another
affine permutation A2 of F2n such that
F′ = A1 ◦ F ◦ A2.
Clearly, the size of the image set is invariant under affine equivalence. In particu-
lar, every function that is affine equivalent to a permutation has to be a permutation.
Definition 2.3.2 (EA-equivalence). Let F and F′ be two (n, m)-functions. We say F and
F′ are extended affine equivalent (EA-equivalent) if there exist affine permutations A1, A2
of F2m and F2n , respectively, as well as another affine function A : F2n → F2m such that
F′ = A1 ◦ F ◦ A2 + A.
It is obvious that two functions that are affine equivalent are also EA-equivalent.
Note that the size of the image set is generally not invariant under EA-equivalence.
However, the algebraic degree of a vectorial Boolean function is invariant under EA-
equivalence as long as it is at least 2. An even more general concept of equivalence
is CCZ-equivalence (named after Carlet, Charpin and Zinoviev who introduced it in
[31]). We define the graph of an (n, m)-function F as the set
GF = {(x, F(x)) : x ∈ F2n} ⊂ F2n ×F2m .
Definition 2.3.3 (CCZ-equivalence). Let F and F′ be two (n, m)-functions. We say F and
F′ are CCZ-equivalent if there are linear mappings
α : F2n → F2n , β : F2m → F2n ,
γ : F2n → F2m , δ : F2m → F2m
and a ∈ F2n , b ∈ F2m , such that L(GF) + (a, b) = GF′ , where L : F2n ×F2m → F2n ×F2m
is a bijective mapping defined by
L(x, y) = (α(x) + β(y), γ(x) + δ(y))
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for all x ∈ F2n and y ∈ F2m .
Because CCZ-equivalence is essentially just an equivalence of the corresponding
graphs, it is sometimes also called graph equivalence.
It was shown in [31] that EA-equivalence is a special case of CCZ-equivalence.
More precisely, we get the following statement.
Proposition 2.3.4 ([31]). Let F and F′ be two (n, m)-functions that are CCZ-equivalent.
Using the notation from Definition 2.3.3, if L can be chosen in a way that β = 0, then F and
F′ are EA-equivalent. If L can be chosen in a way that β = γ = 0, then F and F′ are affine
equivalent.
We have another special case of CCZ-equivalence.
Proposition 2.3.5 ([31]). Let F : F2n → F2n be a permutation. Then F is CCZ-equivalent
to its compositional inverse F−1. Using the notation from Definition 2.3.3, the corresponding
function L is determined by setting α = δ = 0 and β = γ = x.
Since F and F−1 generally do not have the same algebraic degree, this in particu-
lar shows that the algebraic degree is not invariant under CCZ-equivalence and that
CCZ-equivalence is more general than EA-equivalence.
Both the differential spectrum and the extended Walsh spectrum are preserved
under CCZ-equivalence.
Proposition 2.3.6 ([31]). Let F and F′ be two CCZ-equivalent (n, m)-functions. The dif-
ferential spectrum, differential uniformity, extended Walsh spectrum and nonlinearity of F
and F′ coincide.
By Proposition 2.3.6, two vectorial Boolean functions that are CCZ-equivalent
have the same resistance to linear and differential attacks.
We also want to mention one very specific kind of equivalence that is often used
when dealing with monomials, i.e. (n, n)-functions of the form F(x) = xd.
Definition 2.3.7 (Cyclotomic equivalence; cyclotomic cosets). Let d, d′ ∈ {0, 1, . . . ,
2n − 2}. We call d and d′ cyclotomic equivalent in Z2n−1 if d′ ≡ 2id (mod 2n − 1) for
some i ∈ N. We call two monomials F = xd, F′ = xd′ over F2n cyclotomic equivalent if
d and d′ are cyclotomic equivalent in Z2n−1. The set of all exponents that are cyclotomic
equivalent to d is called the cyclotomic coset of d.
Clearly, cyclotomic equivalence of monomials is a special case of affine equiva-





By definition, APN functions are the functions that have the best resistance against
differential attacks. APN functions are very rare and finding them is generally very
difficult. Most APN functions known today are CCZ-equivalent to either a mono-
mial or a quadratic function. For a list of known infinite families of quadratic APN
functions up to CCZ-equivalence, we refer to [20]. We want to note that quadratic
APN functions are never permutations in even dimension.
Proposition 2.4.1 ([6, Corollary 3]). Let F be a quadratic APN function over F2n with n
even. Then F is not a permutation.
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We will now deal with the case of APN monomials in more detail.
Definition 2.4.2 (APN exponent). Let d ∈ {0, 1, . . . , 2n − 2}. We call d an APN expo-
nent over F2n if F = xd is an APN function on F2n .
There is the following well-known simple criterion to check whether a monomial
is a permutation or not.
Proposition 2.4.3. Let F : F2n → F2n be the monomial F = xd. F is a permutation if and
only if gcd(d, 2n − 1) = 1. In this case, F−1 = x1/d where 1/d is the inverse of d inZ2n−1.
One reason why checking the APN property is easier for monomials is the fol-
lowing well-known proposition.
Proposition 2.4.4. Let F : F2n → F2n be a monomial F = xd. Then δF(a, b) = δF(1, b/ad)
for all a ∈ F∗2n .
The proposition shows that for a monomial it is enough to check that δF(1, b) ≤ 2
for all b ∈ F2n to prove that F is APN. Note that, by the previous section, all mono-
mials that are cyclotomic equivalent to an APN monomial are also APN. Moreover,
if F = xd is an APN permutation over F2n , then its compositional inverse F−1 = x1/d
is also APN. The following result shows that inversion and cyclotomic equivalence
alone completely determine CCZ-equivalence for monomials.
Proposition 2.4.5 ([43]). Let F, F′ : F2n → F2n be two monomials F = xd and F′ = xd
′
. F
and F′ are CCZ-equivalent if and only if d′ is cyclotomic equivalent to d or 1/d (if it exists).
Here 1/d denotes the inverse of d in Z2n−1.
Table 2.1 lists all known infinite families of APN monomials up to inversion and
cyclotomic equivalence. It is generally believed that the list is complete.
Exponent Conditions AB? Proof
Gold 2r + 1 gcd(r, n) = 1, n odd [56, 113]
r ≤ n/2
Kasami 22r − 2r + 1 gcd(r, n) = 1 n odd [74]
r ≤ n/2
Welch 2t + 3 n = 2t + 1 Yes [46, 68, 23]
Niho 2t − 2 t2 − 1 n = 2t + 1, t even Yes [48, 68]
2t − 2 3t+12 − 1 n = 2t + 1, t odd Yes
Inverse 2n − 2 n odd No [113]
Dobbertin 24r + 23r + 22r + 2r − 1 5r = n No [47]
TABLE 2.1: List of known APN exponents over F2n up to inversion and cyclotomic
equivalence.
There is one big difference between the exponents listed in Table 2.1: For Gold
and Kasami exponents, the exponent does not depend on the field size F2n , while all
other exponents do. An exponent that yields an APN function over infinitely many
different fields is called an exceptional APN exponent. It was proven that the Gold
and Kasami exponents are the only exceptional APN exponents [66].
The following proposition determines when an APN monomial is a permutation.
Proposition 2.4.6 ([30, Proposition 9.19.]). Let F : F2n → F2n be an APN monomial,
F = xd. Then
gcd(d, 2n − 1) =
{
1, if n odd,
3, if n even.
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In particular, F is a permutation if and only if n is odd.
The algebraic degree of a monomial F = xd is just wt(d). Recall that the algebraic
degree is not invariant under taking the inverse. In Chapter 3, we will take a closer
look at the inverses of the bijective APN monomials.
Proposition 2.4.6 shows that APN monomials are never permutations in even di-
mension. In fact, there is (up to equivalence) only one APN permutation known in
even dimension - Dillon’s permutation over F26 [17]. Finding new APN permuta-
tions in even dimension (or proving they don’t exist) is one of the biggest challenges
in the research area and known as the Big APN problem. Because of this, it is also
interesting to consider permutations in even dimension with differential uniformity
4. Table 2.2 lists the known infinite families of permutation monomials in even di-
mension with differential uniformity 4.
Exponent Conditions Proof
Gold 2r + 1 t odd, gcd(r, n) = 2, r ≤ n/2 [56, 113]
Kasami 22r − 2r + 1 t odd, gcd(r, n) = 2, r ≤ n/2 [74]
Inverse 2n − 2 [113]
Bracken-Leander 22r + 2r + 1 4r = n, r odd [16]
TABLE 2.2: List of exponents yielding 4 differentially uniform permutations over F2n
with n = 2t up to inversion and cyclotomic equivalence
2.5 A short introduction to characters
In this section, we give a brief introduction on characters and character sums over
finite fields. A detailed treatment can be found in [102, Chapter 5] or [70, Chapter 3].
We introduce characters in the more general setting of finite abelian groups.
Definition 2.5.1 (Character). Let (G, ·) be a finite abelian group with identity element 1G.
A character χ of G is a homomorphism from G to the unit circle U ⊂ C, i.e. a mapping
from G to U such that
χ(g1g2) = χ(g1)χ(g2)
for all g1, g2 ∈ G. We denote the set of all characters of G by Ĝ.
Clearly, χ(g)|G| = χ(g|G|) = χ(1G) = 1, so the values of χ are the |G|-th roots of
unity. Moreover, since χ(g)χ(g−1) = 1, we have χ(g−1) = (χ(g))−1 = χ(g) for all
g ∈ G (here the bar denotes complex conjugation).
Definition 2.5.2 (Trivial and conjugate characters). The character χ ∈ Ĝ defined by
χ(g) = 1 for all g ∈ G is called the trivial character of G. All other characters are called
nontrivial. To each character χ ∈ Ĝ we define its conjugate character χ by χ(g) = χ(g).
We can define a multiplication on Ĝ via (χ1χ2)(g) = χ1(g)χ2(g) for all g ∈ Ĝ.
Under this multiplication, Ĝ itself becomes a group.
Proposition 2.5.3 ([70, Proposition 3.1.]). Let G be a finite abelian group. Then G ∼= Ĝ.
In particular, |G| = |Ĝ|.





|G|, if χ = ψ
0, if χ 6= ψ.
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|G|, if g = h
0, if g 6= h.
When we are working with a finite field Fq, we are naturally interested in two
different abelian groups: The additive group (Fq,+) and the multiplicative group
(F∗q , ·). Accordingly, we will use characters of both these groups. The results on
characters covered in this section will hold for finite fields of all characteristics, so
we will not make any restrictions on the characteristic.
Definition 2.5.5 (Additive and multiplicative characters). We call characters of (Fq,+)
additive characters and characters of (F∗q , ·) multiplicative characters of Fq. We write
̂(Fq,+) = F̂q and (̂F∗q , ·) = F̂∗q .
From now on, we will always use χ to refer to an additive character and ψ to
refer to a multiplicative character.
Let us consider additive characters of Fq. Let q = pn with p prime. We define
χb(x) = e2πi Tr(bx)/p. (2.2)
for all x ∈ Fq. It can easily be verified that χb1 6= χb2 for b1 6= b2 and that χb is
an additive character. Since |G| = |Ĝ|, all additive characters are obtained through
this construction, for instance the trivial additive character corresponds to the case
b = 0. Additionally, since χb(x) = χ1(bx) we can represent all characters using only
χ1. Because of this, we will call χ1 the canonical additive character.
Example 2.5.6. Consider the canonical additive character of the binary finite field
F2n . By Eq. (2.2), we have
χ1(x) = (−1)Tr(x).
We can thus write the Walsh transform of a vectorial Boolean (n, n)-function using
the canonical additive character:










Definition 2.5.7 (Discrete Fourier Transform on finite abelian groups). Let G be a
finite abelian group and f : G → C be a function. The Fourier transform of f is a function
f̃ : Ĝ → C defined by
f̃ (χ) = ∑
g∈G
f (g)χ(g)
for all χ ∈ Ĝ.
Example 2.5.8. The Walsh transform WF(a, b) = ∑x∈F2n (−1)
Tr(bF(x))χa(x) of an (n,
n)-function F can be seen as a discrete Fourier transform on the group G = (F2n ,+)
by setting f = (−1)Tr(bF(x)).
The inversion formula makes it possible to recover a function from its Fourier
transform.
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Proposition 2.5.9 (Fourier inversion formula, [70, Proposition 3.4.]). Let G be a finite






for all g ∈ G.
Example 2.5.10. Applying the Fourier inversion formula to the Walsh transform we




Proposition 2.5.11 (Parseval’s identity, [70, Proposition 3.4.]). Let G be a finite abelian
group and f : G → C. Then
∑
χ∈Ĝ
| f̃ (χ)|2 = |G| ∑
g∈G
| f (g)|2.
Example 2.5.12. Let us again apply Parseval’s identity to the Walsh transform. Recall
that in this case f = (−1)Tr(bF(x)), so | f (g)| = 1 for all g. We then get
∑
a∈F2n
|WF(a, b)|2 = 22n.
Let us now focus on multiplicative characters of Fq. By Proposition 2.5.3, the
group of multiplicative characters is a cyclic group of order q− 1. With this knowl-
edge, the multiplicative characters can be found easily.
Proposition 2.5.13. Let g be a fixed primitive element of Fq, i.e. a generator of the multi-
plicative group of Fq. For each 0 ≤ j ≤ q− 2 the function defined by
ψj(gk) = e2πijk/(q−1)
for each 0 ≤ k ≤ q − 2 is a multiplicative character. The ψj are distinct and we have
F̂∗q = {ψj : 0 ≤ j ≤ q− 2}.
Note that the index j in the previous proposition depends on the choice of the
primitive element g. However, independent of the choice of g, the trivial multiplica-
tive character is always ψ0. Accordingly, we will always use the notation ψ0 for the
trivial multiplicative character.
Example 2.5.14 (The quadratic character). Let q be odd and define η : F∗q → C by
η(x) =
{
1, x is a square
−1, x is a non-square.
As usual, we say x is a square in F∗q if there is a y ∈ F∗q such that y2 = x. η is a mul-
tiplicative character of Fq. In fact, it is the unique character of order 2 in F̂∗q . Among
the characters listed in Proposition 2.5.13, we can identify η = ψ(q−1)/2 independent
of the choice of the primitive element g in the Proposition.
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We are often interested in bounds on additive character sums of the form
∑x∈Fq χ(F(x)) for some polynomial F ∈ Fq[x]. The most famous result on sums
of this form is the Weil bound.
Theorem 2.5.15 (Weil bound, [102, Theorem 5.38.]). Let q = pn with p prime, F ∈ Fq[x]
be a polynomial with degree d ≥ 1 and χ ∈ F̂q. Assume further that F cannot be written as
F = Gp − G + b for some other polynomial G ∈ Fq[x]. Then∣∣∣∣∣ ∑x∈Fq χ(F(x))
∣∣∣∣∣ ≤ (d− 1)q1/2.
Note that the condition on F is necessary. Indeed, if F = Gp − G + b then, by
the properties of the trace-function, we have χ(F(x)) = χ(b) for all x ∈ Fq, so
∑x∈Fq χ(F(x)) = ±q. The Weil bound yields only a nontrivial bound if the degree of
F is at most q1/2. A similar bound also holds for sums of multiplicative characters,
see e.g. [102, Theorem 5.41.].
Definition 2.5.16 (Gauss Sums). Let χ1 be the canonical additive character of a finite field




The explicit evaluation of Gauss sums is in general very difficult and only known
for a few special characters. For the trivial multiplicative character, it is easy to check
that G(ψ0) = −1. The most famous and celebrated example is the explicit evaluation
of Gauss sums for the quadratic character η, see [102, Theorem 5.15.] for a classical
proof or, for a beautiful proof using complex analysis, [70, Theorems 3.9.-3.11.].
Applying the Fourier inversion formula (Proposition 2.5.9) to the definition of
the Gauss sum, we immediately get the following connection.






For each multiplicative character ψ ∈ F̂∗q and every positive integer n we can
define ψ(n) = ψ ◦Nqn/q. Clearly, ψ(n) ∈ F̂∗qn . We call ψ(n) the lifted character of ψ to
Fqn . The Davenport-Hasse Theorem explains how the corresponding Gauss sums
G(ψ) and G(ψ(n)) are related.
Theorem 2.5.18 (Davenport-Hasse Theorem, [102, Theorem 5.14.]). Let ψ be a multi-
plicative character of Fq and ψ(n) = ψ ◦Nqn/q ∈ F̂∗qn the lifted character of ψ. We have
G(ψ(n)) = (−1)n−1G(ψ)n.
2.5.1 Stickelberger’s congruence
We will also need a divisibility result on Gauss sums. The classical result here is
a deep theorem in algebraic number theory known as Stickelberger’s congruence or
Stickelberger theorem [126]. This is the only part of the thesis that requires tools
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from algebraic number theory, so we will only give a brief sketch of the underlying
theory to the extent that is needed to formulate Stickelberger’s congruence.
A brief and self-contained introduction to algebraic number theory that culmi-
nates in the proof of Stickelberger’s congruence can be found in [70, Chapter 4], for
a very thorough treatment we refer to [92, Chapter 2 onwards]. A general overview
of algebraic number theory can be found for example in [91]. A more advanced
book focusing on cyclotomic fields is [134], although it does not contain a proof of
Stickelberger’s congruence.
Let p be a prime and q = pn for some positive integer n. Denote by ζs = e2πi/s
the s-th root of unity. We consider the field extensions Q ⊆ Q(ζq−1) ⊆ Q(ζq−1, ζp).
Recall that Z[ζs] is the ring of integers of Q(ζs).
Let p be a prime ideal of Z[ζq−1] lying above (p), i.e. p ∩Z = (p). Z[ζq−1]/p is
then a field with characteristic p. Since n is the smallest positive integer such that
pn ≡ 1 (mod q− 1), the extension degree of Z[ζq−1]/p over its prime field is n, so
Z[ζq−1]/p has q = pn elements, and we can identify it with the field Fq. The roots of
the polynomial xq−1 − 1 ∈ (Z[ζq−1])[x] are ζ iq−1 for all 0 ≤ i ≤ q− 2. Denote by R
the set of these roots, i.e. R = 〈ζq−1〉. Then
Z[ζq−1]/p = {0 + p, ζ0q−1 + p, ζq−1 + p, . . . , ζ
q−2
q−1 + p}.
Definition 2.5.19 (Teichmüller character). We define a mapping ψp : (Z[ζq−1]/p) \ {0+
p} → R via
ψp(r + p) = r (2.3)
for all r ∈ R. ψp is a multiplicative character of Z[ζq−1]/p. We call ψp the Teichmüller
character.
It is clear that the Teichmüller character has order q− 1, so we can identify it with
a generator of F̂∗q .
(p) is totally ramified inQ(ζp) and p is totally ramified inQ(ζq−1, ζp), so there is
a unique prime ideal P of Z[ζq−1, ζp] lying above p.
Let j be an integer, 0 ≤ j ≤ q− 2. We write j = j0 + j1 p + j2 p2 + · · ·+ jn−1 pn−1
with 0 ≤ ji ≤ p− 1 in base-p expansion. With this notation, we are ready to state
Stickelberger’s congruence.
Theorem 2.5.20 (Stickelberger’s congruence, [92, Theorem 2.1.]). Let 1 ≤ j ≤ q− 2




(j0)!(j1)! . . . (jn−1)!
(mod P),
where ψp and P are defined as described above.
Applied to binary finite fields, we have ζ2 = −1, j0 + j1 + j2 + · · ·+ jn−1 = wt(j)
and (ji)! = 1 for all i. Recall that P lies above (2), so we get the following relation.
Corollary 2.5.21 (Stickelberger’s congruence in characteristic 2). With the same nota-
tion as before and p = 2, we have
G(ψ−jp ) ≡ 2wt(j) (mod 2wt(j)+1).
Identifying the Teichmüller character ψp with a generator of F̂∗2n , we can use
Corollary 2.5.21 to determine the 2-divisibility of Gauss sums over a binary finite
2.5. A short introduction to characters 19
field. This divisibility result for Gauss sums has been used in a variety of contexts
before. For example, it is a key element of the classical theorem by Ax about the
number of solutions of a multivariate polynomial over a finite field [2]. Moreover,
it has been used to determine the weight divisibility of cyclic codes via McEliece’s
theorem [110], in the proof of the Welch and Niho conjectures [68, 23], and to study
monomial bent functions [93].
When we identify Z[ζq−1]/p with Fq and the Teichmüller character with a gen-
erator ψ of F̂∗q , Eq. (2.3) from Definition 2.5.19 implies
ψ(x) ≡ x (mod p) (2.4)





The work in this chapter is based on [83], written by the author of this thesis, which
is accepted for publication in Designs, Codes and Cryptography.
As outlined in the previous chapter, a bijective vectorial Boolean function and
its inverse are CCZ-equivalent, so the function and its inverse share many cryp-
tographic properties (see Proposition 2.3.6). It is thus desirable to find an explicit
formula for inverses of bijective functions that display good cryptographic proper-
ties, like APN functions. Moreover, not all cryptographic properties of a function
are invariant under inversion, the most notable exception is the algebraic degree.
For arbitrary bijective functions, finding the inverse is a very challenging task. In
the case of monomials, determining the inverse of a function x 7→ xl on F2n amounts
to finding the inverse of l in the ring Z2n−1 (see Proposition 2.4.3). Of course, for
fixed values of l and n, this can easily be done using (for instance) the Euclidean
algorithm. However, for infinite families of monomials (like the APN monomials
displayed in Table 2.1), other theoretical tools are needed. The problems comes in
two “flavors”: The exponent l may depend on n (as for Welch/Niho/Dobbertin ex-
ponents in Table 2.1) or not (Gold and Kasami exponents). In many ways, exponents
of the second type are more difficult to handle. In [87], a method to find the inverse
of a fixed exponent l modulo 2n − 1 for arbitrary n was given. This technique was
used to determine the algebraic degree of the inverses of the Gold exponents as well
as the second Kasami exponent K2 = 13. Unfortunately, it is unclear how to use
this approach to determine the inverses of all (infinitely many) Kasami exponents.
In fact, just determining the binary weight of the inverses of Kasami exponents is
mentioned as an open problem in [87].
In this chapter, we develop a new technique that can be used to determine the
inverse of elements l in Z2n−1 for infinitely many n. Here, l may depend on n or
not. We will use this technique to find the inverses of all invertible Gold and Kasami
exponents, including the non-APN exponents, as well as the Bracken-Leander expo-
nent. With these results, all inverses of invertible APN exponents and all inverses of
exponents that give rise to bijective monomials with differential uniformity 4 have
been found. For an overview, see Tables 3.1 and 3.2.
3.1 A new method for inversion in Z2n−1: The modular add-
with-carry approach
Our approach uses as the key tool the modular add-with-carry approach that was first
formally introduced by Hollmann and Xiang [68].
Theorem 3.1.1 (Modular add-with-carry approach, [68, Theorem 13]). Let a, s ∈ {1,
. . . , 2n − 2} and l ∈ N. We denote by a = (an−1, . . . , a0) and s = (sn−1, . . . , s0) the
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Exponent Conditions d dinv Inverse found in
Gold 2r + 1 gcd(r, n) = 1 2 n+12 [113]
r < n/2
Kasami 22r − 2r + 1 gcd(r, n) = 1 r + 1 Varies Here
r < n/2
Welch 2t + 3 3 t or t + 1 [87]





2t − 2 3t+12 − 1 t odd t + 1 3n+78 or
3n+11
8
Inverse 22t − 1 n− 1 n− 1 Obvious
Dobbertin 24r + 23r + 22r + 2r − 1 5r = n r + 3 n+32 [87]
TABLE 3.1: List of known APN exponents over F2n with n = 2t + 1 up to inversion
and cyclotomic equivalence. d and dinv denote the algebraic degree of the monomial
and its inverse, respectively.
Exponent Conditions d dinv Inverse found in
Gold 2r + 1 t odd, gcd(r, n) = 2 2 n2 [87], here
r ≤ n/2
Kasami 22r − 2r + 1 t odd, gcd(r, n) = 2 r + 1 Varies Here
r ≤ n/2
Inverse 2n − 2 n− 1 n− 1 Obvious
Bracken-Leander 22r + 2r + 1 4r = n, r odd 3 n+22 Here
TABLE 3.2: List of exponents yielding 4 differentially uniform permutations over F2n
with n = 2t up to inversion and cyclotomic equivalence. d and dinv denote the algebraic
degree of the monomial and its inverse, respectively.
binary expansions of a and s. Let l = ∑j tj2j with tj ∈ Z. Further, let t+ = ∑j,tj>0 tj and
t− = ∑j,tj<0 tj. The following are equivalent:
(a) s ≡ l · a (mod 2n − 1)
(b) There exists a sequence c = (cn−1, . . . , c0) with ci ∈ {t−, . . . , t+ − 1} (called the
carry sequence) such that
2ci − ci−1 + si = ∑
j
tjai−j (3.1)
holds for all i. Here, the indices are seen as elements in Zn.
The carry sequence in (b) is unique.
Remark 3.1.2. Note that the representation l = ∑j tj2j with integer coefficients tj in
Theorem 3.1.1 is not unique. In fact, this is one of the major strengths of this theorem
since it makes it possible to choose a representation that has more structure than the
(usual) binary representation. This makes a big difference especially for the Kasami
exponents. Indeed, the r-th Kasami exponent Kr can be written (as it is done usually)
as Kr = 22r − 2r + 1, i.e. with t2r = t0 = 1 and tr = −1. This is certainly a much
simpler representation than the binary representation that has r + 1 ones. In the
general case, it seems to be desirable to choose a representation such that both t+
and t− have low absolute value so that the range of the possible values for the carry
sequence is small.
The basic idea of finding the inverse of some value l modulo 2n − 1 is now quite
simple: We use Theorem 3.1.1 and set s = 1. Then we try to find sequences a and
c that satisfy Eq. (3.1). While we apply the approach in this chapter only to a few
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selected exponents, the idea can in principle be used for arbitrary values of l. How-
ever, the corresponding sequences a and c are highly dependent on the choice of
l, so a general treatment seems to be impossible. Still, this approach gives a good
framework to find inverses in Z2n−1.
In many cases, educated guesses based on experimental results for low values of
n are enough to find the inverse. In particular, the carry sequence c often has a strong
and visible structure. Since the carry sequence uniquely determines the sequence a,
the strategy for the proofs is to find/guess the structure of the carry sequence and
then construct the inverse from the carry sequence.
3.2 The Gold exponents
To illustrate our method using Theorem 3.1.1, we use it to derive the inverses of the
invertible Gold exponents Gr = 2r + 1 inZ2n−1. The inverses of the APN Gold expo-
nents (i.e. with the condition gcd(r, n) = 1) are explicitly given in [113]. Moreover,
the algebraic degree of the inverses of all Gold exponents is known [87, Theorem
3.7.]. However, as far as we know, the explicit binary expansion of the inverses of
the non-APN Gold exponents has not appeared anywhere in the literature yet. In
this section, we apply the add-with-carry approach to find the binary expansion of
the inverses of all invertible Gold exponents. In particular, this also yields a new
proof for the algebraic degree of the Gold functions.
Applied to the Gold exponent, Theorem 3.1.1 yields the following.
Theorem 3.2.1. Let a, s ∈ {1, . . . , 2n − 2} and Gr = 2r + 1 be the r-th Gold exponent. We
denote by a = (an−1, . . . , a0) and s = (sn−1, . . . , s0) the binary expansions of a and s. The
following are equivalent:
(a) s ≡ Gr · a (mod 2n − 1)
(b) There exists a carry sequence c = (cn−1, . . . , c0) with ci ∈ {0, 1} such that
2ci − ci−1 + si = ai−r + ai (3.2)
holds for all i. Here, the indices are seen as elements in Zn.
The carry sequence in (b) is unique.
The following lemma characterizes all invertible Gold exponents.
Lemma 3.2.2 (e.g. [109, Lemma 11.1.]). Let r and n be positive integers. The Gold expo-
nent Gr = 2r + 1 is invertible in Z2n−1 if and only if ngcd(n,r) is odd.
3.2.1 The APN Gold exponents
We first deal with the APN Gold exponents Gr = 2r + 1 over F2n with gcd(r, n) = 1.
We will use some notation from [94], where the modular add-with-carry approach
was used to find the Walsh support of the Kasami functions. In particular, we will
use the notion of r-ordered sequences.
Since gcd(r, n) = 1 we can reorder the sequences a and c in Theorem 3.2.1 in the
following way:
a0, a−r, a−2r, . . . , a−(n−1)r and c0, c−r, c−2r, . . . , c−(n−1)r.
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Here, we view again the indices as elements in Zn. This ordering is technically a
decimation of the sequence by −r. Since we will be using this ordering a lot, we will
call it the r-ordering of a sequence and also denote these sequences by
a0, a1, a2, . . . , an−1 and c0, c1, c2, . . . , cn−1,
where we will always make sure to specify whether we use the regular ordering or
the r-ordering.
By Lemma 3.2.2, Gr is invertible if and only if n is odd. We denote by e the least
positive residue of the inverse of r modulo n. Using r-ordered sequences, the key
equation in Theorem 3.2.1 takes on the following simpler form:
Theorem 3.2.3. Let n ∈ N, a ∈ {1, . . . , 2n − 2} and Gr be the r-th Gold exponent with
gcd(r, n) = 1. Let e be the least positive residue of the inverse of r modulo n and (a0,
. . . , an−1) be the r-ordered sequence of the binary representation of a, i.e. a ≡ ∑n−1i=0 ai2−ir
(mod 2n − 1). The following are equivalent:
(a) a is the inverse of Gr modulo 2n − 1.
(b) There exists an r-ordered carry sequence c = (c0, c1, . . . , cn−1) with ci ∈ {0, 1} such
that
2c0 − ce + 1 = a1 + a0 (3.3)
2ci − ci+e = ai+1 + ai (3.4)
holds for all i ∈ Zn, i 6= 0.
The carry sequence in (b) is unique.
Now, we can use Theorem 3.2.3 to give a simple alternative proof for the inverse
of the APN Gold exponents. As pointed out earlier, the idea is to guess the structure
of the carry sequence from examples for low n and then compute the inverse from
the carry sequence. We will make a detailed example to give an intuition for this
process. Note that the case of APN Gold functions is easier than other cases (espe-
cially the Kasami cases in the next section), but the approach will always remain the
same.
Example 3.2.4. Let n = 7, r = 3 and consider the invertible APN Gold exponent
G3 = 23 + 1 = 9. We have 3 · 5 ≡ 1 (mod 7), so e = 5. The inverse of 9 modulo
27− 1 is 113 = 26 + 25 + 24 + 20, and the binary sequence of 113 is in regular ordering
(a6, a5, . . . , a0) = (1, 1, 1, 0, 0, 0, 1) and in r-ordering G−13 = (a0, . . . , a6) = (1, 1, 0, 1,
0, 1, 0). We have a1 = a0 = 1 so by Eq. (3.3) necessarily c0 = c5 = 1. If i 6= 0 we
have ai + ai+1 = 1 and thus by Eq. (3.4) ci = ci+5 = 1. We conclude that the carry
sequence consists exclusively of ones.
From this example (and possibly other examples for low n) we guess that the
carry sequence always consists only of ones. Let us now consider the Eq.s (3.3)
and (3.4) for this choice and arbitrary n. It necessarily yields a1 = a0 = 1 and
ai+1 + ai = 1. From this, we immediately conclude that the r-ordered sequence of
the inverse G−1r is (a0, . . . , an−1) = (1, 1, 0, 1, 0, 1, . . . , 0, 1, 0). Since both Eq.s (3.3)
and (3.4) are satisfied, this must be the r-ordered sequence of the inverse of the Gold
exponent. We have thus proven the following:
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Proposition 3.2.5 (Inverses of APN Gold exponents, [113, Proposition 5]). Let Gr =
2r + 1 with gcd(r, n) = 1 and n odd. Then Gr is invertible in Z2n−1 and the least positive







In particular, wt(G−1r ) =
n+1
2 , so the algebraic degree of x 7→ xG
−1
r over F2n is n+12 .
Proof. By the considerations above, the r-ordered sequence of the inverse G−1r is (a0,
. . . , an−1) = (1, 1, 0, 1, 0, 1, . . . , 0, 1, 0). We conclude











22ir (mod 2n − 1).
The main takeaway from the example is that the carry sequence has a simpler
structure than the sequence (a0, . . . , an−1) of the inverse. This observation will also
hold for all other exponents considered in this chapter. Indeed, while it is still pos-
sible to discern the structure of the APN Gold exponents with relative ease with-
out looking at the carry sequence, this will be close to impossible in the case of the
Kasami exponents.
3.2.2 The non-APN Gold exponents
We now deal with the more general case of Gold exponents Gr with gcd(n, r) > 1.
Since gcd(n, r) > 1, we cannot use the r-ordering of sequences that we used in
the Proposition 3.2.5. We expand the concept in a natural way.
Definition 3.2.6 (r-matrices). Let a = (an−1, . . . , a0) be a sequence of integers and r be a
positive integer. Set d = gcd(n, r). We define the associated (d× nd )-matrix Ma,r by
Ma,r =

a0 a−r a−2r . . . a−( nd−1)r
a1 a1−r a1−2r . . . a1−( nd−1)r
...
...
ad−1 ad−1−r ad−1−2r . . . ad−1−( nd−1)r
 ,
where the indices are seen as elements in Zn. We call Ma,r the r-matrix of a. If a is a
binary sequence, then we call Ma,r also the r-matrix of the corresponding element in Z2n−1
or {0, 1, . . . , 2n − 2}.
Since the r-matrices are constructed from sequences, we use the slightly unusual
convention of indexing from 0, i.e. the first row/column will be called row/column
0. With this convention, the r-ordered sequences considered in the previous section
are just a special case of r-matrices with only one row. Again in accordance to the no-
tation used earlier, we denote by e the least positive residue of the inverse of rgcd(n,r)
modulo ngcd(n,r) .
We now use r-matrices to rephrase Theorem 3.2.1.
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Theorem 3.2.7. Let a ∈ {1, . . . , 2n − 2}, n ∈ N and Gr be the r-th Gold exponent with
gcd(r, n) = d and e be the least positive residue of the inverse of rd modulo
n
d . Moreover, let
Ma,r =

a0,0 a0,1 a0,2 . . . a0, nd−1
a1,0 a1,1 a1,2 . . . a1, nd−1
...
...
ad−1,0 ad−1,1 ad−1,2 . . . ad−1, nd−1





i−jr (mod 2n − 1). The following are equiva-
lent:
(a) a is the inverse of Gr modulo 2n − 1.
(b) There exists an r-matrix for the carry sequence c of the form
Mc,r =

c0,0 c0,1 c0,2 . . . c0, nd−1
c1,0 c1,1 c1,2 . . . c1, nd−1
...
...
cd−1,0 cd−1,1 cd−1,2 . . . cd−1, nd−1

with ci,j ∈ {0, 1} such that the following equations hold:
2c0,0 − cd−1,e + 1 = a0,1 + a0,0 (3.5)









The carry sequence (and thus its associated r-matrix) in (b) is unique.
Proof. The Theorem follows immediately from Theorem 3.2.1 and the definition of
the r-matrix. The predecessor of the values c−k1r is determined as follows: Observe
that c−k1r−1 = cgcd(n,r)−1−k2r if and only if −k1r − 1 ≡ gcd(n, r)− 1− k2r (mod n),
which is equivalent to −(k1 − k2) rgcd(n,r) ≡ 1 (mod
n
gcd(n,r) ), so the predecessor of
c−k1r is cgcd(n,r)−1−k2r with k2 = k1 + e.
With Theorem 3.2.7, we can give the explicit binary representation of all inverses
of Gold exponents.
Proposition 3.2.8. Let n ∈ N and Gr be the r-th Gold exponent with gcd(r, n) =
d > 1 and nd odd. Let e be the least positive residue of the inverse of
r







i−jr (mod 2n− 1) where the values ai,j are the entries of the (d× nd )-matrix
Ma,r =

0 0 1 0 1 0 . . . 0 1
0 0 1 0 1 0 . . . 0 1
...
0 0 1 0 1 0 . . . 0 1
1 1 0 1 0 1 . . . 1 0
 .
In particular, wt(G−1r ) =
n−d+2
2 .
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Proof. The r-matrix of the corresponding carry sequence is the (d× nd )-matrix
Mc,r = (ci,j) =

0 1 1 1 . . . 1
0 1 1 1 . . . 1
...
...
0 1 1 1 . . . 1
1 1 1 1 . . . 1
 .
We now just have to verify Eq.s (3.5) to (3.7). For Eq. (3.5), we get 2c0,0− cd−1,e + 1 =
a0,1 + a0,0 = 0. For Eq. (3.6), we have 2c0,j− cd−1,j+e = a0,j+1 + a0,j = 1 for all values of
j > 0. For Eq. (3.7), we have 2ci,j − ci−1,j = ai,j+1 + ai,j = 0 if j = 0 and 0 < i < d− 1,
2ci,j− ci−1,j = ai,j+1 + ai,j = 2 if j = 0 and i = d− 1 and 2ci,j− ci−1,j = ai,j+1 + ai,j = 1
in all other possible cases. Thus, all equations are satisfied.
The value of wt(G−1r ) can be determined easily by counting the ones in the matrix
Ma,r.
Recall that all invertible Gold exponents satisfy ngcd(r,n) odd by Lemma 3.2.2, so
Propositions 3.2.5 and 3.2.8 cover all invertible Gold exponents.
Note that the gcd(r, n) = 1 case can even be recovered as a special case from
Proposition 3.2.8. Indeed, the last row of the r-matrices Ma,r and Mc,r are precisely
the r-sequences we saw in the gcd(r, n) = 1 case in Proposition 3.2.5.
3.3 The Kasami exponents
As shown in Table 3.1, the inverses of all APN exponents except the Kasami expo-
nent have been determined in earlier work. The objective in this section is thus the
following: Find the inverse of Kr = 22r − 2r + 1 modulo 2n− 1 for all possible values
of r, n. Compared to other APN exponents, determining the inverses of the Kasami
exponents is particularly challenging because they are independent from the field
size. While this is also true for the Gold exponents we considered in the previous
section, finding the inverses of Gold exponents is relatively easy because of their
low binary weight. In contrast, the algebraic degree of the Kasami exponents is un-
bounded which makes the determination of the inverses much harder.
Applied to the Kasami exponent Kr = 22r − 2r + 1, Theorem 3.1.1 yields the
following.
Theorem 3.3.1. Let a, s ∈ {1, . . . , 2n − 2} and Kr be the r-th Kasami exponent. We de-
note by a = (an−1, . . . , a0) and s = (sn−1, . . . , s0) the binary expansions of a and s. The
following are equivalent:
(a) s ≡ Kr · a (mod 2n − 1)
(b) There exists a carry sequence c = (cn−1, . . . , c0) with ci ∈ {−1, 0, 1} such that
2ci − ci−1 + si = ai−2r − ai−r + ai (3.8)
holds for all i. Here, the indices are seen as elements in Zn.
The carry sequence in (b) is unique.
We extend the definition of the weight of a sequence (sn−1, . . . , s0) to the sum
of all of its elements. For binary sequences, this corresponds exactly to its binary
weight. In particular, this allows us to talk about the weight of the carry sequence
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which is in general not a binary sequence. Using this convention, the following
Lemma gives an additional condition on the carry sequence for the Kasami expo-
nents.
Lemma 3.3.2 ([68], Lemma 5). With the notation of Theorem 3.3.1, we have the following:
(a) ci + ci−r ∈ {−1, 0, 1}. In particular, |wt(c)| ≤ n2 .
(b) wt(c) + wt(s) = wt(a). In particular, for s = 1 we have wt(c) = wt(a)− 1.
The following Proposition shows when a Kasami exponent is invertible modulo
2n − 1.
Proposition 3.3.3 ([87, Lemma 3.8]). Let n be a positive integer and Kr = 22r − 2r + 1 be
the r-th Kasami exponent. Kr is invertible modulo 2n − 1 if and only if one of the following
cases occurs:
• ngcd(r,n) is odd,
• ngcd(r,n) is even, r is even and gcd(r, n) = gcd(3r, n).
We first deal with the case gcd(r, n) = 1, then with the case ngcd(r,n) odd and
finally with the case ngcd(r,n) even. Technically, the case gcd(r, n) = 1 is included
in the case ngcd(r,n) odd. However, we single out this case for two reasons: Firstly,
it is particularly interesting since those Kasami exponents are precisely the APN
exponents. Secondly, the case ngcd(r,n) odd is very technical, but can be described
much easier by applying the results for the special case gcd(r, n) = 1.
3.3.1 The case gcd(r, n) = 1
We first deal with the APN Kasami exponents Kr = 22r − 2r + 1 over F2n with gcd(r,
n) = 1.
By Proposition 3.3.3, Kr is invertible if and only if n is odd. We denote by e the
least positive residue of the inverse of r modulo n. Observe that Kr and Kn−r are
cyclotomic equivalent exponents on F2n . Indeed, (22(n−r)− 2n−r + 1)22r ≡ 22r − 2r +
1 (mod 2n − 1). Then K−1r ≡ 2−2rK−1n−r (mod 2n − 1), so it suffices to determine the
inverse of one of these two values. Since n is odd, we can thus assume without loss
of generality that e is odd.
Since gcd(r, n) = 1 we can reorder the sequences a and c in Theorem 3.3.1 using
the r-sequences introduced in the previous section. Using r-ordered sequences, the
key equation for the Kasami exponents in Theorem 3.3.1 takes on the following form:
Theorem 3.3.4. Let n ∈ N, a ∈ {1, . . . , 2n − 2} and Kr be the r-th Kasami exponent with
gcd(r, n) = 1. Let (a0, . . . , an−1) be the r-ordered sequence of the binary representation of
a, i.e. a ≡ ∑n−1i=0 ai2−ir (mod 2n − 1). The following are equivalent:
(a) a is the inverse of Kr modulo 2n − 1.
(b) There exists an r-ordered carry sequence c = (c0, c1, . . . , cn−1) with ci ∈ {−1, 0, 1}
such that
2c0 − ce + 1 = a2 − a1 + a0 (3.9)
2ci − ci+e = ai+2 − ai+1 + ai (3.10)
holds for all i ∈ Zn, i 6= 0.
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The carry sequence in (b) is unique.
Experimental results show that the inverses of the APN Kasami exponents often
have binary weight n+12 . In this case, Lemma 3.3.2 immediately shows that the r-
ordered carry sequence has weight n−12 and must be a cyclic shift of the sequence
(0, 0, 1, 0, 1, . . . , 0, 1). Since the carry sequence of the inverse uniquely determines
the inverse, these cases can then be solved with comparatively little effort.
In this section, we will always use r-ordered sequences to represent inverses of
Kasami exponents because this notation makes the description much easier. Con-
sequently, the inverses will be written in the form K−1r ≡ ∑n−1i=0 ai2−ir (mod 2n − 1)
for a sequence a = (a0, . . . , an−1). Of course, a translation into the more standard
binary representation is easy by reordering the sequence a, i.e. K−1r ≡ ∑n−1i=0 a−ie2i
(mod 2n − 1) (recall that e denotes the inverse of r modulo n).
Proposition 3.3.5. Let n odd, Kr be the r-th Kasami exponent with gcd(r, n) = 1. Let e be





ai2−ir (mod 2n − 1),
where a = (a0, . . . , an−1) is determined as follows:
• If e = 6k + 1, then a = (1, x, y) and x = (1, 0, 1, 0, . . . , 1, 0, 1, 0) is a sequence of
length n− e and y = (1, 1, 1, 0, 0, 0, 1, 1, 1, 0, 0, 0, . . . , 1, 1, 1, 0, 0, 0) is a sequence of
length 6k.
• If e = 6k + 5, then a = (0, x, 1, 1, y) and x = (0, 1, 0, 1, . . . , 0, 1, 0, 1) is a sequence of
length n− e+ 2 and y = (0, 0, 0, 1, 1, 1, 0, 0, 0, 1, 1, 1, . . . , 0, 0, 0, 1, 1, 1) is a sequence
of length 6k.
In both cases, we have wt(K−1r ) =
n+1
2 .
Proof. Let e = 6k + 1. Set c = (0, 1, 0, 1, . . . , 0, 1, 0, 1, 0), i.e. ci = 0 if i is even, and
ci = 1 otherwise. We show that a and c satisfy the conditions in Theorem 3.3.4.
Eq.(3.9) can be easily verified. For Eq. (3.10), we have the following:
Case 1: i odd, i + e < n: We have ci = 1, ci+e = 0, ai = ai+2 = 1 and ai+1 = 0.
Case 2: i even, i + e < n: We have ci = 0, ci+e = 1, ai = ai+2 = 0 and ai+1 = 1.
Case 3: i odd, i + e ≥ n: We have ci = ci+e = 1. Depending on the value of i, the
triple (ai, ai+1, ai+2) takes on the values (1, 0, 0), (0, 0, 1) or (1, 1, 1).
Case 4: i even, i + e ≥ n: We have ci = ci+e = 0. Depending on the value of i, the
triple (ai, ai+1, ai+2) takes on the values (0, 0, 0), (0, 1, 1) or (1, 1, 0).
So Eq. (3.10) holds for all i.
Now let e = 6k + 5. Set c = (0, 0, 1, 0, 1, 0, 1, 0, 1, . . . , 0, 1), i.e. ci = 0 if i = 0
or i odd and ci = 1 otherwise. We again show that Equations (3.9) and (3.10) are
satisfied. Observe that Eq. (3.9) holds. We check the following cases of Eq. (3.10) for
i > 0:
Case 1: i odd, i + e ≤ n: We have ci = 0, ci+e = 1, ai = ai+2 = 0 and ai+1 = 1.
Case 2: i even, i + e ≤ n: We have ci = 1, ci+e = 0, ai = ai+2 = 1 and ai+1 = 0.
Case 3: i odd, i + e > n: We have ci = ci+e = 0. Depending on the value of i, the
triple (ai, ai+1, ai+2) takes on the values (0, 0, 0), (0, 1, 1) or (1, 1, 0).
Case 4: i even, i + e > n: We have ci = ci+e = 1. Depending on the value of i, the
triple (ai, ai+1, ai+2) takes on the values (1, 0, 0), (0, 0, 1) or (1, 1, 1).
So Eq. (3.10) holds for all i.
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The Kasami APN functions and their inverses are also almost bent functions (see
Table 2.1). By Proposition 2.2.13, the algebraic degree of an almost bent functions is
bounded from above by n+12 . We have shown that the inverses of the Kasami APN
functions defined by the exponents considered in Proposition 3.3.5 attain this bound.
The only case left to check is e = 6k + 3 (recall that we could assume e odd
without loss of generality). This case is a lot more involved and has to be di-
vided into several subcases. The key difference to the cases considered above is that
wt(K−1r ) <
n+1
2 for e = 6k + 3, so finding the correct carry sequence is more compli-
cated. However, the strategy of the proof remains the same: Based on experimental
results, we guess a carry sequence that then determines the inverse.
Proposition 3.3.6. Let n odd, Kr be the r-th Kasami exponent with gcd(r, n) = 1. Let
e = 6k + 3 be the least positive residue of the inverse of r modulo n. Define s, t ∈ N by
n = se + t with 0 ≤ t < e. Further, let x1 = (0, 0, 0, 1, 1, 1), x2 = (0, 1, 1, 1, 0, 0) be
sequences of length 6 and
x = (0, 1, 1, x1, . . . , x1︸ ︷︷ ︸
k-times
, 0, 0, 0, x2, . . . , x2︸ ︷︷ ︸
k-times
)
y = (0, 0, 0, x2, . . . , x2︸ ︷︷ ︸
k-times
, 0, 1, 1, x1, . . . , x1︸ ︷︷ ︸
k-times
)





ai2−ir (mod 2n − 1),
where a = (a0, . . . , an−1) is determined as follows:
(a) If t = 6u + 1 then
a = (x1, . . . , x1︸ ︷︷ ︸
u-times
, y, . . . , y︸ ︷︷ ︸
(s−2)/2-times
, 0, 0, 0, x2, . . . , x2︸ ︷︷ ︸
k-times
, 0, 1, 1, x1, . . . , x1︸ ︷︷ ︸
u-times
, z, 0) + (1, 0, . . . , 0),
where z = (0, 1, 0, 1, . . . , 0, 1, 0, 1) is a sequence of length e− 3− 6u.
(b) If t = 6u + 2 then
a = (0, 1, x1, . . . , x1︸ ︷︷ ︸
u-times
, y, . . . , y︸ ︷︷ ︸
(s−1)/2-times
, 0, 0, z, 1, z2),




is a sequence of length e− 6u− 3.
(c) If t = 6u + 4 then
a = (0, 0, 0, x2, . . . , x2︸ ︷︷ ︸
u-times
, x, . . . , x︸ ︷︷ ︸
(s−1)/2-times




where z = (0, 1, 0, 1, . . . , 0, 1, 0, 1) is a sequence of length 6u.
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(d) If t = 6u + 5 then
a = (0, 1, 1, 0, 0, x2, . . . , x2︸ ︷︷ ︸
u-times
, x, . . . , x︸ ︷︷ ︸
(s−2)/2-times
, 0, 1, 1, x1, . . . , x1︸ ︷︷ ︸
k-times
, 0, x1, . . . , x1︸ ︷︷ ︸
u-times
, z)
where z = (0, 1, 0, 1, . . . , 0, 1, 0, 1) is a sequence of length e− 1− 6u.
In the cases (a) and (d) we have wt(K−1r ) =
n−s+1





Proof. For all 4 cases, we explicitly give the carry sequence c (in r-ordering) and
check that Eq. (3.9) and (3.10) are satisfied. The carry sequences for all cases are
quite similar and are composed of the same “building blocks”. The verification is
simple but tedious, so we will show the correctness of the first case in detail and for
the other cases we will just state the carry sequence and omit the verification. We
define the auxiliary sequences s1 = (0, 1, 0, 1, . . . , 0, 1) of length 6u and s2 = (0, 0, 1,
0, 1, 0, 1, 0, 1, . . . , 0, 1) of length e = 6k + 3.
Case (a): Set
c = (s1, s2, . . . , s2︸ ︷︷ ︸
s-times
, 0).
Eq. (3.9) can be easily verified. For Eq. (3.10) we have to distinguish (many) different
cases depending on the value of i. We go through each block in the sequence a.
Case a.1: i > 0 is in the first block of x1’s. If i is even then we have ci = ci+e = 0
and (ai, ai+1, ai+2) ∈ {(0, 1, 1), (1, 1, 0), (0, 0, 0)}. If i is odd then ci = ci+e = 1 and
(ai, ai+1, ai+2) ∈ {(0, 0, 1), (1, 1, 1), (1, 0, 0)}.
Case a.2: i is in the block of y’s. Let i = 6u + q. If q ≡ 1, 2, e + 1, e + 2 (mod 2e)
then ci = ci+e = 0. In these first two cases we have (ai, ai+1, ai+2) = (0, 0, 0) and
in the latter two (ai, ai+1, ai+2) = (0, 1, 1) and (ai, ai+1, ai+2) = (1, 1, 0), respectively.
Let q1 be the least positive residue of q modulo 2e. If 3 ≤ q1 ≤ e and q1 odd we
have ci = ci+e = 0 and (ai, ai+1, ai+2) ∈ {(0, 1, 1), (1, 1, 0), (0, 0, 0)}. If 3 ≤ q1 ≤ e
and q1 even, we have ci = ci+e = 1 and (ai, ai+1, ai+2) ∈ {(0, 0, 1), (1, 1, 1), (1, 0, 0)}.
If q1 > e + 2 and q1 odd we have ci = ci+e = 1 and (ai, ai+1, ai+2) ∈ {(0, 0, 1), (1,
1, 1), (1, 0, 0)} and if q1 > e + 2 and q1 even we have ci = ci+e = 0 and (ai, ai+1,
ai+2) ∈ {(0, 1, 1), (1, 1, 0), (0, 0, 0)}.
Case a.3: i is in the position of the three zeros after the block of y’s. For the first two
zeros (i.e. i = 6u + e(s− 2) and i = 6u + e(s− 2) + 1) we have ci = ci+e = 0 and
(ai, ai+1, ai+2) = (0, 0, 0). For i = 6u + e(s− 2) + 2 we have ci = ci+e = 1 and (ai,
ai+1, ai+2) = (0, 0, 1).
Case a.4: i is in the block of x2’s, i.e. i ∈ {6u+ e(s− 2)+ 3, . . . , 6u+ e(s− 2)+ 6k+ 2}.
If i is odd, we have ci = ci+e = 1 and (ai, ai+1, ai+2) ∈ {(0, 0, 1), (1, 1, 1), (1, 0, 0)} and
if i is even ci = ci+e = 0 and (ai, ai+1, ai+2) ∈ {(0, 1, 1), (1, 1, 0), (0, 0, 0)}.
Case a.5: i ∈ {6u + e(s− 2) + 6k + 3, . . . , 6u + e(s− 2) + 6k + 5}. If i = 6u + e(s−
2) + 6k + 3 then ci = 0, ci+e = cn−1 = 0 and (ai, ai+1, ai+2) = (0, 1, 1). For i =
6u + e(s− 2) + 6k + 4 we have ci = 0, ci+e = c0 = 0 and (ai, ai+1, ai+2) = (1, 1, 0) and
for i = 6u + e(s− 2) + 6k + 5 we have ci = 1, ci+e = c1 = 1 and (ai, ai+1, ai+2) = (1,
0, 0).
Case a.6: i is in the second block of x1’s, i.e. i ∈ {6u + e(s− 2) + 6k + 6, . . . , 12u +
e(s− 2) + 6k + 5}. If i is even, we have ci = ci+e = 1 and (ai, ai+1, ai+2) ∈ {(0, 1, 1),
(1, 1, 0), (0, 0, 0)}. If i is odd and i 6= 12u + e(s− 2) + 6k + 5 we have ci = ci+e = 0
and (ai, ai+1, ai+2) ∈ {(0, 0, 1), (1, 1, 1), (1, 0, 0)}. If i = 12u + e(s− 2) + 6k + 5 then
ci = 1, ci+e = 0 and (ai, ai+1, ai+2) = (1, 0, 1).
Case a.7: i is in the subsequence z, i.e. i ∈ {12u + e(s− 2) + 6k + 5, 6u + e(s− 1) +
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6k + 1}. If i is even then ci = 0, ci+e = 1 and (ai, ai+1, ai+2) = (0, 1, 0). If i is odd then
ci = 1, ci+e = 0 and (ai, ai+1, ai+2) = (1, 0, 1).
So Eq.(3.10) holds for all i 6= 0.
We state the r-ordered carry sequences for the other cases:
Case (b):








c = (0, 0, 1, 0, 1, s1, s2, . . . , s2︸ ︷︷ ︸
s-times
).
Note that Proposition 3.3.6 lists all possible options. Indeed, the cases t = 6u
and t = 6u + 3 do not occur because in these cases n = se + t is divisible by 3, so
e = 6k + 3 is never invertible modulo n.
Corollary 3.3.7. Let n ∈ N and Kr be the r-th Kasami exponent with gcd(n, r) = 1.





3 if n ≡ 1 (mod 3)
n+1
3 if n ≡ 2 (mod 3).
The lower bound is attained if and only if e = 3.
Proof. If n ≡ 0 (mod 3) then e is not divisible by 3 since gcd(e, n) = 1. The result
then follows from Proposition 3.3.5.
For the other cases, using the notation of Proposition 3.3.6, the binary weight
wt(K−1r ) is minimal when s is maximal. For n = se + t with 0 < t < e this clearly










3 if t = 2
and the result follows.
Since EA equivalence preserves the algebraic degree, we get the following simple
corollary.
Corollary 3.3.8. Let n ∈ N odd and Kr be the r-th Kasami exponent with gcd(n, r) = 1
and r < n2 . Let F = x
Kr be the r-th Kasami function on F2n . If n ≡ 0 (mod 3) and
r 6= n−12 then F is not EA equivalent to F−1. If n 6≡ 0 (mod 3) and r <
n−2
3 then F is not
EA-equivalent to F−1.
3.3.2 The case ngcd(n,r) odd
We now deal with the Kasami exponents Kr with gcd(n, r) > 1 and ngcd(n,r odd. While
these Kasami exponents are not APN, they still have some interesting properties.
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For example, for gcd(r, n) = 2 and n2 odd, the function x 7→ xKr (and thus also its
inverse) is a permutation with differential uniformity 4 (see Table 2.2).
Since gcd(n, r) > 1, we cannot use the r-ordering of sequences that we used
in the previous section. Just like in the case of Gold functions, we will thus use
r-matrices (introduced in Definition 3.2.6).
In accordance to the notation used in the previous subsection, we denote by e
the least positive residue of the inverse of rgcd(n,r) modulo
n
gcd(n,r) . Since gcd(n, r) =
gcd(n− r, r), ngcd(n,r) odd and Kr is cyclotomic equivalent to Kn−r, it again suffices to
determine the inverses of Kr where e is odd.
Using r-matrices, Theorem 3.3.1 takes on the following form.
Theorem 3.3.9. Let a ∈ {1, . . . , 2n − 2}, n ∈ N and Kr be the r-th Kasami exponent with
gcd(r, n) = d and e be the least positive residue of rd modulo
n
d . Moreover, let
Ma,r =

a0,0 a0,1 a0,2 . . . a0, nd−1
a1,0 a1,1 a1,2 . . . a1, nd−1
...
...
ad−1,0 ad−1,1 ad−1,2 . . . ad−1, nd−1





i−jr (mod 2n − 1). The following are equiva-
lent:
(a) a is the inverse of Kr modulo 2n − 1.
(b) There exists an r-matrix for the carry sequence c of the form
Mc,r =

c0,0 c0,1 c0,2 . . . c0, nd−1
c1,0 c1,1 c1,2 . . . c1, nd−1
...
...
cd−1,0 cd−1,1 cd−1,2 . . . cd−1, nd−1

with ci,j ∈ {−1, 0, 1} such that the following equations hold:
2c0,0 − cd−1,e + 1 = a0,2 − a0,1 + a0,0 (3.11)









The carry sequence (and thus its associated r-matrix) in (b) is unique.
Proof. The Theorem follows immediately from Theorem 3.3.1 and the definition of
the r-matrix. The process is identical to the corresponding case for the Gold function
in Theorem 3.2.7.
Again, we find Ma,r and Mc,r such that Eq. (3.11)-(3.13) hold. These verifications
become quite tedious (especially since we have to distinguish several cases). How-
ever, the basic idea does not change: The r-matrices of the carry sequences have a
visible structure that can be used to determine the inverse. It turns out that the in-
verse of Kr on modulo 2n− 1 with gcd(r, n) = d is closely related to the inverse of K rd
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modulo 2
n
d − 1 which was already determined in the previous section. To improve
readability, we first deal with the case ngcd(n,r) = 6v + 3 for a v ∈N0 separately.
Proposition 3.3.10. Let n ∈N and Kr be the r-th Kasami exponent with gcd(r, n) = d >


















where the rows a1 and a2 are defined as follows:
(a) If e = 6k + 1:
a1 = (0, 0, x1, . . . , x1︸ ︷︷ ︸
n/d−e−2
6 -times
, x2 . . . , x2︸ ︷︷ ︸
k -times
, 0)
a2 = (1, x3, x4 . . . , x4︸ ︷︷ ︸
k -times
).
(b) If e = 6k + 5:
a1 = (0, 1, 0, 0, 0, x4, . . . , x4︸ ︷︷ ︸
n/d−e−4
6 -times
, 1, 1, 0, 0, x6 . . . , x6︸ ︷︷ ︸
k -times
, 0)
a2 = (0, x5, x2 . . . , x2︸ ︷︷ ︸
k -times
),
where x1 = (0, 0, 1, 1, 1, 0), x2 = (0, 0, 0, 1, 1, 1), x4 = (1, 1, 1, 0, 0, 0), x6 = (0, 1, 1, 1, 0,
0) are sequences of length 6, x3 = (1, 0, 1, 0 . . . , 1, 0, 1, 0) is a sequence of length nd − e and
x5 = (0, 1, 0, 1, . . . , 0, 1) is a sequence of length nd − e.
In both cases we have wt(K−1r ) =
n−3d+4
2 .
Proof. Case (a): The r-matrix of the corresponding carry sequence is







where c′′ = (c0, . . . , c nd−1) = (0, 1, 0, 1, . . . , 0, 1, 0, 1, 0) and c
′ = (ce − 1, ce+1, . . . , c nd−1,
c0, c1, . . . , ce−1).
Using Theorem 3.3.9, we just have to verify Eq. (3.11) - (3.13). For our choice of
Mc,r, we have in Eq. (3.11) 2c0,0 − cd−1,e + 1 = 2(ce − 1)− ce + 1 = ce − 1. Similarly,
in Eq. (3.13) we have for 0 < i < d− 1 and j = 0 the relation 2ci,j − ci−1,j = 2(ce −
1)− (ce − 1) = ce − 1. From these two observations, we conclude
ce − 1 = ai,2 − ai,1 + ai,0 for all i ∈ {0, . . . , d− 2}. (3.14)
For j 6= 0 we have for i = 0 (consulting Eq. (3.12)) 2c0,j − cd−1,e+j = 2(ce+j)− ce+j =
ce+j. Looking at Eq. (3.13) for j 6= 0 and i 6= 0, we have 2ci,j − ci−1,j = 2ce+j − ce+j =
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ce+j. We conclude




Let us now consider the case i = d − 1, j 6= 0. Then Eq. (3.13) becomes 2cd−1,j −
cd−2,j = 2cj − ce+j and we get




Finally, for the case i = d − 1 and j = 0 we have (again considering Eq. (3.13))
2cd−1,0 − cd−2,0 = 2c0 − (ce − 1) = 2c0 − ce + 1. We conclude
2c0 − ce + 1 = ad−1,2 − ad−1,1 + ad−1,0 (3.17)





d − 1 with the corresponding carry sequence c′′. Theorem 3.3.4 then
shows that Eq. (3.16) and (3.17) are satisfied. We check Eq. (3.14) and (3.15) by hand.
In both equations we do not consider the last row of Ma,r and since all but the last
row in Ma,r are identical, it suffices to check the first row.
Eq. (3.14) holds because ce = 1 and a0,2 = a0,1 = a0,0 = 0. We check Eq.
(3.15): If e + j < n and j odd, then ce+j = 0 and (a0,j, a0,j+1, a0,j+2) ∈ {(0, 0,
0), (1, 1, 0), (0, 1, 1)}. If e + j < n and j even, then ce+j = 1 and (a0,j, a0,j+1,
a0,j+2) ∈ {(1, 0, 0), (1, 1, 1), (0, 0, 1)}. If e + j ≥ n and j is odd then ce+j = 1 and
(a0,j, a0,j+1, a0,j+2) ∈ {(1, 0, 0), (1, 1, 1), (0, 0, 1)} and if e + j ≥ n and j is even then
ce+j = 0 and (a0,j, a0,j+1, a0,j+2) ∈ {(0, 0, 0), (1, 1, 0), (0, 1, 1)}.
Case (b): The proof is similar to the proof of the first case. We define the r-matrix
of the corresponding carry sequence







where c′′ = (c0, . . . , c nd−1) = (0, 0, 1, 0, 1, 0, 1, . . . , 0, 1, 0, 1) and c
′ = (ce − 1, ce+1, . . . ,
c n
d−1, c0, c1, . . . , ce−1). This leads to precisely the same equations (3.14)-(3.17). Again,
by Proposition 3.3.5, a2 and c′′ are the r-ordered sequences of the inverse of the




d − 1 and the corresponding carry sequence, respec-
tively. The validity of Eq. (3.16) and (3.17) follows. Equations (3.14) and (3.15) can
be checked just as in the previous case; we omit the calculations.
By adding all entries in Mc,r, we see that in both cases the weight of the carry
sequence is d n/d−32 + 1 =
n−3d+2





Note that the case e = 6k + 3 does not occur because e is invertible modulo
n
d = 6v + 3. We now deal with the remaining cases
n
d = 6v + 1 and
n
d = 6v + 5.
Proposition 3.3.11. Let n ∈ N and Kr be the r-th Kasami exponent with gcd(r, n) = d






d = se + t,




i−jr (mod 2n − 1) where the values ai,j are the
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Here, a1 is the sequence of the inverse of K rd modulo 2
n
d − 1 in r-ordering as determined in the
previous section and a2 is as follows. We use the auxiliary sequences x1 = (0, 0, 0, 1, 1, 1),
x2 = (1, 1, 0, 0, 0, 1), x3 = (0, 1, 1, 1, 0, 0) of length 6 and
y = (0, 0, 0, x3, . . . , x3︸ ︷︷ ︸
k-times
, 0, 1, 1, x1, . . . , x1︸ ︷︷ ︸
k-times
)
z = (0, 1, 1, x1, . . . , x1︸ ︷︷ ︸
k-times
, 0, 0, 0, x3, . . . , x3︸ ︷︷ ︸
k-times
)
of length 12k + 6.
(a) If e = 6k + 1 and nd = 6v + 1
a2 = (x1, . . . , x1︸ ︷︷ ︸
v-times
, 0).
(b) If e = 6k + 1 and nd = 6v + 5
a2 = (x2, . . . , x2︸ ︷︷ ︸
v-times
, 1, 1, 0, 0, 0).
(c) If e = 6k + 5 and nd = 6v + 1
a2 = (0, x1, . . . , x1︸ ︷︷ ︸
v-times
).
(d) If e = 6k + 5 and nd = 6v + 5
a2 = (0, 1, 1, x1, . . . , x1︸ ︷︷ ︸
v-times
, 0, 0).
(e) If e = 6k + 3 and t = 6u + 1
a2 = (x1, . . . , x1︸ ︷︷ ︸
u-times




(f) If e = 6k + 3 and t = 6u + 2
a2 = (0, 1, x1, . . . , x1︸ ︷︷ ︸
u-times
, y, . . . , y︸ ︷︷ ︸
s−1
2 -times
, 0, 0, 0, x3, . . . , x3︸ ︷︷ ︸
k-times
).
(g) If e = 6k + 3 and t = 6u + 4
a2 = (0, 0, 0, x3, . . . , x3︸ ︷︷ ︸
u-times
, z, . . . , z︸ ︷︷ ︸
s−1
2 -times
, 0, 1, 1, x1, . . . , x1︸ ︷︷ ︸
u-times
, 0).
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(h) If e = 6k + 3 and t = 6u + 5
a2 = (0, 1, 1, 0, 0, x3, . . . , x3︸ ︷︷ ︸
u-times




In the cases (a)-(d) we have wt(K−1r ) =
n−d+2
















where c′ = (c0, . . . , c nd−1) is the r-ordered carry sequence for the inverse of K rd mod-
ulo 2
n
d − 1 determined in the proofs of Propositions 3.3.5 and 3.3.6. With this carry
sequence, the equations (3.11)-(3.13) of Theorem 3.3.9 take on the following form:
2c0 − ce + 1 = a0,2 − a0,1 + a0,0 (3.18)









The validity of Eq. (3.18) and (3.19) follows from Theorem 3.3.4 and the choice of
a1 and c′. So we only need to verify Eq. (3.20) for each case. We will show the
verification for the first case, the other cases are identical in nature.
In Case (a) we have c′ = (0, 1, 0, 1, . . . , 0, 1, 0) from Proposition 3.3.5, i.e. cj is 0
if j is even and 1 of j is odd. When j is odd, then (ai,j, ai,j+1, ai,j+2) ∈ {(0, 0, 1), (1, 1,
1), (1, 0, 0)} and if j is even then (ai,j, ai,j+1, ai,j+2) ∈ {(0, 0, 0), (1, 1, 0), (0, 1, 1)} for all
i > 0, so Eq. (3.20) holds.
Using Lemma 3.3.2, we have
wt(K−1r ) = wt(c) + 1 = d wt(c
′) + 1 = d(wt(K−1r
d
)− 1) + 1,
where K−1r
d




d − 1. The
results on the binary weights then follow from the results in Propositions 3.3.5 and






leads to wt(K−1r ) = d
n
d−1
2 + 1 =
n−d+2
2 .
Propositions 3.3.10 and 3.3.11 show that K−1r has a strong structure because its
r-matrix has d− 1 identical rows. By the definition of the r-matrix, this means that
K−1r has
n
d runs of (d− 1) consecutive ones or zeroes.
The results presented in this section yield the following result for the binary
weight of the inverse of Kasami exponents.
Corollary 3.3.12. Let n ∈ N and Kr be the r-th Kasami exponent with gcd(n, r) = d and
n
d odd. Let K
−1
r be the inverse of Kr modulo 2n − 1. Then wt(K−1r ) = n−3d+42 for n ≡ 0
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d ≡ 2 (mod 3).
Proof. For n ≡ 0 (mod 3) the result follows from Proposition 3.3.10.
For the other cases, using the notation of Proposition 3.3.11, the binary weight
wt(K−1r ) is minimal when e is divisible by 3 and s is maximal. For n/d = se + t with
0 < t < e this clearly implies minimizing e, so e = 3 and t ∈ {1, 2}. With Case (e)






3 + 2) =
n−d+3




3 + 2) =
n−2d+3
3 if t = 2
and the result follows.
3.3.3 The case ngcd(n,r) even
We now deal with the case ngcd(n,r) even. Proposition 3.3.3 implies that if Kr is invert-
ible modulo 2n − 1 then both n and r are even and ngcd(n,r) is not divisible by 3. We
will again denote by e the inverse of rgcd(n,r) modulo
n
gcd(n,r) . Note that since
n
gcd(n,r)
is even, e must be odd.
Proposition 3.3.13. Let n ∈ N and Kr be the r-th Kasami exponent with gcd(r, n) = d, r
even, nd even and not divisible by 3. Then K
−1




i−jr (mod 2n − 1) where












where a1, x, y are as follows. We use the auxiliary sequences x1 = (1, 1, 0, 0, 0, 1) and x2 =
(1, 0, 0, 0, 1, 1) of length 6.
(a) If nd = 6k + 2 then
a1 = (1, 1, x1, . . . , x1︸ ︷︷ ︸
k -times
), x = (1, 0, 1, 0, . . . , 1, 0), y = (0, 1, 0, 1, . . . , 0, 1).
(b) If nd = 6k + 4 then
a1 = (1, 0, 1, 1, x2, . . . , x2︸ ︷︷ ︸
k -times
), x = (0, 1, 0, 1, . . . , 0, 1), y = (1, 0, 1, 0, . . . , 1, 0).
In both cases we have wt(K−1r ) =
n+2
2 .
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Proof. Case (a): The r-matrix of the carry sequence is
Mc,r = (ci,j) =

0 1 0 1 . . . 0 1
1 0 1 0 . . . 1 0
...
...
0 1 0 1 . . . 0 1
1 0 1 0 . . . 1 0
 .
We check Eq. (3.11)-(3.13) from Theorem 3.3.9.
Eq. (3.11) holds because c0,0 = 0, cd−1,e = 0 (recall that e is odd) and a0,2 = a0,1 =
a0,0 = 1.
We verify Eq. (3.12): If j is odd then c0,j = cd−1,j+e = 1 and (a0,j, a0,j+1, a0,j+2) ∈
{(1, 0, 0), (1, 1, 1), (0, 0, 1)}. If j > 0 is even, then c0,j = cd−1,j+e = 0 and (a0,j, a0,j+1,
a0,j+2) ∈ {(1, 1, 0), (0, 1, 1), (0, 0, 0)}.
Lastly, we verify Eq. (3.13): If i + j is even then ci,j = 0, ci−1,j = 1, ai,j+2 = ai,j = 0
and ai,j+1 = 1. If i + j is odd then ci,j = 1, ci−1,j = 0, ai,j+2 = ai,j = 1 and ai,j+1 = 0.
Case (b): In this case, the r-matrix of the carry sequence is
Mc,r = (ci,j) =

1 0 1 0 . . . 1 0
0 1 0 1 . . . 0 1
...
...
1 0 1 0 . . . 1 0
0 1 0 1 . . . 0 1
 .
Eq. (3.11) is valid since c0,0 = 1, cd−1,e = 1 and a0,0 = a0,2 = 1 and a0,1 = 0. The
verification process for Eq. (3.12) and (3.13) is identical to Case (a) with odd and
even swapped.
3.3.4 Kasami inverses with special structure
We now investigate cases where the inverses of Kasami exponents have some spe-
cial structure. These cases will also illustrate the results in the previous sections
and show how to get from the representation using r-matrices to the “usual” binary
representation.
In [87, Proposition 3.13], it was shown that the inverse of Kr modulo 25r − 1 is
cyclotomic equivalent to the Kasami exponent K2r. It was conjectured that K−1r mod-
ulo 2
5r
b − 1 for b|r and 5 - b is always cyclotomic equivalent to a Kasami exponent.
This conjecture can be proven using Proposition 3.3.11.
Proposition 3.3.14. Let d = rb with b|r, n = 5d and K−1r be the least positive residue of the
inverse of Kr modulo 2n − 1. Then
K−1r ≡

22dK2d (mod 2n − 1) if b ≡ 1 (mod 5)
22dKd (mod 2n − 1) if b ≡ 2 (mod 5)
22(d−r)Kd (mod 2n − 1) if b ≡ 3 (mod 5)
22(d−r)K2d (mod 2n − 1) if b ≡ 4 (mod 5).
Proof. We use the notation of Proposition 3.3.11. We have d = gcd(n, r) = rb and
n
d = 5. Further, we have
r
d = b. The only two possible odd values for e are e = 1 and
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e = 3 that are attained for b ≡ 1 (mod 5) and b ≡ 2 (mod 5), respectively. These








1 1 0 1 0
1 1 0 0 0
...
...
1 1 0 0 0
 , M2 =

0 1 0 0 1
0 1 0 0 0
...
...
0 1 0 0 0
 .
We now write K−1r in its usual binary representation. To do this, we write from right
to left in the following way: We start with the first column, and then proceed in steps
of length e to the left (cyclically). So, for the case e = 1, we start with column 0 of
M1, then column 4, then 3, then 2 and then 1, resulting in:
K−1r = (1, 1, . . . , 1, 1︸ ︷︷ ︸
d-times
, 0, 0, . . . , 0, 0︸ ︷︷ ︸
2d−1-times
, 1, 0, 0, . . . , 0, 0︸ ︷︷ ︸
d-times
, 1, 1, . . . , 1, 1︸ ︷︷ ︸
d-times
)
and for the case e = 3 the order of the columns is 0, 2, 4, 1, 3, resulting in:
K−1r = (0, 0, . . . , 0, 0︸ ︷︷ ︸
d-times
, 1, 1, . . . , 1, 1︸ ︷︷ ︸
d-times
, 0, 0, . . . , 0, 0︸ ︷︷ ︸
d−1-times
, 1, 0, 0, . . . , 0, 0︸ ︷︷ ︸
2d-times
).
In the first case, we have K−1r ≡ 22dK2d (mod 2n − 1) and in the second case K−1r ≡
22dKd (mod 2n − 1). If e = 2 and e = 4 (corresponding to the values b ≡ 3 (mod 5)
and b ≡ 4 (mod 5)) we use the relation K−1r ≡ 2−2rK−1n−r (mod 2n − 1) and apply
the procedure above to Kn−r.
In fact, in [87] several nice formulas for the inverses of Kr modulo 2kr− 1 for small
fixed values of k have been found. Our framework gives an explanation why these
inverses have a strong structure: We have krgcd(r,kr) = k, so the r-matrices always
have k columns. By Proposition 3.3.10 and 3.3.11, all but one row in the r-matrix
are identical, so we get long runs of zeroes and ones (as observed in the proof of
Proposition 3.3.14). All of the formulas given in [87] can also be obtained using our
framework. In particular, it was shown in [87] that if n = 3rb with b|r and gcd(3,
b) = 1 then the inverse of Kr modulo 2n − 1 has the lowest possible weight 2. Using
the results we obtained in the previous sections, we give an alternative proof and
show additionally that (apart from sporadic cases for low values of n) these are the
only cases where the inverses of Kasami exponents have weight 2.
Proposition 3.3.15. Let Kr be invertible modulo 2n − 1 with n ≥ 6 and K−1r be the least
positive residue of the inverse of Kr modulo 2n− 1. Then wt(K−1r ) = 2 if and only if n = 3rb





3−1 (mod 2n − 1) if b ≡ 1 (mod 3)
2n−1 + 2
2n
3 −1 (mod 2n − 1) if b ≡ 2 (mod 3).
Proof. We go through the results in the earlier sections and check when wt(K−1r ) = 2
is fulfilled. In Proposition 3.3.10, we have wt(K−1r ) =
n−3d+4
2 where d = gcd(r, n).
We have n−3d+42 = 2 if and only if n = 3d. So, n =
3r
b for some b with gcd(b,
3) = 1. We differentiate the two possible cases e = 1 and e = 2 corresponding to
b ≡ 1 (mod 3) and b ≡ 2 (mod 3), respectively. If e = 1, we are in Case (a) of
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3−1−r ≡ 2n−1 + 2 n3−1 (mod 2n − 1). Here we used
that r ≡ n3 (mod n) since b ≡ 1 (mod 3). If e = 2, we apply the same procedure to




3−1−(n−r) ≡ 2n−1 + 2 n3−1 (mod 2n − 1) since here r ≡ 2n3
(mod n). Then K−1r ≡ 2−2rK−1n−r ≡ 2n−1 + 2
2n
3 −1 (mod 2n − 1).
We now check Proposition 3.3.11. In the Cases (a)-(d) we have wt(K−1r ) =
n−d+2
2 ,
so wt(K−1r ) = 2 if and only if d = n− 2. Since d|n and n > 4, this is not possible.
In the Cases (e) and (h) we have (using the notation from the proposition)
wt(K−1r ) =
n−d(s+1)+2
2 , so wt(K
−1
r ) = 2 if and only if n− d(s + 1) = 2. Since d|n, this
implies d|2. Using the bound in Corollary 3.3.12, we infer that wt(K−1r ) > 2 if n ≥ 6.
In the Cases (f) and (g) we have wt(K−1r ) =
n−d(s+2)+2
2 . Again we get d|2 and the
same argument as before yields wt(K−1r ) > 2.
In Proposition 3.3.13 the inverses have always binary weight n+22 , so no new
cases are found.
Note that the condition n ≥ 6 is necessary. Indeed, for n = 5 we get sporadic
cases: Consider K2 = 13 over F25 . We have gcd(5, 2) = 1 and 2 · 3 ≡ 1 (mod 5), so
e = 3 and the inverse of 13 modulo 25 − 1 has weight 2 by Corollary 3.3.7.
3.4 The Bracken-Leander exponent
We now determine the inverse of the Bracken-Leander exponent BLr = 22r + 2r + 1
modulo 24r − 1 with r odd. In this case, the exponent is not independent from the
field size. Because of this, finding the inverse is much easier. We again use the
modular add-with-carry approach. Theorem 3.1.1 applied to the Bracken-Leander
exponents yields the following condition for the carry sequence.
Theorem 3.4.1. Let r odd, n = 4r, a ∈ {1, . . . , 2n − 2} and BLr be the Bracken-Leander
exponent. We denote by a = (an−1, . . . , a0) the binary expansion of a. The following are
equivalent:
(a) a is the inverse of BLr modulo 2n − 1.
(b) There exists a carry sequence c = (cn−1, . . . , c0) with ci ∈ {0, 1, 2} such that
2c0 − c−1 + 1 = a−2r + a−r + a0 (3.21)
2ci − ci−1 = ai−2r + ai−r + ai for all i > 0. (3.22)
Here, the indices are seen as elements in Zn.
The carry sequence in (b) is unique.
Observe that gcd(r, n) = r and ngcd(r,n) = 4. The case here is thus similar to the
n
gcd(r,n) even case of the Kasami functions. We again use r-matrices so that Eq. (3.21)
and (3.22) have an easier structure.
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Theorem 3.4.2. Let r odd, n = 4r, a ∈ {1, . . . , 2n − 2} and BLr = 22r + 2r + 1 be the




a0,0 a0,1 a0,2 a0,3
a1,0 a1,1 a1,2 a1,3
...
...
ar−1,0 ar−1,1 ar−1,2 ar−1,3

be the r-matrix of a, i.e. a ≡ ∑r−1i=0 ∑
3
j=0 ai,j2
i−jr (mod 2n − 1). The following are equiva-
lent:
(a) a is the inverse of Kr modulo 2n − 1.
(b) There exists an r-matrix for the carry sequence c of the form
Mc,r =

c0,0 c0,1 c0,2 c0,3
c1,0 c1,1 c1,2 c1,3
...
...
cr−1,0 cr−1,1 cr−1,2 cd−1,3

with ci,j ∈ {0, 1, 2} such that the following equations hold:
2c0,0 − cr−1,1 + 1 = a0,2 + a0,1 + a0,0 (3.23)
2c0,j − cr−1,j+1 = a0,j+2 + a0,j+1 + a0,j for j ∈ {1, 2, 3} (3.24)
2ci,j − ci−1,j = ai,j+2 + ai,j+1 + ai,j for all i ∈ {1, . . . , r− 1}, j ∈ {0, 1, 2, 3}.
(3.25)
The carry sequence (and thus its associated r-matrix) in (b) is unique.
It is easy to derive some strong necessary conditions from the equations. For
example Eq. (3.25) implies that, if ci,j = 0 for some i > 0, then necessarily ci−1,j =
ai,j+2 = ai,j+1 = ai,j = 0, which inductively leads to ci′,j = ai′,j+2 = ai′,j+1 = ai′,j = 0
for all 0 < i′ < i. With some examples for small values of n, it is then quite easy to
guess the correct r-matrices for the sequence a and its associated carry sequence c.
Proposition 3.4.3. Let r odd, n = 4r and BLr = 22r + 2r + 1 be the Bracken-Leander
exponent. Then BL−1r ≡ ∑r−1i=0 ∑
3
j=0 ai,j2
i−jr (mod 2n − 1) where the values ai,j are the
entries of the matrix
Ma,r =

1 1 1 0
0 0 0 0
1 1 1 1
0 0 0 0
...
...
1 1 1 1
0 0 0 0
1 1 1 1

.




Proof. The r-matrix of the corresponding carry sequence is
(ci,j) =

2 2 2 2
1 1 1 1
2 2 2 2
1 1 1 1
...
...
2 2 2 2
1 1 1 1
2 2 2 2

.
We verify Eq. (3.23)-(3.25). Eq. (3.23) holds because c0,0 = cr−1,1 = 2 and a0,0 = a0,1 =
a0,2 = 1. Eq. (3.24) holds because c0,j = cr−1,j+1 = 2 and (a0,j, a0,j+1, a0,j+2) ∈ {(1, 1,
0), (1, 0, 1), (0, 1, 1)} if j ∈ {1, 2, 3}.
It only remains to check Eq. (3.25). For i odd, we have ci,j = 1, ci−1,j = 2 and
ai,j = ai,j+1 = ai,j+2 = 0. For i > 0 even, we have ci,j = 2, ci−1,j = 1 and ai,j = ai,j+1 =
ai,j+2 = 1, so Eq. (3.25) is satisfied.
To determine wt(BL−1r ), we count the number of ones in Ma,r, so wt(BL−1r ) =




In this chapter, we introduced a new approach to find inverses of elements inZ2n−1,
using the modular add-with-carry approach. We determined the inverse of all Gold
exponents Gr = 2r + 1 and Kasami exponents Kr = 22r − 2r + 1 modulo 2n − 1 (if
they exist) as well as the inverse of the Bracken-Leander exponent BLr = 22r + 2r + 1
modulo 24r − 1 with r odd. With our contribution, the binary representations of the
inverses of all known APN exponents as well as the inverses of all exponents that
give rise to 4-differentially uniform permutations in even dimension are found. The
more general problem of inverting a given element l in Z2n−1 for all n is still not
well understood. It is a natural question if the approach using the modular add-
with-carry algorithm can be generalized to other exponents. For every invertible l,
we can find a defining set of equations for the binary representation of l−1 and the
corresponding carry sequence in the style of Eq. (3.1) in Theorem 3.1.1. The difficulty
then lies in finding the sequences that satisfy the equations. This has to be done on
a case by case basis.
Inversion in Z2n−1 is not only interesting for questions relating to differential
uniformity. For example, if l is a complete permutation polynomial (CPP) exponent over
Fq (i.e. there exists an a ∈ Fq such that axl and axl + x are permutation polyno-
mials), then also its inverse r−1 modulo q− 1 is a CPP exponent [112]. Several CPP
exponents in even characteristic have been found (e.g. [39, 131, 136]). For a complete
classification of CPP exponents, finding explicit formulas for the corresponding in-
verses is an interesting research problem.
The modular add-with-carry approach can be easily modified to work also in
the ring Zpn−1 for a prime p > 2 [64, Theorem 4.1]. In particular, it can be used to
tackle the problem of inversion in Zpn−1 (corresponding to inversion of monomials
in odd characteristic). However, the equations in the style of Eq. (3.1) that have to be




Equivalences of monomials and
permutations of the form
L1(xd) + L2(x)
4.1 A connection between equivalences of vectorial Boolean
functions and permutation polynomials of the form
L1(xd) + L2(x)
The results in this section as well as the next section of this chapter on the inverse
function are based on two papers [57, 81], (co)-written by the author of this thesis.
In Chapter 2 we introduced the three main equivalence relations between vec-
torial Boolean functions: Affine equivalence, EA-equivalence and CCZ-equivalence.
In particular, the most general equivalence, CCZ-equivalence, is in many ways still
not very well understood.
Following the notation used in [27], let us denote by the EA-class of F the set of
all functions EA-equivalent to an (n, n)-function F, and similarly by CCZ-class of F
the set of all functions CCZ-equivalent to F. Since EA-equivalence is a special case
of CCZ-equivalence, we can partition a CCZ-class into EA-classes. Experimental
results show that for many functions F : F2n → F2n the CCZ-class of F coincides
with its EA-class if F is not a permutation. If F is a permutation, then its CCZ-class
often consists of precisely 2 EA-classes, with F and F−1 being representatives for
the two EA-classes. Of course, it is possible to have more than two EA-classes in
one CCZ-class, this is for example the case for Gold functions in odd dimension [19,
Theorem 1]. Additionally, it is possible that a permutation and its inverse are in the
same EA-class, this happens for example naturally for involutions like the inverse
function x 7→ x2n−2 over F2n .
Since CCZ-equivalence is a much more difficult concept than EA-equivalence, it
is desirable to understand when the CCZ-class of F contains only one (if F is not a
permutation) or two (if F is a permutation) EA-classes.
This is a problem that is open even for most of the APN monomials in Table 2.1.
As noted earlier, the CCZ-class of Gold functions in odd dimension contains more
than 2 EA-classes and thus cannot be described with EA-equivalence and the in-
verse transformation alone. For all other monomials, this question is still open. Re-
cently, Budaghyan, Calderini and Villa conjectured the following based on a com-
puter search for small values of n:
Conjecture 4.1.1 ([18, Conjecture 4.14]). Let F(x) = xd be a non-Gold APN power
function or the inverse function over F2n . Then, every function that is CCZ-
equivalent to F is EA-equivalent to F or to F−1 (if it exists).
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In this chapter, we are going to confirm the conjecture in the case of the inverse
function, i.e. we show that the CCZ-class of the function x 7→ x2n−2 on F2n coincides
with its EA-class. This is to our knowledge the first theoretical result of this kind.
Note that, in many ways, the inverse function is actually the most interesting case
because of its widespread use in cryptography, most famously as the S-box in AES.
Because of the importance of permutations for the design of SPNs, it is also inter-
esting to search for permutations inside the CCZ-class of a function F. Indeed, a way
to find permutations with good cryptographic properties is to look for a permutation
in the CCZ-class of a non-permutation with good cryptographic properties. This is
precisely the technique that was used to find the only known APN permutation in
even dimension [17]. Thus it is a very interesting question to classify all permuta-
tions that are in the CCZ-class of an APN function. Treating this problem for infinite
families is however very difficult. To the authors knowledge, the only result in this
direction is found in a recent paper [59], where it was shown that there are no per-
mutations in the CCZ-class of the APN Gold functions over F2n with n even and that
there are no permutations in the CCZ-class of APN Kasami functions over F2n if n
is divisible by 4. The proof technique used in [59] relies on a careful analysis of the
bent component functions of the Gold and Kasami functions.
In this chapter, we will also classify all permutations in the CCZ-class of the in-
verse function (both in odd and even dimension). We show that (excluding some
sporadic cases in low dimension) the only permutations in the CCZ-class are the
“trivial” ones, i.e. the ones that are affine equivalent to the inverse function. Of
course, since the inverse function does not have any bent components, our approach
is necessarily different from the approach in [59]. Instead, we are going to use the
following proposition which connects both of the problems we mentioned to a spe-
cial type of permutation polynomial. We will later also use the same technique to
investigate the functions of the form x 7→ x2k−1 over F22k .
Proposition 4.1.2. (a) Let F : F2n → F2n and assume no permutation of the form F(x) +
L(x) exists with non-zero linear L(x). Then every permutation that is EA-equivalent
to F is already affine equivalent to it. In particular, if such an F is not bijective, then
there are no EA-equivalent permutations to F.
(b) Let F : F2n → F2n and assume no permutation of the form L1(F(x)) + L2(x) exists
with non-zero linear L1, L2. Then every function that is CCZ-equivalent to F is
EA-equivalent to F or F−1 (if it exists). Moreover, all permutations that are CCZ-
equivalent to F are affine equivalent to F or F−1.
Proof. (a) Let F2 be a permutation EA-equivalent to F. Then, there exist (a, b) ∈ F22n
and a bijective mapping L : F22n → F22n defined by L(x, y) = (α(x), γ(x) + δ(y)) with
linear functions α, γ, δ : F2n → F2n such that
L(x, F(x)) + (a, b) = (α(x) + a, γ(x) + δ(F(x)) + b) = (π(x), F2(π(x)))
where π : F2n → F2n is the permutation given by π(x) = α(x) + a. Note that the
function δ is bijective on F2n , since L is bijective on F22n . Also the composition
F2(π(x)) is bijective on F2n , implying that γ(x) + δ(F(x)) is bijective, and hence
also δ−1(γ(x)) + F(x) is a permutation. Since δ−1(γ(x)) is linear, our assumption
on F yields that γ = 0, so F2 is affine equivalent to F.
(b) Let now F2 be a function CCZ-equivalent to F. By the definition of CCZ-
equivalence, there exist (a, b) ∈ F22n and a bijective mapping L : F22n → F22n given by
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L(x, y) = (α(x) + β(y), γ(x) + δ(y)) with linear α, β, γ, δ : F2n → F2n such that
L(x, F(x)) + (a, b) = (α(x) + β(F(x)) + a, γ(x) + δ(F(x)) + b)
= (π(x), F2(π(x)))
where π : F2n → F2n is the permutation on F2n given by π(x) = α(x) + β(F(x)) + a.
By our assumption on F, either α = 0 or β = 0. Assume first that α = 0. Then
π(x) = β(F(x))+ a and in particular both F and β are bijective. Further, γ is bijective
since L is bijective. We then have
γ(x) + δ(F(x)) + b = F2(π(x)) = F2(β(F(x)) + a).
The composition with the inverse F−1(x) yields
γ(F−1(x)) + δ(x) + b = F2(β(x) + a),
and hence F2 is EA-equivalent to F−1. In the case β = 0 we get similarly π(x) =
α(x) + a and
γ(x) + δ(F(x)) + b = F2(π(x)) = F2(α(x) + a),
where the mappings α and δ are bijective. Hence F2 is EA-equivalent to F.
Now assume that F2 is additionally a permutation. If F2 is EA-equivalent to F
then F2 is affine equivalent to F using the statement in (a). Let us now consider the
case that F2 is EA-equivalent to F−1. Observe that F−1(x) + L(x) is a permutation if
and only if L(F(x)) + x is a permutation, so there are no permutations of the form
F−1(x) + L(x) by the assumption stated in the proposition. Again using (a), we
conclude that F2 is affine equivalent to F−1.
Proposition 4.1.2 shows that very strong conclusions can be drawn when no per-
mutations of the form L1(F(x)) + L2(x) with L1 6= 0 and L2 6= 0 exist. The rest of
this chapter is devoted to polynomials of this form.
Permutations of form L1(F(x))+ L2(x) are characterized for some special choices
of F and L1, L2. It was shown in [37] that no permutation of the form xd + L(x) exists
when there is an a ∈ F2n such that Tr(axd) is bent. Corollary 2.3 from [55] implies
that xd + L(K(x)) is not bijective on Fq for an arbitrary function K whenever gcd(d,
q− 1) 6= 1 and L is a non-bijective linear function. In [99] a characterization of all
permutations of the form x2
i+1 + L(x) over F2n with gcd(i, n) = 1 was given, as
well as some results for the more general case xd + L(x). Permutations of the form
x2
i+1 + L(x) over F2n with gcd(i, n) > 1 were recently considered in [15].
We start with a proposition that gives a criterion when such a polynomial is a
permutation.
Proposition 4.1.3. Let F : F2n → F2n and L1, L2 be linear mappings. The function




for all b ∈ F∗2n .
Proof. By Proposition 2.2.2, a function is a permutation if and only if all of its com-
ponent functions are balanced. Consequently, L1(F(x)) + L2(x) is a permutation if
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(−1)Tr(L∗1(b)F(x)+L∗2(b)x) = WF(L∗2(b), L∗1(b))
for all b ∈ F∗2n .
4.2 The inverse function
A particularly interesting case are functions of the type L1(x2
n−2) + L2(x) on F2n
because of the good cryptographic properties (nonlinearity/differential uniformity)
of the inverse function x 7→ x2n−2. For simplicity, we will refer to the inverse function
also as x 7→ x−1, where we use as usual the convention 0−1 = 0. It was shown
in [60] that L1(x−1) + L2(x) is never a permutation in characteristic ≥ 5 (except for
the trivial cases L1 = 0 or L2 = 0). In characteristic 3, no permutations of the type
x−1 + L(x) with L 6= 0 exist, except for sporadic cases in the small fields F3 and F9.
In this section we are only interested in the case of characteristic 2. The following
partial results was already obtained in [100].
Theorem 4.2.1 ([100]). Let F : F2n → F2n be defined by F(x) = x−1 + L(x) with some
linear mapping L(x) 6= 0. If n ≥ 5 then F is not a permutation.
The following result is an immediate consequence of Theorem 4.2.1.
Corollary 4.2.2. Let n ≥ 5 and F : F2n → F2n be defined by F(x) = L1(x−1) + L2(x),
where L1, L2 are non-zero linear functions of F2n . If L1 or L2 is bijective, then F is not a
permutation on F2n .
Proof. Note that F(x) is bijective if and only if F(x−1) = L1(x)+ L2(x−1) is so. Hence
without loss of generality suppose L1 is bijective. Then the composition L−11 (F(x)) =
x−1 + L−11 (L2(x)) is bijective if and only if F is so, and Theorem 4.2.1 completes the
proof.
We continue the study of functions L1(x−1) + L2(x) where L1, L2 are linear poly-
nomials over F2n .
Let us briefly introduce some notation that we will use in this section. For a
set A ⊆ F2n we denote by 1/A the set of all inverses of A, i.e. 1/A = {1/a : a ∈
A \ {0}}. Further, we denote by Ha = {x ∈ F2n : Tr(ax) = 0} with a 6= 0 the
hyperplanes of F2n , by A · A the product set A · A = {a1a2 | a1, a2 ∈ A} and by√
A = {
√
a | a ∈ A}. Note that since we are working in fields of characteristic
2, the function x 7→ x2 is bijective, so |
√
A| = |A|. We will also use the following
well-known lemma about the adjoint mapping, whose simple proof we include for
the sake of completeness.
Lemma 4.2.3. Let L : F2n → F2n be a linear mapping and L∗ its adjoint mapping. Then
dim(im(L∗)) = dim(im(L)) and dim(ker(L∗)) = dim(ker(L)).
Proof. Let v ∈ im(L∗) and w ∈ ker(L). We can write v = L∗(x) for some x ∈
F2n . Then 〈v, w〉 = 〈L∗(x), w〉 = 〈x, L(w)〉 = 〈x, 0〉 = 0, so im(L∗) ⊆ ker(L)⊥, in
particular dim(im(L∗)) ≤ dim(im(L)). The other inequality holds with L∗∗ = L.
The statement on the kernel follows from dim(im(L)) + dim(ker(L)) = n.
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In the case of the inverse function x 7→ x−1, the Walsh transform is closely con-
nected to Kloosterman sums.





An element a ∈ F2n with Kn(a) = 0 is called a Kloosterman zero.
Clearly, Kn(0) = 0. We call 0 the trivial Kloosterman zero. Note Kn(a) = WF(1, a)
for F(x) = x−1. More precisely, for a 6= 0 we have





using the substitution x 7→ ax. For a = 0 and b 6= 0, we have Kn(ab) = WF(a, b) = 0.
Proposition 4.1.3 can thus be stated using Kloosterman sums:
Corollary 4.2.5. Let L1, L2 be linear functions of F2n . Then L1(x−1) + L2(x) is a permu-




for all b ∈ F2n .
Proof. By Proposition 4.1.3, L1(x−1)+ L2(x) is a permutation if and only if WF(L∗1(b),
L∗2(b)) = 0 for all b 6= 0. If b ∈ ker(L∗1)∩ ker(L∗2), then WF(L∗1(b), L∗2(b)) = 2n 6= 0. In






2(b)) by the considerations above.
Remark 4.2.6. Corollary 4.2.5 shows that a function L1(x−1) + L2(x) is bijective on
F2n only if the set {L∗1(x)L∗2(x)|x ∈ F2n} is a subset of the set of Kloosterman zeroes.
Conversely, in [69] specific functions of shape L1(x−1) + L2(x) are used to obtain
identities for Kloosterman sums.
Kloosterman sums provide a powerful tool for studying additive properties of
the inversion on finite fields. Moreover, Kloosterman zeros are used for the con-
struction of bent and hyperbent functions (see for example [44, 35]).
Few results about the distribution of Kloosterman zeros are known. However,
the precise spectrum of Kloosterman sums in characteristic 2 has been determined.
Theorem 4.2.7 ([88]). The set of Kloosterman sums {Kn(a) : a ∈ F∗2n} is precisely the set
of all integers divisible by 4 that are contained in the the interval [1− 2n/2+1, 1 + 2n/2+1].
This theorem in particular shows that nontrivial Kloosterman zeros exist for all
n. We want to note that a similar result exists also for Kloosterman sums in charac-
teristic 3 [75], but not in larger characteristic. Indeed, if the characteristic is≥ 5, then
there exist no nontrivial Kloosterman zeros at all [85].
There is a way to compute the number of Kloosterman zeros [88], which relies
on determining the class number of binary quadratic forms. However, it is difficult
to use this method to derive a theoretical result on the number and distribution of
Kloosterman zeros. It is also known that for n > 4, nontrivial Kloosterman zeros
are never contained in proper subfields of F2n [103]. In [124], it is noted that |{a ∈
F2n : Kn(a) = 0}| = O(23n/4).
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Because of the chaotic distribution of Kloosterman zeros, we will instead use
dyadic approximations of Kloosterman sums. A nice survey on this topic is given in
[141]. A main tool for our results in this section is the following characterization of
Kloosterman sums divisible by 24.





for all x ∈ F2n .
Theorem 4.2.8 ([61]). Let n ≥ 4 and a ∈ F2n . Then Kn(a) ≡ 0 (mod 16) if and only if
Tr(a) = 0 and Q(a) = 0.
We want to note that stronger dyadic approximations of Kloosterman sums have
been found, for a complete characterization of Kloosterman sums modulo 28 = 256,
see [58]. However, the additional precision provided cannot be used to simplify or
improve the approach given here.
Applying Theorem 4.2.8 to Corollary 4.2.5 gives a necessary condition for
L1(x−1) + L2(x) to be a permutation.







2(a)) = 0 for all a ∈ F2n and ker(L∗1) ∩ ker(L∗2) = {0}.
Note that Q is a quadratic form over F2, i.e. the mapping BQ(x, y) = Q(x + y) +
Q(x) + Q(y) is a bilinear form. Indeed, we have






































= Tr(xy) + Tr(x)Tr(y).
We call BQ the bilinear form associated to Q.
We now prove that no permutations of the form L1(x−1) + L2(x) with L1, L2 6= 0
exist if n ≥ 5. Our starting point are the conditions given in Corollary 4.2.9. Our
proof consists of three steps:
• We show that if L1(x−1) + L2(x) permutes F2n , then the kernels of L1 and L2
must be translates of a subfield of F2n , i.e. of the form aF2k with a ∈ F∗2n and
k|n.
• Under this condition, we show k = 1, i.e. that dim(ker L1) = dim(ker L2) = 1.
• We show explicitly that there are no permutations with dim(ker L1) =
dim(ker L2) = 1.
The key step here is the first one. Generally, the difficulty of the problem lies in
the fact that the inverse function does not preserve the additive structure given by
the linear mappings. However, if ker(L1) = aF2k , then 1/ ker(L1) ∪ {0} = 1aF2k , so
the kernel retains its structure after inversion, which is the key for the next steps.
We will use the following result from additive combinatorics which characterizes
the subsets in an Abelian group with doubling constant 1.
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Theorem 4.2.10 ([130, Proposition 2.7]). Let (G, ·) be an Abelian group and A ⊆ G a
finite subset of G. Then |A · A| = |A| if and only if A = gH, where g ∈ G and H ≤ G is a
subgroup of G.
We are now ready to prove the first step we outlined above.
Theorem 4.2.11. Let F : F2n → F2n with n ≥ 5 be defined by F(x) = L1(x−1) + L2(x),
where L1, L2 are nonzero linear mappings over F2n . If F is a permutation, then ker L1 and
ker L2 are translates of subfields of F2n , i.e. they are of the form aF2k for a 6= 0 and k|n.
Moreover, we have ker L1 = L∗2(ker(L
∗





Proof. We define R(x) = L∗1(x)L
∗
2(x). Assume that F permutes F2n . Then Corol-
lary 4.2.9 implies Q(R(x)) = 0 and Tr(R(x)) = 0 for all x ∈ F2n . Let x ∈ F2n and
y ∈ ker(L∗1) (recall that we can assume ker(L∗1) 6= {0} by Corollary 4.2.2). Then
























where we use R(y) = L∗1(y) = 0, Q(R(x)) = 0 and Tr(R(x)) = 0 throughout the
computation, as well as the bilinear form BQ(x, y) = Tr(xy) + Tr(x)Tr(y). For every
z ∈ ker(L∗1), we then get using Eq. (4.1)
0 = Q(L∗1(x + z)L
∗







































2(y)) = 0 (4.2)
for all y, z ∈ ker(L∗1) and x ∈ F2n .





all x ∈ F2n . Consequently, L∗2(ker(L∗1)) ⊆ ker L1. Since ker(L∗1) ∩ ker(L∗2) = {0}


















1)) · L∗2(ker(L∗1)) ⊆ ker L1. Now
since L∗2(ker(L
∗
1)) = ker L1 we have
√
ker L1 · ker L1 = ker L1.
This particularly implies that
|(ker L1 \ {0}) · (ker L1 \ {0})| = |(ker L1 \ {0})|,
so by Theorem 4.2.10 we get ker L1 = aH ∪ {0} where a ∈ F∗2n and H ≤ F∗2n is a
subgroup of the multiplicative group of F2n . Since | ker L1| = 2k for some k ∈N, we
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infer |H| = 2k − 1. In particular, H is the multiplicative group of a subfield of F2n , so
ker L1 = aF2k for some a 6= 0 and k|n.
Since F(x) = L1(x−1) + L2(x) is a permutation if and only if F(x−1) = L1(x) +
L2(x−1) is a permutation, we get the same results also for the kernel of L2.
Before we start with the second step of the proof, we need some lemmas.
Lemma 4.2.12 ([102]). The quadratic equation ax2 + bx + c = 0 over F2n with b 6= 0 has
solutions in F2n if and only if Tr(ac/b2) = 0.
Proposition 4.2.13. Let F : F2n → F2n be defined by F(x) = L1(x−1) + L2(x), where
L1, L2 are nonzero linear mappings over F2n . F is a permutation polynomial if and only if F
has only one zero and L2(a) 6∈ L1( 1H1/a ) for all a ∈ F
∗
2n .
Proof. F permutes F2n if and only if F(x) + F(x + a) 6= 0 for all x ∈ F2n and a ∈ F∗2n ,
i.e.
L1(x−1 + (x + a)−1) 6= L2(a). (4.3)
We determine the set Ma = {c ∈ F2n | ∃x ∈ F2n : x−1 + (x + a)−1 = c}. We have
x−1 + (x + a)−1 = c ⇐⇒ c = a−1 or Tr( 1
ac
) = 0.
Indeed, c = a−1 if we choose x = 0 or x = a, and in the other cases we can multiply
the equation by x(x + a) which results in the quadratic equation
cx2 + acx + a = 0.
By Lemma 4.2.12, this equation has a solution in F2n if and only if c 6= 0 and
Tr(1/(ac)) = 0. We conclude that Ma = 1/H 1
a
∪ {a−1}, so Eq. (4.3) gives L2(a) 6∈
L1(Ma). Observe that L2(a) = L1(a−1) if and only if a is a zero of F and the result
follows.
Lemma 4.2.14. Let a, b, c be three distinct elements in F∗2n . Then Ha ∪ Hb ∪ Hc = F2n if
and only if a + b = c. In particular, if M = rF2k with k|n, k > 1 and r ∈ F∗2n , we can
always find three elements a, b, c ∈ M \ {0}, such that H1/a ∪ H1/b ∪ H1/c = F2n .
Proof. Clearly, all hyperplanes have 2n−1 elements and all intersections of two dis-
tinct hyperplanes have 2n−2 elements, so
|Ha ∪ Hb ∪ Hc| =|Ha|+ |Hb|+ |Hc| − |Ha ∩ Hb| − |Ha ∩ Hc| − |Hb ∩ Hc|
+ |Ha ∩ Hb ∩ Hc|
=3 · 2n−1 − 3 · 2n−2 + |Ha ∩ Hb ∩ Hc|
=2n−1 + 2n−2 + |Ha ∩ Hb ∩ Hc|.
Consequently, Ha ∪Hb ∪Hc = F2n if and only if |Ha ∩Hb ∩Hc| = 2n−2, which means
Ha ∩ Hb ⊆ Hc. This is equivalent to a + b = c.
Now let M = rF2k be a translate of a subfield of F2n with k > 1. Choose two
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Clearly, 1/s1 + 1/s2 = 1/s is an element in F∗2k . For the three elements a, b, rs ∈ M




rs , so we have H1/a ∪ H1/b ∪ H1/rs = F2n .
Theorem 4.2.15. Let F : F2n → F2n be defined by F(x) = L1(x−1) + L2(x) with n ≥ 5,
where L1, L2 are nonzero linear mappings over F2n . If F is a permutation, then | ker(L1)| =
| ker(L2)| = 2.
Proof. By Theorem 4.2.11, we know that ker L2 = aF2k for some a ∈ F∗2n and k|n. We
want to show that k = 1. Assume to the contrary that k ≥ 2. Then there exist three




∪ 1H1/c = F
∗
2n .
By Proposition 4.2.13, we have L2(x) 6∈ L1( 1H1/x ) for all x ∈ F
∗
2n . For the elements











But since | ker L1| > 1 by Corollary 4.2.2, this is not possible. We conclude k = 1 and
| ker(L2)| = 2.
Since L1(x−1) + L2(x) is a permutation if and only if L1(x) + L2(x−1) is a permu-
tation, the argument works again symmetrically for the kernel of L1.
Using Theorem 4.2.15 and a suitable composition with a bijective linear mapping,
we can assume without loss of generality that L1(x) = x2 + ax for some a 6= 0. In
fact, we can even assume a = 1 as the following argument shows:
x−2 + ax−1 + L2(x) = c (4.4)
⇐⇒ a−2x−2 + a−1x−1 + a−2L2(x) = a−2c
by multiplying the equation with a−2. After a substitution x 7→ x/a, we get
x−2 + x−1 + a−2L2(x/a) = a−2c. (4.5)
Eq. (4.4) has one solution for every c ∈ F2n if and only if Eq. (4.5) has one solution
for each c. Observe that a−2L2(x/a) is still a linear mapping, so we can consider





+ x, which is equivalent to the case L1(x) = x2 + x. Indeed,
if F(x) = x−2 + x−1 + L2(x) is a permutation, then so is F(x2
n−1





). The reason for this transformation is that in this case L∗1(x) = x
2 + x,
which makes the following technical calculations slightly easier. In this case we
also have ker(L1) = ker(L∗1) = {0, 1}. By Theorem 4.2.11, we know ker(L1) =
L∗2(ker(L
∗
1)), which implies L
∗
2(1) = 1.
Theorem 4.2.16. There are no permutations of the form F(x) = L1(x−1) + L2(x) on F2n
with nonzero linear mappings L1, L2 if n ≥ 5.
Proof. Assume that F is a permutation. By the considerations above we can assume
without loss of generality that L∗1(x) = x
2 + x and L∗2(1) = 1. We set L
∗
2(x) = ∑ cix
2i
and derive necessary conditions on the coefficients ci and show that those conditions
contradict each other. As the basis we use the conditions given in Corollary 4.2.9 as
54
Chapter 4. Equivalences of monomials and permutations of the form
L1(xd) + L2(x)
well as Eq. (4.1) for y = 1. We get
Tr((x2 + x)L∗2(x)) = 0 (4.6)
Q((x2 + x)L∗2(x)) = 0 (4.7)
Q(x2 + x) + Tr((x4 + x2)L∗2(x)) = 0 (4.8)
for all x ∈ F2n .






























































where we use a transformation i 7→ i− s in the second step and then a transforma-
tion s 7→ s− 1 in the left double sum in the last step. Here we view the indices of
the coefficients ci modulo n. By condition (4.6) this polynomial is equal to the zero
polynomial. When we check the coefficient of x4 (achieved by setting i = s = 1), we
get
c1 = c20. (4.9)
Similarly, checking the coefficient of x2
r+1 for 1 ≤ r ≤ n− 1 (achieved for i = 0, s = r







r+1 + cr = 0 (4.10)
for all 1 ≤ r ≤ n− 1.
We now do the same procedure for condition (4.8). We have
Q(x2 + x) + Tr((x4 + x2)L∗2(x))




















































where we use Q(x2) = Q(x) and the last two steps again the transformations i 7→
i− s and s 7→ s− 2 (in the left double sum) and s 7→ s− 1 (in the right double sum).
Checking the coefficient of x8 (achieved by i = s = 2 in the double sum) we get
c2 = c21 + 1. (4.11)
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For the coefficients of x2
r+1 for 1 ≤ r ≤ n− 1 (achieved by i = r, s = 0 and i = 0,











1, r ∈ {1, n− 1}
0, r ∈ {2, . . . , n− 2},
(4.12)
where the additional 1 in the cases r ∈ {1, n− 1} is due to the Tr(x3) term. Substi-
tuting r 7→ r− 1 and squaring the equation yields
c2
−1






1, r ∈ {0, 2}
0, r ∈ {3, . . . , n− 1}.











1, r = 2
0, r ∈ {3, . . . , n− 1}.
We simplify the equation by substituting r 7→ −r and taking the resulting equation
to the power 2r+2:






1, r = n− 2
0, r ∈ {1, . . . , n− 3}.
(4.13)





0 , i odd
c2
i
0 + 1, i even .
(4.14)
for all i ∈ {1, . . . , n− 1}. The cases i = 1 and i = 2 are shown in Eq. (4.9) and (4.11).
We verify the case i = 3 by using Eq. (4.12) with r = 1:















which immediately yields c3 = c80 as claimed. We now proceed by induction: As-
sume that all coefficients up to k ≥ 3 satisfy Eq. (4.14). Then by Eq. (4.13)










0 + 1) = c
2k+1
0
if k is odd and













if k is even, proving Eq. (4.14).
We compute cn−1 in another way using Eq. (4.10) for r = 1:
0 = c0 + c2n−1 + c
2−1
2 + c1 = c
2
n−1 + c0 + c
2
0 + 1 + c
2
0, (4.15)
so cn−1 = 1 + c2
n−1
0 . This immediately implies in connection with Eq. (4.14) that n
must be odd.
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The last step is to find a contradiction to the coefficients described in Eq. (4.14).











































































j−s). To satisfy condition (4.7), this polynomial
must be equal to the zero polynomial. Using Eq. (4.14) and Eq. (4.15), we see that
di,j,r,s =
{
0, i = r or j = s
1, else.
We check the coefficient of x8 of the polynomial Q((x2 + x)L2(x)): The possible
choices for i, j, r, s are:
1. i = j = 0, r = 1, s = 2 with di,j,r,s = 1
2. i = r = 0, s = 1, j = 2 with di,j,r,s = 0
3. i = r = 0, j = 1, s = 2 with di,j,r,s = 0
4. j = r = 0, i = 1, s = 2 with di,j,r,s = 1
5. j = r = 0, s = 1, i = 2 with di,j,r,s = 1.
In particular, the coefficient of x8 is the sum of the listed values of di,j,r,s, which is 1,
so Q((x2 + x)L2(x)) is not the zero polynomial. This contradicts condition (4.7) and
proves the theorem.
Remark 4.2.17. The condition n ≥ 5 in Theorem 4.2.16 is necessary. Indeed, it is
possible to find permutation polynomials of the form L1(x−1) + L2(x) over F24 and
F23 using a simple computer search, examples with L1(x) = x can be found in [100].
Our main result of this section is a direct consequence from Theorem 4.2.16 and
Proposition 4.1.2 (recall that the inverse function is an involution).
Theorem 4.2.18. Let F : F2n → F2n be the inverse function with n ≥ 5. The CCZ-class
of F coincides with the EA-class of F. Moreover, all permutations in the CCZ-class of F are
affine equivalent to F.
4.2.1 Vector spaces of Kloosterman zeros
While working on the proof of Theorem 4.2.16, we were also interested in vector
spaces of Kloosterman zeros, i.e. vector spaces that consist of Kloosterman zeros.
This was motivated by the following observation.
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Proposition 4.2.19. Let F(x) = L1(x−1) + L2(x) where L1 and L2 are non-bijective non-
zero linear functions of F2n . If F is a permutation, then there is a vector space of Kloosterman
zeros of dimension max{dim ker(L1), ker(L2)}.
Proof. Observe that F(x) is a permutation if and only if F(x−1) = L1(x) + L2(x−1)
is so. Hence we may assume without loss of generality that max{dim ker(L1),
ker(L2)} = dim(ker(L1)). Suppose F is a permutation. Then by Corollary 4.2.5
we have ker(L∗1) ∩ ker(L∗2) = {0} and Kn(L∗1(b)L∗2(b)) = 0 for all b ∈ F2n . Choose
0 6= c ∈ ker(L∗2). The set
V = L∗1(c + ker(L
∗
1)) · L∗2(c + ker(L∗1)) = L∗1(c) · L∗2(ker(L∗1))
is a vector space that is contained in the image set of L∗1(b)L
∗
2(b). In particular
Kn(v) = 0 for all v ∈ V. Since ker(L∗1) ∩ ker(L∗2) = {0} we have dim(V) =
dim ker L∗1 = dim ker L1.
Of course, in the light of Theorem 4.2.16, this proposition does not give any in-
sight. However, vector spaces of Kloosterman zeros are interesting objects on their
own and were for example considered in [96] to construct vectorial bent functions
by generalizing a classical construction of bent functions by Dillon.
Our objective is this section is to find an upper bound on the size of a vector
space of Kloosterman zeros. To do this, we will again use the dyadic approximation
given by Theorem 4.2.8. We will also use the theory of quadratic forms.
Let B be a bilinear form from F2n to F2. We denote by rad(B) = {y ∈ F2n : B(x,
y) = 0 for all x ∈ F2n} the radical of B. Given a quadratic form f : F2n → F2, let
B f (x, y) = f (x) + f (y) + f (x + y) be the bilinear form associated to it. The radical
of the quadratic form f is defined as rad(B f ) ∩ f−1({0}). A quadratic form is called
non-degenerate if rad( f ) = {0}.
Theorem 4.2.8 implies that the Kloosterman zeroes are contained in the intersec-
tion of the set {x ∈ F2n : Q(x) = 0} and the hyperplane
H = H1 = {x ∈ F2n : Tr(x) = 0}.
Therefore we consider the quadratic form Q|H which is induced by Q on H. We first
determine its radical.
Lemma 4.2.20. We have
rad(Q|H) =
{
{0, 1}, n ≡ 0 (mod 4)
{0}, else.
Proof. The bilinear form associated to Q was computed in the last section as BQ(x,
y) = Tr(xy) + Tr(x)Tr(y). Since Tr(x) = 0 for all x ∈ H, we have
BQ|H (x, y) = Tr(xy).
Then y ∈ rad(BQ|H ), if BQ|H (x, y) = Tr(xy) = 0 for all x ∈ H. Hence rad(BQ|H ) =
F2 ∩ H. Observe that 1 ∈ H if and only if n is even, so rad(BQ|H ) = {0} if n is odd






0 n ≡ 0, 1 (mod 4)
1 n ≡ 2, 3 (mod 4)
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and the result follows.
Let N(Q|H(x) = u) denote the number of solutions of Q|H(x) = u for u ∈ F2.
By expanding the characteristic polynomial of an element x ∈ F2n , it is easy to see
that N(Q|H(x) = 0) is precisely the number of elements x ∈ F2n whose second and
third coefficients of the characteristic polynomial are zero. The value N(Q|H(x) =
u) was investigated in [53, 137, 33], where irreducible polynomials with prescribed
coefficients were studied. In particular, the value N(Q|H(x) = 0) was determined.
We summarize some of their results in the following theorem.
Theorem 4.2.21. Let N(Q|H(x) = 0) be the number of x ∈ H with Q|H(x) = 0. Then
N(Q|H(x) = 0) = 2n−2 + e where
e =

−2 n−22 , n ≡ 0 (mod 8)
2
n−3
2 , n ≡ 1, 7 (mod 8)
0, n ≡ 2, 6 (mod 8)
−2 n−32 , n ≡ 3, 5 (mod 8)
2
n−2
2 , n ≡ 4 (mod 8).
Two quadratic forms f and g on a vector space V are called equivalent if f can
be transformed into g with a non-singular linear transformation of V. The following
result is well known (see e.g. [102, 70]).
Theorem 4.2.22 (Classification of quadratic forms). Let f : V → F2 with dim(V) = n
















where v = b(n− w)/2c.
The value of N( f (x) = 0) depends only on n, w and the type of the quadratic form.
More precisely,




Λ( f ) =

1, if f is hyperbolic
0, if f is parabolic
−1, if f is elliptic.
The Witt index of a quadratic form is the number of pairs xiyi that appear in
the decomposition described above. In particular, the Witt index of f is v in the
hyperbolic and parabolic case, and v− 1 in the elliptic case.
Remark 4.2.23. Just using the classification of quadratic forms in Theorem 4.2.22 and
the determination of the radical in Lemma 4.2.20 we can give a simple alternative
proof of the cases n ≡ 2, 6 (mod 8) in Theorem 4.2.21. Indeed, in these cases Q|H is
necessarily parabolic which immediately gives the value for N(Q|H(x) = 0).
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Let f be a quadratic form on V. A subspace W of V is called totally isotropic if
f (w) = 0 for all w ∈ W. A subspace W is called maximal totally isotropic if there
is no subspace W2 with f (w) = 0 for all w ∈ W2 and W ( W2 ⊆ V. Two maximal
totally isotropic subspaces have the same dimension, which is the sum of the Witt
index and the dimension of the radical of the quadratic form, as the following result
implies.
Proposition 4.2.24 ([89, Corollary 4.4.]). Let f : V → F2 be a non-degenerate quadratic
form on a vector space V over F2 with dim(V) = n. Let W be a maximal totally isotropic





2 , if f is hyperbolic
n−1
2 , if f is parabolic
n−2
2 , if f is elliptic.
We collect the above observations to give a sharp upper bound on the size of
vector spaces that consist of elements with Kloosterman sum divisible by 16.
Proposition 4.2.25. Let W be a subspace of F2n with Kn(w) ≡ 0 (mod 16) for all w ∈W




2 , n ≡ 0, 2, 6 (mod 8)
n−1
2 , n ≡ 1, 7 (mod 8)
n−3
2 , n ≡ 3, 5 (mod 8)
n
2 , n ≡ 4 (mod 8).
The bounds are sharp.
Proof. From the Theorems 4.2.21 and 4.2.22 we deduce that Q|H is elliptic if n ≡ 0,
3, 5 (mod 8), hyperbolic if n ≡ 1, 4, 7 (mod 8) and parabolic if n ≡ 2, 6 (mod 8).
In the cases n 6≡ 0, 4 (mod 8) the quadratic form Q|H is non-degenerate by
Lemma 4.2.20 and we immediately get bounds on dim(W) from Proposition 4.2.24
(recall that Q|H is a quadratic form on an (n − 1) dimensional space). If n ≡ 0, 4
(mod 8) then dim(rad(Q|H)) = 1, so dim V ≤ 1 + n−42 =
n−2
2 if n ≡ 0 (mod 8) and
dim V ≤ 1 + n−22 =
n
2 if n ≡ 4 (mod 8).
Remark 4.2.26. Every vector space W that contains exclusively Kloosterman zeros
is of course also a vector space that contains only Kloosterman sums divisible by
16. In particular, by Propositions 4.2.24 and 4.2.25, all vector spaces of Kloosterman
zeros are necessarily contained in a maximal totally isotropic vector space of Q|H.
However, these vector spaces are generally not unique.
Using Proposition 4.2.25, we get the following result.
Theorem 4.2.27. Let W be a subspace of F2n such that Kn(v) = 0 for all v ∈W and n ≥ 5.




2 , n ≡ 0, 2, 4, 6 (mod 8)
n−1
2 , n ≡ 1, 7 (mod 8)
n−3
2 , n ≡ 3, 5 (mod 8).
Proof. The bound follows from Proposition 4.2.25 for all cases except n ≡ 4 (mod 8).
In the latter case the bound of Proposition 4.2.25 can be improved by one using the
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following observation for even n. 1 Let n = 2k be even. As noted in [103], there are
no nontrivial Kloosterman zeros in the subfield F2k . We have F2k ⊂ H, W ⊂ H and
W ∩F2k = {0}, implying dim(V) ≤ n−22 .
We would like to mention that the following approach yields a slightly weaker
bound than the one given in Theorem 4.2.27. The following identity for sums of
Kloosterman sums over a vector space was given in [38, Proposition 3]: For any
subspace V of F2n with dim(V) = k we have
∑
a∈V
(K2n(a)− Kn(a)) = 2n+k − 2n+1 + 2k ∑
u∈V⊥
Kn(u−1).
If V contains exclusively Kloosterman zeros, we get
0 = 2n+k − 2n+1 + 2k ∑
u∈V⊥
Kn(u−1),
recall we set 0−1 = 0. Bounding the Kloosterman sum in the right hand side of the
equation using Theorem 4.2.7, |Kn(a)| ≤ 2
n
2 +1, we get
0 ≥ 2n+k − 2n+1 − 2k2n−k2 n2 +1 = 2n+k − 2n+1 − 2 3n2 +1.
This shows that k = dim(V) ≤ n2 + 1 for n ≥ 3.
Remark 4.2.28. Theorem 4.2.27 provides to our knowledge the first general upper
bound on the maximal size of subspaces of Kloosterman zeros. However, experi-
mental results indicate that our bound is weak, see Table 4.1. Our bound is sharp for
very small n (see right table in Table 4.1), which is not surprising since the approxi-
mation modulo 16 is strong for small n. Numerics in Table 4.1 were computed using
[88, 80] for the left table and [14] for the right table. The left table shows that the
total number of Kloosterman zeros in the field F2n is close to 2n/2 for n ≤ 60. It is of
course not to expect that the set of Kloosterman zeros has a strong additive structure,
so we believe that the bound of Theorem 4.2.27 can be significantly improved.
Problem 4.2.29. Find a better bound on the maximal size of a subspace containing
exclusively Kloosterman zeros.
4.3 Other monomials
We now consider more generally permutation polynomials of the type L1(xd) +
L2(x). The content of this section is original work and has not been published in
any form as of writing this thesis. The basic idea is similar to the one used in the
last section: We use a dyadic approach, i.e. we use Proposition 4.1.3 and weaken
the condition WF(L∗2(b), L
∗




1(b)) ≡ 0 (mod 2k) for some pos-
itive integer k. This allows us to use divisibility results, and leads in several cases
already to non-existence results. To obtain statements on the divisibility of the Walsh
transform, we use Stickelberger’s congruences in characteristic 2 (Corollary 2.5.21)
on Gauss sums.
Let us first state a straightforward generalization from [37, Lemma 2].
1This argument is due to an anonymous referee of the paper [57].





























TABLE 4.1: Left Table: Comparison of the number of Kloosterman
zeros over F2n to the value 2n/2. Here, Z(n) denotes the number of
Kloosterman zeros over F2n .
Right table: the maximal dimension of a subspace W of F2n that con-
tains exclusively Kloosterman zeros.
Proposition 4.3.1. Let d, n be positive integers with gcd(d, 2n − 1) = s with s > 1. Let
G : F2n → F2n be the monomial G = xd and F = L1(xd) + L2(x) for linear polynomials
L1, L2. If F is a permutation, then L2 is a permutation as well.
Proof. By Proposition 4.1.3, F is a permutation if and only if





for all b ∈ F∗2n . Assume that L2 is not a permutation. Then by Lemma 4.2.3, L∗2 is
also not a permutation, so choose an element b ∈ F∗2n with L∗2(b) = 0. If L∗1(b) = 0
then clearly WG(L∗2(b), L
∗
1(b)) = 2
n, contradicting Eq. (4.16). If L∗1(b) 6= 0 then x 7→
L∗1(b)x
d is an s-to-1 function, i.e. every element in F∗2n has either s or 0 preimages.
Hence, the size of the set {x : Tr(L∗1(b)xd) = 1} is divisible by s and in particular not
2n−1 (observe that s cannot be even). We conclude WG(L∗2(b), L
∗
1(b)) 6= 0, so F is not
a permutation.
We start by rewriting the Walsh transform using Gauss sums. The steps are fairly
standard and have appeared similarly for example in [93, Eq. (3) onwards], [1, Sec-
tion 4].











for all a, b ∈ F∗2n .
Proof. We have WF(a, b) = ∑x∈F2n χ1(bx
d)χ1(ax) (see Example 2.5.6). By Proposi-
tion 2.5.17, we know
χ1(x) =
1




Chapter 4. Equivalences of monomials and permutations of the form
L1(xd) + L2(x)
for all x ∈ F∗2n . Combining these two statements, we get

































WF(a, b) = 1 +
1





2n − 1 +
1






2n − 1 +
1




where we use G(ψ0) = −1 in the first step and the substitution ψ 7→ ψ in the second
step. If ψ is a generator of F̂∗2n , we can write equivalently
WF(a, b) =
2n







Example 4.3.3. Let us consider Proposition 4.3.2 for the inverse function on F2n , i.e.
d = 2n − 2. As discussed in the previous section, the Walsh transform is in this case
closely connected to Kloosterman sums. Let ψ be a generator of F̂∗2n . Then
WF(a, b) = Kn(ab) =
2n
















for all a, b ∈ F∗2n . In particular for b = 1
Kn(a) =
2n







By Stickelberger’s congruence (Corollary 2.5.21), we have (G(ψj))2 ≡ 0 (mod 4) for
all 1 ≤ j ≤ 2n − 2, so we can immediately see that Kn(a) is always divisible by 4 for
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n ≥ 2. More precisely, as noted by van der Geer and van der Vlugt [132, Remark
3.10.], we have (G(ψj))2 ≡ 4 (mod 8) if and only if wt(j) = 1. Since ψ(aj) ≡ aj






i ≡ 4 Tr(a) (mod 8),
where we (with slight abuse of notation) view Tr(a) as an integer. This result by
van der Geer and van der Vlugt received little attention for several years until it
was rediscovered Helleseth and Zinoviev who found a proof with more elementary
techniques [65, Theorem 3].
When we apply Stickelberger’s congruence to Proposition 4.3.2 it is clear that the
divisibility of the Walsh transform depends on the value wt(j) + wt(−jd) (here we
mean by wt(−jd) the weight of −jd ∈ Z2n−1, i.e. reduced modulo 2n − 1).




The J-set of d over F2n is the set
Jnd = {j ∈ {1, 2, . . . , 2n − 2} : wt(j) + wt(−jd) = Mnd}.
Here we view −jd as an element in Z2n−1, i.e. its smallest non-negative residue modulo
2n − 1.
Clearly, Jnd is never empty. Further, since the binary expansion of 2j modulo
2n − 1 is just the binary expansion of j shifted by one, we have wt(2j) = wt(j) for all
j ∈ Z2n−1. Hence, the J-set is always a union of cyclotomic cosets. For instance, in
Example 4.3.3 we had Mn2n−2 = 2 and J
n
2n−2 = {2i : 0 ≤ i ≤ n− 1}, i.e. the cyclotomic
coset of 1.
Using these definitions, we can rewrite Proposition 4.3.2 modulo 2M
n
d+1.
Proposition 4.3.5. Let F : F2n → F2n be a monomial F(x) = xd with 0 ≤ d ≤ 2n − 2 and
wt(d) > 1. Then







for all a, b ∈ F∗2n .
Proof. By Proposition 4.3.2, we have
WF(a, b) =
2n







Note that Mnd < n (consider for example wt(j) + wt(−jd) for j = 1). Accordingly,








d+1), if j ∈ Jnd
0 (mod 2M
n
d+1), if j /∈ Jnd
and by Eq. (2.4) ψ((b/ad)j) ≡ (b/ad)j (mod 2), and the result follows.
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Since the J-set is a union of cyclotomic cosets, the sum ∑j∈Jnd ((b/a
d)j) is a sum
of absolute traces. In particular, it is always zero or one, so the right hand side of
the congruence (4.18) is always an integer as desired. Note that if xd is almost bent
over F2n , then Mnd =
n+1
2 . In fact, a major step in the proofs of the Welch and Niho
conjectures was precisely to find Mnd [68, 23].
In conjunction with Proposition 4.1.3, we get the following necessary condition
for a function L1(xd) + L2(x) to be a permutation.
Proposition 4.3.6. Let F : F2n → F2n be defined by F = L1(xd) + L2(x) for linear poly-








for all b ∈ F2n . If x 7→ xd is almost bent over F2n , then the condition in Eq. (4.19) is also
sufficient for F to be a permutation.
Proof. Set G : x 7→ xd on F2n . By Proposition 4.1.3, WG(L∗2(b), L∗1(b)) = 0 for all





= 0 using Proposition 4.3.5.
If b ∈ ker L∗1 ∪ ker L∗2 , then Eq. (4.19) of course holds as well using the convention
0−1 = 0.
If G is almost bent on F2n then its extended Walsh spectrum contains only the
values 0 and 2(n+1)/2, in particular Mnd = (n + 1)/2. Hence, we have WG(a, b) = 0 if
and only if WG(a, b) ≡ 0 (mod 2M
n
d+1) for all a, b ∈ F∗2n , so the condition in Eq. (4.19)
is sufficient to show that F is a permutation.
For most values of d, determining Mnd and the set J
n
d is very difficult, however in
some cases results are possible.
A particularly simple case are the almost bent Gold exponents. Because of the
low weight of the Gold exponent, the J-set can be determined fairly easily.
Proposition 4.3.7 ([94, Section 9.1.]). Let n odd and F : F2n → F2n be the Gold function





−2i(2r + 1)−1 : i ∈ {0, 1, . . . , n− 1}
}
,
where we take the inverse in Z2n−1.
With Proposition 4.3.6 we can now find all permutation polynomials of the form
F = x2
r+1 + L(x) over F2n with gcd(r, n) = 1. This was already done in [99] with
different means. The proof in [99] is very technical and only shown in detail for
the case r = 1. In contrast, we will give a complete unified proof for all AB Gold
exponents.
Proposition 4.3.8 ([99, Theorem 4]). Let F : F2n → F2n be defined by F = xd + L(x)
with d = 2r + 1, gcd(r, n) = 1 and some linear polynomial L. F is a permutation if and




for some a ∈ F2n .
Proof. Observe that F is EA-equivalent to the Gold function, in particular F is a
quadratic APN function and thus cannot be a permutation if n is even by Propo-
sition 2.4.1.
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So let n be odd. Recall that the Gold function is almost bent. By Propositions 4.3.6
























for all b ∈ F2n .





























We can visualize the exponents by writing them as a binary sequence in the order (sr,
s3r, s5r, . . . , sr+2(n−1)r) similar to the r-ordering we used in Chapter 3. The exponent




r+2ir will then be represented by the sequence
(1, 1, 1, . . . , 1︸ ︷︷ ︸
n−1
2 -times
, 0, 0, . . . , 0).






can then be written as a sequence
sj = (1, 1, 1, . . . , 1︸ ︷︷ ︸
n−1
2 -times
, 0, 0, . . . , 0) + (0, 0, . . . , 0, 1, 0, . . . , 0), (4.20)






= 0 for all b ∈ F2n
then all cyclotomic cosets of exponents inside of the trace-function have to cancel
out. The exponents of two sequences written in the style of Eq. (4.20) belong to the
same cyclotomic coset if and only if the sequences are cyclic shifts of one another. It
is clear that all sequences in Eq. (4.20) belong to exponents in different cyclotomic
cosets, except when j = (n − 1)/2 or j = n − 1 (in this case the two sequences
can be transformed into one another with a cyclic shift by one). Accordingly, the
only possible nonzero coefficients are c(n−1)/2 and cn−1, i.e. L∗(x) = c(n−1)/2x +
cn−1x2
n−r
. Recall that because of the ordering of the sequence in Eq. (4.20), a shift by







2n−r for some c(n−1)/2 ∈ F2n . Taking the adjoint and setting a =




, and after a simple transformation a 7→
a2
r










is a permutation poly-
nomial by elementary means. Indeed, F = (x + a)2
r+1 + a2
r+1 so F is a permutation
since the Gold function x 7→ x2r+1 is a permutation for n odd. The main statement
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of Proposition 4.3.8 is that these are the only permutation polynomials of the form
x2
r+1 + L(x).
We now deal with exponents of the form d = 2r − 1, i.e. we consider permuta-
tion polynomials of the form L1(x2
r−1) + L2(x). The cryptographic properties of the
monomials x 7→ x2r−1 have been investigated in several works, e.g. [10, 12], moti-
vated initially by the fact that this family contains two different interesting mono-
mials: for r = 2 we get the first Gold function x 7→ x3 and for r = n− 1 we get the
function x 7→ x2n−1−1 which is cyclotomic equivalent to the inverse function. How-
ever, other cases also show good properties [12]. For example, when working over
a field with even dimension n = 2k, another interesting exponent of this form is the
Dillon-exponent d = 2n/2 − 1, which can be used to construct bent functions [44].
The following elementary lemma shows when the function x 7→ x2r−1 is a per-
mutation of F2n .
Lemma 4.3.10. Let r, n be positive integers. Then gcd(2r − 1, 2n − 1) = 2gcd(r,n) − 1
In order to apply the divisibility results on Gauss sums we developed in this
section, we will need to consider the values of wt(j) + wt(−j(2r − 1)). To do this,
we apply the modular add-with-carry approach we introduced in Chapter 3.
Lemma 4.3.11. Let r, n be integers, d = gcd(r, n) and e be the least positive residue of the
inverse of rd modulo
n
d . Further, set l = 2
r − 1 and let a, s ∈ {1, 2, . . . , 2n − 2} defined by








i−jr (mod 2n − 1) with
binary coefficients ai,j, si,j. The following are equivalent:
(a) s ≡ a · l (mod 2n − 1)
(b) There exists a matrix ci,j with 0 ≤ i < d, 0 ≤ j < nd and ci,j ∈ {−1, 0} (the r-matrix
of the carry sequence) such that









holds for all i. Here, the indices are seen as elements in Zn.










Proof. We apply Theorem 3.1.1 and use its notation. Let a = (an−1, . . . , a0) and s =
(sn−1, . . . , s0) be the binary expansions of a and s. We have tr = 1, t0 = −1 and ti = 0
for all other values. Thus t+ = 1 and t− = −1, so ci ∈ {−1, 0} for the entries in the
carry sequence, so s ≡ al (mod 2n − 1) if and only if there exists a carry sequence
c = (cn−1, . . . , c0) such that
2ci − ci−1 + si = ai−r − ai (4.23)
for all i ∈ Zn. To simplify working with Eq. (4.23), we again use the notation of r-
matrices introduced in Definition 3.2.6. We denote by Ma,r = (ai,j) the r-matrix of a
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and similarly by Ms,r = (si,j) and Mc,r = (ci,j) the r-matrices of s and c, respectively.
Eq. (4.23) can then be rewritten (completely identically to Theorem 3.2.7) as








where e is the least positive residue of the inverse of rd modulo
n
d .
The value of wt(s) can be determined by summing Eq. (4.21) and Eq. (4.22) for
all values of i and j.
Lemma 4.3.12. Let r, n be positive integers such that d = gcd(r, n). For each a ∈ Zn−1
precisely one of the following cases occurs:
• a(2r − 1) ≡ 0 (mod 2n − 1),
• wt(−a(2r − 1)) ≥ d.
Here we take the product −a(2r − 1) in Z2n−1.
Proof. We use the notation of Lemma 4.3.11 and set l = 2r − 1.
Assume that the r-matrix of the carry sequence Mc,r has a row i that is comprised
exclusively of−1’s. Let us now look at the (i+ 1)-st row of Mc,r. Then (see Eq.s (4.21)
and (4.22)) either ci+1,j = −1, si+1,j = 1, ai,j = ai+1,j+1 or ci+1,j = 0, si+1,j = 0,
ai+1,j = 0, ai+1,j+1 = 1. Assume that there is a j such that ai+1,j = 0, ai+1,j+1 = 1.
Then there is a j′ such that ai+1,j′ = 1, ai+1,j′+1 = 0, which cannot occur. So we have
necessarily ci+1,j = −1, si+1,j = 1, ai+1,j = ai+1,j+1 for all j. In particular, if the i-th
row of Mc,r contains only −1’s, then the (i + 1)-st row also contains only −1’s and
si+1,j = 1 for all j. We conclude inductively that if Mc,r has one row with only −1’s,
then the entire matrix is comprised only of −1’s and the entire matrix Ms,r contains
only 1’s. Accordingly, a(2r + 1) ≡ s ≡ 0 (mod 2n − 1).
In all other cases, every row of Mc,r contains at least one 0, so by Lemma 4.3.11,
wt(a(2r − 1)) = wt(s) = −∑d−1i=0 ∑
n
d−1
j=0 ci,j ≤ n − d, so wt(−a(2r − 1)) = n −
wt(a(2r − 1)) ≥ d.
Theorem 4.3.13. Let r, n be positive integers with d = gcd(r, n) and n ≥ 4. Define a
function G : F2n → F2n by G = x2
r−1 and F = G + L for some linear polynomial L. If
n ≤ d2, then F is not a permutation.
Moreover, if n is even, there are no permutations of the form L1(x2
n/2−1) + L2(x) for
non-zero linear polynomials L1, L2.
Proof. We consider the polynomial F′ = L1(x2
r−1) + L2(x). Note that d > 1, so
gcd(2r − 1, 2n − 1) > 1 and G is not a permutation. By Proposition 4.3.1, L∗2 must
















for all b ∈ F∗2n , where ψ is a generator of F̂∗2n . Taking the equation modulo 2d+1,
applying Stickelberger’s congruence, Lemma 4.3.12 and using the fact that L∗2 is a
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The characters ψj such that j(2r − 1) ≡ 0 (mod 2n − 1) are precisely the characters
whose order divides 2r − 1. Since the order of course divides 2n − 1, Lemma 4.3.10
implies that the order of ψj also divides 2d − 1, so these characters are precisely the
lifted characters from the subfield F2d . Thus, with the Davenport-Hasse theorem







(−1)n/d(G(ψ′ j))n/dψ′(N2n/2d(L∗1(b)j)) (mod 2d+1),
(4.24)
where ψ′ is a generator of F̂∗2d . If n ≤ d
2, then n/d ≤ d, so we conclude using
Stickelberger’s congruence on F2d and ψ






≡ 2n/d Trd(N2n/2d(L∗1(b))) (mod 2n/d+1).
It is well known that the norm function N2n/2d is surjective on F
∗
2d , in particular there
exists b ∈ F∗2n such that Trd(N2n/2d(b)) = 1. We conclude that if L1 is a permutation,
then there exists a b ∈ F2n such that WG(L∗2(b), L∗1(b)) 6≡ 0 (mod 2n/r+1) and F′ is
not a permutation.














≡ (2 n2 − 1)Kn/2(N2n/2n/2(L∗1(b)))− 2n/2 (mod 2n/2+1)
≡ −(Kn/2(N2n/2n/2(L∗1(b))) + 2n/2) (mod 2n/2+1),
where we use that Kn/2(x) is always even (indeed, as Theorem 4.2.7 shows, Kloost-
erman sums are always divisible by 4). The right hand side of the congruence is
never zero since |Kn/2(x)| ≤ 2n/4+1 by Theorem 4.2.7 for all x ∈ F2n/2 . We conclude
that no permutations of the form L1(x2
n/2−1) + L2(x) exist.
Remark 4.3.14. The connection between the exponent 2n/2− 1 and Kloosterman sums
is well-known. A classical construction of bent functions by Dillon [44] is that
Trn(ax2
n/2−1) for a ∈ F2n/2 is bent if and only if Kn/2(a) = 0. In fact, a proof of
this fact using similar techniques used to the ones we used in Theorem 4.3.13 can be
found in [93].
The following is a direct consequence of Theorem 4.3.13 and Proposition 4.1.2.
Theorem 4.3.15. Let F : F2n → F2n defined by F(x) = x2
r−1 with gcd(n, r) = d, n ≥ 4
and n ≤ d2. There are no permutations EA-equivalent to F.
If n is even and r = n/2, then the CCZ-class of F coincides with its EA-class and there are
no permutations CCZ-equivalent to F.
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4.4 Conclusion
We have investigated permutation polynomials of the form L1(xd) + L2(x) over F2n .
We achieved a complete characterization for the inverse function d = 2n − 2 as well
as for the Dillon exponent d = 2n/2 − 1. We also achieved partial results in the more
general case d = 2r − 1 and gave a new proof of a known result when d is an APN
Gold exponent.
Using these results, we were able to proof that the CCZ-classes of the inverse
functions and the function x 7→ x2n/2−1 coincide with their EA-classes. To our knowl-
edge, these are the first proofs of this kind. We also classified all permutations that
are CCZ-equivalent to those functions.
An interesting avenue of further research is to consider the same questions for
other functions with good cryptographic properties (nonlinearity/differential uni-
formity). In particular, Theorem 4.2.18 proves Conjecture 4.1.1 for the case of the
inverse function. However, all other cases have not been answered yet (to our
knowledge). Using the approach in this chapter, a possible way to prove the con-
jecture would be to prove the non-existence of permutation polynomials of the form
L1(xd) + L2(x) with L1, L2 6= 0 where xd is a non-Gold APN monomial. Note how-
ever, that the non-existence of such a polynomial is a stronger statement than the
statement in Conjecture 4.1.1, i.e. finding a permutation polynomial of the form
L1(xd) + L2(x) with nonzero L1, L2 does not disprove Conjecture 4.1.1.
More generally, an interesting way to expand on the results in this chapter
would be to work towards a classification of permutation polynomials of the form
L1(xd) + L2(x) (or even just xd + L(x)) over F2n where L, L1, L2 are linear mappings.
Combined with Proposition 4.1.2, this might give insight into the CCZ-classes of
monomials. Note that this family of polynomials is similar to other families that
have been investigated in the past, for instance the polynomials xs + γ Tr(xt) con-
sidered in [36].
It would also be of interest to look at the same problem in odd characteristic. As
shown in [60], there are no permutation polynomials of the form L1(x−1) + L2(x)
in characteristic ≥ 5 which is a straightforward observation based on the fact that
there are no non-trivial Kloosterman zeros in finite fields of characteristic ≥ 5. The






The differential-linear attack is one of the standard attacks against block ciphers in
modern cryptography. The basic idea behind the attack as introduced in [95] is to
split the encryption function E into two parts E = E1 ◦ E0. Very roughly speaking,
the attack uses the differential properties of E0 and the linear properties of E1 to
mount an attack on the entire cipher E. Differential-linear attacks have proven to be
very effective and yield some of the best known attacks against many ciphers, for
example SERPENT [105], CHASKEY [98] and ICEPOLE [71]. For a very good gen-
eral overview on the details as well as the history of the differential-linear attack,
we refer to [11]. In the traditional differential-linear cryptanalysis, the subciphers E0
and E1 are usually assumed to be independent of one another. To account for possi-
ble dependencies between the subciphers, in [4] a new decomposition is introduced
using a middle layer Em, i.e. E = E′1 ◦ Em ◦ E′0, where Em accounts for the depen-
dency between the subciphers E1 and E0 in the original decomposition. Note that
this idea was inspired by a similar approach for boomerang attacks [40, 51]. Using
this approach, a new tool for differential-linear cryptanalysis was proposed in [4]:
The differential-linear connectivity table.
Definition 5.0.1 (Differential-linear connectivity table (DLCT)). Let F : F2n → F2m be
a vectorial Boolean function. We define its differential-linear connectivity table (DLCT)
as
DLCTF(a, b) = |{x ∈ F2n : Tr(b(F(x) + F(x + a))) = 0}| − 2n−1
for all a ∈ F2n and b ∈ F2m .
As described in [4], the DLCT of an S-box as defined in Definition 5.0.1 captures
the transition between the two subciphers E1 and E0.
A theoretical analysis of the DLCT will lead to more insight into differential-
linear attacks on various ciphers. In particular the maximal value of |DLCTF(a, b)|
for non-zero a, b is of interest. In this chapter, we show connections between the
DLCT and established properties of vectorial Boolean functions, in particular the
autocorrelation of Boolean functions. We also prove upper bounds for the value
of |DLCTF(a, b)| both in the general case and for specific interesting choices of F.
The work in this chapter is based on the preprint [26] written by Anne Canteaut,
Friedrich Wiemer and the author of this thesis. In the same timeframe, another re-
search group has worked on the same problem; a merged paper is available at [25].
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5.1 The DLCT and the autocorrelation
Let us first note some trivial things about the DLCT. For any (a, b) ∈ F2n × F2m ,
|DLCTF(a, b)| ≤ 2n−1, and DLCTF(a, b) = 2n−1 when either a = 0 or b = 0. There-
fore, we only need to focus on the cases for a ∈ F∗2n and b ∈ F∗2m .
Our first observation on the DLCT is that it essentially coincides with the autocor-
relation (AC) of F. Recall the definition of the autocorrelation of Boolean functions,
see e.g. [28, p. 277].
Definition 5.1.1 (Autocorrelation of a Boolean function). Given a Boolean function
f : F2n → F2, the autocorrelation of the function f at a ∈ F2n is defined as
AC f (a) = ∑
x∈F2n
(−1) f (x)+ f (x+a).
Furthermore, the absolute indicator of f is defined as ∆ f = maxa∈F∗2n |AC f (u)|.
This notion can naturally be generalized to vectorial Boolean functions as follows
via the component functions.
Definition 5.1.2 (Autocorrelation of a vectorial Boolean function). Let F be an (n, m)-
function. For any a ∈ F2n and b ∈ F2m , the autocorrelation of F at (a, b) is defined
as
ACF(a, b) = ∑
x∈F2n
(−1)Tr(b(F(x)+F(x+a))),
and the autocorrelation spectrum of F is defined as the multiset{
∗ ACF(a, b) ∗
∣∣∣ a ∈ F∗2n , b ∈ F∗2m}.






It is worth noticing that we can write the autocorrelation using the Walsh trans-
form and the derivative:
ACF(a, b) = WDaF(0, b) = WDaFb(0). (5.1)
From Definitions 5.0.1 and 5.1.2, we immediately observe the following connec-
tion between the DLCT and the autocorrelation of vectorial Boolean functions.
Proposition 5.1.3. Let F be an (n, m)-function. Then for any a ∈ F2n and b ∈ F2m , the
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Proof. Define Mi = {x ∈ F2n |Tr (bF(x) + F(x + a)) = i}. From the definitions of the
DLCT and the autocorrelation it follows that
2 ·DLCTF(a, b) = 2 · #{x ∈ F2n |Tr(bF(x)) = Tr(bF(x + a))} − 2n
= #M0 − (2n − #M0)





This gives the desired conclusion.
For the remainder of this chapter we thus stick to the more established notion of
the autocorrelation instead of the DLCT.
5.1.1 Some characterizations and properties of the autocorrelation
In this subsection, we give some characterizations and properties of the autocorre-
lation of a vectorial Boolean function relating to its Walsh transform and differential
properties.
The following proposition shows that the restriction of the autocorrelation func-
tion a 7→ ACF(a, b) can be seen as the discrete Fourier transform of the squared Walsh
transform of Fb: ω 7→ WF(ω, b)2. It should be noted that the relations Eq. (5.2) and
Eq. (5.4) were already obtained in [62] and [138] for Boolean functions. Here we
generalize the results to vectorial Boolean functions.
Proposition 5.1.4. Let F be an (n, m)-function. Then for any a ∈ F2n and b ∈ F2m ,
WF(a, b)2 = ∑
ω∈F2n
(−1)Tr(aω)ACF(ω, b).
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Proof. According to the definition, for any a ∈ F2n ,



















The inverse Fourier Transform (Proposition 2.5.9) then leads to Eq. (5.2). Then
Eq. (5.3) is obtained from Eq. (5.2) by summing over u. Furthermore, Parseval’s
identity (Proposition 2.5.11) leads to Eq. (5.4).
It was shown in [139, Section 3] that, for an (n, n)-function, the mapping b 7→
ACF(a, b) corresponds to the Fourier transform of the mapping b 7→ δF(a, b). This
relation coincides with the one provided in [4, Proposition 1]. We slightly extend
it here to the case of (n, m)-functions. It is worth noticing that this correspondence
together with Proposition 5.1.4 points out the relation between the Walsh transform
of F and the values of δF as shown in Proposition 2.2.17.
Proposition 5.1.5. Let F be an (n, m)-function. Then, for any a ∈ F2n and b ∈ F2m , we
have
ACF(a, b) = ∑
ω∈F2m
(−1)Tr(bω)δF(a, ω) (5.5)














ACF(a, b)2 = 2m ∑
ω∈F2m
δF(a, ω)2. (5.9)
Proof. The first equation holds since






The inverse Fourier transform then leads to Eq. (5.6). Setting b = 0 in Eq. (5.6), we
then get Eq. (5.7). Summing over all a in Eq. (5.7) yields Eq. (5.8). Finally, Parseval’s
identity implies Eq. (5.9).
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Remark 5.1.6. Note that in [115, 117, 111] the boomerang connectivity table (BCT)
(which measures the resistance of a vectorial Boolean function to a boomerang at-
tack) is linked to the differential properties δ(a, b). Proposition 5.1.5 then also estab-
lishes a link between the BCT and the autocorrelation. For further details about this
connection, we refer to [117], in particular Proposition 1.
5.1.2 Bounds on the absolute indicator
Similar to other cryptographic criteria, it is interesting and important to know how
“good” the absolute indicator of a vectorial Boolean function could be. It is clear
from the definition that the absolute indicator ∆F of any (n, m)-function is upper
bounded by 2n. Indeed, it is possible to characterize the functions for which this
value is attained.
Recall that a linear structure for an (n, m)-function F is a tuple (a, b) ∈ F2n ×F2m
such that x 7→ Tr(b(F(x) + F(x + a))) is constant. The connection between linear
structures and the autocorrelation is then easy to see and follows directly from the
definition of the autocorrelation.
Lemma 5.1.7. Let F be an (n, m)-function. Then ACF(a, b) = ±2n if and only if (a, b)
is a linear structure for F. In particular, ∆F = 2n if and only if F has a linear structure
(a, b) ∈ F∗2n ×F∗2m .
Finding lower bounds of the absolute indicator is an interesting open question.
Of course, the trivial lowest possible value for the absolute indicator is 0. It can be
easily determined for which functions this value is attained.
Proposition 5.1.8. Let F be an (n, m)-function. Then ∆F = 0 if and only if F is a vectorial
bent function.
Proof. From Eq. (5.1) we have ACF(a, b) = WDaF(0, b). In particular ACF(a, b) = 0
for all a ∈ F∗2n and b ∈ F∗2m if and only if all derivatives are balanced. By Proposi-
tion 2.2.10 this is equivalent to F being a vectorial bent function.
By the Nyberg bound we conclude that the absolute indicator cannot attain the
lowest possible value 0 if n is odd or m > n/2. In particular, the most interesting
case of (n, n)-functions is not covered. Finding lower bounds outside of the one
given in Proposition 5.1.8 is more challenging. For instance, Zhang and Zheng con-
jectured [138, Conjecture 1] that the absolute indicator of a balanced Boolean function
in n variables was at least 2
n+1
2 . This was later disproved first for odd values of n ≥ 9
by modifying the Patterson-Wiedemann construction, namely for n ∈ {9, 11} in [78],
for n = 15 in [106, 76] and for n = 21 in [54]. For the case n even, [129] gave a con-
struction for balanced Boolean functions with absolute indicator strictly less than
2n/2 when n ≡ 2 (mod 4). Very recently, similar examples for n ≡ 0 (mod 4) were
exhibited by [77]. However, we now show that such small values for the absolute
indicator cannot be achieved for (n, n)-vectorial functions.
Proposition 5.1.5 leads to the following upper bound on the sum of all squared
autocorrelation coefficients in each row. This result is an extension of a result in [116]
(see also [6, Theorem 2]) where it was proven in the case of (n, n)-functions.
Proposition 5.1.9. Let F be an (n, m)-function. Then, for all a ∈ F2n , we have
∑
b∈F2m
ACF(a, b)2 ≥ 2n+m+1 .
Moreover, equality holds for all nonzero a ∈ F2n if and only if F is APN.
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Proof. From Eq. (5.9), we have that, for all a ∈ F2n ,
∑
b∈F2m
ACF(a, b)2 = 2m ∑
ω∈F2m
δF(a, ω)2 (5.10)
Recall that ∑ω∈F2m δ(a, ω) = 2













× #{ω ∈ F2m |δF(a, ω) 6= 0} ,
with equality if and only if all nonzero elements in {δF(a, ω)|ω ∈ F2m} are equal.
Since δF(a, ω) is even, we infer
#{ω ∈ F2m |δF(a, ω) 6= 0} ≤ 2n−1
with equality for all nonzero a if and only if F is APN. We deduce that
∑
ω∈F2m
(δF(a, ω))2 ≥ 2n+1




AC2F(a, b) ≥ 2n+m+1
with equality for all nonzero a if and only if F is APN.
We want to note that Proposition 5.1.9 is trivial if m < n since ACF(a, 0)2 = 22n
for any a ∈ F2n .
If m ≥ n, we can use Proposition 5.1.9 to give a lower bound for the absolute
indicator.




2m − 1 .
Most notably, if m = n,
∆F > 2n/2 .
Proof. From the previous proposition, we deduce that
∑
b∈F∗2m









2m − 1 .
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A general lower bound if n/2 < m < n or m < n with n odd has not been found
yet.
Problem 5.1.11. Find a lower bound for the absolute indicator of an (n, m)-function
in the cases that n/2 < m < n or m < n with n odd.
5.1.3 Invariance of the autocorrelation under Equivalence Relations
In this subsection, we study the autocorrelation and the absolute indicator with re-
spect to the equivalence relations introduced in Chapter 2. Our first result is that the
autocorrelation behaves well under EA-equivalence.
Theorem 5.1.12. Let F be an (n, m)-function. Further, let A1 : F2m → F2m , A2 : F2n →
F2n be two affine permutations defined by A1 = L1 + a1, A2 = L2 + a2 with linear parts
L1, L2 and A3 : F2n → F2m be an affine function defined by A3 = L3 + a3 with linear part
L3.
Set F′ = A1 ◦ F ◦ A2 + A3. Then
ACF′(a, b) = (−1)Tr(bL3(a))ACF(L2(a), L∗1(b)).
In particular, the absolute indicator is invariant under EA-equivalence and the autocorrela-
tion spectrum is invariant under affine equivalence.
Proof. For any a ∈ F∗2n and b ∈ F∗2m we have



















where we set y = A2(x) and used that A1, A2 are permutations.
To examine the behavior under CCZ-equivalence, we first focus on the autocorre-
lation of a permutation and its compositional inverse. When n = m and F permutes





The relation in Eq. (5.11) indicates that the autocorrelation spectrum of an (n, n)-
permutation F should in general not be equal to that of F−1.
This observation is indeed confirmed by many examples. In particular, by
Lemma 5.1.7 the absolute indicator of F attains the maximal value if and only if F has
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a nontrivial linear structure. However, there are many examples of permutations F
of F2n where F has nontrivial linear structures but its inverse has not.
This even happens for functions that are used in practice as S-boxes in block ci-
phers. For instance, the S-boxes from SAFER [107], SC2000 [123], and FIDES [8] have
linear structures in one direction but not in the other direction. Another example
where ∆F does not coincide with ∆F−1 is the infinite family formed by the Gold per-
mutations as analyzed in Section 5.2.2. Summarizing these results, we get:
Proposition 5.1.13. The autocorrelation spectrum and the absolute indicator are generally
not invariant under inversion. In particular, the autocorrelation spectrum and the absolute
indicator are generally not invariant under CCZ-equivalence.
In [97] all optimal permutations over F42 having the best differential uniformity
and nonlinearity (both 4) were classified up to affine equivalence. There are only 16
different optimal S-boxes, see Table 5.1.
Based on the classification of optimal S-boxes, we compute the autocorrelation
spectra of the optimal S-boxes in Table 5.2, where the superscript of each autocorrela-
tion value indicates the number of its occurrences in the spectrum. Note in particular
that the absolute indicators of the functions given in Table 5.2 is not always the same.
TABLE 5.1: Representatives for all 16 classes of optimal 4 bit S-boxes
F0 0, 1, 2, 13, 4, 7, 15, 6, 8, 11, 12, 9, 3, 14, 10, 5
F1 0, 1, 2, 13, 4, 7, 15, 6, 8, 11, 14, 3, 5, 9, 10, 12
F2 0, 1, 2, 13, 4, 7, 15, 6, 8, 11, 14, 3, 10, 12, 5, 9
F3 0, 1, 2, 13, 4, 7, 15, 6, 8, 12, 5, 3, 10, 14, 11, 9
F4 0, 1, 2, 13, 4, 7, 15, 6, 8, 12, 9, 11, 10, 14, 5, 3
F5 0, 1, 2, 13, 4, 7, 15, 6, 8, 12, 11, 9, 10, 14, 3, 5
F6 0, 1, 2, 13, 4, 7, 15, 6, 8, 12, 11, 9, 10, 14, 5, 3
F7 0, 1, 2, 13, 4, 7, 15, 6, 8, 12, 14, 11, 10, 9, 3, 5
F8 0, 1, 2, 13, 4, 7, 15, 6, 8, 14, 9, 5, 10, 11, 3, 12
F9 0, 1, 2, 13, 4, 7, 15, 6, 8, 14, 11, 3, 5, 9, 10, 12
F10 0, 1, 2, 13, 4, 7, 15, 6, 8, 14, 11, 5, 10, 9, 3, 12
F11 0, 1, 2, 13, 4, 7, 15, 6, 8, 14, 11, 10, 5, 9, 12, 3
F12 0, 1, 2, 13, 4, 7, 15, 6, 8, 14, 11, 10, 9, 3, 12, 5
F13 0, 1, 2, 13, 4, 7, 15, 6, 8, 14, 12, 9, 5, 11, 10, 3
F14 0, 1, 2, 13, 4, 7, 15, 6, 8, 14, 12, 11, 3, 9, 5, 10
F15 0, 1, 2, 13, 4, 7, 15, 6, 8, 14, 12, 11, 9, 3, 10, 5
TABLE 5.2: Autocorrelation spectrum of Fi for 0 ≤ i ≤ 15
Fi Autocorrelation spectrum




i ∈ {0, 1, 2, 8}
{
−166,−848, 0144, 824, 163
}
i ∈ {9, 10, 14, 15}
{
−162,−856, 0138, 828, 161
}
5.1.4 Divisibility properties of the autocorrelation
We now want to investigate the divisibility property of the autocorrelation coeffi-
cients of vectorial Boolean functions.
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Proposition 5.1.14. Let n > 2 and F : F2n → F2m be a vectorial Boolean function with
algebraic degree d > 1. Then, for any a ∈ F2n and b ∈ F2m , ACF(a, b) is divisible by
2d
n−1
d−1 e+1. In particular, when m = n and F is a permutation, ACF(a, b) is divisible by 8.
Proof. By Eq. (5.1), for any a ∈ F2n and b ∈ F2m , we have
ACF(a, b) = WDaFb(0).
Note that for given a ∈ F2n and b ∈ F2m , the Boolean function
DaFb = Tr(b(F(x) + F(x + a)))
satisfies two properties: its algebraic degree is at most d− 1 since it is the derivative
of Fb which has algebraic degree at most d, and DaFb(x) = DaFb(x + a).
We now focus on the divisibility of WDaFb(0). We can decompose F2n = {0,
a} ⊕ V for some subspace V of dimension n− 1. Since DaFb(x + a) = DaFb(x), the
value of DaFb(x) on the entire fieldF2n is already completely determined by its value
on V. Hence DaFb(x) can be expressed as DaFb(x) = h(x′) : V → F2 and the Walsh
transform of DaFb at the point 0 satisfies
WDa Fb(0) = ∑
x∈F2n
(−1)Da Fb(x) = ∑
x′∈V,e∈F2
(−1)DaFb(x′+ea) = 2 · ∑
x′∈V
(−1)h(x′).
It is well-known that the values taken by the Walsh transform of a Boolean function f
from Fn2 to F2 with algebraic degree d are divisible by 2
d nd−1 e (see [110] or [28, Section
3.1]). Recall that the autocorrelation spectrum is invariant under affine equivalence
by Theorem 5.1.12 and V is isomorphic to Fn−12 as a vector space over F2. In par-
ticular, ∑x′∈V(−1)h(x
′) is divisible by 2d
n−1








implying that ACF(a, b) is divisible by 8.
For cubic (n, m)-functions, we have the following stronger result.
Proposition 5.1.15. Suppose an (n, m)-function F has algebraic degree 3. Then for nonzero








where t(a, b) = dim {w ∈ F2n | DwDaFb = c} and c ∈ F2 is constant.
Proof. Since F has algebraic degree 3, the derivatives of order two of the compo-
nent functions Fb, namely DwDaFb(x), are affine over F2n , so we can write them as
DwDaFb(x) = Tr(Aa,b(w)x + Ca,b(w)), where w 7→ Aa,b(w) and w 7→ Ca,b(w) are
functions mapping F2n to F2n . Moreover, the function w 7→ Ca,b(w) is linear over
the linear subspace L(a, b) = {w ∈ F2n : Aa,b(w) = 0} = {w ∈ F2n : DwDaFb(x) =
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0, if Aa,b(w) 6= 0,
2n+t(a,b), if Aa,b(w) = 0.
The desired conclusion directly follows.
Proposition 5.1.15 implies that any entry in the autocorrelation of a cubic function
is divisible by 2
n+t
2 , where t is the smallest integer among the t(a, b) when a, b run
through F∗2n and F
∗
2m , respectively. If t ≥ 2, Proposition 5.1.15 improves the result in
Proposition 5.1.14.
5.1.5 Autocorrelation of APN functions
Proposition 5.1.16. Let F be an APN function from F2n to itself. For any nonzero a ∈ F2n ,
we define the Boolean function
γa(x) =
{
1, if x ∈ im(DaF),
0, if x ∈ F2n \ im(DaF).
(5.12)
Then the autocorrelation of F can be expressed by the Walsh transform of γa as
ACF(a, b) = −Wγa(b).
Proof. Since F is APN, we know that im(DaF) has cardinality 2n−1 for each a ∈ F∗2n .
Then,
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From Proposition 5.1.16, we see that the autocorrelation of any APN function
corresponds to the Walsh transform of the Boolean function γa in Eq. (5.12), which
is balanced. We then immediately deduce the following Corollary.
Corollary 5.1.17 (Lowest possible absolute indicator for APN functions). Let n be a
positive integer. If there exists an APN function from F2n to F2n with absolute indicator ∆,
then there exists a balanced Boolean function of n variables with linearity ∆.
To our best knowledge, the smallest known linearity for a balanced function is
obtained by Dobbertin’s recursive construction [49]. For instance, for n = 9, the
smallest possible linearity for a balanced Boolean function is known to belong to
the set {24, 28, 32}, which implies that exhibiting an APN function over F29 with
absolute indicator 24 would determine the smallest linearity for such a function.
One of the functions whose absolute indicator is known is the inverse mapping
F(x) = x2
n−2 over F2n .
Proposition 5.1.18 ([38, Corollary 2]). The autocorrelation spectrum of the inverse func-
tion F(x) = x2
n−2 over F2n is given by{
Kn (a) + 2× ((−1)Tr(a) − 1)
∣∣a ∈ F∗2n} ,
where Kn(a) denotes the Kloosterman sum over F2n . Furthermore, the absolute indicator of
the inverse function is given by:
1. when n is even, ∆F = 2
n
2 +1;
2. when n is odd, ∆F = L(F) if L(F) ≡ 0 (mod 8), and ∆F = L(F)± 4 otherwise.
When n is odd, the inverse mapping is APN. Then, from Proposition 5.1.16, its
autocorrelation is directly determined by the corresponding γ. This explains why
the absolute indicator of the inverse mapping when n is odd, is derived from its
linearity as detailed in the following example.
Example 5.1.19 (Autocorrelation of the inverse mapping, n odd). Let F = x2
n−2 be
the inverse function with n odd. Let us first determine the Boolean function γa of F
as it is defined in Proposition 5.1.16.
We consider for a ∈ F∗2n the equation
DaF(x) = (x + a)−1 + x−1 = b
which, for x 6= a and x 6= 0, can be rewritten as
x + (x + a) = b(x + a)x
and by setting y = a−1x when b 6= 0,
y2 + y = a−1b−1 .
It follows that this equation has two solutions if and only if Tr(a−1b−1) = 0.
We conclude that γa coincides with (1 + Fa−1) except on two points:
γa(x) =

1 + Tr(a−1x−1), if x 6∈ {0, a−1}
0, if x = 0
1, if x = a−1.
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From Proposition 5.1.16, we deduce
ACF(a, b) = −Wγa(b)





where the additional term corresponds to the value of the sum defining the Walsh
transform WFa−1 (b) at points 0 and a
−1.
Rewriting the Walsh transform of the inverse function via Kloosterman sums, we
get









|. This is precisely Eq. (14) in the origi-
nal proof of Proposition 5.1.18 in [38, Corollary 2] and the rest of the proof proceeds
identically from there.
Remark 5.1.20. Note that the linearity of the inverse function F = x2
n−2 over F2n can
be determined very easily because of the link to Kloosterman sums. Indeed,
L(F) = max
a∈F2n ,b∈F∗2n
|WF(a, b)| = max
a∈F2n ,b∈F∗2n
|Kn(ab)|.





2 , n even
max{k : k ≡ 0 (mod 4) and k < 2 n+22 }, n odd.
5.2 Autocorrelation spectra and absolute indicator of special
polynomials
This section mainly considers some polynomials of special forms. Explicitly, we
will investigate the autocorrelation spectra and the absolute indicator of the Gold
permutations and their inverses, and of the Bracken-Leander functions. Our study
is divided into two subsections.
5.2.1 Monomials
In the subsection, we consider the autocorrelation of some special monomials of
cryptographic interest, mainly APN permutations and one permutation with differ-
ential uniformity 4, over the finite field F2n . Firstly, we present a general observation
on the autocorrelation of monomials.
Proposition 5.2.1. Let F(x) = xd be a monomial defined on F2n . Then





Moreover, if gcd (d, 2n − 1) = 1, then
ACF(1, b) = ACF(b1/d, 1),
where 1/d denotes the inverse of d modulo 2n − 1.
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Proof. For any a, b ∈ F∗2n , we have





















Moreover, if gcd (d, 2n − 1) = 1, then for any b ∈ F∗2n , there exists a unique element
a ∈ F∗2n such that b = ad. Furthermore,










Proposition 5.2.1 in particular states that, to determine the absolute indicator of
a bijective monomial, it suffices to consider one of its component functions.
We next discuss the autocorrelation of some cubic monomials. From Proposi-
tion 5.1.15, if n = m is odd, we obviously have that ∆F ≥ 2
n+1
2 . Furthermore, the
equality is achieved when dim({w ∈ Fn2 | DwDa fb = c}) = 1 for all nonzero a and
b. An upper bound on the absolute indicator can be established for two cubic APN
permutations, namely the cubic Kasami power function x 7→ x13 and the Welch func-
tion. We denote the Kasami exponents by Kr = 22r − 2r + 1 and the Welch exponent
by W = 2(n−1)/2 + 3 for n odd.
Proposition 5.2.2 ([29, Lemma 1]). The absolute indicator for the Welch function F defined




As long as the (regular) degree of the derivatives is small compared to the field
size, the Weil bound gives a nontrivial upper bound for the absolute indicator of a
vectorial Boolean function. This is particularly interesting for the Kasami functions
as the Kasami exponents do not depend on the field size (contrary to for example
the Welch exponent).
Proposition 5.2.3. Let Fr be the r-th Kasami function onF2n , i.e. Fr(x) = xKr . The absolute
indicator of Fr is upper bounded by
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Proof. Note that the two exponents with the highest degree of any derivative of Fr
are 22r − 2r and 22r − 2r+1 + 1. The first exponent is even, so it can be reduced using
the relation Tr(x2) = Tr(x). The result then follows from the Weil bound (Theo-
rem 2.5.15).
K2 has binary weight 3, so combining the bound with Proposition 5.1.15 yields
the bound on the absolute indicator of F2.
Some other results on the autocorrelations of Boolean functions Tr(xd) are known
in the literature, which can be trivially extended to the vectorial functions x 7→ xd if
gcd(d, 2n − 1) = 1 using Proposition 5.2.1. Examples for such results can be found
in [62, Theorem 5], [29] and [127, Lemmas 2 and 3]. In the case n = 6r and d = 22r +
2r + 1, the power monomial xd is not a permutation, but results for all component
functions of xd were derived in [24]. We summarize these results about the absolute
indicator in the following proposition.
Proposition 5.2.4. Let F(x) = xd be a function on F2n .









3. If n = 2m and d = 2m+1 + 3, then ∆F ≤ 2
3m
2 +1.
4. If n = 2m, m odd and d = 2m + 2
m+1
2 + 1, then ∆F ≤ 2
3m
2 +1.
5. If n = 6r and d = 22r + 2r + 1, then ∆F = 25r.
We now provide a different proof of the second case in the previous proposition
that additionally relates the autocorrelation of this special Kasami function with the
Walsh spectrum of a Gold function. We use the following result on the Walsh trans-
form of this Kasami exponent.
Proposition 5.2.5 ([45]). Let n be odd, not divisible by 3 and 3r ≡ ±1 (mod n). Define
the Boolean function f = Tr(xKr) on F2n , where Kr = 22r − 2r + 1 is the r-th Kasami
exponent. Then
W f (x) = 0 ⇐⇒
{
x | Tr(x2r+1) = 0
}
.
Proposition 5.2.6. Let n be odd, not divisible by 3 and 3r ≡ ±1 (mod n). Define F = xKr
on F2n . Then for a, b ∈ F∗2n




where 1/Kr denotes the inverse of Kr in Z2n−1. In particular, ∆F = 2
n+1
2 .
Proof. It is well-known that, if F is a power permutation over a finite field, its Walsh
spectrum is uniquely defined by the entries WF(a, 1). Indeed, for b 6= 0,





(−1)Tr(xKr+ab−1/Kr x) = WF(ab−1/Kr , 1) ∈ {0,±2
n+1
2 } ,
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where the last fact follows because the Kasami function is almost bent. Then, by
Eq. (5.2) in Proposition 5.1.4 and Proposition 5.2.5
ACF(a, b) = 2−n ∑
u∈F2n






where B = {u ∈ F2n : Tr((ub−1/Kr)2

















r+1) = 2 ∑
u∈B
(−1)Tr(au+(ub−1/Kr )2
r+1) = −2 ∑
u∈B
(−1)Tr(au) .
Plugging this into Eq. (5.14), we obtain
ACF(a, b) = − ∑
u∈F2n
(−1)Tr(au+(ub−1/Kr )2








Recall that the inverse of Kr in Z2n−1 that appears in the proposition was pre-
cisely determined in Chapter 3 of this thesis. Note further that the cases 3r ≡ 1
(mod n) and 3r ≡ −1 (mod n) are essentially only one case because the r-th and
(n− r)-th Kasami exponents are cyclotomic equivalent and the autocorrelation spec-
trum is invariant under affine equivalence.
The Bracken-Leander function is also a cubic permutation with differential uni-
formity 4. In the following, we determine the autocorrelation spectrum and the
absolute indicator of the Bracken-Leander function. We need a well-known propo-
sition to determine the dimensions of the kernel and image of a linear function.
Proposition 5.2.7 ([135, Proposition 4.4.]). Let q be a prime power and L ∈ Fqn [x] be an
Fq-linear function defined by L(x) = ∑n−1i=0 cix
qi . Then dim im L = rk D, where
D =

c0 c1 . . . cn−1
cqn−1 c
q














Here, the dimension refers to the dimension of im L as a vector space over Fq. We call D the
Dickson matrix of L.
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Theorem 5.2.8. Let F(x) = xq
2+q+1 ∈ Fq4 [x], where q = 2k is the Bracken-Leander





and ∆F = q3.
Proof. Since F is a monomial, it is enough to consider the values of ACF(1, b) by
Proposition 5.2.1.
Since F is cubic, we can apply Proposition 5.1.15. We determine
t(1, b) = dim {w ∈ F2n | DwD1Fb = c} ,
where c ∈ F2 is a constant. We have
DwD1Fb(x) =Dw(Tr(b(xq










2+1 + xq+1 + xq
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The dimension here refers to the dimension of the kernel over F2. Note that Lb is































It is easy to compute that the rank of D is 2 using a computer (or by hand with
frequent use of the fact that bq
4
= b), so the kernel of Lb as an Fq-vector space has di-







Since F is of course not bent, ∆F = q3 by Proposition 5.1.8.
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5.2.2 Quadratic functions and their inverses
In this subsection, we firstly consider the general quadratic (n, n)-functions and
determine the autocorrelation spectra of the Gold functions and of their inverses.
Determining the autocorrelation of a quadratic function is particularly easy as the
derivative of a quadratic function is affine.
Theorem 5.2.9. Let F(x) = ∑0≤i<j≤n−1 cijx2
i+2j ∈ F2n [x]. Then the autocorrelation of F
takes values from {0,±2n} and ∆F = 2n.
Proof. For any a, b ∈ F∗2n ,













































. When L(a, b) = 0, we have
ACF(a, b) = ±2n and otherwise ACF(a, b) = 0. Thus ACF(a, b) ∈ {−2n, 0, 2n}. More-
over, since F cannot be bent, we obtain ∆F 6= 0 and thus ∆F = 2n.
Corollary 5.2.10. Let F(x) = x2
i+1 ∈ F2n [x] be a Gold function. Assume k = gcd(i, n)
and n′ = n/k. Then we get for a, b ∈ F∗2n
ACF(a, b) ∈

{0, 2n}, if n′ is even,
{−2n, 0}, if n′ is odd and k = 1,
{−2n, 0, 2n}, otherwise.
Proof. Since F is a monomial, we can assume a = 1 without loss of generality by
Proposition 5.2.1. From the proof of Theorem 5.2.9, it is clear that
ACF(1, b) = (−1)Tr(b) ∑
x∈F2n
(−1)Tr(L(b)x),
where L(b) = b2
−i
+ b. Thus ker(L) = F2gcd(i,n) = F2k . Furthermore, for any b ∈ F2k ,
Trn(b) = n′ Trk(b). Therefore,
ACF(1, b) =
{
0, if b ∈ F2n\F2k ,




{0, 2n}, if n′ is even,
{−2n, 0}, if n′ is odd and k = 1,
{−2n, 0, 2n}, otherwise.
As previously observed, the autocorrelation spectrum and the absolute indicator
are not invariant under compositional inversion. Now we consider the absolute
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indicator of the inverse of a quadratic permutation. Unlike the quadratic exponents,
the absolute indicator depends in this case on the considered function, as this simple
example shows.
Example 5.2.11. For n = 9, the inverses of the two APN Gold permutations x3 and
x5, namely x341 and x409, do not have the same absolute indicator: the absolute indi-
cator of x341 is 56 while the absolute indicator of x409 is 72.
A specificity of quadratic APN permutations for n odd is that they are crooked,
which means that the image set of every derivative DaF, a 6= 0, is the complement
of a hyperplane 〈π(a)〉⊥ = {b : Tr(bπ(a)) = 0}. Moreover, it is known (see e.g. [22,
Proof of Lemma 5]) that all these hyperplanes are distinct, which implies that π is a
permutation ofF2n when we add to the definition that π(0) = 0. Then, the following
proposition shows that, for any quadratic APN permutation F, the autocorrelation
of F−1 corresponds to the Walsh transform of π.
Proposition 5.2.12. Let n be an odd integer and F be a quadratic APN permutation over
F2n . Let further π be the permutation of F2n defined by
im(DaF) = F2n\〈π(a)〉⊥, when a 6= 0,
and π(0) = 0. Then for any nonzero a, b in F2n , we have





with equality if and only if π is an AB permutation.
Proof. Let a, b be two nonzero elements of F2n . Then, from Eq. (5.5), we deduce






By the definition of π, we have that, for any nonzero a,
δF(a, b) =
{
2, if Tr(bπ(a)) = 1,
0, if Tr(bπ(a)) = 0.
It then follows that
δF(a, b) = 1− (−1)Tr(π(a)b),
where this equality holds for all (a, b) 6= (0, 0) by using that π(0) = 0. Therefore, we
have, for any nonzero a and b,







As a consequence, ∆F−1 is equal to the linearity of π, which is at least 2
n+1
2 by the
Sidelnikov-Chabaud-Vaudenay bound with equality if π is almost bent.
It is worth noticing that the previous proposition is valid not only for quadratic
APN permutations, but for all crooked permutations, which are a particular case
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of AB functions. However, the existence of crooked permutations of degree strictly
higher than 2 is an open question.
As a corollary of the previous proposition, we get some more precise information
on the autocorrelation spectrum of the inverses of the Gold functions.
Corollary 5.2.13. Let n > 5 be an odd integer and 0 < i < n with gcd(i, n) = 1. Let F be
the Gold function over F2n defined by F(x) = x2
i+1. Then, for any nonzero a and b in F2n ,
we have
ACF−1(a, b) = −Wπ(b, a), where π(x) = x2
n−2i−2.
Most notably, the absolute indicator of F−1 is strictly higher than 2
n+1
2 .
Proof. The result follows from Proposition 5.2.12. We determine the function π. For















+ x = 1 + ba−(2
i+1),
which follows from dividing the equation by a2
i+1 and then substituting x 7→ ax.










The autocorrelation of F−1 then follows from Proposition 5.2.12.
AB functions have algebraic degree at most n+12 (Proposition 2.2.13), while π has
algebraic degree (n− 2). It follows that π cannot be AB when n > 5. Therefore, the




In this chapter, we investigated the differential-linear connectivity table (DLCT) of
vectorial Boolean functions by clarifing its connection to the autocorrelation of vec-
torial Boolean functions.
This chapter only covers a small portion of interesting problems on this subject
and many problems deserve further research:
Problem 5.3.1. For an odd integer n, are there (n, n)-power functions F with ∆F =
2(n+1)/2 other than the Kasami APN functions?
The generic lower bound on the absolute indicator of vectorial Boolean func-
tions derived in this chapter is lower than what experimental results suggest and
thus might be further improved. A natural follow-up topic would be the investiga-
tion and construction of optimal, or near-optimal, vectorial Boolean functions with
respect to the bounds.
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Problem 5.3.2. Determine a (tight) lower bound on the absolute indicator of vecto-
rial Boolean functions. Are there constructions exhibiting (near) optimal vectorial
Boolean functions with respect to that bound?
From Corollary 5.1.17 it follows that an APN function with very low absolute
indicator is of interest.
Problem 5.3.3. Is there an APN function in 9 variables with absolute indicator ∆ = 24?
In addition, the absolute indicators of the Kasami and Welch functions have not
been determined completely.





multiplication in binary finite
fields
This chapter is based on the paper [84] written by the author of this thesis and pub-
lished in the proceedings of the EUROCRYPT conference in 2019.
6.1 Introduction
In the past years, with the advent of the so called Internet of Things, new challenges
for cryptography have emerged. Many new devices usually do not have a lot of
computational power and memory, but are still required to offer some security by
encrypting sensitive data. Consequentially, lightweight cryptography has become a
major field of research in the past years, mostly focusing on symmetric-key encryp-
tion. Classic examples of such ciphers are PRESENT [13] or GIFT [3]. For a great
survey of the challenges and ideas in lightweight symmetric cryptography, includ-
ing an overview of lightweight ciphers up until 2017, we refer to [9]. For some very
recent proposals, we refer to the ongoing NIST competition on lightweight cryptog-
raphy 1. In particular, linear layers (e.g. [101, 104]) and S-boxes (e.g. [21, 119]) have
been thoroughly investigated as they constitute key components of SPNs. The main
objective here is to try to minimize the cost of storage and the number of operations
needed to apply a cryptographic function. Usually, the security properties of crypto-
graphic schemes using finite fields do not depend on a specific field representation
(as bit strings) in the actual implementation [42], so the choice of field implemen-
tation makes an impact on the performance of the scheme without influencing its
security. It is therefore an interesting question which representation minimizes the
number of operations needed.
In practice, linear layers are usually F2m -linear mappings on Fn2m . Recall that
linear mappings are implemented as matrix multiplications. Note that we can write
every n× n matrix over F2m as an (mn)× (mn) matrix over F2. As elements in F2m
are usually represented as bit strings in computers, it is natural to consider only
matrices over F2. Measurements of implementation costs will then only involve the
number of bit-operations (XORs) needed. It is an interesting question to evaluate
the efficiency of a given matrix. For that purpose two different metrics have been
introduced, the direct XOR-count (e.g. in [79, 101, 121, 125]) and the sequential XOR-
count (e.g. [5, 72, 140]). Roughly speaking, the direct XOR-count counts the number
of non-zeros in the matrix, whereas the sequential XOR-count counts the number of
1At the time of the writing of this thesis, the competition is in its second round. More details as well
as all candidates can be found at https://csrc.nist.gov/projects/lightweight-cryptography
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elementary row operations needed to transform the matrix into the identity matrix
(see Section 6.2 for more precise definitions). Although the sequential XOR-count
of a matrix is harder to compute, it often yields a better estimation of the actual
optimal number of XOR-operations needed [72], for a simple example see Example
6.2.2 in this chapter. When implementing a linear layer, a field representation can
be chosen such that the respective matrix is optimal according to these metrics. In
this way, the performance of a given linear layer can be improved (for example by
choosing a field representation that results in a sparse diffusion matrix).
Our goal in this chapter is to explore some connections and properties of the
direct and sequential XOR-count metrics and then to apply these to get some the-
oretical results regarding optimal implementations of matrices that represent mul-
tiplication with a fixed field element α ∈ F2k . Optimal choices of these matrices
(called multiplication matrices) can then be used for local optimizations of matrices
over F2k (this approach was taken for example in [5, 72, 101, 104, 121]). For instance,
the diffusion matrix (i.e. the linear layer) of AES is
α α + 1 1 1
1 α α + 1 1
1 1 α α + 1
α + 1 1 1 α
 ∈ GL(4,F28),
where α is a root of the irreducible polynomial x8 + x4 + x3 + x + 1 ∈ F2[x]. From
this example, it is evident that optimizing the implementations of mappings x 7→ αx
is highly relevant for the efficiency of matrix-vector products with diffusion matrices
of this form. Such an optimization is called local optimization.
Recently, the focus has shifted to global optimization, as it has become clear
that local optimizations are not necessarily also globally optimal [52, 86]. However,
global optimization techniques currently rely either on tools that improve the XOR-
counts of matrices already known to be efficient [86] or exhaustive searches [52, 120].
In particular, theoretical results on globally optimal matrices seem to be very hard
to obtain. Numerical data suggest that there is a correlation between good local op-
timizations and good global optimizations (see [86, Figures 2-6]). Because of this
correlation, theoretical insights into local optimization are valuable for the search of
globally optimal matrices.
In the second section, we compare the direct XOR-count and sequential XOR-
count evaluation metrics. We prove some theoretical properties of the sequential
XOR-count that can be used to improve algorithms (e.g. an algorithm presented in
[5]). We also find an infinite family of matrices that have a lower direct XOR-count
than sequential XOR-count, disproving a conjecture in [72]. We want to emphasize
that the results presented in this section apply to all invertible matrices, not just
multiplication matrices.
In the third section we provide a complete characterisation of finite field elements
α where the mapping x 7→ αx can be implemented with exactly 2 XOR-operations
(Theorem 6.3.7), which proves a conjecture in [5]. This case is of special interest, since
for many finite fields (including the fields F2n with 8|n that are particularly interest-
ing for many applications) there are no elements for which the mapping x 7→ αx can
be implemented with only 1 XOR-operation [5]. For these fields, our classification
gives a complete list of elements α such that multiplication with α can be imple-
mented in the cheapest way possible.
In the fourth section we present some more general results for multiplication
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matrices with higher XOR-counts. We prove that the number of XOR-operations
needed to implement the mapping x 7→ αx depends on the number of non-zero co-
efficients of the minimal polynomial of α. In particular, Theorem 6.4.1 shows that
the gap between the number of XORs used in an optimal implementation and the
number of XORs used in the “naive” implementation of a multiplication matrix us-
ing the rational canonical form of the mapping x 7→ αx grows exponentially with
the weight of the minimal polynomial of the element. This result shows that there is
a large potential for improvement in the implementation of multiplication matrices.
Propositions 6.4.2 and 6.4.3 imply that the bound found in Theorem 6.4.1 is optimal.
We conclude this chapter with several open problems.
6.2 XOR-Counts
An XOR-count metric for diffusion matrices was introduced in [79] and then gen-
eralized for arbitrary matrices in [125]. It has then subsequently been studied in
several works, e.g. [121, 101].
Definition 6.2.1. The direct XOR-count (d-XOR-count) of an invertible n× n matrix M
over F2, denoted by wtd(M) is
wtd(M) = ω(M)− n,
where ω(M) denotes the number of ones in the matrix M.
Note that the d-XOR-count of an invertible matrix is never negative as every
row of an invertible matrix needs to have at least one non-zero entry. Moreover,
wtd(M) = 0 if and only if M has exactly one ’1’ in every row and column, i.e. M is
a permutation matrix. The d-XOR-metric only gives an upper bound to the actual
minimal implementation cost as the following example shows.
Example 6.2.2. 
1 0 0 0
1 1 0 0
1 1 1 0











(a1 + a2) + a3
((a1 + a2) + a3) + a4

The d-XOR-count of the matrix is 6 but it is easy to see that multiplication with
this matrix can actually be implemented with only 3 XOR operations since the re-
sults of previous steps can be reused. A metric that allows this was subsequently
introduced in [72] and used in further work (e.g. [5, 52, 140]). Let us introduce some
notation at first: We denote by I the identity matrix and by Ei,j the matrix that has
exactly one ’1’ in the i-th row and j-th column. Then Ai,j := I + Ei,j for i 6= j is called
an addition matrix. Left-multiplication with Ai,j adds the j-th row to the i-th row of
a matrix, right-multiplication adds the i-th column to the j-th column. Observe that
the matrices Ai,j are self-inverse over F2. Let further P(n) be the set of n× n permu-
tation matrices and A(n) the set of all n× n addition matrices Ai,j. We will omit the
dimension n unless necessary.
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Definition 6.2.3. An invertible matrix M over F2 has a sequential XOR-count (s-XOR-






where P ∈ P and Aik ,jk ∈ A. We write wts(M) = t.
Note that every invertible matrix can be decomposed as a product of a permu-
tation matrix and addition matrices in the way Definition 6.2.3 describes. Indeed,
Gauss-Jordan-elimination gives a simple algorithm to do so.
In [140] a similar definition for the s-XOR-count was given that uses a represen-
tation of the form M = ∏tk=1 Pk Aik ,jk with permutation matrices Pk. Since products
of permutation matrices remain permutation matrices and
PAi,j = Aσ−1(i),σ−1(j)P (6.1)
where σ ∈ Sn is the permutation belonging to the permutation matrix P, this defini-
tion is equivalent to our definition.
A representation of a matrix M as a product M = P ∏tk=1 Aik ,jk is called an s-XOR-
representation of M and an s-XOR-representation with wts(M) addition matrices
is called an optimal s-XOR-representation. Note that optimal s-XOR-representations
are generally not unique. Observe that M = PAi1,j1 . . . Ait,jt is equivalent to
MAit,jt . . . Ai1,j1 = P, so the s-XOR-count measures the number of column addition
steps that are needed to transform a matrix into a permutation matrix. Because of
equation (6.1) the number of column additions needed is equal to the number of row
additions needed, so we may also speak about row additions.




1 0 0 0
1 1 0 0
1 1 1 0
1 1 1 1
 = IA4,3A3,2A2,1.
It is clear that we need at least 3 addition matrices since all rows but the first one
need at least one update. Hence, the s-XOR-representation above is optimal and
wts(M) = 3.
Determining the s-XOR-count of a given matrix is generally not easy. Graph-
based algorithms to find an optimal s-XOR-count have been proposed in [140] and
(in a slightly different form) in [72]. The algorithms are based on the following ob-
servation. Let G = (V, E) be a graph where G = GL(n,F2) and (M1, M2) ∈ E
if AM1 = M2 for an A ∈ A. Then wts(M) = minP∈P d(M, P), where d(M1, M2)
denotes the distance between M1 and M2 in the graph G. Thus, the evaluation
of the s-XOR-count can be reduced to a shortest-path-problem. Note that because
the elementary matrices in A are all involutory, G is undirected. As the authors
of [140] observe, it is possible to reduce the number of vertices by a factor 1/n! be-
cause matrices with permuted rows can be considered equivalent. Still (1/n!)|GL(n,
F2)| = (1/n!)(2n − 1)(2n − 2) . . . (2n − 2n−1) and every vertex has |A(n)| = n2 − n
neighbors, so both the number of vertices and the number of edges grow exponen-
tially. Hence, this approach is impractical unless n is small.
The problem of determining the s-XOR-count is linked with the problem of op-
timal pivoting in Gauss-Jordan elimination since the number of additions in an op-
timal elimination process is clearly an upper bound of the s-XOR-count. Pivoting
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strategies for Gaussian elimination are a classical problem in numerical linear alge-
bra (among lots of examples, see [90]) and the number of steps needed in a Gauss-
Jordan elimination process can be used as a heuristic for the s-XOR-count.
Example 6.2.2 gives an example of a matrix with lower s-XOR-count than d-
XOR-count. Considering this and the fact that the s-XOR-count of a given matrix
is generally much harder to determine than the d-XOR-count, it should be clarified
whether the s-XOR-count always gives a better estimation of the actual number of
XOR operations needed to implement the matrix. In [72] this has been conjectured,
i.e. wts(M) ≤ wtd(M) for all M ∈ GL(n,F2). However, the following theorem gives
a counterexample.
Theorem 6.2.4. Let M be as follows:
M =

1 1 0 0 0 0 0
0 1 1 0 0 0 0
0 0 1 1 0 0 0
0 0 0 1 1 0 0
0 0 0 0 1 1 0
0 0 0 0 0 1 1
1 0 0 1 0 0 1

∈ GL(7,F2).
Then wts(M) > wtd(M).
Proof. M is invertible with wtd(M) = 8. Let wts(M) = t, i.e. there are matrices
Aik ,jk ∈ A and P ∈ P such that ∏
t
k=1 Aik ,jk · M = P. By construction, no two rows
and no three rows of M add up to a row with only one non-zero entry. Every row
has to be updated at least once to transform M into a permutation matrix. Since no
two row vectors add up to a vector with only one non-zero entry, the first row that
gets updated (row it) needs to get updated at least once more. But as there is also
no combination of three vectors adding up to a vector with only one non-zero entry,
the second row that is updated (row it−1) also needs to be updated a second time. So
two rows need to get updated at least twice, and all other 5 rows need to get updated
at least once, resulting in wts(M) ≥ 9.
Remark 6.2.5. Note that the structure of the counterexample can be extended to all
dimensions n ≥ 7, the middle ’1’ in the last row can be in any j-th column with
4 ≤ j ≤ n− 3. We conclude that there exists a matrix M ∈ GL(n,F2) with wts(M) >
wtd(M) for all n ≥ 7.
In a subsequent work [32] a matrix with higher s-XOR-count than d-XOR-count
was also found in dimension 6. It was also proven that this phenomenon does not
occur in dimensions n < 6.
Studying the s-XOR-count is an interesting mathematical problem because it has
some properties that can be used to get upper bounds of the actual implementation
cost of potentially a lot of matrices. The actual number of XOR-operations needed is
clearly invariant under permutation of rows and columns. It is therefore desirable
that this property is reflected in our XOR-metrics. Obviously, this is the case for
the d-XOR-count, i.e. wtd(M) = wtd(PMQ) for all matrices M and permutation
matrices P, Q ∈ P . The following lemma shows that this also holds for the s-XOR-
count. The lemma is a slight modification of a result in [5]. However the proof in
[5] has a small gap, so we provide a complete proof here. We denote permutation-
similarity with ∼, i.e. M1 ∼ M2 if there exists a P ∈ P so that M1 = PM2P−1.
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Lemma 6.2.6. Let M ∈ GL(n,F2). Then wts(M) = wts(PMQ) for P, Q ∈ P . In
particular, if M1 ∼ M2 then wts(M1) = wts(M2).
Proof. Let wts(M) = t and σ ∈ Sn be the permutation belonging to Q. Then, by















where P2, P′ ∈ P , so wts(PMQ) ≤ wts(M). Since M = P−1(PMQ)Q−1 the same
argument yields wts(M) ≤ wts(PMQ).
Based on this result, the following normal form for permutation matrices is pro-
posed in [5]. We introduce a notation for block diagonal matrices. Let M1, . . . , Md be










We denote by Cp the companion matrix of a polynomial p = xn + an−1xn−1 + · · ·+
a1x + a0 ∈ F2[x], i.e.
Cp =

0 . . . 0 a0
1 0 0 a1
0
. . . . . .
...
0 . . . 1 an−1
 .





for some mk with ∑dk=1 mk = n and m1 ≥ · · · ≥ md ≥ 1.
A permutation matrix of this structure is said to be the cycle normal form of P. We
can then (up to permutation-similarity) always assume that the permutation matrix
of the s-XOR-decomposition is in cycle normal form.











for some permutation σ ∈ Sn, where P′ is the cycle normal form of P.
We say an s-XOR-representation is in cycle normal form if its permutation matrix
is in cycle normal form. Corollary 6.2.8 states that every s-XOR-representation is
pemutation-similar to exactly one s-XOR-representation in cycle normal form.
The following theorem gives a connection between the s-XOR-count and optimal
s-XOR-representations of a given matrix and that of its inverse.
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Then wts(M−1) = t. Moreover,
M−1 = PAσ(it),σ(jt)Aσ(it−1),σ(jt−1) . . . Aσ(i1),σ(j1)
for some permutation σ ∈ Sn that depends only on P.
Proof. For the inverse matrix we have
M−1 = Ait,jt . . . Ai1,j1 P
−1 ∼ P−1 Ait,jt . . . Ai1,j1 ,
so wts(M−1) ≤ wts(M). By symmetry, we get wts(M−1) = wts(M). Observe that





T denotes the transpose of P. Let Jr be the r × r
matrix with ones on the counterdiagonal, i.e. Ji,j = 1 if and only if j = n− i + 1. Let
Q =
⊕d











where σ ∈ Sn denotes the permutation that belongs to Q.
In particular, Theorem 6.2.9 implies that given an optimal s-XOR-representation
for a matrix M, an optimal s-XOR-representation of M−1 can be determined with
very little effort by calculation the permutation σ in the proof. Note that the state-
ment of Theorem 6.2.9 does not exist for the d-XOR-count. Indeed, sparse matrices
(i.e. matrices with low d-XOR-count) usually have dense inverse matrices (i.e. high
d-XOR-count).
The next result also holds for the s-XOR-count only.
Proposition 6.2.10. Let M, N be invertible matrices with wts(M) = t1 and wts(N) = t2.
Then wts(MN) ≤ t1 + t2. In particular, wts(Mk) ≤ |k|t1 for all k ∈ Z.
Proof. Let M = P ∏t1k=1 Aik ,jk and N = Q ∏
t2










where σ ∈ Sn is the permutation belonging to Q. This implies wts(MN) ≤ t1 + t2.
The statement wts(Mk) ≤ |k|t1 for k < 0 follows from Theorem 6.2.9.
6.3 Efficient Multiplication Matrices in Finite Fields
We can consider F2n as the n-dimensional vector space (F2)n over F2. By distribu-
tivity, the function x 7→ αx for α ∈ F2n is linear, so it can be represented as a (left-
)multiplication with a matrix in GL(n,F2). This matrix obviously depends on α, but
also on the choice of the basis of (F2)n over F2. We denote the multiplication matrix
that represents the function x 7→ αx with respect to the basis B by Mα,B. The XOR-
count of Mα,B generally differs from the XOR-count of Mα,B′ for different bases B, B′.
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Our objective here is to find the optimal basis B for a given α, in the sense that the
XOR-count of Mα,B is minimized. For this, we define the XOR-count metrics from
the previous section also for elements from F2n .




wts(Mα,B), wtd(α) = min
B
wtd(Mα,B),
where the minimum is taken over all bases of Fn2 over F2. A basis B and matrix Mα,B that
satisfy the minimum are called s-XOR-optimal and d-XOR-optimal for α, respectively.
In order to find the matrices that optimize the s-XOR-count-metric, an exhaustive
search on all matrices with low s-XOR-count is performed in [5]. In this way the s-
XOR-count and an optimal s-XOR-matrix of every element α ∈ F2n for n ≤ 8 was
found. Using the results presented in the previous section, the search was restricted
to matrices where the permutation matrix is in cycle normal form. The following
result was used to determine whether a given matrix is a multiplication matrix for
some α ∈ F2n with respect to some basis B. For the rest of this chapter, we denote
by χ(M) = det(xI + M) the characteristic polynomial of a matrix M and by mα
the minimal polynomial of the finite field element α ∈ F2n . Since we will not use
any characters in this chapter, there will be no confusion. Recall that mα is always
irreducible.
Theorem 6.3.2 ([5, Theorem 1]). Let M ∈ GL(n,F2) and α ∈ F2n . Then M is a multi-
plication matrix for α, i.e. M = Mα,B with respect to some basis B, if and only if mα is the
minimal polynomial of M.
Theorem 6.3.2 shows in particular that a matrix M is a multiplication for some
α ∈ F2n with respect to some basis B if and only if the minimal polynomial of M is
irreducible. Additionally, it is clear that two field elements with the same minimal
polynomial necessarily have the same XOR-counts.
Remark 6.3.3. A direct calculation of the minimal polynomial of the matrix M in The-
orem 6.2.4 yields mM = x7 + x6 + x5 + x4 + 1 which is an irreducible polynomial.
According to Theorem 6.3.2 the matrix M is a multiplication matrix for an element
α ∈ F27 with respect to some basis. Hence, there are elements α ∈ F2n such that
wtd(α) < wts(α). Note that this case does not have to occur for every value of n be-
cause the matrices provided in Theorem 6.2.4 might have a reducible minimal poly-
nomial. Indeed, an exhaustive search for the cases n = 4 and n = 8 was conducted
in [72], resulting in wts(α) ≤ wtd(α) for all α in F24 and F28 , respectively. We tested
the examples given in Theorem 6.2.4 for n = 16 without finding any matrices with
irreducible minimal polynomial. Hence, we conjecture that wts(α) ≤ wtd(α) for all
α ∈ F216 . It is an interesting question for which n elements with lower d-XOR-count
than s-XOR-count exist.
Corollary 6.3.4. Let M = P ∏tk=1 Aik ,jk be in cycle normal form. Then M is a multipli-
cation matrix for α ∈ F2n if and only if M−1 is a multiplication matrix for α−1 ∈ F2n .
Moreover, M is an optimal s-XOR-matrix for α if and only if M−1 is an optimal s-XOR-
matrix for α−1.
Proof. Let p and q be the minimal polynomial of M and M−1, respectively. It is
well known that q is then the reciprocal polynomial of p, that is q(x) = xn p(1/x).
Moreover, p is the minimal polynomial of α if and only if q is the minimal polynomial
of α−1. The rest follows from Theorem 6.2.9.
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Corollary 6.3.4 allows us to determine an s-XOR-optimal matrix for α−1 given an
s-XOR-optimal matrix M of α. Recall that the cycle normal form of M−1 was directly
computed in Theorem 6.2.9. This allows us to cut the search space (approximately)
in half for all algorithms that determine the s-XOR-count by traversing all matrices
in GL(n,F2).
It is now an interesting question which elements α ∈ F2n have multiplication
matrices with low XOR-count. Obviously, the only element that can be implemented
with XOR-count 0 is α = 1. A simple upper bound on the s-XOR-count and d-
XOR-count for elements can be found by considering the rational canonical form
of a matrix. Recall that a matrix M ∈ GL(n,F2) is similar to its (unique) rational
canonical form. If M has an irreducible minimal polynomial m with deg m = k
then there exists a d ≥ 1 so that kd = n and the rational canonical form is ⊕di=1 Cm.
For a polynomial p we denote by wt(p) the weight of p, that is the number of non-
zero coefficients. Note that if 2|wt(p) then 1 is a root of p so the only irreducible
polynomial over F2 with even weight is x + 1.
Example 6.3.5. Let α be an element of F2n with minimal polynomial mα and
deg mα = k with kd = n and d ≥ 1. Then we can find a basis B so that Mα,B
is in rational canonical form, i.e. Mα,B =
⊕d
i=1 Cmα . It is easy to check that
wts(Mα,B) = wtd(Mα,B) = d · (wt(mα)− 2).
This example shows in particular that all α ∈ F2n with deg mα = n and wt(mα) =
3 can be implemented with only one XOR operation. A possible basis for this case is
the polynomial basis {1, α, α2, . . . , αn−1}.
As one row-addition on I only produces one extra ’1’ in the matrix, wtd(M) = 1
if and only if wts(M) = 1, and equivalently, wtd(α) = 1 if and only if wts(α) = 1. In
[5] all elements that can be implemented with exactly one XOR-operation are char-
acterized. It turns out, that these cases are exactly those covered by Example 6.3.5.
Theorem 6.3.6 ([5, Theorem 2]). Let α ∈ F2n . Then wts(α) = 1 or wtd(α) = 1 if and
only if mα is a trinomial of degree n.
It is an open problem for which n irreducible trinomials of degree n exist. Among
other sporadic examples, it is known that there are no irreducible trinomials of de-
gree n if n ≡ 0 (mod 8) [128], so there are no elements α with d/s-XOR-count
1 in these cases. As the case 8|n is especially important in practice, it is natu-
ral to consider elements that can be implemented with 2 XOR operations. In this
case, s-XOR-count and d-XOR count do differ: By simply expanding the product
PAi1,j1 Ai2,j2 = P(I + Ei1,j1)(I + Ei2,j2), it follows that every matrix with wts(M) = 2 is
of the following form:
M =
{
P + Eσ−1(i1),j1 + Eσ−1(i2),j2 , i2 6= j1
P + Eσ−1(i1),j1 + Eσ−1(i2),j2 + Eσ−1(i1),j2 , i2 = j1,
(6.2)
where σ is the permutation that belongs to P and i1 6= j1, i2 6= j2. In particular
equation (6.2) shows that wtd(M) = 2 implies wts(M) = 2, but there are some
matrices with wts(M) = 2 and wtd(M) = 3. In other words, the s-XOR-metric is a
better metric for these matrices. In [5] the authors conjecture that wts(α) = 2 implies
wt(mα) ≤ 5, i.e. the minimal polynomial is a trinomial or a pentanomial. We confirm
this conjecture by giving an exact characterization of all elements with wts(α) = 2
and their optimal s-XOR-representation in cycle normal form in Theorem 6.3.7.
In the proof the following concept from linear algebra is used. We refer the reader
to [67] for proofs and more background. Let V be a vector space over a field F with
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mα optimal matrix representation Case
xn + xk1+k2 + xk1 + xk2 + 1, Cxn+1 + Ei1,j1 + Ei2,j2 (1.3.)
k1 + k2 ≤ n− 2
xn + xn−k1 + xk2 + xk2−k1 + 1, Cxn+1 + Ei1,j1 + Ei2,j2 (1.4.)
k2 > k1
xn + xk1+k2 + xk1 + xk2 + 1 Cxn+1 + Ei1,j1 + Ej1+1,j2 + Ei1,j2 (2.1.)
xn + xn1 + xn2 + xk + 1, (Cxn1+1 ⊕ Cxn2+1) + Ei1,j1 + Ei2,j2 (3.2.)
k ≤ n− 2
xn + xn1+k + xn2 + xn1 + 1, (Cxn1+1 ⊕ Cxn2+1) + Ei1,j1 (4.)
0 < k < n2 +Ej1+1 (mod n1),j2 + Ei1,j2
xn/2 + xk + 1 (Cxn/2+1 ⊕ Cxn/2+1) + Ei1,j1 + Ei2,j2 (3.1.)
TABLE 6.1: Elements with minimal polynomials listed in the left col-
umn have s-XOR-count 2. The second column gives an optimal mul-
tiplication matrix and the third column points to the corresponding
case in the proof.
dimension n, u ∈ V a vector and M an n× n-matrix over F. The monic polynomial
g(x) ∈ F[x] with the smallest degree such that g(M)u = 0 is called the M-annihilator
of u. This polynomial divides any polynomial h annihilating u (i.e. h(M)u = 0), in
particular the minimal polynomial of M. In the case that the minimal polynomial of
M is irreducible the M-annihilator of every vector u 6= 0 is the minimal polynomial
of M. So if we find a polynomial h that annihilates a vector u 6= 0 we know that the
minimal polynomial divides h. In particular, if h is monic and the degree of h and
the minimal polynomial coincide we can infer that h is the minimal polynomial of
M.
Theorem 6.3.7. Let α ∈ F2n . Then wts(α) = 2 if and only if mα can be written in the form
of a pentanomial or the trinomial appearing in Table 6.1.
Proof. Let Mα,B be a multiplication matrix for some α ∈ F2n and some basis B = {b1,
. . . , bn}. We can assume that Mα,B is in cycle normal form, M = PAi1,j1 Ai2,j2 with
P =
⊕l
k=1 Cxmk+1. As a first step, we show that l ≤ 2. Assume l > 2. As shown in
equation (6.2) at most two rows of M have more than one ’1’ in them. So, by possibly
permuting the blocks, P is a triangular block matrix, consisting of two blocks where
one block is of the form Cxt+1. So χ(Cxt+1) = xt + 1 divides χ(M). But as minimal
polynomial and characteristic polynomial share the same irreducible factors, this
implies (x + 1)|mα which contradicts the irreducibility of mα. So l ≤ 2. We now deal
with all possible matrices on a case by case basis, where we differentiate the cases
l ∈ {1, 2} and the two cases in equation (6.2).
Case 1. M = Cxn+1 + Ei1,j1 + Ei2,j2 , j1 6= i2 − 1.
We investigate how the matrix operates on the basis B = {b1, . . . , bn}:












Define γ1 := bj1+1 and γ2 := bj2+1. Then
bj1 = α
n+j1−j2−1γ2, bj2 = α
j2−j1−1γ1. (6.5)
At first, we show that the minimal polynomial has degree n. Assume mα =
xm + ∑m−1i=1 cix
i + 1 with ci ∈ F2 and md = n with d > 1. In particular, m ≤ n/2. At
least one of n + j1 − j2 and j2 − j1 are greater or equal n/2. Assume j2 − j1 ≥ n/2.
Then αiγ1 = bj1+1+i for i < n/2. Furthermore, α
n/2γ1 = bj1+1+n/2 if j2 − j1 > n/2
and αn/2γ1 = bj1+1+n/2 + bi2 if j2 − j1 = n/2. Consequently, mα(α)γ1 = αmγ1 +
∑m−1i=1 ciα
iγ1 +γ1 is a linear combination of at least one basis element and thus cannot
vanish. If n + j1 − j2 ≥ n/2 the same argument holds with γ2 instead of γ1. So
deg mα = n. Observe that with the equations (6.3), (6.4) and (6.5)
αn+j1−j2 γ2 = γ1 + bi1 (6.6)
αj2−j1 γ1 = γ2 + bi2 . (6.7)
By plugging γ2 into the first equation and γ1 into the second equation, we obtain
αnγ1 + α
n+j1−j2 bi2 + bi1 + γ1 = 0 (6.8)
αnγ2 + α
j2−j1 bi1 + bi2 + γ2 = 0. (6.9)
Case 1.1. i1 ∈ [j1 + 1, j2] and i2 ∈ [j1 + 1, j2].
Then bi1 = α
t1 γ1 and bi2 = α
t2 γ1 with t1 = i1 − j1 − 1 and t2 = i2 − j1 − 1 with
t1 + t2 < n− 1. With equation (6.8), we have
αnγ1 + α
n+j1−j2+t2 γ1 + α
t1 γ1 + γ1 = 0
So the polynomial p = xn + xn+j1−j2+t2 + xt1 + 1 annihilates γ1. Hence, p is the
minimal polynomial of M. But 2|wt(p), so p is not irreducible. We conclude that no
matrix of this type can be a multiplication matrix.
Case 1.2. i1 /∈ [j1 + 1, j2] and i2 /∈ [j1 + 1, j2].
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Then bi1 = α
t1 γ2 and bi2 = α
t2 γ2 with t1 = i1− j2− 1 (mod n) and t2 = i2− j2− 1
(mod n) with t1 + t2 < n− 1. With equation (6.9), we have
αnγ2 + α
j2−j1+t1 γ2 + α
t2 γ2 + γ2 = 0
As before, the polynomial p = xn + xj2−j1+t1 + xt2 + 1 annihilates γ2, so there is no
multiplication matrix of this type.
Case 1.3. i1 ∈ [j1 + 1, j2] and i2 /∈ [j1 + 1, j2].
Then bi1 = α
t1 γ1 and bi2 = α
t2 γ2 with t1 = i1− j1− 1 and t2 = i2− j2− 1 (mod n)






j2−j1−n+t2 γ1 + α
j2−j1−n+t1+t2 γ1.
Using equation (6.8), we obtain
αnγ1 + α
t1+t2 γ1 + α
t1 γ1 + α
t2 γ1 + γ1 = 0,
so p = xn + xt1+t2 + xt1 + xt2 + 1 is the minimal polynomial of M. Note that we
can choose i1, i2, j1, j2 in a way that t1 and t2 take any value from {1, . . . , n − 3} as
long as t1 + t2 < n − 1, so every matrix with a minimal polynomial of the form
xn + xa+b + xa + xb + 1 with a + b ≤ n− 2 has a multiplication matrix of this type
for suitable values of i1, j1, i2, j2.
Case 1.4. i1 /∈ [j1 + 1, j2] and i2 ∈ [j1 + 1, j2].
Then bi1 = α
t1 γ2 and bi2 = α
t2 γ1 with t1 = i1− j2− 1 (mod n) and t2 = i2− j1− 1
with t1 + t2 < n− 1. Similarly to Case 1.3, equation (6.6) yields
γ1 = α
n+j1−j2 γ2 + α
t1 γ2
and with equation (6.9)
αnγ2 + α
j2−j1+t1 γ2 + α
n+j1−j2+t2 γ2 + α
t1+t2 γ2 + γ2 = 0,
so p = xn + xj2−j1+t1 + xn+j1−j2+t2 + xt1+t2 + 1 = xn + xn−k1 + xk2 + xk2−k1 + 1 with
k1 = j2 − j1 − t2 = j2 − i2 − 1 > 0 and k2 = j2 − j1 + t1. Note that k2 > k1 for any
choice of i1, i2, j1, j2. Moreover, k1 can take on every value in {1, . . . , n − 3} and k2
any value greater than k1.
Case 2. M = Cxn+1 + Ei1,j1 + Ej1+1,j2 + Ei1,j2 .
If j1 = j2 then wts(M) = 1, so we can assume j1 6= j2. Note that the matrix operates
on the basis B just as in Case 1, the only difference being that in equation (6.4) we
have bi1 + bj1+1 = bi1 + γ1 instead of bi2 on the right hand side. With the same
argument as in Case 1 we conclude that the minimal polynomial of M has degree n.
Case 2.1. i1 ∈ [j1 + 1, j2].
Then bi1 = α
tγ1 with t = i1 − j1 − 1. Similarly to equation (6.8), we obtain
αnγ1 + α
n+j1−j2 γ1 + α
n+j1−j2 bi1 + bi1 + γ1 = 0
and thus
αnγ1 + α
n+j1−j2 γ1 + α
n+j1−j2+i1−j1−1γ1 + α
i1−j1−1γ1 + γ1 = 0.
So the minimal polynomial of M is p = xn + xn+j1−j2 + xn−j2+i1−1 + xi1−j1−1 + 1. Set
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k1 = i1 − j1 − 1 and k2 = n + j1 − j2 then p = xn + xk1+k2 + xk1 + xk2 + 1 with k1,
k2 ∈ {1, . . . , n− 1} and k1 + k2 < n.
Case 2.2. i1 /∈ [j1 + 1, j2].
Then bi1 = α
tγ2 with t = i1 − j2 − 1 (mod n). Similarly to equation (6.7), we have
αj2−j1 γ1 = γ2 + γ1 + α
tγ2.
Using equation (6.6) we obtain
αnγ2 + α
j2−j1+tγ2 + α
n+j1−j2 γ2 + γ2 = 0,
so the minimal polynomial of M, p = xn + xj2−j1+t + xn+j1−j2 + 1, is reducible.
Case 3. M = (Cxn1+1 ⊕ Cxn2+1) + Ei1,j1 + Ei2,j2 , j1 6= i2 − 1.
If both i1, i2 ≤ n1 or i1, i2 > n1 then M is a triangular block matrix with one block
being just a companion matrix. Then (x + 1)|χ(M) = mα, so this case cannot occur.
Similarly one of j1 and j2 must be less or equal n1 and the another one greater than















We set again γ1 = bj1+1 and γ2 = bj2+1. Then
αn1 γ1 = γ1 + bi1 and α
n2 γ2 = γ2 + bi2 . (6.10)
Case 3.1. i1 ∈ [1, n1] and i2 ∈ [n1 + 1, n].
Then bi1 = α
t1 γ1 with t1 = i1 − j1 − 1 (mod n1) and bi2 = αt2 γ2 with t2 = i2 − j2 − 1
(mod n2). M is a block diagonal matrix: M = (Cxn1+1 + Ei1,j1)⊕ (Cxn2+1 + Ei2,j2) =
B1 ⊕ B2. Let mM, mB1 , mB2 be the minimal polynomial of M, B1 and B2. Then mM =
lcm(mB1 , mB2) and if mM is irreducible then mM = mB1 = mB2 . This implies that
B1 and B2 are multiplication matrices with wts(B1) = wts(B2) = 1. From Theorem
6.3.6 we obtain that mB1 and mB2 are trinomials of degree n1 and n2, respectively. So
n1 = n2 = n/2 and mM = xn/2 + xt + 1. Using equation (6.10) we can determine the
choice for i1, i2, j1, j2
αn/2γ1 = γ1 + α
t1 γ1 and αn/2γ2 = γ2 + αt2 γ2.
Hence i1, i2, j1, j2 have to be chosen in a way that t1 = t2 = t. This is possible for
every t ∈ {1, . . . , n/2− 1}.
Case 3.2. i1 ∈ [n1 + 1, n] and i2 ∈ [1, n1].
Then bi1 = α
t1 γ2 with t1 = i1 − j2 − 1 (mod n2) and bi2 = αt2 γ1 with t2 = i2 − j1 − 1
(mod n1). Similarly to Case 1 we can show that the minimal polynomial of M has
degree n. Applying equation (6.10) yields
γ1 = α
n2−t2 γ2 + α
−t2 γ2
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and
αn−t2 γ2 + α
n1−t2 γ2 + α
n2−t2 γ2 + α
t1 γ2 + α
−t2 γ2 = 0.
Multiplying this equation by αt2 we conclude that p = xn + xn1 + xn2 + xt1+t2 + 1
annihilates γ2, so mα = p. Note that t1 ∈ {0, . . . , n2 − 1} and t1 ∈ {0, . . . , n1 − 1} so
t1 + t2 ∈ {0, . . . , n− 2}.
Case 4. M = (Cxn1+1 ⊕ Cxn2+1) + Ei1,j1 + Ej1+1 (mod n1),j2 + Ei1,j2 .
Again, we can assume j1 6= j2. Note that the matrix operates on the basis B just as in
Case 3, the only difference being that bi2 is substituted by bi1 + bj1+1 = bi1 + γ1. This
leads to
αn2 γ2 = γ2 + γ1 + α
tγ2. (6.11)
With the same argument as before we conclude that the minimal polynomial of M
has degree n. If i1 ∈ [1, n1] then M is again a block triangular matrix with one block
being a companion matrix, so this case cannot occur. So i1 ∈ [n1 + 1, n] and bi1 = αtγ2




Combining this equation with equation (6.11) we have
αn−tγ1 + α
n2−tγ1 + α
n1 γ1 + α
n1−tγ1 + α
−tγ1 = 0
and after multiplying with αt we conclude that mα = xn + xn1+t + xn2 + xn1 + 1,
where t ∈ {1, . . . , n2 − 1}.
Cases 1 and 3 of Theorem 6.3.7 also provide all elements α with wtd(α) = 2.
Moreover, Theorem 4 in [5] is a slightly weaker version of Case 1.3. in Theorem 6.3.7.
Remark 6.3.8. A suitable choice for the values i1, j1, i2, j2 in the second column of Table
6.1 can be found in the proof of the corresponding case.
The following example shows that the cycle normal forms of optimal s-XOR-
representations are generally not unique.
Example 6.3.9. Let α ∈ F24 with the irreducible minimal polynomial mα = x4 + x3 +
x2 + x+ 1. Then, by Theorem 6.3.7, wts(α) = wtd(α) = 2 and M = Cx4+1 +E2,2 +E3,4
and M′ = (Cx3+1 ⊕ Cx+1) + E3,4 + E4,3 belong to two different optimal representa-
tions, corresponding to Case 1.4. and Case 3.2 of Theorem 6.3.7, respectively.
The following corollary is a direct result from Theorem 6.3.7 and Example 6.3.5.
Corollary 6.3.10. Let α ∈ F2n with wt(mα) = 5 and deg(mα) = n. Then wts(α) = 2 if
f appears in Table 6.1 and wts(α) = 3 otherwise.
Corollary 6.3.10 shows that an implementation via the rational canonical form
(as in Example 6.3.5) is generally not the best way to implement multiplication in
binary finite fields. However, irreducible pentanomials that do not appear in the
table in Theorem 6.3.7 exist, the examples with the lowest degree are f = x8 + x6 +
x5 + x4 + 1 and its reciprocal polynomial (for a table of all s-XOR-counts of finite
field elements in F2n for n ≤ 8 see [5]). It is an interesting question for which field
elements the “naive” representation using the rational canonical form is optimal.
6.4. Quantifying the Gap between the Optimal Implementation and the Naive
Implementation
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6.4 Quantifying the Gap between the Optimal Implementa-
tion and the Naive Implementation
It is now interesting to investigate the gap between the optimal implementation and
the “naive” implementation using the rational canonical form. We give a partial
answer to this question in Theorem 6.4.1. The proofs in this section are technical
and rely on many calculations with matrices. To increase readability, the proofs are
included only in the appendix.
Theorem 6.4.1. Let α ∈ F2n be not contained in a proper subfield of F2n and let Mα,B be
a multiplication matrix of α with respect to some basis B. Then wtd(Mα,B) = t implies
wt(mα) ≤ 2t + 1.
We now show that the bound given in Theorem 6.4.1 is optimal by giving two
examples where the upper bound is attained. Note that the proof of Theorem 6.4.1
implies that this can only occur if the number of blocks of the optimal multiplication
matrix is 1 or t. We will give examples for both cases in Propositions 6.4.2 and 6.4.3.
Proposition 6.4.2. Let α ∈ F2n with an irreducible minimal polynomial f with wt( f ) =
2t + 1 of the form







for arbitrary values of ij ∈N with ∑tj=1 ij ≤ n− t. Then there exists a basis B such that the
matrix M := Mα,B satisfies wts(M) = wtd(M) = t.
Proposition 6.4.3. Let α ∈ F2n with an irreducible minimal polynomial f with wt( f ) =





(xnj + 1) + xk
for arbitrary values of nj and k ≤ n− t with ∑tj=1 nj = n. Then there exists a basis B such
that the matrix M := Mα,B satisfies wts(M) = wtd(M) = t.
Observe that the polynomials in Propositions 6.4.2 and 6.4.3 are generalizations
of Case 1.3. and Case 3.2. in Theorem 6.3.7.
Note that irreducible polynomials of the types mentioned in Propositions 6.4.2
and 6.4.3 do exist, examples up to t = 8, corresponding to polynomials of weight
2t + 1, are compiled in Table 6.2. The table lists in the second column values for il
and n that belong to an irreducible polynomial of the type of Proposition 6.4.2 and in
the third column the values for nl and k that belong to an irreducible polynomial of
the type of Proposition 6.4.3. The values listed were found with a simple randomized
algorithm. They generally do not correspond to the irreducible polynomial of that
type with the least degree. Propositions 6.4.2 and 6.4.3 together with Theorem 6.4.1
show that the gap between the number of XORs used in the optimal implementa-
tion and the number of XORs used in the naive implementation of a multiplication
matrix using the rational canonical form grows exponentially with the weight of the
minimal polynomial of the element.
Propositions 6.4.2 and 6.4.3 show that there are elements α ∈ F2n with wt(mα) =
2t + 1 and wts(α) = t. We believe that this upper bound is strict, i.e. the bound is
the same for s-XOR-count and d-XOR-count.
Conjecture 6.4.4. Let α ∈ F2n be not contained in a proper subfield of F2n and Mα,B a
multiplication matrix of α with respect to some basis B. Then wts(Mα,B) = t implies
wt(χ(M)) ≤ 2t + 1.
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6 1,12,16,24,31; 123 13,22,26,27,28,30;23
7 2,30,47,56,60,64,91; 357 25,114,174,231,279,281,331;196
8 23,28,41,59,62,106,141,153; 628 44,148,195,357,363,368,386,480;240
TABLE 6.2: Irreducible polynomials of the form described in Proposi-
tions 6.4.2 and 6.4.3.
6.5 Open Problems
Our investigations open up many possibilities for future research. While Theorem
6.2.4 shows that there is an infinite family of matrices with higher s-XOR-count
than d-XOR-count, a more precise classification of these cases as well as finding up-
per/lower bounds is desirable. Because of the nature of the s-XOR-count, answers
to these problems would also give insight into optimal Gauss elimination strategies
over F2.
Problem 6.5.1. Classify the matrices M ∈ GL(n,F2) with wtd(M) < wts(M).
Problem 6.5.2. Find bounds c, C so that c wtd(M) ≤ wts(M) ≤ C wtd(M) for all
matrices M ∈ GL(n,F2).
Finding out if/how the bounds c, C depend on n and wts(M) would greatly im-
prove the understanding of the two XOR-metrics.
As observed in Section 6.3, there are elements α ∈ F2 where the optimal im-
plementation of the mapping x 7→ αx is the rational canonical form in both of the
investigated metrics. These elements are (compared to elements with minimal poly-
nomials of the same weight) the most expensive to implement. A more thorough
understanding of these elements would be helpful.
Problem 6.5.3. Classify the minimal polynomials mα ∈ F2[x] for which the optimal
multiplication matrix is in rational canonical form.
We also want to repeat a problem about elements in subfields mentioned in [5].
Problem 6.5.4. Let α ∈ F2n be contained in a subfield F2l with ld = n. Let Ml be an
optimal multiplication matrix of α regarding d- or s-XOR-count. Is M =
⊕d
k=1 Ml
then an optimal multiplication matrix of α ∈ F2n regarding d- or s-XOR-count?
In Sections 6.3 and 6.4 we limited ourselves to optimal XOR-implementations of
matrices that are multiplication matrices for a fixed field element (which are exactly
those with irreducible minimal polynomial). Investigating a more general case is
also an interesting problem.
Problem 6.5.5. Let f : Fn2 → Fn2 be a bijective linear mapping and M f ,B ∈ GL(n,F2)
the matrix that belongs to f with respect to the basis B. Find a basis B such that the
matrix M f ,B is the optimal d/s-XOR-count matrix.
In particular, finding optimal matrices M f ,B where f denotes the mapping in-
duced by a linear layer of a cryptographic scheme is a very interesting problem.
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Appendix: Proofs of Section 6.4
A.1 Proof of Theorem 6.4.1
For a square matrix M = (mr,s) over F2 and two index sequences (ordered sets)
I = (i1, . . . , il1), J = (j1, . . . , jl2), l := min(l1, l2) we denote by M
I,J = (ar,s) the matrix
that is constructed as follows: All rows in I and all columns in J are filled with
zeroes, except the entries ai1,j1 , . . . , ail ,jl which are set to 1. More precisely:
ar,s =

0, r = ik, s 6= jk for a k ∈ {1, . . . , l1}
0, r 6= ik, s = jk for a k ∈ {1, . . . , l2}
1, r = ik, s = jk for a k ∈ {1, . . . , l}
mr,s, otherwise.
The following example illustrates our notation. Let I = {2, 4} and J = {1, 3}.
M =

1 1 0 1
0 1 1 1
1 1 1 0
0 1 0 1
 , MI,J =

0 1 0 1
1 0 0 0
0 1 0 0
0 0 1 0
 .
In the case that l1 6= l2 the matrix MI,J has a zero row/column and is thus not
invertible. If l1 = l2, it is easy to see that det(MI,J) does not depend on the ordering
of the index sets I, J and is the same as the determinant of the matrix that is created
by deleting all rows of M in I and all columns of M in J. In the case that we are only
concerned with the determinant, we will thus just use (unordered) index sets I, J
and also talk about determinants of submatrices. If I = {i} and J = {j} we will also
write M(i,j). Moreover, we denote by AM the characteristic matrix AM := xI + M of
M.
Lemma A.1.1. Let M = Cxn+1 ∈ GL(n,F2). Then we have wt(det(AI,JM )) ≤ 1 for all
possible proper square submatrices AI,JM .
Proof. The proof is by induction on the size of the submatrix. Clearly, det(AI,JM ) ∈ {0,
1, x} if |I| = |J| = n− 1. Let now |I| < n− 1. We denote by cij the entry in the i-th
row and j-th column of AM. Then
cij =

x, i = j,
1, i = j + 1 (mod n),
0, else.
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Let i ∈ I. If i /∈ J, then AI,JM has at most one non-zero entry in the i-th column. Then,
by Laplace expansion along the i-th column and use of the induction hypothesis, we
get wt(det(AI,JM )) ≤ 1. If i ∈ J and i + 1 (mod n) /∈ I then the i + 1 (mod n)-th row
has at most one non-zero entry and Laplace expansion along the i + 1 (mod n)-th
row yields wt(det(AI,JM )) ≤ 1. We conclude that wt(det(A
I,J
M )) ≤ 1 for all I with
|I| < n.
Lemma A.1.2. Let M = Cxn+1 + ∑tk=1 Eik ,jk where ik, jk can be chosen arbitrarily. Then we
have wt(det(AI,JM )) ≤ 2t for all possible proper square submatrices A
I,J
M .
Proof. The proof is by induction on t. The case t = 0 is covered by Lemma A.1.1. Let
now t ≥ 1. Let M′ = Cxn+1 + ∑t−1k=1 Eik ,jk , so that M = M′ + Ei,j with i = ik, j = jk. If
i ∈ I or j ∈ J we have AI,JM = A
I,J
M′ and thus wt(det(A
I,J
M )) = wt(det(A
I,J
M′)) ≤ 2t−1. If
i /∈ I and j /∈ J then AI,JM = A
I,J
M′ + Ei,j and thus Laplace expansion along the i-th row




M′ ) and thus




M′ )) ≤ 2
t−1 + 2t−1 = 2t
by induction hypothesis.
Corollary A.1.3. Let M = Cxn+1 + ∑tk=1 Eik ,jk where ik, jk can be chosen arbitrarily. Then
wt(χ(M)) ≤ 2t + 1.
Proof. The proof is by induction on t. The case t = 0 holds because χ(Cxn+1) = xn + 1
by definition of the companion matrix. Let now t ≥ 1 and M′ = Cxn+1 + ∑t−1k=1 Eik ,jk .
Laplace expansion along the it-th row yields χ(M) = det(AM) = χ(M′) +
det(A(it,jt)M′ ). We conclude with Lemma A.1.2 and the induction hypothesis that
wt(χ(M)) ≤ 2t−1 + 1 + 2t−1 = 2t + 1.
Proof of Theorem 6.4.1. Let B be an optimal (regarding the d-XOR-count) basis and
M := Mα,B =
⊕l
k=1 Cxmk+1 + ∑
t
r=1 Eir ,jr be an optimal multiplication matrix. The
case l = 1 is covered in Corollary A.1.3, so we only consider l > 1 for the rest of the
proof. Since α is not contained in a proper subfield of F2n , the minimal polynomial
of M coincides with its characteristic polynomial. We call the sets









the l blocks of M. We can decompose M = M1 + M′ with M1 =
⊕l
k=1 Cxmk+1 +
∑t1r=1 Eir ,jr and M
′ = ∑t2r=1 Eir ,jr in a way that all pairs (ir, jr) in M1 are in the same
block and all pairs (ir, jr) in M′ are in different blocks. M1 is a block diagonal matrix









sk = t1 (A.1)
where sk denotes the number of pairs (ir, jr) that are in the k-th block. We call B1,
. . . , Bl the l blocks of M1 and m1, . . . , ml the size of these blocks. Note that χ(M) is
irreducible which implies that M is not a block triangular matrix and thus t2 ≥ l. So
we can write M′ = M2 + M3 in a way that (after a suitable permutation of blocks)
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M1 + M2 looks like this:
M1 + M2 =

B1 0 . . . Eil ,jl
Ei1,j1 B2 . . . 0
...
. . . . . .
...
0 . . . Eil−1,jl−1 Bl
 . (A.2)
From this, we infer by Laplace expansion along the il-th row
χ(M1 + M2) = χ(M1) + det(A
(il ,v)
M1+M2), (A.3)





B(il ,∅)1 0 . . . 0 Eil ,jl
Ei1,j1 B2 . . . 0 0
...




. . . Eil−2,jl−2 Bl−1 0






B(il ,∅)1 0 . . . Eil−1,jl−1 ∗
Ei1,j1 B2 . . . 0 0
...




. . . Eil−2,jl−2 Bl−1 0
0 . . . 0 0 B(il−1,jl)l

by swapping the il−th row with the ∑l−1k=1 mk + il−1-th row. This operation can now
be repeated for the upper-left l − 1 blocks, the result is the following block diagonal
matrix
det(A(il ,v)M1+M2) = det

B(il ,j1)1 ∗ . . . 0 0
0 B(i1,j2)2 . . . 0 0
...




. . . 0 B(il−2,jl−1)l−1 ∗
0 . . . 0 0 B(il−1,jl)l

.
Lemma A.1.2 then implies wt(det(A(il ,v)M1+M2)) ≤ ∏
l
k=1 2
sk = 2t1 . Equations (A.1) and
(A.3) yield




(2sk + 1) + 2t1 . (A.4)
We now investigate the determinant of the square submatrices of M1 + M2. Let I, J
be index sets and set I =
⋃̇
r Ir and J =
⋃̇
r Jr where Ir and Jr contain the indices that
belong to the r-th block. Observe that |I| = |J|. Let us first look at the case I = Ir





(2sk + 1) + 2t1 .
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(2sk + 1) + 2t1 . (A.5)
Let us now assume that there is a block r with |Ir| 6= |Jr|. We can assume w.l.o.g. that
r = 1 and p := |I1| < |J1|. If i1 + m1, il ∈ I or v, j1 ∈ J then equation (A.2) implies

















1, for (r, s) = (ak, bk), k > p,
1, for (r, s) = (i1, j1),
0, else.






and thus det(AI,JM1+M2) = det(B
I1∪{il},J1
1 )det(D
′). Observe that det(AI,JM1+M2) = 0 if
|I1| 6= |J1|+ 1. Moreover, det(D′) = det(CI
′,J′
M1+M2) where {1, . . . , m1} is a subset of I
′
and J′. In particular, the number of indices in I′ and J′ belonging to the first block is








(2sk + 1) + 2t1 . (A.6)
Equations (A.5) and (A.6) imply that for arbitrary index sets I, J, there exists an r ∈





(2sk + 1) + 2t1 . (A.7)
As in the proof of Lemma A.1.2, for arbitrary index sets I, J and i, j ∈ {1, . . . , n} there










(2sk + 1) + 2t1

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(2sk + 1) + 2t1
)
. (A.8)
We now show by induction that we have for z ≥ 1





(2sk + 1) + 2t1
)
. (A.9)
The case z = 1 is dealt with using equations (A.4) and (A.7):








(2sk + 1) + 2t1
)
.
Let now z > 1 and M′3 = ∑
z−1
k=1 Eik ,jk . With the induction hypothesis and equation
(A.8) we conclude









(2sk + 1) + 2t1
)
,
proving equation (A.9). Note that the bound in equation (A.9) depends only on the
parameters l, t2 and sk, k = 1, . . . , l where ∑lk=1 sk = t1 and t1 + t2 = t = wt(M). For
t2 > l we have





(2sk + 1) + 2t1
)
.










(2sk + 1) + 2t1 .
In particular, the upper bound given in equation (A.9) is always worse than the one
given in equation (A.4) and we can focus on the case M3 = 0 (or, equivalently, t2 = l)
for the rest of this proof. In other words, we just have to find the parameters that




(2sk + 1) ≤ (2t1 + 1) · 2l−1,
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i.e. the choice s1 = t1, si = 0 for i > 1 is optimal. Plugging these parameters into
equation (A.4), we get
wt(χ(M)) ≤ 2t1+l−1 + 2l−1 + 2t1 = 2t−1 + 2l−1 + 2t−l . (A.10)
Obviously, the maximum of 2l−1 + 2t−l for 2 ≤ l ≤ t is attained at l = t. The result
follows from equation (A.10).
A.2 Proof of Propositions 6.4.2 and 6.4.3
Theorem A.2.1 ([73, Theorem 3.5], [63, Theorem 4.3.9]). Let R be a (commutative) Eu-
clidean domain and A ∈ Rn×n. Then A can be transformed into an upper triangular ma-
trix using elementary row operations (i.e. a sequence of left-multiplications with matrices
I + rEi,j with r ∈ R and i 6= j).
Proof of Proposition 6.4.2. We show that the matrix M = Cxn+1 + ∑t−1k=1 Ejk+ik+1,jk +
Eit+n−jt,jt where the jk are chosen arbitrarily under the conditions that jk+1 ≥ ik +
jk + 1 for all k = 1, . . . , t − 1 and it < j1 has the desired property. It is clear that
wts(M) = wtd(M) = t. Let B = {b1, . . . , bn} be some basis of (F2)n over F2. We














Set ni = ji − ji−1 for 2 ≤ i ≤ t and n1 = n + j1 − jt. Note that ∑ti=1 ni = n and
Mbjk = M
ni bjk−1+1. With this and the equations of type (A.11) and (A.12) we obtain
the following set of equations:
Mn2 Mi1 + 1 0 . . . 0
0 Mn3 Mi2 + 1 . . . 0
. . . . . .
0 . . . 0 Mnt Mit−1 + 1








 = 0. (A.13)
We denote by A the matrix in equation (A.13). A is a matrix over F2[M]. It is clear
that F2[M] is isomorphic to the usual polynomial ring F2[x] and thus a Euclidean
domain. Using the Leibniz formula for determinants, we obtain det(A) = f (M). By
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Theorem A.2.1, we can transform A into an upper triangular matrix A′ using only
elementary row operations. In particular det(A′) = ∏ni=1 a
′
i,i = det(A) = f (M)
where the a′i,i denote the entries on the diagonal of A
′. Since f is irreducible, we
obtain ak,k = f (M) for one 1 ≤ k ≤ n and ai,i = 1 for all i 6= k, i.e.
1 ∗
. . .











It is clear that all entries a′k,k+1, . . . , a
′
k,n can be eliminated by further row additions.
Hence, we obtain f (M)bjk+1 = 0, i.e. f is the M-annihilator of bjk+1. As f is irre-
ducible this implies that the minimal polynomial of M is f and thus M is a multipli-
cation matrix of α.
Proof of Proposition 6.4.3. The proof is similar to the proof of Proposition 6.4.2. Define
n̂l = ∑l−1u=1 nu for 1 ≤ l ≤ t. Let rl be chosen arbitrarily such that 1 ≤ rl ≤ nl
for 1 ≤ l ≤ t and ∑tl=1 rl = k. Further let jl := n̂l + rl for all 1 ≤ l ≤ t and
sl := il + rl+1 + 1 (mod nl+1) for l < t and st := it + r1 + 1 (mod n1).




k=1 En̂k+sk ,jk . Obviously, wts(M) = wtd(M) = t.
Let B = {b1, . . . , bn} be some basis of (F2)n over F2. We investigate how M (viewed



























Clearly, Mbjk = M
nk bjk+1, so we get the following set of equations:
Mn1 + 1 Mi1 0 . . . 0
0 Mn2 + 1 Mi2 . . . 0
. . . . . .
0 . . . 0 Mnt−1 + 1 Mit−1









The determinant of the matrix is exactly f (M). We can now repeat the arguments
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[60] F. Göloğlu and G. McGuire. On theorems of Carlitz and Payne on permuta-
tion polynomials over finite fields with an application to x−1 + L(x). Finite
Fields and Their Applications, 27:130 –142, 2014.
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