In this paper, we tackle the challenge of action recognition by building robust models from Extreme Learning Machines (ELM). Applying this approach from reduced preprocessed feature vectors on the Microsoft Research Cambridge-12 (MSRC-12) Kinect gesture dataset outperforms the state-of-the-art results with an average correct classification rate of 0.953 over 20 runs, when splitting in two equal subsets for training and testing the 6, 244 action instances. This ELM based proposal using a multi-quadric radial basis activation function is compared to other classical classification strategies such as Support Vector Machines (SVM) and Multi-Layer Perceptron (MLP) and advancements are also presented in terms of execution times.
INTRODUCTION
Human activity recognition is one of the main challenging topics in computer vision research. Its importance may be explained by many successes for instance in video games, video surveillance, sport analysis, back and neck pain control, sign language understanding, human-robot interaction, etc. Various types of activities indeed appear in everyday life, such as gestures, actions, human-object interactions, social interactions and group activities.
Nevertheless, some issues still exist in human action recognition automation: the first ones are inherent to user gesture productions, the other ones come from data acquisitions. The classical recognition methods are often biased by numerous factors: dynamical variations (dynamic and phlegmatic users), temporal variations (slow and fast users), physical variations (device weight, user morphology, left or right-handed users, contextual environment, parallel user activities, etc.), paradigm variations (mono versus multi users, open or closed world paradigm, etc.), and cultural interpretation variations (i.e. one gesture may have different meanings regarding several cultures). Other difficulties impacting the data acquisition system are the presence of occlusions, nonrigid motions, view-point changes, background interferences, etc.
Therefore, a human action recognition system is designed to deal with these issues. The early methods propose pose estimators as action features and build appearance models based on shape (Blank et al., 2005) or motion (Efros et al., 2003) information. Then, in order to avoid segmentation and object tracking issues, local features and bag-of-features representations strategies are proposed. This offers compact action descriptors to be classified as dense trajectories (Wang et al., 2011a) or sparse motion vectors (Kantorov and Laptev, 2014) . In contrast, other studiesdeal with mid-level representations (Jain et al., 2013) and temporal models (Amer et al., 2013) . On one side, the main objectives are to group point trajectories into tentative action parts by similarity in motion and appearance and then learn discriminative models with latent assignment of action parts. This allows in particular to localize discriminative action parts. On the other side, temporal models describe actions as a sparse sequence of spatio-temporally localized frames. This approach models longer events by temporal logical composition of simple actions.
On action data, preprocessing steps such as spatiotemporal segmentation and description are time consuming. Likewise, parameterizing and training a dedicated classifier can be very challenging. That is why, in this paper, we propose an action classification system based on Extreme Learning Machines (Huang et al., 2004) in order to operate fast and robust recognitions on action data with compact feature vectors. This paper is organized as follows. Section 2 presents related works on action recognition. In Section 3, we explain in details Extreme Learning Machines (ELM). Then, Section 4 describes our results with a comparison to classical approaches. Finally, our conclusions and perspectives are drawn.
Designing an automatic action recognition system based on video analysis is already challenging, but when users want an interactive system based on natural human interactions, the challenge is even higher. Indeed, when designing an iterative action recognition system, the two main priorities are reducing latency when users are interacting with it and maximizing the action recognition scores in order to offer better user experiences. These two properties are influenced by the action feature vector dataset to be modeled in a robustness and speed classifier.
In (Ellis et al., 2013) , the two aspects are taken into account with a latency-aware learning formulation in order to train a logistic regression model (LRM). The contribution is to distinguish canonical poses from body motions to reduce ambiguity for action recognition. Their experimental results on the Microsoft Research Cambridge-12 (MSRC-12) Kinect gesture dataset (Fothergill et al., 2012) show improvements (i.e. an average correct classification rate of 0.912 for a 4-cross validation) in opposition to a bags of visual words and a conditional random field strategy. The trade-off between latency and accuracy is then guided by a Frame Based Descriptor (FBD) of size 2276. The information support from the 3D body joint motions appears then to be crucial.
Likewise, in (Hussein et al., 2013) , the construction of discriminative descriptors from 3D skeleton data is obtained in order to optimize the recognition system. Encoding the correlation between joint trajectories during space and time, they propose a Temporal Hierarchy of Covariance Descriptor (THCD). This descriptor has a fixed size of 7320 and the final classification is operated by a linear SVM classifier. On the MSRC-12 dataset, the experiments give an average correct classification rate of 0.917 for a 20-cross validation when splitting 50% of the dataset for training and testing steps.
A more recent study by (Vemulapalli et al., 2014 ) also uses a SVM classifier to build an action recognition system. Consequently, it is again the choice of the feature descriptors which influences the global recognition accuracy. The authors propose to model the geometric relationships between 3D body parts. Human actions are then modeled as curves in this Lie group based on 3D rigid body motions which are members of the Special Euclidean Group SE(3). The feature vector is then of size 2280 and the correct classification rate are very challenging with 0.9088 on the Florence3D-Action dataset (Seidenari et al., 2013) .
In this paper, we propose a more reduced feature vector of size 1200 and a fast ELM classification. Deep learning methods are nowadays widely used in machine learning. With recent successes on visual object recognition (Farabet et al., 2013) or speech recognition (Graves et al., 2013) and iconic gesture recognition (Lefebvre et al., 2015) , deep architectures using feed-forward neural networks (e.g. Convolutional Neural Networks (Lecun et al., 1998) ) or recurrent neural networks (e.g. Long Short Term Memory (Hochreiter and Schmidhuber, 1997) ) are limited to some issues: a relatively slow training speed, overfitting problems and a relatively high number of parameters needed to be tuned. Inspired by previous studies on Radial Basis Function (RBF) networks (see (Broomhead and Lowe, 1988; Chen et al., 1991) ), Huang et al. present ELM in (Huang et al., 2004) in order to deal with these issues for classification and regression problems. An ELM is a single layer feed-forward network (SLFN) with only two parameters: the number of hidden nodes and the choice of an activation function (see Figure 1 ). In comparison to the traditional backpropagation algorithm based on a gradient descent in order to minimize the network error between the produced output and the desired target, the ELM method initializes randomly the network weights and then computes directly a Moore-Penrose pseudo-inverse matrix to generate a unique solution. In various fields (e.g. regression problems, medical diagnosis application, diabetes protein sequence classification), ELM shows some promising features such as generalization ability, robustness, controllability and a fast learning process (see (Huang et al., 2015) ).
EXTREME LEARNING MACHINES
Numerous studies propose some extensions to address some ELM issues, such as the network hid- den layer output matrix singularity. In (Wang et al., 2011b) , the Effective ELM (EELM) algorithm exploits the strictly dominant criterion for non-singular matrices. In (Huang et al., 2012) , an Optimizationbased regularized ELM (ORELM) enhances the generalization properties of ELM. Likewise, improvements are published in (Iosifidis et al., 2014) in order to exploit the training data dispersion with a Minimum Variance ELM (MVELM).
Let's introduce some notations. For N arbitrary distinct samples (x j , t j ), we note data samples by
j , x 2 j ,...,x n j ] | 2 R n and the relative targets by
..,a n i ] | the weight vector connecting the i th hidden node and the input nodes, and b i 2 R is the respective bias of the i th hidden node. The weight vector connecting the i th hidden node and the output nodes is
..,b m i ] | and the activation function h is usually a Sigmoid or a Radial Basis Function. Consequently, a SLFN with L hidden neurons is defined by:
Equation 1 can be written with H 2 R N⇥L the hidden layer output matrix of the network, B 2 R L⇥m and T 2 R N⇥m , as defined by:
(2) Therefore, the SFLN learning process corresponds now to find the Equation 2 least squares solution. The solution is provided by:
In Equation 3, H † represents Moore-Penrose generalized inverse of the hidden layer output matrix H. As described in (Zhang et al., 2013) , the optimal so-lutionB has the following features:
1. this algorithm can gain the minimal training error; 2. this algorithm can get the optimal generalization capability of the minimum paradigm of the output connection weights and network;
3.B is unique and can avoid local optimal solutions.
Consequently, the ELM learning speed is fast and can reach the solution straightforward without facing local minima or over-fitting issues. Recent studies (Minhas et al., 2010; Iosifidis et al., 2014) proposed ELM for Human Action Recognition based on bags of visual words. Here, we build our system on specific feature vectors using directly four joint trajectories, described hereafter.
EXPERIMENTS

Protocols
Our experiments are based on the Microsoft Research Cambridge-12 (MSRC-12) Kinect gesture dataset (see for details (Fothergill et al., 2012) and an action sample in Figure 2 ). This dataset is composed of 594 sequences of human actions from 30 people performing 12 gestures. The gesture set is composed of 6 iconic gestures: crouch and hide (duck), shoot with a pistol, throw an object, change weapon, kick to attack, put on night vision goggles and 6 metaphoric gestures: start the music (lift outstretched arms), navigate to next menu (push right), wind up the music, take a bow, protest the music, lay down the song tempo (beat both arms). In total, 6, 244 gesture instances are stored using 20 body joint positions captured at 30Hz. Each body joint is 3-dimensional.
In this study, we evaluate the effectiveness of our approach with a reduced training set using 50% of the MSRC-12 dataset (i.e. 3, 122 training instances and 3, 122 test instances). This configuration appears to be the less advantageous and the more challenging one according to (Hussein et al., 2013) . In order to compare our results with two state-of-theart methods: Frame-Based Descriptors and Logistic Regression Models (Ellis et al., 2013) (FBD+LRM) and Temporal Hierarchy of Covariance Descriptors and Support Vector Machines (Hussein et al., 2013) (THCD+SVM), we perform a 20-cross validation as in (Hussein et al., 2013) and the comparison is then based on the average correct classification and the associated standard deviation. We evaluate as well two other classical classifiers (i.e. SVM and MLP) with the Weka data mining software (Hall et al., 2009 ) on our feature vectors (FV) to prove the relevance of our (FV+ELM) approach.
Our feature vectors are obtained from the concatenation of the four 3D body joints corresponding to the two hands and the two feet, for each time period. We first filter the 12-D signal with a low-pass filter of parameter 0.7. Then a normalization is operated and an interpolation is computed to get an equal duration of 3333 ms for all actions. The feature vector is finally the concatenation of all values through time, giving a dimension of 1200. This can be viewed as a prior fusion process.
The choice of all parameters in the following study is given by analyzing a preliminary study with 1200 training instances and 1200 validation instances extracted from the original 3, 122 training instances.
For instance, Figure 3 shows some tested configurations for all classifiers. This figure gives the best ELM performance with 400 hidden nodes and a multi-quadric radial basis activation function as opposed to other ELM configurations with sigmoid and hyperbolic tangent activation functions. Likewise, the preliminary results on the good fit of our feature vectors with a SVM classifier give better performances with a RBF kernel with g = 0.005 and c = 4, compared to a polynomial kernel. Our evaluation on MLP gives a best configuration with 100 hidden neurons, 600 learning epochs and a learning rate of 0.005 with a hyperbolic tangent as an activation function.
Consequently, the final configurations of the classifiers reported in the next section are the following:
• SVM uses a RBF kernel with g = 0.005 and c = 4;
• MLP uses one layer of 100 hidden neurons, 600 learning epochs and a learning rate of 0.005 with a hyperbolic tangent as an activation function;
• ELM uses 400 hidden nodes and a multi-quadric radial basis activation function. Table 1 outlines the global performances of each human action recognition strategy. Our solution based on our feature vectors FV and an ELM classifier gives the best average correct classification rate of 0.953 with a reduced standard deviation of 0.003. The results previously published were respectively 0.912 for FBD+LRM (Ellis et al., 2013) (n.b . the authors used only a 4 folds cross-validation) and 0.917 for THCD+SVM (Hussein et al., 2013) . Consequently, these results show that feature vectors extracted only from four joint data can be an adequate information support for human action recognition. Moreover, we demonstrate on our protocol the effectiveness of the ELM classifier as opposed to the SVM and MLP classifiers (with respectively 0.898 ± 0.002 and 0.906 ± 0.008 of correct classification rate).
Classification Results
A main conclusion of an analysis of confusion matrices (see Figure 4 showing one tested configuration) is that our FV+ELM method presents 20 misclassification between wind up the music (wind) and lay down the tempo (beat). In fact, these two actions share common trajectories with respectively circular movements with both arms, in front of the body, for the first action, and hand beat movements in the air for the second action. Likewise, we can observe some confusions between duck and shoot, start and beat, start and wind up, and enough and shoot. 
Computing Times
In addition, we report the computing times for the 3 methods using the same feature vectors in order to learn 3, 122 gestures and testing 3, 122 gestures of the MSRC-12 database (c.f. Table 2 ). This experiment was executed on an Intel Core i5 CPU clocked at 2.67 GHz with 3.42 GB of RAM.
These experimental results show that the computing times for the ELM based solution is fast (i.e. around 4.865 seconds in average). On the contrary, the FV+SVM based solution requires more time to learn and test the 6, 244 gestures (i.e. around 8.875 seconds in average). The FV+MLP based method needs around 793.883 seconds in average but this is mainly due to the learning process using 600 epochs to build the best neural model in this case.
Consequently, our proposed FV+ELM system, achieving the best result performances in a multi-user configuration with a fast recognition computing time, is a very challenging solution.
CONCLUSIONS AND PERSPECTIVES
In this article, we presented a human action recognition system based on specific feature vectors FV and a ELM classifier. Using the MSRC-12 dataset in order to cover real world challenging cases, we showed that the proposed approach proves to be superior to some state-of-the-art methods. It also outmatches its neural counterpart MLP, both in classification and processing time on our experiments. Some perspectives would be to experiment Echo State Networks (ESN (Tong et al., 2007) ) with raw temporal input data to preserve the temporal correlation and detect gestural grammar inside each human action.
