The software packages SPM, FSL and AFNI are the most widely used packages for the analysis of functional magnetic resonance imaging (fMRI) data. Despite this fact, the validity of the statistical methods has only been tested using simulated data. By analyzing resting state fMRI data (which should not contain specific forms of brain activity) from 396 healthy controls, we here show that all three software packages give inflated false positive rates (4%-96% compared to the expected 5%). We isolate the sources of these problems and find that SPM mainly suffers from a too simple noise model, while FSL underestimates the spatial smoothness. These results highlight the need of validating the statistical methods being used for fMRI.
INTRODUCTION
Analysis of functional magnetic resonance imaging (fMRI) data is typically performed using parametric statistical methods, which are based on several assumptions. The assumptions are often only tested using simulated data [1] , but it is extremely hard to simulate a brain and an MR scanner. In our previous work [2] , real fMRI data were used to show that single subject fMRI analysis using the SPM [3, 4] software package can lead to inflated false positive rates (e.g. 70% compared to the expected 5%). The main reason for the high degree of false positives was found to be that the SPM software uses a rather simple model of the errors in the general linear model (GLM). As other fMRI software packages, e.g. FSL [5] and AFNI [6] , use more advanced noise models, here we extend our investigation to see if these software packages give false positive rates that are more accurate.
METHODS
Resting state fMRI data from 396 healthy controls were downloaded from the homepage of the 1000 functional connectomes project [7] (http://fcon 1000.projects.nitrc.org/ fcpClassic/FcpTable.html), and are summarized in Table 2 . Each rest dataset was analyzed with several different activity paradigms (see Table 1 ), as it should be impossible to find significant activity in rest data. For 100 rest (null) datasets and a familywise error corrected significance threshold of 5%, significant activity is on average expected in 5 of the datasets. The number of significant activations, divided by the number of analyzed subjects, can thus be seen as an estimate of the familywise false positive rate. In this paper the focus has been on cluster level inference [8] , as it is more commonly used than voxel level inference. Two common cluster defining thresholds [9, 10] were tested; p = 0.01 (z = 2.3) and p = 0.001 (z = 3.1). The parameters used for each software package are given in Table 3 . The ambition was to use the default settings for each software package, with the exception that motion regressors have been used for all packages (motion regressors are default in AFNI, but not in SPM or FSL). All the processing scripts are available at https://github.com/wanderine /ParametricSinglesubjectfMRI to facilitate further investigations.
SPM
According to [9] , SPM2 is the most common SPM version used since 2007, but SPM8 (with the latest updates) was used for this study, as it is more likely to be used in future studies. Analyses were performed using a Matlab batch script.
FSL
Analyses in FSL 5.0.7 were performed by using a processing configuration (design.fsf) generated by the FEAT GUI. The default settings were used, except for adding motion parameters to the design matrix. The cutoff of the highpass filter was automatically changed by the GUI from the default 100 seconds, to 20 seconds for the fast block based design (B1) and to 60 seconds for the slow block based design (B2).
AFNI
Analyses in AFNI were performed using the standardized python script afni proc.py, setup through the master script uber subject.py. The default settings were used, except for running the statistical analysis with 3dREMLfit which uses a voxel-specific ARMA(1,1) model for the GLM residuals (the default function 3dDeconvolve assumes that the residuals are independent).
RESULTS
Smoothness estimates (in the x-direction) for the Beijing data sets are given in Figure 1 , as cluster based thresholding strongly depends on these estimates. Estimated familywise error rates are given in Figure 2 . Estimated power spectra of the whitened GLM residuals for the Beijing data sets are given in Figure 3 , to see how well the different noise models perform. Prior to estimating power spectra, each residual time series was standardized to have a variance of 1 (only time series within the brain were used). Probability distributions of the estimated t-values are given in Figure 4 . Proportions of estimated t-values being larger than different cluster defining thresholds are given in Table 4 . See the github repository for details about the calculations. . If the residuals are uncorrelated, the power spectra will be flat.
DISCUSSION
The fMRI software packages SPM, FSL and AFNI have been tested in terms of statistical validity for single subject analysis. It is clear that all three software packages give unreliable results, and that the more advanced noise models in FSL and AFNI are not sufficient to lower the false positive rates to expected values. While SPM mainly suffers from a too simple noise model (Figure 3 ), FSL instead seems to underestimate the spatial smoothness ( Figure 1 ). It may seem strange that AFNI also gives unreliable results, since AFNI does not rely on Gaussian random field theory (GRFT) [12, 8] to correct for multiple comparisons (like SPM and FSL do). Instead, AFNI uses the function 3dClustSim to perform a Monte Carlo simulation of how likely it is to find clusters of a certain size in white noise. The main assumptions of 3dClustSim are, however, the same as for GRFT. Both methods assume perfect Gaussian data and a constant smoothness (which needs to be estimated from the data). 3dClustSim can give better results for low amounts of smoothness, as GRFT also requires that the activity map is sufficiently smooth. As Table 4 shows that the t-values from AFNI closely follow a true t-distribution, it is likely that a non-uniform spatial smoothness is the main problem. A nonuniform smoothness is more problematic for lower cluster defining thresholds, which is reflected in the estimated false positive rates and elsewhere [10] . Non-uniform smoothness has previously been shown to be a problem in voxel-based morphometry [13, 14] .
It is disappointing that the standard software packages still give unreliable statistical results, more than 20 years after the initial fMRI experiments. Considering that non-parametric Fig. 4 . Log probability distributions of the estimated t-values (pooled over all brain voxels for the 198 Beijing data sets analyzed with paradigm B1), for SPM, FSL and AFNI. All three software packages generate t-values with a heavier tail compared to a true t-distribution. Note that the distributions for SPM and AFNI are below the true t-distribution for t-values smaller than 2.5 (not possible to see in this graph).
methods have become more flexible [15] , that multivariate statistical tests have more complicated null distributions than univariate tests [16, 17, 18] and that more computing power is available [19, 20] , it may be time for the fMRI community to consider non-parametric statistical methods. A permutation test, for example, does not assume Gaussian data, a constant noise variance or a constant smoothness (and the smoothness does not need to be estimated from the data). Permutation tests are easy to use for group analyses, but single subject fMRI data contain temporal auto correlation, making it harder to permute the volumes. Nevertheless, permutation tests show promising results also for single subject fMRI analysis [2, 21] . 
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