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1 Introduction
In real world problems that are modeled by graphs, the edges or vertices of the
graphs often are assigned certain weights, labels or colors representing certain
costs or types of the relations between the vertices. In many of these problems
the goal is to nd a subgraph in which a function of the weights, labels or colors
of the edges or vertices attains some optimum value. Well-known examples are
the minimum spanning tree problem, the shortest path problem and the travel-
ing salesman problem. Other examples are problems in which one is interested
in the existence of multicolored cycles, i.e., cycles in which all edges or vertices
have dierent colors, or monochromatic cycles, i.e., cycles in which all edges or
vertices have the same color. In [1] we focused on nding spanning trees with
few or many dierent colors in (not necessarily proper) edge-colored graphs.
In this successive paper, we focus on nding paths between given vertices with
few or many dierent colors in (not necessarily proper) arc- or vertex-colored
directed graphs.
All graphs considered here are nite and directed, and contain no multiple
arcs or loops. We use [2] for basic graph theoretic terminology and notation.
In describing problems and their complexity the terminology of [3] is applied.
Let D = (V (D); A(D)) be a connected directed graph, or simply, digraph.
By an arc (vertex) coloring of D we will mean a function Ca (Cv) : A(D)! IN
(V (D) ! IN). If D is assigned such a coloring, then we say that D is an
arc(vertex)-colored digraph, and we call Ca(e) (Cv(u)) the color of the arc e 2
A(D) (vertex u 2 V (D)). We note that Ca (Cv) is not necessarily a proper
arc (vertex) coloring, i.e., two adjacent arcs (vertices) may have the same color.
For a subgraph H of D, we let Ca(H) = [e2A(H)Ca(e) (Cv(H) = [u2V (H)Cv(u))
and ca(H) = jCa(H)j (cv(H) = jCv(H)j). Given two vertices s and t of D,
a directed path P from s to t is called a minimum dipath if ca(P ) (cv(P )) is
minimum, i.e., if there is no dipath P 0 from s to t in D such that ca(P 0) < ca(P )
(cv(P 0) < cv(P )). Similarly, we say that P is a maximum dipath from s to t if
ca(P ) (cv(P )) is maximum.
In the sequel we will consider the complexity of nding a minimum dipath
from s to t in an arc(vertex)-colored digraph D and of nding a maximum dipath
from s to t in D. In Section 2, we reformulate the minimum dipath problem as
a linear (0,1)-programming problem. In Section 3, we show that the coecient
matrix of this linear (0,1)-programming problem for a Eulerian-colored digraph
and any undirected graph is unimodular. Therefore, the minimum dipath prob-
lem can be solved in polynomial time for these kinds of graphs. In Section 4,
we show that the minimum dipath problem can be solved in polynomial time
for general colored digraphs. In Section 5, we show that the maximum dipath
problem is NP-hard.
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Example: Consider the following graph G with colors given on its edges.
G = (V (G); E(G)) is dened as follows: V (G) = fv1; v2;    ; v7g, E(G) =
fv1v2; v2v3;    ; v6v7g[fv3v5g. The coloring Ca is dened as Ca(v1v2) = Ca(v3v4)
= Ca(v5v6) = 1, Ca(v2v3) = Ca(v4v5) = Ca(v6v7) = 2, Ca(v3v5) = 3. Take
s = v1 and t = v7. Then, it is easy to see that the minimum path from s to t is
sv2v3v4v5v6t, which uses two colors \1" and \2". However, the optimal subpath
v3v5 uses only one color \3". So, a globally optimal path needs not be locally
optimal. This indicates to some extent that it is not likely that one is able to
nd a greedy algorithm for solving the minimum path problem.
2 The Linear (0,1)-programming Model
Let D = (V (D); A(D)) and s; t 2 V (D). First, we consider the case that D is
arc-colored. The case that D is vertex-colored can be transformed into the case
of arc-colored digraphs.
Let A(D) be partitioned into color classes A1; A2;    ; Ac, i.e., [ci=1Ai =
A(D). Let Ai = fei1; ei2;    ; eimig for i = 1; 2;    ; c. Then
cP
i=1
mi = jA(D)j =
m. We assign variables as follows.
1. For each arc eij we assign a variable xij , and denote the vector (xi1; xi2;
   ; ximi)T by Xi, and denote the block-vector (X1; X2;    ; Xc)T by X.
2. For each color class Ai, we assign a variable yi, and denote the vector
(y1; y2;    ; yc)T by Y .
3. The vertex-arc incidence matrix I(D) of D is dened, as usual, as follows.
I(D) = (aij)nm;
where
aij =
8><>:
+1; if the arc ej is an out-arc from the vertex vi;
−1; if the arc ej is an in-arc to the vertex vi;
0; otherwise, i.e., if ej is not incident with the vertex vi:
Now consider the following linear (0,1)-programming problem (1).
3
min
cX
i=1
yi
s.t.
8>>>>>>>>>>>>><>>>>>>>>>>>>>>:
I(D)X = b =
0BBBBBBBBBBB@
+1
−1
0
:
:
:
0
1CCCCCCCCCCCA
! s
! t
(1)
yi  xij for i = 1; 2;    ; c and j = 1; 2;    ;mi;
X  0:
Theorem 1 The linear (0,1)-programming problem (1) is equivalent to the
minimum dipath problem, i.e., from an optimal solution of (1) we can get a
minimum dipath from s to t in the colored digraph D, and from such a dipath
we can get an optimal solution of (1).
Proof. Let X and Y be an optimal solution of (1). Because I(D)X = (
s
+1,
t−1; 0;    ; 0)T , from [4] we know that P  = feij 2 A(D)jxij = 1g is a diwalk
from s to t in D. Because yi  xij for i = 1; 2;    ; c, every jP \Aij contributes
1 to the sum
cP
i=1
yi if and only if jP  \ Aij 6= 0. Suppose P0 is any dipath from
s to t of D. Then the vector X0 = (x0ij) such that
x0ij =
(
1; eij 2 P0
0; otherwise
satises I(D)X0 = (
s
+1,
t−1; 0;    ; 0)T . Therefore, by setting y0i  x0ij for
i = 1; 2;    ; c such that cP
i=1
y0i is minimum, we have that
cP
i=1
yi 
cP
i=1
y0i , since
cP
i=1
yi is an optimal solution of (1). This means that the diwalk P  obtained
from X is minimum. From P , we can easily get a dipath P from s to t with
the same number of colors as P . So, this dipath P is a minimum dipath from
s to t.
On the other hand, let P be a minimum dipath from s to t of D. By setting
X = (xij) such that
xij =
(
1; eij 2 P
0; otherwise
we have a feasible solution satisfying I(D)X = (
s
+1;
t−1; 0;    ; 0)T . We claim
that X is an optimal solution of (1). Suppose that X = (xij) is any feasible
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solution of (1). Then, by setting yi  xij for i = 1; 2;    ; c such that
cP
i=1
yi
is minimum, we get the value
cP
i=1
yi . Let P
 = feijjxij = 1g. Since I(D)X =
(
s
+1;
t−1; 0;    ; 0)T , from [4] we know that P  is a diwalk from s to t in D.
Without loss of generality, assume that P  is a dipath. This does not cause
any problem, because we take min
Pc
i=1 y

i for yi  xij . Note that the number
of colors on P and P  is min
cP
i=1
yi such that yi  xij for i = 1; 2;    ; c, and
min
cP
i=1
yi , respectively. Since P is a minimum dipath from s to t, we have that
min
cP
i=1
yi  min
cP
i=1
yi . This implies that the solution X for (1) obtained from
a minimum dipath P from s to t is optimal. The proof is complete. 2
Problem (1) can be equivalently changed into a normal form (2) as follows.
min
cX
i=1
yi
s.t.
8>><>>>:
I(D)X = b (2)
yi − xij − zij = 0; for i = 1; 2;    ; c and j = 1; 2;    ;mi
X  0
Z  0;
where Z = (z11;    ; z1m1 ; z21;    ; z2m2 ;    ; zc1;    ; zcmc)T . The coecient ma-
trix M of (2) is as follows.
M =
X Y Z 
M11 M12 M13
−E M22 −E
!
where M11 = I(D), M12 = M13 = 0, E denotes the unit square matrix, and
m1z }| { m2z }| {    mc−1z }| { mcz }| {
M22 =
0BBBBBBB@
1    1 0    0    0    0 0    0
0    0 1    1    0    0 0    0
...
...
...
...
...
...
...
...
...
...
...
...
...
0    0 0    0    1    1 0    0
0    0 0    0    0    0 1    1
1CCCCCCCA
T
:
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3 Solution for Eulerian-Colored Digraphs and
Undirected Graphs
Denition 1 Let D = (V (D); A(D)) be a digraph, and let Ca be an arc coloring
of D. If for any vertex v 2 V (D) and for any color i = 1; 2;    ; c, the number
of arcs with color i that go into the vertex v is equal to the number of arcs
with the same color i that go out from the vertex v, then we call (D;Ca) a
Eulerian-colored digraph, and Ca is called a Eulerian coloring of the digraph D.
Let G = (V (G); E(G)) be an undirected graph, and let Ce : E(G)! IN be
an edge coloring of G. From (G;Ce) we construct a digraph D(G) as follows:
V (D(G)) = V (G); for each edge e 2 E(G) with e = uv, we assign two arcs !uv
and !vu, i.e.,
A(D(G)) = f!uv juv 2 E(G)g [ f!vu juv 2 E(G)g:
Moreover, we dene an arc coloring Ca for D(G) as follows:
Ca(
!
uv) = Ca(
!
vu) = Ce(uv) for any e = uv 2 E(G).
Theorem 2 The arc-colored digraph D(G) with coloring Ca as dened above
is a Eulerian-colored digraph, and Ca is a Eulerian coloring of D(G).
Proof. It follows directly from the denition of D(G) and Ca. 2
Lemma 1 Let D = (V (D); A(D)) be a Eulerian-colored digraph with Eulerian
coloring Ca. Then the incidence matrix I(D) of D and the submatrix M22 of
M have the property that I(D)M22 = 0.
Proof. First of all, we also use the symbol eij to denote the column vector
corresponding to the arc eij . Denote the row vector of M22 by !i if it is the ith
standard unit vector. Then, we have that
I(D)M22 =
cX
i=1
(
miX
j=1
eij)!i =
cX
i=1
0!i = 0:
2
Denition 2 A matrix with entries equal to +1;−1, or 0 is called totally
unimodular if each square submatrix of it has a determinant equal to +1;−1,
or 0.
Lemma 2 For any digraph D, the incidence matrix I(D) is totally unimodular.
Proof. It can be found in any relevant textbook, e.g. [2]. 2
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Lemma 3 The matrix  
I(D) 0
−E −E
!
is totally unimodular.
Proof. Since I(D) is totally unimodular and E is the unit matrix, it is easy to
check the total unimodularity. 2
Lemma 4 The matrix  
E −M22 0
0 0 E
!
is totally unimodular.
Proof. It is easy to check that the submatrix (E;−M22) of it is the inci-
dence matrix of the digraph composed of c vertex-disjoint digraphs
!
K1;m1 ;
!
K1;m2
;    ; !K1;mc , where
!
K1;mi is dened as V (
!
K1;mi) = fvi1; vi2;    ; vimig [ fuig,
A(
!
K1;mi) = f !vi1ui; !vi2ui;    ; !vimiuig. So, (E;−M22) is totally unimodular.
Since E is the unit matrix, it is easy to see that the matrix in Lemma 4 is
totally unimodular. 2
Lemma 5 rank(M) = m + rank(I(D)) = m+ n− 1, where m = jA(D)j; n =
jV (D)j and D = (V (D); A(D)).
Proof. Let
L =
 
E I(D)
0 E
!
and R =
0B@ E 0 −E0 E 0
0 0 E
1CA :
Then, we have
LMR =
 
E I(D)
0 E
! 
I(D) 0 0
−E M22 −E
!0B@ E 0 −E0 E 0
0 0 E
1CA
=
 
0 I(D)M22 −I(D)
−E M22 −E
!0B@ E 0 −E0 E 0
0 0 E
1CA :
By Lemma 1, we have I(D)M22 = 0. So,
LMR =
 
0 0 −I(D)
−E M22 −E
!0B@ E 0 −E0 E 0
0 0 E
1CA
=
 
0 0 −I(D)
−E M22 0
!
:
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Therefore, rank(M) = rank(LMR) = rank(E) + rank(I(D)) = m+ n− 1. 2
Denition 3[4] An integer m  n matrix A with rank(A) = r is dened to
be unimodular if every basis B (i.e., B is m  r, rank(B) = r) with r  r
submatrices Bi, i 2 S = f1; 2;    ;

m
r

g, satises gcdi2SfdetBig = 1.
Denition 4[4] Let A be a matrix. Dene B−1fAg to be the matrix C solving
BC = A, where the independent columns of B are assumed to span every
column of A.
Lemma 6 The following statements are equivalent for m  n matrix A with
rank(A) = r.
(a) For every basis B^ the system B^X = b has an integral solution X for all
integral b spanned by columns of B^.
(b) All extreme points of the polyhedron fXjAX = b;X  0g are integral for
all integral b.
(c) A is unimodular.
(d) If B is an m k submatrix of A with rank(B) = k, then B is unimodular.
(e) A has a unimodular basis B^ such that B^−1fAg is totally unimodular.
Proof. See Truemper[4], Theorem 1, (a)-(e). 2
Lemma 7 The matrix M is unimodular.
Proof. By Lemma 5, we have that rank(M) = rank(E) + rank(I(D)). Take
the following submatrix of M
B^ =
 
I(D) 0
−E −E
!
:
Obviously, rank(B^) = rank(M), i.e., B^ is a basis of M . Moreover, By Lemma
3, we know that B^ is (totally) unimodular. Take another matrix
C =
 
E −M22 0
0 0 E
!
:
Then, we have
B^C =
 
I(D) 0
−E −E
! 
E −M22 0
0 0 E
!
=
 
I(D) −I(D)M22 0
−E M22 −E
!
:
By Lemma 1, we have I(D)M22 = 0. So,
B^C =
 
I(D) 0 0
−E M22 −E
!
= M;
8
i.e., C = B^−1fMg. From Lemma 6 (e) and (c) we conclude that M is unimod-
ular. 2
Theorem 3 Let D = (V (D); A(D)) be a digraph, s; t 2 V (D). Let Ca be a
Eulerian coloring of D. Then, the problem of nding a dipath from s to t in D
with as few colors as possible can be solved in polynomial time.
Proof. By Theorem 1, we know that the relevant problem is equivalent to
the linear (0,1)-programming problem (1). By Lemma 7, the coecient matrix
M of (1) is unimodular. By Lemma 6 (c) and (b) or (a), we know that by
linear programming the problem can be solved yielding an optimal integral
solution. Since M and b are (+1;−1; 0)-matrices and M is unimodular, the
optimal integral solution is a (0; 1)-vector. Finally, since a linear programming
problem can be solved in polynomial time, the problem of Theorem 3 can be
solved in polynomial time. 2
Theorem 4 Let G = (V (G); E(G)) be an undirected graph, s; t 2 V (G). Let
Ce be an edge coloring of G. Then, the problem of nding a path from s to t
in G with as few colors as possible can be solved in polynomial time.
Proof. It is an immediate corollary of Theorem 3. 2
If G = (V (G); E(G)) is vertex-colored with coloring Cv, then for every vertex
u 2 V (G), we do the following operation:
(i) if dG(u)  3, we assign a cycle (or clique) Qu of length (order) dG(u), and
make each vertex in NG(u) adjacent to a corresponding vertex in the cycle
(clique) Cu. Color all the edges in the cycle (clique) Qu with the color Cv(u),
and all the connecting edges with the color \0".
(ii) if dG(u) =1 or 2, we assign an edge u0u00, and make one neighbor of u
adjacent to u0, and the other neighbor (if any) to u00. Color u0u00 with the color
Cv(u), and color the connecting edges with the color \0".
Thus we obtain a new graph G0 = (V (G0); E(G0)) with an edge coloring C 0e.
Theorem 5 Let G = (V (G); E(G)) be a vertex-colored undirected graph, s; t 2
V (G). Then, the problem of nding a path from s to t in G with as few colors
as possible can be solved in polynomial time.
Proof. Use the above construction to obtain the new undirected edge-colored
graph G0 from G and its coloring Cv. This can be done in polynomial time.
It is not dicult to see that the problem for G is equivalent to the problem of
nding a path from any xed vertex and an edge in the cycle (clique) Qs to
any xed vertex and an edge in the cycle (clique) Qt with as few edge colors as
possible for G0. The number of colors diers by 1, a contribution from the color
\0". 2
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4 Solution for General Colored Digraphs
In Section 3 we have seen that the crucial step was to prove the unimodular-
ity of the matrix M . The key point therein was the fact that I(D)M22 = 0
for Eulerian-colored digraphs. In general, this equality does not hold for an
arbitrary arc-colored digraph. Fortunately, we can nd a transformation to
overcome this problem.
Let D = (V (D); A(D)) be a digraph with an arc coloring Ca. Let I(D) be
the incidence matrix of D, as before. From D, we construct a new digraph D
as follows. For every arc !uv2 A(D), we assign two new vertices usv and vtu ,
and two arcs !usvu and
!
vvtu. So, we have that
V (D) = V (D) [ fusv ; vtuj !uv2 A(D)g
and
A(D) = A(D) [ f !usvu; !vvtu j !uv2 A(D)g:
Color the arcs of D as follows.
1. 8 !uv2 A(D), Ca(!uv) = Ca(!uv),
2. 8 !usvu and !vvtu such that !uv2 A(D), Ca( !usvu) = Ca(!uv) and Ca( !vvtu) =
Ca(
!
uv).
Denote Vsv = fusv j !uv2 A(D)g, Vtu = fvtu j !uv2 A(D)g, Asv = f !usvu j !uv2
A(D)g, Atu = f !vvtu j !uv2 A(D)g.
Let I(D) denote the vertex-arc incidence matrix of D, as usual. Then, we
formulate the problem of nding a dipath from s to t in D with as few colors
as possible as a linear (0,1)-programming problem, like we did in Section 2 for
the arc-colored digraph D. The coecient matrix M of this problem for D is
as follows.
A(D) As At Y
M =
0BBBBBBBB@
0 E 0 0
0 0 −E 0
I(D) S T 0
−E 0 0 M22
0 −E 0 M22
0 0 −E M22
1CCCCCCCCA
! Vs
! Vt
! V (D)
Here S  0, T  0 and S + T = −I(D), and I(D), M22 and E are given as
before. It is easy to see that the submatrix
0B@ 0 E 00 0 −E
I(D) S T
1CA on the upper-left
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corner of M is the vertex-arc incidence matrix of the new digraph D. Denote
the submatrix (M22;M22;M22)T on the lower-right corner of M by M22, and
the submatrix (I(D); S; T ) by I0(D). Then, we have that
I0(D)M22 = I(D)M22 + SM22 + TM22
= (I(D) + S + T )M22
= (I(D)− I(D))M22
= 0:
Now, consider the following submatrix M0 of M
M0 =
0BBB@
I(D) S T 0
−E 0 0 M22
0 −E 0 M22
0 0 −E M22
1CCCA ;
and denote
0B@ E 0 00 E 0
0 0 E
1CA by E. We shall show that M0 is unimodular.
First note that rank(M0 ) = 3rank(E) + rank(I(D)). Take a submatrix B^
of M0 equal to (I0(D);−E)T . It is easy to see that rank(B^) = rank(M0 ) and
B^ is (totally) unimodular. Take another matrix C equal to (E;−M22). Then,
since I0(D)M22 = 0, we get
B^C = (I0(D); −E)T (E;−M22) =
 
I0(D) 0
−E M22
!
= M0 :
By Lemma 6 (d) and (c), we know that M0 is unimodular. 2
Lemma 8 The matrix M is unimodular.
Proof. Note that M is a block matrix with six row-blocks and four column-
blocks, the last four row-blocks of M form exactly the matrix M0 , and the rst
two row-blocks form the matrix 
0 E 0 0
0 0 −E 0
!
:
Since M0 is unimodular, by the equivalency of (c) and (d) of Lemma 6, we know
that for every submatrix composed of some columns of M0 , if it has full rank
for its columns, then it is unimodular. Now, take a submatrix B^ composed of
some columns of M and suppose B^ is of full rank with respect to its columns.
Case 1 B^ is in the rst three column-blocks of M.
Since the submatrix composed of the nine blocks on the rst three row-
blocks and the rst three column-blocks of M is the incidence matrix I(D) of
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the digraph D, it is totally unimodular. Since the submatrix composed of the
nine blocks on the rst three row-blocks and the last three column-blocks of M
is −E, as dened before, it is not dicult to see that the submatrix composed
of the eightteen blocks on the rst three column-blocks is totally unimodular.
Since B^ is a submatrix of the submatrix composed of the eightteen blocks of
M, B^ is also (totally) unimodular.
Case 2. B^ contains some columns in the last column-block of M.
Note that because the rst two row-blocks of M form
 
0 E 0 0
0 0 −E 0
!
;
each of the rows of B^ in the rst two row-blocks of M has at most one +1 or
−1. If we do the Laplacian expansion for B^ on all the rows in the rst two row-
blocks, we obtain a submatrix B^0 of B^. Obviously, B^0 is a submatrix of M0 ,
as dened before, and contains at least one column. Since we have proved that
M0 is unimodular, by Lemma 6 (c) and (d), we know that B^0 is unimodular
if B^0 is of full rank with respect to its columns, which we shall show below.
By the structure of B^ and B^0, we can deduce that B^ is unimodular from the
unimodularity of B^0. Finally, we show that B^0 is of full rank with respect to
its columns. If not, then there are some columns of B^0, say b1; b2;    ; bp, and
some real numbers c1; c2;    ; cp, not all of them zeros, such that
pP
i=1
cibi = 0.
Since the corresponding columns b^i of bi have all those entries in the rst two
row-blocks of M equal to 0, we have that
pP
i=1
cibi = 0, which means that B^ is
not of full rank with respect to its columns, a contradiction. The proof is now
complete. 2
Theorem 6 Let D = (V (D); A(D)) be an arc-colored digraph with coloring
Ca, s; t 2 V (D). Then, the problem of nding a dipath from s to t of D with
as few colors as possible can be solved in polynomial time.
Proof. From D and Ca, we construct a new digraph D and its coloring Ca , as
dened before. This can be done in polynomial time. Then, we solve the linear
(0,1)-programming problem with coecient matrix M for D. Since M is
unimodular by Lemma 8, the linear (0,1)-programming problem can be solved
in polynomial time. Therefore, the problem of nding such a dipath can be
solved in polynomial time. 2
In the rest of this section we deal with vertex-colored digraphs. Let D =
(V (D); A(D)) be a vertex-colored digraph with coloring Cv. We construct a
new digraph D0 and a new vertex coloring as follows.
1. 8u 2 V (D), we assign two new vertices u0 and u00, and an arc
!
u0u002 A(D0).
2. 8u 2 V (D), if !wu2 A(D), we assign an arc
!
w00u02 A(D0); if !uw2 A(D), we
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assign an arc
!
u00w02 A(D0).
Then, we have
V (D0) = fu0ju 2 V (D)g [ fu00ju 2 V (D)g
A(D0) = f
!
u0u00 ju 2 V (D)g [ f
!
w00u0 j !wu2 A(D)g
[f
!
u00w0 j !uw2 A(D):
Dene an arc coloring C 0a of D
0 as follows:
1. 8
!
u0u002 A(D0), dene C 0a(
!
u0u00) = Cv(u);
2. For
!
w00u02 A(D0) and
!
u00w02 A(D0), dene C 0a(
!
w00u0) = 0 and C 0a(
!
u00w0) = 0.
Theorem 7 The problem of nding a dipath from s to t in the vertex-colored
digraph D = (V (D); A(D)) with as few colors as possible can be solved in
polynomial time.
Proof. First transform the digraph D and its vertex coloring Cv into a new
digraph D0 = (V (D0); A(D0)) as dened above, and a new arc coloring C 0a of
D0, also dened above. This can be done in polynomial time. By Theorem 6,
the problem of nding a dipath from s0 to t00 of D0 with as few edge colors as
possible can be solved in polynomial time. Note that the number of colors in
the optimal dipath from s0 to t00 in the arc-colored digraph D0 diers from the
number of colors in the corresponding optimal dipath from s to t in the vertex-
colored digraph D by 1, a contribution from the new color \0". Therefore, the
problem of nding such a dipath in the vertex-colored digraph D can be solved
in polynomial time. 2
5 Maximum Dipath for General Graphs
In the last section, we deal with the problem of nding a dipath from s to t
in an arc- or edge(vertex)-colored directed (undirected) graph D (G) with as
many colors as possible.
Theorem 8 Let D = (V (D); A(D)) (G = (V (G); E(G)) be a directed (undi-
rected) graph, s; t 2 V (D) (V (G)). Let Ca (Cv) be an arc or edge (vertex)
coloring of D (G). Then, the problem of nding a directed (undirected) path
from s to t in D (G) with as many colors as possible is NP-hard.
Proof. The problem can be reformulated as
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Instance: Directed (undirected) graphD = (V (D); A(D)) (G = (V (G); E(G)),
s; t 2 V (D) (V (G)), coloring Ca (Ce) : A(D) (E(D)) ! IN, or coloring
Cv : V (D) (V (G)) ! IN, positive integer K  Ca(D) (Ce(G)) or K  Cv(D)
(Cv(G)).
Question: Is there a directed (undirected) path P from s to t in D (G) such
that Ca(P ) (Ce(P ))  K or Cv(P )  K ?
Because a nondeterministic algorithm needs only guess a path from s to t
in D (G) and check in linear time whether Ca(P ) (Ce(P ))  K or Cv(P )  K,
the problem is in NP.
Next, we transform the problem of nding a longest path from s to t in D
(G) into the reformulated problem.
Longest path problem
Instance: Directed(undirected) graph D = (V (D); A(D)) (G = (V (G); E(G)),
s; t 2 V (D) (V (G)), positive integer K  jA(D)j (jE(G)j) or K  jV (D)j
(jV (G)j).
Question: Is there a directed (undirected) path P from s to t in D (G) such
that the number of arcs (edges) in P  K ?
From [3], we know that the longest path problem is NP-complete.
We color the arcs or edges (vertices) of D (G) by using jA(D)j or jE(G)j
(jV (D)j or jV (G)j) colors such that every pair of arcs or edges (vertices) receives
dierent colors. This can be done in polynomial time. Then, with this special
coloring for D (G), the maximum path problem is equivalent to the longest
path problem. Therefore, the maximum path problem is NP-complete. 2
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