In this paper we unfold the 2-category structure of the representations of a (strict) 2-group on (a suitable version of) Kapranov and Voevodsky's 2-category of finite dimensional 2-vector spaces and we discuss the relationship with classical representation theory of groups on finite dimensional vector spaces. In particular, we prove that the monoidal category of representations of any group G appears as a full subcategory of the category of endomorphisms of a particular object in the 2-category of representations of G when G is thought of as a 2-group with only identity arrows. As an easy consequence of the unfolding process, we also see that every 2-group with a compact Lie group as base group has a rank one representation faithful with respect to the base group, contrary to a claim by Barrett and Mackaay (unpublished work).
Introduction
Representation theory of groups pervaded many areas in the last century mathematics and theoretical physics. At the same time, among some authors, there is the feeling that the so called higher dimensional algebra (i.e., algebra in the categorical or, more generally, ncategorical setting) can play a significant role in the mathematics and theoretical physics of the new century. Proof of this is the two weeks workshop held at the IMA (Minneapolis, USA) in June 2004. Therefore, it appears as a quite natural thing trying to develop a representation theory of higher dimensional groups (i.e., group structures in the n-categorical setting, for n ≥ 1) and to explore its possible applications.
In this paper, we consider the representation theory of a (strict) 2-group on a suitable version of the 2-category 2Vect of finite dimensional 2-vector spaces defined by Kapranov and Voevodsky (cf. [15] ).
By a 2-group we mean what in the literature is also called a categorical group, namely, a category G equipped with a structure analogous to that of a group: a product functor m : G × G → G, a distinguished unit object I ∈ |G| and a functor ι : G → G giving inverses, all these data satsifying the usual axioms of a group "on the nose" (put differently, it is a group object in the category Cat of small categories and functors; cf. MacLane [21] ).
There are various alternative ways of thinking of such mathematical objects. In particular, one can think of them either as a particular kind of 2-category with only one object, a point of view which makes reasonable the use of the name 2-groups for them, or as a crossed module of groups. Both points of view are useful and are used in the sequel. Thus, while the 2-categorical point of view allows one to give a very compact definition of the 2-category of representations of a 2-group, the crossed module point of view allows one to formulate the theory in more familiar group theoretic terms. The reader is already alerted at this point that the representations of a 2-group constitute, as it might be expected, not just a category but a 2-category. In particular, there are 1-intertwiners between representations of a 2-group and 2-intertwiners between such 1-intertwiners.
Generally, groups are represented as automorphisms of some object in some category, mostly the category Vect of vector spaces over a field K. Similarly, 2-groups are to be represented as 1-automorphisms of some object in a given 2-category. Therefore, the first thing to be decided when studying representations of 2-groups is on which 2-category we wish to represent our 2-group.
The natural choice seems to be Kapranov and Voevodsky's 2-category 2Vect of finite dimensional 2-vector spaces [15] , as it looks like the analog of Vect in the 2-category setting. The representation theory of 2-groups on this 2-category has been explored by Barrett and Mackaay [3] , who got the conclusion that the resulting representation theory is poor except in case the set of objects of the 2-group G, which always has a group structure and is called the base group of G, is a profinite group, excluding interesting cases of Lie groups. More concretely, they claimed that, except for such a choice of 2-groups, the representations can not be collectivelly faithful with respect to the base group 1 . This led Yetter to introduce recently a new candidate of 2-category on which to represent 2-groups, the so-called 2-category of measurable categories, denoted Meas [23] . This 2-category is a two-fold generalization of 2Vect. On the one hand, while objects in 2Vect are essentially products of the category Vect of finite dimensional vector spaces, the basic building block to get objects in Meas is the category Hilb s of the possibly infinite dimensional separable Hilbert spaces. On the other hand, and most important, together with the finite-dimensional 2-vector spaces of 2Vect, which are products of a finite number of copies of Vect, Meas further includes as objects suitably defined "continuous" products of Hilb s . Thus, an arbitrary object in Meas is a category Meas(X), for X some measurable space, whose objects are (measurable) fields of Hilbert spaces over X. One recovers the (Hilbert space version of the) categories Vect n (the objects of 2Vect) by taking X = {1, . . . , n} with the discrete measurable structure. First attempts to determine how the corresponding representation theory looks like have been carried out by Crane and Yetter [10] and Crane and Sheppeard [9] . But, althought the theory seems to be more interesting and richer than the representation theory on 2Vect, it is also more cumbersome, involving some non trivial measure theoretic notions such as the direct integral of measurable fields of Hilbert spaces on a measure space and the the theory of disintegration of measures.
Still another alternative, not explored at all to our knowledge, is the 2-category of 2-vector spaces as defined by Baez and Crans [1] in their proposal of categorification of the notion of Lie algebra. The notion of 2-vector space introduced by these authors is different from that of Kapranov and Voevodsky. Thus, they define a 2-vector space as an internal category in the category Vect, i.e., a category whose sets of objects and morphisms are vector spaces V 0 and V 1 , respectively, and such that the source and target maps, the identity-assigning maps and the composition maps are all linear. As shown by the authors, the resulting notion turns out to be equivalent to just a 2-term chain complex of vector spaces, so that the corresponding representation theory seems to be more accessible than the previous one.
In this paper, we want to consider in detail the representation theory on Kapranov and Voevodsky's finite dimensional 2-vector spaces. As a by-product of our approach, we show that the lack of collective faithfulness claimed by Barrett and Mackaay is a consequence of the oversimplified version of 2Vect they seem to use. Thus, if one works with the totally coordinatized version 2Vect cc of 2Vect introduced by Kapranov and Voevodsky, a part from being a non strict 2-category, many isomorphic representations are lost along the way, and we will argue in the sequel that, in the 2-categorical setting, isomorphic representations of a 2-group G may have different resolutions in distinguishing the elements of the base group of G.
The version of 2Vect we propose to consider is the strict and totally coordinatized version 2SVect cc introduced in [12] . It basically differs from 2Vect cc in that it is strict and such that the corresponding categories of morphisms are not skeletal. We show that, when working with 2SVect cc , even if we restrict to the so-called rank 1 representations of the 2-group, one indeed has representations which are faithful with respect to the base group whenever this base group is a compact Lie group, not necessarily profinite.
In this work we do not undertake a systematic development of the representation theory of 2-groups on finite dimensional 2-vector spaces. Thus, we do not introduce analogs of the basic notions of direct sum, irreducibility and character of a representation and do not try to state and prove results similar to those established in classical representation theory of groups. We do not consider either the important question of the monoidal structure of the 2-category of representations of a 2-group. Some work in this direction already exists in the above mentioned papers by Crane and Yetter [10] and Crane and Sheppeard [9] , althought in the context of representations of 2-groups on Yetter's 2-category Meas. The treatment of these questions is deferred to future work. The general purpose of this paper is rather to set up a down to earth language which should help in these developments and, in particular, to show that the representation theory of 2-groups on finite dimensional 2-vector spaces contains classical representation theory of groups on finite dimensional vector spaces. More explicitly, we prove that the monoidal category of finite dimensional representations of any group G is equivalent to a subcategory of the monoidal category of endomorphisms of a suitable object I in the 2-category of finite rank representations of G when G is viewed as a 2-group. In particular, the notion of linear representation of G as a group turns out to be part of the data defining a 1-intertwiner of the representation I to itself, whereas the notion of intertwiner between representations of G as a group is hidden in the notion of 2-intertwiner. This puts classical representation theory of groups into a more general setting which may bring new light into the theory.
A part from providing a "higher" perspective to the classical representation theory of groups, let us mention at least two more reasons by which one can get interested in studying the representation theory of 2-groups. The first, which was our original motivation, is the guess that monoidal 2-categories of representations of 2-groups, or suitable deformations of them as defined in [11] , may give rise to new 4-manifold invariants (or give an alternative way of getting old invariants, such as Donaldson invariants), in the same way as suitable deformations of the categories of representations of some Lie groups have been shown to give rise to new invariants of 3-manifolds, the so-called quantum invariants (see, or ex., [22] ). This is part of an old program which started with the work by Crane and Frenkel [8] on the so-called Hopf categories, introduced as suitable algebraic structures from which four-dimensional topological quantum field theories could be constructed in way analogous to the construction of three-dimensional topological field theories from certain Hopf algebras (cf. [18] , [13] , [16] ). Another step in this direction was made by Mackaay [20] , who described a method to get invariants of four-manifolds from suitable monoidal 2-categories, of which the 2-categories of representations of 2-groups are expected to be an important family of examples.
The second motivation comes from mathematical physics. More concretely, from attempts to construct a quantum theory of gravity. Thus, it has been suggested [9] that "the fundamental symmetry to use to construct quantum gravity is the Poincaré group action, but with the translation subgroup differentiated from the Lorentz group". This naturally leads to the search of a new representation theory which respects this decomposition. Hopefully enough, while this information is lost when treating the Poincaré group simply as a group, this is not so when we think of it as a 2-group as discussed in Section 2.
The outline of the paper is as follows. In Section 2 we recall the notion of 2-group in its various guises. In particular, we describe Brown and Spencer's equivalence between the notions of 2-group as a group object in Cat and as a crossed module of groups [7] . In Section 3 we give the general definition of the 2-category of representations of a 2-group on any 2-category and we briefly discuss the corresponding notions of representation, 1-intertwiner and 2-intertwiner in this general setting. Section 4 introduces the version of the 2-category of finite dimensional 2-vector spaces on which we are going to represent 2-groups. This version, denoted by 2SVect cc , has been defined in [12] and here we just recall its definition. We also identify in this section the crossed module of groups associated to the automophism 2-group of an arbitrary object in 2SVect cc via the above mentioned Brown and Spencer's equivalence. Section 5 is devoted to unfolding the corresponding notions of representation and 1-and 2-intertwiner, together with the various compositions, as well as the notions of isomorphic and equivalent representations, all in terms as concrete as possible. Along the way, we show that, when the base group of the 2-group is a compact Lie group, there indeed exists representations which are faithful (with respect to the base group). Finally, in Section 6 we prove that classical representation theory of groups is contained in our representation theory of 2-groups in a very natural way. In proving this, it is essential the use of the weak notion of 1-intertwiner, coming from the weak version of the notion of 2-natural transformation. The paper ends with a few final comments.
Notation and terminology. For any n ≥ 1, we denote by e 1 , . . . , e n ∈ N n the canonical basis of C n and by I n the identity matrix of order n. Given any m × n complex matrix R and any vector x ∈ C n , R(x) ∈ C m stands for the usual action of the matrix R on the vector x, while R k denotes the vector in C n whose components are the entries in the k th row of R. All over the paper, by 2-category and 2-functor we mean the strict versions (thse are the only versions used here). By contrast, we make an essential use of the weak version of a 2-natural transformation, where naturality holds only up to coherent 2-isomorphisms. We use the term pseudonatural transformation. Vertical and horizontal compositions of 2-morphisms in a 2-category are always denoted by · and •, respectively.
2-groups
Let us start by recalling the precise definitions of 2-group and morphism between 2-groups, which mimic the corresponding notions in the context of sets. Definition 2.1 A 2-group (or categorical group) is a group object in the category of small categories. More explicitly, it is a quadruple (G, m, e, ι), where G is a small category and m : G × G → G, e : 1 → G and ι : G → G are functors such that the following diagrams commute: 
As in the case of groups, the reader may easily check that any morphism F : G → G ′ of 2-groups preserves inverses and units, i.e.
It follows at once that 2-groups and morphisms of 2-groups define a category which will be denoted by 2Grps. This category contains the category Grps of groups as a full subcategory. Indeed, any group G is an example of a 2-group when we view G as a discrete category with the above functors m, e, ι equal to the obvious ones. Moreover, given groups G and G ′ , morphisms between them as 2-groups correspond to usual morphisms of groups. The 2-groups of this form will be called trivial 2-groups.
Remark 2.2 Strictly speaking, the objects described in this definiton should be called strict 2-groups. More generally, there is a notion of weak 2-group, defined in the same way except that the above diagrams are required to commute only up to a coherent natural isomorphism (cf. [2] ). This more general notion is not considered in this work (cf., however, Section 7).
The previous notion of 2-group is easily seen to be equivalent to a strict monoidal category (G, ⊗, I) whose objects and morphisms are all invertible with respect to the tensor product (just take ⊗ = m and I = e(⋆), where ⋆ denotes the unique object of 1). Morphisms between 2-groups then correspond to strict monoidal functors.
An important feature of a 2-group is that it is a groupoid (i.e., all morphisms are isomorphisms). Thus, the fact that any object X ∈ |G| has an inverse ι(X) with respect to the tensor product readily implies that the composition of morphisms can be expressed in terms of the tensor product. Explicitly, if f :
Together with the invertibility of all morphisms with respect to ⊗, this shows that all morphisms are indeed invertible with respect to composition. The monoidal category point of view of a 2-group further leads to a third way of thinking of such mathematical objects. Namely, as 2-categories with only one object * and such that all 1-and 2-morphisms are invertible (2-morphisms with respect to both vertical and horizontal compositions). This follows from the well-known fact, first noticed by Benabou [4] , that a 2-category C with only one object is exactly the same thing as a strict monoidal category (G, ⊗, I), with the 1-and 2-morphisms in C corresponding to the objects and morphisms in G, respectively. Composition of morphisms in G is given by the vertical composition of 2-morphisms, while the tensor product betwen objects and morphisms are respectively given by the composition of 1-morphisms and horizontal composition of 2-morphisms. Obviously, the unit object in G is I = id * while identity morphisms id X in G correspond to identity 2-morphisms 1 f in G. When thought of in this way, the morphisms between 2-groups correspond to the notion of 2-functor between 2-categories (cf. [11] , [5] ).
In what follows, we mostly adopt the 2-category point of view, althought the monoidal category point of view is also used. We shall denote a 2-group either by G (monoidal category point of view) or by G (2-category point of view).
It readily follows from the previous discussion that, for any 2-group G, the composition • (equivalently, the tensor product) provides both the set |G( * , * )| of 1-morphisms and the set 2Hom(G) of 2-morphisms with the structure of a group. Furthermore, it is easy to check that those 2-morphisms having id * as source 1-morphism constitute a subgroup of 2Hom(G). The groups G = |G( * , * )| and H = {τ : id * ⇒ f } f ∈|G( * , * )| are called the base group and the principal or fiber group of G, respectively.
Brown and Spencer [7] realized that the pair (G, H) can be equipped with the structure of a crossed module of groups, namely, with a left G-action ¡ : G × H → H on H together with a group morphism ∂ : H → G, called the boundary, such that
(for a nice introduction to crossed modules of groups, see [6] ). The morphism ∂ is nothing but the target map applying τ : id * ⇒ f to f , while the action ¡ is given by conjugation by the identity 2-arrow of the corresponding 1-morphism, i.e., for f ∈ G and τ ∈ H, it is
Moreover, these authors proved that the assignment G → (G, H, ∂, ¡) defines an equivalence between the category 2Grps of 2-groups and the category CMGrps of crossed modules of groups, if by a morphism between two crossed modules (G, H, ∂, ¡) and (
for all g ∈ G, h ∈ H. The (quasi-)inverse functor is that mapping the crossed module of groups (G, H, ∂, ¡) to the 2-group G with
where G × ⊳ H denotes the semidirect product of G and H with respect to the action ¡, a pair (g, h) being thought of as a 2-morphism
Thus, composition of 1-morphisms corresponds to the product in G (hence, id * = e G ) while horizontal composition is given by
Vertical composition is then necessarily given by
whenever g ′ = ∂(h)g (this follows from (2.1) and the previous formula for the horizontal composition). In particular, it is 1 g = (g, e H ) for any g ∈ G.
In what follows, we shall write G ∼ (G, H, ∂, ¡) to mean that (G, H, ∂, ¡) is the crossed module of groups assigned to the 2-group G, or that G is the 2-group assigned to (G, H, ∂, ¡), according to the previous Brown and Spencer's equivalence. Moreover, for any h ∈ H, we shall identify the 2-morphism (e G , h) in G with h itself.
Examples. The simplest 2-groups are the trivial 2-groups defined above, which correspond, in the crossed module picture, to the case the fiber group is trivial. Including these, we have the automorphic 2-groups (the name is due to Crane and Yetter [10] ), i.e., 2-groups such that all 2-morphisms, which always are 2-isomorphisms, are in fact 2-automorphisms. In the crossed module picture, they correspond to the case the boundary map ∂ is trivial, i.e., Im ∂ = {e G } (cf. (2.9) ). In such case, (2.3) further implies that the fiber group H is necessarily abelian. Thus, examples of automorphic 2-groups include the so-called representational 2-groups, defined by an arbitrary group G together with a linear representation ρ : G → GL(V ). The fiber group H is then the vector space V , viewed as an abelian group under addition, on which G acts as established by the morphism ρ. Among such 2-groups, we have groups as important in geometry and physics as the euclidian 3-dimensional group E(3) or the Poincaré group P. In the first case, G = SO(3) and H = R 3 , with SO(3) acting on R 3 in the usual way, while in the second case it is G = SO(3, 1) and H the Minkowski space R 4 , on which SO(3, 1) acts by rotations and boosts. More generally, any group which is a semidirect product with an abelian fiber defines an automorphic 2-group. For instance, the dihedral groups D 2m = Z m × ⊳ Z 2 and the symmetric S 4 and alternating A 4 groups are examples of automorphic 2-groups, whose base and fiber groups are respectively Z 2 and Z m , S 3 and Z 2 × Z 2 and Z 3 and Z 2 × Z 2 , and with the actions ¡ defined by
, by the obvious action of S 3 on the 3-element set {(0, 1), (1, 0), (1, 1)} ⊂ Z 2 × Z 2 in the case of S 4 and by the restriction of this action to
Another important family of examples are the strongly connected 2-groups, i.e., 2-groups such that for any pair of 1-morphisms there exists at least one 2-morphism between them (cf. again (2.9)). They are in some sense the other extreme case because, in the crossed module picture, they correspond to Im ∂ = G. The reader may easily check that any central extension of groups 1 → N ι → H π → G → 1 provides an example of such a 2-group, where the base group is the quotient group G, the fiber group is the extension H, the boundary map is ∂ = π and the action ¡ is defined by g ¡ h = h g hh −1 g for any h g ∈ H such that g = π(h g ) (the fact that the extension is central ensures that this is well-defined).
2-category of representations of a 2-group
We assume the reader is familiar with the basic notions of 2-category theory. In particular, with the notions of 2-category, 2-functor, 2-natural transformation (in both the strict and weak versions) and modification. We shall follow the terminology and notation in [11] (cf. also [14] , [5] , [19] ). In particular, the 2-morphisms defining a pseudonatural transformation are supposed to be 2-isomorphisms.
The following is an easy result which should help the reader to understand the various ways of thinking of a 2-group mentioned before. Its proof is left as an exercise.
Lemma 3.1 For any 2-category C and any object X ∈ |C|, let Aut C (X) be the subcategory of C(X, X) with the invertible 1-morphisms f : X → X as objects and the 2-isomorphisms between these as morphisms (composition law is given by the vertical composition of 2-morphisms). Then, Aut C (X) is a 2-group.
Actually, any 2-group is of this form, for some 2-category C and some object X in C, generalizing the same result in the context of groups.
Recall that, given arbitrary 2-categories C and D, there is a 2-functor 2-category, which we shall denote by 2Fun(D, C), whose objects, 1-morphisms and 2-morphisms are respectively the 2-functors F : D → C, the pseudonatural transformations and the modifications (cf. [14] ). This is a 2-categorical version of the usual functor categories (cf. [21] ). Composition of 1-morphisms in 2Fun(D, C) corresponds to the vertical composition of pseudonatural transformations. Thus, if ξ :
where
, for any object X and 1-morphism f : X → Y in D, denote the various 1-and 2-morphisms defining the pseudonatural transformation ξ, and similarly for ξ ′ and ξ ′ · ξ (cf. [11] ). In particular, the identity
As regards the vertical and horizontal compositions of 2-morphisms in 2Fun(D, C), they are defined objectwise by the vertical and horizontal compositions in C, respectively. Thus, given 2-
and the horizontal composite m
for all objects X in D (cf. [5] ). The following easy facts concerning this 2-category will be used later on.
-isomorphic if and only if there exists 2-isomorphisms
for all 1-morphisms f : X → Y and objects X, Y ∈ |D|.
Proof. If ξ : F → F ′ is invertible, it follows from (3.1) that all 1-morphisms ξ X are necessarily invertible. Conversely, suppose ξ is such that ξ X :
The reader may easily check that this indeed defines a pseudonatural transformation and it readly follows from (3.1)-(3.2) that it is inverse to ξ. This proves (i). Similarly, statement
(ii) follows from (3.3). The details are left to the reader (Equation (3.5) comes from the "naturality" condition required on the 2-morphisms defining a modification; cf. [11] ). P
The general definition of these 2-functor 2-categories 2Fun(D, C) together with the possibility of thinking of the category of representations of a group as a functor category naturally leads to the following definition of what it is meant by the representation 2-category of a 2-group G.
Definition 3.3 Let C be a 2-category and G a 2-group. Then, the representation 2-category of
As usual, objects of Rep C (G) are called representations of G on C, while 1-and 2-morphisms are respectively called 1-and 2-intertwiners.
The remaining of this section is devoted to make a bit more explicit these three notions for an arbitrary target 2-category C.
Let G ∼ (G, H, ∂, ¡) and, for any object
Since a 2-group is a 2-category with only one object, it follows from the definition of 2-functor that a representation R : G → C amounts to a pair R = (X, F ), where X is an object of C (the image by the 2-functor R of the unique object of G) and F : G → C(X, X) is a strict monoidal functor. But a strict monoidal functor preserves tensor product inverses and moreover, all 1-and 2-morphisms in a 2-group are invertible. Hence, F actually takes values in the 2-group Aut C (X) ⊂ C(X, X) and we have the following analog of the usual definition of representation in the context of groups: Proposition 3.4 A representation of a 2-group G on the 2-category C is an object X of C together with a morphism of 2-groups F : G → Aut C (X) or, equivalently, a morphism between the corresponding crossed modules (ρ, ρ) :
This allows us to think of the representation theory of 2-groups as part of the theory of morphisms of crossed modules of groups, in contrast to classical group representation theory, which in its broadest sense corresponds to the theory of group morphisms. Since a group is nothing but a crossed module of groups with trivial fiber group, the novelty consists of an additional fiber group getting into the scene.
It is worth noting that the previous interpretation of the objects of Rep C (G) as pairs (X, F ) or triples (X, ρ, ρ) is correct insofar as we restrict to 2-functors, instead of considering the more general (and more natural in the 2-category setting) notion of pseudofunctor, where the composition of 1-morphisms is preserved only up to 2-isomorphism (see Section 7) .
Suppose now we are given two representations R, R ′ : G → C, corresponding to pairs (X, F ) and (X ′ , F ′ ), respectively. Then, by definition of pseudonatural transformation, a 1-intertwiner ξ : R → R ′ is a 1-morphism f : X → X ′ in C together with a family of 2-isomorphisms { ξ(g) :
(here, we are identifying the 1-and 2-morphisms in G with the elements of G and G × ⊳ H, respectively, as described in Section 2). Axiom (A1) corresponds to the naturality of the ξ(g) in g, while axioms (A2)-(A3) are the coherence conditions on these 2-isomorphisms (cf., for ex., [11] ). Actually, it turns out to be enough requiring axiom (A1) only for those pairs of the form (e G , h), with h ∈ H. More precisely, the following holds:
Proof. Let (g, h) : g ⇒ ∂(h)g be an arbitrary 2-morphism in G. Its image by F can be written as follows:
h, a 2-morphism in H (recall our convention of identifying the elements of H with the 2-morphisms of the form (e G , h)). Then, by the interchange law, we have
and using (A1)' we get that
Now, by axiom (A2), the middle term can be decomposed as
Taking now the vertical composite on the left with the term ξ(g)
(A2) and (A3) together imply (A1). P
This gives rise to the following more explicit description of a 1-intertwiner in terms of the involved crossed modules and the triples (X, ρ, ρ) and (X ′ , ρ ′ , ρ ′ ):
Finally, suppose given 1-intertwiners ξ, ζ : R → R ′ , respectively described by pairs (f ξ , { ξ(g)} g∈G ) and (f ζ , { ζ(g)} g∈G ) as above. Then, the following description of the 2-intertwiners readily follows from the definition of modification (cf., for ex., [11] ):
In this work, we consider in detail the case C is equal to a version of Kapranov and Voevodsky's 2-category of finite dimensional 2-vector spaces discussed in the next section. For this case, a description in more familiar terms of these three notions of representation and 1-and 2-intertwiner is given in Section 5.
4 The strict 2-category 2SVect cc and its 2-groups of automorphisms
In this section, we recall the definition of the strict totally coordinatized version of 2Vect introduced in [12] and denoted by 2SVect cc , and we compute the crossed module of groups corresponding to the automorphism 2-group of an arbitrary object in 2SVect cc in order to get an explicit description of the representations of a 2-group G in 2SVect cc (cf. Section 5).
Recall from [12] that 2SVect cc is the strict 2-category whose objects, 1-morphisms and 2-morphisms are defined in the following way:
• objects: the natural numbers n ≥ 0.
• 1-morphisms: given n, m ≥ 1, a 1-morphism n → m is a pair (R, s), where
is an m × n matrix with entries in N, and (ii) s = {s 1 (a), . . . , s m (a)} a∈N n , with s i (a) an R(a) i × R(a) i invertible complex matrix for all a ∈ N n such that R(a) i = 0 and s i (a) = 1 otherwise, and satisfying the normalization condition
whenever R(e j ) i = 0 (otherwise, it is equal to 1).
As in [12] , R is called the rank matrix and s the gauge of the 1-morphism. When n = 0 and/or m = 0, there is only one 1-morphism n → m, denoted by 0 n,m .
• 2-morphisms: given objects n, m ≥ 1 and 1-morphisms (R, s),
′ ij = 0 and empty otherwise. If n = 0 and/or m = 0, both 1-morphisms are necessarily equal and there is a unique 2-morphism between them denoted 1 0n,m (obviously, it is the identity 2-morphism of 0 n,m ).
As regards the various compositions, they are as follows.
• composition of 1-morphisms: if (R, s) : n → m and ( R, s) :
where RR denotes the usual matrix product and s * s is defined by
for all a ∈ N n and k = 1, . . . , p (I 0 denotes the empty matrix; in particular, any tensor product I 0 ⊗ s i (a) is again the empty matrix and it makes no contribution to the previous direct sum). In this formula, P( R k , R, a) denotes a suitable permutation matrix of order n j=1 m i=1 R ki R ij a j from which we only need to know that it satisfies the following normalization conditions:
R ki ri when R is an m × 1 matrix r, so that a reduces to a number.
(for more details, cf. [12] ). In particular, (ii) ensures that s * s indeed satisfies (4.1). Finally, in case one of the numbers n, m, p is zero, the composite is the corresponding zero map.
• vertical composition of 2-morphisms: given 2-morphisms T : (R, s) ⇒ (R ′ , s ′ ) and
n → m and n, m ≥ 1, the vertical composite T ′ · T is the matrix obtained by multiplying componentwise both matrices T and T ′ , i.e.
where we agree that the product of a matrix by the empty matrix is the empty matrix or the appropriate zero matrix when convenient (for example, it can be R
ij × R ij zero matrix rather than the empty one).
• horizontal composition of 2-morphisms: given 2-morphisms T :
m → p, with n, m, p ≥ 1, the horizontal composite T • T is the p × n matrix with entries defined by
for all j = 1, . . . , n and k = 1, . . . , p, where we agree again that the tensor product of any matrix by the empty matrix is the empty matrix.
The identity 1-morphism of n ≥ 1 obviously corresponds to the pair id n = (I n , I), where I denotes the trivial gauge, namely, the gauge s such that, for any a ∈ N n and i = 1, . . . , n, s i (a) ∈ GL(a i ) is the identity matrix if a i = 0 and equal to 1 otherwise. Furthermore, it follows from (4.4) that identity 2-morphisms correspond to matrices all of whose nonempty entries are identity matrices. Thus, the identity of (R, s) : n → m, denoted 1 (R,s) , is given by (1 (R,s) ) ij = I Rij if R ij = 0 and empty otherwise.
Remark 4.1 Let us remark that a 2-morphism T may have all its nonempty entries equal to identity matrices even not being an identity 2-morphism. Just think of 2-morphisms T between two 1-morphisms having the same rank matrix but different gauges.
From these observations and the definitions above, the following properties concerning 1-and 2-morphisms in 2SVect cc readily follow:
) is invertible if and only if n = m and its rank matrix R is a permutation matrix.
(ii) (R, s) and (R ′ , s ′ ) are 2-isomorphic if and only if R = R ′ , and a 2-morphism T :
is a 2-isomorphism if and only if all nonempty entries in T are non singular complex matrices.
Let us now compute the crossed module of groups (G n , H n , ∂ n , ¡ n ) associated to the 2-group Aut 2SVect cc (n), n ≥ 0. Recall from Section 3 that Aut 2SVect cc (n) denotes the groupoid with objects the 1-automorphisms of n (hence, pairs of the form (P, s), with P some permutation matrix of order n). In particular, Aut 2SVect cc (0) reduces to the terminal category, with the obvious 2-group structure, so that the corresponding crossed module of groups is G 0 = H 0 = 1 and ∂ 0 and ¡ 0 trivial. Let us consider then the case n ≥ 1.
Given any permutation σ ∈ S n (n ≥ 1), we denote by P(σ) the n× n permutation matrix defined by P(σ) ij = δ i,σ(j) , i, j = 1, . . . , n (4.6)
In particular, the i th row vector of P(σ) is P(σ) i = e σ −1 (i) . Moreover, for any two permutations σ, σ ′ ∈ S n , we shall write σ ′ σ to denote the permutation defined by (σ ′ σ)(i) = σ ′ (σ(i)) for all i ∈ {1, . . . , n}, so that P(σ ′ σ) = P(σ ′ )P(σ). Finally, let us define
where (N n ) * = N n \{e 1 , . . . , e n } (when a i = 0, we agree that GL(0) = 1). We think of GL n as a group with the direct product group structure.
There is a natural left action £ of S n on GL n by group automorphisms. Namely, if σ ∈ S n and A = ( (A 1 (a) 
where · denotes the usual left action of S n on C n , i.e., for any a = (a 1 , . . . , a n ),
The reader may easily check that (4.7) indeed defines a left action by automorphisms of GL n . If S n × ⊲ GL n denotes the corresponding semidirect product of groups, we have the following description of the base group G n of Aut 2SVect cc (n).
Lemma 4.3 For any
with s (σ,A) the (normalized) gauge such that
is an isomorphism of groups. The inverse map Ψ : G n → S n × ⊲ GL n is given by
with σ(P) the unique permutation σ ∈ S n such that P = P(σ) and A (P,s) defined by
Proof. It is immediate to check that both composites Ψ • Φ and Φ • Ψ are identities. Let us see that Φ is a morphism of groups. Let (σ, A), (σ ′ , A ′ ) ∈ S n × ⊲ GL n . Then, on the one hand, we have
On the other hand,
where s
Notice that, according to this Lemma, if (σ, A) ∈ S n × ⊲ GL n is the pair describing the 1-automorphism (P, s) : n → n in 2SVect cc , the pair describing the inverse 1-automorphism
Hence, we may write (P, s)
if we define s −1 as the normalized gauge given by
i.e., s
for all a ∈ (N n ) * and i = 1, . . . , n. To determine the fiber group H n , recall from Section 2 that it is the set of (iso)morphisms in Aut 2SVect cc (n) whose domain is the identity 1-morphism id n : n → n in 2SVect cc . Because of Lemma 4.2, this means that the codomain 1-automorphism has rank matrix necessarily equal to I n . Hence, an element in H n reduces to a gauge s specifying this codomain, with s i (a) ∈ GL(a i ) for all a ∈ N n and i = 1, . . . , n, together with a vector λ = (λ 1 , . . . , λ n ) ∈ C n defining the 2-morphism T : (I n , I) ⇒ (I n , s). Furthermore, λ must be such that λ i = 0 for all i = 1, . . . , n, for T to be really a 2-isomorphism. Because of the normalization condition on the gauge, this allows us to identify the set H n with (C * ) n ×GL n .
Lemma 4.4 Let H n be the fiber group of the crossed module of groups defined by
and A (In,s) defined by (4.12) , is an isomorphism of groups.
Notice that s ∈ a∈N n GL(a 1 ) × · · · × GL(a n ), while A (In,s) ∈ GL n , the only difference being in the set over which the product is taken. The identification of both things is then possible because of the normalization condition on the gauge.
Proof. It only remains to be checked that Θ is a morphism of groups. Recall that the group structure on H n is defined by the horizontal composition of 2-morphisms in 2SVect cc . Then, given T : (I n , I) ⇒ (I n , s) and T : (I n , I) ⇒ (I n , s), we have
because T • T : (I n , I) ⇒ (I n , s * s). Now, on the one hand, Equations (4.17) and (4.5) give that λ
. . , n because the gauges are always normalized and all nondiagonal entries in T and T are empty.
On the other hand, by (4.3) and using that all involved rank matrices are identities, we get that
where in the second equality we have used the normalization conditions on both the gauges and the permutation matrices P( R k , R, a) appearing in (4.3). In other words, we have
as required. P By identifying the base group G n with S n × ⊲ GL n and the fiber group H n with (C * ) n × GL n via the previous group isomorphisms, the boundary morphism ∂ n : H n → G n corresponds to the map given by
The complete description of the crossed module of groups (G n , H n , ∂ n , ¡ n ) is then the following:
for all (σ, A) ∈ S n × ⊲ GL n and (λ, A ′ ) ∈ (C * ) n × GL n , where · and £ denote the actions given by (4.8) and (4.7).
Proof. It only remains to be checked that the action of S n × ⊲ GL n on (C * ) n × GL n induced by that of G n on H n is indeed given by (4.19).
Recall from Section 2 that, given an object (P, s) in G n and a morphism T : (I n , I) ⇒ (I n , s ′ ) in H n , the left G n -action on H n is defined by
Let us write T = 1 (P,s) • T • 1 (P,s) −1 and let s be the gauge of the codomain 1-automorphism of T, i.e., s = s * s ′ * s −1 , where s −1 is defined by (4.15). Then, using the notations in Lemmas 4.3 and 4.4, we have to prove that
where, for short, we have written σ instead of σ(P). To see (4.20) , notice that, by Equations (4.17), (4.5) and (4.14), and because all involved rank matrices are permutation matrices in this case (so that all gauge terms appearing in (4.5) are trivial), we have
is non zero, in which case it is equal to 1, and similarly with the term (1 (P,s) ) ij ′ . It follows that
Since this is true for all i = 1, . . . , n, we conclude that λ T = σ · λ T , as required. Let us now prove (4.21). Indeed, by Equation (4.12) and (4.3) and because of the normalization conditions on both the gauge s and the permutation matrices P( R k , R, a) appearing in (4.3), it is
, so that the direct sum of matrices reduces to the term j = σ −1 (i) and we get A
Now, using again (4.3) and the normalization conditions, we have
where we have used (4.15) in the last equality. Thus
and this is true for all a ∈ (N n ) * and i = 1, . . . , n, as we wanted to prove. P Example. For n = 1, we obtain that Aut 2SVect cc (1) is isomorphic to the crossed module of groups with base group
and fiber group C * × GL 1 , with GL 1 acting on C * × GL 1 by conjugation on the second factor, namely
and with ∂ 1 : C * × GL 1 → GL 1 the projection onto the second factor.
The 2-category Rep 2SVect cc (G)
The purpose of this section is to give an unraveled description in more familiar group and representation theoretic terms of the notion of representation of a 2-group G on the 2-category 2SVect cc , as well as of the corresponding 1-and 2-intertwiners. We also give explicit formulas for the various compositions between 1-and 2-intertwiners and make precise the notions of equivalent and isomorphic representations, corresponding to the general notions of isomorphic and equivalent objects in an arbitrary 2-category. Some results similar to those described here are obtained by Crane and Yetter [10] and Crane and Sheppeard [9] when studying representations of an automorphic 2-group on Yetter's 2-category Meas (Crane and Sheppeard, motivated by physical reasons, focus their attention on the case G = P, the Poincaré group). Unlike these authors, however, we consider here the case of an arbitrary 2-group, not necessarily automorphic, except in §5.5, where we only discuss in a complete way the two extreme cases Im ∂ = {e G } and Im ∂ = G.
As an easy consequence of our description of Rep 2Svectcc (G), we show the existence, for any G whose base group is a compact Lie group, of a (rank one) representation faithful with respect to the base group, contrary to what has been claimed by Barrett and Mackaay [3] (see also [10] ). The proof of this result is the basic motivation for considering representations with a non trivial gauge (cf. Definition 5.3), althought we show at the end of this section that any representation is in fact equivalent (even isomorphic) to one whose gauge is trivial (cf. §5.5).
From now on, when speaking of a representation of G, we always mean a representation on the 2-category 2SVect cc . To emphasize this, we use the name linear representation.
Unfolding the notion of linear representation
Let (G, H, ∂, ¡) be the crossed module of groups defined by the 2-group G, as described in Section 2. We alert the reader to distinguish between the action ¡ of G on H and the action £ of S n on GL n defined in (4.7).
According to Section 3, a linear representation R : G → 2SVect cc is an object n ≥ 0 in 2SVect cc together with a morphism between the crossed modules of groups defined by G and Aut 2SVectcc (n). This leads to the following natural notion of rank. Clearly, there is only one linear representation of rank 0, which has no interest. Hence, we assume n ≥ 1 in what follows.
For any group H, let H be the group of characters of H, i.e., morphisms of groups χ : H → C * (it is a group by pointwise multiplication). Then, we have the following:
, where
with £ the action of S n on GL n defined by (4.7), and
. , n} → H is a G-equivariant map when H is equipped with the left G-action induced by that on H, namely, (gχ)(h) =
Proof. By Proposition 3.4 and Theorem 4.5, a linear representation of rank n is equivalent to a pair of group morphisms ρ : G → S n × ⊲ GL n and ρ :
for all g ∈ G and h ∈ H. Since S n × ⊲ GL n is a semidirect product and (C * ) n × GL n a direct product, it easily follows that ρ is the same thing as a morphism of groups ρ 0 : G → S n together with a map ρ 1 : G → GL n satisfying (5.1), while ρ is equivalent to n characters χ 1 , . . . , χ n : H → C * together with a morphism of groups ρ ′ : H → GL n . In terms of these maps, (5.2) amounts to the condition Im ∂ ⊆ Ker ρ 0 together with the equality
for all h ∈ H. In particular, the morphism ρ ′ is already implicit in the map ρ 1 and it can be excluded from the data specifying the representation. Finally, by definition of the action of S n × ⊲ GL n on (C * ) n × GL n (cf. (4.19)), we have
Hence, (5.3) is equivalent to the conditions
together with
If we define ϕ : {1, . . . , n} → H by ϕ(i) = χ i for all i = 1, . . . , n, the first set of conditions (5.5) corresponds to the fact that ϕ is G-equivariant. As regards (5.6), it follows from condition (5.1) on ρ 1 and the fact that Im ∂ ⊆ Ker ρ 0 . Indeed, the left hand side is
where in the last equality we have used that Im ∂ ⊆ Ker ρ 0 , while condition (5.4) gives for the right hand side
Hence, by comparing (5.7) and (5.8) and canceling out equal terms, condition (5.6) reduces to
which already follows from (5.1) by taking g
The maps ρ 0 , ρ 1 and ϕ defining a linear representation R will respectively be called action, gauge and character map of R. A linear representation is called action trivial (resp. gauge trivial) when ρ 0 (resp. ρ 1 ) is the trivial map applying the whole group G to the unit of S n (resp. to the unit of GL n ).
Given any map ρ 1 : G → GL n and g ∈ G, we shall denote by ρ 1 (g) 1 , . . . , ρ 1 (g) n the unique maps ρ 1 (g) i : N n → ∪ q≥0 GL(q), i = 1, . . . , n, such that
Using this notation, it follows from the proof of the previous Proposition that the rank n linear representation R defined by the triple (ρ 0 , ρ 1 , ϕ) is that mapping g ∈ G to the 1-automorphism R(g) = (P(g), s(g)) : n → n with
(cf. (4.9) and (4.10)) and h ∈ H to the 2-isomorphism R(h) = T(h) : (I n , I)
When convenient, we shall identify the map ϕ with the corresponding image characters χ 1 , . . . , χ n ∈ H. Notice that by the G-equivariance condition (5.5), it is actually enough to assign a character χ i to only one point i in each G-orbit of {1, . . . , n} and that χ i must be constant over the G i -orbits of H, where G i ⊆ G is the stabilizer of i ∈ {1, . . . , n}. Converesely, any assignment of such a character to one point in each G-orbit of {1, . . . , n} defines a G-equivariant map ϕ as above.
Before going on unfolding the notions of 1-and 2-intertwiner, observe that the existence of faithful (with respect to the base group) rank 1 linear representations claimed in the introduction readily follows now from the previous description of the objects of Rep 2SVectcc (G). Thus, we have the following: 
Proof. According to the previous description, a linear representation of rank 1 of G ∼ (G, H, ∂, ¡) is a morphism of groups ρ 1 : G → GL 1 = q>1 GL(q), together with a character χ of H which is constant over the G-orbits of H. Then, the statement follows at once from Peter-Weyl theorem's consequence that any compact Lie group has a continuous faithful linear representation. P Let us remark that the existence of faithful (with respect to the base group) representations is ensured by the degrees of freedom implicit in the gauge. But we shall prove in §5.5 that linear representations differing only in the gauge are isomorphic. Consequently, as pointed out in the introduction, in the 2-category setting it may happen that isomorphic representations have different resolutions in distinguishing the elements of the base group of the 2-group.
Unfolding the notion of 1-intertwiner
Given a rank matrix R ∈ Mat n ′ ×n (N), we define its support by
For any such matrix R, let us further define
Then, we have the following description for the 1-intertwiners between two linear representations.
Theorem 5.5 Let R and R ′ be two linear representations of G, of ranks n and n ′ respectively (n, n ′ ≥ 1), described by triples R = (ρ 0 , ρ 1 , (χ i ) 1≤i≤n ) and
′ is equivalent to a triple (R, t, S), where R ∈ Mat n ′ ×n (N) is a rank matrix, t is a (normalized) gauge for this rank matrix, i.e.
and S : G → Mat n ′ ×n (GL(R)) is a map such that, for all g ∈ G, it is
and it is empty otherwise. Furthermore, these data must satisfy the following axioms:
(ii) (Normalization conditions) For any pair (i ′ , i) with R i ′ i = 0 and any h ∈ H, it holds
Proof. For any g ∈ G, let (P(g), s(g)) : n → n and (P ′ (g), s ′ (g)) : n ′ → n ′ be the image 1-automorphisms R(g) and R ′ (g) in 2SVect cc , given by Equations (5.9)-(5.10). By Proposition 3.6, a 1-intertwiner is a 1-morphism (R, t) : n → n ′ in 2SVect cc together with a family of 2-isomorphisms S(g) : (P ′ (g), s ′ (g)) • (R, t) ⇒ (R, t) • (P(g), s(g)) in 2SVect cc satisfying axioms (A1)', (A2) and (A3). Now, by Lemma 4.2 and Equation (4.2), the composite 1-morphisms (P ′ (g), s ′ (g)) • (R, t) and (R, t) • (P(g), s(g)) are 2-isomorphic if and only if P ′ (g)R = RP(g), g ∈ G Using (5.9) and (4.6), the reader may easily check that this is equivalent to the conditions
, g ∈ G for all i = 1, . . . , n and i ′ = 1, . . . , n ′ , which are in turn equivalent to the invariance condition (5.12). Furthermore, we claim that axioms (A1)', (A2), (A3) are together equivalent to the normalization and product conditions above.
Let us first consider axiom (A1)'. We have to compute the matrices T(1 f • ρ(h)) and
describing the 2-morphisms in both sides of this axiom. By definition of the maps ρ 1 and ϕ, ρ(h) is the point in (C * ) n × GL n given by
This corresponds to the 2-morphism Θ −1 ( ρ(h)) : (I n , I) ⇒ (I n , s (id,ρ1(∂(h))) ) in H n defined by the n × n diagonal matrix T( ρ(h)) with non empty entries (cf. (4.17))
Thus, it follows from (4.5) that
i.e.,
(observe that the gauge terms in (4.5) are trivial in this case because both the domain and codomain 1-morphisms of Θ −1 ( ρ(h)) have rank matrix equal to the identity). Similarly, using (4.4) and (4.5), one obtains for the matrix describing the 2-morphism
Therefore, axiom (A1)' turns out to be equivalent to (5.13). As regards axiom (A3), it is clearly equivalent to the second normalization condition (5.14) on S. Finally, the reader may easily check that the matrices describing the 2-morphisms in both sides of axiom (A2) are given by
(notice that the gauge terms are trivial in the first but not in the second case, because the rank matrices of the domain and codomain 1-morphisms of S(g) are not necessarily permutation matrices). Hence, by (5.10) and by the way 2-morphisms in 2SVect cc are vertically composed (cf. (4.4)), we conclude that (A2) is indeed equivalent to the product condition (5.15). P Definition 5.6 The data (R, t, S) defining a 1-intertwiner ξ : R → R ′ will respectively be called rank matrix, gauge and weakening map of ξ.
A 1-intertwiner is called gauge trivial when its gauge is t = I, the trivial gauge defined in Section 4, and it is called strict when its weakening map S is trivial (i.e., such that all its non empty entries are equal to identity matrices).
In spite of this terminology, it should be pointed out that not all strict 1-intertwiners necessarily correspond to strict 2-natural transformations. In fact, S can be trivial even when some of the 2-isomorphisms S(g) is not an identity 2-morphism in 2SVect cc , because the source and target 1-morphisms (P ′ (g), s ′ (g)) • (R, t) and (R, t) • (P(g), s(g)) may have the same rank matrix but different gauges (cf. Remark 4.1).
Clearly, the identity 1-morphism id R of the linear representation R of rank n is the gauge trivial strict 1-intertwiner with rank matrix equal to I n .
Observe that there is no condition on the gauge t in the previous description of 1-intertwiners. This is not surprising because, according to Lemma 4.2, changing t for any other gauge t ′ just give rise to a new 1-morphism (R, t ′ ) : n → n ′ in 2SVect cc which is 2-isomorphic to (R, t). It should also be pointed out that, besides the invariance condition and insofar as the kernel of ∂ : H → G is non trivial, there is an additional restriction on the rank matrix R of any 1-intertwiner hidden in the normalization conditions. To state this condition, the following notion of intertwining point for two arbitrary linear representations is useful.
In terms of this notion, we have the following additional restriction on the support of the rank matrix of any 1-intertwiner:
. . , n} be a point which is not an intertwining point for R and R ′ and suppose that R is a rank matrix such that R i ′ i = 0. We have to see that there is no 1-intertwiner ξ : R → R ′ with such a matrix as rank matrix. Indeed, if such a 1-intertwiner exists, it means in particular that that there exists a weakening map S satisfying (5.13)-(5.14). But, (i ′ , i) being not an intertwining point for R and R ′ , there exists some h ∈ Ker ∂ for which χ i (h) = χ ′ i ′ (h). Hence, (5.13)-(5.14) would imply that
which is clearly impossible. P This condition is particularly important when Ker ∂ = H, i.e., in case G is an automorphic 2-group. For such 2-groups, a point (i ′ , i) is an intertwining point if and only if χ i = χ ′ i ′ . In particular, it follows that for automorphic 2-groups there are no nonzero 1-intertwiners between two linear representations unless there is some common character in the data defining each representation. This is in agreement with a similar result obtained by Crane and Yetter when studying representations of automorphic 2-groups on Meas (see [10] ).
Finally, it is also worth noting that, when the target representation R ′ is gauge trivial, so that all maps ρ ′ 1 (g) i in (5.15) are trivial (as shown in §5.5, this is not a serious restriction), there is hidden in the weakening map S of any 1-intertwiner an
and, under the above hypothesis, the product condition (5.15) reduces to the morphism of groups condition
Hence, these representations are not arbitrary, because of the normalization condition (5.13). Even more, the matrix representations associated to points in the same G-orbit have to be equivalent in the following sense:
. . , n} (in particular, both matrix representations ψ(S) (i ′ 1 ,i1) and ψ(S) (i ′ 2 ,i2) are of the same dimension because of the invariance condition on R), and let g ∈ G be such that (i
where c g and c A denote the obvious conjugation maps.
Proof. According to (5.15), for any g
But, for anyg ∈ G, (5.14) implies that S(gg
which exactly corresponds to the commutativity of the previous diagram when we take
. P Unfortunately, it seems that giving the representations ψ(S) i ′ i for one point (i ′ , i) in each G-orbit of {1, . . . , n ′ } × {1, . . . , n} together with an "intertwiner" for each of the remaining points in each orbit is in general not enough to completely determine the weakening map S.
Unfolding the notion of 2-intertwiner
For any two n ′ × n rank matrices R and
and empty otherwise. Then, we have the following description for the 2-intertwiners between both 1-intertwiners:
be two linear representations of G and let ξ, ζ : R → R ′ be 1-intertwiners, respectively described by triples
Proof. The proof reduces to computing both members of (3.6) in terms of X and the data describing the involved representations and 1-intertwiners. The computation is similar to those made above and it is left to the reader. P
Observe that, when the target representation R ′ is gauge trivial, Equation (5.16) requires that the matrix X i ′ i , for each point (i
Composing 1-and 2-intertwiners
As in any 2-category, there is a composition law between 1-intertwiners and 2-composition laws between 2-intertwiners. They respectively correspond to the vertical composition of pseudonatural transformations, given by Equations (3.1) and (3.2), and to the vertical and horizontal compositions of modifications, given by Equations (3.3) and (3.4). The purpose of this subsection is to give explicit formulas for computing these compositions in terms of the data introduced above describing the involved representations and 1-and 2-intertwiners.
, of respective ranks n, n ′ and n ′′ , and let ξ = (R ξ , t ξ , S ξ ) and
According to (3.1) and (3.2), the triple ξ
Then, using formulas (4.3), (4.4), (4.5) and (5.10), it is easy but a bit tedious to check the following:
The composite 1-intertwiner ξ ′ • ξ : R → R ′′ has rank matrix, gauge and weakening map given by R
Althought the quite unpleasant looking of the last formula, it greatly simplifies in special cases. For instance, when both 1-intertwiners are invertible, both R ξ and R ξ ′ are permutation matrices and all gauge terms as well as the matrices P(R
ξ (e i )) are identities. The general formula, however, has been included for the sake of completeness.
It readily follows from the previous result that the composite of two gauge trivial 1-intertwiners is unfortunately not gauge trivial in general, because of the permutation matrix
In the same way, the composite of two strict 1-intertwiners (gauge trivial or not) is not necessarily strict. This is because, in the way strict 1-intertwiners have been defined, they include 1-intertwiners which are not necessarily strict 2-natural transformations (cf. the observation after Definition 5.6).
Observe also that, because of the normalization conditions on the gauge and on the permutation matrices P(R 
Proof. We prove (5.21) and leave (5.20) as an exercise to the reader. By definition of horizontal composition,
. Now, according to (3.4) , it is given by the horizontal composite of the 2-morphisms
. Using now (4.5), one easily gets formula (5.21). P
Isomorphic and equivalent representations
In a 2-category, there is both a notion of isomorphic objects and a weaker notion of equivalent objects. Thus, two objects X, X ′ are said to be isomorphic if there exists an invertible 1-morphism f : X → X ′ , while they are said to be equivalent when there exists a 1-morphism f : X → X ′ which is invertible only up to a 2-isomorphism. As the following result shows, both notions coincide in Rep 2SVectcc (G).
Proposition 5.13 Two linear representations R, R
′ of a 2-group G are isomorphic if and only if they are equivalent.
Proof. The result is a consequence of the fact that Rep 2Svectcc (G) is a 2-functor 2-category and of Lemmas 3.2 and 4.2. More explicitly, suppose we have a 1-intertwiner ξ = (R, t, S) : R → R ′ which is invertible up to a 2-isomorphism. Let ξ ′ = (R ′ , t ′ , S ′ ) : R ′ → R be a pseudoinverse, so that ξ ′ • ξ and ξ • ξ ′ are 2-isomorphic to id R and id R ′ , respectively. Then, according to Lemma 3.2-(ii), the 1-
are 2-isomorphic in 2SVect cc to id n = (I n , I) and id n ′ = (I n ′ , I), respectively. But, by Lemma 4.2-(ii), this is true if and only if R ′ R = I n and RR ′ = I n ′ , from which it follows that n = n ′ and that both R and R ′ are permutation matrices. Items (i) in Lemmas 3.2 and 4.2 then implies that ξ and ξ ′ are actually invertible. P
The purpose of this section is to determine when two linear representations of a 2-group G are equivalent (hence, isomorphic) in terms of the triples describing each representation. We shall only discuss the extreme cases of the automorphic and strongly connected 2-groups. In both cases, the answer turns out to be the same and it depends on Ker ∂. Explicitly, let H ′ denote the quotient of H by the equivalence relation
and let π : H → H ′ be the canonical projection. In particular, H ′ = H if G is automorphic. Then, we have the following: Proof. Suppose R, R ′ are equivalent, hence isomorphic, and let ξ = (R, t, S) : R → R ′ be an invertible 1-intertwiner. By Lemma 3.2-(i), this means that (R, t) : n → n ′ is an invertible 1-morphism in 2SVect cc and consequently, n = n ′ and R = P(σ) for some permutation σ ∈ S n (cf. Lemma 4.2). The invariance condition (5.12) on R readily implies that this σ intertwines the actions ρ 0 and ρ ′ 0 on {1, . . . , n}. Furthermore, Corollary 5.8 says that P(σ) must be supported on the intertwining points of R and R ′ . But Sup(P(σ)) = {(σ(j), j) ∈ {1, . . . , } 2 , j = 1, . . . , n}. Hence, we have
i.e., diagram (5.22) commutes. This proves that the above conditions are indeed necessary.
To show that they are also sufficient, we need to see that, given representations R, R ′ , both of rank n, and a permutation σ ∈ S n as above, the rank matrix P(σ) really extends to an (invertible) 1-intertwiner (P(σ), t, S) : R → R ′ . Gauge t always exists and, by Theorem 5.5, can be chosen arbitrarily. Hence, the only point claiming atention is the existence of a weakening map S. Now, giving a weakening map S for the 1-morphism (P(σ), t) : n → n requires giving matrices S(g) ij ∈ GL(δ i,(σρ0(g))(j) ) for each g ∈ G and each pair (i, j) ∈ {1, . . . , n} 2 or, equivalently, functions λ 1 , . . . , λ n : G → C * so that
It is easily checked that the normalization and product conditions (5.13)-(5.15) on S translate into the following conditions on the λ's:
• λ j (e G ) = 1 for all j = 1, . . . , n;
for all h ∈ H and j = 1, . . . , n, and
′ ∈ G and all j = 1, . . . , n.
Notice that the first two conditions are indeed compatible because diagram (5.22) commutes by hypothesis, and that they uniquely define each λ j on the (normal) subgroup Im ∂ ⊆ G. Furthemore, third condition is satisfied for all g ′ , g ∈ Im ∂ because Im ∂ ⊆ Ker ρ 0 (cf. Theorem 5.2). Hence, we only need to see that the λ's can indeed be extended to the whole group G in such a way that the third condition remains true.
If G is connected, there is nothing to be shown. Thus, let G be automorphic. In this case, Ker ∂ = H and hence, by hypothesis, it is χ j = χ ′ σ(j) for all j = 1, . . . , n. Consequently, each λ j is constant and equal to 1 on Im ∂, allowing us to extend them to the whole group G by making λ j ≡ 1. The third condition is then trivially satisfied. P
Observe that, in the case of an automorphic 2-group, the previous proof shows that when two linear representations R and R ′ are equivalent, there always exists an equivalence (actually, an isomorphism) between them which is a strict 1-intertwiner. This is not necessarily true for equivalent representations of an arbitrary 2-group, because the λ's above can be different from 1 in some point h ∈ H \ Ker ∂, depending on the actual relation between the characters χ j and χ . Furthermore, up to isomorphism, there are only two Z 2 -set structures on {1, . . . , n} for n ≥ 2. Namely, the trivial one ρ 1 0 : Z 2 → S n mapping all Z 2 to the identity, and a non trivial one ρ 2 0 : Z 2 → S n mapping 1 to a transposition (ij), for some pair i = j, i, j ∈ {1, . . . , n}. In order to find the equivalence classes of linear representations of rank n there are for D 2m , it remains to determine the nonequivalent admissible assignments of characters of Z m for each one of these Z 2 -structure on {1, . . . , n} (i.e., assingments defining a Z 2 -equivariant map ϕ : {1, . . . , n} → Z m ; as discussed in §5.1, this amounts to the assignment of a character χ ∈ Z m to one point i in each Z 2 -orbit of {1, . . . , n} which is constant over the orbits of Z m under the action of the stabilizer of the point i).
Recall that Z m ∼ = Z m via the isomorphism Φ : Z m → Z m which maps k ∈ {0, 1, . . . , m−1} to the character Φ(k) = χ k such that χ k (1) = exp(i 2πk m ). To find which are the admissible assignments, we need to determine those characters χ k which are constant over the previous Z 2 -orbits, i.e., those k ∈ {0, 1, . . . , m − 1} such that Then, suppose first that ρ 0 = ρ 1 0 . In this case, the stabilizer group of each point i ∈ {1, . . . , n} is Z 2 . Therefore, if m = 2 or odd, there is a unique Z 2 -equivariant map ϕ : {1, . . . , n} → Z m , defined by ϕ(i) = χ 0 for all i ∈ {1, . . . , n}. Instead, for m ≥ 4 even, we have several possibilities, depending on which admissible character χ 0 or χ m/2 is assigned to each point i ∈ {1, . . . , n} (in this case, each point is a Z 2 -orbit by itself). Since we are only interested in the equivalence classes of representations, the reader may easily check that the only relevant thing is the number r of points in {1, . . . , n} which are assigned the character χ 0 , with r = 0, 1, . . . , n. Consequently, with ρ 0 = ρ Suppose now ρ 0 = ρ 2 0 (this only makes sense for n ≥ 2). In this case, {1, . . . , n} has n − 2 one-element orbits {i ′ } for i ′ = i, j, and one two-element orbit {i, j}. Moreover, the stabilizer groups are Z 2 for all one-element orbits and trivial for the points i, j. Hence, if m = 2 or if m is odd, we now have m possible Z 2 -equivariant maps ϕ defined by ϕ(i ′ ) = χ 0 for all i ′ = i, j and ϕ(i) = χ k and ϕ(j) = χ k(m−1) mod.m , for k = 0, . . . , m − 1 (recall that the character assigned to i, for ex., uniquely determines that assigned to j). Instead, for m ≥ 4 even, we can freely choose the character assigned to the point i (there are m ways of doing so), while for the remaining points i ′ = i, j, we can only choose χ 0 or χ m/2 . Again, the reader may check that, up to equivalence, this can be done in n − 1 ways, according to the number r of points i ′ = i, j which are assigned the character χ 0 , with r = 0, . . . , n − 2. Hence, with ρ 0 = ρ 
Relationship with classical representation theory of groups
We have already pointed out in Section 2 that there is a full embedding functor F : Grps → 2Grps mapping any group G to the trivial 2-group F (G) with base group G. This naturally raises the question of the relationship, if it exists, between the category of representations of G on Vect and the 2-category of representations of the corresponding trivial 2-group F (G) on 2Vect. In this section we show that such a relation indeed exists and make it explicit. More generally, for any non necessarily trivial 2-group G with base group G, there exists an obvious "forgetful" functor U :
, where Rep 2SVectcc (G) denotes the underlying category of Rep 2SVect cc (G), providing a second bridge between both representations theories.
Rep 2SVect cc (F (G)) versus Rep Vect (G)
For any group G, let I G be the (unique) gauge trivial linear representation of rank 1 of the trivial 2-group F (G). Let us further denote by End(I G ) its category of endomorphisms in Rep 2SVectcc (F (G)). Thus, objects and morphisms in End(I G ) are respectively 1-intertwiners (R, t, S) : I G → I G and 2-intertwiners between these. As the category of endomorphisms of any object in a 2-category, End(I G ) has a monoidal structure given by the composition of 1-morphisms and the horizontal composition of 2-morphisms in Rep 2Svect cc (F (G)). Let us denote by End 0 (I G ) the full subcategory of End(I G ) having as objects all gauge trivial 1-intertwiners of I. Then, we have the following: 
Proof. Firstly, if ξ, ξ ′ : I G → I G are two gauge trivial 1-intertwiners, their composite ξ ′ • ξ (equivalently, their tensor product ξ ′ ⊗ ξ if thought of as objects in End 0 (I G )) is still gauge trivial, because all terms in the right hand side of (5.18) are identities (the permutation matrices P(R
ξ , a) are identities because of the fourth normalization condition on these matrices; see Section 3). Furthermore, End 0 (I G ) contains the identity of I G . Hence, End 0 (I G ) is indeed a monoidal subcategory of End(I G ).
Secondly, since I G is a representation of rank 1, the rank matrix R of any object of End 0 (I G ) reduces to a positive integer r ≥ 0. Furthermore, if r = 0, the weakening map S amounts to an r-dimensional matrix representation ρ(S) : G → GL(r), because in this case we have S(g) ∈ GL(r) for all g ∈ G, and the product condition reduces to the fact that g → S(g) is a morphisms of groups (gauge terms in (5.15) are trivial), while the normalization conditions on S are empty. Hence, an object in End 0 (I G ) is exactly a matrix representations of G. Moreover, I G being of rank 1, morphisms X : (r, I, S) ⇒ (r ′ , I, S ′ ) reduce, if r, r ′ = 0, to an r ′ ×r complex matrix satisfying (5.16). But the gauge terms in this formula are also trivial, so that X is nothing but a usual intertwiner f (X) : ρ(S) → ρ(S ′ ). Equation (5.20) further ensures that composition in End 0 (I G ) really corresponds to composition of intertwiners. Hence, End 0 (I G ) is isomorphic to the category of matrix representations of G, which is indeed equivalent to Rep Vect (G).
Finally, it remains to be checked that the equivalence is as monoidal categories, i.e., that the monoidal structure in End 0 (I G ) corresponds to taking the usual tensor product of representations and intertwiners. But this readily follows from Equations (5.19) and (5.21), which respectively reduce to the conditions (ρ(S ′ ) ⊗ ρ(S))(g) = (I r ′ ⊗ ρ(S)(g))(ρ(S ′ )(g) ⊗ I r ) = ρ(S ′ )(g) ⊗ ρ(S)(g) and
(in both equations, n ′ = 1 because I G is of rank 1, all gauge terms are trivial because of the gauge triviality of I G and the involved 1-intertwiners, and the permutation matrix in (5.19) is an identity because of the normalization conditions (iii) or (iv) on them). P
Observe that, for an arbitrary gauge trivial linear representation R of rank n ≥ 2, it is no longer true that the corresponding subcategory End 0 (R) of End(R) is a monoidal subcategory, because it is not closed by tensor products (the composite of two gauge trivial 1-intertwiners is not necessarily gauge trivial).
The forgetful functor U : Rep 2SVectcc (G) → Rep Vect (G)
Let now G be an arbitrary 2-group, G ∼ (G, H, ∂, ¡), and let Rep 2SVect cc (G) denote the underlying category of Rep 2SVect cc (G), i.e., the category whose objects and morphisms are the objects and 1-morphisms of Rep 2SVectcc (G). According to Theorem 5.2, any object R in Rep 2SVectcc (G) involves a G-set structure ρ 0 : G → S n on some finite set X n = {1, . . . , n}. Thus, we can naturally associate to R a finite dimensional linear representation of G in the standard way. Namely, if L(X n ) is the complex vector space of complex valued functions on X n , it is an n-dimensional space having as a basis the functions f 1 , . . . , f n : X n → C defined by f i (j) = δ ij , j = 1, . . . , n. We may then consider the linear representation ρ R : G → GL(L(X n )) given by ρ R (g)(f )(i) = f (ρ 0 (g −1 )(i)), i ∈ {1, . . . , n} for all f ∈ L(X n ) (the finite dimensional linear representations ρ : G → GL(L(X)) obtained in this way from any finite G-set X are usually called permutational representations [17] ; in the above described basis of L(X), all linear maps ρ(g) are indeed given by permutation matrices). Then, we have the following:
Theorem 6.2 The previous assingments R → ρ R define a functor U : Rep 2SVect cc (G) → Rep Vect (G). Furthermore, if G is trivial, this functor is essentially injective on objects (i.e., nonisomorphic objects are mapped to nonisomorphic objects).
Proof. Let R, R ′ be arbitrary objects in Rep 2SVect cc (G) and let ξ = (R, t, S) : R → R ′ be a morphism (cf. Theorem 5.5). In particular, we have R ∈ Mat n ′ ×n (N) if R, R ′ are of ranks n, n ′ respectively. Then, define F (ξ) : L(X n ) → L(X n ′ ) to be the linear map whose matrix in the bases {f 1 , . . . , f n } of L(X n ) and {f ′ 1 , . . . , f ′ n ′ } of L(X n ′ ) is the rank matrix R. This is indeed an intertwiner between ρ R and ρ R ′ because of the invariance condition (5.12) on R, as the reader may easily check. Furthermore, given morphisms ξ : R → R ′ and ξ ′ : R ′ → R ′′ , we have F (ξ ′ • ξ) = F (ξ ′ ) • F (ξ) because of (5.17). To prove the last statement, observe that for a trivial 2-group G ∼ (G, 1, 1, 1) , an object of Rep 2SVect cc (G) is nothing but an arbitrary left G-action on {1, . . . , n} for some n ∈ N (Theorem 5.2), two such objects being isomorphic if and only if the corresponding G-sets are isomorphic (Theorem 5.14). The statement readily follows then from the fact that nonisomorphic G-sets define non isomorphic permutational representations. P Clearly, even for trivial 2-groups, the functor U is neither full nor faithful. It is not full because the only intertwiners in the image of U are those given in some basis by non negative integer matrices, and it is not faithful because the image of an arbitrary intertwiner (R, t, S) depends only on the rank matrix R. Contrary to what might be thought, the lack of faithfulness does not disappear if one considers, instead of Rep 2SVectcc (G), the decategorification Rep 2SVectcc (G) of Rep 2SVect cc (G), i.e., the category with the same objects but with morphisms the isomorphism classes of 1-morphisms in Rep 2SVectcc (G). It turns out that two 1-intertwiners (R, t, S), (R, t ′ , S ′ ) : R → R ′ having the same rank matrix may be nonisomorphic because the corresponding weakening maps S and S ′ have to be further related according to Equation (3.5).
Final comments
In this paper, I have considered what could be called the semistrict representation theory of a (strict) 2-group G on the 2-category 2SVect cc . It is a semistrict theory in the sense that I have restricted to 2-functors from G to 2SVect cc while, at the same time, I have considered the most general possible notion of 1-intertwiner. Except for some kind of 2-groups, the obtained representation theory of G has relatively few equivalence classes of representations, because they are basically parametrized by the isomorphism classes of finite G-sets, for G the base group of G. In an attempt to find a more interesting and richer theory, Yetter [23] proposed a substantially more involved 2-category on which to represent 2-groups (cf. Introduction). It also seems natural, however, trying with the weak representation theory on finite dimensional 2-vector spaces, where a representation is an arbitrary pseudofunctor from G to 2SVect cc , not necessarily a 2-functor. This implies some additional structure in the notion of representation which may constitute an important ingredient in the representation theory of 2-groups (I remind the reader that usual representations of the base group of the 2-group have been recovered precisely in the additional structure arising in the weakening of the notion of 2-natural transformation). In particular, the description of a representation given in Proposition 3.4 is no longer valid. Instead, such a representation turns out to be equivalent to an object X of C together with a weak monoidal functor from G to the weak 2-group of autoequivalences of X (for precise definitions of these notions, see [2] ). It is not so obvious how this more sophisticated theory can enrich the representation theory of 2-groups and it will be worth exploring that point.
Another point worth exploring came to me after a clever comment by B. Toen. When I met B. Toen in the n-category workshop held at the IMA (Minneapolis) in June 2004 and I explained him Theorem 6.1, he was surprised because, as he told me, at least for some groups, the group can be recovered from its category of representations. This can be made via standard reconstruction theorems of the Tannaka-Krein type. The point is that this indeed implies, in the case of trivial 2-groups (the situation described in the previous section), that the 2-group and hence, its whole 2-category of representations, can be recovered from just a small part of this 2-category. Thus, it seems that, for trivial 2-groups, its 2-category of (semistrict) representations is very simple, being in some sense equivalent to the category of representations of its unique non trivial part, namely, the base group. In other words, when the fiber group is trivial, the representation theory should essentially reduce to the representation theory of the base group. Probably, this is the price one has to pay for considering only the semistrict theory. Anyway, this observation naturally raises the question of finding explicitly how the whole 2-category of representations can be reconstructed from its small piece End 0 (I G ) and how this picture changes when a non trivial fiber group gets into the scene. As regards the first of these questions, the forgetful functor described in the previous section probably plays some role.
Let me finish by mentioning a point not treated in this paper and which is crucial for my original motivation in undertaking this work. I mean the monoidal structure on these 2-categories of representations. Even in the case of a trivial 2-group, it is worth clarifying the structure the category Rep Vect (G) ∼ = End 0 (I G ) inherits from this monoidal structure. Still another open question is the existence of some kind of additive structure on these 2-categories which, for trivial 2-groups, allows one to recover the usual one on Rep Vect (G).
