In this paper, we formulate a new multiple-correction method. The goal is to accelerate the rate of convergence. In particular, we construct some sequences to approximate the Euler-Mascheroni and Landau constants, which are faster than the classical approximations in literature.
Introduction
Euler constant was first introduced by Leonhard Euler (1707-1783) in 1734 as the limit of the sequence Chen [31] and references therein. We list some main results as follows: as n → ∞, Hence, the rate of convergence of the sequence (ν(n)) n∈N is n −12 .
Let R 1 (n) = Lu [25] introduced a continued fraction method to investigate this problem, and showed 1 120(n + 1) 4 < r 3 (n) − γ < 1 120(n − 1) 4 .
(1. 8) In fact, Lu [25] determined the constants a 1 to a 4 . Xu and You [39] However, it seems difficult for us to find more constants a k . One of the main reasons is due to the recursive algorithm. The other reason is that the parameter a j appears many times in the coefficients of polynomials P l (x) and Q m (x), and this causes that expanding function
as power series in the terms of 1/x needs a huge of computations. To overcome this difficulty, the purpose of this paper is to formulate a new multiple-correction method to accelerate the convergence. In addition, we will use this method to study the sharp bounds for the constants of Landau.
The Landau's constants are defined for all integers n ≥ 0 by
The constants G(n) are important in complex analysis. In 1913, Landau [24] proved that if f (z) = ∞ k=0 a k z k is an analytic function in the unit disc which satisfies |f (z)| < 1 for |z| < 1, then | n k=0 a k | ≤ G(n), and that this bound is optimal. Landau [24] showed that
In 1930, Watson [37] obtained the following more precise asymptotic formula
The work of Watson opened up a novel insight into the asymptotic behavior of the Landau sequences (G(n)) n≥0 . Inspired by formula (1.14), many authors investigated the upper and lower bounds of G(n). Some of the main results are listed as follows: (Falaleev [17] , 1991), (1.17)
+ c 0 (n ≥ 1), (Mortici [30] . 2011) (1.18) Very recently, Chen [9] presented the following better approximation to G(n): as n → ∞, 
Another direction for developing the approximation to G(n) was initiated by Cvijović and Klinowski [12] , who established estimates for G(n) in terms of the Psi(or Digamma) function
Since then, many authors have made significant contributions to sharper inequalities and asymptotic expansions for G(n). See e.g. Alzer [1] , Chen [8] , Cvijović and Srivastava [14] , Granath [21] , Mortici [30] , Nemes [32, 33] , Popa [34] , Popa and Secelean [35] , Zhao [41] , Gavrea and M. Ivan [18] , Chen and Choi [5, 7] , etc. To the best knowledge of authors, the latest upper bound is due to Chen [9] , who proved
Here, the authors would like to thank Alzer, Chen, Choi, DeTemple, Granath, Lu, Mortici, etc., it is their important works that makes the present work becomes possible. Notation. Throughout the paper, the notation P k (x)(or Q k (x)) as usual denotes a polynomial of degree k in terms of x. The notation Ψ(k; x) means a polynomial of degree k in terms of x with all of its non-zero coefficients being positive, which may be different at each occurrence. Notation Φ(k; x) denotes a polynomial of degree k in terms of x with the leading coefficient being equal to one, which may be different at different subsection.
Some Lemmas
The following lemma gives a method for measuring the rate of convergence, for the proof of which, see Mortici [27, 28] . Lemma 1. If the sequence (x n ) n∈N is convergent to zero and there exists the limit
In the study of Landau constants, we need to apply a so-called Brouncker's continued fraction formula.
Lemma 2. For all integer n ≥ 0, we have
. . .
In 1654 Lord William Brouncker found this remarkable fraction formula, when Brouncker and Wallis collaborated on the problem of squaring the circle. Formula (2.3) was not published by Brouncker himself, but first appeared in [36] . For a general n, Formula (2.3) follows from Entry 25 in Chapter 12 in Ramanujans notebook [2] , which gives a more general continued fraction formula for quotients of gamma functions, and which have several proofs published by different authors.
Writing continued fractions in this way of (2.3) takes a lot of space. So instead we use the following shorthand notation
and its k-th approximation q k (n) is defined by
In the proof of our inequalities for the constants of Euler-Mascheroni and Landau, we also use the following simple inequality.
Proof. By letting x 0 = a + 1/2 and Taylor's formula, we have
This completes the proof of Lemma 3. Also see Lemma 2 in Xu and You [39] .
Two Examples for Euler-Mascheroni Constant
In this section, to illustrate quickly and clearly the main ideas of this paper, we consider the simplest case of Euler-Mascheroni constant by using the correction-process again. Example 1. We choose an initial-correction function θ 0 (n) given by
and define
By using the similar idea of Kummer's acceleration method and inserting the correction function − 
Furthermore, we try to obtain an algorithm with a faster convergent rate by using Φ(5; n) instead of n 5 . To do that, let
First, we use the method of undetermined coefficients to find a j (0 ≤ j ≤ 4). By using the Mathematica software, we expand the difference ν(n) − ν(n + 1) into a power series in terms of n −1 : According to Lemma 1, we have five parameters a 4 , a 3 , a 2 , a 1 and a 0 which produce the fastest convergence of the sequence from (3.8) Thus, we get
We can apply another approach to find a 4 , a 3 , a 2 , a 1 and a 0 step by step, which is achieved by using n 5 + a 4 n 4 , n 5 + a 4 n 4 + a 3 n 3 , n 5 + a 4 n 4 + a 3 n 3 + a 2 n 2 , n 5 + a 4 n 4 + a 3 n 3 + a 2 n 2 + a 1 n, n 5 + a 4 n 4 + a 3 n 3 + a 2 n 2 + a 1 n + a 0 instead of Φ(5; n) in turn. For the reader's convenience, here we give an example to explain how Mathematica software generates ν(n) − ν(n + 1) into power series in the terms of 1 n . For example, find a 3 . We manipulate Mathematica program . In what follows, we always use this approach.
By Lemma 1 again, we obtain finally
We observe that the above twice-correction improves the rate of convergence from n −6 to n −11 . Remark 1. The main idea of twice-correction is that from n 5 , n 5 + a 4 n 4 , n 5 + a 4 n 4 + a 3 n 3 + a 2 n 2 , n 5 + a 4 n 4 + a 3 n 3 + a 2 n 2 + a 1 n to n 5 + a 4 n 4 + a 3 n 3 + a 2 n 2 + a 1 n + a 0 , their approximations in turn become better and better.
Remark 2. It should be noted that once we find the exact values of the parameters a 4 to a 0 , it is not very difficult for us to check the formula (3.10) with the help of Mathematica software.
Example 2. We would like to give another example. Now we take the initial-correction function η 0 (n) = 6n−1 12n 2 (see Theorem 1.1 in Lu [25] or (1.9), which is found by the continued fraction method), and define
One may check by using Lemma 1
Similarly, we insert a correction function −η(n) in (3.13) again, which has the form of η(n) = By using Mathematica software and Lemma 1, we can attain
Remark 3. We observe that the above twice-correction improves the rate of convergence from n −4 to n −10 , which is the desired result. However, it is interesting to note that both b 3 and b 1 equal zero. The reason of why inserting the sub-correction term b 3 n 3 (or b 1 n) does not improves the rate of convergence(i.e. compare n 4 +b 3 n 3 with n 4 , or n 4 +b 3 n 3 +b 2 n 2 +b 1 n with n 4 +b 3 n 3 +b 2 n 2 ) may be that the function n 3 (or n) changes too rapidly when n tends to infinity. Fortunately, these losses are made up by the sub-correction terms b 2 n 2 and b 0 .
More precisely, we will improve (3.19), and prove the following double-sides inequalities. Remark 4. In fact, Theorem 1 implies that µ(n) is a strictly increasing function of n.
Proof. It follows from (3.16)
We write D = 13775 27783 , and define for x ≥ 1
By Mathematica software, it is not difficult to check Note that ω(∞) = 0. From (3.23) and Lemma 3, one has This finishes the proof of right-hand inequality in (3.20) . Similarly, it follows from (3.24) 
The multiple-correction method
Based on the work of Section 2, we will formulate a new multiple-correction method to study faster approximation problem for the constants of Euler-Mascheroni and Landau.
Let (v(n)) n≥1 be a sequence to be approximated. Throughout the paper, we always assume that the following three conditions hold. Condition (i). The initial-correction function η 0 (n) satisfies
with some a positive integer l 0 ≥ 2. Condition (ii). The k-th correction function η k (n) has the form of −
) is an analytic function in a neighborhood of point x = 0.
Euler-Mascheroni Constant
(Step 1) The initial-correction. We choose η 0 (n) = 0, and let
By lemma 1, it is not difficult to prove that
Step 2) The first-correction. We let
and define 
Step 3) The second-correction. Similarly, we set the second-correction function in the form of η 2 (n) = C 1 Φ 2 (3;n) , and define
By using similar approach of (3.11), we can find By Lemma 1, one can obtain
Step 4) The third-correction. We set η 3 (n) = C 2 Φ 3 (7;n) , and define Remark 5. It could be imagined that if we apply the correction-process many times, then, we can obtain kth-correction sequence
with the rate of convergence
Remark 6. For comparison, the result ν 1 (n) in Theorem 2 is the same as r 2 (n) in (1.9), and lim n→∞
= 0.950367 · · · < 1. Theoretically at least, for a large n the above formula may reduce or eliminate numerically computations compared with Euler-Maclaurin summation formula. For example, if we take n = 2 15 = 32768 in Theorem 2, then −1.09418 · 10 −69 < ν 3 (n) − γ < 0.
Remark 7. We can take different initial-correction function to find some other simple faster approximations. For example, we choose the initial-correction function η 0 (n) = − ln n+ 1 2 ln n 2 + n + 1 3 , see, Chen and Li [10] . By Lemma 1, it is not very difficult for us to check that 
Landau Constants
Now we consider the difference u 0 (n) − u 0 (n + 1). It follows immediately from (4.27)
First, from the duplication formula (Legendre, 1809)
where q(n) is defined by (2.3) . Also see p.739 in Granath [21] or p.306 in Chen [9] . By (4.28) and (4.30), one has
From Lemma 2 and (2.6), on one hand, it can be observed that for all positive integer j, one has
On the other hand, we can check by using Mathematica software Step 2) The first-correction. We let
Note that the first term of (4.41) can be treated by the same method in (step 1). Here we only need to replace (4.36) By applying Mathematica software again, we have The fastest sequence (u 1 (n)) n≥1 is obtained when the first two coefficients of this power series vanish. In this case
Finally, by using Lemma 1, one has
Step 3) The second-correction. We let
and define By using Lemma 1 again, it is not very difficult for us to check the following assertion.
Theorem 3. Let c 0 , C 2 be defined by (1.15) and (4.50) respectively, and Then we have
Remark 8. It should be stressed that that a "good" initial-correction is very important for us to accelerate the convergence. In addition, one may study analogous question by choosing different initial-correction.
The following Theorem tells us how to improve (1.17) and (1.20) . Proof. Although the method used in this section is very similar to that in proof of Theorem 1, we would like to give a full proof for the sake of completeness. First, we can see that the inequalities (4.56) are true for n = 0. Hence, in the following we only need to prove that these inequalities are also true for n ≥ 1. To this end, let Similarly, we can check This completes the proof of Theorem 4.
