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Abstract
In this paper, we establish some second order necessary/sufficient optimality condi-
tions for optimal control problems of stochastic evolution equations in infinite dimen-
sions. The control acts on both the drift and diffusion terms and the control region
is convex. The concepts of relaxed and V -transposition solutions (introduced in our
previous works) to operator-valued backward stochastic evolution equations are em-
ployed to derive these optimality conditions. The correction part of the second order
adjoint equation, which does not appear in the (first order) Pontryagin-type stochastic
maximum principle, plays a fundamental role in our second order optimality conditions.
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1 Introduction
Let (Ω,F ,F,P) be a complete filtered probability space with the filtration F = {Ft}t≥0, on
which a one-dimensional standard Brownian motion {W (t)}t≥0 is defined. Let T > 0, and
let X be a Banach space with norm | · |X . For any t ∈ [0, T ] and r ∈ [1,∞), denote by
LrFt(Ω;X) the Banach space of all Ft-measurable random variables ξ : Ω → X such that
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E|ξ|rX <∞, with the canonical norm. Also, denote by DF([0, T ];Lr(Ω;X)) the vector space
of all X-valued F-adapted processes φ(·) such that φ(·) : [0, T ] → LrFT (Ω;X) is ca`dla`g, i.e.,
right continuous with left limits. Clearly, DF([0, T ];L
r(Ω;X)) is a Banach space with the
following norm
‖φ(·)‖DF([0,T ];Lr(Ω;X)) = sup
t∈[0,T )
[E|φ(t)|rX ]1/r .
Denote by CF([0, T ];L
r(Ω;X)) the Banach space of all X-valued F-adapted processes φ(·)
such that φ(·) : [0, T ] → LrFT (Ω;X) is continuous, with norm inherited from DF([0, T ];
Lr(Ω;X)). Fix any r1, r2, r3, r4 ∈ [1,∞). Put
Lr1
F
(Ω;Lr2(0, T ;X)) =
{
ϕ : (0, T )× Ω→ X ∣∣ ϕ(·) is F-adapted and
‖ϕ‖Lr1
F
(Ω;Lr2(0,T ;X))
△
=
[
E
(∫ T
0
|ϕ(t)|r2Xdt
) r1
r2
] 1
r1
<∞
}
,
Lr2
F
(0, T ;Lr1(Ω;X)) =
{
ϕ : (0, T )× Ω→ X ∣∣ ϕ(·) is F-adapted and
‖ϕ‖Lr2
F
(0,T ;Lr1(Ω;X))
△
=
[ ∫ T
0
(
E|ϕ(t)|r1X
) r2
r1
dt
] 1
r2
<∞
}
.
Clearly, both Lr1
F
(Ω;Lr2(0, T ;X)) and Lr2
F
(0, T ;Lr1(Ω;X)) are Banach spaces with the canon-
ical norms. If r1 = r2, we simply write the above spaces as L
r1
F
(0, T ;X). Let Y be another
Banach space. Denote by L(X ; Y ) the (Banach) space of all bounded linear operators
from X to Y , with the usual operator norm (When Y = X , we simply write L(X) in-
stead of L(X ; Y )). Further, we denote by Lpd
(
Lr1
F
(0, T ;Lr2(Ω;X)), Lr3
F
(0, T ;Lr4(Ω; Y ))
)
(resp. Lpd
(
X, Lr3
F
(0, T ;Lr4(Ω; Y ))
)
) the vector space of all bounded, pointwisely defined
linear operators L from Lr1
F
(0, T ;Lr2(Ω;X)) (resp. X) to Lr3
F
(0, T ;Lr4(Ω; Y )), i.e., for
a.e. (t, ω) ∈ (0, T ) × Ω, there exists an L(t, ω) ∈ L(X ; Y ) verifying that (Lϕ(·))(t, ω) =
L(t, ω)ϕ(t, ω), ∀ ϕ(·) ∈ Lr1
F
(0, T ;Lr2(Ω;X)) (resp.
(Lx)(t, ω) = L(t, ω)x, ∀ x ∈ X). Sim-
ilarly, one can define the spaces Lpd
(
Lr2(Ω;X), Lr3
F
(0, T ;Lr4(Ω; Y ))
)
and Lpd
(
Lr2(Ω;X),
Lr4(Ω; Y )
)
, etc.
Let H be a separable Hilbert space with the norm | · |H and the inner product 〈·, ·〉H ,
and let A be an unbounded linear operator (with domain D(A) on H), which generates a
C0-semigroup {eAt}t≥0. Denote by A∗ the adjoint operator of A. Clearly, D(A) is a Hilbert
space with the usual graph norm, and A∗ is the infinitesimal generator of {eA∗t}t≥0, the
adjoint C0-semigroup of {eAt}t≥0. Let U be a closed convex subset of another separable
Hilbert space H1 (with norm | · |H1 and inner product 〈·, ·〉H1). For any β ≥ 2, put
Uβ[0, T ] ,
{
u(·) ∈ Lβ
F
(0, T ;H1)
∣∣∣ u(t, ω) ∈ U, a.e. (t, ω) ∈ [0, T ]× Ω}.
Consider the following controlled (forward) stochastic evolution equation (SEE for short):{
dx =
(
Ax+ a(t, x, u)
)
dt+ b(t, x, u)dW (t) in (0, T ],
x(0) = x0,
(1.1)
where a, b are two suitable functions from [0, T ] × H × U to H , u ∈ Uβ[0, T ] and x0 ∈
2
L
β
F0
(Ω;H). We call x(·) = x(· ; x0, u) ∈ CF([0, T ];Lβ(Ω;H)) a mild solution to (1.1) if
x(t) = eAtx0 +
∫ t
0
eA(t−s)a(s, x(s), u(s))ds
+
∫ t
0
eA(t−s)b(s, x(s), u(s))dW (s), P-a.s., ∀ t ∈ [0, T ].
Define a cost functional J (·) (for the control system (1.1)) as follows:
J (u(·)) , E
[ ∫ T
0
g(t, x(t), u(t))dt+ h(x(T ))
]
, u(·) ∈ Uβ[0, T ], (1.2)
where g : [0, T ]× H × U → R and h : H → R are suitably given functions, and x(·) is the
corresponding solution to (1.1).
In this paper we are concerned with the following optimal control problem for (1.1):
Problem (P) Find a u¯(·) ∈ U2[0, T ] such that
J (u¯(·)) = inf
u(·)∈U2[0,T ]
J (u(·)). (1.3)
Any u¯(·) satisfying (1.3) is called an optimal control. The state x¯(·) corresponding to u¯(·)
is called the optimal state, and (x¯(·), u¯(·)) is called an optimal pair.
It is one of the most important issues in optimal control theory to establish optimality
conditions for optimal controls, which can be employed to distinguish optimal controls from
the other admissible controls. Since the landmark work in [38], first-order necessary condi-
tions are studied extensively in the literature for different kinds of control systems, such as
systems governed by ordinary differential equations (e.g. [38]), systems governed by ordi-
nary difference equations (e.g. [5]), systems governed by partial differential equations (e.g.
[24]), systems governed by stochastic ordinary differential equations (e.g. [37, 41]), systems
governed by SEEs (e.g. [27]), etc.
Similar to the Calculus of Variations (or even the elementary calculus), in addition to the
first-order necessary conditions, some second order necessary conditions should be established
to distinguish optimal controls from the candidates which satisfy the first order necessary
conditions, especially when the optimal controls are singular, i.e., optimal controls satisfy the
first order necessary conditions trivially. For instance, when the Hamiltonian corresponding
to optimal controls is equal to a constant in a subset of the control region or the gradient
and the Hessian (with respect to the control variable u) of the corresponding Hamiltonian
vanish/degenerate. In these cases, the first order necessary conditions are not enough to
determine the optimal controls. For more details, we refer the reader to the introduction of
[45].
The study of second order necessary conditions for controlled (deterministic) ordinary
differential equations may date back to the early time of modern control theory (e.g. [3,
16, 17, 23]) and attracts lots of attention until recently (see [6, 12, 22, 25, 36] and the
rich references cited therein). However, as far as we know, there are merely a few published
papers for second-order necessary conditions for stochastic optimal control problems in finite
dimensions:
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• In [1, 31, 39], the main concern focused on the case that the diffusion term is indepen-
dent of the control variable. In [31, 39], pointwise second-order maximum principles for
stochastic singular optimal controls in the sense of Pontryagin-type maximum principle
were established, while in [1], the control system with time delay was discussed;
• When the diffusion terms of the control systems contain the control variable, in [9],
an integral-type second-order necessary condition for stochastic optimal controls was
derived under the assumption that the control region is convex;
• Recently, in [43, 44] (see also [45]) and [13], under some assumptions in terms of the
Malliavin Calculus, the authors established pointwise second order necessary conditions
for stochastic singular optimal controls with both the convex and the general control
constrains;
• Very recently, some first and second order integral type necessary optimality condi-
tions for stochastic optimal control problems with state constraints and closed control
constraints were obtained in [14, 15].
The research on the second order sufficient condition for optimal controls also has a long
history. It is found that the second order sufficient condition has important applications in
the sensitivity analysis and the numerical methods for the optimal control problems. The
corresponding theory for the deterministic cases has been extensively studied (e.g. [7, 10, 19,
21, 25, 33, 35, 42]). However, as far as we know, [9] is the only one reference which contains
a sort subsection on the second order sufficient condition for optimal controls of stochastic
control systems in finite dimensions.
To the best of our knowledge, before our work there exists no literature addressed to
the second optimality condition for optimal controls of stochastic control systems in infinite
dimensions.
The main purpose of this paper is to establish the second order necessary and sufficient
conditions for optimal control problems of SEEs. In this work, both drift and diffusion
terms, i.e., a(t, x, u) and b(t, x, u), may contain the control variable u, and we assume that
the control region U is convex. The key difference between [9, 13, 43] and the present
work is that we consider here the SEEs in infinite dimensions. For such kind of control
systems, the second order adjoint equation, which is an operator-valued backward stochastic
evolution equation (BSEE for short), is much more complex than that in finite dimensions.
The main difficulty to study the well-posedness of backward stochastic evolution equations
is that, there exists no proper definition of the Itoˆ integral for operator-valued stochastic
processes (e.g. [40]). This leads to some essential obstacle to obtain the representation of
the correction part of the solutions to such sort of BSEEs. However, it can be found in [45]
that, the correction part of the second order adjoint equation plays an indispensable role in
the second order necessary conditions.
In this paper, we first employ the notion of relaxed transposition solution (introduced
in [27, 28]) for the second order adjoint equations to derive an integral-type second order
necessary condition for optimal controls. Then, we use the notion of V -transposition solution
(introduced in [29]) for the second order adjoint equations to obtain a pointwise second order
necessary condition. We remark that, quite different from that in the deterministic setting,
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there exist some essential difficulties to derive the pointwise second-order necessary condition
from an integral-type one when the diffusion term of the control system depends on the
control variable, even for the special case of convex control constraint. We overcome these
difficulties by some technique developed in [43], which is for stochastic control problems in
finite dimensions.
Also, we establish a second order sufficient condition for optimal controls. This type of
condition essentially ensures that the cost functional has a quadratic growth property near an
admissible control and hence ensures the local optimality and uniqueness of the minimizer.
The basic idea comes from the second order sufficient conditions in optimization theory.
The rest of this paper is organized as follows: In Section 2, we prove some useful estimates
corresponding to the control system and present some results for (operator-valued) BSEEs.
Section 3 is devoted to establishing the integral type second order necessary conditions for
stochastic optimal controls. In Section 4, we obtain a pointwise second order necessary opti-
mality condition. Section 5 is addressed to the second order sufficient optimality conditions.
Finally, in Section 6 two simple examples are provided to show the applications of the second
order optimality conditions established in Sections 4 and 5.
Partial results of this paper have been announced in [26] without detailed proof.
2 Some preliminaries
Throughout this paper, we assume the following condition.
(A1) Suppose that a(·, ·, ·) : [0, T ]×H × U → H and b(·, ·, ·) : [0, T ]×H × U → H are two
maps satisfying:
i) For any (x, u) ∈ H × U , both a(·, x, u) : [0, T ] → H and b(·, x, u) : [0, T ] → H are
Lebesgue measurable;
ii) There is a constant CL > 0 such that, for a.e. t ∈ [0, T ], any x, x˜ ∈ H and any u, u˜ ∈ U ,{
|a(t, x, u)− a(t, x˜, u˜)|H + |b(t, x, u)− b(t, x˜, u˜)|H ≤ CL
(|x− x˜|H + |u− u˜|H1),
|a(t, 0, 0)|H + |b(t, 0, 0)|H ≤ CL.
(2.1)
In the sequel, we shall denote by C a generic constant, depending on T , A, β and CL (or F ,
J and K to be introduced later), which may be different from one place to another. Similar
to [11, Chapter 7], for any u(·) ∈ Uβ[0, T ], it is easy to show that, under the assumption
(A1), the equation (1.1) is well-posed in the sense of mild solution and
‖x‖CF([0,T ];Lβ(Ω;H)) ≤ C
(
1 + ‖x0‖Lβ
F0
(Ω;H) + ‖u‖Lβ
F
(Ω;L2(0,T ;H1))
)
.
Also, we need the following condition:
(A2) Suppose that g(·, ·, ·) : [0, T ] × H × U → R and h(·) : H → R are two functions
satisfying:
i) For any (x, u) ∈ H × U , g(·, x, u) : [0, T ]→ R is Lebesgue measurable;
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ii) There is a constant CL > 0 such that, for a.e. t ∈ [0, T ], any x ∈ H and u ∈ U ,
|g(t, x, u)|+ |h(x)| ≤ CL(1 + |x|2H + |u|2H1). (2.2)
Under Assumptions (A1) and (A2), the optimal control problem (1.3) (with β ≥ 2) is
well-defined.
To establish second order necessary conditions, we need to introduce further assumptions
for a(·, ·, ·), b(·, ·, ·), g(·, ·, ·) and h(·). To simplify the notation, for ϕ = a, b, f and g, we denote
by ϕx(t, x, u) and ϕu(t, x, u) respectively the first order partial derivatives of ϕ with respect
to x and u at (t, x, u), by ϕxx(t, x, u), ϕxu(t, x, u) and ϕuu(t, x, u) the second order partial
derivatives of ϕ at (t, x, u).
(A3) The maps a(t, ·, ·) and b(t, ·, ·), and the functional g(t, ·, ·) and h(·) are C2 with respect
to x and u. Moreover, there exists a constant CL > 0 such that, for a.e. t ∈ [0, T ] and any
(x, u) ∈ H × U ,
‖ax(t, x, u)‖L(H) + ‖bx(t, x, u)‖L(H) + ‖au(t, x, u)‖L(H1;H) + ‖bu(t, x, u)‖L(H1;H) ≤ CL,
|gx(t, x, u)|H + |gu(t, x, u)|H1 + |hx(x)|H ≤ CL(1 + |x|H + |u|H1)
‖axx(t, x, u)‖L(H×H;H) + ‖bxx(t, x, u)‖L(H×H;H) + ‖axu(t, x, u)‖L(H×H1;H)
+‖bxu(t, x, u)‖L(H×H1;H) + ‖auu(t, x, u)‖L(H1×H1;H) + ‖buu(t, x, u)‖L(H1×H1;H) ≤ CL,
‖gxx(t, x, u)‖L(H) + ‖gxu(t, x, u)‖L(H;H1) + ‖guu(t, x, u)‖L(H1) + ‖hxx(x)‖L(H) ≤ CL.
(2.3)
First, using Assumptions (A1) and (A3), we give some estimates for the control system
(1.1) and its linearized systems.
Let u¯(·) ∈ Uβ[0, T ] and x¯(·) be the corresponding state of control system (1.1). For
ϕ = a, b and g, put
ϕ1(t) = ϕx(t, x¯(t), u¯(t)), ϕ2(t) = ϕu(t, x¯(t), u¯(t))
and
ϕ11(t) = ϕxx(t, x¯(t), u¯(t)), ϕ22(t) = ϕuu(t, x¯(t), u¯(t)), ϕ12(t) = ϕxu(t, x¯(t), u¯(t)).
Let u(·) ∈ Uβ [0, T ] be another admissible control with related state x(·). Set δu(·) =
u(·)− u¯(·) and δx(·) = x(·) − x¯(·). Consider the following first and second order linearized
evolution equations:{
dy =
[
Ay + a1(t)y + a2(t)δu
]
dt+
[
b1(t)y + b2(t)δu
]
dW (t) in (0, T ],
y(0) = 0;
(2.4)

dz =
[
Az + a1(t)z + a11(t)(y, y) + 2a12(t)(y, δu) + a22(t)(δu, δu)
]
dt
+
[
b1(t)z + b11(t)(y, y) + 2b12(t)(y, δu) + b22(t)(δu, δu)
]
dW (t) in (0, T ],
z(0) = 0.
(2.5)
We have the following estimates.
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Lemma 2.1 Let (A1) and (A3) hold. Then, for any β ≥ 2,
‖δx‖CF([0,T ];Lβ(Ω;H)) ≤ C‖δu‖Lβ
F
(Ω;L2(0,T ;H1))
,
‖y‖CF([0,T ];Lβ(Ω;H)) ≤ C‖δu‖Lβ
F
(Ω;L2(0,T ;H1))
,
‖z‖CF([0,T ];Lβ(Ω;H)) ≤ C‖δu‖2L2β
F
(Ω;L4(0,T ;H1))
,
‖δx− y‖CF([0,T ];Lβ(Ω;H)) ≤ C‖δu‖2L2β
F
(Ω;L4(0,T ;H1))
.
Proof : We divide the proof into two steps.
Step 1. In this step, we prove the estimates for δx, y and z.
Put 
a˜1(t)
△
=
∫ 1
0
ax(t, x¯(t) + θδx(t), u(t))dθ,
a˜2(t)
△
=
∫ 1
0
au(t, x¯(t), u¯(t) + θδu(t))dθ,
b˜1(t)
△
=
∫ 1
0
bx(t, x¯(t) + θδx(t), u(t))dθ,
b˜2(t)
△
=
∫ 1
0
bu(t, x¯(t), u¯(t) + θδu(t))dθ.
It is easy to see that δx(·) satisfies the following SEE:{
dδx =
(
Aδx+ a˜1(t)δx+ a˜2(t)δu
)
dt+
(
b˜1(t)δx+ b˜2(t)δu
)
dW (t) in (0, T ],
δx(0) = 0.
(2.6)
Then, by Assumption (A3), we find that
E|δx(t)|βH = E
∣∣∣ ∫ t
0
eA(t−s)a˜1(s)δx(s)ds+
∫ t
0
eA(t−s)a˜2(s)δu(s)ds
+
∫ t
0
eA(t−s)b˜1(s)δx(s)dW (s) +
∫ t
0
eA(t−s)b˜2(s)δu(s)dW (s)
∣∣∣β
H
≤ CE
(∣∣∣ ∫ t
0
eA(t−s)a˜1(s)δx(s)ds
∣∣∣β
H
+
∣∣∣ ∫ t
0
eA(t−s)b˜1(s)δx(s)dW (s)
∣∣∣β
H
+
∣∣∣ ∫ t
0
eA(t−s)a˜2(s)δu(s)ds
∣∣∣β
H
+
∣∣∣ ∫ t
0
eA(t−s)b˜2(s)δu(s)dW (s)
∣∣∣β
H
)
≤ C
[ ∫ t
0
E|δx(s)|βHds+ E
(∫ T
0
|δu(s)|2H1ds
)β
2
]
.
(2.7)
It follows from (2.7) and Gronwall’s inequality that
sup
t∈[0,T ]
E|δx(t)|βH ≤ C‖δu‖βLβ
F
(Ω;L2(0,T ;H1))
. (2.8)
In the same way, by (2.4) and Gronwall’s inequality we get that
sup
t∈[0,T ]
E|y(t)|βH ≤ C‖δu‖βLβ
F
(Ω;L2(0,T ;H1))
. (2.9)
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Then, by Assumption (A3) and (2.9),
E|z(t)|βH = E
∣∣∣ ∫ t
0
eA(t−s)
[
a1(s)z(s) + a11(s)(y(s), y(s))
+2a12(s)(y(s), δu(s)) + a22(s)(δu(s), δu(s))
]
ds
+
∫ t
0
eA(t−s)
[
b1(s)z + b11(s)(y(s), y(s))
+2b12(s)(y(s), δu(s)) + b22(s)(δu(s), δu(s))
]
dW (s)
∣∣∣β
H
≤ C
[ ∫ t
0
E|z(s)|βHds+ E
( ∫ T
0
|y(s)|4Hdt
) β
2
+ E
( ∫ T
0
|δu(s)|4H1ds
)β
2
]
≤ C
[ ∫ t
0
E|z(s)|βHds+ E
∫ T
0
|y(s)|2βH dt+ E
( ∫ T
0
|δu(s)|4H1ds
)β
2
]
.
Therefore,
sup
t∈[0,T ]
E|z(t)|βH ≤ C‖δu‖2βL2β
F
(Ω;L4(0,T ;H1))
.
Step 2. In this step, we show that∥∥δx− y∥∥
CF([0,T ];Lβ(Ω;H))
≤ C‖δu‖2
L2β
F
(Ω;L4(0,T ;H1))
. (2.10)
Let r1(·) = δx(·)− y(·). Then r1 solves
dr1 =
[
Ar1 + a˜1(t)r1 +
(
a˜1(t)− a1(t)
)
y +
(
a˜2(t)− a2(t)
)
δu
]
dt
+
[
b˜1(t)r1 +
(
b˜1(t)− b1(t)
)
y +
(
b˜2(t)− b2(t)
)
δu
]
dW (t) in (0, T ],
r1(0) = 0.
(2.11)
By (A3), a1(t, ·, ·), a2(t, ·, ·), b1(t, ·, ·) and b2(t, ·, ·) are Lipschitz on H × U with respect
to t uniformly. Then, it follows from (2.8), (2.9) and (2.11) that
E|r1(t)|βH
= E
∣∣∣ ∫ t
0
eA(t−s)a˜1(s)r1(s)ds+
∫ t
0
eA(t−s)b˜1(s)r1(s)dW (s)
+
∫ t
0
eA(t−s)
(
a˜1(s)− a1(s)
)
y(s)ds+
∫ t
0
eA(t−s)
(
b˜1(s)− b1(s)
)
y(s)dW (s)
+
∫ t
0
eA(t−s)
(
a˜2(s)− a2(s)
)
δu(s)ds+
∫ t
0
eA(t−s)
(
b˜2(s)− b2(s)
)
δu(s)dW (s)
∣∣∣β
H
≤ C
{
E
∫ t
0
|r1(s)|βHds+ E
[ ∫ T
0
(‖a˜1(s)− a1(s)‖2L(H) + ‖b˜1(s)− b1(s)‖2L(H)) · |y(s)|2Hds]β2
+E
[ ∫ T
0
(‖a˜2(s)− a2(s)‖2L(H1,H) + ‖b˜2(s)− b2(s)‖2L(H1,H)) · |δu(s)|2H1ds]β2}
≤ C
[
E
∫ t
0
|r1(s)|βHds+ E
(∫ T
0
(|δx|2H + |δu|2H1) · |y(s)|2Hds)β2 + E(∫ T
0
|δu(s)|4H1ds
)β
2
]
≤ C
[
E
∫ t
0
|r1(s)|βHds+ E
(∫ T
0
|δu(s)|4H1ds
)β
2
]
,
8
which, together with Gronwall’s inequality, implies that
sup
t∈[0,T ]
E|r1(t)|βH ≤ C‖δu‖2βL2β
F
(Ω;L4(0,T ;H1))
.
This completes the proof of Lemma 2.1.
Next, we give a well-posedness result for the H-valued BSEE:{
dp(t) = −A∗p(t)dt+ f(t, p(t), q(t))dt+ q(t)dW (t) in [0, T ),
p(T ) = pT .
(2.12)
Here pT ∈ L2FT (Ω;H), f : [0, T ]×H ×H × Ω→ H satisfies
f(·, 0, 0) ∈ L1
F
(0, T ;L2(Ω;H)),
|f(t, k1, k2)− f(t, k˜1, k˜2)|H ≤ CL
(|k1 − k˜1|H + |k2 − k˜2|H),
a.e. (t, ω) ∈ [0, T ]× Ω, ∀ k1, k2, k˜1, k˜2 ∈ H.
(2.13)
Since neither the usual natural filtration condition nor the quasi-left continuity is assumed
for the filtration F, we cannot apply the existing results on infinite dimensional BSEEs (e.g.
[2, 20, 30, 32]) to obtain the well-posedness of the equation (2.12). In what follows we
introduce the concept of the transposition solution to (2.12) and give the well-posedness
result. To this end, we consider the following (forward) SEE:{
dϕ = (Aϕ+ v1)ds+ v2dW (s) in (t, T ],
ϕ(t) = η,
(2.14)
where t ∈ [0, T ], v1 ∈ L1F(t, T ;L2(Ω;H)), v2 ∈ L2F(t, T ;H) and η ∈ L2Ft(Ω;H) (see [11,
Chapter 6] for the well-posedness of (2.14) in the sense of the mild solution).
Definition 2.1 We call (p(·), q(·)) ∈ DF([0, T ];L2(Ω;H)) × L2F(0, T ;H) a transposition
solution to (2.12) if for any t ∈ [0, T ], v1(·) ∈ L1F(t, T ;L2(Ω;H)), v2(·) ∈ L2F(t, T ;H),
η ∈ L2Ft(Ω;H) and the corresponding solution ϕ ∈ CF([t, T ];L2(Ω;H)) to the equation (2.14),
it holds that
E
〈
ϕ(T ), pT
〉
H
− E
∫ T
t
〈
ϕ(s), f(s, p(s), q(s))
〉
H
ds
= E
〈
η, p(t)
〉
H
+ E
∫ T
t
〈
v1(s), p(s)
〉
H
ds+ E
∫ T
t
〈
v2(s), q(s)
〉
H
ds.
Theorem 2.1 [28, Theorem 2.2] Let pT ∈ L2FT (Ω;H) and f(·, ·, ·) satisfy (2.13). Then the
equation (2.12) admits a unique transposition solution (p(·), q(·)) ∈ DF([0, T ];L2(Ω; H)) ×
L2
F
(0, T ;H). Furthermore,
‖(p(·), q(·))‖DF([0,T ];L2(Ω;H))×L2F(0,T ;H) ≤ C
(‖f(·, 0, 0)‖L1
F
(0,T ;L2(Ω;H)) + ‖pT‖L2
FT
(Ω;H)
)
.
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We also need the following L(H)-valued BSEE1:
dP = −(A∗ + J∗)Pdt− P (A+ J)dt−K∗PKdt− (K∗Q+QK)dt
+Fdt+QdW (t) in [0, T ),
P (T ) = PT ,
(2.15)
where F ∈ L1
F
(0, T ;L2(Ω;L(H))), PT ∈ L2FT (Ω;L(H)), and J,K ∈ L4F(0, T ;L∞(Ω;L(H))).
To define the solution to (2.15), let us introduce two SEEs:{
dφ1 = (A+ J)φ1ds+ u1ds+Kφ1dW (s) + v1dW (s) in (t, T ],
φ1(t) = ξ1
(2.16)
and {
dφ2 = (A+ J)φ2ds+ u2ds+Kφ2dW (s) + v2dW (s) in (t, T ],
φ2(t) = ξ2.
(2.17)
Here ξ1, ξ2 ∈ L4Ft(Ω;H) and u1, u2, v1, v2 ∈ L2F(t, T ;L4(Ω;H)). Write
DF,w([0, T ];L
2(Ω;L(H)))
△
=
{
P (·, ·)
∣∣∣ P (·, ·) ∈ Lpd(L2F(0, T ;L4(Ω;H)), L2F(0, T ;L 43 (Ω;H))),
and for every t ∈ [0, T ] and ξ ∈ L4Ft(Ω;H),
P (·, ·)ξ ∈ DF([t, T ];L 43 (Ω;H)) and ‖P (·, ·)ξ‖DF([t,T ];L 43 (Ω;H)) ≤ C‖ξ‖L4Ft(Ω;H)
}
and
Q[0, T ]△=
{(
Q(·), Q̂(·)
) ∣∣∣ For any t∈ [0, T ], both Q(t) and Q̂(t) are bounded linear operators
from L4Ft(Ω;H)× L2F(t, T ;L4(Ω;H))× L2F(t, T ;L4(Ω;H)) to L2F(t, T ;L
4
3 (Ω;H))
and Q(t)(0, 0, ·)∗ = Q̂(t)(0, 0, ·)
}
.
Definition 2.2 We call
(
P (·), (Q(·), Q̂(·))) ∈ DF,w([0, T ];L2(Ω;L(H))) × Q[0, T ] a relaxed
transposition solution to (2.15) if for any t ∈ [0, T ], ξ1, ξ2 ∈ L4Ft(Ω;H), u1(·), u2(·) ∈
L2
F
(t, T ;L4(Ω;H)) and v1(·), v2(·) ∈ L2F(t, T ;L4(Ω;H)), it holds that
E
〈
PTφ1(T ), φ2(T )
〉
H
− E
∫ T
t
〈
F (s)φ1(s), φ2(s)
〉
H
ds
= E
〈
P (t)ξ1, ξ2
〉
H
+ E
∫ T
t
〈
P (s)u1(s), φ2(s)
〉
H
ds+ E
∫ T
t
〈
P (s)φ1(s), u2(s)
〉
H
ds
+E
∫ T
t
〈
P (s)K(s)φ1(s), v2(s)
〉
H
ds+ E
∫ T
t
〈
P (s)v1(s), K(s)φ2(s) + v2(s)
〉
H
ds
+E
∫ T
t
〈
v1(s), Q̂
(t)(ξ2, u2, v2)(s)
〉
H
ds+ E
∫ T
t
〈
Q(t)(ξ1, u1, v1)(s), v2(s)
〉
H
ds.
(2.18)
Here, φ1(·) and φ2(·) solve (2.16) and (2.17), respectively.
1Throughout this paper, for any operator-valued process (resp. random variable) R, we denote by R∗ its
pointwisely dual operator-valued process (resp. random variable), e.g., if R ∈ Lr1
F
(0, T ;Lr2(Ω;L(H ;H1))),
then R∗ ∈ Lr1
F
(0, T ;Lr2(Ω;L(H1;H))), and ‖R‖Lr1
F
(0,T ;Lr2(Ω;L(H;H1)))
= ‖R∗‖Lr1
F
(0,T ;Lr2(Ω;L(H1;H)))
.
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Theorem 2.2 Suppose that L2FT (Ω) is a separable Banach space. Then, the equation (2.15)
admits a unique relaxed transposition solution
(
P (·), (Q(·), Q̂(·))) ∈ DF,w([0, T ];L2(Ω;L(H)))
×Q[0, T ]. Furthermore,
‖P‖DF,w([0,T ];L2(Ω;L(H))) +
∥∥(Q(·), Q̂(·))∥∥
Q[0,T ]
≤ C(‖F‖L1
F
(0,T ; L2(Ω;L(H))) + ‖PT‖L2
FT
(Ω; L(H))
)
.
Proof : See [27, Chapter 6] or [28, Section 3].
Finally, we introduce the concept of the V -transposition solution to the equation (2.15).
Let V be a Hilbert space such that H ⊂ V and the embedding operator from H to V is
Hilbert-Schmidt. Denote by V ′ the dual space of V with respect to the pivot space H . Then
we know that the embedding operator from V ′ to H is also Hilbert-Schmidt. Let X and
Y be two Hilbert spaces. Denote by L2(X ; Y ) (L2(X) for X = Y ) the Hilbert space of all
Hilbert-Schmidt operators from X to Y .
Definition 2.3 We call
(P (·), Q(·)) ∈ Dw,F([0, T ];L2(Ω;L(H)))× L2F(0, T ;L2(H ;V ))
a V -transposition solution to (2.15) if for any t ∈ [0, T ], ξ1, ξ2 ∈ L4Ft(Ω;H), u1(·), u2(·) ∈
L2
F
(t, T ; L4(Ω;H)) and v1(·), v2(·) ∈ L2F(t, T ;L4(Ω;V ′)), it holds that
E
〈
PTφ1(T ), φ2(T )
〉
H
− E
∫ T
t
〈
F (s)φ1(s), φ2(s)
〉
H
ds
= E
〈
P (t)ξ1, ξ2
〉
H
+E
∫ T
t
〈
P (s)u1(s), φ2(s)
〉
H
ds+ E
∫ T
t
〈
P (s)φ1(s), u2(s)
〉
H
ds
+E
∫ T
t
〈
P (s)K(s)φ1(s), v2(s)
〉
H
ds+E
∫ T
t
〈
P (s)v1(s), K(s)φ2(s)+v2(s)
〉
H
ds
+E
∫ T
t
〈
v1(s), Q
∗(s)φ2(s)
〉
V ′,V
ds+ E
∫ T
t
〈
Q(s)φ1(s), v2(s)
〉
V,V ′
ds.
(2.19)
Here, φ1(·) and φ2(·) solve (2.16) and (2.17), respectively.
Set
LHV ′ △=
{
B ∈ L(H)| The restriction of B on V ′ belongs to L(V ′)
}
with the norm
|B|LHV ′ = |B|L(H) + |B|L(V ′).
Let us introduce the following condition:
(A4) A generates a C0-semigroup on V
′
and J,K ∈ L∞
F
(0, T ;LHV ′ ).
Lemma 2.2 ([29, Theorem 3.3]) Suppose that (A4) hold. Then the equation (2.15) admits
a unique V -transposition solution
(
P,Q
)
. Furthermore,
‖(P,Q)‖Dw,F([0,T ];L2(Ω;L(H)))×L2F(0,T ;L2(H;V ))
≤ C(‖F‖L1
F
(0,T ;L2(Ω;L(H))) + ‖PT‖L2
FT
(Ω;L(H))
)
.
(2.20)
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3 Integral-type second order necessary conditions
In this section, we give some integral-type second order necessary conditions for optimal
controls.
Define
H(t, x, u, k1, k2)
△
=
〈
k1, a(t, x, u)
〉
H
+
〈
k2, b(t, x, u)
〉
H
− g(t, x, u),
(t, x, u, k1, k2) ∈ [0, T ]×H × U ×H ×H.
(3.1)
Let (x¯(·), u¯(·)) be an optimal pair, (p(·), q(·)) be the transposition solution of the equation
(2.12), where pT and f(·, ·, ·) are given by{
pT = −hx
(
x¯(T )
)
,
f(t, k1, k2) = −ax(t, x¯(t), u¯(t))∗k1 − bx
(
t, x¯(t), u¯(t)
)∗
k2 + gx
(
t, x¯(t), u¯(t)
)
.
(3.2)
Put 
Hx(t) = Hx(t, x¯(t), u¯(t), p(t), q(t)),
Hu(t) = Hu(t, x¯(t), u¯(t), p(t), q(t)),
Hxx(t) = Hxx(t, x¯(t), u¯(t), p(t), q(t)),
Hxu(t) = Hxu(t, x¯(t), u¯(t), p(t), q(t)),
Huu(t) = Huu(t, x¯(t), u¯(t), p(t), q(t)).
Let (P (·), (Q(·), Q̂(·))) be the relaxed transposition solution to the equation (2.15) in which
PT , J(·), K(·) and F (·) are given by{
PT = −hxx
(
x¯(T )
)
, J(t) = ax(t, x¯(t), u¯(t)),
K(t) = bx(t, x¯(t), u¯(t)), F (t) = −Hxx(t).
(3.3)
Our main result in this section is as follows.
Theorem 3.1 Assume that x0 ∈ L2F0(Ω;H) and L2FT (Ω) is separable. Let (A1)–(A3) hold,
and let u¯(·) ∈ U4[0, T ] be an optimal control and x¯(·) be the corresponding optimal state.
Then, for any u(·) ∈ U4[0, T ] such that
E
∫ T
0
〈
Hu(t), u(t)− u¯(t)
〉
H1
dt = 0, (3.4)
the following second order necessary condition holds:
E
∫ T
0
[〈
Huu(t)
(
u(t)−u¯(t)), u(t)− u¯(t)〉
H1
+
〈
b2(t)
∗P (t)b2(t)
(
u(t)−u¯(t)), u(t)−u¯(t)〉
H1
]
dt
+2E
∫ T
0
〈(
Hxu(t)+a2(t)
∗P (t)+b2(t)
∗P (t)b1(t)
)
y(t), u(t)− u¯(t)〉
H1
dt
+E
∫ T
0
〈(
Q̂(0)+Q(0)
)(
0, a2(t)
(
u(t)− u¯(t)), b2(t)(u(t)−u¯(t))), b2(t)(u(t)−u¯(t)))〉Hdt≤0,
(3.5)
where y(·) is the solution to the equation (2.4) corresponding to δu(·) = u(·) − u¯(·) and
(P (·), (Q(·), Q̂(·))) is the relaxed transposition solution to the equation (2.15) with the coeffi-
cients given by (3.3).
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Proof : Let us divide the proof into four steps.
Step 1. In this step, we introduce some notations.
Obviously, δu(·) = u(·)− u¯(·) ∈ L4
F
(0, T ;H1). Since U is convex, we see that
uε(·) = u¯(·) + εδu(·) = (1− ε)u¯(·) + εu(·) ∈ U4[0, T ] ⊂ U2[0, T ], ∀ ε ∈ [0, 1].
Denote by xε(·) the state process of (1.1) corresponding to the control uε(·). Let δxε(·) =
xε(·)− x¯(·) and for ψ = a, b, g, put
ψ˜ε11(t)
△
=
∫ 1
0
(1− θ)ψxx(t, x¯(t) + θδxε(t), u¯(t) + θεδu(t))dθ,
ψ˜ε12(t)
△
=
∫ 1
0
(1− θ)ψxu(t, x¯(t) + θδxε(t), u¯(t) + θεδu(t))dθ,
ψ˜ε22(t)
△
=
∫ 1
0
(1− θ)ψuu(t, x¯(t) + θδxε(t), u¯(t) + θεδu(t))dθ.
Also, we define
h˜εxx(T )
△
=
∫ 1
0
(1− θ)hxx(x¯(T ) + θδxε(T ))dθ.
Step 2. It follows from Lemma 2.1 that for any β ≥ 2,‖δx
ε‖CF([0,T ];Lβ(Ω;H)) ≤ Cε‖δu‖Lβ
F
(Ω;L2(0,T ;H1))
,
‖δxε − εy‖CF([0,T ];Lβ(Ω;H)) ≤ Cε2‖δu‖2L2β
F
(Ω;L4(0,T ;H1))
.
(3.6)
We claim that there exists a subsequence {εn}∞n=1 such that∥∥∥δxεn − εny − ε2n
2
z
∥∥∥
CF([0,T ];L2(Ω;H))
= o(ε2n). (3.7)
Obviously, δxε solves the following SEE:
dδxε =
[
Aδxε + a1(t)δx
ε + εa2(t)δu+ a˜
ε
11(t)
(
δxε, δxε
)
+2εa˜ε12(t)
(
δxε, δu
)
+ ε2a˜ε22(t)
(
δu, δu
)]
dt
+
[
b1(t)δx
ε + εb2(t)δu+ b˜
ε
11(t)
(
δxε, δxε
)
+2εb˜ε12(t)
(
δxε, δu
)
+ ε2b˜ε22(t)
(
δu, δu
)]
dW (t) in (0, T ],
δxε(0) = 0.
(3.8)
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Let rε2(·) = ε−2
(
δxε(·)− εy(·)− ε
2
2
z(·)
)
. Then rε2(·) fulfills
drε2 =
{
Arε2 + a1(t)r
ε
2 +
[
aε11(t)
(δxε
ε
,
δxε
ε
)
− 1
2
a11(t)(y, y)
]
+
[
2a˜ε12(t)
(δxε
ε
, δu
)
− a12(t)(y, δu)
]
+
(
a˜ε22(t)−
1
2
a22(t)
)
(δu, δu)
}
dt
+
{
b1(t)r
ε
2 +
[
b˜ε11(t)
(δxε
ε
,
δxε
ε
)
− 1
2
b11(t)(y, y)
]
+
[
2b˜ε12(t)
(δxε
ε
, δu
)
− b12(t)(y, δu)
]
+
(
b˜ε22(t)−
1
2
b22(t)
)
(δu, δu)
}
dW (t) in (0, T ],
rε2(0) = 0.
(3.9)
Put
Ψ1,ε(t) =
[
a˜ε11(t)
(δxε(t)
ε
,
δxε(t)
ε
)
− 1
2
a11(t)(y(t), y(t))
]
+
[
2a˜ε12(t)
(δxε(t)
ε
, δu(t)
)
−a12(t)(y(t), δu(t))
]
+
(
a˜ε22(t)−
1
2
a22(t)
)
(δu(t), δu(t))
and
Ψ2,ε(t) =
[
b˜ε11(t)
(δxε(t)
ε
,
δxε(t)
ε
)
− 1
2
b11(t)(y(t), y(t))
]
+
[
2b˜ε12(t)
(δxε(t)
ε
, δu(t)
)
−b12(t)(y(t), δu(t))
]
+
(
b˜ε22(t)−
1
2
b22(t)
)
(δu(t), δu(t)).
We have that
E
∣∣rε2(t)∣∣2H = E∣∣∣ ∫ t
0
eA(t−s)a1(s)r
ε
2(s)ds+
∫ t
0
eA(t−s)b1(s)r
ε
2(s)dW (s)
+
∫ t
0
eA(t−s)Ψ1,ε(s)ds+
∫ t
0
eA(t−s)Ψ2,ε(s)dW (s)
∣∣∣2
H
≤ C
(
E
∫ t
0
|rε2(s)|2Hds+ E
∫ t
0
|Ψ1,ε(s)|2Hds+ E
∫ t
0
|Ψ2,ε(s)|2Hds
)
.
(3.10)
By (3.6), there exists a subsequence {εn}∞n=1 such that xεn(·)→ x¯(·) (in H) a.e. in Ω× [0, T ],
as n → ∞. Then, by (3.6), Assumption (A3) and Lebesgue’s dominated convergence
theorem, we deduce that
lim
n→∞
E
∫ t
0
|Ψ1,εn(t)|2Hdt
≤ lim
n→∞
E
∫ T
0
∣∣∣[a˜εn11(t)(δxεn(t)εn , δx
εn(t)
εn
)
− 1
2
a11(t)(y(t), y(t))
]
+
[
2a˜εn12(t)
(δxεn(t)
εn
, δu(t)
)
− a12(t)(y(t), δu(t))
]
+
(
a˜εn22(t)−
1
2
a22(t)
)
(δu(t), δu(t))
∣∣∣2
H
dt
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≤ C lim
n→∞
E
∫ T
0
[∣∣∣a˜εn11(t)(δxεn(t)εn , δx
ε
n(t)
εn
)
−a˜εn11(t)(y(t), y(t))
∣∣∣2
H
+
∥∥∥a˜εn11(t)−12a11(t)∥∥∥2L(H×H, H) · |y(t)|4H
+2
∣∣∣a˜εn12(t)(δxεn(t)εn , δu(t)
)
− a˜εn12(t)(y(t), δu(t))
∣∣∣2
H
+
∥∥2a˜εn12(t)− a12(t)∥∥2L(H×H1, H) · |y(t)|2H · |δu(t)|2H1
+
∥∥∥a˜εn22(t)− 12a22(t)∥∥∥2L(H1×H1, H) · |δu(t)|4H1
]
dt
= 0. (3.11)
Similarly,
lim
n→∞
E
∫ t
0
|Ψ2,εn(t)|2Hdt = 0. (3.12)
Combining (3.10), (3.11) with (3.12) and using Gronwall’s inequality, we obtain (3.7).
Step 3. By Taylor’s formula, we see that
g(t, xε(t), uε(t))− g(t, x¯(t), u¯(t))
=
〈
g1(t), δx
ε(t)
〉
H
+ ε
〈
g2(t), δu(t)
〉
H1
+
〈
g˜ε11(t)δx
ε(t), δxε(t)
〉
H
+2ε
〈
g˜ε12(t)δx
ε(t), δu(t)
〉
H1
+ ε2
〈
g˜ε22(t)δu(t), δu(t)
〉
H1
(3.13)
and
h(xε(T ))− h(x¯(T )) = 〈hx(x¯(T )), δxε(T )〉H + 〈h˜εxx(T )δxε(T ), δxε(T )〉H . (3.14)
Using a similar argument in the proof of (3.7), we can obtain that for the subsequence
{εn}∞n=1 such that xεn(·)→ x¯(·) (in H) a.e. in [0, T ]× Ω, as n→∞,
lim
n→∞
1
ε2n
E
∫ T
0
(〈
g˜εn11 (t)δx
εn(t), δxεn(t)
〉
H
− ε
2
n
2
〈
g11(t)y(t), y(t)
〉
H
)
dt = 0,
lim
n→∞
1
ε2n
E
∫ T
0
(
2
〈
g˜εn12 (t)δx
εn(t), εnδu(t)
〉
H1
− ε2n
〈
g12(t)y(t), δu(t)
〉
H1
)
dt = 0,
lim
n→∞
E
∫ T
0
(〈
g˜εn22 (t)δu(t), δu(t)
〉
H1
− 1
2
〈
g22(t)δu(t), δu(t)
〉
H1
)
dt = 0
and
lim
n→∞
1
ε2n
E
(〈
h˜εnxx(x¯(T ))δx
εn(T ), δxεn(T )
〉
H
− ε
2
n
2
〈
hxx(x¯(T ))y(T ), y(T )
〉
H
)
= 0.
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These, together with (3.7), imply that
J (uεn)−J (u¯)
= E
∫ T
0
[
εn
〈
g1(t), y(t)
〉
H
+
ε2n
2
〈
g1(t), z(t)
〉
H
+ εn
〈
g2(t), δu(t)
〉
H1
+
ε2n
2
(〈
g11(t)y(t), y(t)
〉
H
+ 2
〈
g12(t)y(t), δu(t)
〉
H1
+
〈
g22(t)δu(t), δu(t)
〉
H1
)]
dt
+E
(
εn
〈
hx(x¯(T )), y(T )
〉
H
+
ε2n
2
〈
hx(x¯(T )), z(T )
〉
H
+
ε2n
2
〈
hxx(x¯(T ))y(T ), y(T )
〉
H
)
+o(ε2n).
(3.15)
Step 4. By the definition of the transposition solution to (2.12), we have that
E
〈
hx(x¯(T )), y(T )
〉
H
= −E
∫ T
0
(〈
p(t), a2(t)δu(t)
〉
H
+
〈
q(t), b2(t)δu(t)
〉
H
+
〈
g1(t), y(t)
〉
H
)
dt
(3.16)
and
E
〈
hx(x¯(T )), z(T )
〉
H
= −E
∫ T
0
(〈
p(t), a11(t)(y(t), y(t))
〉
H
+ 2
〈
p(t), a12(t)(y(t), δu(t))
〉
H
+
〈
p(t), a22(t)(δu(t), δu(t))
〉
H
+
〈
q(t), b11(t)(y(t), y(t))
〉
H
+2
〈
q(t), b12(t)(y(t), δu(t))
〉
H
+
〈
q(t), b22(t)(δu(t), δu(t))
〉
H
+
〈
g1(t), z(t)
〉
H
)
dt.
(3.17)
In addition, by the definition of the relaxed transposition solution to (2.15), we get that
E
〈
hxx(x¯(T ))y(T ), y(T )
〉
H
= −E
∫ T
0
(〈
P (t)y(t), a2(t)δu(t)
〉
H
+
〈
y(t), P (t)a2(t)δu(t)
〉
H
+
〈
P (t)b1(t)y(t), b2(t)δu(t)
〉
H
+
〈
b1(t)y(t), P (t)b2(t)δu(t)
〉
H
+
〈
P (t)b2(t)δu(t), b2(t)δu(t)
〉
H
+
〈
Q̂(0)(0, a2(t)δu, b2(t)δu)(t), b2(t)δu(t)
〉
H
+
〈
Q(0)(0, a2(t)δu, b2(t)δu)(t), b2(t)δu(t)
〉
H
− 〈Hxx(t)y(t), y(t)〉H)dt.
(3.18)
Combining (3.15)–(3.18) with (3.4), we obtain that
0 ≤ J (u
εn)−J (u¯)
ε2n
=−E
∫ T
0
[ 1
εn
(〈
p(t), a2(t)δu(t)
〉
H
+
〈
q(t), b2(t)δu(t)
〉
H
− 〈g2(t), δu(t)〉H1)
+
1
2
(〈
p(t), a22(t)
(
δu(t), δu(t)
)〉
H
+
〈
q(t), b22(t)
(
δu(t), δu(t)
)〉
H
−〈g22(t)δu(t), δu(t)〉H1)
+
1
2
〈
P (t)b2(t)δu(t), b2(t)δu(t)
〉
H
+
(
− 〈g12(t)y(t), δu(t)〉H1 + 〈p(t), a12(t)(y, δu)〉H
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+
〈
q(t), b12(t)(y, δu)
〉
H
+
〈
a2(t)
∗P (t)y(t), δu(t)
〉
H1
+
〈
b2(t)
∗P (t)b1(t)y(t), δu(t)
〉
H1
+
1
2
〈
Q̂(0)(0, a2(t)δu, b2(t)δu)(t) +Q
(0)(0, a2(t)δu, b2(t)δu)(t), b2(t)δu(t)
〉
H
)]
dt+ o(1)
=−E
∫ T
0
[ 1
εn
〈
Hu(t), δu(t)
〉
H1
+
1
2
〈
Huu(t)δu(t), δu(t)
〉
H1
+
1
2
〈
b2(t)
∗P (t)b2(t)δu(t), δu(t)
〉
H1
]
dt
−E
∫ T
0
〈[
Hxu(t)+a2(t)
∗P (t)+b2(t)
∗P (t)b1(t)
]
y(t), δu(t)
〉
H1
dt
−1
2
E
∫ T
0
〈
Q̂(0)(0, a2(t)δu, b2(t)δu)(t)+Q
(0)(0, a2(t)δu, b2(t)δu)(t), b2(t)δu(t)
〉
H
dt+o(1)
= −E
∫ T
0
(1
2
〈
Huu(t)δu(t), δu(t)
〉
H1
+
1
2
〈
b2(t)
∗P (t)b2(t)δu(t), δu(t)
〉
H1
)
dt
−E
∫ T
0
〈(
Hxu(t)+a2(t)
∗P (t)+b2(t)
∗P (t)b1(t)
)
y(t), δu(t)
〉
H1
dt
−1
2
E
∫ T
0
〈
Q̂(0)(0, a2(t)δu, b2(t)δu)(t)+Q
(0)(0, a2(t)δu, b2(t)δu)(t), b2(t)δu(t)
〉
H
dt+o(1).
Then, letting n→∞, we finally get (3.5).
According to Lemma 2.2, to obtain the well-posedness of (2.15) in the sense of V -
transposition solution, we only need the following assumption:
(A5) A generates a C0-semigroup on V
′, ax(·, x¯(·), u¯(·)), bx(·, x¯(·), u¯(·))∈L∞F (0,T ;LHV ′) and
au(·, x¯(·), u¯(·)), bu(·, x¯(·), u¯(·))∈L∞F (0,T ;L(H1;V ′)).
Let (P,Q) be the V -transposition solution to BSEE (2.15) in which PT , J(·), K(·) and
F (·) are given by (3.3). Put
S(t) = Hxu(t) + a2(t)
∗P (t) + b2(t)
∗Q(t) + b2(t)
∗P (t)b1(t). (3.19)
The following result holds immediately from Theorem 3.1.
Corollary 3.1 Let the assumptions in Theorem 3.1 and (A5) hold. If u¯(·) ∈ U4[0, T ], then,
for any u(·) ∈ U4[0, T ] such that
E
∫ T
0
〈
Hu(t), u(t)− u¯(t)
〉
H1
dt = 0,
the following second order condition holds:
E
∫ T
0
[〈(
Huu(t) + b2(t)
∗P (t)b2(t)
)(
u(t)− u¯(t)), u(t)− u¯(t)〉
H1
+2
〈
S(t)y(t), u(t)− u¯(t)〉
H1
]
dt ≤ 0.
(3.20)
4 Pointwise second order necessary conditions
In this section, we derive the pointwise second order necessary condition for optimal controls
by the integral-type condition (3.20). We assume that F is the natural filtration generated
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by W (·). To begin with, let us introduce some concepts and technical results which will be
used in the rest of this section.
First, we give the concept of the singular optimal control as follow:
Definition 4.1 We call u¯(·) ∈ U2[0, T ] a singular optimal control in the classical sense if it
is an optimal control and satisfies
Hu(t, x¯(t), u¯(t), p(t), q(t)) = 0, a.e. (t, ω) ∈ [0, T ]× Ω,
〈 (Huu(t, x¯(t), u¯(t), p(t), q(t)) + bu(t, x¯(t), u¯(t))∗P (t)bu(t, x¯(t), u¯(t)))(v − u¯(t)),
v − u¯(t)〉H1 = 0, ∀ v ∈ U, a.e. (t, ω) ∈ [0, T ]× Ω.
(4.1)
Next, we recall some concepts and results from Malliavin calculus (see [34] for a detailed
introduction on this topic).
Let H˜ be a separable Hilbert space. We introduce the Sobolev space D1,2(H˜) of H˜-valued
random variables in the following way.
Denote by C∞b (R
m) the set of C∞-smooth functions with bounded partial derivatives.
For any h ∈ L2(0, T ), write W (h) = ∫ T
0
h(t)dW (t). If F is a smooth H˜-valued random
variable of the form
F =
n∑
j=1
fj(W (hj1), · · · ,W (hjm))κj (4.2)
where hjk ∈ L2(0, T ), κj ∈ H˜ and fj ∈ C∞b (Rjm), n, jm ∈ N, then the derivative of F is
defined as
DF =
n∑
j=1
jm∑
k=1
hjk
∂fj
∂xjk
(W (hj1), · · · ,W (hjm))κj.
Clearly, DF is a smooth random variable with values in L2(0, T ; H˜). Denote by D1,2(H˜) the
completion of the class of smooth H˜-valued random variables with respect to the norm
‖F‖D1,2 =
(
E|F |2
H˜
+ E
∫ T
0
|DtF |2H˜dt
) 1
2
.
In particular, given two separable Hilbert spaces H1 andH2 we can consider H˜ = L2(H1;H2),
and in this case, for any F in the space D1,2(L2(H1;H2)), we have that DF ∈ L2(Ω;L2(0, T ;
L2(H1;H2)).
When ζ ∈ D1,2(H˜), the following Clark-Ocone representation formula holds:
ζ = E ζ +
∫ T
0
E(Dsζ | Fs)dW (s). (4.3)
Furthermore, if ζ is Ft-measurable, then Dsζ = 0 for any s ∈ (t, T ].
Write L1,2(H˜) for the space of processes ϕ ∈ L2([0, T ]× Ω; H˜) such that
(i) For a.e. t ∈ [0, T ], ϕ(t, ·) ∈ D1,2(H˜);
(ii) The function (s, t, ω) 7→ Dsϕ(t, ω) ((s, t, ω) ∈ [0, T ]× [0, T ]×Ω) admits a measurable
version; and
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(iii) |||ϕ|||1,2 △=
(
E
∫ T
0
|ϕ(t)|2
H˜
dt+ E
∫ T
0
∫ T
0
|Dsϕ(t)|2H˜dsdt
) 1
2
< +∞.
Denote by L1,2
F
(H˜) the set of all adapted processes in L1,2(H˜). In addition, put
L
1,2
2+ (H˜)
△
=
{
ϕ(·) ∈ L1,2(H˜)
∣∣∣ ∃ D+ϕ(·) ∈ L2([0, T ]× Ω; H˜) such that
fε(s)
△
= sup
s<t<(s+ε)∧T
E
∣∣Dsϕ(t)−D+ϕ(s)∣∣2H˜ <∞, a.e. s ∈ [0, T ],
fε(·) is measurable on [0, T ] for any ε > 0, and lim
ε→0+
∫ T
0
fε(s)ds = 0
}
and
L
1,2
2−(H˜)
△
=
{
ϕ(·) ∈ L1,2(H˜)
∣∣∣ ∃ D−ϕ(·) ∈ L2([0, T ]× Ω; H˜) such that
gε(s)
△
= sup
(s−ε)∨0<t<s
E
∣∣Dsϕ(t)−D−ϕ(s)∣∣2H˜ <∞, a.e. s ∈ [0, T ],
gε(·) is measurable on [0, T ] for any ε > 0, and lim
ε→0+
∫ T
0
gε(s)ds = 0
}
.
Set
L
1,2
2 (H˜) = L
1,2
2+ (H˜) ∩ L1,22− (H˜).
For any ϕ(·) ∈ L1,22 (H˜), denote ∇ϕ(·) = D+ϕ(·) +D−ϕ(·).
When ϕ is adapted, Dsϕ(t) = 0 for any t < s. In this case, D−ϕ(·) = 0, and ∇ϕ(·) =
D+ϕ(·). Denote by L1,22,F(H˜) the set of all adapted processes in L1,22 (H˜).
Roughly speaking, an element ϕ ∈ L1,22 (H˜) is a stochastic process whose Malliavin
derivative has suitable continuity on some neighbourhood of {(t, t) | t ∈ [0, T ]}. Exam-
ples of such process can be found in [34]. Especially, if (s, t) 7→ Dsϕ(t) is continuous from
{(s, t)∣∣ |s − t| < δ, s, t ∈ [0, T ]} (for some δ > 0) to L2FT (Ω; H˜), then ϕ ∈ L1,22 (H˜) and,D+ϕ(t) = D−ϕ(t) = Dtϕ(t).
We have the following result.
Lemma 4.1 Let ϕ(·) ∈ L1,22,F(H˜). Then, there exists a sequence {θn}∞n=1 of positive numbers
such that θn → 0+ as n→∞ and
lim
n→∞
1
θ2n
∫ τ+θn
τ
∫ t
τ
E
∣∣Dsϕ(t)−∇ϕ(s)∣∣2H˜dsdt = 0, a.e. τ ∈ [0, T ]. (4.4)
Proof: For any τ, θ ∈ [0,∞), we take the convention that
sup
t∈[τ,τ+θ]∩[0,T ]
E
∣∣Dτϕ(t)−∇ϕ(τ)∣∣2H˜ = 0
whenever [τ, τ + θ] ∩ [0, T ] = ∅. It follows from the definition of L1,22,F(H˜) that
lim
θ→0+
1
θ2
∫ T
0
∫ τ+θ
τ
∫ t
τ
E
∣∣Dsϕ(t)−∇ϕ(s)∣∣2H˜dsdtdτ
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= lim
θ→0+
1
θ2
∫ T
0
∫ τ+θ
τ
∫ τ+θ
s
E
∣∣Dsϕ(t)−∇ϕ(s)∣∣2H˜dtdsdτ
≤ lim
θ→0+
1
θ
∫ T
0
∫ τ+θ
τ
[
sup
t∈[s,s+θ]∩[0,T ]
E
∣∣Dsϕ(t)−∇ϕ(s)∣∣2H˜]dsdτ
≤ lim
θ→0+
1
θ
∫ T
0
∫ θ
0
[
sup
t∈[s+τ,s+τ+θ]∩[0,T ]
E
∣∣Ds+τϕ(t)−∇ϕ(s+ τ)∣∣2H˜]dsdτ
≤ lim
θ→0+
1
θ
∫ θ
0
∫ T
0
[
sup
t∈[s+τ,s+τ+θ]∩[0,T ]
E
∣∣Ds+τϕ(t)−∇ϕ(s+ τ)∣∣2H˜]dτds
≤ lim
θ→0+
1
θ
∫ θ
0
∫ T
s
[
sup
t∈[τ,τ+θ]∩[0,T ]
E
∣∣Dτϕ(t)−∇ϕ(τ)∣∣2H˜]dτds
≤ lim
θ→0+
1
θ
∫ θ
0
∫ T
0
[
sup
t∈[τ,τ+θ]∩[0,T ]
E
∣∣Dτϕ(t)−∇ϕ(τ)∣∣2H˜]dτds
≤ lim
θ→0+
∫ T
0
[
sup
t∈[τ,τ+θ]∩[0,T ]
E
∣∣Dτϕ(t)−∇ϕ(τ)∣∣2H˜]dτ
= 0,
which implies (4.4).
The following results will be frequently used in the proof of the main results in this
section.
Lemma 4.2 Let φ(·), ψ(·) ∈ L2
F
(0, T ;H). Then, for a.e. τ ∈ [0, T ),
lim
θ→0+
1
θ2
E
∫ τ+θ
τ
〈
φ(τ),
∫ t
τ
eA(t−s)ψ(s)ds
〉
H
dt =
1
2
E〈φ(τ), ψ(τ)〉H , (4.5)
lim
θ→0+
1
θ2
E
∫ τ+θ
τ
〈
φ(t),
∫ t
τ
eA(t−s)ψ(s)ds
〉
H
dt =
1
2
E〈φ(τ), ψ(τ)〉H . (4.6)
Proof : The equality (4.5) is a corollary of the Lebesgue differentiation theorem. Now,
we prove (4.6). For any τ ∈ [0, T ), let θ > 0 and τ + θ < T . It follows from the Lebesgue
differentiation theorem that
lim
θ→0+
1
θ
∫ τ+θ
τ
E
∣∣φ(t)− φ(τ)∣∣2
H
dt = 0, a.e. τ ∈ [0, T ),
and
lim
θ→0+
1
θ2
E
∫ τ+θ
τ
∫ t
τ
∣∣eA(t−s)ψ(s)∣∣2
H
dsdt =
1
2
E
∣∣ψ(τ)∣∣2
H
, a.e. τ ∈ [0, T ).
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Therefore,
lim
θ→0+
∣∣∣ 1
θ2
E
∫ τ+θ
τ
〈
φ(t)− φ(τ),
∫ t
τ
eA(t−s)ψ(s)ds
〉
H
dt
∣∣∣
≤ lim
θ→0+
1
θ2
[ ∫ τ+θ
τ
E
∣∣φ(t)− φ(τ)∣∣2
H
dt
] 1
2
[ ∫ τ+θ
τ
(t− τ)
∫ t
τ
E
∣∣eA(t−s)ψ(s)∣∣2
H
dsdt
] 1
2
≤ lim
θ→0+
1
θ
3
2
[ ∫ τ+θ
τ
E
∣∣φ(t)− φ(τ)∣∣2
H
dt
] 1
2
[ ∫ τ+θ
τ
∫ t
τ
E
∣∣eA(t−s)ψ(s)∣∣2
H
dsdt
]1
2
= 0, a.e. τ ∈ [0, T ).
(4.7)
From (4.5) and (4.7), we obtain (4.6). This completes the proof of Lemma 4.2.
Now, we assume that
(A6) u¯(·) ∈ L1,22,F(H1), S(·)∗ ∈ L1,22,F(L2(H1;H)) ∩ L∞([0, T ]× Ω;L2(H1;H)),
and
D·S(·)∗ ∈ L2(0, T ;L∞([0, T ]× Ω;L2(H1;H))).
Remark 4.1 (A6) is a restriction on the regularity of optimal controls. We believe that it
is a technical condition. However, we do not know how to get rid of it now.
Remark 4.2 We can replace (A6) by the following assumption:
(A6’) u¯(·) ∈ L1,22,F(H1), S(·)∗ ∈ L1,22,F(L2(H1;V ′)) ∩ L∞([0, T ]× Ω;L2(H1;V ′)),
D·S(·)∗ ∈ L2(0, T ;L∞([0, T ]× Ω;L2(H1;V ′))),
and
au(·, x¯(·), u¯(·)), bu(·, x¯(·), u¯(·)) ∈ L∞F (0, T ;L(H1;V ′)).
In (A6’), we relax the restriction of the regularity on H by assuming that au, bu can map
H1 into a more regular space V
′.
By Assumption (A6), for any v ∈ U , S(t)∗(v − u¯(t)) ∈ L1,22,F(H) and
S(t)∗(v− u¯(t)) = E
[
S(t)∗(v− u¯(t))
]
+
∫ t
0
E
[
Ds
(
S(t)∗(v− u¯(t))
) ∣∣∣Fs]dW (s), P-a.s. (4.8)
Now we are about to give our main result, the pointwise second order necessary condition
for singular optimal controls.
When the optimal control u¯ is singular in the sense of Definition 4.1, the following result
is an immediate consequence of Corollary 3.1.
Corollary 4.1 Assume that x0 ∈ L2F0(Ω;H). Let Assumptions (A1)–(A3), (A5) hold, and
let u¯(·) ∈ U4[0, T ] be a singular optimal control and x¯(·) be the corresponding optimal state.
Then, for any u(·) ∈ U4[0, T ],
E
∫ T
0
〈
y(t), S(t)∗
(
u(t)− u¯(t))〉
H
dt ≤ 0. (4.9)
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Using (4.8) and (4.9) , we have the following pointwise second-order necessary condition
for singular optimal controls.
Theorem 4.1 Let Assumptions (A1)–(A3) and (A5)–(A6) hold. If u¯(·) ∈ U4[0, T ] is a
singular optimal control in the classical sense, then for a.e. τ ∈ [0, T ], it holds that
〈a2(τ)(v − u¯(τ)), S(τ)∗(v − u¯(τ))〉H + 〈b2(τ)(v − u¯(τ)),∇S(τ)∗(v − u¯(τ))〉H
−〈b2(τ)(v − u¯(τ)), S(τ)∗∇u¯(τ)〉H ≤ 0, ∀ v ∈ U, P-a.s.
(4.10)
Proof: Since W (·) is a continuous stochastic process, Ft is countably generated for any
t ∈ [0, T ]. Hence, one can find a sequence {Fl}∞l=1 ⊂ Ft such that for any F ∈ Ft, there
exists a subsequence {Fln}∞n=1 ⊂ {Fl}∞l=1 such that lim
n→∞
P
(
(F \ Fln)
⋃
(Fln \ F )
)
= 0. Ft is
also said to be generated by the sequence {Fl}∞l=1.
Denote by {ti}∞i=1 the sequence constituted by all rational numbers in [0, T ), by {vk}∞k=1
a dense subset of U . As in [18], we choose {Fij}∞j=1(⊂ Fti) to be a sequence generating Fti
(for each i ∈ N). Fix i, j, k ∈ N arbitrarily. For any τ ∈ [ti, T ) and θ ∈ (0, T − τ), write
Eiθ = [τ, τ + θ), and define
u
k,θ
ij (t, ω) =
{
vk, (t, ω) ∈ Eiθ × Fij ,
u¯(t, ω), (t, ω) ∈ ([0, T ]× Ω) \ (Eiθ × Fij).
Clearly, uk,θij (·) ∈ U4[0, T ] and
u
k,θ
ij (t, ω)− u¯(t, ω) =
(
vk − u¯(t, ω))χFij(ω)χEiθ(t), (t, ω) ∈ [0, T ]× Ω.
Then, substituting u(·) by uk,θij (·) in (4.9), we obtain that
E
∫ τ+θ
τ
〈
y
k,θ
ij (t), S(t)
∗
(
vk − u¯(t))〉
H
χFij (ω)dt ≤ 0, (4.11)
where yk,θij (·) is the solution to the equation (2.4) with u(·) replaced by uk,θij (·). Note that
y
k,θ
ij (·) is the mild solution to the linear evolution equation (2.4), i.e.,
y
k,θ
ij (t) =
∫ t
0
eA(t−s)
[
a1(s)y
k,θ
ij (s) + a2(s)
(
vk − u¯(s))χEi
θ
(s)χFij (ω)
]
ds
+
∫ t
0
eA(t−s)
[
b1(s)y
k,θ
ij (s) + b2(s)
(
vk − u¯(s))χEi
θ
(s)χFij(ω)
]
dW (s),
P-a.s., ∀ t ∈ [0, T ].
(4.12)
Substituting (4.12) into (4.11) and recalling that yk,θij (t) = 0 for any t ∈ [0, τ), we have
0 ≥ 1
θ2
E
∫ τ+θ
τ
〈∫ t
τ
eA(t−s)
[
a1(s)y
k,θ
ij (s)
+a2(s)
(
vk − u¯(s))χFij (ω)]ds, S(t)∗(vk − u¯(t))〉
H
χFij (ω)dt
+
1
θ2
E
∫ τ+θ
τ
〈∫ t
τ
eA(t−s)
[
b1(s)y
k,θ
ij (s)
+b2(s)
(
vk − u¯(s))χFij (ω)]dW (s), S(t)∗(vk − u¯(t))〉
H
χFij (ω)dt.
(4.13)
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By (A3), using Gronwall’s inequality and Burkholder-Davis-Gundy’s inequality, it is easy
to prove that
sup
t∈[0,T ]
E|yk,θij (t)|2H ≤ CE
∫ T
0
|vk − u¯(s)|2H1χEiθ(s)χFij(ω)ds. (4.14)
Consequently, for a.e. τ ∈ [ti, T ),
1
θ2
∣∣∣E ∫ τ+θ
τ
〈∫ t
τ
eA(t−s)a1(s)y
k,θ
ij (s)ds, S(t)
∗
(
vk − u¯(t))〉
H
χFij (ω)dt
∣∣∣
≤ 1
θ2
(
E
∫ τ+θ
τ
∣∣∣ ∫ t
τ
eA(t−s)a1(s)y
k,θ
ij (s)ds
∣∣∣2
H
dt
) 1
2
(
E
∫ τ+θ
τ
∣∣∣S(t)∗(vk − u¯(t))∣∣∣2
H
dt
) 1
2
≤ 1
θ2
(
E
∫ τ+θ
τ
(t−τ)
∫ t
τ
∣∣eA(t−s)a1(s)yk,θij (s)∣∣2Hdsdt) 12(E ∫ τ+θ
τ
∣∣∣S(t)∗(vk−u¯(t))∣∣∣2
H
dt
) 1
2
≤ C
θ
1
2
(
sup
t∈[0,T ]
E|yk,θij (t)|2H
) 1
2
(
E
∫ τ+θ
τ
∣∣∣S(t)∗(vk − u¯(t))∣∣∣2
H
dt
) 1
2 → 0, θ → 0+.
(4.15)
Next, by Lemma 4.2, for a.e. τ ∈ [ti, T ),
lim
θ→0+
1
θ2
E
∫ τ+θ
τ
〈∫ t
τ
[
eA(t−s)a2(s)(
vk − u¯(s))χFij(ω)]ds, S(t)∗(vk − u¯(t))〉
H
χFij (ω)dt
=
1
2
E
(〈a2(τ)(vk − u¯(τ)), S(τ)∗(vk − u¯(τ))〉HχFij(ω)).
(4.16)
Therefore, by (4.15) and (4.16), we have already proved that
lim
θ→0+
1
θ2
E
∫ τ+θ
τ
〈∫ t
τ
eA(t−s)
[
a1(s)y
k,θ
ij (s)
+a2(s)
(
vk − u¯(s))χFij (ω)]ds, S(t)∗(vk − u¯(t))〉
H
χFij (ω)dt
=
1
2
E
(〈a2(τ)(vk − u¯(τ)), S(τ)∗(vk − u¯(τ))〉HχFij (ω)), a.e. τ ∈ [ti, T ).
(4.17)
On the other hand, by Assumption (A6) and (4.8),
E
∫ τ+θ
τ
〈∫ t
τ
eA(t−s)
[
b1(s)y
k,θ
ij (s)
+b2(s)
(
vk − u¯(s))χFij (ω)]dW (s), S(t)∗(vk − u¯(t))〉
H
χFij (ω)dt
=
∫ τ+θ
τ
E
{〈∫ t
τ
eA(t−s)
[
b1(s)y
k,θ
ij (s) + b2(s)
(
vk − u¯(s))χFij (ω)]dW (s),
E
[
S(t)∗
(
vk − u¯(t))]〉
H
χFij (ω)
}
dt (4.18)
+
∫ τ+θ
τ
E
{〈∫ t
τ
eA(t−s)
[
b1(s)y
k,θ
ij (s) + b2(s)
(
vk − u¯(s))χFij (ω)]dW (s),
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∫ t
0
E
[
Ds
(
S(t)∗(vk − u¯(t))) ∣∣∣ Fs]dW (s)〉
H
χFij (ω)
}
dt
=
∫ τ+θ
τ
∫ t
τ
E
{〈
eA(t−s)
[
b1(s)y
k,θ
ij (s) + b2(s)
(
vk − u¯(s))χFij(ω)],
Ds
(
S(t)∗(vk − u¯(t)))〉
H
χFij (ω)
}
dsdt.
By Lemma 4.1, there exists a sequence {θn}∞n=1 such that θn → 0+ as n→∞ and
1
θ2n
∣∣∣ ∫ τ+θn
τ
∫ t
τ
E
[〈
eA(t−s)b1(s)y
k,θn
ij (s),Ds
(
S(t)∗(vk − u¯(t)))〉
H
χFij(ω)
]
dsdt
∣∣∣
≤ 1
θ2n
(
E
∫ τ+θn
τ
∫ t
τ
∣∣eA(t−s)b1(s)yk,θnij (s)∣∣2Hdsdt) 12 · (E ∫ τ+θn
τ
∫ t
τ
∣∣Ds(S(t)∗(vk−u¯(t)))∣∣2Hdsdt) 12
≤ C
θn
(
sup
t∈[0,T ]
E|yk,θnij (t)|2H
) 1
2 ·
(
E
∫ τ+θn
τ
∫ t
τ
∣∣Ds(S(t)∗(vk−u¯(t)))∣∣2Hdsdt) 12
→ 0, n→∞, a.e. τ ∈ [ti, T ).
(4.19)
We next prove that there exists a subsequence {θnl}∞l=1 of {θn}∞n=1, such that θnl → 0+
as l →∞ and
lim
l→∞
1
θ2nl
∫ τ+θnl
τ
∫ t
τ
E
(〈
eA(t−s)b2(s)
(
vk − u¯(s))χFij(ω),
Ds
(
S(t)∗(vk − u¯(t)))〉
H
χFij (ω)
)
dsdt.
=
1
2
E
(〈
b2(τ)(v
k − u¯(τ)),∇S(τ)∗(vk − u¯(τ))〉
H
χFij (ω)
)
−1
2
E
(〈b2(τ)(vk − u¯(τ)), S(τ)∗∇u¯(τ)〉HχFij(ω)), a.e. τ ∈ [ti, T ).
(4.20)
By (A6),
Ds
(
S(t)∗(vk − u¯(t))) = DsS(t)∗(vk − u¯(t))− S(t)∗Dsu¯(t).
Then, we have
1
θ2
∫ τ+θ
τ
∫ t
τ
E
(〈
eA(t−s)b2(s)(v
k − u¯(s))χFij(ω),
Ds
(
S(t)∗(vk − u¯(t)))〉
H
χFij (ω)
)
dsdt
=
1
θ2
∫ τ+θ
τ
∫ t
τ
E
(〈
eA(t−s)b2(s)(v
k − u¯(s)),
DsS(t)∗(vk − u¯(t))
〉
H
χFij (ω)
)
dsdt
− 1
θ2
∫ τ+θ
τ
∫ t
τ
E
(〈
eA(t−s)b2(s)(v
k − u¯(s)), S(t)∗Dsu¯(t)
〉
H
χFij (ω)
)
dsdt.
(4.21)
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For the first part in the right hand side of (4.21),
1
θ2
∫ τ+θ
τ
∫ t
τ
E
(〈
eA(t−s)b2(s)(v
k − u¯(s)),DsS(t)∗(vk − u¯(t))
〉
H
χFij (ω)
)
dsdt
=
1
θ2
∫ τ+θ
τ
∫ t
τ
E
[〈
eA(t−s)b2(s)(v
k−u¯(s)), (DsS(t)−∇S(s))∗(vk−u¯(t))〉HχFij(ω)]dsdt
+
1
θ2
∫ τ+θ
τ
∫ t
τ
E
(〈
eA(t−s)b2(s)(v
k − u¯(s)),∇S(s)∗(vk − u¯(t))〉
H
χFij (ω)
)
dsdt.
(4.22)
Since ∣∣∣ 1
θ2
∫ τ+θ
τ
∫ t
τ
E
[〈
eA(t−s)b2(s)(v
k − u¯(s)),(DsS(t)−∇S(s))∗(vk − u¯(t))〉HχFij (ω)]dsdt∣∣∣
≤ C
θ2
∫ τ+θ
τ
∫ t
τ
E
[∣∣eA(t−s)b2(s)(vk − u¯(s))∣∣H ·∣∣DsS(t)−∇S(s)∣∣L2(H1;H) · |vk − u¯(t)|H1]dsdt
≤ C
θ2
(
E
∫ τ+θ
τ
∫ t
τ
∣∣(vk−u¯(s))∣∣2
H1
· ∣∣(vk−u¯(t))∣∣2
H1
dsdt
) 1
2·(
E
∫ τ+θ
τ
∫ t
τ
∣∣DsS(t)−∇S(s)∣∣2L2(H1;H)dsdt) 12 ,
by Lemma 4.1, there exists a a subsequence of {θn1
l
}∞l=1 of {θn}∞n=1 such that θn1l → 0+ as
l →∞ and
lim
l→∞
1
θ2
n1
l
∫ τ+θ
n1
l
τ
∫ t
τ
E
[〈
eA(t−s)b2(s)(v
k − u¯(s)),
(DsS(t)−∇S(s))∗(vk − u¯(t))〉HχFij (ω)]dsdt
= 0, a.e. τ ∈ [0, T ).
(4.23)
For the second part in the right hand side of (4.22), by Lemma 4.2 it follows that
lim
θ→0+
1
θ2
∫ τ+θ
τ
∫ t
τ
E
(〈
eA(t−s)b2(s)(v
k − u¯(s)),∇S(s)∗(vk − u¯(t))〉
H
χFij (ω)
)
dsdt
=
1
2
E
(〈
b2(τ)(v
k − u¯(τ)),∇S(τ)∗(vk − u¯(τ))〉
H
χFij (ω)
)
, a.e. τ ∈ [ti, T ).
(4.24)
Therefore, by (4.22)–(4.24), we conclude that
lim
l→∞
1
θ2
n1
l
∫ τ+θ
n1
l
τ
∫ t
τ
E
(〈
eA(t−s)b2(s)(v
k − u¯(s)),DsS(t)∗(vk − u¯(t))
〉
H
χFij (ω)
)
dsdt
=
1
2
E
(〈b2(τ)(vk − u¯(τ)),∇S(τ)∗(vk − u¯(τ))〉HχFij (ω)), a.e. τ ∈ [ti, T ).
(4.25)
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In a similar way, we can prove that there exists a subsequence {θnl}∞l=1 of {θn1l }∞n=1 such
that
lim
l→∞
1
θ2nl
∫ τ+θnl
τ
∫ t
τ
E
(〈
eA(t−s)b2(s)(v
k − u¯(s)), S(t)∗Dsu¯(t)
〉
H
χFij (ω)
)
dsdt
=
1
2
E
(〈b2(τ)(vk − u¯(τ)), S(τ)∗∇u¯(τ)〉HχFij (ω)), a.e. τ ∈ [ti, T ). (4.26)
Combining (4.21), (4.25) and (4.26), we obtain (4.20). Then, by (4.18), (4.19) and (4.20),
we obtain that there exists a subsequence {θnl}∞l=1, θnl → 0+ as l →∞ and
lim
l→∞
E
∫ τ+θnl
τ
〈∫ t
τ
eA(t−s)
[
b1(s)y
k,θnl
ij (s)
+b2(s)
(
vk − u¯(s))χFij (ω)]dW (s), S(t)(vk − u¯(t))〉
H
χFij (ω)dt
=
1
2
E
(〈b2(τ)(vk − u¯(τ)),∇S(τ)∗(vk − u¯(τ))〉HχFij (ω))
−1
2
E
(〈b2(τ)(vk − u¯(τ)), S(τ)∗∇u¯(τ)〉HχFij (ω)), a.e. τ ∈ [ti, T ).
(4.27)
Finally, by (4.13), (4.17) and (4.27) we conclude that, for any i, j, k ∈ N, there exists a
Lebesgue measurable set Eki,j ⊂ [ti, T ) with |Eki,j| = 0 such that
0 ≥ 1
2
E
(〈a2(τ)(vk − u¯(τ)), S(τ)∗(vk − u¯(τ))〉HχFij(ω))
+
1
2
E
(〈b2(τ)(vk − u¯(τ)),∇S(τ)∗(vk − u¯(τ))〉HχFij (ω))
−1
2
E
(〈b2(τ)(vk − u¯(τ)), S(τ)∗∇u¯(τ)〉HχFij (ω)), ∀ τ ∈ [ti, T ) \ Eki,j .
Let E0 =
⋃
i,j,k∈NE
k
i,j. Then |E0| = 0, and for any i, j, k ∈ N,
E
(〈a2(τ)(vk − u¯(τ)), S(τ)∗(vk − u¯(τ))〉HχFij (ω))
+E
(〈b2(τ)(vk − u¯(τ)),∇S(τ)∗(vk − u¯(τ))〉HχFij (ω))
−E (〈b2(τ)(vk − u¯(τ)), S(τ)∗∇u¯(τ)〉HχFij (ω))
≤ 0, ∀ τ ∈ [ti, T ) \ E0.
By the construction of {Fij}∞i=1, the continuity of the filter F and the density of {vk}∞k=1, we
conclude that
〈a2(τ)(v − u¯(τ)), S(τ)∗
(
v − u¯(τ))〉H + 〈b2(τ)(v − u¯(τ)),∇S(τ)∗(v − u¯(τ))〉H
−〈b2(τ)(v − u¯(τ)), S(τ)∗∇u¯(τ)〉H ≤ 0, a.s., ∀ (τ, v) ∈ ([0, T ] \ E0)× U.
This completes the proof of Theorem 4.1.
26
5 Second order sufficient conditions
In this section, we discuss the second order sufficient condition for the optimal control prob-
lem (1.3). We first give a simple and direct result, and then we generalize it under some
proper assumptions and obtain a second order sufficient condition which has minimal gap
with the second order necessary condition. The basic idea comes from optimization theory.
In addition to Assumption (A1)–(A3), we assume that
(A7) U is a bounded closed convex set.
(A8) There exists a constant CL > 0 such that, for any t ∈ [0, T ] and (x, u), (x˜, u˜) ∈ H×U ,
‖axx(t, x, u)− axx(t, x˜, u˜)‖L(H×H;H) + ‖bxx(t, x, u)− bxx(t, x˜, u˜)‖L(H×H;H)
+‖axu(t, x, u)− axu(t, x˜, u˜)‖L(H×H1;H) + ‖bxu(t, x, u)− bxu(t, x˜, u˜)‖L(H×H1;H)
+‖auu(t, x, u)− auu(t, x˜, u˜)‖L(H1×H1;H) + ‖buu(t, x, u)− buu(t, x˜, u˜)‖L(H1×H1;H)
≤ CL
(|x− x˜|H + |u− u˜|H1),
‖gxx(t, x, u)− gxx(t, x˜, u˜)‖L(H) + ‖gxu(t, x, u)− gxu(t, x˜, u˜)‖L(H;H1)
+‖guu(t, x, u)− guu(t, x˜, u˜)‖L(H1) + ‖hxx(x)− hxx(x˜)‖L(H)
≤ CL
(|x− x˜|H + |u− u˜|H1).
(5.1)
Under Assumption (A7), any U -valued measurable adapted process u(·) belongs to
U∞[0, T ] ⊂ Uβ[0, T ] (β ≥ 2). Let u(·), u¯(·) ∈ U∞[0, T ], x(·) and x¯(·) be solutions to the
control system (1.1) with respect to u(·) and u¯(·), respectively. Let δu, δx, y and z be
defined as in Section 2. We first give the following estimate:
Lemma 5.1 Let (A1), (A3) and (A7)–(A8) hold. Then, for any β ≥ 2,∥∥∥δx− y − 1
2
z
∥∥∥
CF([0,T ];Lβ(Ω;H))
≤ C(‖δu‖L∞
F
(0,T ;H1) · ‖δu‖2L4β
F
(0,T ;H1)
)
. (5.2)
Proof : For ψ = a, b, put
ψˆ11(t)
△
=
∫ 1
0
(1− θ)ψxx(t, x¯(t) + θδx(t), u¯(t) + θδu(t))dθ,
ψˆ12(t)
△
=
∫ 1
0
(1− θ)ψxu(t, x¯(t) + θδx(t), u¯(t) + θδu(t))dθ,
ψˆ22(t)
△
=
∫ 1
0
(1− θ)ψuu(t, x¯(t) + θδx(t), u¯(t) + θδu(t))dθ.
Similar to the proof of Step 1 in Theorem 3.1, δx solves the following SEE:
dδx =
[
Aδx+ a1(t)δx+ a2(t)δu+ aˆ11(t)
(
δx, δx
)
+2aˆ12(t)
(
δx, δu
)
+ aˆ22(t)
(
δu, δu
)]
dt
+
[
b1(t)δx+ b2(t)δu+ bˆ11(t)
(
δx, δx
)
+2bˆ12(t)
(
δx, δu
)
+ bˆ22(t)
(
δu, δu
)]
dW (t) in (0, T ],
δx(0) = 0.
(5.3)
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Let r2(·) = δx(·)− y(·)− 12z(·). Then r2(·) fulfills{
dr2 =
(
Ar2 + a1(t)r2 +Υ1(t)
)
dt+
(
b1(t)r2 +Υ2(t)
)
dW (t) in (0, T ],
r2(0) = 0,
(5.4)
where
Υ1(t) =
(
aˆ11(t)(δx(t), δx(t))− 1
2
a11(t)(y(t), y(t))
)
+
(
2aˆ12(t)(δx(t), δu(t))−a12(t)(y(t), δu(t))
)
+
(
aˆ22(t)−1
2
a22(t)
)
(δu(t), δu(t))
and
Υ2(t) =
(
bˆ11(t)(δx(t), δx(t))− 1
2
b11(t)(y(t), y(t))
)
+
(
2bˆ12(t)(δx(t), δu(t))−b12(t)(y(t), δu(t))
)
+
(
bˆ22(t)−1
2
b22(t)
)
(δu(t), δu(t)).
We have that
E
∣∣r2(t)∣∣βH = E∣∣∣ ∫ t
0
eA(t−s)a1(s)r2(s)ds+
∫ t
0
eA(t−s)b1(s)r2(s)dW (s)
+
∫ t
0
eA(t−s)Υ1(s)ds+
∫ t
0
eA(t−s)Υ2(s)dW (s)
∣∣∣β
H
≤ C
[
E
∫ t
0
|r2(s)|βHds+ E
(∫ t
0
|Υ1(s)|Hds
)β
+ E
( ∫ t
0
|Υ2(s)|2Hds
)β
2
]
.
(5.5)
By (A3), (A7)–(A8) and Lemma 2.1, we deduce that
E
(∫ t
0
|Υ1(s)|Hds
)β
≤ CE
(∫ T
0
∣∣∣(aˆ11(t)(δx(t), δx(t))− 1
2
a11(t)(y(t), y(t))
)
+
(
2aˆ12(t)(δx(t), δu(t))− a12(t)(y(t), δu(t))
)
+
(
aˆ22(t)− 1
2
a22(t)
)
(δu(t), δu(t))
∣∣∣
H
dt
)β
≤CE
[∫ T
0
(∣∣aˆ11(t)(δx(t), δx(t))−aˆ11(t)(y(t), y(t))|H+∥∥aˆ11(t)−1
2
a11(t)‖L(H×H;H) · |y(t)|2H
+2
∣∣aˆ12(t)(δx(t), δu(t))− aˆ12(t)(y(t), δu(t))∣∣H
+
∥∥2aˆ12(t)− a12(t)∥∥L(H×H1;H) · |y(t)|H · |δu(t)|H1
+
∥∥aˆ22(t)− 1
2
a22(t)
∥∥
L(H1×H1;H)
· |δu(t)|2H1
)
dt
]β
≤CE
[ ∫ T
0
(∣∣δx(t) + y(t)∣∣
H
· ∣∣δx(t)− y(t)|H + (|δx(t)|H + |δu(t)|H1) · |y(t)|2H
+2
∣∣δx(t)− y(t)∣∣
H
· ∣∣δu(t)∣∣
H1
+
(|δx(t)|H + |δu(t)|H1) · |y(t)|H · |δu(t)|H1
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+
(|δx(t)|H + |δu(t)|H1) · |δu(t)|2H1)dt]β
≤ C
[
E
(∫ T
0
|δu(t)|2H1dt
)β] 1
2 ·
[
E
( ∫ T
0
|δu(t)|4H1dt
)β] 1
2
≤C‖δu‖βL∞
F
(0,T ;H1))
· ‖δu‖2β
L4β
F
(0,T ;H1)
. (5.6)
Similarly,
E
(∫ t
0
|Υ2(s)|2Hds
)β
2 ≤ C‖δu‖βL∞
F
(0,T ;H1))
· ‖δu‖2β
L4β
F
(0,T ;H1)
. (5.7)
Combining (5.5), (5.6) with (5.7), we obtain (5.2).
Now, we put
Λ(v(·)) △= E
∫ T
0
[〈
Huu(t)v(t), v(t)
〉
H1
+
〈
b2(t)
∗P (t)b2(t)v(t), v(t)
〉
H1
]
dt
+2E
∫ T
0
〈(
Hxu(t)+a2(t)
∗P (t)+b2(t)
∗P (t)b1(t)
)
yv(t), v(t)
〉
H
dt
+E
∫ T
0
〈(
Q̂(0) +Q(0)
)(
0, a2(t)v(t), b2(t)v(t)
)
, b2(t)v(t)
〉
H
dt,
(5.8)
and
Λ˜(v(·)) △= E
∫ T
0
[〈
Huu(t)v(t), v(t)
〉
H1
+
〈
b2(t)
∗P (t)b2(t)v(t), v(t)
〉
H1
]
dt
+2E
∫ T
0
〈(
S(t)yv(t), v(t)
〉
H1
dt,
(5.9)
where yv(·) is the solution to the equation (2.4) with δu replaced by v and (P (·), (Q(·), Q̂(·)))
(resp. (P,Q)) is the relaxed transposition solution (resp. the V -transposition solution) of
BSEE (2.15) with PT , J(·), K(·) and F (·) given by (3.3). Note that the mapping
v(·) 7→ yv(·)
from Lβ
F
(0, T ;H1) to CF([0, T ];L
β(Ω;H)) is a linear for any β ≥ 2. The mapping Λ and Λ˜ are
actually two quadratic-like forms defined on the Banach space Lβ
F
(0, T ;H1) for any β ≥ 4.
By Lemmas 2.1 and 5.1, we obtain the following second order sufficient condition.
Theorem 5.1 Suppose that x0 ∈ L2F0(Ω;H). Let (A1)–(A3) and (A7)–(A8) hold, and let
u¯(·) be an admissible control and x¯(·) be the corresponding state. If there exists a constant
̺ > 0 such that for any u(·) ∈ U∞[0, T ],
E
∫ T
0
〈
Hu(t), u(t)− u¯(t)
〉
H1
dt ≤ 0 (5.10)
and
Λ(u− u¯) ≤ −2̺‖u− u¯‖2L8
F
(0,T ;H1)
, (5.11)
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then there exists a constant σ > 0 such that for any u(·) ∈ U∞[0, T ] with ‖u− u¯‖L∞
F
(0,T ;H1) ≤
σ,
J (u) ≥ J (u¯) + ̺
2
‖u− u¯‖2L8
F
(0,T ;H1)
. (5.12)
Especially, u¯ is a local minima of the optimal control problem (1.2).
Proof : Let u(·) ∈ U∞[0, T ] and x(·)(resp. x¯(·)) be the solutions to the control system (1.1)
with respect to u(·)(resp. u¯(·)). Let δu, δx, y and z be defined as in Section 2. Put
gˆ11(t)
△
=
∫ 1
0
(1− θ)gxx(t, x¯(t) + θδx(t), u¯(t) + θδu(t))dθ,
gˆ12(t)
△
=
∫ 1
0
(1− θ)gxu(t, x¯(t) + θδx(t), u¯(t) + θδu(t))dθ,
gˆ22(t)
△
=
∫ 1
0
(1− θ)guu(t, x¯(t) + θδx(t), u¯(t) + θδu(t))dθ,
hˆxx(T )
△
=
∫ 1
0
(1− θ)hxx(x¯(T ) + θδx(T ))dθ.
By Taylor’s formula, we see that
g(t, x(t), u(t))− g(t, x¯(t), u¯(t))
=
〈
g1(t), δx(t)
〉
H
+
〈
g2(t), δu(t)
〉
H1
+
〈
gˆ11(t)δx(t), δx(t)
〉
H
+2
〈
gˆ12(t)δx(t), δu(t)
〉
H1
+
〈
gˆ22(t)δu(t), δu(t)
〉
H1
,
(5.13)
and
h(x(T ))− h(x¯(T )) = 〈hx(x¯(T )), δx(T )〉H + 〈hˆxx(T )δx(T ), δx(T )〉H . (5.14)
Using a similar method in the proof of (5.6), we obtain that∣∣∣E ∫ T
0
(〈
gˆ11(t)δx(t), δx(t)
〉
H
− 1
2
〈
g11(t)y(t), y(t)
〉
H
)
dt
∣∣∣
≤ C(‖δu‖L∞
F
(0,T ;H1) · ‖δu‖2L4
F
(0,T ;H1)
) ≤ C(‖δu‖L∞
F
(0,T ;H1) · ‖δu‖2L8
F
(0,T ;H1)
)
,
(5.15)
∣∣∣E ∫ T
0
(
2
〈
gˆ12(t)δx(t), δu(t)
〉
H1
− 〈g12(t)y(t), δu(t)〉H1)dt∣∣∣
≤ C(‖δu‖L∞
F
(0,T ;H1) · ‖δu‖2L8
F
(0,T ;H1)
)
,
(5.16)
∣∣∣E ∫ T
0
(〈
gˆ22(t)δu(t), δu(t)
〉
H1
− 1
2
〈
g22(t)δu(t), δu(t)
〉
H1
)
dt
∣∣∣
≤ C(‖δu‖L∞
F
(0,T ;H1) · ‖δu‖2L8
F
(0,T ;H1)
)
,
(5.17)
and ∣∣∣E(〈hˆxx(x¯(T ))δx(T ), δx(T )〉H − 12〈hxx(x¯(T ))y(T ), y(T )〉H)∣∣∣
≤ C(‖δu‖L∞
F
(0,T ;H1) · ‖δu‖2L8
F
(0,T ;H1)
)
.
(5.18)
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Also, by (5.2) and (A3),∣∣∣E ∫ T
0
〈
g1(t), δx(t)− y(t)− 1
2
z(t)
〉
H
dt+ E
〈
hx(x¯(T )), δx(T )− y(T )− 1
2
z(T )
〉
H
∣∣∣
≤
∥∥∥δx− y − 1
2
z
∥∥∥
CF([0,T ];L2(Ω;H))
≤ C(‖δu‖L∞
F
(0,T ;H1) · ‖δu‖2L8
F
(0,T ;H1)
)
.
(5.19)
Combining (5.13)–(5.14) with (5.15)–(5.19), we have that
J (u)−J (u¯)
≥ E
∫ T
0
[〈
g1(t), y(t)
〉
H
+
1
2
〈
g1(t), z(t)
〉
H
+
〈
g2(t), δu(t)
〉
H1
+
1
2
(〈
g11(t)y(t), y(t)
〉
H
+ 2
〈
g12(t)y(t), δu(t)
〉
H1
+
〈
g22(t)δu(t), δu(t)
〉
H1
)]
dt
+E
[〈
hx(x¯(T )), y(T )
〉
H
+
1
2
〈
hx(x¯(T )), z(T )
〉
H
+
1
2
〈
hxx(x¯(T ))y(T ), y(T )
〉
H
]
−C‖δu‖L∞
F
(0,T ;H1) · ‖δu‖2L8
F
(0,T ;H1)
.
(5.20)
Substituting (3.16)–(3.18) into (5.20) and combining with (5.10), we get that
J (u)−J (u¯)
≥ −E
∫ T
0
〈
Hu(t), δu(t)
〉
H1
dt
−E
∫ T
0
(1
2
〈
Huu(t)δu(t), δu(t)
〉
H1
+
1
2
〈
b2(t)
∗P (t)b2(t)δu(t), δu(t)
〉
H1
)
dt
−E
∫ T
0
〈(
Hxu(t)+a2(t)
∗P (t)+b2(t)
∗P (t)b1(t)
)
y(t), δu(t)
〉
H1
dt
−1
2
E
∫ T
0
〈(
Q̂(0) +Q(0)
)
(0, a2(t)δu(t), b2(t)δu(t)), b2(t)δu(t)
〉
H
dt
−C(‖δu‖L∞
F
(0,T ;H1) · ‖δu‖2L8
F
(0,T ;H1)
)
= −E
∫ T
0
〈
Hu(t), δu(t)
〉
H1
dt− 1
2
Λ(δu)− C(‖δu‖L∞
F
(0,T ;H1) · ‖δu‖2L8
F
(0,T ;H1)
)
≥ ̺‖δu‖2L8
F
(0,T ;H1)
− C(‖δu‖L∞
F
(0,T ;H1) · ‖δu‖2L8
F
(0,T ;H1)
)
.
(5.21)
Then, choosing σ small enough such that
C‖δu‖L∞
F
(0,T ;H1) ≤ Cσ ≤
̺
2
,
we finally obtain (5.12).
When the BSEE (2.15) has a unique V -transposition solution (P,Q) with which PT , J(·),
K(·) and F (·) are given by (3.3), the following result immediately follows from Theorem 5.1.
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Corollary 5.1 In addition to the assumptions in Theorem 5.1, assume that (A5) holds. If
there exists a constant ̺ > 0 such that for any u(·) ∈ U∞[0, T ],
E
∫ T
0
〈
Hu(t), u(t)− u¯(t)
〉
H1
dt ≤ 0
and
Λ˜(u− u¯) ≤ −2̺‖u− u¯‖2L8
F
(0,T ;H1)
,
then there exists a constant σ > 0 such that for any u(·) ∈ U∞[0, T ] with ‖u− u¯‖L∞
F
(0,T ;H1) ≤
σ,
J (u) ≥ J (u¯) + ̺
2
‖u− u¯‖2L8
F
(0,T ;H1)
,
and, u¯ is a local minima of the optimal control problem (1.2).
In what follows we refine the second order sufficient conditions in Theorem 5.1 and
Corollary 5.1 by the general Legendre form.
Definition 5.1 Let X be a reflexive Banach space. A functional Ψ : X → R is called a
general Legendre form if Ψ is weakly lower semicontinuous, positively homogeneous of degree
2, i.e, for any x ∈ X, t > 0, Ψ(tx) = t2Ψ(x) and if xk w−⇀ x and Ψ(xk) → Ψ(x), it holds
that xk → x strongly.
Some sufficient and necessary conditions to ensure a functional to be a Legendre form
can be found in [8].
Define
TU8[0,T ](u¯)
△
= cl8
{
v = α(u− u¯) | u ∈ U∞[0, T ], α ≥ 0
}
,
where cl8(A) is the closure of a set A under the norm topology of the Banach space
L8
F
(0, T ;H1). If −Λ is a general Legendre form defined on L8F(0, T ;H1), the negative definite
condition (5.11) can be weaken to the following directional negative definite condition:
(A9) Λ(v) < 0, ∀v ∈ CU8[0,T ](u¯), (5.22)
where
CU8[0,T ](u¯) △=
[
TU8[0,T ](u¯)
⋂{
v ∈ U8[0, T ]
∣∣∣ E ∫ T
0
〈Hu(t), v(t)〉H1 dt = 0
}]
\ {0}.
When −Λ is a general Legendre form, we have the following second order sufficient condition:
Theorem 5.2 Assume that x0 ∈ L2F0(Ω;H) and −Λ is a general Legendre form on L8F(0, T ;
H1). Let (A1)–(A3) and (A7)–(A9) hold, and let u¯(·) be an admissible control and x¯(·)
be the corresponding state. If for any u(·) ∈ U∞[0, T ],
E
∫ T
0
〈
Hu(t), u(t)− u¯(t)
〉
H1
dt ≤ 0, (5.23)
then there exist constants σ > 0 and ̺ > 0 such that for any u(·) ∈ U∞[0, T ] with ‖u −
u¯‖L∞
F
(0,T ;H1) ≤ σ, the quadratic growth condition (5.12) holds.
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Proof : We prove this conclusion through a contradiction argument. If one could not find
σ > 0 and ̺ > 0 such that (5.12) holds, then there must exist sequences {̺n}∞n and {un}∞n=1
such that for any n, ̺n > 0, ̺n → 0, un ∈ U∞[0, T ], ‖un− u¯‖L∞
F
(0,T ;H1) → 0 (as n→∞) and
J (un) < J (u¯) + ̺n
2
‖un − u¯‖2L8
F
(0,T ;H1)
. (5.24)
Let
vn =
un − u¯
‖un − u¯‖L8
F
(0,T ;H1)
.
It is clear that vn is a unit vector of L
8
F
(0, T ;H1) for any n ∈ N, and there exists a subsequence
{unk}∞k=1 which converges weakly to a vector v ∈ L8F(0, T ;H1). Without loss of generality,
we assume vn
w−⇀ v. Since U is convex, TU8[0,T ](u¯) is a closed convex set. Noting that
L8
F
(0, T ;H1) is a reflexive Banach space, we have v ∈ TU8[0,T ](u¯).
Let us divide the rest of the proof into three steps.
Step 1: In this step, we prove that E
∫ T
0
〈Hu(t), v(t)〉 dt = 0. By (5.23),
E
∫ T
0
〈Hu(t), vn(t)〉H1 dt ≤ 0,
and hence
E
∫ T
0
〈Hu(t), v(t)〉H1 dt ≤ 0.
If for some ε > 0,
E
∫ T
0
〈Hu(t), v〉H1 dt < −ε < 0,
by (5.21), it is easy to find that
J (un) ≥ J (u¯)− E
∫ T
0
〈
Hu(t), un(t)− u¯(t)
〉
H1
dt− o(‖un(t)− u¯(t)‖L8
F
(0,T ;H1))
= J (u¯)−‖un−u¯‖L8
F
(0,T ;H1)E
∫ T
0
〈
Hu(t), vn(t)
〉
H1
dt−o(‖un(t)−u¯(t)‖L8
F
(0,T ;H1)).
Then, by assumption (5.24), we have that
−E
∫ T
0
〈
Hu(t), vn(t)
〉
H1
dt− o(1) < ̺n
2
‖un − u¯‖L8
F
(0,T ;H1).
Letting n→∞, we get that
0 < ε < −E
∫ T
0
〈
Hu(t), v(t)
〉
H1
dt ≤ 0,
a contradiction. Therefore,
E
∫ T
0
〈Hu(t), v(t)〉 dt = 0.
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Step 2: In this step, we prove that v 6= 0.
If not, Λ(v) = Λ(0) = 0. Using (5.21) again, we obtain that
J (un) ≥ J (u¯)− E
∫ T
0
〈
Hu(t), un(t)− u¯(t)
〉
H1
dt− 1
2
Λ(un(t)− u¯(t))
−C(‖un(t)− u¯(t)‖L∞
F
(0,T ;H1)‖un(t)− u¯(t)‖2L8
F
(0,T ;H1)
)
≥ J (u¯)− 1
2
Λ(un(t)− u¯(t))− C
(‖un(t)− u¯(t)‖L∞
F
(0,T ;H1)‖un(t)− u¯(t)‖2L8
F
(0,T ;H1)
)
.
By (5.24),
−1
2
Λ(un(t)−u¯(t))−C
(‖un(t)−u¯(t)‖L∞
F
(0,T ;H1)‖un(t)−u¯(t)‖2L8
F
(0,T ;H1)
)
<
̺n
2
‖un−u¯‖2L8
F
(0,T ;H1)
,
which implies
− 1
2
Λ(vn)− C‖un(t)− u¯(t)‖L∞
F
(0,T ;H1) <
̺n
2
. (5.25)
Since −Λ is weakly lower semicontinuous,
lim
n→∞
−Λ(vn) ≥ −Λ(v).
Then, by (5.25),
0 = −1
2
Λ(v) ≤ lim
n→∞
(
− 1
2
Λ(vn)− C‖un(t)− u¯(t)‖L∞
F
(0,T ;H1)
)
≤ lim
n→∞
̺n
2
= 0,
which implies that there exists a subsequence {vnk}∞k=1 (of {vn}∞n=1) such that −Λ(vnk) →
−Λ(v) = 0 as k →∞. Since −Λ is a Legendre form and vnk w−⇀ v, we have vnk → v strongly.
But ‖vnk‖L8F(0,T ;H1) = 1 and therefore ‖v‖L8F(0,T ;H1) = 1, contradicting to the assumption that
v = 0.
Step 3: By Steps 1 and 2, we have proved that v ∈ CU8[0,T ](u¯). Then by Assumption
(A8), there exists a constant ε > 0 such that
−Λ(v) ≥ ε > 0,
which gives
0 <
ε
2
≤ −1
2
Λ(v) ≤ lim
n→∞
(
− 1
2
Λ(vn)− C‖un(t)− u¯(t)‖L∞
F
(0,T ;H1)
)
≤ lim
n→∞
̺n
2
= 0,
a contradiction. This completes the proof of Theorem 5.2.
Corollary 5.2 Assume that x0 ∈ L2F0(Ω;H), (A1)–(A3), (A5) and (A7)–(A8) hold. Let
(P,Q) be the unique V -transposition solution to BSEE (2.15) with PT , J(·), K(·) and F (·)
given by (3.3) and let u¯(·) be an admissible control with x¯(·) the corresponding state. If −Λ˜
is a Legendre form on L8
F
(0, T ;H1),
Λ˜(v) < 0, ∀ v ∈ CU8[0,T ](u¯)
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and for any u(·) ∈ U∞[0, T ],
E
∫ T
0
〈
Hu(t), u(t)− u¯(t)
〉
H1
dt ≤ 0,
then there exist constants σ > 0 and ̺ > 0 such that for any u(·) ∈ U∞[0, T ] with ‖u −
u¯‖L∞
F
(0,T ;H1) ≤ σ, the quadratic growth condition (5.12) holds.
Remark 5.1 The proof of Theorem 5.2 is a modification of the related conclusion in de-
terministic optimization problem, see [8, Chapter 3]. The corresponding results in the de-
terministic optimal control problem can be found in [7], and that in optimal control prob-
lems of stochastic differential equations can be found in [9]. Note that, in Theorem 5.2,
we do not need the assumptions that buu(t, x, u) ≡ 0 or the maps (x, u) 7→ a(t, x, u) and
(x, u) 7→ b(t, x, u) are affine for a.e. t ∈ [0, T ]. Therefore, Theorem 5.2 is much more gen-
eral than [9, Proposition 4.15]. In addition, even though the condition (5.22) in Theorem 5.2
is weaker than the condition (5.11) in Theorem 5.1, in the stochastic cases, there exist some
essential difficulties to verify if the corresponding quadratic-like forms −Λ or −Λ˜ are Legen-
dre form (see [9, Examples 4.16–4.17]). Therefore, sometimes it is much more convenient
to use Theorem 5.1 in practice.
6 Examples
In this section, we shall give some examples. Firstly, we apply our second order necessary
condition for systems of controlled stochastic heat equations. The same thing can be done for
lots of other systems, such as stochastic Schro¨dinger equations, stochastic Korteweg-de Vries
equations, stochastic Kuramoto-Sivashinsky equations, stochastic Cahn-Hilliard equations,
etc.
Example 6.1 Let H = L2[0, 1] × L2[0, 1], H1 = H10 (0, 1) × H10 (0, 1), V = H−1(0, 1) ×
H−1(0, 1) and U = H10 (0, 1)×BH10 (0,1) where BH10 (0,1) is the closed unit ball in H10 (0, 1). Then
V ′ = H10 (0, 1)×H10 (0, 1). Define an operator A by{
D(A) = H2(0, 1) ∩H10 (0, 1),
Af = ∂xxf, ∀f ∈ D(A).
It is clear that the embedding from H to V is Hilbert-Schmidt and A generates a C0-semigroup
on H10 (0, 1). Consider the following control system:
dϕ1 = ∂xxϕ1dt+ u1dt+ (ϕ1 + ϕ2)dW (t) in (0, T ]× (0, 1),
dϕ2 = ∂xxϕ2dt+ u
2
2dW (t) in (0, T ]× (0, 1),
ϕ1(t, 0) = ϕ1(t, 1) = 0, in (0, T ],
ϕ2(t, 0) = ϕ2(t, 1) = 0, in (0, T ],
ϕ1(0, x) = φ(x), on (0, 1)
ϕ2(0, x) = 0, on (0, 1),
(6.1)
35
and the cost functional
J (u) = 1
2
E〈ϕ1(T ), ϕ1(T )〉L2(0,1).
It is easy to see that (A1)–(A3) hold for the above optimal control problem. Furthermore,
ax = 0 ∈ L∞F (0, T ;LHV ′), bx =
(
I I
0 0
)
∈ L∞
F
(0, T ;LHV ′).
Then, we see that (A5) holds.
Let φ =
∞∑
n=1
an
√
2 sinnπx ∈ L2(0, 1). We claim that (u1, u2) = (f, 0) ∈ U2[0, T ], where
f(t, x) =
∞∑
n=1
fn(t)
√
2 sinnπx for fn(t) = −an
T
e−(n
2pi2+1/2)t+W (t)
is an optimal control. Indeed, if (u1, u2) = (f, 0), then the corresponding solution (ϕ1, ϕ2)
satisfies that ϕ1(T ) = 0. Next, direct computations show that f ∈ L2F(0, T ;H10(0, 1)). This
verifies our claim. Furthermore, one can show that f(·) ∈ L1,22,F(H10 (0, 1)). Hence, we find
that the first condition in (A6) holds.
For this optimal control problem, the Hamiltonian is
H(t, (ϕ1, ϕ2), (u1, u2), (p1, p2), (q1, q2)) = p1u1 + q1(ϕ1 + ϕ2) + q2u
2
2,
and the corresponding first order adjoint equation is
dp1 = −∂xxp1dt− q1dt+ q1dW (t) in [0, T )× (0, 1),
dp2 = −∂xxp2dt− q1dt+ q2dW (t) in [0, T )× (0, 1),
p1(·, 0) = p1(·, 1) = 0, on [0, T ),
p2(·, 0) = p2(·, 1) = 0, on [0, T ),
p1(T, ·) = p2(T, ·) = 0, in (0, 1).
(6.2)
Obviously, (p1, p2) ≡ 0, (q1, q2) ≡ 0 and therefore,
H(t, (ϕ1, ϕ2), (u1, u2), (p1, q1), (p2, q2)) ≡ 0.
Then, the second order adjoint equation reads
dP = −
(
A∗P11 + P11A
∗ A∗P12 + P12A
∗
A∗P21 + P21A
∗ A∗P22 + P22A
∗
)
dt
−
[(
P11 P11
P11 P11
)
+
(
2Q11 Q11+Q12
Q11+Q21 Q12 +Q21
)]
dt+
(
Q11 Q12
Q21 Q22
)
dW (t) in [0, T ),
P (T ) =
( −I 0
0 0
)
.
(6.3)
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It is clear that Q =
(
Q11 Q12
Q21 Q22
)
= 0. Then P is the solution to
dP = −
(
A∗P11 + P11A
∗ A∗P12 + P12A
∗
A∗P21 + P21A
∗ A∗P22 + P22A
∗
)
dt−
(
P11 P11
P11 P11
)
dt in [0, T ),
P (T ) =
( −I 0
0 0
)
.
Obviously,
P (·) = −eA(T−·)JeA(T−·) −
∫ T
·
eA(s−·)P (s)eA(s−·)ds
∈ L1,22,F
(L2[(H10 (0, 1))2; (L2(0, 1))2]) ∩ L∞([0, T ]× Ω;L2[(H10 (0, 1))2; (L2(0, 1))2]).
Further, by the classical theory of Riccati equations (see [4, Part IV, Section 2.2, Theorem
2.1]), we know that P11(t) < 0, for any t ∈ [0, T ].
Since bu(t, x¯(t), u¯(t)) ≡ 0, we have,
Hu(t, (ϕ
1, ϕ2), (u1, u2), (p
1, q1), (p2, q2)) ≡ 0,
Huu(t, (ϕ
1, ϕ2), (u1, u2), (p
1, q1), (p2, q2))+bu(t, x¯(t), u¯(t))
∗P (t)bu(t, x¯(t), u¯(t)) ≡ 0,
and
S(t) =
(
P11 P12
0 0
)
, ∇S(t) = 0.
Then, we see that the second condition in (A6) holds.
In what follows, we consider an application of the second order sufficient condition in the
stochastic LQ problems.
Example 6.2 Let us consider the following linear control system{
dx =
(
Ax+B1x+ C1u
)
dt+
(
B2x+ C2u
)
dW (t) in (0, T ],
x(0) = x0,
(6.4)
and the cost functional
J(u(·))= 1
2
E
∫ T
0
(
〈Rx(t), x(t)〉H + 2 〈x(t),Mu(t)〉H + 〈Nu(t), u(t)〉H1
)
dt. (6.5)
We assume that B1, B2 ∈ LHV ′ , C1, C2,M ∈ L(H1;H), R ∈ L(H), N ∈ L(H1). Moreover,
R and N are self-adjoint.
It is clearly that, the optimal control problem (1.3) for control system (6.4) and cost
functional (6.5) is well-defined on U2[0, T ].
Let (x¯, u¯) be an admissible pair. Define
H(t, x, u, k1, k2)
△
=
〈
k1, B1x+ C1u
〉
H
+
〈
k2, B2x+ C2u
〉
H
−1
2
(〈
Rx(t), x(t)
〉
H
+ 2
〈
x(t),Mu(t)
〉
H
+
〈
Nu(t), u(t)
〉
H1
)
,
(t, x, u, k1, k2) ∈ [0, T ]×H × U ×H ×H,
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and define the first and second order adjoint equations:{
dp = −A∗pdt− (B∗1p +B∗2q − Rx¯(t)−Mu¯(t))dt+ qdW (t) in [0, T ),
p(T ) = 0
(6.6)
and 
dP = −(A∗ +B∗1)Pdt− P (A+B1)dt− B∗2PB2dt
−(B∗2Q+QB2)dt+Rdt+QdW (t) in [0, T ),
P (T ) = 0.
(6.7)
Obviously, BSEE (6.6) admits a unique transposition solution
(
p, q
)
, and, BSEE (6.7) admits
a unique V -transposition solution
(
P,Q
)
. In addition, since the operators B1, B2 and N
independent of (t, ω), we have that
(
P,Q
)
is actually the solution to the follow deterministic
operator-valued evolution equation:{
dP = −(A∗ +B∗1)Pdt− P (A +B1)dt− B∗2PB2dt+Rdt in [0, T ),
P (T ) = 0.
(6.8)
Let u(·) ∈ U2[0, T ] be another admissible control with the corresponding state x(·) and
denote δx = x(·)− x¯(·), δu = u(·)− u¯(·). We have that
J (u)− J (u¯)
= E
∫ T
0
(〈
Rx¯(t), δx(t)
〉
H
+
1
2
〈
Rδx(t), δx(t)
〉
H
+
〈
Nu¯(t), δu(t)
〉
H1
+
1
2
〈
Nδu(t), δu(t)
〉
H1
+
〈
x¯(t),Mδu(t)
〉
H
+
〈
δx(t),Mu¯(t)
〉
H
+
〈
δx(t),Mδu(t)
〉
H
)
dt
= −E
∫ T
0
(〈
Hu(t), δu(t)
〉
H1
− 1
2
〈
Rδx(t), δx(t)
〉
H
−1
2
〈
Nδu(t), δu(t)
〉
H1
− 〈δx(t),Mδu(t)〉
H
)
dt.
(6.9)
By Itoˆ’s formula,
−E
∫ T
0
(〈
Rδx(t), δx(t)
〉
H
+
〈
Nδu(t), δu(t)
〉
H1
+ 2
〈
δx(t),Mδu(t)
〉
H
)
dt
= −E
∫ T
0
[
2
〈
Sδx(t), δu(t)
〉
H1
+
〈(
N + C∗2P2C2
)
δu(t), δu(t)
〉
H1
]
dt
= −Λ˜(δu(·)), (6.10)
where
S = C∗1P + C
∗
2PB2 −M∗.
Noting that in the this special case, the quadratic form Λ˜ can be extended into the Hilbert
space L2
F
(0, T ;H1). Therefore, the second order sufficient condition
Λ˜(δu(·)) ≤ −̺‖δu‖2L2
F
(0,T ;H1)
(6.11)
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holds true if and only if the quadratic functional (defined on L2
F
(0, T ;H1))
F (δu)
△
= −E
∫ T
0
〈(
Γ∗RΓ + Γ∗M +N
)
δu(t), δu(t)
〉
H1
dt ≤ −̺‖δu‖2L2
F
(0,T ;H1)
, (6.12)
where Γδu = δx.
Using a similar argumentation as in Section 5, we have, when condition (6.12) is satisfied,
any (x¯, u¯) is an local optimal pair if
E
∫ T
0
(〈
Hu(t), u(t)− u¯(t)
〉
H1
dt ≤ 0, ∀ u(·) ∈ U2[0, T ].
Furthermore, since the inequality (6.11) holds true for any u(·) ∈ U2[0, T ], we know that the
(x¯, u¯) satisfying the above inequality is the unique globally minimizer.
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