PURPOSE: Establishing and obtaining consistent quantitative indices of retinal thickness from a variety of clinically used Spectral-Domain Optical Coherence Tomography scanners. DESIGN: Retinal images from five Spectral-Domain Optical Coherence Tomography scanners were used to determine total retinal thickness with scanner-specific correction factors establishing consistency of thickness measurement across devices.
Introduction
Since its introduction in 2005, Spectral-Domain Optical Coherence Tomography (SD-OCT) [22] has gained rapid acceptance as the imaging tool of choice for the diagnosis, management and treatment of many retinal and neuropathic diseases [1, 10, 12, 20] . Measurement of total retinal thickness, between inner limiting membrane (ILM) and Bruch's membrane (BM), is widely used for quantification of disease progression/regression, as well as for diagnostic purposes when comparison to normative atlases or databases is available. Quantitative measurements of SD-OCT-derived retinal thickness (or thickness of individual retinal layers) are widely used as outcome parameters of large clinical trials such as the Comparison of Age-related macular degeneration Treatments Trial (CATT) [24] .
For clinical management of patients imaged in different clinics with different OCT devices, as well as for comparisons in clinical studies, it is important that the quantitative indices obtained from the same eye imaged using different devices at the same time give the same retinal or layer thickness values. However, many studies have reported discrepancies of retinal thickness measurements across devices [3, 6, 9, 11, 13, 16, 23] . Such studies, which necessarily use both manufacturer-specific imaging hardware as well as manufacturer/device-specific retinal segmentation algorithms, by nature cannot differentiate whether the observed discrepancies are caused by the imaging hardware (considering scanner resolution, sensor sensitivity, optics, calibration, etc.) or should be attributed to the differences in the segmentation algorithms.
The Iowa Reference Algorithms are a group of OCT analysis algorithms that have been shown highly reproducible in previously published validation studies [2, 7, 8, 14, 15, 17, 21] , are publicly available at <http://www.biomed-imaging.uiowa.edu/downloads>. They can segment the volumes from essentially any commercial or non-commercial SD-OCT device, including all SD-OCTs that are in routine clinical use. Its flexibility and broad applicability make it an ideal tool for a cross-device comparison study, making the assessment independent of manufacturers implementations of segmentation algorithms. The purpose of this study is to determine reproducibility of the Iowa Reference Algorithms across five SD-OCT devices, without performing a comparative analysis of segmentation algorithms commercially available on individual OCT scanners.
In this study, the consistency of retinal layer thickness measurements in normal eyes and eyes with degenerative retinal diseases is assessed using five commonly and widely available SD-OCT devices by employing the Iowa Reference Algorithm with default parameter setting for total retinal thickness measurement using images from all compared scanners.
Materials and Methods
OCT imaging was performed by experienced, reading-center-certified operators using commercially available 3D-OCT 2000 Mark II (Topcon, Tokyo, Japan), Cirrus TM HD-OCT (Carl Zeiss Meditec, Dublin, CA), RS-3000 (Nidek, Tokyo, Japan), RTVue (Optovue, Fremont, CA), and Spectralis ® HRA+OCT (Heidelberg Engineering, Heidelberg, Germany) devices under standardized conditions. Identical or as-similar-as-possible raster scan patterns were selected across all five devices to enable objective comparisons. The study was conducted according to the tenets of the Declaration of Helsinki, and the study protocol was approved by the Institutional Review Board for Human Subjects Research by the ethics committee at the Medical University of Vienna.
All subjects signed informed consent before enrollment. All scans were de-identified before further analysis. The individual scan protocols were as follows:
• 3D-OCT 2000 (Topcon2000) -"3D Macula" pattern with 128 sections (512 A-scans each) in a 6×6mm area.
• Cirrus HD-OCT -"Macular Cube" pattern with 128 sections (512 A-scans each) in a 6×6 mm 2 area.
• RS-3000 -"Macula Map" pattern with 128 sections (512 A-scans each) in a 6×6 mm 2 area.
• RTVue -"3D Macular" pattern with 101 sections (512 A-scans each).
• Spectralis -Custom raster scan pattern with 49 or 25 sections (512 A-scans each; lower number of sections chosen in case of patient fatigue) in a 20 • ×20 • field of view; automated real-time averaging activated at 29 frames.
In all devices, an internal fixation target was provided. In all devices, an internal fixation target was employed. All five scans per subject were completed within one hour in a random acquisition order of OCT devices, to counteract a potential systematic bias and were performed by the same operator. Table 1 summarizes device-specific image acquisition parameters for all five utilized SD-OCT devices. RTVue, RS-3000, and Cirrus have an axial resolution of 5µm. Axial resolution of Spectralis and Topcon2000 was 4-6µm and 5-6µm, respectively. All OCT scans covered the same area of the macula, sized close to 6×6×2 mm 3 scan, despite device-specific image resolution differences. The Iowa Reference Algorithm [21] is a fast multiscale 10-intra-retinal layer (11-surface) segmentation method extended from prior reported work on 3D graph search-based intra-retinal surface segmentation [8, 14] , similar approaches based on optimization of graph theory are prevalent in this area [5] . Briefly, the principal approach is to detect the retinal surfaces in a 3D OCT sub-volume constrained by the retinal surface segmented in a low-resolution 3D OCT volume. The automatically segmented retinal surfaces correspond to cost function minima identified by s − t cut graph search optimization. The cost functions were designed to reflect local dark-to-bright or bright-to-dark image intensity transitions (Fig. 1) . The Iowa Reference Algorithms are applied to segment all complete 3D SD-OCT scans captured with the 5 devices. For the purposes of inter-machine comparisons, mean total retinal layer thickness is defined as the average distance along A-scans between Surface 1 (inner limiting membrane (ILM)) and surface 11 (Bruch's membrane (BM)) in the SD-OCT scans, Fig. 1 . In order to calculate the total retinal thickness for the complete 3D-OCT scans, all the A-scans ILM-BM distances were represented in micrometers (µm) by using manufacturer-provided voxel sizes (Table 1) and averaged.
Statistical analysis
This paper focuses on reproducibility of assessing total retinal thickness using the above-mentioned five SD-OCT devices. Let X mi denote the mean total retinal thickness measurement from SD-OCT device m = 1, 2, ..., 5 for subject i = 1, 2, ..., 11. The segmentation results were reviewed by a retinal specialist (MDA); all ILM and BM surface segmentations were found to be correct. Consequently, the average of all per-subject total retinal thickness measurements obtained from all SD-OCT devices served as the internal reference standard
where M = 5 denotes the number of employed scanners.
For each device, a scanner-specific bias was calculated as the mean signed difference between the patient-specific internal reference standard and the patient/scanner-specific total retinal thickness measurement
where I = 11 is the total number of subjects. All reported measurements are expressed in µm. The scanner-specific bias and the subject-specific bias are reported as mean ± standard deviation (SD).
Following [4] , the model proposed for the comparison of machine-specific total retinal thickness (TRT) measurements X m i across five SD-OCT devices was
where ε mi denotes normal distribution with mean = 0 and variance = 1. This model assumes that the measurement from device m is a linear function of the true value µ i with intercept α m and slope β m . The model is more general than classic limits of agreement analysis in that β m are not required to be the same and equal to 1. The agreement of measurements from different devices and presence of systematic bias is assessed by Bland-Altman analysis [19] . Using the above model, an approach called Method comparison [4] was employed to obtain the prediction equations for each device from a measurement of every other device. The prediction equations were generated using the R package containing MethComp, publicly available at <http://BendixCarstensen.com/MethComp>. Our approach investigates whether the difference in measurements between any two devices is constant. That is, whether the 5 values of β m are the same. The Mendel test [18] as implemented in the R package containing additivityTests, publicly available at <https://github.com/rakosnicek/additivityTests> was used for this purpose.
Results
For the purpose of this analysis eleven subjects (eight females, three males) 31 to 80 years old (mean age = 58.7, SD age = 17.38) were prospectively recruited at the Department of Ophthalmology, Medical University of Vienna, Austria. The study group included four normal subjects, seven patients with degenerative retinal diseases (one patient with atrophic age-related macular degeneration (AMD), one macular hole, two Stargardt's disease, three AMD complicated by choroidal neovascularization (CNV)). Fig. 2 show example ILM and BM retinal surface segmentations of the middle slices of a normal subject imaged using five SD-OCT devices. As already mentioned above, our expert observer (MDA, retinal specialist) considered all segmentations correct with no segmentation failures identified in any of the reviewed B-mode images.
Bland-Altman plots are shown in Fig. 5 , setting the limits of agreement (LOA) to 1.96 times the standard deviations. Table 4 summarizes uncorrected device-specific mean TRT differences, as well as their upper and lower limits for the five SD-OCT devices. No device-specific pairwise differences of uncorrected TRT measurements were found statistically different from each other for all five tested SD-OCT devices (Mendel test p-value of 0.992). In other words, applying the derived TRT correction model to measurements obtained from individual machine images was expected to yield statistically identical measurements after the correction. Table 2 summarizes the obtained mean total retinal thickness measurements for all five SD-OCT devices. The maximum TRT average values were seen for Spectralis (TRT = 292.98 ± 25.65), while the minimum values per device were observed for RS-3000 (TRT = 276.65 ± 26.75). RTVue, Cirrus and Topcon2000 TRT measurements ranged between those of Spectralis and RS-3000. Table 2 shows that the inter-subject variability is statistically identical across the five SD-OCT devices. The device-specific bias (expressed as mean bias ±SD µm) is summarized in Table 3 . For total retinal thickness analysis, higher device-specific biases were observed for Spectralis and RS-3000, −8.19 ± 2.14 µm and 8.14 ± 1.81 µm respectively, while RTVue (2.88 ± 1.11µm), Cirrus (−1.33 ± 1.64µm) and Topcon2000 (−1.5 ± 1.92µm) exhibited significantly lower biases. In order to adjust the bias for the subjects, we subtracted the device-specific mean bias from the X mi per device. As expected, the corrected TRT measurements per device were statistically similar with low variability, suggesting excellent consistency of the Iowa Reference Algorithm-derived TRT measurements across the five SD-OCT devices (see Fig. 3 ). In Fig. 4 , mean uncorrected and bias-corrected retinal thicknesses X are shown across all five SD-OCT devices for all subjects in comparison with the internal reference standard X ref . Figure 3 . Device-specific TRT biases determined by comparison with the internal reference standard, expressed as mean with ± 95% CI (error bars).
Method comparison [4] gives ten predictive equations and predictive errors expressed as standard deviation in Table 5 . Fig. 5 shows the Bland-Altman plots (upper triangles) and scatter plots (lower triangles) with predictive equations estimated to illustrate a pair-wise comparison between devices.
Discussion
The presented approach facilitates quantitative research using SD-OCT scanners from different manufacturers. This novel advancement is of special importance in longitudinal and/or large Figure 4 . Plot of device-specific mean total retinal thicknesses of 11 subjects from 5 devices versus the internal reference standard; prior to device-specific bias adjustment (left) and after the bias adjustment (right). In this study, we compared the fovea-centered measurements of the total retinal thickness in normal controls as well as in subjects with degenerative retinal diseases. The SD-OCT scans were obtained using five commercially available SD-OCT devices for each subject. The Iowa Reference Algorithm was used to segment retinal surfaces in these volumes. The Iowa Reference Algorithm is device independent and provides a highly repeatable and reproducible retinal layer segmentation of SD-OCT 3D volumes. In Fig. 2 , the delineation of retinal layers by 2 surfaces is shown to be highly similar and stable across the five devices. In the literature [3, 6, 9, 11, 13, 16, 23] , it is argued that the differences of retinal thickness measurements among different SD-OCT devices are associated with different scan acquisition methods, different methods of retinal layer segmentation including alignment and registration, by differences in sampling frequency of thickness measurement points, and possibly by different estimates of the optical index properties of the retina. Specifically, Wolf et al. compared the reproducibility of central retinal thickness (CRT) measurements from six commercially available OCT devices [23] . In this study, CRT measurements were obtained by scanner-specific assessment of retinal thickness in normal eyes using following six OCT devices: Stratus OCT (Carl Zeiss Meditec, Inc. Dublin, CA), SOCT Copernicus (Reichert/Optopol Technology, Inc., Depew, NY), Spectral OCT/SLO (Opko/OTI, Inc., Miami, FL), RTVue-100, Spectralis HRA+OCT, and Cirrus HD-OCT. Consistently, higher CRT measurement values were reported by SD-OCT devices compared to TD-OCT scanner. The differences in CRT were substantial and ranged from 2 to 77 µm. The authors concluded that the major source of the observed discrepancies in CRT measurements across SD-OCT devices was associated with the manufacturer-specific proprietary algorithms for retinal OCT segmentation.
In another study conducted on normal subjects, similar discrepancies in macular thickness measurements were reported [16] . Macular thickness measurements were compared between TD-OCT Stratus (Stratus OCT, Carl Zeiss Meditec, Dublin, CA) and SD-OCT (3D OCT, Topcon, Tokyo, Japan). Total and regional macular thicknesses were measured and compared. The mean foveal thicknesses obtained by Stratus OCT and Topcon were 195.6±17.2 and 260.0±12.2 µm, respectively. The total mean macular thickness was 216.4±18.0µm (Stratus) and 263.2±12.6 µm (Topcon). Macular thickness values obtained from Topcon SD-OCT scanner were generally thicker than those measured using Stratus OCT. In this study, the spans of 95% limits of agreement for foveal thickness was 21.3 µm and for total macular thickness was 33.9 µm.
Mean retinal thickness comparison was reported across 6 OCT devices (one TD-OCT and five SD-OCT): Stratus, Cirrus, Spectralis HRA-OCT , RTVue-100, SD-OCT Copernicus HR (Optopol Technology SA, Zawiercie, Poland), and 3D OCT-1000 (Topcon Corporation, Tokyo, Japan) in [9] . For all 6 devices, pairwise 95% limits of agreement (LOA) were not in a clinically acceptable range. The lowest 95% LOA was 138.9 µm (Cirrus vs RTVue) and highest 95% LOA was 348.7 µm (Copernicus compared to Spectralis). While the authors concluded that causes of the differences in mean retinal thickness were multifactorial, the employed analysis algorithms for retinal layer segmentation, quality of images, and types of pathologies affecting inner-outer retinal layer boundaries were identified as major sources of variability.
Similar findings were reported in an earlier study conducted in subjects with diabetic macular edema (DME) [6] . Stratus OCT and Cirrus SD-OCT were used to measure and analyze the macular thickness measurements of nine standard macular subfields and total macular volume. For the central macular thickness, the two devices produced measurements that agreed poorly with each other, it was shown that the 95% limits of agreement were between -137 and +31 µm.
This work is proposing a new model of TRT measurement comparison across five SD-OCT devices. In a conventional limit-of-agreement analysis for comparing two measurements methods, the assumption is that parameters β m are identical or equal to 1. In our approach, this assumption is not required yielding an assessment approach that is generally applicable to comparisons of two or more measurement methods. The Mendel test applied to the proposed model reveals that the five respective parameters β m (m = 1, ..., 5) expressing the pairwise differences among the TRT measurements across SD-OCT devices are statistically indistinguishable (p = 0.992). Having established this, we estimated a signed device-specific bias for each SD-OCT device, investigated the Bland-Altman plots for a proportional error and/or variation of measurements depending strongly on the magnitude of measurements, and also presented ten predictive equations in a pair-wise manner for the conversion of TRT measurements across five SD-OCT devices. Table 1 details a signed device-specific bias for each SD-OCT device. The maximum device-specific bias of −8.19 ± 2.14 µm was observed for Spectralis compared to other devices -the variability of the measured device-specific biases ranged from ±1.11 to ±2.14 µm, which is significantly lower than the device-specific voxel sizes (Table 3 , Fig. 3 and Table 1 ). Furthermore, we have shown that excellent cross-device reproducibility can be obtained by device-specific bias correction -mean retinal thickness measurements from different devices are tightly clustered around the same value for each subject once subjected to the correction factor (Fig. 4) .
Bland-Altman plots were used to compare five SD-OCT devices in pairwise comparisons (Table  5) . Generally, the Bland-Altman plots (Fig. 5) show no typical trends. Despite its unquestionable importance, the presented study is not free of several limitations. First, the cross-scanner consistency was demonstrated on a relatively small sample of 11 subjects. Yet, the imaging protocol required each subject to be imaged 5 times on the same day using five different OCT scanners, limiting the sample size. Additionally, the enrolled subjects included a mixture of pathologies and normal subjects as described earlier. As a result, the analyzed dataset is based on 55 volumetric OCT images, altogether consisting of 5874 OCT image slices. The image acquisition protocol is therefore unique and resulted in a highly diverse set of OCT image data.
Another limitation of the study design is its reliance on total retinal thickness. As was presented in earlier papers from our group, the Iowa Reference Algorithm routinely generates 11 retinal surfaces and thus outlines 10 inner-and outer-retinal layers. We have decided to limit the cross-machine comparison to total retinal thickness for two reasons: 1) 10-layer OCT segmentation in retinas suffering from topology-disrupting pathologies (e.g., cysts as in DME, AMD, etc.) remains an unsolved problem -consequently, not all layers may always be segmented reliably in such pathologies and 2) a wide range of thickness values was necessary to derive a reliable set of device-specific measurement correction parameters. While a study could have been designed using normal subjects (and/or subjects with diseases not disrupting retinal layer topology) with all 10 layers reliably segmented, the ranges of layer-specific thicknesses would be small and consequently the analysis resulting in robust correction factors would not be possible.
Once a larger dataset of OCT images from different scanners becomes available, one of the future goals may be to specifically focus on developing a correction approach for total retinal thickness. The presented method may then offer machine specific bias correction, hopefully with a high consistency across devices. The presented approach will in that case also lead naturally and directly to correcting thickness measurements of individual retinal layers since the same correction factors would apply. At this stage, while the presented results appear promising, no claims can be made that the Iowa Reference Algorithm is actually superior to using OCT device implemented algorithms in multicenter studies. Differing results in previous studies might have been the result of other factors like measurement technique etc. Nevertheless, this study holds a promise for eventually achieving accurate multi-device cross-scanner studies of retinal morphology.
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Conclusion
The Iowa Reference Algorithm offers a means of obtaining repeatable measurements of retinal thickness across clinically-relevant SD-OCT devices (Cirrus, Spectralis, Topcon2000, RTVue, and RS-3000). The Bland-Altman analysis of the device-bias-uncorrected TRT measurements demonstrate that once the device-specific correction factors are established on a larger dataset of OCT images from a variety of OCT scanners, interchangeability between the considered devices may be possible when proper corrections are applied. Predictive equations provided above advocate a strategy for such pairwise device measurement conversions. The observed systemic errors suggest presence of a measurable device-specific bias among all five studied SD-OCT devices. The measurement variance of around ≈ 2 µm (less than the device-specific axial voxel sizes) in bias estimation and the achieved p-value of 0.992 with the proposed model for 5 separate values of β m for SD-OCTs suggest the cross-scanner reproducibility of the Iowa Reference Algorithm post-correction measurements and thus the high reproducibility of its TRT measurements. However, this pilot study is too limited to establish authoritative correction factors across the different devices. A larger study, which we are currently planning, is required to do that. The presented results hold promise for future multi-center studies with heterogeneous device utilization.
