Due to some unfavorable factors, how to accurately register point sets is still a challenging task. In this paper, an effective point set registration approach is proposed based on a hybrid structure constrain. In the proposed method, a composite weight coefficient is determined based on the amplitudes of the vector and the corresponding projection of neighbor points. Given the composite weight coefficient, a local structure constraint is constructed as a linear combination of the vectors of neighbor points. A Gaussian mixture model is established by utilizing the local structure constraint and a global structure constraint based on the motion coherence theory. In addition, an expectation-maximization algorithm is derived to solve the unknown variables in the proposed model. For the constraint terms, an update strategy is utilized to obtain the approximately optimal weight coefficients. Compared to the state-of-the-art approaches, the proposed model is more robust due to the use of multiple effective constraints. Experimental results on some widely used data sets demonstrate the effectiveness of the proposed model.
I. INTRODUCTION
The goal of point set registration is to recover the transformation that maps a model point set to a target point set. As a useful technique, point set registration can be applied in many applications, such as image registration [1] , [2] , remote sensing [3] , surgical treatment [4] , [5] , etc. Nevertheless, point set registration remains a challenging problem, because of some unfavorable factors, e.g. transformation, correspondence, rotation, deformation, noise, outliers, etc.
Up to now, many algorithms have been proposed to alleviate the negative effects of these unfavorable factors. As an early method, iterated closest point (ICP) was proposed in [6] for rigid registration of point sets. Because of its simplicity and low computational complexity, ICP has been applied to various applications, such as 3D reconstruction, The associate editor coordinating the review of this manuscript and approving it for publication was Abdel-Hamid Soliman . image retrieval, etc. However, a good initial motion parameter hypothesis is required for ICP to obtain accurate registration results [7] . The performance of the early ICP algorithm may deteriorate significantly in the presence of outliers, and is not suitable for non-rigid transformations [8] . In order to solve the problems with non-rigid registration, thin-plate spline (TPS) was adopted as the parameterization of the non-rigid spatial mapping and the soft assignment for the correspondence [9] . Instead of the deterministic annealing [9] , an asymmetric point matching (APM) algorithm was proposed in [10] to achieve a globally optimal solution by eliminating the transformation variables in [9] .
The feature-based non-rigid registration is a typical approach of point set registration. In [11] , a split covariance intersection filter was adopted to capture the correlation between the state transition and the observation. In [12] , the template set was represented by a fan-shaped triangulation. In a triangulation, one point was chosen as the reference, while the rest are connected to it. By means of the fanshaped triangulation, a rotation invariant representation was proposed by computing the oriented shape context (SC). In [13] , two graph construction methods, minimum spanning tree (MST)-induced triangulation and star graph, were employed to triangulate the template set. Compared to the fan-shaped triangulation, these two representations retain the discriminative power of SC, and are more robust to orientation disturbance. In [14] , the local feature was represented as the histograms generated by an elliptical Gaussian soft count strategy. Due to the orientation invariance of SC, the SC-based methods are robust to rotation invariance. Nevertheless, the graph representation may be distorted by the deformation. Thus, the performances of such methods are greatly affected by the large deformations.
Recently, some probabilistic methods have been developed for point set registration to obtain more robust solutions. In [15] , the problem of point set registration was formulated as the problem of aligning two Gaussian mixtures. A statistical discrepancy measure between two corresponding mixtures was minimized to solve the rigid and nonrigid point set registration problems. A probabilistic method, called the coherent point drift (CPD) algorithm, was proposed for both rigid and nonrigid point set registration [16] . For CPD, the alignment of two point sets was formulated as a probability density estimation problem. The centroids of Gaussian Mixture Models (GMM) are moved coherently as a group, to preserve the topological structure of the point sets. Instead of GMM, the Student's-t mixture model was also applied to point set registration, due to its robustness. In [17] , an improved CPD algorithm was proposed, by substituting GMM with the Student's-t mixture model. A non-rigid point set registration method was proposed in [18] based on the spatially constrained context-aware Gaussian fields. In [19] , a combinative strategy based on regression and clustering was proposed for point set matching under a Bayesian framework. The regression estimates the transformation from the model to the scene, and the clustering establishes the correspondence between two point sets. In [20] , a probabilistic group-wise similarity registration technique, based on the Student's t-mixture model and a multi-resolution extension, was proposed to robustly align shapes and establish valid correspondences.
For GMM, how to effectively utilize the structure constraint is an optional approach to alleviate the uncertainty of non-rigid transformation. As a global structure constraint, non-rigid transformation was specified in a reproducing kernel Hilbert space, and a Tikhonov regularization was adopted as the coherent constraint [16] . Besides the global constraint, manifold regularization was introduced in [21] , [22] to capture the intrinsic geometry of the input point sets. Moreover, a sparse approximation was adopted to achieve a fast implementation. In [23] , point set registration was formulated as the transformation of a mixture of densities to preserve global and local structures (PR-GLS). The local feature, shape context, was used to assign the membership probabilities of the mixture model.
In this paper, a more robust point set registration approach is proposed, based on a hybrid structure constraint. The main contributions of the work can be summarized in three aspects: (a) A new local structure descriptor is devised by utilizing the vectors between the concerned point and its neighboring points, and the corresponding projections. (b) An effective model is formulated by combining the coherent constraint and the local structure constraint. (c) In most existing algorithms, the coefficients of the regularization terms are generally determined by error and trial. In the proposed method, an updating strategy is adopted to adaptively search for the approximately optimal coefficients of the regularization terms.
The remainder of the paper is organized as follows. In Section II, we present our proposed method. Experimental results and related discussions are given in Section III. Finally, conclusions are made in Section IV. Figure 1 shows the flow chart of the proposed point set registration approach with a hybrid structure constraint. There are two main components in the proposed method: a GMM model with a hybrid structure constraint, and the corresponding optimization process using the EM algorithm.
II. METHODOLOGY

A. GMM MODEL WITH A HYBRID STRUCTURE CONSTRAINT
In a D-dimensional space, the goal of point set registration is to estimate a transformation T to wrap N model points
Assuming that the outlier distribution is uniform, y m is considered to be generated by the following mixture model,
where σ 2 is the variance of the Gaussian distribution, π mn is the membership probability of GMM, and γ is the percentage of outliers [23] . The parameter set µ = {T , σ 2 , γ } can be estimated by minimizing the following negative log-likelihood function,
where µ old denotes the current parameter values, and In terms of the Tikhonov regularization framework, the transformation T can be defined as the initial position plus a displacement,
where W is a coefficient matrix. The element g ij of the kernel matrix G is computed as,
where ε is a tolerated error. In terms of the motion coherence theory, the global structure constraint φ 1 (T ), i.e. the coherent constraint, can be represented as,
where tr(.) denotes the trace [16] .
As T (X ) is non-rigid transformation, there are an infinite number of ways to map the model set to the target set. In order to alleviate the uncertainty, a local structure descriptor is utilized in the proposed method by devising an effective composite weight coefficient.
As an example, Fig. 2 shows an illustration of the extraction process of the local structure descriptor. For a point y i , K neighbor points y ik (k = 1, · · · , K ) are searched by comparing the distances between y i and other points in Y . As shown in Fig. 2(a) , we can draw a vector − − → y i y ik from y i to each neighbor point y ik . Among the vectors − − → y i y ik , assume that the vector − − → y i y i1 is the one with the smallest amplitude, which is selected as the projection direction. Take y i2 as an example, Fig. 2(b) shows the projection of − − → y i y i2 on the direction of − − → y i y i1 . After projection, we can compute the amplitude of the projection vector − − → y i y i2 . In Fig. 2(c) , the vector amplitudes are equal for the neighbor points y 2 and y 3 . Nevertheless, the vector amplitudes are not equal to the corresponding projection points y 2 and y 3 . Considering the amplitudes of the vector − − → y i y ik and the corresponding projection − − → y i y ik , a weight coefficient h ik can be computed as follows:
where η 1 and η 2 are the normalization terms given by,
and
For y i , the local structure descriptor (y i ) is given by a linear combination of the vectors of the K neighbor points, as follows:
Considering the model point set X and the target point set Y , a local structure constraint term is defined as follows:
Substitute (10) into (11), we have,
where tr(.) denotes the trace [14] . Considering (6) and (12), the negative log-likelihood function of the proposed model can be formulated as follows:
where λ 1 and λ 2 are the coefficients of the respective regularization terms. For the proposed hybrid structure constraint, we understand that the constraint integration may be reflected in two levels.
1) THE DESIGN OF LOCAL STRUCTURE CONSTRAINT φ 2 (T )
As shown in (7), the weight coefficient h ik of the local structure descriptor (y i ) is devised by integrating the amplitude of the vector between the point under consideration and its neighbor points, and the amplitude of the corresponding projection. Given h ik , we can compute the local structure descriptor (y i ) via (10) . Furthermore, the local structure constraint φ 2 (T ) can be computed via (12) .
2) THE COMBINATION OF THE GLOBAL STRUCTURE CONSTRAINT AND THE LOCAL STRUCTURE CONSTRAINT
After obtaining φ 2 (T ), the proposed model is formulated by integrating the global structure constraint φ 1 (T ) and the local structure constraint φ 2 (T ). These two constraints are both enforced as the constraint terms of the negative loglikelihood function, and combined by the weighting coefficients λ 1 and λ 2 , as shown in (13) .
B. MODEL OPTIMIZATION VIA THE EM ALGORITHM
For (13), the unknown variables γ , σ 2 , W are solved via the EM algorithm. The iteration process is divided into two alternate steps: an expectation step (E-step) and a maximization step (M-step). Moreover, the coefficients of the regularization terms, λ 1 and λ 2 , are optimized via an updating strategy.
1) EXPECTATION STEP
Given the current parameters µ old , the posterior probability p mn can be computed according to the Bayes rule, as follows:
where π mn is the membership probability designed by considering the local structure. For a target point y m and a set of corresponding model points I, π mn can be given by,
where the parameter τ denotes a confidence of correspondence, and | · | denotes the cardinality of a set [23] .
2) MAXIMIZATION STEP Furthermore, we compute the derivatives of L with respect to γ , σ 2 and W , respectively.
Then, the derivatives are all set to zero. The solutions of the unknown variables can be given as follows:
where U = (X )X − (Y )T (X ), V = (Y ), and d(·) denotes a diagonal matrix [23] . Moreover, the coefficients λ 1 and λ 2 of the regularization terms can be optimized via an updating strategy,
where ρ is the step size [24] . In summary, the proposed model includes a global structure constraint φ 1 (T ), and a composite weight based local structure constraint term φ 2 (T ). Moreover, the local structure is also considered in the membership probability π mn of the E-step: 8: Compute membership probability π mn by (15); 9: Update the posterior probability matrix P by (14); 10: Compute local feature descriptor (Y ) by (10); 11: M-step: 12: Update γ , W and σ 2 by (19), (20) and (21), respectively; 13: Compute transformation T(X) by (4); 14: Update λ 1 and λ 2 by (22) and (23), respectively; 15: until convergence; 16: Compute the final T (X) with (4).
C. SIMILARITY AND DIFFERENCE OF THE RELATED METHODS
The proposed method, denoted as HSC, is related to the three point set registration algorithms, i.e. non-rigid point set registration by preserving global and local structures (PR-GLS) [23] , manifold regularization method (MR) [21] , [22] , and point set registration with global-local correspondence and transformation estimation (GL-CATE) [14] .
The similarities and differences between these four related methods are shown in Table 1 . The four related methods are all based on GMM. Moreover, the coherent constraint is enforced in GMM for all the methods. Except for CL-CATE, the parameter γ is optimized in the other three methods by the EM algorithm. For CL-CATE, the weight coefficient h ik is derived from the vectors between the point under consideration and its neighbor points. Nevertheless, for HSC, the composite weight coefficient h ik is computed as a linear combination of the amplitudes of the vector and the corresponding projection. The shape context is used to compute the membership probability π mn for PR-GLS and HSC. For PR-GLS and MR, the weight coefficients of the constraints are determined by trial and error. However, an updating strategy is adopted in HSC, to adaptively search for the approximately optimal weight coefficients of the regularization terms.
For the four methods, different constraints are utilized in the respective models. Considering the function and definition, Table 2 shows a brief summary for three types of the constraints.
III. EXPERIMENTS A. EXPERIMENTAL DATA AND SET-UP
In the experiments, three types of data are used to evaluate the performance of the proposed point set registration model based on the hybrid structure constraint, denoted as HSC. These include synthetic data [9] , a sequence from the Face Recognition Grand Challenge (FRGC) database [25] , and three sets of data with irregular shapes [9] .
The performance of the proposed method is compared to five state-of-the-art point set registration algorithms, including minimum spanning tree-induced trian-gulation (MSTT) [13] , the asymmetric point matching (APM) [10] , coherent point drift (CPD) [16] , manifold regularization method (MR) [21] , [22] , and non-rigid point set registration by preserving global and local structures (PR-GLS) [23] .
In the experiments, the approximately optimal values are determined by the grid search for the weight parameters ρ 1 and ρ 2 . Referring to [14] , the parameter ε is set at 2 for (5).
To measure the estimation results, the mean-squared error of the 2D coordinates between the wrapped model point set (T (X)) and the target point set (Y ) is used as the performance index, i.e.,
B. EXPERIMENTAL COMPARISONS 1) EXPERIMENTAL COMPARISONS ON THE SYNTHETIC DATA
In order to evaluate the robustness of the various point registration algorithms, a series of synthetic data is generated by using two widely used shapes, the fish and the Chinese character Fu, as the model point set in the experiments. As in [13] , for each shape, non-rigid deformations are imposed on the model point set to generate 10 sets of target points. The weighting coefficient β is varied from 0.14 to 0.30 to adjust the deformation extent [10] . Tables 3 and 4 show the mean and variance (µ ± σ ) of the registration errors of the six methods, when the deformation parameter β is set at different values. In order to easily compare the performance of the different algorithms, the best result and the second-best result are highlighted in red and blue, respectively. The registration errors of HSC are obviously lower than that of the other methods.
When the template point set is rotated with different angles δ, Tables 5 and 6 show the mean and variance (µ ± σ ) of the registration errors of the six methods. The registration errors of HSC are lower than that of other methods for most rotation angles.
2) EXPERIMENTAL COMPARISONS ON A SEQUENCE FROM FRGC
A sequence from the FRGC database is adopted to evaluate the performance of the various algorithms. For FRGC, a comprehensive performance can be evaluated, because the relative camera motions, including rotation, deformation and translation, are available.
As point registration is performed between two frames, ten frame pairs are extracted from the image sequence.
Tables 7 tabulates the registration errors based on the six methods, for each frame pair (FP) of the sequence FRGC. The registration errors of MR and HSC are obviously smaller than those of the other four methods. Moreover, the mean and variance (µ ± σ ) of the registration errors of HSC are lower than that of MR. This means that the accuracy and stability of HSC are both better than that of MR. Table 8 tabulates the registration errors of the six methods based on three irregular shapes, as shown in Fig. 3 . Similar to the sequences of FRGC, the registration errors of MR and HSC are obviously lower than that of the other four methods. The performance of HSC is better than that of MR.
3) EXPERIMENTAL COMPARISONS ON IRREGULAR SHAPES
C. RELATED DISCUSSIONS 1) THE EFFECTIVENESS OF THE COMPOSITE WEIGHT COEFFICIENT
In (7) , the weight coefficient h ik is devised by utilizing the amplitudes of both the vector − − → y i y ik and the corresponding projection − − → y i y ik . In order to verify the effectiveness, we perform the experiments by using the amplitudes of either the vector − − → y i y ik or the corresponding projection − − → y i y ik . As an example, Table 9 shows the registration errors of a set of synthetic data formed from the fish point set, when deformation and .   TABLE 9 . The registration errors when the different constraints are adopted in the proposed model on the synthetic data formed from the fish point set, with deformation and rotation. rotation are imposed on the model shape. We can see that the registration errors of HSC are the smallest among the three cases. In other words, the strategy for the weight coefficient design is effective for the proposed method.
2) THE UPDATE STRATEGY OF WEIGHTING COEFFICIENTS OF TWO CONSTRAINT TERMS
In (22) , an updating strategy is utilized to obtain the optimal coefficients λ 1 and λ 2 . In order to verify their effectiveness, instead of performing parameter optimization, we conduct a set of experiments on a set of synthetic data formed from the fish point set, with deformation by varying the coefficients λ 1 and λ 2 , as shown in Table 10 . We can see that the mean registration error is 1.5780e-04. With the use of parameter optimization, the registration error is 1.7621e-05. Therefore ,   TABLE 10 . The registration errors of based on the synthetic data formed from the fish point set, with deformation, when the coefficients λ 1 and λ 2 are set at different values. compared to the method by trial, a better performance can be achieved, when the updating strategy is utilized in the optimization process of the proposed model. Table 11 shows the registration errors on a set of synthetic data from the fish point set, with rotation, when the coefficients λ 1 and λ 2 are set at different values. The mean registration error, as shown in Table 10 , is 1.2557e-05. With the use of parameter optimization, the registration error is 1.0530e-05. Thus, the same conclusion can be drawn for the updating strategy. 
3) SELECTION OF THE NUMBER OF NEIGHBORS K
As shown in Fig. 4 , the parameter K is the number of neighbor points with respect to the concerned point y i . In the experiments, the parameter K is selected based on the following considerations. If the number of neighbor points is too small, the local structure cannot be well represented, and may become unstable in the optimization process. Nevertheless, the local structure may be neglected if the number of neighbor points is sufficiently large. Take one set of the synthetic data from the fish point set as an example, Fig. 4 shows the registration errors, when the parameter K is set at different percentages of the number of model points (N ). In our experiments, the parameter K is set at 0.2 * N for all data. A good performance can generally be achieved for the proposed method. 
4) ANALYSIS OF CONVERGENCE
Similar to [23] , the objective function (13) is also not convex. Therefore, a global minimum cannot be obtained via the optimization process. Referring to [23] , the variance σ 2 is initialized with a large value in the EM algorithm. As a result, the objective function becomes convex in a large region, which can filter out a lot of unstable shallow local minima. Thus, we can obtain a stable local minimum. Sometimes, a single stable local minimum is sufficient in many practical applications.
5) ANALYSIS OF COMPUTATIONAL COMPLEXITY
Referring to [26] , the computational complexity is roughly analyzed for four related methods, i.e. PR-GLS, MR, CL-CATE, and the proposed method, by considering the costs of updating the objective function (L(µ|Y , θ)) and the unknown parameters (W , γ , σ 2 ).
For the proposed method, Table 12 tabulates the costs of updating the objective function and the unknown parameters. In total, the complexity of the proposed method can be expressed as o (N 2 M + N 3 ) . Similarly, the complexities of Moreover, take one set of the synthetic data of fish for example, Table 13 shows the run times of the different methods. The run times of APM and MSTT are significantly larger than that of the other three methods. Moreover, the run-times are close to each other for PR-GLS, MR, CPD, and HSC. 
IV. CONCLUSION
In this paper, a robust point set registration approach is proposed based on the Gaussian mixture model by utilizing a global structure constraint and a composite weight-based local structure constraint term. Moreover, the local structure is also considered in the membership probability in the optimization process. For the proposed method, the composite weight coefficient design is verified to be effective to improve the registration accuracy. Moreover, the approximately optimal parameter values can be obtained by the optimization strategy of the weight coefficients of the constraint terms. Experimental results on some widely used data sets demonstrated that, compared to state-of-the-art approaches, a better comprehensive performance can be achieved by the proposed model. He is currently a Professor with the School of Automation, Huazhong University of Science and Technology, and also with the Key Laboratory of Image Processing and Intelligent Control of the Education Ministry of China, Wuhan. He has authored or coauthored more than 100 international journal articles. His current research interests include theory of functional differential equations and differential equations with discontinuous right-hand sides, and their applications to dynamics of neural networks, memristive systems, and control systems.
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