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schen Ereignissen und Erkl¨ arungsbeziehungen zwischen Ereignissen, bei denen
kausale Relationen eine wichtige Rolle spielen. Nachdem zeitliche Relationen ei-
nerseits ihrer einfacheren Formalisierbarkeit und andererseits ihrer gut sichtbaren
Rolle in der Grammatik (Tempus und Aspekt, zeitliche Konjunktionen) wegen in
j¨ ungerer Zeit st¨ arker im Mittelpunkt des Interesses standen, soll hier argumentiert
werden, dass kausale Beziehungen und die Erkl¨ arungen, die sie erm¨ oglichen, eine
wichtigere Rolle im Koh¨ arenzgef¨ uge des Textes spielen. Im Gegensatz zu “tiefen”
Verfahren, die auf einer detaillierten semantischen Repr¨ asentation des Textes auf-
setzen und infolgedessen f¨ ur unrestringierten Text m.E. nicht geeignet sind, wird
hier untersucht, wie man dieses Ziel erreichen kann, ohne sich auf eine aufw¨ andig
konstruierte Wissensbasis verlassen zu m¨ ussen.
abstract Causal relations between events and explanational relations among the-
se events, where the causal relations play an important role, are the main topic of
the present diploma thesis. After temporal relations between events have been mo-
re in the focus of interest recently because of both being easier to formalize and
playing a visible role in grammar (notably the effects of time and aspect, as well
as temporal conjunctions), I will argue that causal relations and the explanations
they provide play the greater role in the coherence of a text. In contrast to “deep”
approaches that rely on a ﬁne-grained semantic representation of the text and by
consequent can be unsuitable for unrestricted text, I will investigate how to reach
this goal without requiring an expensive hand-coded knowledge base.
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Einleitung
K¨ onnen Computer Texte verstehen? Auf diese Frage h¨ ort man heute, genauso wie
vor 10 oder 20 Jahren, ein optimistisches Ja, von anderen ein “Noch nicht, aber
bald” und von wieder anderen ein “tun sie nicht, werden sie nicht und sollen sie
auch nicht.”
Sicherlich h¨ angt die Antwort auf obengenante Frage davon ab, welche Texte
man meint, und was man unter Verstehen genau versteht. Vollst¨ andiges Verstehen
eines Textes im Sinne der Leistung, die ein der betreffenden Dom¨ ane kundiger
Muttersprachler, der im Vollbesitz seiner geistigen Kr¨ afte ist, im wachen Zustand
vollbringen kann, ist noch nicht ansatzweise zu erwarten. Vielleicht aber reicht
auch ein partielles Verst¨ andnis des Textes. Eine pragmatische Sichtweise hierzu
ist, sich eine Aufgabe herauszusuchen, bei der man, wenn ein Mensch sie l¨ ost,
annimmt, dass er dabei den Inhalt von Texten (zumindest ansatzweise) versteht.
In der Sprachsignalverarbeitung (d.h. dem Bereich, der sich damit besch¨ aftigt,
aus einem digitalisierten Sprachsignal die Folge an Worten herauszuﬁnden, die
der Sprecher ge¨ aussert haben wollen k¨ onnte) sowie im Bereich des Information
Retrieval(woesgilt,zueinerSuchanfrageauseinergroßenDokumentensammlung
passende Dokumente oder Teile von Dokumenten zu ﬁnden), ist die Evaluation
bereits seit l¨ angerem ein fester Bestandteil und hat zum Teil die Wahrnehmung
der vorherrschenden Probleme wesentlich beeinﬂusst, insbesondere, da dadurch
verschiedene und verschiedenartige Systeme vergleichbar werden; im Bereich der
Sprachsignalverarbeitung w¨ are da die etwa Einsicht, dass stochastische Verfahren
zun¨ achst bessere Ergebnisse liefern als ein aus rein linguistischen Gesichtspunkten
aufgebauter Erkenner.
Auf der anderen Seite steht allerdings die Einsicht, dass das Einbeziehen be-
stimmter linguistischer Information zusammen mit stochastischer Modellierung
mit weniger Daten bessere Ergebnisse erzielen kann als ein “uninformiertes” sto-
chastisches Modell. Schaut man aber genau hin, so stellt man fest, dass beim Tying
von Teilmodellen1 phonetische Information verwendet wird, um das Fehlen von
1dem Zusammenfassen von (Di-,Tri-)Phonmodellen oder Teilen davon, um f¨ ur die Parame-
tersch¨ atzung ausreichend viele Beispiele zur Verf¨ ugung zu haben
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Daten auszugleichen.
Im Bereich des Sprachverstehens scheint man zun¨ achst weit entfernt zu sein
von einer solchen Evaluation — schließlich ist die Frage, wie die Bedeutung des
Texts, so wie sie ein kompetenter Leser erfassen w¨ urde, zu repr¨ asentieren sei, bis-
her nur ansatzweise beantwortet und immer noch ein interessanter Forschungsge-
genstand.
Bisherige Evaluationen konzentrierten sich deshalb entweder auf Teilaspekte
wiedieDesambiguierungvonW¨ orternineinemText(Senseval)oderdieAuﬂ¨ osung
vonAnaphern(PronomenunddeﬁniterBeschreibungen),oderformuliereneinPro-
blem, dessen L¨ osung entweder textuell ist oder eine einfache formale oder semi-
formale Beschreibung. Als Vertreter der ersten Gattung sei das Zusammenfassen
von Texten genannt, oder die Beantwortung von Fragen entweder zu einem Text
oder einer gr¨ oßeren Textsammlung. Zur zweiten Gattung w¨ urde etwa das Einord-
nen von Text in vordeﬁnierte Kategorien geh¨ oren, oder das F¨ ullen von Slots, wie
sie aus einem Datenbankschema stammen k¨ onnten (Relationsextraktion).
Die dritte Message Understanding Conference (MUC-3) war die erste gr¨ oßer
angelegteEvaluation,diesichumdasProblemderRelationsextraktiondrehte(Leh-
nert und Sundheim, 1991). Aufgabe war es, aus Zeitungsartikeln zu terroristischen
Anschl¨ agen Slots wie “Perpetrator” und “Physical Target” zu f¨ ullen (was zugege-
benermaßen keine besonders ausgefeilte Darstellung ist, aber in Hinsicht auf die
gew¨ ahlte Dom¨ ane ausreicht). Mit wechselnden Dom¨ anen (und wachsender Kom-
plexit¨ at der Ergebnisbeschreibung) wurde dieser Ansatz unter anderem in weiteren
MUC-Konferenzen verfolgt. Die noch Ende der 80er Jahre popul¨ aren Ans¨ atze zum
Textverstehen, mit kognitiv ad¨ aquaten Hypothesen und expliziter Repr¨ asentation
des n¨ otigen Wissens und der gemachten Inferenzen den Verstehensprozess nach-
zubilden (vgl. (Charniak und McDermott, 1985)) wurden dabei von Systemen ver-
dr¨ angt, die auf die entsprechende Dom¨ ane zugeschnitten waren und mit einem Mi-
nimum an Repr¨ asentation auskamen (sogenannte “ﬂache” Systeme).
Mittlerweile gibt es keine Evaluationen zur Relationsextraktion mehr, die ge-
wonnenen Erkenntnisse und Techniken bleiben f¨ ur neuere Aufgaben und Metho-
denn¨ utzlichbzw.sindteilsnotwendigeVoraussetzung,wobeiinheutigenSystemen
diese sogenannten “ﬂachen” Verfahren durch komplexere Module erg¨ anzt werden.
Bereits die erste MUC-Konferenz machte klar, dass es beim Aufbau solch
gr¨ oßerer Systeme auch um einen sinnvollen Einsatz der verf¨ ugbaren Arbeitskraft
gehen muss. So schreibt etwa Lehnert (1994) ¨ uber das System der Universit¨ at
Massachussetts, das bei der MUC-3 großen Erfolg hatte:
The graduate students who implemented the UMass/MUC-3 sys-
tem had no desire to ever build anything like it again. Their labor was
time consuming and tedious. They established the viability of the UM-
ass approach relative to other approaches, but with a human labor fac-
tor that threw into question the practicality of the technology.
Bei solchen gr¨ oßeren Systemen ergibt sich also neben der Evaluierbarkeit die
WichtigkeitvonTechnikenwieModularisierungundWiederverwendungvonKom-
6Kapitel 1: Einleitung
ponenten, die es auch außerhalb der Sprachverarbeitung erlauben, große Systeme
mit vertretbarem Aufwand zu erstellen.
Eine Besonderheit des Language Engineering (so wird dieser Teil der Com-
puterlinguistik genannt, der sich eher mit Entwurf, Architektur und Entwicklung
befasst) im Vergleich zum normalen Software Engineering ist, dass andere wie-
derverwendbare Daten, die nicht Bestandteil von Programmen sind, wie Lexika,
Corpora und Ontologien, unter dem Sammelbegriff Language Resources zusam-
mengefasst, eine wichtige Rolle in der Systemkonstruktion spielen.
Corporaetwa,alsoTexte,diemitzus¨ atzlicherInformationannotiertseink¨ onnen,
k¨ onnen zur Validierung/Evaluation von Systemen benutzt werden, genauso wie zur
(Weiter-)Entwicklung von Systemen oder zum Trainieren statistischer Komponen-
ten.
ImBereichdesSprachverstehensimweiterenSinnegibtesnebenCorpora/Anno-
tationsschemata zur Wortdisambiguierung (SemCor, Senseval), den Daten der Eva-
luationsaufgabenzurRelationsextraktion(mehrereMessageUnderstandingConfe-
rences und einige unter dem Titel Automatic Content Extraction) sowie zur Text-
zusammenfassung (Document Understanding Conference, TIPSTER) und zur Be-
antwortung von Fragen (das Remedia- und das CBC4Kids-Corpus f¨ ur Einzeldoku-
mente, die Corpora der TREC- und CLEF-Evaluationen f¨ ur Dokumentensammlun-
gen) auch Corpora, in denen abstrakte Information zur Bedeutung (d.h. solche, die
keine unmittelbare Bedeutung f¨ ur eine im mindesten realit¨ atsnahe Aufgabe) haben,
namentlich TimeML (und das TimeBank-Corpus) zur Annotation zeitlicher Rela-
tionen zwischen den in einem Text erw¨ ahnten Ereignissen und (unter anderem) die
Rhetorical Structure Theory (und den Corpus von (Carlson et al., 2001)), die mit
den bedeutungstragenden Textspannen eine baumf¨ ormigen Struktur aufbauen.
Beiden gemeinsam ist, dass die vorgeschlagene Annotation eine Zwischenstufe
darstellt, die (so die Bef¨ urworter) n¨ utzlich f¨ ur eine semantische/pragmatische Ver-
arbeitung des Textes ist. Vielleicht gibt es noch mehr ¨ Ahnlichkeiten, zumal (Mani
und Pustejovsky, 2004) ein Modell vorschlagen, das die baumf¨ ormige Strukturie-
rung eines Diskursmodells mit zeitlichen Relationen verbindet.
Gibteseinsemantisches/pragmatischesGegenst¨ uckzurGrammatikalit¨ at?Schau-
en wir, ob das, was man gemeinhin unter der Koh¨ arenz eines Textes versteht,
¨ ahnliches leistet wie die Grammatik auf syntaktischer Ebene.
• ¨ Ahnlich wie es grammatische und ungrammatische ¨ Ausserungen gibt, gibt
es ¨ Ausserungen, die koh¨ arent oder inkoh¨ arent wirken:
(1.1) a. Die Katze sitzt auf dem Bett.
b. Auf Bett Katze dem sitzt.
(1.2) a. Jan hat lange Haare. Er spielt in einer Rockband.
b. Jan ﬂiegt von Paris nach Moskau. Er mag Spinat.
• Die Phrasenstrukturb¨ aume der Syntax haben, so wird allgemein angenom-
men, ihre Entsprechung in den Diskursb¨ aumen, dazu mehr in Kapitel 3.2.
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DieM¨ oglichkeitderStrukturzuweisungisthierbeigleichermaßendasHaupt-
kriterium f¨ ur die Akzeptabilit¨ at.
• DurchdiezugewieseneStrukturbekommtderLeserzus¨ atzlicheInformation,
die ¨ uber jene, die in den Einzelst¨ ucken enthaltene hinausgeht.
(1.3) Mann beisst Hund / Hund beisst Mann
(1.4) Robert wurde tot aufgefunden. Der M¨ order wurde nicht erkannt /
Der Idiot hat den Finger in die Steckdose gesteckt.
W¨ ahrend bei der Syntax durch Wortstellung und Funktionsmorpheme nur we-
nige Mehrdeutigkeiten ¨ ubrigbleiben, muss bei der Rekonstruktion der Diskurss-
truktur auf semantische Information und allgemeines Weltwissen zur¨ uckgegriffen
werden. Dar¨ uberhinaus argumentiert Giv´ on (1995), dass die Strukturierung des
Textes nur ein Nebenprodukt von Koh¨ arenz ist, die selbst eher eine Eigenschaft
des Produktions- oder Verstehensprozesses ist und mehr mit der mentalen Struk-
tur des Inhalts zu tun hat. F¨ ur diese Sicht sprechen auch Ergebnisse von (Ros´ e
et al., 1995), die unter bestimmten Bedingungen ein Abweichen von baumf¨ ormiger
Strukturierung feststellten, oder das in (Walker, 2000) vertretene Modell, das ohne
Diskursstruktur als konstruktiven Bestandteil auskommt.
F¨ ur eine st¨ arkere Ber¨ ucksichtigung der mentalen Struktur spricht sich auch Pe-
ter Clark (Clark et al., 2001; Clark, 2001) aus, der postuliert, dass beim Verstehen
von Text nicht einzelne Fakten herangezogen werden, sondern ganze Aspekte des
Wissens ¨ uberetwas,sogenannteSichten(Views),diestarkandievonSchank(1982)
postulierten “Memory Organization Packets” erinnern.
Eine detaillierte und in Bezug auf die Dom¨ ane vollst¨ andige Repr¨ asentation des
zum Verstehen ben¨ otigten Weltwissens, wie sie bei klassischen “tiefen” Systemen
und zum Teil auch bei SDRT (Lascarides und Asher, 1993; Asher et al., 1995; As-
her und Lascarides, 1996) vorausgesetzt wird, ist f¨ ur unrestringierten Text mit den
gegenw¨ artig zur Verf¨ ugung stehenden Methoden nur unvollst¨ andig zu erreichen.
Koreferenzketten etwa von Personen bieten sich als Alternative an, reichen zur
Etablierung der Koh¨ arenz jedoch nicht aus (vgl. Beispiel 1.2). Vielversprechender
w¨ are es, anstatt konkreter Objekte und Personen (von Lyons (1977) 1rst-order en-
tities genannt) auch Ereignisse (2nd-order entities) oder Fakten (3rd-order entities)
mit einzubeziehen. Da Ereignisse wenig und Fakten noch weniger untersucht sind,
bietet es sich an, sich zun¨ achst auf Ereignisse zu konzentrieren und die Art, wie
diese Ereignisse im Diskurs aufgegriffen werden zu untersuchen und eventuell in
einem Annotationsschema zu formalisieren.
Wie erw¨ ahnt, gibt es zur Annotation zeitlicher Relationen zwischen den Er-
eignissen im Text bereits ein Annotationsschema namens TimeML, das sich als
Standard zur Annotation zeitlicher Information im Text herausgebildet hat.
W¨ ahrend fr¨ uhere Annotationsschemata wie das zur MUC-6 verwendete sich
darauf beschr¨ ankten, die Textspannen von Zeitausdr¨ ucken zu markieren, wurde
dieses im TIDES-Schema (Ferro et al., 2000) um eine einheitliche Darstellung
f¨ ur Zeitausdr¨ ucke erg¨ anzt. Das Schema von TimeML (Pustejovsky et al., 2002)
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erfasst schließlich auch Ereignisse, die im Text erw¨ ahnt werden und ihre zeitlichen
Beziehungen zueinander und zu den Zeitausdr¨ ucken.
Das Finden von Zeitausdr¨ ucken und das Konvertieren in eine einheitliche Dar-
stellung (wobei dann bei “am Freitag” und ¨ ahnlichen Ausdr¨ ucken aus dem Kon-
text geschlossen werden muss, um welchen Freitag es sich handelt) sowie das Ver-
kn¨ upfen von Zeitausdr¨ ucken und Ereignissen wird von “state-of-the-art”-Systemen
(Filatova und Hovy, 2001; Schilder und Habel, 2001) gut beherrscht, w¨ ahrend das
in-Beziehung-Setzen von Ereignissen untereinander – in den meisten Texten kom-
men nur wenige Zeitausdr¨ ucke vor, so daß diese nicht zur Anordnung verwendet
werden k¨ onnen – ein Problem darstellt, an dem derzeit noch geforscht wird; (Ma-
ni et al., 2003) erreichen mit ihrem Tagger, der Ereignisse in Nachrichtentexten
partiell anordnet, einen F-Wert2 von 0,75.
Der Zusammenhang der Ereignisse in einem Text ist jedoch nicht rein zeitli-
cher Natur; vielmehr, zur Etablierung von Koh¨ arenz sind zeitliche Bez¨ uge weni-
ger geeignet als solche, die (in einem weiteren Sinne) kausal sind. Solche kausa-
len Bez¨ uge lassen dann m¨ oglicherweise auch zuverl¨ assigere Schl¨ usse auf zeitliche
und r¨ aumliche Anordnung der Ereignisse zu als man ohne jede Repr¨ asentation von
Kausalit¨ at erwarten d¨ urfte.
Kausale Bez¨ uge spielen ausser f¨ ur die zeitlichen Anordnung auch bei einer
wichtigen Klasse von Erkl¨ arungen eine Rolle; Erkl¨ arungsbeziehungen sind wichti-
ge Bausteine des Diskurses, f¨ ur die bisher keine ¨ uberzeugende Formalisierung ge-
funden wurde. Die Sicht, Erkl¨ arungen seien Antworten auf Warum-Fragen greift
zu kurz, da Warum-Fragen und ihre Antworten sich einer Formalisierung bisher
zumindest teilweise widersetzen.
Heutige Systeme f¨ ur (allgemeines) Question Answering k¨ onnen Fakten-Fragen
(welches ist der l¨ angste Fluss der Erde, wann wurde Margret Thatcher geboren
etc.) recht gut beantworten, haben bei Warum-Fragen und bei Wie-Fragen jedoch
Schwierigkeiten.
(Anand et al., 2000) bemerken hierzu, dass solche Fragen sich von Fakten-
Fragen unter anderem dadurch unterscheiden, dass sie durch ganze Verbphrasen
oder (Teil-)S¨ atze beantwortet werden m¨ ussen und beschreiben einen “Clausal Tag-
ger”, der f¨ ur Erkl¨ arungen, Arten, etwas zu tun und Meinungen relevante Textstellen
(also solche, die als Antworten auf Wie- oder Warum-Fragen in Frage kommen)
anhand von lexikalischen, syntaktischen oder diskursbasierten Wortmustern mar-
kiert.
Leider sind Wortmuster, die eindeutig auf Kausalit¨ at bzw. kausale Erkl¨ arungen
hinweisen, in Texten verh¨ altnism¨ aßig selten. Girju (2002) untersuchte hierzu, wie
kausative Verben in Texten als Antworten f¨ ur Ursachenfragen gefunden werden
k¨ onnen.
2Evaluiert man einen Tagger, so benutzt man ¨ ublicherweise 3 Statistiken: Precision, den Anteil
der richtig getaggten Annotationen an allen vom Tagger getaggten Annotationen, Recall, den Anteil
der richtig getaggten Annotationen an den zu taggenden Annotationen und den F-Wert, den man
als
2PR
P+R errechnet. Sind Precision und Recall gleich, so hat der F-Wert ebenfalls diesen Wert, ist
entweder Precision oder Recall gleich 0, so ist der F-Wert ebenfalls 0.
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In dieser Arbeit soll zun¨ achst in Kapitel 2 untersucht werden, in welche Bezie-
hung zusammengeh¨ orige Ereignisse A und B im Text stehen, wenn B die Antwort
auf “Warum A” (oder “Wie A”) darstellt, sowie der Zusammenhang zwischen der
Relation der Ereignisse und der sie beschreibenden Diskurssegmente betrachtet
werden. Knott (1994) teilt die Relationen zwischen Diskurssegmenten (Diskurs-
relationen) ein in semantische Diskursrelationen, also Relationen zwischen den
Ereignissen und pragmatische Diskursrelationen, die beim Planen des Diskursauf-
baus eine Rolle spielen.
In Kapitel 3 soll er¨ ortert werden, wie Kausalit¨ at und kausale Erkl¨ arungen im
Text markiert sind und wie sie zur Koh¨ arenz des Textes (im Sinne einer Diskurss-
truktur) beitr¨ agt. Zus¨ atzlich wird ¨ uberlegt, wie zeitliche Markierung oder Indizien
f¨ ur die Diskursstruktur gegebenenfalls als Informationsquellen f¨ ur kausale Zusam-
menh¨ ange genutzt werden k¨ onnen.
SchließlichsolleinKapitel4 ¨ uberlegtwerden,auswelchenvorhandenen,anzu-
passenden oder neu zu entwickelnden Komponenten ein System bestehen k¨ onnte,
das kausale Relationen in Texten ﬁndet und annotiert.
In Kapitel 5 soll anhand der gefundenen Ergebnisse zusammenfassend ¨ uberlegt
werden, welche der betrachteten Ans¨ atze geeignet sein k¨ onnten, beziehungsweise
wie sie anzupassen w¨ aren, um einen solchen Kausal-Tagger zu realisieren, und
welche grunds¨ atzlichen Probleme zu erwarten w¨ aren.
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Kausalit¨ at:
Kognitionswissenschaftliche
Grundlagen
Die Anbindung neuer ¨ Außerungen an den Diskurs wird im Allgemeinen als in-
Beziehung-Setzen der neuen Information mit Information aus dem Diskurskontext
beschrieben,dieentsprechendenBeziehungenalsDiskurs-oderKoh¨ arenzrelationen
(Hobbs, 1979) bezeichnet. Kausale Erkl¨ arungen, bei (Mann und Thompson, 1987)
wiederzuﬁnden als Diskursrelationen cause, volitional cause, result und volitional
result, geh¨ oren zweifellos zu den prototypischen Vertretern der Menge der Dis-
kursrelationen, wobei in den dazugeh¨ origen Beschreibungen Kausalit¨ at (und Fina-
lit¨ at) als Primitive gebraucht werden. Andererseits ist anzumerken, dass Kausalit¨ at
– anders als Zeit, die als linearer Ablauf konsenstr¨ achtig und modelltheoretisch
“sauber” zu formalisieren ist – in einer auf klassischer Pr¨ adikatenlogik basieren-
den Theorie nicht in einer einfachen und einleuchtenden Weise unterzubringen ist
und in logischen Diskurstheorien wie SDRT (Lascarides und Asher, 1993; Asher
et al., 1995; Asher und Lascarides, 1996) eher stiefm¨ utterlich behandelt wird.
In diesem Kapitel soll es zun¨ achst darum gehen, wie Kausalit¨ at im Rahmen ei-
ner logischen Theorie modelliert werden kann. Hierzu ist es hilfreich, sich die Un-
terschiede zwischen der Art, wie eine Wissenschaft wie die Physik (in der Kausa-
lit¨ at nur eine untergeordnete Rolle spielt) mit etwas umgeht und der Art, wie Men-
schen ohne den Einsatz von Hilfsmitteln es ¨ ublicherweise tun, vergegenw¨ artigt.
W¨ ahrend mathematische Modelle in der Physik im Allgemeinen darauf basieren,
m¨ oglichst genaue Information ¨ uber das gesamte Geschehen zu modellieren, sind
die von Menschen benutzten kognitiven Modelle (denen wir unsere logischen Mo-
delle nachempﬁnden wollen) meist aufgabenbezogen und m¨ ussen mit der Tatsache
zurechtkommen, dass die Information ¨ uber den betrachteten Weltausschnitt stets
l¨ uckenhaft und gleichzeitig eher qualitativer als quantitativer Natur ist. Es geht al-
so darum, mit der verf¨ ugbaren Information in Bezug auf die Aufgabe m¨ oglichst
effektiv umzugehen.
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Der Preis dieser Informations-¨ Okonomie ist – neben einer geringeren Genau-
igkeit der Voraussagen, die f¨ ur ¨ ubliche Probleme nicht sch¨ adlich ist – die M¨ oglich-
keit des Irrtums. Nichtmonotone Logiken (d.h. solche, die Schl¨ usse auch im Vor-
handensein von Ausnahmen zulassen, die eine Revision der Hypothese notwendig
machen k¨ onnten) verhelfen uns durch dieses aussen-vor-lassen der Ausnahmen in
denmeistenF¨ allenzumehrWissen,das(normalerweise)dieKostendergemachten
Irrt¨ umer ¨ uberwiegt.
Shoham (1990) schreibt dazu:
It is not cost effective to reason explicitly, even about all those
factors which we do understand. Batteries go dead very infrequently,
and so it is a waste of time to examine regularly (whether mentally or
physically) the condition of the battery before we predict that the car
will start.
And dead batteries are not an extreme example: How about a ba-
nana stuck in the tail pipe (an example from McCarthy, 1980) or a
nuclear explosion in the vicinity, both of which will prevent (!)1 the
motor from starting. Surely we do not want to check these conditions
each time we start the car.
2.1 Ereignisse
Zun¨ achst soll hier kurz dargelegt werden, was Ereignisse und Zust¨ ande (zusammen
als Eventualit¨ aten bezeichnet) sind und wie sie in TimeML (Pustejovsky et al.,
2002; Saur´ ı et al., 2004) verwendet werden, da die kausalen Beziehungen, auf die
weiter unten n¨ aher eingegangen werden soll, Relationen zwischen Eventualit¨ aten
sind, und um sp¨ ater den Nutzen einer kausalen Erweiterung von TimeML er¨ ortern
zu k¨ onnen.
Der Annotationsleitfaden von TimeML (Saur´ ı et al., 2004) beschreibt Eventua-
lit¨ aten wie folgt:
We consider “events” a cover term for situations that happen or
occur. Events can be punctual (1-2) or last for a period of time (3-
4). We also consider as events those predicates describing states or
circumstances in which something obtains or holds true (5). Not all
stative predicates will be marked up, however. See subsection 2.1.3,
on events belonging to the class ‘STATE’.
Hierbei sei angemerkt, dass das, was bei TimeML als event bezeichnet wird, hier
Eventualit¨ atgenanntwird,w¨ ahrendderTermEreignisf¨ urEventualit¨ atengebraucht
wird, die keine Zust¨ ande sind.
1das Ausrufezeichen hier stammt von Shoham. Tats¨ achlich bekommen wir bei dieser Theorie der
Kausalit¨ at eine Theorie der Verhinderung, die f¨ ur sich genommen recht kompliziert w¨ are, gratis dazu.
Siehe (Crouch et al., 2001) zu einer (wesentlich komplizierteren) L¨ osung, Verhinderungs-Aussagen
in einer Montague-artigen Semantik unterzubringen.
122.1 Ereignisse
Ereignisse sind klar begrenzt, w¨ ahrend Zust¨ ande als solches nicht individuiert
sind: nimmt man einen (zeitlichen) Teil eines Zustandes, so ist es immer noch der
gleiche Zustand, w¨ ahrend ein Teil eines Ereignis im Allgemeinen ein verschiede-
nes Ereignis ist. Dies ist parallel zu der Unterscheidung zwischen Objekten (wie
einem Ring) und Material (Wasser, das Gold, aus dem der Ring gemacht ist).
Zust¨ ande k¨ onnen durch Angaben zur Quantit¨ at (er hat eine halbe Stunde lang
Rasen gem¨ aht, er ist 2 Kilometer gelaufen) oder eines Zielpunkts (er hat den Rasen
vor dem Haus gem¨ aht, er ist zur Tankstelle gelaufen) als Ereignisse verwendet wer-
den, Ereignisse durch Iteration (Er hat stundenlang N¨ agel in die Wand geschlagen,
er ist jeden Morgen zur Tankstelle gelaufen) als Zust¨ ande.
In TimeML werden nur zeitlich begrenzte (und damit individuierte) Zust¨ ande
annotiert, w¨ ahrend Ereignisse, die durch Iteration zu einem unbegrenzten Zustand
werden, nicht annotiert werden. Folgendes Beispiel aus den Annotationsrichtlinien
illustriert dies:
(2.1) BusinessesareemergingontheInternetsoquicklythatnoone,including
government regulators, can keep track of them.
Das Auftauchen (emerging) ist als Iteration einer nicht eingegrenzten Vielzahl sol-
cher Ereignisse zu verstehen und hat deshalb auch keine klare zeitliche Begren-
zung. Deshalb wird emerging genauso wie keep nicht als Event annotiert.
Bei der Negation eines Ereignisses (er hat keinen Nagel in die Wand geschla-
gen) ergibt sich im Allgemeinen ein Zustand, der durch das nicht-Auftreten dieses
Ereignisses charakterisiert ist (Herweg, 1991).
TimeML behandelt negierte Ereignisse – zumindest soweit aus (Saur´ ı et al.,
2004) ersichtlich – so, dass ein instantiiertes Ereignis annotiert wird, dieses aber
durch Verkn¨ upfung mit dem als “signal” annotierten not als negiert markiert. Im
Fall von
(2.2) John did not leave on Monday but on Tuesday
wird das Ereignis zu leave zweimal instantiiert, einmal zeitlich mit dem Zeitaus-
druck f¨ ur Monday verkn¨ upft und als negiert markiert und einmal zeitlich mit dem
Zeitausdruck f¨ ur Tuesday verkn¨ upft.2
Diese L¨ osung birgt Probleme mit dem Quantorenskopus in der semantischen
Interpretation (Pustejovsky et al., 2003). Der Autor dieser Diplomarbeit h¨ alt – zu-
mindest in Kontexten, die f¨ ur eine Individuierung des negierten Ereignisses spre-
chen – eine Behandlung von negierten Ereignissen als Individuen f¨ ur durchaus
sinnvoll in dem Sinne, dass dieses Individuum einer Entit¨ at in einer m¨ oglichen,
aber nicht tats¨ achlichen Welt im mentalen Modell des Sprechers oder des H¨ orers
entspricht.
Wenn das Auftreten eines Ereignisses in einem Kontext (normativ) gefordert
ist, sorgt das Auftreten des Kontextes f¨ ur eine Individuierung des nicht-Auftretens
desEreignisses,genausowieeinexpliziterBezugzueinemEreignisdieserm¨ oglicht.
So ist etwa folgendes m¨ oglich:
2vgl. (Saur´ ı et al., 2004) S. 39,46,63
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(2.3) Johann hat dreimal die T¨ ur nicht zugemacht und damit ein Durcheinan-
der auf meinem Schreibtisch verursacht.
Das Offenlassen der T¨ ur scheint hier eine Handlung, oder zumindest ein Ereignis
zu sein. Warum?
Johann hat die T¨ ur aufgemacht, ist hindurchgegangen und niemand hat sie seit-
dem wieder zugemacht. Um die T¨ ur zu passieren, ist es notwendig, die T¨ ur aufzu-
machen, so dass man das Aufmachen der T¨ ur nicht als Grund anf¨ uhren kann. Die
normative Erwartung, dass die T¨ ur m¨ oglichst immer geschlossen sein soll, f¨ uhrt
nun zu einem neuen Handlungstyp, dem Offenlassen der T¨ ur, der darin besteht,
dass jemand, der die T¨ ur aufmacht und sie passiert, sich davon entfernt, ohne sie
vorher wieder zu schliessen. Dadurch wird es m¨ oglich, einem anormalen Zustand
eine Handlung zuzuweisen, die ihn regelm¨ assig bewirkt.
Dieser Bezug zur Negation ist insofern von Bedeutung, als bei der (kausalen)
Beziehung zwischen Ursache und Wirkung die Negation von Ereignissen eine Rol-
le spielt, etwa in der Form, dass, ohne die Ursache auch die Wirkung nicht einge-
treten w¨ are. Dieses Nicht-Eintreten (bei A etwa ¯ A) sollte hierbei im Sinne einer
Kontrastmenge3 verstanden werden, wie folgendes Beispiel aus (Schaffer, 2003)
zeigen soll:
(2.4) Sokrates starb, weil er am Abend den Schierlingsbecher zu sich nahm.
(2.5) Sokrates starb, weil er am Abend den Schierlingsbecher zu sich nahm
EineTheorie,inderAund ¯ AmussdenbeidenSchierlingsbecher-Aufnahme-Ereignissen
verschiedene Typen zuweisen, w¨ ahrend eine quatern¨ are Theorie aufgrund der un-
terschiedlichen Betonung unterschiedliche Kontrastmengen annehmen kann.
2.2 Theorien zur Kausalit¨ at
Lewis (1986) zitiert Hume mit einer doppelten Deﬁnition f¨ ur Kausalit¨ at: “We may
deﬁneacausetobeanobjectfollowedbyanother,andwherealltheobjects,similar
to the ﬁrst, are followed by objects simalar to the second. Or, in other words, whe-
re, if the ﬁrst object had not been, the second never had existed” (Hervorhebung
Lewis).
Der ersten Deﬁnition entspricht die Regularit¨ atsanalyse, die Kausalit¨ at mit Be-
zug auf Gesetzm¨ assigkeiten deﬁniert; die zweite Deﬁnition, die zun¨ achst ohne Be-
zug auf Gesetzm¨ assigkeiten auskommt, ist die, auf der Lewis seine Erkl¨ arung von
Kausalit¨ at durch Counterfactuals basiert.
Zun¨ achst zur Regularit¨ atsanalyse. Lewis formuliert dies auf folgende Weise:
Sei C die logische Aussage, dass das Ereignis c existiert/eintritt und E jene,
dass das Ereignis e existiert/eintritt. Dann ist nach der vorgestellten Analyse c eine
Ursache von e, gdw.
3deren Extension nicht unbedingt das logische Komplement der Extension des Negierten sein
muss
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• C und E beide wahr sind
• es eine nicht-leere Aussagenmenge L von Gesetzen und
• eine Menge F wahrer Einzelaussagen gibt, so dass
• L und F zusammen C → E implizieren
• L und F zusammen E nicht implizieren
• F alleine nicht C → E impliziert.
Laut Lewis besitzt dieser Ansatz Probleme, wenn es gilt, zwischen kausalen
und anderen Beziehungen zwischen Ereignissen zu unterscheiden, insbesondere:
Umkehr Wenn Ereignisse des Typs von e regelm¨ aßig mit Ereignissen des Typs
von c auftreten, k¨ onnte ebenfalls e die Ursache und c die Wirkung sein4.
Epiph¨ anomene Wenn c nicht nur e, sondern auch e0 verursacht, k¨ onnte beispiels-
weise e als Ursache von e0 angesehen werden.
Pr¨ aemption Es gibt F¨ alle, in denen ein Ereignis e1 von einem Ereignis e2 folgt,
und zwischen den beiden eine kausale Verbindung besteht (seien sie durch
mehrere Ursache-Wirkung-Beziehungen verbunden oder e1,e2 sind von den
Typen E1,E2 und E1-Ereignisse verursachen E2-Ereignisse), und in denen
e1 dennoch nicht die Ursache von e2 ist.
Nehmen wir an, Jan macht einen Spaziergang im Gebirge. Ein Felsen rollt
heran und macht dabei ein Rumpelger¨ ausch, das Jan veranlasst, dem Felsen
auszuweichen.
Ist nun der herabrollende Felsen der Grund daf¨ ur, dass Jan nicht vom Felsen
erschlagen wurde? Dies w¨ urde man verneinen, denn ohne den Felsen w¨ are
die Gefahr, vom Felsen ¨ uberrollt zu werden, nicht gegeben.
Diese Probleme nimmt Lewis zum Anlass, die zweite Deﬁnition aufzugreifen
und Kausalit¨ at durch Counterfactuals (also Aussagen der Form “w¨ are A der Fall,
so w¨ are B der Fall”, kurz A→B) zu deﬁnieren.
Nehmen wir also O(e) als die Aussage, dass e eintritt, w¨ urden wir die Aussage
“c hat e verursacht” als
(O(c)→O(e)) ∧ (¬O(c)→¬O(e))
ausdr¨ ucken.
Was bedeutet nun aber dieses A→B aus modelltheoretischer Sicht?
Nehmen wir eine (diskrete5) Menge m¨ oglicher Welten an, von denen wir uns in
einer bestimmten, nennen wir sie einmal w beﬁnden, und eine Art Metrik zwischen
4Dies passiert nicht, wenn man eine zeitliche Gerichtetheit von Ursache und Wirkung annimmt.
Lewis tut dies nicht.
5Es funktioniert auch, wenn sich die Welten h¨ aufen d¨ urfen, ist aber dann etwas komplizierter
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den Welten, so dass wir Aussagen der Form w1 @w w2 (f¨ ur “w1 liegt n¨ aher an w
als w2”) machen k¨ onnen.
Nehmen wir vereinfachend an, dass zu einer Menge W0 ⊆ W von Welten
immer eine Menge min@w W0 von n¨ achsten Welten existiert dann gilt A→B
genau dann, wenn
min
@w
{w ∈ W|w |= A} ⊆ {w ∈ W|w |= B}
also in allen n¨ achsten A-Welten B gilt. Analog kann man A♦→B daf¨ ur schreiben,
dass in mindestens einer n¨ achsten A-Welt B gilt.
Haben wir damit unser Problem, oder zumindest die Teilprobleme mit der Ver-
tauschung von Ursache und Wirkung und der Epiph¨ anomene, gel¨ ost? Immerhin
k¨ onnte man doch sagen, dass die n¨ achste Welt, die wie Wirkung nicht enth¨ alt,
die Ursache ebenfalls nicht enth¨ alt, und ¨ ahnliches bei Epiph¨ anomenen postulieren.
Noch schlimmer, wie in (Menzies, 2001) erw¨ ahnt, k¨ onnte eine naive Interpretation
der Counterfactuals seltsame Aussagen hervorbringen.
Nehmen wir etwa folgende Aussage: “Wenn Nixon auf den roten Knopf ge-
dr¨ uckt h¨ atte, h¨ atte es einen Atomkrieg gegeben.” Eine Welt, in der der rote Knopf
einen Wackelkontakt hat und der Erde ein Atomkrieg erspart wurde, w¨ are der uns-
rigen Welt sicherlich viel ¨ ahnlicher, als eine, in der der tats¨ achlich ein Atomkrieg
stattﬁnd.
Lewis’ Position hierzu ist, daß die Abweichungen bestimmte Gesetzm¨ assig-
keiten (Naturgesetze) beachten m¨ ussen. Mit seinen Worten:
To get rid of an actual event e with the least over-all departure
from actuality, it will normally be best not to diverge at all from the
actual course of events until just before the time of e. The longer we
wait, the more we prolong the spatiotemporal region of perfect match
between our actual world and the selected alternative. Why diverge
sooner rather than later? Not to avoid violations of laws of nature. Un-
der determinism any divergence, soon or late, requires some violation
of the actual laws.
Die Interpretation von Counterfactuals ist also nicht trivial, sondern muss vor
dem Hintergrund einer Theorie geschehen, die f¨ ur Vorhersagen sorgt.
Nun zu Shoham (1990). Shoham greift den weiter oben verworfenen Regula-
rit¨ atsansatz in leicht ver¨ anderter Form wieder auf, entwickelt die Idee der zugrun-
deliegenden Gesetzm¨ assigkeiten aber weiter.
Nehmen wir folgendes Beispiel: Dreht man den Z¨ undschl¨ ussel im Schloss, so
springt (normalerweise) der Motor an. Er springt nat¨ urlich nicht an, wenn die Bat-
terie alle ist, kein Benzin mehr im Tank, oder eine Banane im Auspuff steckt. Diese
Dinge pr¨ uft man aber im Allgemeinen niemals nach und verschwendet (normaler-
weise) auch keinen Gedanken daran. Mit einer epistemischen Logik (dazu gleich
mehr) k¨ onnte man das wie folgt ausdr¨ ucken:
Z¨ undschl¨ ussel-drehen ∧ ♦Situation-normal-17 → Motor-springt-an
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Mit anderen Worten, wenn wir glauben, dass jemand den Z¨ undschl¨ ussel gedreht
hat und f¨ ur m¨ oglich halten, dass keine Kobolde am Werk waren etc., dann m¨ ussen
wir ebenfalls glauben, dass der Motor anspringt.
Wollen wir das Ganze etwas formaler deﬁnieren, so besteht ein Modell f¨ ur
diese Logik aus einer Menge von Welten, in denen jeweils atomare Aussagen wahr
sind oder nicht, aus einer Zug¨ anglichkeitsrelation, die festlegt, welche Welten von
einer bestimmten Welt aus “sichtbar” sind, und einer “aktuellen” Welt w. ϕ heisst
dann, dass in allen “sichtbaren” Welten ϕ gilt, ♦ϕ (als Abk¨ urzung f¨ ur ¬¬ϕ)
heisst, dass in einer sichtbaren Welt ϕ gilt.
Normalerweise muss man sich bei einer solchen Logik Gedanken ¨ uber die
Axiomatisierung der Zug¨ anglichkeitsrelation machen (etwa ob sie reﬂexiv sein
m¨ ussen soll). Da wir nur logische Kombinationen aus Formeln der Form ϕ bzw.
♦ϕ(wobeiϕkeineModaloperatorenenth¨ alt),k¨ onnenwirunsdieszun¨ achstsparen.
Wir stellen ein Ereignis/einen Zustand hier als Aussage der Form H(t1,t2,p)
dar, p ist ein Pr¨ adikat, das das Ereignis oder den Zustand identiﬁziert. Bei einem
Ereignis heißt dies, dass es an t1 angefangen und an t2 geendet hat, bei einem
Zustand w¨ urde es heißen, dass der Zustand mindestens ¨ uber das Intervall von t1 bis
t2 gedauert hat.Der letzte Punkt sei der sp¨ ateste Zeitpunkt einer solchen Aussage,
dies wird auf naheliegende Weise auf Formeln erweitert.
Eine kausale Aussage sei nun ein Satz der Form
Φ ∧ Θ → ϕ
wobei
• ϕ ein basaler Satz (d.h. ohne Modaloperatoren und ohne Zeitvariablen) ist,
dessen sp¨ atester Zeitpunkt t1 sei.
• Φ eine Konjunktion von S¨ atzen der Form ϕi ist, wobei ϕi ein atomarer
basaler Satz mit einem sp¨ atesten Zeitpunkt ti ist, so dass ti < t1 gilt.
• Θ ist eine Konjunktion von S¨ atzen der Form ♦ϕj ist, wobei ϕj ein atomarer
basaler Satz und mit einem sp¨ atesten Zeitpunkt tj ist, so dass tj < t1 gilt.
Hierbei d¨ urfen Φ und/oder Θ leer (d.h. immer wahr) sein. Ist Φ leer, so heisst die
Aussage Grenzbedingung, ansonsten kausale Regel.
Wir m¨ ochten nun Aussagen aus dem naheliegendsten (d.h. bevorzugten) Mo-
dell (bzw. Modellen) ableiten k¨ onnen. Hierf¨ ur deﬁnieren wir uns eine Relation der
zeitlichen Ahnungslosigkeit (chronological ignorance) @ci; im Gegensatz zu vorher
gibt es nur eine davon, und sie ist ¨ uber Modelle und nicht ¨ uber Welten deﬁniert. Ein
Modell M1 wird dann gegen¨ uber einem anderen (M2) bevorzugt, wenn sie sich bis
zu einem Zeitpunkt t0 nicht unterscheiden und wenn man an t0 in M2 mehr Fakten
“weiss” (d.h. es gibt ein ϕ(t0) mit M1 6|= ϕ(t0) und M2 |= ϕ(t0)).6
6In Shohams Modell wird angenommen, dass Zeitpunkte, oder zumindest interessante Zeitpunkte
sich nicht h¨ aufen.
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Nat¨ urlichw¨ areesnochsch¨ oner,wennwireinVerfahrenh¨ atten,dasunsm¨ oglichst
schnell ein (modulo ¨ Aquivalenz) eindeutiges Modell liefert. Hierf¨ ur deﬁniert Sho-
ham zun¨ achst weitere Anforderungen an die zugrundeliegende Theorie:
Eine kausale Theorie Ψ ist eine Menge kausaler Aussagen, so daß
• es einen Zeitpunkt t0 gibt, so dass f¨ ur alle Grenzbedingungen Θ → ϕ in
Ψ gilt, dass der sp¨ ateste Zeitpunkt t1 von ϕ vor t0 liegen muss.
• es keine zwei Aussagen in Ψ gibt, so dass die eine ♦H(t1,t2,p) auf der
linken Seite enth¨ alt und die andere auf ihrere linken Seite ♦¬H(t1,t2,p)
enth¨ alt
• Wenn Φ1 ∧Θ1 → H(t1,t2,p) und Φ2 ∧Θ2 → ¬H(t1,t2,p) beide in Ψ
vorkommen, so ist Φ1 ∧ Θ1 ∧ Φ2 ∧ Θ2 unerf¨ ullbar.
Dann gilt (laut Shoham, dort Theorem 1) folgendes:
Ist Ψ eine kausale Theorie, dann
• hat ψ ein zeitlich ahnungslosestes Modell und
• f¨ ur je zwei zeitlich ahnungsloseste Modelle M1 und M2 und jede basale
Aussage ϕ gilt M1 |= ϕ gdw M2 |= ϕ.
Wir k¨ onnen ein Modell konstruieren, indem wir mit der fr¨ uhesten Grenzbe-
dingung anfangen und das Modell (bzw. die ϕ-Aussagen) der Zeitachse entlang
weiterstricken.
An dieser Stelle sei angemerkt, dass sowohl die von Lewis (informell) vor-
geschlagene Methode zur Evaluation von Counterfactuals als auch Shohams Ver-
fahren zur Modellkonstruktion in zeitlicher Richtung vorgehen. Dies mag daran
liegen, dass wir uns – mit den Worten von Hawking gesprochen – an die Zukunft
nicht erinnern k¨ onnen.
Nunk¨ onnenwirmiteinerkausalenTheorieVoraussagenmachen(wobei“R¨ uck-
w¨ arts”-Kausalit¨ at hier per Konstruktionsprinzip ausgeschlossen ist und das Pro-
blem der Epiph¨ anomene auf die kausale Theorie abgew¨ alzt wird). Im Gegensatz zu
Lewis, der allgemeine Aussagen der Form “X verursacht Y ” als unsinnig verwirft,
sind bei Shoham Aussagen, die dieser Form ¨ ahnlich sind, die Grundbausteine.
Shoham deﬁniert anhand seiner Theorie zu Vorhersagen nun Pr¨ adikate zu kau-
salen Aussagen.
DCAUSES(H(t1,t2,p),H(t3,t4,q),Φ) gilt, wenn es einen Satz H(t5,t6,r)
gibt, so dass
• der Satz
H(t1,t2,p) ∧ ♦H(t5,t6,r) → (t3,t4,q)
in Φ vorkommt und
• es nicht der Fall ist, dass
Φ,H(t1,t2,p) |=@ci ¬H(t5,t6,r)
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letzteres verhindert selbst-pr¨ aemptive Ursachen (etwa eine Z¨ undung, die die
Batterie kurzschliesst und damit ein Starten des Motors wiederum verhindert).
Nun zu tats¨ achlichen Ursachen: DCAUSED(H(t1,t2,p),H(t3,t4,q),Φ) gilt,
wenn es einen Satz H(t5,t6,r) gibt, so dass
• beide Bedingungen oben (DCAUSED) erf¨ ullt sind
• und Φ |=@ci H(t1,t2,p) ∧ ♦H(t5,t6,r) gilt
Wie versprochen bekommen wir eine Theorie des Verhinderns gratis dazu:
DPREVENTS(H(t5,t6,r),H(t3,t4,q),Φ) gilt, wenn es einen Satz H(t1,t2,p)
gibt, so dass H(t1,t2,p) ∧ ♦¬H(t5,t6,r) → H(t3,t4,q) ein Satz aus Φ ist.
DPREVENTED(H(t5,t6,r),H(t3,t4,q),Φ)gilt,wenneseinenSatzH(t1,t2,p)
gibt, der obige Bedinung erf¨ ullt und Φ |=@ci H(t1,t2,p) ∧ ¬♦H(t3,t4,q) gilt.
Wir haben nun Kausalit¨ at als Artefakt einer qualitativen Theorie dargestellt,
die (nicht-monotone) Voraussagen erm¨ oglicht. Folgende Fragen sind jedoch noch
offen:
• Woher soll diese qualitative Theorie kommen?
• Was ist mit Aussagen wie “Rauchen verursacht Krebs”? Es ist sicherlich
nicht (sachlich) richtig, anzunehmen, dass alle oder die ¨ uberwiegende Mehr-
zahl der Raucher sp¨ ater Krebs bekommt.
Zun¨ achst zur Frage, woher wir unsere Vorhersage-Theorie nehmen.
Aus pragmatischer Sicht ist eine Vorhersage-Theorie notwendig, um die Fol-
gen von Handlungen einzusch¨ atzen bzw. M¨ oglichkeiten der Beeinﬂussung aufzu-
zeigen. So zitiert (Woodward, 2001) von Wright:
...to think of a relation between events as causal is to think of
it under the aspect of (possible) action. It is therefore true, but at the
same time a little misleading to say that if p is the cause of q, then if
I could produce p I could bring about q. For that p is the cause of q,
I have endeavored to say here, means that I could bring about q, if I
could do (so that) p.
DieseSichtweiseliefertunssicherlicheinKriterium,umEpiph¨ anomeneauszu-
schließen. Stellen wir uns vor, dass ein Tiefdruckgebiet das Fallen des Barometers
verursacht, und kurz darauf ein Sturm heraufzieht. Es gibt einen Zusammenhang
zwischen dem Barometer und dem Sturm, aber die naheliegendsten Methoden, das
Fallen des Barometers zu verhindern (etwa, den Zeiger zu ﬁxieren oder das Baro-
meter in eine Kompressionskammer zu legen) w¨ urden nichts am Sturm ¨ andern.
In diesem Sinne ist die Aussage, Rauchen verursache Krebs derart sinnvoll,
dass man, wenn man keinen Krebs bekommen will, dies zu erreichen versuchen
kann, indem man nicht raucht.
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Andererseits,undhierliegtdieGrenzederErkl¨ arungsf¨ ahigkeitdesManipulier-
barkeits-Ansatzes, gibt es keine (naheliegenden) Methoden, etwas an dem heran-
nahendem Tiefdruckgebiet zu ¨ andern.
¨ AnderungenanTiefdruckgebietenm¨ usseninGedankenexperimenteverlegtwer-
den, die auf vergangene Erfahrungen zur¨ uckgehen. Mit den H¨ auﬁgkeiten aus ver-
gangenen Beobachtungen k¨ onnen wir versuchen, Wahrscheinlichkeiten oder zu-
mindest H¨ auﬁgkeiten f¨ ur Ereignisse zu ermitteln, wie man es in der Medizin und
Soziologie tut, wenn man eine kausale Verbindung glaubhaft machen m¨ ochte.
Naheliegend ist etwa
P(B|A) > P(B)
bzw. P(B ∧ A) > P(B ∧ ¬A), um Problemen mit bedingten Wahrscheinlichkei-
ten aus dem Weg zu gehen. Wir m¨ ussen zus¨ atzlich eine Gerichtetheit in der Zeit
voraussetzen, weil Umkehrungen sonst stets m¨ oglich sind.
Die Probleme, die man dann mit Epiph¨ anomenen bekommt und die L¨ osungen,
die daf¨ ur in Frage kommen, sind in (Hitchcock, 2002) beschrieben, worauf hier aus
Platzgr¨ unden verwiesen sei.
2.3 Kausale und andere Erkl¨ arungen
In vielen Kontexten wird aus den kausalen Faktoren, die die Entstehung eines Er-
eignisses beeinﬂusst haben, einer als “die” Ursache bezeichnet, w¨ ahrend die ande-
ren als Nebenbedingungen gelten.
Im Falle einer Hungersnot etwa k¨ onnte als “die” Ursache entweder die vor-
herrschende Trockenheit gelten oder die Unf¨ ahigkeit der ¨ ortlichen Regierung, auf
die Trockenheit zu reagieren. Die Auswahl der Erkl¨ arung beeinﬂusst die evaluati-
ve/normative Sicht auf das Ereignis (Veranwortung).
Neben der eigentlichen Kausalit¨ at (also den oben besprochenen Beziehungen
zwischen Ereignissen) existieren weitere Relationen, die zur Erkl¨ arung von Ereig-
nissen bzw. mit Ereignissen geeignet sind.
Bei der eigentlichen Kausalit¨ at wird eine Eventualit¨ at mit einer anderen ver-
kn¨ upft:
(2.6) Johann ﬁel von der Br¨ ucke, weil er geschubst wurde.
(2.7) Johann ﬁel von der Br¨ ucke, weil er betrunken war.
(2.8) Weil er die Schnapsﬂasche geleert hatte, war Johann betrunken.
Eine kausale Verkn¨ upfung, bei der die Ursache ein Ereignis ist, bleibt beste-
hen, wenn man die S¨ atze nicht mit weil, sondern mit nachdem verkn¨ upft, dessen
Funktion prim¨ ar zeitlich ist.
(2.9) Nachdem Johann geschubst wurde, ﬁel er von der Br¨ ucke.
(2.10) Nachdem er die Schnapsﬂasche geleert hatte, war Johann betrunken.
202.3 Kausale und andere Erkl¨ arungen
Handlungen k¨ onnen durch Ziele, Geisteszust¨ ande, vorhergegangene Ereignis-
se, aber auch zuk¨ unftige Ereignisse erkl¨ art werden:
(2.11) Johann sprang von der Br¨ ucke, um sich abzuk¨ uhlen.
(2.12) Johann sprang von der Br¨ ucke, weil er eine Abk¨ uhlung brauchte.
(2.13) Johann sprang von der Br¨ ucke, weil ihn seine Freundin verlassen hatte.
(2.14) Johann kauft sich einen neuen Anzug, weil sein Bruder morgen heiratet.
Erkl¨ arungen m¨ ussen sich nicht auf Ereignisse beziehen, sondern k¨ onnen zwi-
schen beliebigen Aussagen stehen:
(2.15) Der Fisch ist gef¨ ahrlich, weil er keine nat¨ urlichen Feinde hat.
Auf eine Handlung sind oft mehrere verschiedene Sichten m¨ oglich, etwa fol-
gende Beschreibungen ein und desselben Ereignis (nach einem Beispiel aus (Allen,
1984)):
• PaulhataufdemKlavierinrhytmischerAbfolgeschwarzeundweisseTasten
gedr¨ uckt.
• Paul hat Golliwogg’s Cakewalk einigermassen fehlerfrei gespielt.
• Paul hat Marie aufgeweckt.
oder auch:
• Er hat den W¨ aschetrockner benutzt.
• Er hat die W¨ asche getrocknet.
Zwischen diesen Beschreibungen besteht oft so etwas wie eine hierarchische
Beziehung:
(2.16) PaulhatMarieaufgeweckt,indemerGolliwogg’sCakewalkgespielthat.
(2.17) # Paul hat Golliwogg’s Cakewalk gespielt, indem er Marie aufgeweckt
hat.
Allen nennt diese Beziehung nach Goldman generates. Inui (2004) bezeichnet die-
se Beziehung als means.
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2.3.1 Kausalbeziehungen in Conceptual Dependency
InderConceptualDependency-Theorie(Schank,1972;SchankundAbelson,1977)
wird zwischen einer Anzahl verschiedener Kausalbeziehungen unterschieden:
r Eine Handlung ¨ andert einen Zustand
E ein Zustand erm¨ oglicht eine Handlung/ein Ereignis
dE ein Zustand verhindert eine Handlung/ein Ereignis
I ein Zustand/eine Handlung erzeugt einen Geisteszustand
R ein Geisteszustand ist Grund f¨ ur eine Handlung
dazu werden folgende Abk¨ urzungen eingef¨ uhrt:
rE Eine Handlung ergibt einen Zustand, der eine Handlung erlaubt
IR eine Handlung oder ein Zustand erzeugt einen Geisteszustand, der Grund f¨ ur
eine Handlung ist.
Nehmen wir einige Beispiele und schauen, ob wir sie mit obigen Relationen
analysieren k¨ onnen:
(2.18) Johann ﬁel von der Br¨ ucke, weil er betrunken war.
(2.19) Johann sprang von der Br¨ ucke, weil seine Frau ihn verlassen hatte.
(2.20) Johann r¨ aumt seinen Schreibtisch auf, weil er morgen in den Urlaub
f¨ ahrt.
Beispiel 2.18 ist trivial, falls wir die Unterscheidung zwischen Ereignissen und
Handlungen einmal ausser Acht lassen:
Johann betrunken
⇓ E
Johann f¨ allt von der Br¨ ucke
Beispiel 2.19 k¨ onnen wir mit der Abk¨ urzung IR beschreiben:
Johanns Frau verl¨ asst ihn
⇓ IR
Johann springt von der Br¨ ucke
Das letzte Beispiel (2.20) ist etwas schwieriger, weil das in-den-Urlaub fahren
hypothetisch ist. Versuchen wir es so:
Johann plant, in den Urlaub zu fahren
⇓ I
Johann m¨ ochte, dass sein Arbeitsplatz aufger¨ aumt ist
⇓ R
Johann r¨ aumt seinen Schreibtisch auf
222.3 Kausale und andere Erkl¨ arungen
dry-laundry-in-the-sun($actor,$laundry)
precondition: weather(sunny)
effect: get-dry($laundry)
decomposition: hang($actor,$laundry)
Abbildung 2.1: Beispiel eines Plan-Operators aus (Inui, 2004)
Eine ¨ ahnliche Konstruktion eines Geisteszustandes ist auch im folgenden Bei-
spiel aus (Lascarides und Asher, 1993) m¨ oglich:
(2.21) Max ¨ offnete die T¨ ur. Es war stockdunkel im Zimmer.
Lascarides und Asher analysieren dies als Background, also daß der zweite Satz
Umst¨ ande auff¨ uhrt, unter denen das Ereignis aus dem ersten Satz passiert – die
genaue Beziehung der Ereignisse wird klar, wenn man versucht, dies anhand der
Conceptual Dependency-Relationen zu analysieren.
Max ¨ offnet die T¨ ur [zum Zimmer]
⇓ E
im Zimmer ist es stockdunkel
⇓ I
Max sieht, dass es im Zimmer stockdunkel ist
Diese Analyse erlaubt Schluss auf Erz¨ ahlperspektive; W¨ are Max blind, so w¨ urde
der Text inkoh¨ arent.
2.3.2 Inuis Planbox-Modell
Inui (2004) geht von einer Struktur aus, wie sie f¨ ur das Planen von Handlungen
postuliert wird:
Die Relation zwischen der Vorbedingung und der Gesamthandlung nennt Inui
precond, die zwischen Gesamthandlung und Nachbedingung effect, die zwischen
Gesamthandlung und Dekomposition means. Kausale Relationen zwischen zwei
Ereignissen, die nicht im Kontext einer Handlung stehen, nennt er cause.
Inui weist besonders darauf hin, dass solche kausalen Axiome, nicht nur in
Kausalbeziehungen eine Rolle spielen, sondern auch bei anderen Konstruktionen,
wie in folgenden Beispielen:
(2.22) a. The laundry dried well today because it was sunny.
b. The laundry dried well, though it was not sunny.
c. If it was sunny, the laundry could dry well.
d. The laundry dried well because of the sunny weather.
Inui (2004) stellt auch ein Verfahren vor, um die japanische Konjunktion tame
in Bezug auf diese Einteilung zu disambiguieren. Hierzu sei auf Kapitel 4 verwie-
sen.
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2.3.3 Vergleich
diese ¨ Uberschrift ist doof
intuitiv entspricht Schanks E-Relation Inuis precond-Beziehung beziehungsweise
der enables-Beziehung von Shoham, r Inuis result bzw. Shohams dcauses.
Die I und R-Relationen von Schank ﬁnden sich bei Inui und Shoham nicht
wieder, da diese Intentionalit¨ at nicht modellieren.
Fragt man nach dem Grund f¨ ur eine Handlung, ist meist eine Verbindung vom
Typ IR gefordert, beim Grund f¨ ur einen Zustand oder ein Ereignis eher r bzw. E
oder rE. Sind zwei Handlungen desselben Agenten mit E verbunden, so kann die
zweite Handlung als Grund f¨ ur die erste gedeutet werden.
(2.23) a. Sie stieg ins Auto und fuhr davon
b. Das Ventil ¨ offnete sich und der Kesseldruck sank.
(2.24) a. * Sie stieg ins Auto. Dadurch fuhr sie davon.
b. Das Ventil ¨ offnete sich. Dadurch sank der Kesseldruck.
(2.25) a. Sie stieg ins Auto, um davonzufahren.
b. * Das Ventil ¨ offnete sich, um ...
Nicht immer jedoch sind E-Relationen auch als kausale Erkl¨ arungen zu verste-
hen. Schauen wir uns einmal folgenden Ausschnitt aus einem Beispiel von (Schank
und Abelson, 1977) an:
John h¨ alt eine offene Bierdose der Stuhl kippt um
⇓ E ⇓ E ⇓ E
Bier spritzt auf den Stuhl John f¨ allt auf den Boden
Fragt man, warum Bier auf den Stuhl gespritzt ist, so sind beide Fakten (das Hal-
ten einer offenen Bierdose und das Umkippen des Stuhls) f¨ ur sich alleine genom-
men nicht ausreichend, als Erkl¨ arung w¨ urden entweder beide Ereignisse oder (als
“der” Grund) das Umkippen des Stuhls genommen; w¨ ahrend bei Handlungen E-
Relationen in der Regel als Hintergrundbedingungen zu verstehen sind, stellen sie
bei anderen Ereignissen Ursachen dar. Bei der Auswahl “des” Grundes scheint
wiederum eine graduelle Version der Unterscheidung zwischen Ursachen und Hin-
tergrundbedingungen eine Rolle zu spielen – es w¨ are zu untersuchen, welche Ge-
setzm¨ assigkeiten diesem graduellen Unterschied zugrundeliegen.
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Ein System, das kausale Verbindungen zwischen den im Text evozierten Ereig-
nissen ﬁnden soll, das aber im Unterschied zu einem Menschen nicht ¨ uber all-
zu detailliertes Wissen ¨ uber diese Ereignisse verf¨ ugt, ist auf Vermutungen ange-
wiesen, die mit Indizien wie dem Vorhandensein (oder auch nicht) und der Art
einer Markierung im Text zumindest teilweise veriﬁziert oder falsiﬁziert werden
k¨ onnen/m¨ ussen.
Folgendes w¨ are denkbar:
• die Relationen sind explizit durch Konnektoren oder andere Marker mar-
kiert. Diese Marker k¨ onnen entweder eindeutig kausal sein oder mehrdeutig
sein.
• die Relation ergibt sich durch die Stellung im Text, m¨ oglicherweise zusam-
men mit Wissen, das hier¨ uber Plausibilit¨ atsurteile erlaubt.
• die Relation besteht zwischen im Text erw¨ ahnten Ereignissen, deren Bezie-
hung auch durch die Stellung im Text nicht erschlossen werden kann.
Schauen wir uns angestrebte Anwendungsdom¨ anen an, so wird klar, dass die
Anforderungen in Hinsicht auf die Ausbeute eines Taggers f¨ ur kausale Relationen
(oder den Teil des Systems, der diese Aufgabe miterf¨ ullt) recht unterschiedlich
sind und damit auch der Grad, zu dem man sich auf die (m¨ oglichst eindeutige)
Markiertheit der kausalen Relationen verlassen darf.
Einerseits k¨ onnte ein solches System dazu benutzt werden, Weltwissen ¨ uber
eineDom¨ anezusammeln,wieesInui(2004)oderTorisawa(2003)tun.Daohnehin
davon auszugehen ist, dass die meisten Fakten nicht in der Dom¨ ane auftauchen,
andererseits aber auf diese Weise mehr Fakten gefunden werden k¨ onnen als ein
menschlicher Experte sich auf Anhieb ausdenken kann, ist hier ein Ansatz, der
sich wie der von Inui haupts¨ achlich auf Diskursmarker st¨ utzt und damit eine gute
Pr¨ azision erreicht, gut geeignet.
Anders w¨ are es bei einem System, das Diskursrelationen erkennen soll. Marcu
und Echihabi (2002) erw¨ ahnen, dass in einem mit Diskursrelationen annotierten
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Korpus (Carlson et al., 2001) nur 61 von 238 (Contrast) bzw. 79 von 307 (Expla-
nation/Evidence) markiert sind. Ein System, das sich hier allein auf Diskursmarker
verl¨ asst w¨ are also nicht erfolgreich.
Beieinem System,das f¨ urQuestion-Answering benutztwerden soll,sollte man
ausnutzen, dass bei den Fragen zum Text evidente Zusammenh¨ ange (die im Text
nicht markiert sind und demnach schwieriger zu ﬁnden) eine weniger große Rol-
le spielen als solche, die nicht-evident sind und eine Markierung durch Diskurs-
marker bzw. kausative Verben fordern. Allerdings sind nicht alle Antworten auf
Kausalrelationen derartig markiert, sondern zum Teil auch benachbart, aber nicht Zahlen aus dem
CBC4Kids-Corpus markiert oder an nicht benachbarten Stellen im Text (wie h¨ angen die dann in der
Diskursstruktur zusammen?). F¨ ur Question-Answering auf grossen Dokumenten-
sammlungen kann man hoffen, dass aufgrund von Redundanz zumindest eine Ant-
wort gefunden werden kann, die eindeutig markiert ist, in speziellen Dom¨ anen so-
wie f¨ ur Reading Comprehension kann man nicht davon ausgehen und sollte daher
auch die schwierigeren F¨ alle mit einbeziehen.
Hier ein Beispiel1, das diese Unterscheidung illustrieren soll:
(3.1) WERNER NIEFER, Chef von Mercedes-Benz, soll nach einem von ihm
verschuldeten Verkehrsunfall im Mai 1990 in Rom nun eine Strafe von
80 000 Mark zahlen.
(3.2) Die Stuttgarter Staatsanwaltschaft erkl¨ arte am Mittwoch, sie habe einen
entsprechenden Strafbefehl wegen fahrl¨ assiger K¨ orperverletzung bean-
tragt.
(3.3) Niefer hatte im Mai 1990 in Rom einen Reisebus gefahren und den Wa-
gen nach Darstellung der Staatsanwaltschaft nicht mehr rechtzeitig ge-
stoppt, als ihm Fußg¨ angerinnen entgegenkamen.
(3.4) Deshalb sei eine deutsche Touristin von dem Bus erfaßt und am Bein
erheblich verletzt worden.
(3.5) Die Staatsanwaltschaft teilte weiter mit, die umfangreichen Ermittlun-
gen h¨ atten einen hinreichenden Tatverdacht wegen weiterer Delikte wie
alkoholbedingteStraßenverkehrsgef¨ ahrdung,unerlaubtesEntfernenvom
Unfallort und Fahren ohne Fahrerlaubnis nicht ergeben.
Wir ﬁnden den expliziten Marker deshalb in Satz 3.4, auch den zeitlichen Mar-
ker nach, der im Kontext von 3.1 einen kausalen Zusammenhang markiert.
Die Beziehung zwischen Ermittlungen und Tatverdacht (der hier negiert ist)
und durch das Kausalverb ergeben vermittelt wird, ist ebenfalls kausaler Natur.
Die Beziehung zwischen dem Verkehrsunfall (3.1 und dem Strafbefehl (3.2)
ist nicht markiert. Hier scheint entscheidend zu sein, dass die Beziehung zwischen
Strafe und Strafbefehl dem Leser klar ist.
1Negra-Corpus, S¨ atze 17327ff
263.1 Kausalit¨ at und Temporalit¨ at
Wie fr¨ uher erw¨ ahnt , m¨ ussen weil und deshalb nicht immer (im engeren Sinne)
kausal, sondern kann allgemein Erkl¨ arungen markieren2:
(3.6) a. DieSozialdemokratiegeh¨ ortjedochdeshalbunwiederbringlichder
Vergangenheit an, weil sie noch immer meint , die Krise des Wohl-
fahrtsstaateseinzigundalleinaufdemFeldder ¨ Okonomiebew¨ altigen
zu k¨ onnen.
b. “Man produziert Unsinn, weil die Leute Unsinn wollen - und die
Leute wollen Unsinn, weil sie nichts anderes mehr kennen.”
c. Die Straßenbahnen der Linie 19 rauschen bald schneller durch Bo-
ckenheim, weil die Ampelschaltungen besser auf ihre Fahrt abge-
stimmt werden.
(3.7) a. Das Gesicht stelle beim S¨ augling die gr¨ oßte Fl¨ ache unbedeckter
Haut dar und sei deshalb f¨ ur die W¨ armeregulierung entscheidend.
b. Die Polizei war losgel¨ ost von der allgemeinen Verwaltung , und
die Bewohner f¨ uhlten sich als ”Mußpreußen ”.
Der Haß gegen das Preußentum richtete sich deshalb zwangsl¨ auﬁg
gegen das Polizeipr¨ asidium und deren f¨ uhrende Pers¨ onlichkeiten .
W¨ ahrend Beispiel 3.6c etwas mit Kausalit¨ at zu tun hat und Beispiele 3.6b und
3.7b sich auf Gr¨ unde beziehen, sind 3.6a und 3.7a Begr¨ undungen und nicht Ver-
kn¨ upfungen zwischen Ereignissen.
3.1 Kausalit¨ at und Temporalit¨ at
Zeitliche Marker werden oft benutzt, um kausale Beziehungen auszudr¨ ucken:
(3.8) Wir haben in Holland Urlaub gemacht. Nun sind wir pleite.
(3.9) Nach unserem Urlaub waren wir pleite.
(3.10) “Wie vor den Kopf geschlagen” f¨ uhlten sich die Eltern, als der Land-
rat beschloss, die asbesthaltigen Baustoffe, die inzwischen auch in den
Trennw¨ anden festgestellt wurden, schon in den Sommerferien beseiti-
gen zu lassen.
(3.11) Der Schuhmacher Julius Lieske (20) wurde nach m¨ uhsamen Ermittlun-
gen der Tat ¨ uberf¨ uhrt und drei Monate sp¨ ater in Limburg durch das Beil
hingerichtet.
(3.12) NachdemindenNiederlanden,GroßbritannienundNeuseelanddie ¨ Offentlichkeit
¨ uber die Risiken der Bauchlage aufgekl¨ art wurde, ging der Pl¨ otzliche
S¨ auglingstod um ein bis zwei Drittel zur¨ uck.3
2Negra-Corpus, S¨ atze 1372,1955,3264;1323,174/175
3Negra-Corpus, S¨ atze 16471,179,1310
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Diesl¨ asstsicheinerseitssoerkl¨ aren,daßzeitlicheMarkerdiezeitlicheRelation
zwischen den erw¨ ahnten Eventualit¨ aten einschr¨ anken und die geschlossene zeitli-
che Relation Einﬂuß darauf hat, ob der Leser eine kausale Verbindung annimmt
oder nicht.
Ist die zweite Eventualit¨ at ein Zustand, so wird angenommen, dass dieser Zu-
stand mit der ersten Eventualit¨ at zeitlich ¨ uberlappt (temporal overlap). Um obiges
Beispiel wieder aufzugreifen, w¨ urde
(3.13) Wir haben in Holland Urlaub gemacht. Wir waren pleite.
so verstanden werden, dass das Pleitesein w¨ ahrend des Urlaubs gegolten hat.
Amsili und Rossari (1998) untersuchten, wie sich verschiedene Kombinationen
von Anordnung und Tempus (Pass´ e simple vs. Imparfait) sowie des Konnektors
“donc” (deshalb) auf Akzeptabilit¨ at einerseits und den Ausdruck von Kausalit¨ at
andererseits auswirken.
Ein Ergebnis ist, dass bei der Kombination von Pass´ e simple (PS) und Impar-
fait(IMP) Kausalit¨ at (hier: Explanation als Diskursrelation) geschlossen wird, falls
das beschriebene Ereignis nicht vollendet sein muss, um die andere Eventualit¨ at zu
bewirken:
(3.14) a. Jean attrapa une contravention. Il roulait trop vite.
Jan hat sich einen Strafzettel eingefangen. Er fuhr zu schnell
b. #Jean tomba. La branche cassait.
Jan ist gefallen. Der Ast brach ab.
Amsili und Rossari f¨ uhren diesen Unterschied darauf zur¨ uck, dass im zwei-
ten Fall die zweite Eventualit¨ at abgeschlossen sein muss, um als Ursache f¨ ur die
erste in Frage zu kommen (accomplished causality), w¨ ahrend sie es im ersten Fall
nicht sein muss (non-accomplished causality, Lewis (1986) spricht von “piecemeal
causation”).
Diesen Unterschied kann man im Deutschen mit den zeitlichen Markern dabei
und kurz darauf beobachten. Bei der non-accomplished causality wird die kausale
Lesart mit kurz darauf nicht angenommen.
(3.15) a. Max reparierte sein Auto. Dabei machte er sich dreckig.
b. (?) Der Zweig brach. Dabei ﬁel Jan.
(3.16) a. # Max reparierte sein Auto. Kurz darauf machte er sich schmutzig.
b. Der Zweig brach. Kurz darauf ﬁel Jan.
Eine andere Sicht auf die kausale Wirkung zeitlicher Marker w¨ are die, dass
zeitliche Marker die zwei Eventualit¨ aten in eine Beziehung setzen, die nicht allein
in der zeitlichen Beziehung der Eventualit¨ aten liegt. So l¨ asst sich als, das Her-
weg (1991) als “vage Simultaneit¨ at” (d.h. als ¨ Uberlappung) analysiert, auch ein-
setzen, um Eventualit¨ aten zu verkn¨ upfen, die zwar aufeinander bezogen sind, sich
aber (zumindest nach ¨ ublicher Analyse) nicht zeitlich ¨ uberlappen. W¨ ahrend
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(3.17) *Als Peter das Zimmer betrat, verließ er es wieder.
nicht geht, sind
(3.18) a. Als Maria Peter erblickte, erschrak sie.
b. Als Peter sein Examen mit einer Fete feierte, lud er auch Maria ein
m¨ oglich, obwohl sich die Ereignisse nur mit etwas “pragmatischer Toleranz” (Her-
weg) als ¨ uberlappend ansehen lassen4.
Bras et al. untersuchten den Einﬂuss der Konnektive “puis” (dann) und “un peu
plus tard” (kurz darauf) auf die Diskursstruktur haben.
Wenn eine verz¨ ogerte Ursache ausgeschlossen ist, kann un peu plus tard Result
ausschließen, in ¨ ahnlicher Weise wie von Amsili und Rossari beobachtet.
(3.19) a. Max tr´ ebucha. Il tomba et se cassa la jambe.
Max stolperte. Er ﬁel und brach sich das Bein.
b. Max tr´ ebucha. Puis il tomba et se cassa la jambe.
Max stolperte. Dann ﬁel er und brach sich das Bein.
c. Max tr´ ebucha. Un peu plus tard, il tomba et se cassa la jambe.
Max stolperte. Kurz darauf ﬁel er und brach sich das Bein.
Interessant ist, dass sich trotz der gleichen zeitlichen Beziehung ein unter-
schiedliches Verhalten bez¨ uglich der Zul¨ assigkeit von Result als Diskursrelation.
puis dr¨ uckt das direkte Aufeinanderfolgen von Ereignissen ausund erlaubt Narra-
tion als einzige Diskursrelation, wogegen un peu plus tard Result im Allgemeinen
nicht ausschliesst:
(3.20) a. L’acide tomba dans le m´ elange. Une explosion se produisit.
Die S¨ aure ﬁel in das Gemisch. Es gab eine Explosion
b. L’acide tomba dans le m´ elange. Puis une explosion se produisit.
Die S¨ aure ﬁel in das Gemisch. Dann gab es eine Explosion.
c. L’acide tomba dans le m´ elange. Un peu plus tard une explosion
se produisit.
Die S¨ aure ﬁel in das Gemisch. Kurz darauf gab es eine Explosion.
¨ Ahnlich verh¨ alt sich dann im Deutschen:
(3.21) Wir sind nach Holland gefahren. Dann waren wir pleite.
Die Verbindung mit dann legt nicht nahe, dass das Pleitesein etwas mit dem Nach-
Holland-Fahren zu tun hat.
Nachdem, das laut Herweg (1991) ein Ereignis im Nachzustand eines anderen
lokalisiert, kann ebenfalls verwendet werden, um einen rein pragmatischen (nicht-
kausalen) Erkl¨ arungszusammenhang darzustellen5:
4Beispiele 76a,76b,77a aus (Herweg, 1991)
5Negra-Corpus, Satz 2755
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(3.22) Nachdem die Stadtbev¨ olkerung in den letzten Jahren immer wieder er-
freut feststellen durfte, dass der als so tr¨ ube verrufene Main beispiels-
weise f¨ ur eine ganze Reihe geﬁederter Freunde ein durchaus attraktives
Revier ist, k¨ onnten auch die Yachtlenker das ihrige dazu tun, um solche
(wiederentstehenden) Paradiese nicht zu gef¨ ahrden.
Erkl¨ art wird die Forderung, die Yachtlenker m¨ ogen das ihrige dazu tun, die Er-
kl¨ arungsbeziehung ist aber eher pragmatisch als kausal; das Erkl¨ arende ist nicht
das Perzeptions-Ereignis der Stadtbev¨ olkerung, sondern der Zustand des Mains.
Nachdem muss nicht unbedingt eine Erkl¨ arungsbeziehung markieren, es ist
auch eine rein zeitliche Lesart m¨ oglich, die eine andere Koh¨ arenzrelation nahe-
legt:6
(3.23) NachdemdasAnwesen1865indenBesitzderStadtBensheim ¨ ubergangen
war, stellte diese die großen R¨ aume zun¨ achst den evangelischen B¨ urgern
als Betsaal zur Verf¨ ugung.
(3.24) Nachdem die R¨ uckenlage traditionell als die nat¨ urliche Schlafposition
des S¨ auglings gegolten hatte, wurde ab den fr¨ uhen siebziger Jahren in
der medizinischen Fachliteratur die Bauchlage propagiert.
Das erste Beispiel (3.23) enth¨ alt zwar eine E-Relation, das zun¨ achst schließt aber
eine ﬁnale Lesart aus. Im darauffolgenden Text geht es um die weitere Nutzung des
Anwesens, durch den Nachdem-Nebensatz wird der Nachzustand des ingressiven
Besitz¨ ubergangs-Ereignisses thematisiert und der Hauptsatz ist eine Elaboration
dieses Zustands.
ImzweitenBeispieldientdasnachdemvorallemdazu,einenKontrast(R¨ uckenlage-
Bauchlage) zu markieren.
3.2 Diskursstruktur
Die S¨ atze des Textes und die darin beschriebenen Ereignisse/Zust¨ ande/Fakten ste-
hen nicht f¨ ur sich allein, sondern sind in einer bestimmten Weise strukturiert. All-
gemein wird angenommen, dass diese Struktur baumf¨ ormig ist und die Integration
der S¨ atze des Textes in eine solche Struktur einen wesentlichen Bestandteil dessen
ausmacht, was als Koh¨ arenz des Textes bezeichnet wird.
Die Art, wie diese Struktur (auf Seite des Sprechers) erzeugt wird, ist vom Zu-
sammenspiel von Intentionen auf der einen Seite (Grosz und Sidner, 1986) und
Konventionen der inhaltlichen Strukturierung auf der anderen Seite vorgegeben,
die partielle Struktur, die der H¨ orer aufbaut7 stellt einen wichtigen Teil des Kon-
texts dar, in dem weitere S¨ atze des Diskurses interpretiert und eingeordnet werden.
6Negra-Corpus, S¨ atze 2083, 1327
7Es gibt Modelle wie das in (Walker, 1998), die g¨ angige Diskursph¨ anomene erkl¨ aren, ohne so
etwas wie eine Diskursstruktur vorauszusetzen. Dies ist aber eher die Ausnahme als die Regel.
303.2 Diskursstruktur
SoistdieZug¨ anglichkeitderReferentenvonPronominalanaphern(Er,Sie)und
bestimmten Formulierungen, die Situationen aufgreifen (“auf diesem Wege”, “des-
halb”) sehr stark durch diesen Kontext gepr¨ agt, die von (anaphorischen) deﬁniten
Beschreibungen wie “der Pr¨ asident” oder Referenzen auf Situationen/Fakten, wie
etwa “als sie sich k¨ ussten” nicht so stark.
Die Zug¨ anglichkeit von Referenten h¨ angt mit der Anbindung des Satzes an
die bereits vorhandene partielle Diskursstruktur zusammen, die, so nehmen etwa
(Asher und Lascarides, 1996) an, weitere Inferenzen erlaubt. Es wird angenom-
men, dass f¨ ur diese Anbindung die Knoten am “rechten Rand” des Diskursbaumes
zug¨ anglich sind (Webber, 1991); bei der Auﬂ¨ osung deﬁniter Beschreibungen pas-
siert es m¨ oglicherweise, dass der Knoten, ¨ uber den die Anbindung geschieht, in
den rechten Rand aufgenommen oder auf andere Weise zug¨ anglich gemacht wird.
Webber et al. (2001) vertreten die Ansicht, dass Diskursmarker wie trotzdem oder
dann als Anaphern funktionieren und damit (auf ¨ ahnliche Weise wie bei den No-
minalanaphern vermutet) eine Diskursstruktur hervorbringen, die bei einem nicht-
anaphorischen Modell (in dem trotzdem etc. ¨ ahnlich wie kojunktionale Diskurs-
marker behandelt werden) zu nicht-projektiven Diskursstrukturen f¨ uhren w¨ urde.
In Erg¨ anzung der Beschr¨ ankung auf den rechten Rand zeigt Walker (1996),
dass Verdr¨ angungseffekte ¨ altere Knoten im Diskurs unzug¨ anglich machen k¨ onnen,
so dass beim “Aufstieg” zu diesen Knoten zus¨ atzliche ¨ Ausserungen gemacht wer-
den m¨ ussen, die aus Sicht eines reinen “Stapel”-Modells informationell ¨ uberﬂ¨ ussig
sind.8
Die Relationen zwischen den Knoten des Diskursgraphen (Diskursrelationen)
werden in der Literatur sowohl als rein intentional (Grosz und Sidner, 1986) als
auch allein mit Bezug auf die beschriebenen Entit¨ aten (Asher und Lascarides,
1996) beschrieben.
Wilensky (1994) argumentiert, dass die Diskursrelationen im wesentlichen se-
mantische Relationen zwischen den Objekten des Diskurses (die dann nicht nur
Eventualit¨ aten, sondern auch Propositionen umfassen). Dies st¨ utzt er damit, dass
Argumente, Thesen, Kontraste etc. auch ausserhalb eines (textuellen) Diskurses
n¨ utzlich und bedeutsam sind.
W¨ ahrend sich Mann und Thompson (1987) und (Hovy, 1990) f¨ ur eine offene
Menge von Diskursrelationen aussprechen, die insbesondere durch die Konventio-
nenderDom¨ anebestimmtsind,vertreten(Knott,1994)und(AsherundLascarides,
1996) eine abgeschlossene (und relativ kleine) Menge von Diskursrelationen.
Die Bedeutung des Diskurses enth¨ alt mehr Information als die einzelnen S¨ atze
f¨ ur sich genommen h¨ atten, wie das folgende (mittlerweile klassische) Beispiel
zeigt:
(3.25) a. Max fell. John pushed him.
b. Max fell. John helped him up.
8in einer dynamischen Sichtweise entspricht ein Baum, an dessen rechten Rand sich weitere Kno-
ten anlagern k¨ onnen, einem Stapel, von dem Knoten heruntergenommen und dann neue hinzugef¨ ugt
werden.
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π0 ADC Names Stephen Mitchell Vice President of National Accounts
π1 MINNEAPOLIS, Jan 30, 2003 (BUSINESS WIRE) — ADC (Nasdaq:
ADCT; www.adct.com) today announced the appointment of Stephen Mit-
chell as Vice President of National Accounts.
π2 In this role, Mitchell has overall responsability for driving ADC’s channel
sales strategies, including channel development in North America
π3 He will also have responsability for several service provider accounts in-
cluding Sprint and Alltel as well as ADC’s government, original equipment
manufacturer (OEM) and broadcast markets.
π4 Based in the company’s Richardson, Texas, ofﬁce, Mitchell reports to Jay
Hilbert, ADC’s senior vice president of Global Sales and Marketing.
(π0)
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Abbildung 3.1: Diskursgraph aus (Asher et al., 2004)
323.2 Diskursstruktur
Im ersten Beispiel wird der zweite Satz als kausale Erkl¨ arung und das Ereignis
als zeitlich davor liegend eingeordnet, im zweiten Beispiel wird das Ereignis des
zweiten Satzes als zeitlich danach liegend interpretiert.
Schaut man sich eine Deﬁnition aus (Mann und Thompson, 1987) an, so wird
deutlich, dass diese zu einem Henne-Ei-Problem f¨ uhren k¨ onnen, wenn man gleich-
zeitig die Diskursrelation und die Folgerungen daraus raten will: tut man das wirklich?
relation name: VOLITIONAL CAUSE
constraints on N presents a volitional action or else a situation that
could have arisen from a voltional action
constraints on S: none
constraints on the N+S combination:
S represents a situation that could have caused the
agent of the volitional action in N to perform that
action;
without the presentation of S, R might not regard the
action as motivated or know the particular motivati-
on;
N is more central to W’s purposes in putting forth
the N-S combination than S is.
the effect: R recognizes the situation presented in S as a cause
for the volitional action presented in N
locus of the effect: N and S
DiesesProblemhabenLascaridesundAsher(1993)versucht,miteinerst¨ arkeren
Formalisierung der Beziehungen zwischen den Bestandteilen der Diskursstruktur
zu l¨ osen. Sie unterscheiden zwischen folgenden Diskursrelationen:
• Explanation(α, β): das Ereignis aus β erkl¨ art, warum das Ereignis aus α
passiert ist (m¨ oglicherweise indem es es bewirkt hat)
• Elaboration(α, β): das in β erw¨ ahnte Ereignis ist Teil des in α beschriebenen
(bzw. dessen Vorbereitungsphase)
• Narration(α, β): das in β beschriebene Ereignis ist eine Konsequenz aus
(aber nicht im engeren Sinne bewirkt von) den in α beschriebenen Ereignis.
• Background(α, β): Der Zustand aus β beschreibt die Umst¨ ande, unter denen
das Ereignis in α stattﬁndet.
• Result(α, β): Das durch α beschriebene Ereignis verursachte das Ereignis
oder den Zustand, der in β beschrieben ist.
Diese Relationen werden mit Hilfe einer quantorenfreien Defaultlogik axioma-
tisiert.
hτ,α,βi bedeutet, dass im Diskursgraphen τ die neue DRS β an die schon
vorhandene DRS α angebunden wird.
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Wenn an β einen Zustand beschreibt, so wird angenommen, dass das Ereignis
aus α diesen ¨ uberlappt.
hτ,α,βi ∧ state(me(β)) > overlap(me(α),me(β))
Narration ist die normalerweise angenommene Beziehung:
hτ,α,βi > Narration(α,β)
Die Relation legt eine zeitliche Reihenfolge fest:
(Narration(α,β) → me(α) ≺ me(β))
Die beiden DRSen haben ein gemeinsames Thema9
(Narration(α,β) → ∃γ.(topic(α) = γ ∧ topic(β) = γ ∧ α 6= γ ∧ β 6= γ)
Asher et al (1995) erweitern dies mit der Forderung, dass der Nachzustand der
in α beschriebenen Eventualit¨ at eα und der Vorzustand der in β beschriebenen
Eventualit¨ at eβ (zeitlich) ¨ uberlappen m¨ ussen:
Narration(α,β) → O(post(eα),pre(eβ)
Explanation wird angenommen, wenn eine kausale Beziehung zwischen den
Ereignissen besteht:
hτ,α,βi ∧ cause(me(β),me(β)) > Explanation(α,β)
Explanation schliesst Narration aus:
(Explanation(α,β) → ¬Narration(α,β))
Zus¨ atzlich soll das Thema des erkl¨ arenden Satzes das Erkl¨ arte sein:
(Explanation(α,β) → topic(β) = α)
Elaboration wird angenommen, wenn β eine vorbereitende Handlung von α
beschreibt, verh¨ alt sich ansonsten ¨ ahnlich wie Explanation.
hτ,α,βi ∧ prep(me(β),me(β)) > Elaboration(α,β)
(Elaboration(α,β) → ¬Narration(α,β))
(Elaboration(α,β) → topic(β) = α)
Wirdβ anαangebunden,unddiebeidenbeschriebenenEventualit¨ aten ¨ uberlappen
sich, wird als Relation Background angenommen:
hτ,α,βi ∧ overlap(me(α),me(β)) > Background(α,β)
Result wird angenommen, wenn eine kausale Verbindung der zwei Eventua-
lit¨ aten plausibel ist, etwa bei Temperatur¨ anderungen und dem Verbiegen von Bi-
metallstreifen. Bras et al (2001) nennen dies permissible cause:
(hτ,α,βi ∧ Permissible − Cause(α,β)) > Result(α,β)
9Was das Thema(topic) einer Aussage ist, scheint nicht ausreichend formalisiert. Dies ist umso
bemerkenswerter, da im weiter unten vorgestellten Ansatz von Polanyi et al ebenfalls kommentarlos
eine Oberthema-Unterthema-Relation verwendet wird.
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3.2.1 Lokale Diskursstruktur
Wir haben bisher als “lokale” Sicht auf den Aufbau des Diskurses die kennenge-
lernt, dass der zu integrierende Satz an einem Knoten am rechten Rand des bisher
aufgebauten Teilgraphen angebunden wird, ohne uns dazu Gedanken zu machen,
wie dies aus einer rein lokalen Perspektive aussieht. Hier sollen nun zwei Ans¨ atze
vorgestellt werden, die nur von einer lokalen Perspektive ausgehen und ein An-
satz, der zeigt, wie diese Ans¨ atze mit einem “globalen” Diskursmodell zusam-
menh¨ angen k¨ onnten.
Die Theorie des Centering (Grosz et al., 1995) geht von der Verteilung von
Pronomen aus und postuliert, dass jeder Satz durch den Kontext — hier im Wesent-
lichen der Satz vorher — ein backward looking center bekommt, das als einzige
Entit¨ at als Pronomen realisiert werden kann. Die Entit¨ aten der aktuellen ¨ Ausserung
bilden dann die Menge der forward looking center, aus denen das das n¨ achste back-
ward looking center nach bestimmten Kriterien — darunter Realisierung als Pro-
nomen sowie die syntaktische Rolle im Satz — ausgew¨ ahlt wird.
Folgendes Beispiel aus (Grosz et al., 1995) sei hier wiedergegeben:
(3.26) a. John went to his favorite music store to buy a piano.
b. He had frequented the store for many years.
c. He was excited that he could ﬁnally buy a piano.
d. He arrived just as the store was closing.
(3.27) a. John went to his favorite music store to buy a piano.
b. It was a store John had frequented for many years.
c. He was excited that he could ﬁnally buy a piano.
d. It was closing just as John arrived.
Weil Beispiel 3.26 das Center stets beibeh¨ alt, w¨ ahrend es in 3.27 hin- und her-
springt, wird 3.26 als intuitiv koh¨ arenter empfunden.
(Analysiert man das Ganze aus globaler Sicht, so ist in 3.27 ¨ Ausserung (b)
unter (a) eingeordnet, w¨ ahrend (c) an (a) eingeordnet wird und (b) verdr¨ angt, so
dass der Klavierladen in (d) nicht als Pronomen realisiert werden kann.)
Kameyama et al.(1993) wenden die Centering-Idee auf das Problem der Refe-
renzzeit an. In einem Diskurs wie dem folgenden, von Kameyama et al. aus (Web-
ber, 1988) zitiert
(3.28) a. John went over to Mary’s house.
b. On the way, he had stopped by the ﬂower shop for some roses.
c. Unfortunately, they failed to cheer her up.
c’. He picked out 5 red ones, 3 white ones and 1 pale pink.
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sieht man, dass nach (b) zwei Referenzzeitpunkte verf¨ ugbar sind: einerseits der
nach dem Aussuchen, auf den sich (c’) bezieht und andererseits der alte Referenz-
zeitpunkt aus (a), auf den sich (c) bezieht. Die Entscheidung, welcher Zeitpunkt
f¨ ur den n¨ achsten Satz als temporal backward center fungiert, wird dabei durch ein
Temporal Centering Principle und ein Temporal Property Principle bestimmt:
Temporal Centering Principle (TCP)
When ϕi evokes a set of unresolved discourse reference intervals
τ1,...,τn, each τk is resolved against the current attentional state as
follows
• if causal axioms generate a hypothesis, take it,
• else if the TPP generates a hypothesis, take it,
• else τ1,...,τn are new to the discourse.
After resolution, τ1,...,τn are in the TCf i in the output context of fi.
Temporal Property-sharing Principle (TPP)
Resolve the current discourse interval τi against a discourse refe-
rence interval τj in the attentional state. By default, τi and τj should
share the same property reﬂecting the temporal position in the logical
form.
mit “share the same property” ist gemeint, dass Past-Referenzen ¨ ahnlich wie vor-
hergegangene Past-Referenzen aufgel¨ ost werden.
Centering/Temporal Centering bieten eine gute Erkl¨ arung, wie pronominale
Referenzen und Tempus-Referenzen lokal aufgel¨ ost werden, der Zusammenhang
zu einem globalen Diskursmodell ist jedoch zun¨ achst nicht ersichtlich. Neben dem
Ansatzvon(Walker,1998),derCenteringaufnaheliegendeWeisemiteinemCache-
Modell des Diskurses verbindet und hier aus Platzgr¨ unden nicht n¨ aher vorgestellt
werden soll, sei hier der Ansatz von Polanyi et al. erw¨ ahnt, die von einem hier-
archischen Diskursmodell ausgehen und zeigen, wie die Relationen von Theme
und Rheme aufeinanderfolgender S¨ atze dazu benutzt werden k¨ onnen, den jeweils
n¨ achsten Satz ins Diskursmodell einzuordnen.
(Polanyi et al., 2003) stellen einen Ansatz vor, wie aus den Beziehungen von
Theme und Rheme der rechten unteren Kante des Diskursgraphen und des anzu-
bindenden Knotens die Art der Anbindung inferiert werden kann.
Entscheidend f¨ ur diesen Ansatz ist, daß zwischen den Objekten des Diskurses
so etwas wie ¨ Ahnlichkeit (≈) oder Subordination (↓) gefunden werden kann.
Theme-Theme chaining
• θu ≈ θd, ρu ↓ ρd : Subordination zu d
(John)θ is a nice looking guy. (He)θ has blond hair.
• θu ≈ θd, ρu 6↓ ρd: Subordination zu anderem Knoten, Koordination mit d
(John)θ is a nice looking guy. (He)θ works for a bank.
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• θu ↓ θd: Subordination
(John and Bill)θ are nice looking guys.
(John)θ works for a bank.
• θu 6≈ θd, θd ↓ θ0, θu ↓ θ0: u und d von θ0 subordiniert.
(John and Bill)θ are nice looking guys.
(John)θ works for a bank. (Bill)θ plays tennis
Theme-Rheme chaining
• θu ↓ ρd: Subordination
(John and Bill)θ work for a bank in Palo Alto.
(Palo Alto)θ is a town in Silicon Valley
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ein Tagger f¨ ur kausale Relationen
Im vorherigen Kapitel wurde betrachtet, wie und unter welchen Umst¨ anden kau-
sale Relationen in einem Text vorkommen k¨ onnen und welche Relationen f¨ ur Er-
kl¨ arungen (d.h. Antworten auf Wie- oder Warum-Fragen) benutzt werden k¨ onnen.
Nehmen wir als erste Ann¨ aherung an einen funktionierenden Tagger einmal
denTagger,derimQA-Systemf¨ urReadingComprehensionvonAnandetal(2000)
Erkl¨ arungen (Why), Handlungen (How) und Meinungen (Opinion) ﬁndet.
Kandidaten f¨ ur Erkl¨ arungen/Begr¨ undungen werden mit folgenden Mustern ge-
funden, wobei auf das Finden solcher Muster das (automatische) Finden von Text-
stellen zu solchen Mustern weiter unten in diesem Kapitel n¨ aher erkl¨ art werden
soll. Der Teil, der als Erkl¨ arung benutzt werden soll, ist hier jeweils kursiv mar-
kiert.
• because *
• because of (NP)
• saying (NP) *
• so *
• (NP) meant, mit NP6= “it” oder “that”
• means that *
• means the *
• (S) This/That could/should/would mean ...
• for (GERUND)
• (S) That is why ...
• (S) So there ...
• (Inﬁnitiv-VP) *
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Hierbei bedeutet (S) den vorhergegangenen Satz und * bedeutet den Rest des
Satzes (bis zum n¨ achsten Satztrennzeichen).
Anand et al. teilen diese Muster in folgende Kategorien ein:
• Lexical rules: Konjunktionen, Modalverben (means)
• Syntactic rules: um-zu (im Englischen: nicht subkategorisiertes to)
• Discourse rules: n¨ achster Satz greift vorhergehenden diskurs-anaphorisch
(That would mean, That is why) auf
RiloffundThelen(2000)benutzeneinen ¨ ahnlichenAnsatz,mitwant undso/because
als Indizien f¨ ur Erkl¨ arungen.
W¨ ahrend wir vorher ¨ uber Erkl¨ arungselationen gesprochen haben, ist hier nur
noch von dem Erkl¨ arenden (als dem einen Ende der Relationen) gesprochen. Wo
ist das andere Ende hin?
Im System von Anand et al. wird eine Erkl¨ arung als Antwort auf eine Why-
Frage durch (Wortstamm-)¨ Uberlappung des gesamten Satzes mit der Frage ermit-
telt; Riloff und Thelen ber¨ ucksichtigen ebenfalls den vorhergehenden und darauf-
folgenden Satz.
4.1 Textmuster
Wie ﬁndet man automatisch Muster wie die obigen in Texten? Und wie kommt
man auf solche Muster? Im folgenden soll veranschaulicht werden, welche Kom-
ponenten ein Tagging-System unterhalb der Ebene der Textmuster braucht, welche
naheligenden Alternativen/Erweiterungen zum Ansatz der Textmuster existieren
und wie man solche Muster in Texten ﬁndet.
Als Beispiel f¨ ur ein solches Tagging-System soll hier PIE (Prolog Information
Extractor)1 dienen, ein Rahmenwerk f¨ ur Informationsextraktion, das als Kompo-
nente f¨ ur einen Temporalen Tagger (Schilder et al., 2003) entstand. Das wesent-
lich bekanntere, in Java geschriebene Rahmenwerk GATE2 (Cunningham, 2000),
das als Vorbild f¨ ur PIE diente, ist in Java geschrieben und hat einen wesentlich
gr¨ oßeren Ressourcenbedarf. Ein wesentlicher Grund, den Kern der Funktionalit¨ at
des frei verf¨ ugbaren GATE-Rahmenwerks zu duplizieren war, dass Prolog sich bes-
ser zur deklarativen Formulierung von Probleml¨ osungen eignes als Java (und die
Tatsache, dass die vorherige Version des Temporal-Taggers als Prolog-Programm
implementiert war).
Der Eingabetext wird mit Hilfe regul¨ arer Ausdr¨ ucke in Tokens aufgeteilt (zum
ProblemderTokenisierungbzw.desErkennensvonSatzgrenzenseiaufdie ¨ Ubersicht
in (Manning und Sch¨ utze, 1999) verwiesen). Die gefundenen Tokens werden dann
als Fakten des Pr¨ adikats token_arc gespeichert. Informationen, die sich auf eine
1Nicht gemeint ist das System der Universit¨ at Manitoba bei der MUC 6, das ebenfalls PIE
(Principar-based Information Extraction) genannt wurde
2http://gate.ac.uk
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Textspanne beziehen, werden als Annotationen im Pr¨ adikat arc gespeichert, be-
stehend aus einem Prolog-Term sowie dem Anfangspunkt und dem Endpunkt im
Text.
Wenn wir etwa die Tokens Ein, einfaches, Beispiel haben und Ein einfaches als
b(x) und Beispiel als c(y) annotiert ist, dann w¨ urde dies etwa so aussehen:
Token Anfang Ende
Ein 1 2
einfaches 2 3
Beispiel 3 4
Annotation Anfang Ende
b(1) 1 3
c(2) 3 4
token_arc(’Ein’,1,2).
token_arc(’einfaches’,2,3).
token_arc(’Beispiel’,3,4).
arc(b(x),1,3).
arc(c(y),3,4).
Im Vergleich zu einer einfacheren SGML-basierten Annotation hat dies den
Vorteil dass ¨ uberlappende Annotationen m¨ oglich sind (im obigen Beispiel etwa
zus¨ atzlich eine Annotation f¨ ur einfaches Beispiel).
Weitere Annotationen k¨ onnen durch Regeln hinzukommen, durch Seiteneffek-
tevonRegelnsowieDisambiguierungk¨ onnenAnnotationengel¨ oschtoderver¨ andert
werden.
Regeln haben folgende Syntax:
hRegeli ::= hAnnoti--->hExpri
hAnnoti ::= hTermi
hExpri ::= hAnnoti|@hAnnoti|[hTokeni,...]
|{hGoali}
|hExpri,hExpri|hExpri;hExpri|?hExpri
|hExpri==hExpri|<<(hExpri)|>>(hExpri)
|+hAnnoti|-hAnnoti|hAnnoti/hAnnoti
Das “,” steht hier (wie in einer DCG-Regel in Prolog) f¨ ur Sequenz, das “;” f¨ ur
Alternativen.
Eine Regel a(B,C)--->b(B),c(C) w¨ urde im Beispiel oben eine Annotation
a(x,y) mit Anfang 1 und Ende 4 einf¨ ugen.
Regeln k¨ onnen auf drei verschiedene Weisen angewandt werden:
ﬁrst match bei mehreren ¨ uberlappenden Vorkommen wird das zuerst gefundene
benutzt (default)
all matches es werden alle gefundenen Vorkommen als neue Annotationen ein-
getragen
longest match von mehreren ¨ uberlappenden Vorkommen wird nur das l¨ angste be-
halten.
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Mit@annot wirdnichtnacheinervorhandenenAnootationannot gesucht,son-
dern die Regel zu annot aufgerufen. Auf diese Weise sind etwa rekursive Regeln
m¨ oglich.
Schliesst man einen Prolog-Aufruf {aufruf} in die rechte Seite der Regel ein,
so wird das entsprechende Teilziel beim Aufruf der Regel an der entsprechenden
Stelle aufgerufen, ¨ ahnlich wie es bei dem entsprechenden DCG-Konstrukt der Fall
w¨ are.
In PIE k¨ onnen Regeln —¨ ahnlich wie bei GATE— Seiteneffekte haben, also
auch Annotationen l¨ oschen. Ein +annot f¨ ugt eine Annotation (zus¨ atzlich zu der
im Regelkopf) hinzu. Beispielsweise w¨ urde eine Regel
rule1--->a(A) == +part1(A), b, a(A) == +part2(A).
dort, wo eine Sequenz a(1),b,a(1) gefunden wird, neue Annotationen part1(1)
und part2(1) hinzuf¨ ugen. Das == steht hierf¨ ur f¨ ur die Gleichheit der Textspannen,
in diesem Fall ist die Textspanne, die als Ergebnis mit dem dem Term part1(A)
annotiert wird, die gleiche wie die (vorher wie nachher) mit dem Term a(A) anno-
tierte.
Mit einer Regel wie
rule2--->a(A)/a( ),b(A)/b( )
w¨ urdenimFalleeinesMatchesalleanderena(...)undb(...)-Annotationengel¨ oscht.
Zus¨ atzlich zu den Tokens werden Part-of-Speech-Tags (kurz POS-Tags) und
Lemmata benutzt, wie sie der Stuttgarter TreeTagger (Schmid, 1994) ermittelt und
als Terme der Form lemma(Lemma,POS-Tag) annotiert.
Mit ¨ ahnlichen Verfahren wie den f¨ ur das POS-Tagging kann man einfache
Nominal- und Verbalphrasen ﬁnden (Chunking) sowie Namen von Personen, Orten
und Organisationen (Named Entity Recognition oder kurz NER).
Statt eines POS-Tags besteht die Ausgabe des Taggers f¨ ur das Finden von
Personen-Firmen-undOrtsnamendannausElementenauseinerMengewieO(outside),
B-LOC(begin location), I-LOC(inside location) etc.
Peter B-PERSON
Lustig I-PERSON
war O
gestern O
in O
Buenos B-LOC
Aires I-LOC
. O
Ab Mitte/Ende der 90er Jahre entstanden Parser, deren Genauigkeit die Verwen-
dung von Parseb¨ aumen anstatt der ﬂachen Strukturen, die ein Chunker liefert, f¨ ur
bestimmte Zwecke sinnvoll erscheinen l¨ asst.
424.1 Textmuster
Khoo et al.(2000) etwa beschreiben ein System, das mit hangeschriebenen Re-
geln auf einem Dependenzbaum, den der Conexor FDG-Parser liefert, kausale Zu-
sammenh¨ ange ﬁnden soll. Art und G¨ ute der Ergebnisse
Ein Parser, der eine Dependenzstruktur erzeugt, ist hierbei einem Phrasenstruk-
turbaum vorzuziehen, da die Muster dann einfacher ausfallen.
Neben Dependenzparsern wie FDG (Tapanainen und J¨ arvinen, 1997) und Mi-
niPar (Lin, 1998) f¨ ur das Englische und CDG (Foth et al., 2004) f¨ ur das Deut-
sche w¨ aren dies auch TAG-Parser wie XTAG (XTAG Research Group, 2001) oder
CG-basierte wie der statistische CCG-Parser (Hockenmaier, 2003) (beide f¨ ur das
Englische). Aus Phrasenstrukturb¨ aumen, wie sie von stochastischen CFG-Parsern
wie dem von Collins (1999) (f¨ ur das Englische) oder dem von Klein und Man-
ning (2001) (f¨ ur das Englische und das Deutsche) erzeugt werden, kann ebenfalls
einigermassenzuverl¨ assigeinDependenzbaumerzeugtwerden(Daumetal.,2004)
3, basierend auf Kopfprojektion, wie auch in (Buchholz et al., 1999)4, und (Jijkoun
und de Rijke, 2004)5 verwandt.
Um Textmuster f¨ ur eine Relation zu ﬁnden, schl¨ agt Hearst (1992) in seinem
Paper zur Erkennung von Hypernymen (Oberbegriffen) folgendes Verfahren vor:
1. Man legt sich auf eine interessierende Relation fest, etwa Gruppe/Mitglied
2. Man stellt eine Liste von Termpaaren zusammen, zwischen denen diese Re-
lation besteht, etwa D¨ anemark/Land. Mit dem beschriebenen Verfahren ﬁn-
det man dann iterativ neue. Im g¨ unstigsten Fall hat man ein Lexikon oder
eine Datenbank, die man als Ausgangspunkt verwenden kann.
3. Man sucht Stellen im Korpus, wo diese Terme syntaktisch benachbart sind
und h¨ alt die Vorkommen und deren Umgebung im Text fest
4. Man ﬁndet die Gemeinsamkeiten dieser Umgebungen und nimmt an, dass
h¨ auﬁg vorkommende Muster Indizien f¨ ur die interessierende Relation sind.
5. Wenn man ein solches Muster gefunden hat (und nachgepr¨ uft, dass es nicht
zuviele Terme ﬁndet, die nicht in der gew¨ unschten Relation stehen), kann
man es benutzen, um mehr Elemente der Relation zu ﬁnden und bei 2. wei-
terzumachen.
Die wenigsten rein textuellen Muster sind eindeutig (d.h. ﬁnden nur die beab-
sichtigten Terme). Es ist daher in den meisten F¨ allen eine Disambiguierung not-
wendig, um einerseits von der gr¨ oßeren Abdeckung der nichteindeutigen Muster
zu proﬁtieren, andererseits aber die Einbuße bei der Genauigkeit zu verkleinern.
Girju (2003) betrachtete kausative Verben (cause, lead to, stimulate). Aus ei-
nem Trainingskorpus von 6523 Relationen, die einem Textmuster NP1 verb NP2
entsprachen und von denen 2101 kausal waren, wurden durch ein Lernverfahren
3http://nats-www.informatik.uni-hamburg.de/view/Papa/PapaDownloads
4http://ilk.kub.nl/˜sabine/homepage/software.html
5http://staff.science.uva.nl/˜jijkoun/software.html
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(Entscheidungsb¨ aume) Constraints abgeleitet, die angeben, wann ein solches Mus-
ter Kausalit¨ at vermittelt.
Als Merkmale f¨ ur den Klassiﬁkator benutzte Girju dabei Kategorien aus Word-
Net, einer lexikalisierten Ontologie; bei NP1 und NP2 wurde jeweils angegeben,
ob die entsprechende WordNet-Klasse eine Unterklasse von entity, psychological-
feature, abstraction, state, event, act, group, possession oder phenomenon ist. Ne-
ben dem Verb to cause, das stets eine kausale Verbindung anzeigt, wurde als wei-
tere gute Regel (98% Genauigkeit) gefunden, dass ein kausatives Verb mit einem
Objekt, das von phenomenon subsumiert wird, eine kausale Relation anzeigt. Ins-
gesamt hatte das System eine Precision von 74% und einen Recall (bezogen auf die
betrachteten, durch kausative Verben indizierten kausalen Relationen) von 89%.
Zum Finden der (ambigen) Kausalverben griff Girju hier auf die WordNet-
Relation cause to zur¨ uck (die zu selten ist, um sie direkt zu benutzen), und extra-
hierte mit diesen Relationen Wortmuster, die in Glossen (Erkl¨ arungen zu WordNet-
Konzepten) eine kausale Verbindung anzeigen — so besteht zwischen dem Synset
kill/1 und dem von die/1 eine cause to-Relation und die Beschreibung von kill bein-
haltet cause to die; put to death, usually intentionally or knowingly, was cause als
Kausalverb entlarvt.
Diese Vorgehensweise und die Tatsache, dass zwar bei den in Beziehung ge-
setzten Nominalphrasen, nicht aber beim Verb, die (transitive) Unterklassenbezie-
hung zu bestimmten Konzepten als Merkmal f¨ ur den Entscheidungsbaum benutzt
wurde ist ein deutlicher Hinweis darauf, dass WordNet als semantisches Lexikon
f¨ ur Nomen relativ gut zu gebrauchen ist (siehe (Kaplan und Schubert, 2001) zu
wesentlichen Kritikpunkten), bei Verben allerdings Schwierigkeiten bereitet.
Bei EuroWordNet (Vossen et al., 1998), einem Projekt, das als Ziel hat, f¨ ur
verschiedene Sprachen (inklusive des Deutschen) eine WordNet-¨ ahnliche Ontolo-
gie zu erschaffen und zumindest einen Teil (der etwa dem Umfang von WordNet
1.7 entspricht) sprach¨ ubergreifend durch einen “Interlingual Index” zu verbinden,
wurde dies besser gel¨ ost, indem eine Hierarchie verwendet wurde, die auch nicht
lexikalisierte Konzepte (wie “vertikale Bewegung”) enth¨ alt.
F¨ ur das Englische gibt es die von Bonnie Dorr (1997) erstellte “LCS databa-
se”6, die eine Klassiﬁkation der Verben aus WordNet 1.6 in einer Einteilung, die
auf Levin (1993) zur¨ uckgeht sowie Subkategorisierungsrahmen und Selektionsbe-
schr¨ ankungen (die in WordNet 2.0 ansatzweise ebenfalls enthalten sind) enth¨ alt.
Inui (Inui, 2004) entwickelt ein Verfahren zur automatischen Klassiﬁkation ei-
nes Paars aus Hauptsatz und Nebensatz, die durch die Konjunktion tame verbun-
den sind. Hierzu bedient er sich einer Unterscheidung zwischen Zust¨ anden (state
of affairs) und Handlungen (act)7, wobei eine bestimmte Kombination hiervon ein
starkes Indiz f¨ ur die jeweilige Relation ist.
In der folgenden Tabelle ((Inui, 2004), S.56) bezeichnet HS den Hauptsatz, NS
6http://clipdemos.umiacs.umd.edu/englcslex/download.html
7alles, was keine Handlung ist, f¨ allt bei Inui in die zweite Kategorie, beispielsweise auch
¨ Uberschwemmungen
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den Nebensatz, und Actm bzw. SOAm bezeichnet die Eventualit¨ at des Hauptsat-
zes, analog Actm bzw. SOAm die Eventualit¨ at des Nebensatzes.
HS NS h¨ auﬁgste Relation
SOA SOA cause(SOAs,SOAm) 96%
Act SOA eﬀect(Acts,SOAm) 93%
SOA Act precond(SOAs,Actm) 90%
Act Act means(Actm,Acts) 85%
Da im Japanischen (wie im Deutschen oder Englischen bei Nominalisierun-
gen) das Subjekt oft weggelassen wird, hat Inui zur Einsch¨ atzung der Volitionalit¨ at
einer Eventualit¨ at einen Klassiﬁkator erstellt, der diese anhand einer Kombination
vonMerkmalenermittelt.ImVergleichzuderMethode,beiVerben,dieindenTrai-
ningsdaten(etwa1000Haupt-undNebens¨ atzemittame)vorkommen,dieh¨ auﬁgste
Kategorie und sonst Act (als insgesamt h¨ auﬁgste Kategorie) vorherzusagen, bringt
der Klassiﬁkator mit einer Kombination aus dem Verb selbst, den Merkmalen aus
drei semantischen Lexika f¨ ur das japanischen, Kasusmarkern, Tempus, Aspekt und
Modalit¨ at sowie dem Vorhandensein eines Menschen oder einer Organisation als
Agent, leichte Verbesserungen – von 0.864 f¨ ur den Hauptsatz auf 0.888, f¨ ur den
Nebensatz von 0.803 auf 0.885.
Eine Kombination obiger Merkmale sowie einer regelbasierten Methode, zu
bestimmen, ob bei Hauptsatz und Nebensatz der Agent ¨ ubereinstimmt ergibt einen
Klassiﬁkator, der f¨ ur cause, precond und means 80% Recall und 95% Precision
erreicht, f¨ ur die effect-Relation bei 30% Recall einen Wert von 90% Precision.
Semantische Lexika wie das von Girju verwendete WordNet oder das EDR-
Konzeptlexikon, das Inui (neben zwei anderen semantischen Lexika) benutzt hat
sindsehraufw¨ andigzukonstruierenunderreichenauchdannkeine100%igeAbde-
ckung. Alternativ zur manuellen Konstruktion solcher Lexika wird ebenfalls ¨ uber
andere M¨ oglichkeiten nachgedacht, von den Worten des Textes zu einer Darstel-
lung zu gelangen, die semantische ¨ Ahnlichkeiten besser ber¨ ucksichtigt. Als Bei-
spiel sei hier ein Verfahren zum statistischen Clustering erw¨ ahnt.
Lin und Pantel (2001) stellen ein Verfahren vor, bei dem ¨ Ahnlichkeiten nicht
zwischen einzelnen W¨ ortern (hierzu siehe etwa (Lee, 1999)), sondern f¨ ur Pfade
¨ uber den Kanten des syntaktischen Dependenzbaumes deﬁniert ist.
Zum Beispiel w¨ urde der Ausdruck
[N:subj:V] ← buy → [V:from:N]
in einem Satz wie X buys something from Y die Relation zwischen X und Y
ausdr¨ ucken.
Um die ¨ Ahnlichkeit zwischen zwei solchen Pfaden zu ermitteln, deﬁnieren Lin
und Pantel zun¨ achst einen Wert f¨ ur ein Tripel (π,Slot,w), der gr¨ oßer ist, wenn w
besonders oft an der durch π und Slot vorgegebenen Stelle vorkommt (wobei π der
Pfad ist, der uns interessiert und Slot entweder X oder Y ist, je nachdem ob das
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Wort w an der einen oder anderen Position im Pfad auftaucht:
mi(π,s,w) = log
P(π,s,w)
P(s)P(π|s)P(w|s)
F¨ ur die ¨ Ahnlichkeit zweier Pfade π1, π2 wird zun¨ achst eine ¨ Ahnlichkeit zweier
Pfade f¨ ur einen bestimmten Slot deﬁniert, und zwar als mi-Gewicht jener Worte,
die mit beiden Pfaden vorkommen geteilt durch das mi-Gewicht aller Worte f¨ ur
(π1,s),(π2,s):
sim

(π1,s), (π2,s)

=
X
w∈T(π1,s)∩T(π2,s)
mi(π1,s,w) + mi(π2,s,w)
X
w∈T(π1,s)
mi(π1,s,w) +
X
w∈T(π2,s)
mi(π2,s,w)
Die ¨ AhnlichkeitzweierPfadewirddannalsgeometrischesMittelausdem ¨ Ahnlichkeitswert
f¨ ur s = SlotX und dem f¨ ur s = SlotY errechnet.
Hier ein Beispiel aus (Lin und Pantel, 2001): gesucht wurden zu einem Pfad
aus der Frage (X manufactures Y ; X is author of Y ) m¨ oglichst ¨ ahnliche Pfade.
X manufactures Y X is author of Y
X makes Y X co-authors Y
X produce Y X is co-author of Y
X is in Y business X writes Y
Lin und Pantel berichten, dass bei einem Test mit ausgew¨ ahlten Fragen aus der
Fragensammlung der TREC-9 Question Answering-Evaluation bei den ¨ ahnlichsten
40 Pfaden zwischen 0% (X leave Y ) und 92% (X manufactures Y ) eine plausible
Paraphrasierung darstellen.
4.1.1 Schwach ¨ uberwachte Lernverfahren
Maschinelle Lernverfahren sind zur Integration verschiedener Informationsquellen
gut einsetzbar. Nicht untersch¨ atzen sollte man allerdings den Aufwand, der f¨ ur das
Annotieren der entsprechenden Datenmenge ben¨ otigt wird; ein annotierter Corpus
ist zwar im Allgemeinen wiederverwendbar, muss aber eine bestimmte Gr¨ oße er-
reichen, wenn er als Trainingscorpus f¨ ur ein maschinelles Lernverfahren benutzt
werden soll.
Bayerl (2004) gibt in ihrem Artikel zur Disambiguierung des Diskursmarkers
wenn eine Einsch¨ atzung von Ng wieder, dass zur Annotation eines f¨ ur die Disam-
biguierung von Diskursmarkern gen¨ ugend großen Korpus ein Aufwand von etwa
16 Mannjahren notwendig sei. Der Konnektor wenn scheint hier ein Extremfall zu
sein, zumal (Soricut und Marcu, 2003) f¨ ur die (allgemeine) Aufgabe, aus einen
Parsebaum einen entsprechenden Baum aus Diskurseinheiten zu erstellen, mit dem
RST-Diskurskorpus (Carlson et al., 2001) bessere Ergebnisse erzielen. Sehr wahr-
scheinlich ist syntaktische Information jedoch weniger hilfreich, wenn man auch
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an satz¨ ubergreifenden Relationen interessiert ist (ebenso im Falle von stark mehr-
deutigen Markern wie wenn).
Einen Ausweg aus dem Problem der knappen Trainingsdaten sollen Verfah-
ren bieten, die neben annotierten Daten auch nicht annotierte Daten verwenden
(schwach ¨ uberwachte Lernverfahren) und Lernverfahren, die bei der Auswahl zu
annotierender Beispiele behilﬂich sind (aktive Lernverfahren).
Bootstrapping-Verfahren geh¨ oren zur Klasse der schwach ¨ uberwachten Lern-
verfahren und basieren darauf, dass mit den anf¨ anglich annotierten Daten zwei
unterschiedliche Klassiﬁkatoren trainiert werden — besonders gut funktioniert es
hier, wenn die verwendeten Merkmale tats¨ achlich disjunkt sind, im Beispiel von
Named Entity Recognition (Collins und Singer, 1999) etwa einerseits der Name
selbst und andererseits die Umgebung. Unannotierte Daten werden mit beiden
KlassiﬁkatorengetaggtunddanndemjeweilsanderenKlassiﬁkatoralszus¨ atzliches
Trainingsmaterial gegeben, also die Ergebnisse des ersten Klassiﬁkators f¨ ur den
zweiten und umgekehrt.
Im Vergleich zu einem komplett ¨ uberwachten Training oder dem Erweitern
des Trainingsmaterials durch die Ausgaben desselben Taggers ergibt sich hier bei
gleicher Datenmenge ein Gewinn an Genauigkeit, laut (Zhou und Goldman, 2000)
funktioniert dies sogar, wenn man statt unabh¨ angiger Merkmale zwei hinreichend
verschiedene Trainingsverfahren benutzt.
Jones et al.(2003) kombinieren Bootstrapping und aktives Lernen f¨ ur die Kon-
struktioneinesNER-Klassiﬁkators.AusgehendvoneinerInitialisierungmitm¨ oglichst
h¨ auﬁgen und eindeutigen Worten (seed words) werden aus der Menge der Bei-
spiele, f¨ ur die die zwei Klassiﬁkatoren eine unterschiedliche Klasse vorhersagen,
zur manuellen Korrektur ausgew¨ ahlt, wobei es m¨ oglich ist, den Kontext (“operati-
ons in ...”) oder die betreffende Nominalphrase (“Italy”) getrennt voneinander als
Beispiele auszuw¨ ahlen, so dass mit einer Entscheidung des menschlichen Annota-
tors sofort mehrere Beispiele annotiert werden. Jones et al. berichten ¨ uber signi-
ﬁkante Verbesserung im Vergleich zu alleiniger Verwendung des Bootstrapping-
Verfahrens (co-EM).
4.2 Un¨ uberwachte Klassiﬁkation von Diskursrelationen
Aus dem Ansatz heraus, arbeitsintensive Annotationsarbeiten zu vermeiden, er-
scheinen auch Verfahren attraktiv, die ganz ohne oder mit automatisch klassiﬁzier-
ten Beispielen auskommen. W¨ ahrend die G¨ ute eines auf solche Art gewonnenen
Klassiﬁkators im Allgemeinen nicht an die eines Klassiﬁkators heranreicht, der
mit annotierten Daten trainiert wurde, lassen sich hiermit wesentlich gr¨ oßere Men-
gen an Trainingsdaten benutzen, bei denen es ansonsten illusorisch w¨ are, sie auf
herk¨ ommliche Art zu annotieren.
Marcu und Echihabi (2002) entwickelten ein Verfahren, um Diskursrelationen
zwischen zwei S¨ atzen zu ﬁnden. F¨ ur jede der Diskursrelationen (Contrast, Cau-
se/Explanation/Evidence, Condition, Elaboration) w¨ ahlten sie durch Textmuster
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positive Beispiele aus, in denen die Relation durch Diskursmarker (but, because,
if/then, for example) explizit markiert sind, dazu kamen noch zwei Klassen No-
Relation-Same-Text (zwei S¨ atze, die im Text mehr als 3 S¨ atze voneinander entfernt
sind) und No-Relation-Different-Texts (zwei S¨ atze aus verschiedenen Texten).
Dadurch, dass die Diskursmarker, auf Grund deren die Beispiele ausgew¨ ahlt
wurden, aus den Trainingsbeispien entfernt wurden, sollte der auf diese Weise er-
haltene Klassiﬁkator gen¨ ugend semantische Information mit einfangen, um auch
unmarkierte Satzpaare einordnen zu k¨ onnen.
In einem Beispiel wie
(4.1) a. Such standards would preclude arms sales to states like Libya,
which is also currently subject to a U.N. embargo.
b. But states like Rwanda before its present crisis would still be able
to legally buy arms.
sollte etwa das Wortpar embargo-legally einen Hinweis auf die gegens¨ atzliche Po-
larit¨ at der S¨ atze geben.
Aus einem Corpus mit 41 Millionen S¨ atzen8, den sie den “Raw corpus” nann-
ten,erhieltensiesof¨ urjedeKlassezwischen0,8Millionen(Cause/Explanation/Evidence)
und 3,8 Millionen (Contrast) Beispiele aus. F¨ ur ein Satzpaar W1,W2 wurden je-
weils die Wortpaare (w1,w2) ∈ W1 × W2 (ohne die zur Auswahl benutzten Dis-
kursmarker)benutzt.DerdamittrainierteNaive-Bayes-Klassiﬁkatorerreichtebeim
Testen mit zweimal 5000 Beispielen einer der 6 Klassen, die auf die gleiche Wei-
se ausgew¨ ahlt wurden, zwischen 64% (Contrast vs. No-Rel-same-Text) und 93%
(Cause/Explanation/Evidence vs. Elaboration) Genauigkeit.
Der Naive-Bayes-Klassiﬁkator basiert auf der Annahme, daß die Wahrschein-
lichkeit eines Wortpaares (w1,w2) nur von der betrachteten Relation abh¨ angt (und
nicht auch von anderen Wortpaaren, der Satzl¨ ange oder anderen Dingen).9
P(r ∧ W1,W2) = P(r) ·
Y
w1∈W1,w2∈W2
P(w1,w2|r)
Auf einem weiteren Corpus, dem “Bllip corpus”, der aus Artikeln des Wall
StreetJournal besteht,dievon Charniakmit einemstatistischenParser geparstsind,
wurden f¨ ur den Klassiﬁkator nur Nomen, Verben und Adverbien benutzt10. Sie
berichten, dass aufgrund der Gr¨ oße die Ergebnisse f¨ ur den Raw-Corpus insgesamt
besser sind, jedoch die Ergebnisse f¨ ur den Bllip-Corpus, n¨ amlich eine paarweise
Genauigkeit zwischen 58% und 82%, wesentlich besser sind als f¨ ur eine gleich
große Teilmenge des Raw Corpus.
8zum Vergleich: der Negra-Corpus enth¨ alt ca. 20.000 S¨ atze
9Diese vereinfachende Annahme gilt nur eingeschr¨ ankt, weil die Wahrscheinlichkeit f¨ ur ein
Paar (a,b) nicht unabh¨ angig von der f¨ ur ein Paar (a,c) ist.
10aus (Marcu und Echihabi, 2002) wird nur ungef¨ ahr deutlich, welche Wortarten dabei benutzt
wurden und welche nicht
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Der Ansatz des “Marker-Ratens” scheint durchaus attraktiv zu sein: Lapata
und Lascarides (2004) verwendeten einen ¨ ahnlichen Ansatz, um (auf dem Bllip-
Corpus) den (entfernten) zeitlichen Marker (hierbei wurden after, as, before, once,
since, when, while sowie until verwendet) bzw˙ die urspr¨ ungliche Anordnung zu ra-
ten. Bei ersterem erreichten sie mit einer Kombination von Merkmalen 70,7% Ge-
nauigkeit f¨ ur eine einzelne Entscheidung f¨ ur oder gegen einen Marker (gegen¨ uber
einer Baseline von 42,6%).
Anders als Marcu und Echihabi bei ihrem Vorhaben benutzten Lapata und Las-
caridesnebenW¨ orternzus¨ atzlichesemantische(oderzumindestsemantiktr¨ achtige)
Information. Neben einer Klassiﬁkation der Verben, einerseits die 25 (thematisch
aufgegliederten) lexicographer ﬁles von WordNet, andererseits in den Kategorien
von Levin (1993) wurden Tempus, Modalit¨ at und Indizien f¨ ur Aspektklassen als
temporale Signatur und die Argumentenstruktur (also die Anzahl der untergeord-
neten Nominal-, Verbal- und Pr¨ apositionalphrasen) als syntaktische Signatur, dazu
noch vorkommende Nomen sowie deren Klassiﬁkation in lexicographer ﬁles und
die Position des betreffenden Nebensatzes (topikalisiert oder nicht) ber¨ ucksichtigt.
Hierbei wurden f¨ ur die Klassenbildung bei den Verben eine Wortsinndisambi-
guierung wie in (Lapata und Brew, 1999) beschrieben vorgenommen.
Torisawa(2003)benutztebenfallseinenAnsatzmiteinemunuberwachtenLern-
verfahren. Ausgehend von der Idee, dass Konjunktionen von Verbphrasen wie
(4.2) He drank the liquor and was intoxicated by it.
bei denen die zwei S¨ atze zwei gemeinsame Rollen-F¨ uller aufweisen, ein gutes In-
diz f¨ ur eine kausale Beziehung sind, also dass man, sieht man regelm¨ assig S¨ atze
wie 4.2, davon ausgehen kann, dass
(4.3) When someone drinks liquor, he will often/normally be intoxicated
eine zul¨ assige Generalisierung ist. Mit einer statistischen Absch¨ atzung, um die Da-
tenknappheit auszugleichen, erreichte das Verfahren auf ungesehenem Text eine
Genauigkeit von etwa 50%.
4.3 Untersuchung zu Marcu und Echihabi
Der Ansatz von Marcu und Echihabi scheint vielversprechend, da man mit einem
solchen Klassiﬁkator m¨ oglicherweise genug Information ¨ uber die lokale Diskur-
sstruktur bekommt, um kausale Relationen auch ohne Diskursmarker zu ﬁnden.
Da kausale Relationen entweder nicht oder nicht eindeutig (nachdem wird eben-
falls benutzt, um eine rein zeitliche Einordnung zu markieren, weil ist in F¨ allen
allgemeiner – nicht-kausaler – Erkl¨ arungen zu ﬁnden), w¨ are zu hoffen, dass sol-
che Mehrdeutigkeiten mit einem Klassiﬁkator wie dem von Marcu und Echihabi
vorgestellten einfacher aufzul¨ osen sind.
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Betrachtet man die Diskursrelationen auf einer feineren Ebene, zum Beispiel
die kausale und nicht-kausale Verwendung von weil so kann es sein, dass bestimm-
te der feineren Relationen (sei es prinzipiell oder als Pr¨ aferenz) nicht mit eindeuti-
gen Diskursmarkern markiert werden, so erh¨ alt man eine systematische (und wahr-
scheinlichsigniﬁkante)AbweichungzwischendenTrainingsdatenunddem,wasin
Texten tats¨ achlich vorkommt. Auf der gr¨ oberen Ebene erw¨ ahnen Marcu und Echi-
habi, dass Elaboration als h¨ auﬁgste Relation sehr selten explizit markiert ist, was
beim Testen mit dem Diskurskorpus von Carlson et al zu schlechten Ergebnissen
f¨ uhrt.
Die genannten Unterschiede auf der gr¨ oberen Ebene liessen sich m¨ oglicher-
weise ausgleichen, w¨ ahrend auf anderen Unterschieden beruhende Problem nicht
zu beheben w¨ aren.
Mit einem Corpus, der mit kausaler Information annotiert ist, liesse sich si-
cherlich ein besser geeigneter Klassiﬁkator erstellen; die Erstellung eines Corpus
mit ausreichendem Umfang w¨ are allerdings im Rahmen dieser Diplomarbeit zu
aufw¨ andig.
Angesichts der riesigen verwendeten Datenmenge scheint es illusorisch, durch
die Hinzunahme von noch mehr Daten die Ergebnisse verbessern zu wollen, da bei
Datenmengen oberhalb einiger Gigabyte zumindest Beschaffungsschwierigkeiten
zu erwarten sind.
Eine Verbesserung w¨ are demnach nur m¨ oglich, wenn man ausser den W¨ ortern
(bzw. Wortpaaren) weitere Merkmale mit einbezieht, oder indem man ein anderes
Lernverfahren oder statistisches Modell benutzt.
Die Unabh¨ angigkeitsannahme, von deren Erf¨ ullung die Genauigkeit des Klas-
siﬁkators abh¨ angt, scheint kaum gegeben zu sein. Andererseits ist die Wahl des
Lernverfahrens durch die Datenmenge und die Anzahl der m¨ oglichen Parameter
stark eingeschr¨ ankt.
Der Gebrauch von Lernverfahren, die besser mit sp¨ arlichen Daten zurechtkom-
men, etwa k-n¨ achste-Nachbarn-Klassiﬁkatoren (wie sie Daelemans et al. (1996)
f¨ urs POS-Tagging benutzen) scheint bei dieser Datenmenge aufgrund der l¨ angeren
Rechenzeit nicht sinnvoll.
Um so eher scheint es sinnvoll, wie in dem Fall, dass nur Nomen und Ver-
ben ber¨ ucksichtigt werden, durch Reduzierung der Zahl der freien Parameter den
Suchraum so zu reduzieren, dass f¨ ur eine verl¨ assliche Absch¨ atzung gen¨ ugend Da-
ten vorhanden sind.
Insbesondere scheint es vielversprechend, nicht Worte, sondern semantische
Klassen zu benutzen. Durch die geringere Parameterzahl w¨ urde einerseits die be-
n¨ otigte Datenmenge kleiner, andererseits w¨ urde es m¨ oglich, Lernverfahren, die
sich im Hinblick auf stochastische Unabh¨ angigkeit g¨ unstiger verhalten zu benut-
zen.
Ein auf dem weiter oben beschriebenen PIE basiertes System zur Extraktion
der semantischen Klassen wurde f¨ ur das Training nicht benutzt, weil es mit 20
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Zeilen/sec. 11 zu langsam ist.
Um gr¨ ossere Datenmengen taggen zu k¨ onnen, wurde ein C-Programm ge-
schrieben, das in WordNet die Synset-Id eines einzelnen Wortes nachschl¨ agt und
anhand des WordNet-SUMO-Mappings das entsprechende Konzept der “Standard
Upper Ontology” (Niles und Pease, 2001). Da SUMO nur wenige Konzepte (etwa
1100) enth¨ alt, bleibt die Anzahl der Paare ¨ uberschaubar (potentiell etwa 1.200.000
gegen¨ uber 900.000.000 m¨ oglichen Wortpaaren bei einem auf 30.000 W¨ orter be-
schr¨ ankten Wortschatz).
Das C-Programm betrachtet einzelne W¨ orter sowie benachparte Wortpaare (et-
wa“comeup”,“middleschool”oder“NewYork”)undw¨ ahltjeweilsdenh¨ auﬁgsten
Wortsinn aus, wobei Worte, die zu stark mehrdeutig sind (mehr als 20 Eintr¨ age, et-
wa come, play) sowie Worte aus einer Stopwort-Liste ausgenommen sind. Anhand
Semcor/Senseval-Testdaten
schauen, wie oft man damit
richtig liegt 4.3.1 Systemaufbau
Das Skript filter dient dazu, aus dem Textcorpus Beispiele f¨ ur die betrachte-
ten Relationen herauszuﬁltern. Von den 4 betrachteten Klassen (cause, elaboration,
contrast, non-rel-same-doc) werden die Beispiele f¨ ur die ersten drei Klassen er-
zeugt, indem in einem Satz jeweils der Teil links und rechts des gesuchten Wortes
genommen wird. Aus
Camacho also testiﬁed that the television tabloid, “Hard Copy,”
had offered to pay him for the story, but it was only “some peanuts.
w¨ urden dann folgende Sequenzen von Tokens werden:
key=”but”
part1
Camacho also testiﬁed
that the television tabloid
, ” Hard Copy
, had offered to
pay him for his
story ,
part2
it was only ”
some peanuts
Verben, Adverben, Nomen und Eigennamen, sind kursiv hervorgehoben
Als Corpora wurden Agenturmeldungen der New York Times (≈ 3 Mio Satz-
paare, entsprechend dem NYT-Teil des English Gigaword-Corpus des Linguistic
Data Consortium) sowie der auch von Marcu und Echihabi verwendete Bllip-
Corpus (≈ 100000 Satzpaare) benutzt.
11auf einem iBook G3 mit 600MHz, 384MB Ram
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ﬁlter // dedupe //
@A BC
OO POS-tagger //

VN0
VNChunk

// eval
Abbildung 4.1: Schematischer Systemaufbau
AuspraktischenGr¨ undenwurdenalsMerkmalenurdie30000h¨ auﬁgstenW¨ orter
ausgew¨ ahlt, was etwa 3% der Worte im Text unber¨ ucksichtigt l¨ asst. Auch mit die-
ser Beschr¨ ankung w¨ urde eine einfache Kookurrenzmatrix etwa 1,8 Gigabyte groß
werden. Im Vergleich zu Bigram-Sprachmodellen ist diese Kookurrenzmatrix aber
dichter besetzt, so dass der (Speicher-)Overhead die Benutzung von Sprachen wie
Perl oder Python hier unpraktisch macht. F¨ ur den Paar-Klassiﬁkator wurde deshalb
eineinC++geschriebeneImplementationeinesDoppel-Hashes(Sedgewick,1992)
benutzt, bei dem durch Benutzung zweier unabh¨ angiger Hashfunktionen ein gut-
artiges Verhalten beim Einf¨ ugen selbst in eine stark gef¨ ullte Tabelle (und ein nicht
sehr gutartiges Verhalten beim – hier nicht gebrauchten – L¨ oschen von Eintr¨ agen)
erreicht wird.
Neben dem von Marcu und Echihabi benutzten Laplace-Gl¨ attungsverfahren
wurde Good-Turing-Gl¨ attung (Manning und Sch¨ utze, 1999) sowie ein absolutes
Gl¨ attungsverfahren verwendet.
Die Grundidee eines absoluten Gl¨ attungsverfahren ist, den von 0 abweichen-
den H¨ auﬁgkeiten etwas (nennen wir es q) abzuziehen, um diese Wahrscheinlich-
keitsmasse auf die nicht gesehenen Ereignisse (hier: Wortpaare) umzuverteilen. In
diesem speziellen Fall sollen Wortpaare, die noch mit keiner der betrachteten Rela-
tionen vorgekommen sind, ¨ uberhaupt nicht ber¨ ucksichtigt werden; die umzuvertei-
lende Wahrscheinlichkeitsmasse soll also der Wahrscheinlichkeit entsprechen, ein
Paar zu ﬁnden, das noch nicht mit der betrachteten Relation, aber mit irgendeiner
Relation vorgekommen ist.
Bezeichne N die Anzahl unterschiedlicher Paare (Typ) und T die Gesamtan-
zahl gesehener Paare (Token) sowie Nr und Tr die entsprechenden Zahlen f¨ ur die
betrachtete Relation r. Bei einem Wortpaar f¨ ur die Relation r ist die Wahrschein-
lichkeit f¨ ur ein in r ungesehenes Paar gleich Nr
Tr (in Tr Ereignissen ist Nr mal
etwas Neues aufgetaucht). Die Wahrscheinlichkeit, dass ein Wortpaar f¨ ur r noch
f¨ ur keine Relation gesehen wurde, ist
N
Tr
·
Tr
T
=
N
T
In Tr Ereignissen ist N mal etwas Neues aufgetaucht, davon z¨ ahlen wir einen An-
teil von Tr
T als zu r geh¨ orig.
DieWahrscheinlichkeitf¨ urein insgesamt gesehenesPaar,dasf¨ urdieRelationr
nicht gesehen wurde, w¨ are dann, da alle f¨ ur r gesehenen Paare auch in irgendeiner
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Relation gesehen wurden:
1 −
1 − Nr
Tr
1 − N
T
=
Nr
Tr − N
T
1 − N
T
Bei Schiefverteilung sind Good-Turing und absolute Gl¨ attung besser geeignet
als Laplace-Gl¨ attung, bei etwa gleich h¨ auﬁgen Relationen (wie cause und elabora-
tion) macht die Auswahl des Gl¨ attungsverfahrens keinen Unterschied.
Zun¨ achst wurde geschaut, ob Paare der SUMO-Konzepte, die den W¨ ortern des
Satzes entsprechen, als Merkmale f¨ ur den Klassiﬁkator besser geeignet sind als
die Wortpaare selbst. Durch die grobe Auﬂ¨ osung der SUMO-Klassen scheint aller-
dings zuviel Information verloren zu gehen. quantiﬁzieren
Als weitere Alternative wurde geschaut, welche Auswirkung es hat, wenn man
Gruppen von W¨ ortern, die man f¨ ur die Wortsinndisambiguierung als eine Einheit
betrachtet, zusammenfasst, namentlich Nominalgruppen (wie middle school, busi-
ness executive) sowie Verben und ihre Partikel (come up, play down). Zus¨ atzlich
wurden Gruppen von Adverbien zusammengefasst und Indikatoren f¨ ur den Aspekt
eines Verbs (Progressiv, Perfektiv, Passiv) als getrennte Merkmale verwandt. Per-
sonennamen (also Gruppen von PN-Tokens, die einen Vornamen oder “Mr./Mrs.”
enthalten) wurden auf ein einheitliches Merkmal (hPersoni) abgebildet, das Glei-
che gilt f¨ ur Geldbetr¨ age (1000 $ ⇒ hmoney amounti).
Adjektive wurden entweder als Teil einer Nominalgruppe betrachtet (federal
government), oder als eigenst¨ andiges Merkmal, wenn sie nach einer Form von to
be stehen. Bei Verben wird ein eventuell vorhandenes not mit zum Verb gruppiert.
Nomen, die ohne Artikel nach einem Verb (take place) oder einer Pr¨ aposition
(behind bars) standen, wurden mit dieser zusammen gruppiert.
Muster:
• NP+ (of NP+)*
• (this|last|next|previous) (year|quarter|month|week)
• JJ? NN+
• RB+
• [is] JJ
• not? VV RP?
Alternativ wurde eine Variante betrachtet, bei der Adverben, Verben und No-
menalsEinzelw¨ orterverwendetwurden(VN0).BeimBllip-Corpuswurdenzun¨ achst
Duplikate der Satzpaare entfernt. Dies war n¨ otig, weil Duplikate einen großen An-
teil (30%?) der S¨ atze ausmachten.
Die Ergebnisse auf dem Bllip-Corpus lassen (¨ ahnlich wie die von Marcu und
Echihabi) darauf hoffen, dass sich das Ergebnis mit mehr Daten verbessern l¨ asst,
oder mit anderen Worten: das Modell leidet auch bei der verwendeten Datenmenge
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an Datenknappheit. F¨ ur den Klassiﬁkator bietet es sich an, durch Zusammenfassen
¨ ahnlicher Ereignisse oder Verfahren, die ¨ ahnliches bewerkstelligen die Lernbar-
keit positiv zu beeinﬂussen. Im Bereich des Information Retrieval (wo es um das
Suchen von Dokumenten zu einer Anfrage gibt und die interessierende Relation
eine zwischen Dokumenten und Termen ist) gibt es ein Verfahren namens Latent
Semantic Analysis, das darauf basiert, die Kookurrenzmatrix durch eine mit nied-
rigerem Rang zu ersetzen, wobei das Ergebnis m¨ oglichst wenig verzerrt werden
soll.
Man schreibt die Kookurrenzmatrix M als
M = UTSV
wobei S nur in der Diagonale besetzt ist. Setzt man die Werte ins S, angefangen
mit dem betragsm¨ assig kleinsten, auf 0, so hat die gesamte Matrix einen niedrige-
ren Rang (und man kann die entsprechenden Spalten von U bzw. V weglassen).
Man k¨ onnte nun f¨ ur jede Relation die Kookurrenzmatrizen f¨ ur die Paare durch
erw¨ ahnte Dimensionalit¨ atsreduktion gl¨ atten, das Ergebnis ist aber f¨ ur den ange-
strebten Zweck ungeeignet, denn minimiert wird die lineare Abweichung, so dass
etwa negative Zahlen herauskommen k¨ onnen.
Hofmann (1999) schl¨ agt f¨ ur solche Probleme ein statistisches Clusteringver-
fahren vor, bei dem eine Mixtur von Wortverteilungen modelliert wird, deren Para-
meter mittels einer Variante des Expectation Maximization-Algorithmus ((Demps-
ter et al., 1977), siehe auch (Manning und Sch¨ utze, 1999)) iterativ gesch¨ atzt wer-
den.
Im entsprechenden statistische Modell (zu weiteren Alternativen f¨ ur statisti-
sche Modelle, um paarweise auftretende Ereignisse zu beschreiben, siehe (Hof-
mann und Puzicha, 1998)) wird zuerst aus einer Verteilung P(c) ein Cluster her-
ausgesucht, um dann die Worte des ersten Teils mit der abh¨ angigen Verteilung
P(w1|c) bzw. die des zweiten Teils mit P(w2|c) einzusch¨ atzen.
?>=< 89:; c
~~}}}}}}}}}
   A A A A A A A A A
GFED @ABC w1 GFED @ABC w2
c ist dabei eine “versteckte” Variable, die (insbesondere im Training) nicht beob-
achtet werden kann, weswegen der EM(Expectation Maximization)-Algorithmus
gebrauchtwird.Zun¨ achstinitialisiertmandieVerteilungenP(c),P(w1|c),P(w2|c)
mit zuf¨ alligen Werten. Mit diesen Verteilungen bekommt man f¨ ur jedes Datum
aus den Trainingsdaten eine Verteilung f¨ ur c, die man dann benutzt, um die Ver-
teilungen P(c), P(w1|c), P(w2|c) anhand der Trainingsdaten und der bisherigen
Sch¨ atzung f¨ ur das c jedes Trainingsdatums neu zu sch¨ atzen.
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In einem ersten Ansatz, dieses Modell zur Klassiﬁkation einzusetzen, wurde
die Relation als weitere Zufallsvariable von c abh¨ angig gemacht:
?>=< 89:; c
~~}}}}}}}}}
    A A A A A A A A A
GFED @ABC w1 ?>=< 89:; r GFED @ABC w2
Eine Implementierung dieses Modells und ein Test mit dem NYT-Corpus ergab,
dass die Cluster von den h¨ auﬁgsten Relationen (contrast, samedoc) dominiert wur-
den, was zu schlechten Ergebnissen f¨ uhrte.
In einem zweiten Modell wurden die Cluster jeweils einer Relation zugeordnet,
was in etwa folgendes Modell ergibt:
?>=< 89:; r

?>=< 89:; c
~~}}}}}}}}}
   A A A A A A A A A
GFED @ABC w1 GFED @ABC w2
Auf diese Art k¨ onnen tats¨ achlich bessere Ergebnisse als mit Paaren erreicht wer-
den (f¨ ur alle 4 Relationen auf dem NYT-Corpus 50% mit dem Clustering-Modell
gegen¨ uber 42% f¨ ur Paare).
Eine Variation der Anzahl der verwendeten Cluster brachte das (eher uner-
wartete) Ergebnis, dass die Wahl der Clusteranzahl das Ergebnis nur sehr wenig
beeinﬂusst (siehe Abbildung 4.2). Im Extremfall (n = 2) degeneriert das Modell
zu einem einfachen Naive-Bayes-Modell mit einer Verteilung f¨ ur die Worte jeden
Teils — Paare spielen hier ¨ uberhaupt keine Rolle mehr.
Will man eine Verteilung f¨ ur Paare in das Modell integrieren, so steht dem
zun¨ achst wieder die hierf¨ ur nicht g¨ ultige Unabh¨ angigkeitsannahme im Weg, denn
f¨ ur ein Wort a aus dem ersten Teil und zwei W¨ orter b1, b2 aus dem zweiten Teil
h¨ angen P(a,b1) und P(a,b2) beispielsweise voneinander ab.
Diesem¨ ussteunsbeieinemMaximum-Entropy-Modell(imFolgendenMaxEnt-
Modell)nichtst¨ oren,dadieUnabh¨ angigkeitsannahmehierf¨ urnichtgebrauchtwird.
MaxEnt-Modelle geh¨ oren zur Klasse der Loglinearen Modelle, d.h. f¨ ur ein Ereig-
nis x wird die Wahrscheinlichkeit als
P(x) =
e
P
i fi(x)λi
Z
berechnet12,wobeifi(x)beiVorhandenseineinesMerkmals(inunseremFallk¨ onnte
das ein Wort oder ein Wortpaar sein) 1 ist und sonst 0; Z ist eine Normierungskon-
stante, die so gew¨ ahlt ist, daß
P
x P(x) = 1 bleibt. λi sind die Parameter des
12Aus Gr¨ unden der Einfachheit wird hier der nicht der Fall einer bedingten Verteilung, sondern
der einfachere Fall einer einzigen Verteilung betrachtet.
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Abbildung 4.2: cause vs. elaboration: Einﬂuss unterschiedlicher Clusteranzahlen,
waagerechte Achse entspricht Menge der Trainingsdaten
Modells und m¨ ussen im Training bestimmt werden, in einem Naive-Bayes-Modell
w¨ urde hier einfach λi := logP(fi = 1) gesetzt. Bei einem MaxEnt-Modell wird
aus der Klasse der Loglinearen Modelle dasjenige ausgew¨ ahlt, das einerseits die
Constraints
P(fi = 1) = ˜ P(fi = 1) f¨ ur i = 1,...
erf¨ ullt ( ˜ P(fi = 1) ist hierbei die relative H¨ auﬁgkeit von fi in den Trainingsdaten)
und andererseits die gr¨ oßte Entropie besitzt (was damit ¨ aquivalent ist, dass P den
Trainingsdaten die maximale Wahrscheinlichkeit zuweist).
Die Berechnung der λi wird ¨ ublicherweise mit einem numerischen Approxi-
mationsverfahren durchgef¨ uhrt, das iterativ das (eindeutige) globale Maximum ﬁn-
det, dabei aber relativ langsam konvergiert. (Charniak, 2000) besch¨ aftigt sich mit
diesem Problem im Kontext der Parametersch¨ atzung eines generativen Parsing-
Modells und argumentiert, dass in vielen F¨ allen eine einfache erste Ann¨ aherung
einen großen Teil des Nutzens bringt, den ein MaxEnt-Modell br¨ achte.
In unserem Fall w¨ urden wir, h¨ atten wir ein Loglineares Modell, f¨ ur jedes Wort
aus dem ersten Teil, f¨ ur jedes Wort aus dem zweiten Teil sowie f¨ ur die Paare einen
Parameter haben, wir nennen sie f¨ ur unser Beispiel einmal λw1, λw2, λ(w1,w2).
Gew¨ unscht w¨ are, dass im Fall eines aus w1 bestehenden ersten Teils und eines
aus w2 bestehenden zweiten Teils folgendes gilt:
λw1 + λw2 + λ(w1,w2) = logP(w1,w2)
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Wenn wir λw1 := logP(w1) und λw2 := logP(w2) setzen, so erha¨ oten wir
schließlich
λ(w1,w2) = logP(w1,w2) − logP(w1) − logP(w2)
was im obigen Fall vol a im linken Teil und b1, b2 im rechten Teil zu folgendem
(g¨ ultigen) Ergebnis f¨ uhren w¨ urde:
logP(a, b1,b2) = λa + λb1 + λb2 + λa,b1 + λa,b2
= logP(a,b1) + logP(a,b2) − logP(a)
P(a, b1,b2) = P(a) · P(b1|a) · P(b2|a)
Mit dieser Methode kann man ein gemeinsames Modell f¨ ur Einzelworte und
Paare (seien es alle Paare oder nur die n h¨ auﬁgsten) mit oder ohne Clustering
erstellen. Auf dem Bllip-Corpus bringt die Hinzunahme der n h¨ auﬁgsten Paare (f¨ ur
n = 30000, n = 200000) als Merkmale keine Verbesserung (siehe Abbildung
4.3). Nimmt man statt der Wortpaare Kategorienpaare (also Paare von SUMO-
Konzepten) hinzu, so ist die Verschlechterung weniger ausgepr¨ agt. Integriert man
beides in einem Modell, wird das Ergebnis jedoch nicht besser (Abb. 4.4).
4.3.2 Analyse
Was f¨ ur Information ist es, die der Klassiﬁkator tats¨ achlich benutzt? Diese Frage ist
entscheidend daf¨ ur, wie gut es funktionieren w¨ urde, ein einmal trainiertes Modell
f¨ ur andere Textsorten zu verwenden, oder (was hier noch wichtiger ist) ob das
Modell auch bei unmarkierten S¨ atzen gut funktionieren w¨ urde.
Soria und Ferrari(1998) untersuchten das Problem der Markierung von Dis-
kursrelationen mit zwei Experimenten: im ersten Experiment wurde den Versuchs-
personen eine Bildergeschichte gezeigt, die sie gesprochen oder geschrieben nach-
erz¨ ahlen sollten, im zweiten Experiment wurden den Versuchspersonen S¨ atze pr¨ a-
sentiert, bei denen sie die entsprechende (Diskurs-)Relation raten sollten. Hierf¨ ur
wurde eine Einteilung in additiv (entspricht in etwa Marcus elaboration), konse-
quentiell(entsprichtinetwacause/explanation/evidence)undkontrastiv(entspricht
concession) vorgenommen.
Die kontrastive Relation war im ersten Experiment fast immer (in 90% der
F¨ alle) markiert. Dementsprechend schlechter ist die Erfolgsquote im zweiten Ex-
periment, wenn der Konnektor fehlt.
additiv konsequentiell kontrastiv
mit Konnektor 73% 89% 83%
ohne Konnektor 64% 60% 43%
Die folgenden Tabellen zeigen die Merkmale mit der gr¨ oßten Pr¨ azision f¨ ur
den Bllip-Corpus. Hierzu ist anzumerken, dass f¨ ur den weiter oben betrachteten
Klassiﬁkator die Merkmale im Wesentlichen nach H¨ auﬁgkeit ausgew¨ ahlt wurden13
13genauer gesagt, dem Produkt der Kullback-Leibler-Divergenz zur Gesamtverteilung und der
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Abbildung 4.3: cause vs. elaboration: Hinzunahme von Paaren
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Abbildung 4.4: cause vs. elaboration: Hinzunahme von Paaren und Paaren von
Kategorien
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Abbildung 4.5: Naive-Bayes und MaxEnt-inspiriert; waagerechte Achse enstpricht
Anzahl der ber¨ ucksichtigten Paare
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Abbildung 4.6: Genauigkeit des Verfahrens: verschiedene Corpora, Testset aus
gleicher Region oder vom Ende
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Abbildung 4.7: Genauigkeit allein anhand von Verben (VV), Nomen (NN) und
Adverben (RB)
und nicht (wie es bei Regelinduktion m¨ oglicherweise der Fall gewesen w¨ are) die
Pr¨ azision.
Beidercause-Relationf¨ alltderEinﬂussvonAusdr¨ uckenwie“partly/largely/primarily
because” auf, der von dieser Fragestellung her uninteressant ist14, aber auch, dass
Dingewiestrongyen,badweather oderstrongdemand typischekausaleErkl¨ arungen
sind (die andererseits das, was damit erkl¨ art werden nicht immer oder unbedingt
nach sich ziehen). Bei den entsprechenden Daten f¨ ur den NYT-Corpus kommen
zus¨ atzlich noch Urteils-Adjektive wie meaningless, noteworthy, misleading unne-
cessary dazu, die relativ oft (zwischen 74 und 77% der F¨ alle) vor einem entspre-
chenden Marker stehen.
H¨ auﬁgkeit; informationstheoretisch gesprochen entspricht dies der Anzahl der Bits, die bei einer
Entropiekodierung der Klassen eingespart worden w¨ aren, wenn man das entsprechende Merkmal als
Hinweis auf die Klasse nimmt.
14m¨ oglicherweise ist partly ein gutes Hilfsmittel, um weitere kausale Marker zu ﬁnden
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concession
sound/(person) 100.00% 91
say/not say 99.40% 166
point/point 100.00% 81
earlier/down 100.00% 75
say/not elaborate 99.32% 147
say/economist 100.00% 68
adjust/say 100.00% 65
not elaborate/say 100.00% 64
comment/spokesman 100.00% 50
acknowledge/say 98.35% 243
decline/note 100.00% 48
concede/say 98.41% 189
(person)/administration ofﬁcial 100.00% 47
company/not elaborate 100.00% 47
iran-contra/(person) 100.00% 46
perf/not say 100.00% 46
say/further comment 100.00% 46
up/down 98.52% 135
u.s./so far 100.00% 45
year/unchanged 100.00% 44
not disclose/% 100.00% 43
(money amount)/warn 100.00% 43
rise/down 100.00% 43
(person)/privately 100.00% 43
Tabelle 4.1: Paare mit der gr¨ oßten Pr¨ azision (Bllip ohne same-doc): concession
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cause
just/not mean 100.00% 59
partly/partly 98.00% 50
edition/error 100.00% 24
partly/market 96.30% 27
partly/use 96.15% 26
partly/cost 95.45% 22
partly/concern 95.45% 22
partly/country 95.24% 21
largely/cost 95.24% 21
largely/loss 95.00% 20
sell/not ﬁt 92.00% 25
partly/company 87.01% 77
partly/sell 90.48% 21
company/uncertainty 87.88% 33
partly/last year 87.50% 24
partly/(city) 83.33% 72
mainly/increase 86.36% 22
primarily/sale 86.36% 22
partly/*prog 82.28% 79
largely/fall 85.71% 21
signiﬁcant/(person) 84.62% 26
partly/increase 83.87% 31
rating/company 85.00% 20
partly/year 82.22% 45
say/high cost 85.00% 20
Tabelle 4.2: Paare mit der gr¨ oßten Pr¨ azision (Bllip ohne same-doc): cause
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elaboration
current account/trade 100.00% 53
current account/good 100.00% 48
divide/dated 100.00% 43
evenly/dated 100.00% 42
current account/unilateral transfer 100.00% 41
divide/mature 100.00% 41
offering/dated 100.00% 40
evenly/mature 100.00% 40
offering/mature 100.00% 38
tender offer/expire 100.00% 37
ﬁscal year/oct. 100.00% 34
current account/measure 100.00% 26
nikkei/tuesday 100.00% 26
current account/service 97.96% 49
durable good/year 100.00% 24
ﬁling/% stake 100.00% 23
co./publish 100.00% 22
securities/% stake 100.00% 22
exchange commission/% stake 100.00% 22
federal home loan bank board/regulate 100.00% 21
current account/comprise 100.00% 20
offer/expire 94.90% 157
select/point 95.92% 49
strong yen/make 96.88% 32
accord/track 96.88% 32
Tabelle 4.3: Paare mit der gr¨ oßten Pr¨ azision (Bllip ohne same-doc): elaboration
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concession
2/not rule out 100.00% 78
2/further comment 100.00% 73
2/sceptic 100.00% 51
2/premature 100.00% 43
2/not elaborate 98.10% 210
2/meanwhile 100.00% 39
2/unissued 100.00% 34
2/thrill 100.00% 33
2/avail 100.00% 30
2/not as much 100.00% 29
2/unclear 97.35% 113
2/such effort 100.00% 28
2/current plan 100.00% 27
2/Bureau of Statistics 100.00% 27
2/Statistics Sweden 100.00% 27
2/overrule 100.00% 26
1/admittedly 100.00% 25
2/cautiously 100.00% 25
2/caution 96.28% 349
2/wonder 96.38% 221
2/even then 100.00% 24
2/scoff 100.00% 24
1/maybe so 100.00% 24
2/nonetheless 96.88% 96
Tabelle 4.4: Einzelw¨ orter mit der gr¨ oßten Pr¨ azision (Bllip ohne same-doc): con-
cession
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cause
1/misstate 91.67% 36
1/partly 83.88% 1452
1/negative implication 86.36% 22
2/slow sale 85.19% 27
1/largely 77.73% 1136
1/signiﬁcant 74.42% 215
2/strong yen 74.07% 81
1/possible downgrade 76.00% 25
2/death threat 76.19% 21
1/qualiﬁed opinion 76.19% 21
1/CreditWatch 73.68% 38
1/precisely 70.23% 131
2/bad weather 73.08% 26
2/strong demand 70.59% 68
1/jeopardy 70.00% 20
Tabelle 4.5: Einzelw¨ orter mit der gr¨ oßten Pr¨ azision (Bllip ohne same-doc): cause
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elaboration
2/make computer 100.00% 24
1/26-week bill 95.74% 47
1/Proceed 95.00% 40
2/-owned 91.71% 217
2/unilateral transfer 93.33% 45
1/ﬁrst section index 95.45% 22
2/class-action status 95.45% 22
2/dated 90.91% 55
1/ﬁrst section 88.89% 27
2/overnight loan 88.00% 25
1/evenly 83.33% 54
2/comprise 80.90% 89
2/Bankruptcy Code 78.89% 90
2/rename 78.57% 56
1/Atlantis 79.41% 34
2/from creditors 77.63% 76
2/between banks 78.26% 23
2/a.m. 75.51% 49
2/spin off 73.24% 71
2/expire 71.97% 578
2/bankruptcy-law protection 72.88% 59
2/found 71.56% 109
2/not relate 71.43% 84
2/own 70.07% 2185
Tabelle 4.6: Einzelw¨ orter mit der gr¨ oßten Pr¨ azision (Bllip ohne same-doc): elabo-
ration
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Zusammenfassung und Ausblick
Anhand bestehender philosophischer und kognitionswissenschaftlicher Theorien
wurde gezeigt, wie der Begriff der Kausalit¨ at mit naiven/qualitativen Theorien
zur Vorhersage von Ereignissen aus einem teilweise bekannten Kontext zusam-
menh¨ angt. Dieser Ansatz ist insofern reduktionistisch, als er der Kausalit¨ at die
Existenzberechtigung als Naturph¨ anomen abspricht und ihr “nur” den Status eines
wichtigen Artefakt menschlichen Denkens gibt.
Vor dem Hintergrund diesen Ansatzes wurde diskutiert, in welcher Hinsicht ein
Annotationsschema f¨ ur kausale Relationen in Texten anders aufgebaut sein muss
als ein Schema f¨ ur zeitliche Relationen wie es etwa TimeML ist, und der Zusam-
menhang zwischen zeitlichen und kausalen Relationen zwischen Ereignissen be-
trachtet.
Als Vorarbeit f¨ ur einen Tagger, der solche kausalen Relationen automatisch
annotiert, wurde betrachtet, ob und wie Kausalit¨ at explizit im Text markiert wird.
Da explizite Markierung kausaler Relationen zu selten ist, als daß man sich allein
darauf verlassen k¨ onnte, wurde die Verwendbarkeit von Markern wie danach und
nachdem, die prim¨ ar eine zeitliche Funktion haben, betrachtet sowie untersucht,
inwiefern kausale Verbindungen, die im Text nicht explizit gemacht werden, ent-
deckt werden k¨ onnen.
Es wurde untersucht, ob der Ansatz von (Marcu und Echihabi, 2002) der Paare
von semantisch verwandten Worten als Indizien f¨ ur eine bestimmte Diskursrela-
tion benutzt, durch Hinzunahme weiterer Merkmale verbessert werden kann und
zum anderen, ob das vorgestellte Verfahren, sei es insgesamt oder als Hilfe zum
Finden solcher Paare semantisch verwandter Worte, f¨ ur einen Tagger nutzbar ge-
macht werden k¨ onnte. Die hier gemachten Experimente weisen darauf hin, dass
bei Corpora in der Gr¨ ossenordnung des Bllip-Corpus Einzelworte als Indizien f¨ ur
Diskursrelationen besser sind als Wortpaare, und dass zumindest die Indizien, die
mit hoher Sicherheit f¨ ur die Anwesenheit eines kausalen Markers (because, thus,
...) sprechen, in unmarkierten S¨ atzen nicht aussagekr¨ aftig sind.
F¨ ur einen funktionierenden Tagger scheint es am vielversprechendsten, ¨ ahnlich
wie in (Mani et al., 2003) verschiedene lokale Indizien auszuwerten, um ein je-
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weiliges Referenz-Ereignis und die Beziehung zu diesem Ereignis zu ermitteln.
Dies k¨ onnte man durch eine (aus Qualit¨ atsgr¨ unden) von Menschen konstruierte,
m¨ oglichst einfach gehaltene Ontologie g¨ angiger Ereignistypen komplementieren,
deren lexikalische Basis durch Clusteringtechniken erweitert werden kann, um so
durch Wissen ¨ uber Ereignisarten und deren m¨ ogliche kausale Beziehungen eine
gr¨ oßere Verl¨ aßlichkeit auch in Abwesenheit expliziter Markierung zu erreichen.
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