Nowadays data-intensive applications for processing big data are being hosted in the cloud. Since the cloud environment provides virtualized resources for computation, and data-intensive applications require communication between the computing nodes, the placement of Virtual Machines (VMs) and location of data affect the overall computation time. Majority of the research work reported in the current literature consider the selection of physical nodes for placing data and VMs as independent problems. This paper proposes an approach which considers VM placement and data placement hand in hand. The primary objective is to reduce cross network traffic and bandwidth usage, by placing required number of VMs and data in Physical Machines (PMs) which are physically closer. The VM and data placement problem (referred as MinDistVMDataPlacement problem) is defined in this paper and has been proved to be NP-Hard. This paper presents and evaluates a metaheuristic algorithm based on Ant Colony Optimization (ACO), which selects a set of adjacent PMs for placing data and VMs. Data is distributed in the physical storage devices of the selected PMs. According to the processing capacity of each PM, a set of VMs are placed on these PMs to process data stored in them. We use simulation to evaluate our algorithm. The results show that the proposed algorithm selects PMs in close proximity and the jobs executed in the VMs allocated by the proposed scheme outperforms other allocation schemes. 
Introduction
Cloud computing provides highly scalable, elastic services on-demand in a pay-per-use basis. Nowadays, the acceptability of cloud computing is very high and it is increasing day by day. The impact of cloud computing is significant on our daily lives varying from social networking to sensor networks. Extensive use of smart devices have increased the use of cloud model. Number and size of cloud data centers are increasing rapidly. The infrastructure and storage costs decrease dramatically but bandwidth is one of the scarcest resource in today's cloud.
Cisco Global Cloud Index [1] predicts that by 2017 more than two thirds of data center traffic will be between devices within cloud data centers compared to data traveling in and out of data centers. Cisco Global Cloud Index [2] predicts that by 2018, more than three quarters (78 percent) of workloads will be processed by cloud data centers; only 22 percent will be processed by traditional data centers. Cisco Global Cloud Index [1] also predicts that server virtualization (multiple virtual servers running on a physical server) will have large impact on cloud data center networks. In the virtualized environment, the bandwidth available in the cloud data center can be managed effectively by efficiently placing Virtual Machines (VMs). The main objective of cloud data centers is to maximize the profit by increasing performance while minimizing cost [3] . By efficiently managing the bandwidth in the data center, the cloud providers can improve the performance and hence maximize the profit.
Setting up and managing big data management infrastructure is costlier when compared to hosting the same in cloud. MapReduce [4] proposed by Google and its open source implementation Hadoop [5, 6] are the most popular big data management frameworks available today. By moving big data and its processing to cloud, the individuals and businesses can concentrate on other profit making ideas. In the currently available commercial clouds, data is stored in storage clouds and computation is done with compute clouds. An example is Amazon Elastic MapReduce(Amazon EMR) [7] . In Amazon EMR, data is stored in Amazon Web Services (AWS) data stores such as Amazon Simple Storage Service (Amazon S3) and Amazon DynamoDB Compute Cloud (Amazon EC2) instances. The problem with this scenario is that, before starting execution, the data needs to be copied from the location where it was stored to the instance on which the computation has to be started. It will take time according to the size of the data transmitted. Instead of copying, if remote access is allowed, multiple requests to the same data can lead to bottlenecks at the storage nodes.
In MapReduce clusters, data moves between nodes in the cluster during execution. In MapReduce cloud, the clusters are setup with VMs and data transfer occurs between these VMs while execution. MapReduce consists of Map and Reduce. The VMs executing Map may be independent, but data from these VMs should be moved to the VMs on which the Reduce tasks are started. In case of Join like tasks, VMs may need to transfer data in-between. In all these cases, data transfer delay increases with increase in distance. Distance can be defined in terms of network latency or hop count. The hop count is the number of intermediate devices through which data pass between source and destination [8] . Since each hop adds store and forward and other latencies, increase in number of hops between source and destination implies more data transfer delay. So, while creating MapReduce cluster, the cluster should consist of closer VMs, so that the data transfer latency can be minimized and hence the job completion time can be reduced.
The main drawback of cloud resource allocation is overprovisioning. If the VMs are not placed in Physical Machines (PMs) optimally, there will be resource wastage and more bandwidth will be consumed by these VMs. Most of the research work in the current literature focus on energy efficiency and server utilization. But in the case of MapReduce like application, if the VMs are hosted in distant PMs, data transfer time will be more and the bandwidth usage will be high. This paper proposes a resource allocation algorithm for dataintensive applications in cloud, considering VM placement and data placement together. This algorithm adapts the popular Ant Colony Optimization (ACO) metaheuristic. Given the number of VMs and data as input, the proposed algorithm selects a set of PMs that minimizes data transfer delay. Based on the number of VMs a PM can host, the blocks of data to be copied to that particular server is decided. The data is copied to the physical storage of the corresponding server and the given number of VMs are started on that server.
The rest of the paper is organized as follows: Section 2 gives the literature review in detail. Section 3 outlines the overview of the system architecture. Section 4 describes the problem (MinDistVMDataPlacement Problem) and shows that this problem is NP-Hard. Section 5 presents the algorithm and the experimental evaluation is given in Section 6. Section 7 concludes the paper.
Literature review
MapReduce [4] is a popular programming framework for processing large amount of distributed data. This consists of mainly two functions, namely Map and Reduce. The computation is in terms of key/value pairs. Map phase takes some key value pairs as input and produces intermediate key/value pairs. Reduce phase takes the intermediate key/value pairs and produces final key/value pairs. There is a shuffle phase in-between Map and Reduce phases.
Hadoop [5] is an open source implementation of MapReduce with a distributed file system for storage of data. The distributed file system is known as Hadoop Distributed File System (HDFS) [9] . Hadoop is widely accepted for processing big data. There are two type of nodes in Hadoop cluster: Data Nodes for storing data and Compute Nodes for performing computation. Since the data size is huge and computation is very small, the current trend is to move computation to the location of data. In HDFS, the large sized data is split into fixed sized blocks and distributed across the Data Nodes. The computing slots can be started on the same Data Nodes or on different nodes. The scheduler tries to schedule Map tasks on the Data Nodes if possible. For processing big data, end users need to create Hadoop clusters of required size. Some users may need it for a short period of time and some may need for a long time but the size of cluster may vary. In this case, usually people create cluster of maximum needed size. But most of the time resource wastage will be there. Managing the cluster is also a tedious task for the end users.
Cloud computing provides infrastructure, platform, software etc. as services to the user in a pay-as-you-go model [10] . The adaptation of cloud computing resulted in significant gains in productivity and cost savings in various fields including railway technology [11] . In mobile cloud computing, offloading is a popular method where the required computation takes place remotely inside the cloud. But, when to offload, energy efficient job scheduling, resource management inside the cloud, selection of appropriate cloudlet to offload an application, selection of application specific cloudlet with respect to low power and low latency are open challenges of mobile cloud computing [12] .
The resources in cloud are virtually infinite and scalable on demand. MapReduce cloud provides MapReduce clusters on demand. There are different options for providing MapReduce as a cloud service [7, [13] [14] [15] [16] . One is allocating VMs with storage for the cluster. Data is uploaded into this VM and processed by MapReduce and the result can be taken back to the user or stored to a storage cloud. The second option is to store data in storage cloud and allocate a set of VMs for MapReduce cluster. The data from the storage cloud is copied to the VM before starting the processing and the results are stored back to the storage cloud. In the third option, a set of PMs are selected for the MapReduce cluster. The data is stored in the physical storage of the server and a set of VMs are started on these PMs based on its capacity. The data is processed by the VMs and results are stored back to the physical storage media. Compared to the first two, the last option has a number of advantages. In the first option, everything will be lost if the VMs are removed. In the second option, there is delay in copying data to the VM. This delay depends on the size of the data.
Majority of the research work found in the literature consider the data placement and VM placement separately. VM Placement (placing VMs on PMs) is a widely studied topic. The main objectives of majority of these studies are consolidating the VMs on servers for energy efficiency and server utilization [17] [18] [19] [20] [21] [22] [23] . Ahmad et al. [24] analysed VM migration and the different VM consolidation frameworks for cloud data centers. But in the case of MapReduce like applications, if the VMs are hosted in distant PMs, data transfer time will be more and the bandwidth usage will be high [25] . In the survey of the resource management in IaaS cloud, Manvi and Shyam [26] observed that performance metrics like delay, bandwidth overhead, computation overhead, reliability, security and Quality of Experience have to be taken into consideration while designing a resource management scheme.
The network aware VM placement algorithms proposed in [27] [28] [29] [30] [31] are not developed specifically for data-intensive applications, and hence these are not considering the location of data being processed. Refs. [14, [32] [33] [34] [35] [36] [37] consider network awareness and distance between VMs. But the authors assume that the data is already distributed in storage cloud and these works optimize VM placement with respect to location of data. Ref.s [13, 16, 38] consider both data and VM placement.
Cura [15] allocates preclustered VMs for MapReduce cluster. But here the problem is over-provisioning of the resources. Clusters with exactly equal number of VMs may not be available all the time. This over-provisioning may lead to starvation of some other requests.
Alicherry and Lakshman [32] proposed algorithms for resource allocation in a distributed cloud. Here also the authors consider the allocation of VMs only. They propose approximation algorithm for placing VMs in closer data centers. Alicherry and Lakshman [14] proposed algorithms for VM placement in cloud environment, optimizing data access latencies. The location of data is already available and they try to minimize the inter VM distance and VMdata node distances. But without optimizing data placement, optimizing only VM placement may not give a good result.
Tziritas et al. [36] addresses energy efficiency and network load minimization. The authors propose algorithms for application aware workload consolidation, considering both energy efficiency and network load minimization separately as well as together. But in these algorithms the authors consider a cloud environment with an initial placement and try to optimize the VM placement by migration for achieving energy efficiency and network load minimization. The authors consider interdependent VMs and try to consolidate into a PM that minimizes energy utilization. But in a cloud environment that provides data-intensive applications as a service, VM migration causes additional overhead. The number of VMs required to create a MapReduce cluster may not be consolidated in a single physical server.
He et al. [39] addresses VM consolidation to save energy by treating VMs as moldable. Moldable VMs can change their resource capacities during consolidation without jeopardizing QoS. Moldable VMs consolidate to fewer number of physical nodes than rigid VMs. Inter-VM communication and data transfer are not considered here.
Shabeera and Madhu Kumar [40] proposed algorithms for VM allocation in MapReduce cloud. They proposed Greedy, Random and PAM based algorithms for VM allocation. In all these cases they are not considering the data placement.
Di Martino et al. [41] survey the most recent developments on cloud computing in support for big data. These authors also highlight the challenges faced and the early results related to the development of data-intensive applications distributed across multiple cloud-based data centers.
Remedy [37] is a VM migration based approach for networkaware VM management in data centers. Intelligent VM migrations with network-awareness avoid network hotspots without degrading network performance of other flows in the network. The target hosts for migrating VMs are ranked based on the cost of migration modeled in terms of additional network traffic generated during migration, available bandwidth for migration and the resultant bandwidth after migration.
Purlieus [13] improves data locality in MapReduce cloud by coupling data placement with VM placement. They store the data on physical storage of the MapReduce clusters and the computing VMs are started on the same or nearby physical servers. Here the initial selection of the physical nodes is not mentioned. Purlieus mainly concentrates on the Map and Reduce scheduling part and not in the initial selection of the nodes. They assume that the PMs are connected to each other by a local area network. But in cloud environment, since it is highly distributed, optimally selecting the nodes itself is an NP-Hard problem.
CAM [16] uses a min-cost flow model for data and VM placement by considering storage utilization, changing CPU load and network link capacities. This approach considers both VM migration and delay scheduling. But these two techniques add additional overhead to the system. Coupled Placement Advisor (CPA) [38] is a framework for coupled placement of application storage and computation in data centers. In this approach the data and computations are placed based on the proximity and affinity relationships of compute and storage nodes.
Big data analytic's input data consists of terabytes or petabytes of data. For processing these, many VMs are required. So for improving the data locality, the input data needs more than one PM to store their data depending on the number of VMs it can hold. Execution time of data-intensive applications depend on the data transfer delay between the VMs in the cluster. So, the resources should be allocated minimizing the distances (network latency or hop count) between VMs and the data they are processing to improve the job completion time.
System architecture
A distributed cloud consists of multiple data centers distributed across the world. Each data center consists of racks of servers of varying type. These servers are virtualized for improving the resource utilization. Processing is done by the VMs and the type and number of VMs are decided according to the nature of job and the data size. In addition to this, the data storage requirement is normally very high for the data-intensive applications. Users of this cloud request service from the service provider by submitting data and job to be executed on the data. Unlike traditional data-intensive systems that use separate storage cloud and compute cloud, the architecture we have considered consists of a set of physical servers that work as both storage as well as compute cloud. The servers are virtualized and these VMs constitute the clusters for compute cloud. The data is distributed across the physical storage devices of the servers based on the servers' VM allocation capacities. Fig. 1 illustrates the cloud scenario being discussed in this paper.
In this architecture, the first phase is the profiling phase. When a job is submitted, it goes through the profiling phase [42] . This phase analyses the job and data, and decides the type of VMs and cluster size (number of VMs) to be allocated to process the job on the input data. Since our system considers homogeneous VMs at present, profiler outputs the required number of VMs. Starfish [43] is an open source tool to create profiler. Based on the cluster size, the VMs have to be placed in PMs.
The next phase is the selection of PMs from the available resource pool. This phase is the resource allocation phase. This phase selects the PMs that can accommodate the required number of VMs. The available resource pool is updated. Then the data are copied to the storage location of the PMs based on the VM allocation capacity and the jobs are started on the VMs. After job completion, the results are send back to the user.
In a cloud environment consisting of multiple data centers, it is possible that while allocating VMs, the allotment may be spanned over PMs on different data centers, which are far apart. So, at the time of resource allocation, the PMs have to be selected such that the sum of VM allocation capacities is at least the required demand of VMs and they are physically closer. This paper formulates this problem of finding adjacent PMs that can accommodate the required number of VMs and proposes an algorithm for the same and also to improve the job completion time.
Problem description and proof of hardness
Consider a distributed cloud environment in which the cloud data centers consisting of racks of PMs with enough storage capacity and predefined number of VMs. The distance between PMs denotes the access latency or hop count, that is assumed to be known earlier. The distance between two PMs is calculated by measuring the number of networking devices between them. We consider distance between PMs as processing delay of switches * number of switches between them. For example, if two PMs are in same rack, there is a ToR switch connecting the PMs. So, the distance will be the processing delay of this ToR switch. If the PMs are in two different racks, there will be two ToR switches and one or more higher level switches, depending on the underlying cloud network architecture.
The resource allocation algorithms used by the cloud provider have great impact on the performance of applications as well as cloud provider's profit and resource utilization. In the MapReduceas-a-Service cloud architecture we have considered, the resource allocation phase selects a set of PMs based on the VM hosting capacity. Input of this phase is the required number of VMs. After selecting the PMs, the input data is stored in the physical storage devices of the PMs. These data are processed by the VMs placed on the corresponding PMs. These VMs may interact with each other while processing data. Hence the resource allocator should select PMs that reduce cross network traffic and access delay.
The problem of selecting PMs for placing data and VMs (MinDistVMDataPlacement problem) is formally defined and its hardness is proved in the following subsections.
MinDistVMDataPlacement Problem
Given ðP; N; d; kÞ, where P ¼ f1; 2; 3; . . . ng are set of PMs, NðiÞ ¼ n i represents the number of VMs the ith PM can hold, d ij P 0 defines the distance between PM i and PM j (assume d ii ¼ 0 for all i), and the demand, k P 1, the MinDistVMDataPlacement problem is to pick a subset P 0 # P such that P i2P0 n i P k and P fi;jg # P0 d ij is minimum. This problem can be restated as: Given a positive integer k and a weighted complete graph GðV; E; N; dÞ, where V ¼ f1; 2; . . . ng such that vertex i represents PM i, every i 2 V is associated with a value NðiÞ which denotes the available number of VMs in PM i, each edge ði; jÞ is associated with a weight d ij , ie.
MinDistVMDataPlacement Problem translates to find U # V such that P i2U n i P k and
The formulation of the MinDistVMDataPlacement problem is:
Given a solution to this problem x Ã 2 f0; 1g n ; OptðGÞ ¼ fi : x i ¼ 1g denote the nodes picked and refer to this as the optimal solution. Note that this problem differs from the weighted clique problem and its variations [44] . Next section proves the NP-Hardness of the problem by reduction from the Minimum Knapsack problem.
Reduction from Minimum Knapsack problem to MinDistVMDataPlacement problem
This section shows that the MinKnapsack [45] is polynomial time reducible to MinDistVMDataPlacement. It is known that the Knapsack problem is NP-Complete [44] . Consequently, the MinDistVMDataPlacement problem is NP-hard [46] . Definition 1. Minimum Knapsack instance I ¼ ðn; N; S; kÞ consists of n items, {1; 2 . . . ; n} with NðiÞ ¼ n i , an integer value P 0 and size SðiÞ ¼ s i P 0; 1 6 i 6 n and demand k. The problem is to find T # f1; 2; . . . ; ng that minimizes the sum of items selected in T subjected to P j2T n j P k [47] .
The formulation of the MinKnapsack problem is:
Subject to X n i¼1 n i :x i P k;
x i 2 f0; 1gð1 6 i 6 nÞ
The notation, OptðIÞ ¼ fi : x i ¼ 1g for a given solution y Ã 2 f0; 1g n denote the items picked and this is referred as the optimal solution.
Reduction
Given an instance of the MinKnapsack problem, I ¼ ðn; N; S; kÞ , where. k is a positive integer.
An instance of the MinDistVMDataPlacement is defined as:
. . . ; ng and Y ¼ fn þ 1; n þ 2; . . . ; 2ng where i and n þ i are two distinct nodes in G corresponding to each item i 2 Ið1 6 i 6 nÞ.
Proof 1.
By Lemma 1, OptðGÞ should contain fn þ 1; n þ 2; . . . ; 2ng. These elements supply nM. Then to satisfy the demand nM þ k; OptðGÞ should contain X0 # X such that P u2X0 n u P k and P u2X0 s u is minimum.
Let OptðIÞ be the optimal solution for I. If OptðGÞ n fn þ 1; n þ 2; . . . ; 2ng -OptðIÞ, there exist another set, Opt0ðIÞ ¼ OptðGÞ n fn þ 1; n þ 2; . . . ; 2ng such that P i2Opt0ðIÞ n i P k and P j2OptðIÞ n j P k, P i2Opt0ðIÞ s i -P j2OptðIÞ s j .
To complete the proof, consider the following cases:
Case 1: P i2Opt0ðIÞ s i < P j2OptðIÞ s j . Then Opt0ðIÞ will be the optimal solution for I. Which contradicts the assumption that OptðIÞ is an optimal solution for I. We have proved that MinDistVMDataPlacement is NP-Hard. MinDistVMDataPlacement is a subset selection problem and computationally infeasible for large data centers. A subset selection problem is a problem of finding feasible subset of objects from an initial set of objects. Heuristic algorithm is an option for such problems. Heuristic approaches find ''rather good" solutions, that may be optimal. Ant Colony Optimization (ACO) metaheuristic algorithm have been successfully used to solve subset selection problems like maximum clique, Multidimensional Knapsack, Maximum Boolean Satisfiability, Maximum Constraint Satisfaction, Minimum Vertex Cover, Edge-Weighted k-Cardinality Tree and so on [48] . Brugger et al. [49] demonstrated that ACO perform superior to genetic algorithm for large problem instances. According to Solnon et al. [48, 50] ACO outperforms genetic algorithm, tabu search, simulated annealing for subset selection problems. In the next section, we present the ACO based algorithm for selecting subset of PMs for placing VMs and data, considering the sum of distances between the PMs.
ACO Metaheuristic Algorithm for Solving MinDistVMDataPlacement Problem
As mentioned in Section 2, most of the works in literature consider VM placement and data placement as separate problems. Actually in data-intensive applications, both the locations of data and VMs affect the data processing time. The VMs assigned to process the data should be close to the data. Here we have considered the cloud environments with racks of physical servers distributed across multiple data centers. These servers act as both data nodes and compute nodes. These servers are assumed to have enough storage capacity and fixed VM placement capacity. The data is stored in the physical storage space of the server and the VMs on the server perform computation on the corresponding data.
Given the number of VMs and data, a set of PMs that reside physically closer are to be selected for the cluster. The cloud environment is mapped to a weighted complete graph, where the vertices represent PMs and weights on the vertices represent the VM placement capacity of the PM. The weights on the edges represent distance between corresponding PMs. A subset of PMs has to be selected such that sum of weights of the selected vertices is at least equal to the required demand and the sum of edge weights between the selected vertices is minimum. The previous section proved that this problem is NP-Hard. This section proposes an algorithm to select a set of adjacent PMs having sum of VM placement capacities equal to the required number of VMs. The Ant Colony Optimization (ACO) metaheuristic algorithm [51, 52] is adapted for solving the VM and data placement problem in the cloud environment. After the selection of physical servers, data are copied into the servers and VMs are started to perform computation on these data. Algorithm 1 gives the pseudocode of Ant Colony Optimization(ACO) algorithm.
In MinDistVMDataPlacement problem, the desirability of vertices are not independent. The selection of a vertex depends on the subset of already selected vertices. Therefore Algorithm 1 follows clique pheromone strategy [48] . In the clique pheromone strategy, pheromone values are associated with every pair of vertices. The quantity of pheromone on the edge ðv i ; v j Þ represents the learned desirability of selecting both the vertices v i and v j within the same solution.
The pheromone components are stored in an n Â n matrix, where n is the number of vertices. A set of ants try building solution based on these pheromone values. Paths with more pheromone values have greater probability of selection. And after each solution building phase, the pheromone values are updated. The best solution built by these ants is kept globally. This procedure is repeated for a fixed number of times. The inputs to the algorithm are: The PMSet k keeps the set of PMs selected by ant k. Initially it is empty and gradually adds vertices into the set based on a probabilistic transition rule. The first vertex in the set is selected randomly. A new vertex v j is selected from candidate set based on the probabilistic transition rule. The probabilistic transition rule contains a pheromone factor (s factor ), which depends on the sum of pheromones on every pair of vertices ðv i ; v j Þ such that v i is a vertex already in PMSet. s factor of a particular node v j is calculated as:
The vertices from the candidate set with highest probability are added to the PMSet until their sum of weights becomes equal to at least the required demand (vmdmnd).
The probability function for selecting a vertex p i into the set of ant k denoted by PMSet k is
where a P 0 is an ACO specific parameter that control the influence of s. a determines the diversification. Decreasing the value of a emphasizes diversification. So the value of a has to be selected depending on the availability of time for solving. Eq. 5 finds the probability of every vertices in the candidate set and the one with highest probability will be selected for including in the set. Every ant build solution in this way. After this phase if a solution better than the Global Best Solution is found, the Global Best Solution will be updated with this new set. Next phase in Algorithm 1 is the pheromone updation. The pheromone values are updated for subsequent iterations according to the equation:
where q is the pheromone evaporation rate.
Pheromone evaporation is applied to decrease pheromone values. The aim of pheromone evaporation is to avoid an unlimited increase of pheromone values and to allow the ant colony to forget poor choices done previously [53] . Increasing the value of q also emphasizes the diversification by making pheromone evaporation slow. So, just like a, the value of q also has to be selected based on the availability of time to solve the optimization problem. Pheromone trails are bounded within ½s min ; s max to avoid a situation where all ants construct the same solution again and again without finding any better solution.
In the next iteration, the ants build solution based on this new pheromone values. This process is iterated according to the no of cycles given as input. But in each iteration whenever a vertex is selected from the candidate set, the weight of the vertex is compared with the demand, vmdmnd. If it is equal to at least vmdmnd the single vertex is returned as solution.
The heuristic factor g evaluates the promise of an object based on the solution an ant has built so far. This is useful for pheromone strategy in which the object's desirability is independent of other selected objects. But we are following a clique pheromone strategy. In the clique pheromone strategy, pheromone values are associated with every pair of objects, not with each object. The heuristic factor is not considered in this algorithm because it has been found that for clique pheromone strategy, it is better to use no heuristic factors [48, 54] . The computational cost analysis of the algorithm follows.
Computational cost
The number of ants in the algorithm is nbAnts and each ant build solution. If the number of hosts is denoted by jPj, the size of the distance matrix will be jPj Ã jPj. In the solution building process, pheromone trail matrix is created, which also has a size of jPj Ã jPj. Lines 3-39 will be repeated for a predefined number of cycles, no of Cycles. Lines 3-5 and 23-27 of Algorithm 1 execute nbAnts times. The candidate set for each ant is the set of PMs, so the while loop from lines 12 to 20 executes at the most jPj times. This while loop is repeated for each ant. So the computational cost of lines 6-21 will be OðnbAnts Ã jPjÞ. Lines 28-39 constitutes the pheromone updation phase. The pheromone updation phase takes OðjPj Ã jPjÞ time. Hence the computational cost for the algorithm is Oðno of cyclesðnbAnts þ nbAnts Ã jPj þ nbAnts þ jPj Ã jPjÞ. Since jPj ) nbAnts, this is Oðno of cycles Ã jPj Ã jPjÞ, which is OðjPj 2 Þ.
Time complexity of the algorithm is OðjPj 2 Þ and so the computational cost mainly depends on the number of hosts in the cloud.
Experimental evaluation and discussion
In a MapReduce cluster, data transfer occurs between different phases of job execution. We have carried out experiments for studying the role of distance between the allotted VMs on job completion time. The distance between VMs actually depends on the number of networking devices, the processing delay, and the bandwidth of the link in between them. If there are n VMs, the distance between every pair of VMs are added to get the total distance. Higher total distance means while communicating between the VMs, more number of higher level switches are involved and this results in congestion in higher level switches and delay in job completion time. Distance between two VMs is a function of underlying network latency and bandwidth between the PMs hosting the two VMs. If the VMs are on the same PM, their distance will be zero. Otherwise the distance depends on the number of switches and links between the PMs hosting the VMs. For studying the role of distance between VMs on job completion time, three Hadoop clusters are created with VMs. Each cluster is having four VMs. Each cluster consists of VMs created in IBM System 3100 M4 with Intel Xeon E3-1220 processor, 16 GB RAM and 1 TB hard disk and the configuration of the VM is 2 GB RAM, 2 cores and 20 GB disk.
If the VMs are in closer PMs, network delay and data transfer cost can be minimized. If the VMs are in same PM, the delay between VMs are negligible and the distances between these VMs can be taken as zero. There may be requirements for smaller number of VMs, that can be accommodated on single PM. The number of VMs that can be placed in a PM depends on its configuration and the configuration of the required VMs to be placed. For example, if a server has a configuration of 32 cores, 512 GB RAM, and 16 TB disk and the VM configuration is 2 GB RAM, 2 core and 128 GB disk, 16 VMs can be placed in this server. If a request for 10VMs comes, a cluster of 10 VMs can be created in this single server. And in this case, the data transfer delay will be negligible. If the configuration of a PM is 16 cores, 15 GB RAM, 2 TB hard disk and the configuration of the VM is 2 core, 4 GB RAM and 100 GB disk. Here, although the PM has 16 cores, the PM can place at the most 5 VMs, since the RAM size is 16 GB. So if the client demands for more VMs than the VM placement capacity of a single PM, it cannot be placed in this PM and need more than one PM. In this case (if the demand is greater that the VM placement capacity of a single PM), the PMs have to be selected such that they are close to each other. Data transfer between VMs takes time depending on the number of switches and links and their delays.
To study the impact of closeness of VMs on job completion time, we created three clusters. In cluster 1, all VMs are in single PM. Only one VM deployed per PM for clusters 2 and 3, although it can accommodate more. In Cluster 2, four VMs are distributed across 4 PMs in a rack. In Cluster 3, four PMs residing on four different racks are selected to place the VMs. Two benchmark MapReduce programs, namely, TeraSort and WordCount are executed on these three clusters. Fig. 3b shows the execution time of TeraSort in these three clusters with 1 GB and 10 GB data. Fig. 3a shows the execution time of WordCount in these three clusters with 1 GB and 10 GB data. From these results it can be concluded that if the VMs are in same or nearby PMs, the job completion time can be reduced.
We formulated the problem of VM and data placement, referred as MinDistVMDataPlacement and proposed an algorithm based on ACO metaheuristic. The ACO algorithm is compared with FFD and Distance-aware FFD. We used simulation-based evaluation to compare the performance of the proposed metaheuristic algorithm with the existing algorithms in literature, namely, FFD and Distance-Aware FFD. These algorithms have been simulated in the popular cloud simulation platform CloudSim [55] and evaluated based on topological data given by Benson et al. [56] . We have considered the data center topology shown in Fig. 4 . The host to switch links are 1GigE and the links between switches are 10 GigE. We assume uniform latency for all the switches.
We have extended CloudSim [55] by adding the concept of racks. Instead of adding hosts directly to the data centers, multiple racks are added to the data centers and hosts are assigned to the racks. So each host will have both rack id and data center id. Both FFD and Distance aware FFD are greedy approaches. These two algorithms sort the hosts in the decreasing order of VM allocation capacities. FFD selects the hosts from the sorted list until their sum of weights equal to at least the required number of VMs. FFD is not aware of the topology. Distance-aware FFD is a modified version of FFD. Distance aware FFD selects the first host from the sorted list and the remaining hosts are added based on the distance from the already selected hosts until the required demand is satisfied. This is a topology aware greedy approach.
Three input data sets are given to these algorithms. First one is UnivCloud, based on University data center topology (Univ1). UnivCloud consists of 18 racks. Each rack consisting of 40 servers. There are 720 servers in total. The second data set is based on Private data center topology (Prvt1) and we named it as PrvtCloud. PrvtCloud consists of two DCs, each with 25 racks consisting of 40 servers each. So there are 2000 servers in PrvtCloud. The third data set is MultiDCCloud, consisting of 10 DCs each with 25 racks. Some racks contain 20 servers and some racks contain 30 servers. In total there are more than 6000 servers in MultiDCCloud. All these input data sets follows the respective topologies given in [56] . All the servers are virtualized. Some servers are having 60 cores and some are with 40 cores. The VMs are assumed to have 2 cores and 4 GB RAM. So some of the PMs can place 30 VMs and some can place at the most 20 VMs.
MinDistVMDataPlacement is an optimization problem. When solving this problem, ACO algorithm has to intensify the search around the most promising racks and at the same time, it has to discover new and more successful search space. At each cycle, every ant build solution and the one with minimum objective function is kept as the global best solution. This is repeated for a fixed The execution time of the ACO Algorithm for these three data sets are shown in Fig. 5 . All the experiments are repeated for three cases: When there is no load in the system. That is, when all the VMs are available for allocation. The second case is with 50% load, ie when 50% of the VMs are already allocated. The third case is with 90% load. In the third case only 10% of the VMs are available for allocation.
We have compared the number of PMs allocated in our algorithm with the greedy approaches, First Fit Decreasing(FFD) and Distance-aware FFD. Fig. 6 compares the number of PMs selected for UnivCloud in FFD,Distance-aware FFD and ACO. Fig. 6a shows the number of PMs allocated in the three algorithms, when there is no load in the system. In this case we can see that the number of PMs are almost same. Fig. 6b shows the number of PMs allocated when the current load in the system is around 50%. In this case we can see that the number of PMs allocated increases in ACO and distance-aware FFD when the number of VMs requested increases compared to FFD. Fig. 6c shows the number of PMs allocated when the load is around 90%. Fig. 7 and 8 compares the number of PMs selected by FFD, Distance-aware FFD and ACO in PrvtCloud and MultiDCCloud respectively for the three different cases mentioned above. Multiple requests for VMs are given to these three algorithms. Number of VMs requested varied from 10 to 200 and is plotted for 10, 50, 100, 150 and 200 units of VMs.
Since FFD search and find PMs with maximum VM placing capacity, number of PMs in FFD is less than that in ACO. Distance-aware FFD selects the first PM from the sorted list just like FFD. But, the next PM is selected based on the distance from the selected host(s). The number of PMs selected in distanceaware FFD will always be greater than or equal to that of FFD. The number of PMs in distance-aware FFD may be lesser, greater, or equal to that of ACO. For example, if one node in a rack is with high VM placement capacity and all others in that rack have less VM allocation capacities, distance-aware FFD chooses more number of PMs.
We have compared the sum of distances between allocated VMs in the three algorithms. Here we considered hop count as the distance. Fig. 9 compares the sum of distances between currently allocating VMs in the selected PMs in UnivCloud by these algorithms. Fig. 9a compares the sum of distances between allocating VMs in the selected PMs when the current load is 0% in UnivCloud. VMs while the current load is 50%. Fig. 9c compares the sum of distances between currently allocating VMs when the load is 90%. Fig. 10 and 11 compare the sum of distances between VMs in selected PMs in PrvtCloud and MultiDCCloud respectively. The results shown in the above mentioned figures are the average of 50 runs. To measure the amount of variability relative to this average value, we calculated the coefficient of variation in each experiment. The results are shown in Figs. 12a, 12b , and 12c.
We can see that the number of PMs selected by FFD is always less than or equal to the number of PMs selected by ACO and distance-ware FFD. But, since FFD is not considering the distance between PMs, the selected PMs may be in different racks or in different data centers. This will increase the sum of distances between the allocated VMs. Although number of PMs selected in distance-aware FFD is sometimes less than that of ACO, the sum of distances are not optimized always. Because the selection is highly dependent on the first host being selected.
Since this VMs are hosting data-intensive applications, data will be transferred between VMs while execution is in progress. Data transfer between VMs takes time depending on the distance between these VMs and size of the data that is transferred. Fig. 9 shows that sum of distances between VMs of the selected PMs in UnivCloud is very much lesser in ACO than FFD. This is true for all the other three cases also. So ACO gives subset of PMs with required amount of VM allocation capacity that minimizes the sum of distances between VMs.
We used simulation-based evaluation to compare the job completion time on clusters created by our proposed metaheuristic algorithm with the existing algorithms, namely, FFD and DistanceAware FFD. We simulated MapReduce job execution on clusters of 200 VMs created using ACO, FFD, and Distance-Aware FFD. The experimentation is repeated for UnivCloud, PrvtCloud, and MultiDCCloud. Input data of size 200 GB is assigned to each cluster and the job completion time is measured for each case. Fig. 13 shows the job completion time on these clusters. These results show that the data transfer delay has a significant role on the job completion time. Since the input size, VM configuration, and cluster size are same, the difference in job completion time is due to the delay in data transfer between the computing VMs. The data transfer delay is dependent on the number of networking devices and links between the computing VMs, which is defined in this paper as distance between the VMs. So we can infer that the job completion time increases with increase in distance between the VMs that execute the job. 
Conclusion
Data-intensive applications hosted in cloud help the end user with on demand processing of huge amount of data. In dataintensive applications, the computing nodes transfer data between nodes during execution. Since the cloud environment is virtualized, the data and VMs should be placed in an optimized way to improve the application performance. The primary focus of this work is to select subset of PMs such that their total VM allocation capacity is at least the required demand of VMs, minimizing the data transfer delay between them. Ant Colony Optimization metaheuristic algorithm is used for selecting a subset of PMs that satisfies this objective. After selecting the PMs, the data are copied to the storage devices of the PMs and the required number of VMs are started on the PMs based on their VM allocation capacities. Simulation results show that this selection decreases the sum of distances between VMs and hence reduces the job completion time.
This paper considers only homogeneous VMs. The future work includes allocating heterogeneous VMs according to the users' requests, so that the resource utilization can be maximized without deteriorating the job completion time on the allocated VMs. In this paper we are assuming a replication factor of the data blocks as one. Our future work consider a replication factor 'R' and partitions the nodes in the cloud provider's side into 'R' partitions such that distances between partitions are maximized. Handling multiple requests at the same (batch request) is not considered currently. We assume that the scheduler has a queue, and according to the scheduling policy, only one request comes to the profiler phase and do the allocation, updates the cloud resource pool and fetch the next request from the queue. Including batch request processing is another possible extension of this work.
