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Bau eines Spinnenroboters
Bericht zum Projekt des Lego Mindstorms Seminars
Philipp Schu¨mann, ET-IT
Otto-von-Guericke-Universita¨t Magdeburg
Zusammenfassung—Moderne Roboter verwenden immer o¨fter
Bilderkennung um sich zu Orientieren und ihre Aufgabe zu
erfu¨llen. Durch immer ho¨here Kameraauflo¨sungen ko¨nnen selbst
kleine Details besser erkannt werden. Die Auswertung von Bild-
daten verbraucht viel Rechenleistung und nicht immer mu¨ssen
kleinste Details erkannt werden. Im Folgenden wird versucht eine
Mo¨glichste schnelle Zielerfassung mithilfe von Bildverarbeitung
zu realisieren. Die Bilder werden durch ein Gu¨tekriterium in der
Gro¨ße variiert, um so die Auswertung zu beschleunigen.
Schlagwo¨rter—Bildauswertung, Lego, Matlab, Spinne, Zieler-
fassung
I. EINLEITUNG
D IE Bildauswertung wird bei Robotern immer wichtiger.Vor allem in der Industrie ermo¨glicht diese dem Roboter
immer komplexere Aufgaben zu lo¨sen, doch auch privat
kommen immer ha¨ufiger Roboter mit Bildauswertungstechnik
zum Einsatz. In der Industrie ermo¨glichen Roboter das Arbeiten
an gefa¨hrlichen Orten, ohne dabei Menschen zu gefa¨hrden.
Auch ist Bildauswertung an Robotern sehr gut geeignet um
das Zusammenarbeiten zwischen dem Roboter und Menschen
zu ermo¨glichen.
In dem Projekt im Rahmen des LEGO Mindstorms Seminars
wurde ein Roboter entworfen und programmiert, der in der Lage
sein sollte, auf ein Ziel, welches mithilfe von Bildauswertung
erkannt werden sollte, sich auszurichten und zu schießen.
Die Konstruktion des Roboters in Form einer Spinne kann
fu¨r unwegsames Gela¨nde verwendet werden, in dem normale
Roboter mit Ketten oder Ra¨dern sich nicht fortbewegen ko¨nnen.
Der Roboter wurde aus LEGO gebaut, zum Antrieb des
Roboters wurden ein NXT-Baustein und drei NXT-Motoren
verwendet. Programmiert wurde der Roboter in Matlab mit
der Toolbox der RWTH Aachen [3]. Zusa¨tzlich zu Legoteilen
wurde eine IP-Webcam in Form eines Handys sowie eine kleine
Batteriebox verbaut.
II. VORBETRACHTUNGEN
Die Idee zu dem Spinnenroboter hat sich aus zwei Teilideen
zusammengesetzt. Diese werden hier kurz vorgestellt.
A. Roboter mit Zielerkennung
Bereits im vorherigen Jahr haben Studenten im Rahmen des
Lego-Projektes einen Roboter gebaut, der sich selbststa¨ndig auf
ein Ziel ausrichtet. Dieser ist in Abbildung 1 zu sehen. Das wur-
de damals mit Ultraschallsensoren zur Zielerfassung umgesetzt.
Ultraschallsensoren haben nur ca. 25 cm Reichweite. Dies war
uns zu Wenig, deshalb wurde anstatt der Ultraschallsensoren
eine IP-Webcam verwendet.
Abbildung 1. Legoroboter aus dem Mindstorms-Seminar 2017 [2]
B. Spinnenroboter
Das Design des Roboters wurde durch den Film ”Wild
Wild Westı¨nspiriert. In dem Film wurde von Wissenschaftlern
eine sehr große schwer bewaffnete Metallspinne gebaut. In
Abbildung 2 ist ein Nachbau der Spinne mit Lego zu sehen.
Diese ist aber nicht mechanisiert.
III. HAUPTTEIL
A. Konstruktion
Wa¨hrend der Umsetzung des Projektes wurde schnell klar,
dass beim Design ein paar Abstriche gemacht werden mussten,
so hat das Spider-Vehicle nur 6 anstatt der fu¨r eine Spinne
u¨blichen 8 Beine bekommen. Diese Beine konnten auch keine
Gelenke bekommen, sondern sind nur starr gerade. Gelenke
ha¨tten die Stabilita¨t der Beine verringert und auch fehlten die
Steuermo¨glichkeiten fu¨r diese. Ein Gesamtbild des Roboters
ist in Abbildung 3 zu sehen. Bei dem Roboter war vor
allem die Stabilita¨t entscheidend, da das ganze Gewicht nur
auch den 6 Beinen lag, von denen meistens nur 3 Beine
auf dem Boden standen. Die anderen 3 Beine beru¨hrten den
Boden meist aufgrund der Laufbewegung nicht. Die Unterseite
der Fu¨ße ist mit Gummi ausgeru¨stet wie in Abbildung 4
zu sehen ist. Diese verhindern das Rutschen der Fu¨ße beiDOI: 10.24352/UB.OVGU-2018-048 Lizenz: CC BY-SA 4.0
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Abbildung 2. Lego Spinnenroboter nachgebaut aus dem Film ”Wild Wild
West”[1]
Abbildung 3. Roboter
Abbildung 4. Roboterfu¨ße
Lauf- oder Drehbewegungen des Roboters. Auch die Pra¨zision
der Bewegungen konnte damit erho¨ht werden. Der na¨chste
Punkt, der mit der Stabilita¨t des Roboters einhergeht ist der
Schwerpunkt des Roboters. Aufgrund der vorne angebauten
Kanone, sowie der IP-Webcam in Form eines Handys, musste
ein entsprechendes Gegengewicht geschaffen werden. Das
wurde durch die Befestigung der Motoren, sowie eine kleine
Batteriebox hinten am Roboter ausgeglichen. Die Batteriebox
hat zudem noch den Vorteil, dass die IP-Webcam noch mit
zusa¨tzlichem Strom versorgt wird. Die Kanone ist so ange-
bracht, dass sie in einem 45° Winkel schießt, siehe Abbildung
5. Der 45° Winkel ermo¨glicht Schu¨sse mit 150 cm Reichweite.
Der waagerechte Schuss dagegen hatte nur eine Reichweite
von 40 cm. Da ein NXT auf drei Motoren beschra¨nkt ist, war
es nicht mo¨glich die Kanone im Schusswinkel Variabel zu
machen. Das Ziel des Roboters wurde im Design eines Panzers
Abbildung 5. Kanone des Spinnenroboters
gestaltet wie in Abbildung 6 zu sehen ist. Diese Form wurde
einerseits aus Designgru¨nden gewa¨hlt, aber auch um die Gro¨ße
des Ziels zu vergro¨ßern und damit die Wahrscheinlichkeit das
Ziel nicht zu treffen zu verringern.
Abbildung 6. Roboterfu¨ße
B. Programmierung
In Bild 7 ist die grafische Benutzer Schnittstelle zu sehen.
Links oben befinden sich die Steuerelemente nur manuellen
Steuerung des Roboters. Wenn eine Bewegungsaktion aktiviert
wird, bewegt sich der Roboter so lange, bis entweder eine
andere Bewegungsaktion gestartet wird, oder der Roboter
mithilfe des Stop-Buttons angehalten wird. Der Stopp-Button
stoppt den Roboter aber nicht direkt, da dieser sich bei einem
Stopp in eine stabile Standposition begibt. Durch Drehungen
des Roboters ist es mo¨glich, das die Fu¨ße eine Stellung
einnehmen, in der der Roboter umkippen kann. Au der rechten
Seite sieht man das Bild von der IP-Webcam. Auf dem Bild ist
mit dem blauen Kreis das aktive Ziel markiert, alle weiteren
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Abbildung 7. GUI
mo¨glichen Ziele wu¨rden mit einem roten Kreis markiert
werden.
Die unteren Schaltfla¨chen sind fu¨r die automatische Zielfin-
dung. Mit dem Detect-Button wird ein aktuelles Bild von der
IP-Webcam abgerufen, alle Ziele werden auf dem Bild markiert
und dann rechts in der GUI angezeigt. In dem Dropdown-
Menu¨ werden alle mo¨glichen gefunden Ziele angezeigt. Das
ausgewa¨hlte Ziel wird blau markiert. Die Namen fu¨r die Ziele
sind Angaben zur Gro¨ße des Ziels, sodass die Zielauswahl
dadurch erleichtert wird.
Im Input-Feld ganz rechts kann die Anzahl der Schu¨sse, die
auf das Ziel abgegeben werden, eingegeben werden. Der letzte
Button ”Fireßtartet den Algorithmus, mit dem sich der Roboter
auf sein Ziel ausrichtet.
Der Algorithmus startet immer mit einem neuen Abruf von
der IP-Webcam. Auf dem Bild wird das ausgewa¨hlte Ziel erneut
gesucht, auf Basis von der Position und Gro¨ße des Ziels, das
zuvor ausgewa¨hlt wurde.
Die Bildverarbeitung u¨bernimmt die Imageprocessing-
Toolbox in Matlab. Die Funktion imfindcircles markiert alle
kreisfo¨rmigen Objekte auf dem Bild und gibt deren Mittelpunkt
und Radius in einer Matrix zuru¨ck. Da die Zielfindung u¨ber
die Form und nicht u¨ber die Farbe la¨uft muss die Funktion nur
zwei mal aufgerufen werden, um alle kreisfo¨rmigen Ziele zu
finden.
Die Funktion wird einmal fu¨r Objekte mit hellerer Farbe
als der Hintergrund und einmal mit dunklerer Farbe als der
Hintergrund aufgerufen. Das Bild wird vor der Auswertung
in ein Graustufenbild umgewandelt. Um nicht das Ziel bei
fa¨lschlicherweise neu gefundenen Zielen zu verlieren wird nicht
das vollsta¨ndige Bild ausgewertet, sondern nur ein Teil des
Bildes auf Basis eines Gu¨tekriteriums der vorherigen Bewegung.
Sollte kein Ziel mit dem aktuellen Gu¨tekriterium gefunden
werden wird das Gu¨tekriterium verschlechtert. Nach fu¨nf Fehl-
schla¨gen in Folge wird der komplette Zielfindungsalgorithmus
abgebrochen und muss neu gestartet werden.
Die Sollposition des Ziels ist die Mitte des Bildes und ist
somit bekannt. Fu¨r die ersten Schritte des Algorithmus wird
auch nur die x-Achse des Bildes beachtet und somit wird die
Ho¨he des Ziels ignoriert. Sollte das Ziel sich links von der
Sollposition befinden dreht sich der Roboter nach links, analog
dazu, wenn sich das Ziel rechst von der Sollposition befindet,
dreht sich der Roboter nach rechts. Sobald sich das Ziel im
mittleren Drittel des Bildes befindet, geht der Algorithmus zu
Schritt zwei u¨ber und das Gu¨tekriterium wird verbessert, sollte
das nicht der Fall sein, wird der aktuelle Schritt wiederholt.
Im zweiten Schritt des Algorithmus wird der Abstand
zum Ziel angepasst. Der Abstand wird aus der Bildgro¨ße im
Vergleich zur bekannten Gro¨ße des Ziels bestimmt. Ist das Ziel
zu Klein auf dem Bild, bewegt sich der Roboter auf das Ziel zu.
Wieder analog dazu bewegt sich der Roboter ru¨ckwa¨rts, wenn
das Ziel zu Groß auf dem Bild ist. Falls Aufgrund der Vorwa¨rts-
oder Ru¨ckwa¨rtsbewegung das Ziel das mittlere Drittel des
Bildes verla¨sst, wird das Gu¨tekriterium verschlechtert und der
erste Schritt wird erneut ausgefu¨hrt. Wenn die Entfernung des
Ziels innerhalb des zula¨ssigen Bereichs liegt, ist die grobe
Ausrichtung abgeschlossen, das Gu¨tekriterium wird erneut
verbessert und die Feinausrichtung beginnt.
Die Feinausrichtung ist relativ langsam. Aufgrund der
Konstruktion des Roboters mit den Beinen sind minimale
Bewegungen schwierig zu realisieren, da sich bei einer Drehung
auch immer der Abstand der Kanone zum Boden vera¨ndert,
sowie auch der Winkel der Kanone variiert je nach Position
der Beine. Der Abstand der Kanone zum Boden variiert nur
wenig und kann daher vernachla¨ssigt werden. Die Variation
des Winkels der Kanone muss aber beachtet werden, da die
Kanone sonst sehr leicht u¨ber das Ziel schießen kann, oder
auch nur den Boden vor dem Ziel treffen kann. Da der Winkel
der Kanone nicht wirklich vera¨ndert werden kann, wurde ein
Bereich definiert, in dem ein Treffen des Ziels mo¨glich ist.
Der Winkel wird aus dem Rotationssensor der IP-Webcam
ausgelesen. Die IP-Webcam bietet eine REST-Api Schnittstelle,
um deren Sensordaten im JSON-Format auszulesen. Vor jedem
Abruf von der IP-Webcam, Sensordaten und Bilder, muss bei
der Feinausrichtung eine kurze Pause eingelegt werden, da
sonst aufgrund der Verzo¨gerung der IP-Webcam bzw. der
U¨bertragung ein nicht aktuelles Bild oder ein verschwommenes
Bild u¨bertragen wird.
Die Feinausrichtung ist nochmals in 3 Unterstufen unterteilt,
abha¨ngig davon wie nah das Ziel an der Sollposition ist. Auf
150 cm Reichweite mit einer Kugel mit 1 cm Radius ein
Ziel zu treffen, das einen Radius von 3 cm hat. Ein Grad
Abweichung ergibt auf 150 cm eine seitliche Verschiebung von
3 cm, auf Grund von der Gro¨ße des Ziels steht damit auch der
Zielbereich fest, da die maximale Abweichung, mit der das Ziel
noch getroffen werden kann, somit bei +−1% liegt. Da dieser
Bereich sehr klein ist und aufgrund von der Konstruktion des
Roboters mit 6 Beinen dreht sich der Roboter mehrfach u¨ber das
Ziel, verbessert dabei aber immer die Distanz zwischen der Soll-
und Istposition des Ziels. Wenn eine Ausrichtung gefunden
wurde wird der Winkel der Kanone mithilfe der Sensordaten
von der IP-Webcam gepru¨ft. Sollte der Winkel außerhalb des
gu¨ltigen Bereichs liegen wird versucht diesen zu verbessern,
indem sich der Roboter ru¨ckwa¨rts oder vorwa¨rts bewegt, da
dadurch sich die Zielposition mo¨glichst wenig vera¨ndert. Wenn
das Ziel trotzdem nicht mehr im Bereich +−1% liegt, wird die
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Feinausrichtung fortgesetzt. Jeder Zyklus der Feinausrichtung
dauert inklusive Bewegung des Roboters ca. 4 Sekunden.
Da der Datenverkehr zwischen der IP-Webcam und dem
Rechner sehr hoch ist, wurde ein eigenes kleines Netzwerk
fu¨r diesen Zweck eingerichtet. Durch das private Netzwerk
ist es auch sichergestellt, dass niemand sonst zugriff auf die
IP-Webcam des Roboters bekommt.
IV. ERGEBNISDISKUSSION
Das Endergebnis ist ein Spinnenroboter mit 6 Beinen. Die
Gewichtsverteilung und Stabilita¨t des Roboters konnten ausrei-
chend optimiert werden, obwohl die baulichen Mo¨glichkeiten
begrenzt waren.
Aufgrund der baulichen Begrenzungen ist unser Spinnen-
roboter nicht Gela¨ndetauglich. Die Schrittho¨he ist dafu¨r zu
niedrig und auch haben die Beine keine Gelenke.
Mithilfe der GUI kann der Roboter manuell gesteuert werden,
da der Roboter u¨ber Bluetooth verbunden ist und u¨ber eine
IP-Webcam verfu¨gt muss man den Roboter selbst beim Steuern
nicht unbedingt im Blick haben.
Die GUI kann auch die automatische Zielerfassung starten.
Diese hat beim Schießen mit hoher Zuverla¨ssigkeit das Ziel
getroffen.
Der Roboter war in der Lage die ihm gestellte Aufgabe, das
Suchen und Abschießen eines Ziels, zu erfu¨llen.
V. ZUSAMMENFASSUNG UND FAZIT
Im Rahmen des Legoprojektes ist es gelungen einen Spinnen-
Roboter zu bauen, der in der Lage ist, ein Ziel mithilfe eines
Bildes zu erfassen und dieses abzuschießen. Die Zielerfassung
la¨uft u¨ber ein mehrschrittiges System mit einem Gu¨tekriterium
um den Rechenaufwand und somit auch die Rechenzeit zur
Bildauswertung zu reduzieren. Die Bildauswertung ko¨nnte unter
Zuhilfenahme eines Grafikprozessors noch weiter beschleunigt
werden. Die Zielerfassung funktioniert nur fu¨r stationa¨re Ziele
die durch einen Kreis oder eine Kugel markiert sind. Die
Zielerfassung ist somit noch verbesserungswu¨rdig, dies Wu¨rde
aber u¨ber den Rahmen des Praktikums hinausgehen und auch
die Motoren wa¨ren fu¨r diesen Schritt nicht gut geeignet.
Allgemein war die Konstruktion des Roboters in Form einer
Spinne nur wenig geeignet fu¨r eine Feinausrichtung, mit
einem Kettenfahrzeug wa¨re eine Ausrichtung einfacher mo¨glich
gewesen, aber es wurde mit dem Spinnenfahrzeug realisiert.
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