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It is shown that the generalized Ornstein–Uhlenbeck operator “with potential” AΦ,G,V u :=
u − ∇Φ · ∇u + G · ∇u − V u with suitable domain generates an analytic semigroup on
the weighted space Lp(RN ,μ), 1 < p < ∞, where μ(dx) = e−Φ dx. The result extends the
generation theorem established by Metafune–Prüss–Rhandi–Schnaubelt when V ≡ 0 to the
case where V ≡ 0, while the proof is based on their useful theorem that a class of second
order elliptic operators generates an analytic semigroup on the unweighted space Lp(RN ).
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
In stochastic analysis and in quantum mechanics there has been an increasing interest in differential operators with
unbounded coeﬃcients and with potentials, respectively. The Ornstein–Uhlenbeck operator
A1u = u − x · ∇u
and the Schrödinger operator
A2u = u − V u
are known as important examples of such operators. Concerning the Lp-theory of generalized operators including A1 and A2,
we can refer to Cannarsa and Vespri [1]. In particular, for the Lp-theory of A1 see e.g., Da Prato and Vespri [2], Metafune,
Prüss, Rhandi and Schnaubelt [5]; for the Lp-theory of A2 see Okazawa [7] and [8]. Recently, Metafune, Prüss, Rhandi and
Schnaubelt [6] proved that the generalized Ornstein–Uhlenbeck operator
AΦ,Gu = u − ∇Φ · ∇u + G · ∇u
with domain W 2,p(RN ,μ) generates an analytic semigroup on Lp(RN ,μ), 1 < p < ∞, where μ(dx) = e−Φ dx.
In this paper we extend their result in [6] partially to the case where AΦ,G is perturbed by a potential V . Namely, we
consider the following generalized Ornstein–Uhlenbeck operator with potential:
AΦ,G,V u := u − ∇Φ · ∇u + G · ∇u − V u (1.1)
on Lp(RN ,μ), 1 < p < ∞, where μ(dx) = e−Φ dx. Under the suitable assumption on Φ : RN → [0,∞), G : RN → RN and
V : RN → [0,∞) we show that AΦ,G,V with domain W 2,pV (RN ,μ) generates an analytic semigroup T (·) on Lp(RN ,μ),
where
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(
R
N ,μ
) := {u ∈ Wk,ploc (RN); Dαu ∈ Lp(RN ,μ) if |α| k, V u ∈ Lp(RN ,μ)}
is the Banach space endowed with norm
‖u‖
Wk,pV (R
N ,μ)
:= ‖u‖Wk,p(RN ,μ) + ‖V u‖Lp(RN ,μ).
Here we introduce the following conditions on Φ , G and V .
(A1) 0Φ ∈ C2(RN ), G ∈ C1(RN ,RN), 0 V ∈ C1(RN ) and ∫
RN
e−Φ(x) dx < ∞.
(A2) ∀ε > 0 ∃Cε > 0; |divG| + |D2Φ| ε(|∇Φ|2 + V ) + Cε .
(A3) ∃β ∈ R; G · ∇Φ − divG − V  β .
(A3)′ G · ∇Φ = divG and V ≡ 0.
(A4) ∃γ > 0; |G| γ (|∇Φ| + V 1/2 + 1).
(A5) ∃λ > 0 ∃Kλ > 0; |∇V | λV 3/2 + Kλ , with
λ
[√
(|p − 2| + pγ )2
p
+ γ 2 + p
4
λ
]
< 1. (1.2)
Under these conditions with “V ≡ 0” it is proved in [6, Theorem 7.4] that the operator AΦ,G := AΦ,G,0 with domain
W 2,p(RN ,μ) generates an analytic semigroup on Lp(RN ,μ) and has good properties in Lp(RN ,μ) with weighted measure
μ(dx) = e−Φ(x) dx. The purpose of this paper is to extend [6, Theorem 7.4] partially to the case where V ≡ 0. Here we would
like to emphasize that conditions (A1)–(A5) are milder than those introduced in [6, Section 7], and hence it is expected that
our result has wider applications.
Before stating our results, we give some deﬁnitions.
Deﬁnition 1. Let X be a Banach space and put
∑
(φ) := {z ∈ C; |arg z| < φ}\{0}. Then a family of bounded linear operators
{T (z); z ∈∑(φ) ∪ {0}} ⊂L(X) is called an analytic semigroup (of angle φ ∈ (0,π/2]) if
(i) T (0) = I and T (z1 + z2) = T (z1)T (z2) for z1, z2 ∈∑(φ);
(ii) lim∑(φ′)z→0 T (z)u = u for u ∈ X and 0 < φ′ < φ;
(iii) z → T (z) is analytic in ∑(φ).
Deﬁnition 2. Let X be a Banach space and T (·) a semigroup of bounded linear operators on X . Then the linear operator
Au := lim
t↓0
T (t)u − u
t
for u ∈ D(A) :=
{
u ∈ X; lim
t↓0
T (t)u − u
t
exists
}
is called the generator of the semigroup T (·). Equivalently, we say that A generates the semigroup T (·).
Deﬁnition 3. We say that a ﬁnite Borel measure ν on RN is an invariant measure for a semigroup T (·) on Cb(RN ) if∫
RN
T (t) f ν(dx) =
∫
RN
f ν(dx) for f ∈ Cb
(
R
N), t  0,
where Cb(RN ) denotes the space of bounded continuous functions.
Now we state our main results of this paper. The ﬁrst theorem is concerned with the generation of the analytic semi-
group by AΦ,G,V .
Theorem 1.1. Let 1 < p < ∞. Assume that conditions (A1), (A2), (A3), (A4) and (A5) are satisﬁed. Then the operator AΦ,G,V deﬁned
by (1.1) with domain D(AΦ,G,V ) = W 2,pV (RN ,μ) generates an analytic semigroup T (·) on Lp(RN ,μ), where μ(dx) = e−Φ(x) dx.
The second theorem gives some good properties of the semigroup T (·). One can see that the choice of the weight is
reasonable since, when V ≡ 0, it reduces to the invariant measure of the underlying Markov process.
Theorem 1.2. The semigroup T (·) in Theorem 1.1 has the following properties:
(i) ‖T (t)‖Lp(RN ,μ)  etβ/p for t  0.
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(iii) μ is an invariant measure for T (·) if and only if (A3)′ holds in addition.
In Section 2 we introduce the useful result established by [6] in the “unweighted” space Lp(RN ). More precisely, the
operator
Av = ∇(a∇v) + F · ∇v − V˜ v
generates an analytic semigroup on the unweighted space Lp(RN ) (see Theorem 2.4). Using this result, we prove that
AΦ,G,V generates an analytic semigroup on the weighted Lp(RN ,μ). In Section 3 we prepare the basic inequalities in order
to prove Theorem 1.1. Section 4 is devoted to the proofs of Theorems 1.1 and 1.2. In particular, (A1) and (A3)′ imply that
the ﬁnite measure μ(dx) is the invariant measure for T (·). In fact, (A3)′ is only needed for this purpose. Also, (A3) implies
the dissipativity of AΦ,G,V − β/p. The growth assumptions (A2) and (A4) allow us to use Theorem 2.4 and to compute the
domain of AΦ,G,V . Moreover, we can apply a basic inequality (see Proposition 2.1) for V by virtue of (A5).
Notation. C0(RN ) (C∞0 (RN )) denotes the space of continuous functions (C∞-functions) with compact support and Cb(RN )
means the space of bounded continuous functions. For 1 < p < ∞ and k ∈ N, Wk,p(RN ) denotes the usual Sobolev space.
We set
D ju = ∂u
∂x j
and D2u =
(
∂2u
∂x j∂xk
)
.
2. Preliminaries
This section gives preliminary results obtained in [6, Sections 2 and 3]. The main result of this section is, under the
following conditions on the functions a = (a jk) ∈ C1(RN ,RN2 ), F ∈ C1(RN ,RN ) and V˜ : RN → [0,∞), the operator
Av = ∇(a∇v) + F · ∇v − V˜ v =
N∑
j,k=1
D j(a jkDkv) + F · ∇v − V˜ v
with domain W 2,p
V˜
(RN ) = {v ∈ W 2,p(RN ); V˜ v ∈ Lp(RN )} generates an analytic semigroup on the unweighted space Lp(RN ),
1 < p < ∞.
(H1) a jk ∈ C1b (RN ) = {u ∈ C1(RN ); Dαu ∈ Cb(RN ) if |α| 1} are real-valued functions with a jk = akj and
∑N
j,k=1 a jk(x)ξ jξk 
ν|ξ |2 for all x, ξ ∈ RN and some constant ν > 0.
(H2) U ∈ C1(RN ) is a function such that U  c0 > 0 and |∇U | λ′U3/2 + Kλ′ for some constants c0, λ′ > 0 and Kλ′  0.
(H3) V˜ : RN → [0,∞) is measurable and U  V˜  c1U for some constant c1  1.
(H4) The function F ∈ C1(RN ,RN ) satisﬁes |F | κU1/2 for some constant κ > 0.
(H5) There exists a constant θ < p such that θU + div F  0.
Proposition 2.1. (See [6, Proposition 2.3].) Let U be a function satisfying (H2). Then there exist two constants α,ε0 > 0 (depending
only on λ′, Kλ′ , c0) such that for 0 < ε  ε0,1 p ∞ and v ∈ C∞0 (RN ),∥∥U 12 |∇v|∥∥Lp(RN ) ε‖v‖Lp(RN ) + αε ‖U v‖Lp(RN ). (2.1)
Now we introduce the space
W 2,pU
(
R
N) := {v ∈ W 2,p(RN); U v ∈ Lp(RN)}, 1 < p < ∞.
This space is the Banach space endowed with norm
‖v‖
W 2,pU (R
N )
:= ‖v‖W 2,p(RN ) + ‖U v‖Lp(RN ), 1 < p < ∞.
Lemma 2.2. (See [6, Lemma 2.5].) Let U ∈ C(RN ). Then C∞0 (RN ) is dense in W 2,pU (RN ) for 1 < p < ∞.
Remark 2.3. Lemma 2.2 implies that (2.1) holds also for v ∈ W 2,pU (RN ). In fact, there exists vn ∈ C∞0 (RN ) such that vn → v
in W 2,p(RN ). From Fatou’s lemma we see thatU
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 lim
n→∞
(
ε‖vn‖Lp(RN ) +
α
ε
‖U vn‖Lp(RN )
)
= ε‖v‖Lp(RN ) +
α
ε
‖U v‖Lp(RN ).
We now come to the main result of this section.
Theorem 2.4. (See [6, Theorem 3.4].) Assume that conditions (H1), (H3), (H4) and (H5) are satisﬁed. If (H2) holds with λ′ satisfying
θ
p
+ (p − 1)λ′
[
κ
p
+ Mλ
′
4
]
< 1, (2.2)
where M := supx∈RN max|ξ |=1
∑N
j,k=1 a jk(x)ξ jξk, then (A,W
2,p
U (R
N )) generates an analytic semigroup T p(·) on Lp(RN ),
1 < p < ∞, such that ‖T p(z)‖ 1 for |arg z| φp and some φp > 0.
Remark 2.5. Let c′ be a positive constant. By considering V˜ + c′ instead of V˜ , Theorem 2.4 shows that (A,W 2,pU (RN ))
generates an analytic semigroup on Lp(RN ), 1 < p < ∞, if we replace (H3) with U  V˜ + c′  c′1U .
3. Basic inequalities
In this section we show basic inequalities in order to prove Theorem 1.1. The assertions in the case where V = 0 are
shown by [6], so that we extend their results. Before proving the inequalities, we ﬁrst give the following lemma for the
space Wk,pV (R
N ,μ) introduced in Section 1. The proof is the same as in Lemma 2.2 [6, Lemma 2.5].
Lemma 3.1. Let V ∈ C(RN ). Then C∞0 (RN ) is dense in Wk,pV (RN ,μ) for 1 < p < ∞.
The next lemma is only needed for the proof of Proposition 3.3. The same assertions are used in [6], so that we omit
the proof here.
Lemma 3.2. Let 1 < p < ∞. Then the following assertions hold:
(i) There exist a1,a2 > 0 such that
tp  a1
(
1+ t2) p2 −1t2 + a2 for t  0. (3.1)
(ii) For each ε > 0 there exists bε > 0 such that(
1+ t2) p2 −1  ε(1+ t2) p2 −1t2 + bε for t  0. (3.2)
(iii) There exist c1, c2 > 0 such that(
1+ t2)p′( p2 −1)t p′  c1(1+ t2) p2 −1t2 + c2 for t  0, (3.3)
where 1/p + 1/p′ = 1.
Now we give the basic inequalities which play an important role in the domain characterization of AΦ,G,V . In particular,
(i) is a new viewpoint to derive (ii) and (iii).
Proposition 3.3. Let 1 < p < ∞. Assume that conditions (A1), (A2) and (A5) are satisﬁed. Then there exist constants C1,C2,C3 > 0
such that
(i)
∥∥|∇Φ|u∥∥Lp(RN ,μ)  C1‖u‖W 1,p
V 1/2
(RN ,μ)
for u ∈ W 1,p
V 1/2
(
R
N ,μ
)
,
(ii)
∥∥|∇Φ|u∥∥Lp(RN ,μ)  C2‖u‖W 1,pV (RN ,μ) for u ∈ W 1,pV (RN ,μ),
(iii)
∥∥|∇Φ||∇u|∥∥Lp(RN ,μ)  C3‖u‖W 2,pV (RN ,μ) for u ∈ W 2,pV (RN ,μ).
In particular, AΦ,G,V : W 2,p(RN ,μ) → Lp(RN ,μ) is bounded if (A4) holds in addition.V
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for u ∈ C∞0 (RN ), where c > 0 is a constant and ‖ · ‖Lpμ = ‖ · ‖Lp(RN ,μ) . From (3.1) it follows that there exist two constants
a1,a2 > 0 such that∥∥|∇Φ|u∥∥p
Lpμ
 a1
∫
RN
(
1+ |∇Φ|2) p2 −1|∇Φ|2|u|p μ(dx) + a2‖u‖pLpμ,
so that we have only to make the estimate for
∫
RN
(1 + |∇Φ|2)p/2−1|∇Φ|2|u|pe−Φ dx. Now we take δ > 0 when 1 < p < 2,
and δ = 0 when p  2. Integration by parts gives
Iδ :=
∫
RN
(
1+ |∇Φ|2) p2 −1|∇Φ|2(|u|2 + δ) p2 e−Φ dx
= −
∫
RN
(|u|2 + δ) p2 (1+ |∇Φ|2) p2 −1∇Φ · ∇(e−Φ)dx
=
∫
RN
(|u|2 + δ) p2 (1+ |∇Φ|2) p2 −1Φ μ(dx) + (p − 2) ∫
RN
(|u|2 + δ) p2 (1+ |∇Φ|2) p2 −2〈D2Φ∇Φ,∇Φ〉μ(dx)
+ p
∫
RN
(|u|2 + δ) p2 −1(1+ |∇Φ|2) p2 −1 Re(u∇u) · ∇Φ μ(dx).
Since (A2) implies that for each ε > 0 there exists C˜ε > 0 such that
Φ + (p − 2)(1+ |∇Φ|2)−1〈D2Φ∇Φ,∇Φ〉 ε(|∇Φ|2 + V )+ C˜ε, (3.5)
where〈
D2Φ∇Φ,∇Φ〉= N∑
j=1
(
N∑
k=1
∂2Φ
∂x j∂xk
∂Φ
∂xk
)
∂Φ
∂x j
,
it follows that
Iδ  ε Iδ + ε
∫
RN
(
1+ |∇Φ|2) p2 −1V (|u|2 + δ) p2 μ(dx) + C˜ε ∫
RN
(
1+ |∇Φ|2) p2 −1(|u|2 + δ) p2 μ(dx)
+ p
∫
RN
(
1+ |∇Φ|2) p2 −1|∇Φ|(|u|2 + δ) p2 −1|u||∇u|μ(dx)
=: ε Iδ + ε J1,δ + C˜ε J2,δ + p J3,δ.
The Young inequality implies that there exists a constant cε > 0 such that
J1,δ =
∫
RN
(
1+ |∇Φ|2) p2 −1(|u|2 + δ) p2 −1V (|u|2 + δ)μ(dx)

∫
RN
[
ε
(
1+ |∇Φ|2) p2 (|u|2 + δ) p2 + cεV p2 (|u|2 + δ) p2 ]μ(dx)
= ε Iδ + ε J2,δ + cε
∫
RN
V
p
2
(|u|2 + δ) p2 μ(dx)
 ε(1+ ε)Iδ + εbε
∫
RN
(|u|2 + δ) p2 μ(dx) + cε ∫
RN
V
p
2
(|u|2 + δ) p2 μ(dx).
From (3.2) we see that for each ε > 0 there exists a constant bε > 0 such that
J2,δ  ε Iδ + bε
∫
N
(|u|2 + δ) p2 μ(dx).
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J3,δ 
∫
RN
(
1+ |∇Φ|2) p2 −1|∇Φ|(|u|2 + δ) p−12 |∇u|μ(dx)

( ∫
RN
(
1+ |∇Φ|2)p′( p2 −1)|∇Φ|p′(|u|2 + δ) p2 μ(dx)) 1p′ ‖∇u‖Lpμ

( ∫
RN
[
c1
(
1+ |∇Φ|2) p2 −1|∇Φ|2 + c2](|u|2 + δ) p2 μ(dx)) 1p′ ‖∇u‖Lpμ
 εc1 Iδ + εc2
∫
RN
(|u|2 + δ) p2 μ(dx) + cε‖∇u‖pLpμ
for some constants c1, c2 > 0. Therefore we arrive at[
1− ε(ε2 + ε + C˜ε + c1p + 1)]Iδ

(
ε2 + bε C˜ε + εc2p
) ∫
RN
(|u|2 + δ) p2 μ(dx) + εcε ∫
RN
V
p
2
(|u|2 + δ) p2 μ(dx) + cεp‖∇u‖pLpμ .
Thus, for suﬃciently small ε, we have
Iδ  c
(
‖∇u‖p
Lpμ
+
∫
RN
(|u|2 + δ) p2 μ(dx) + ∫
RN
V
p
2
(|u|2 + δ) p2 μ(dx))
for some constant c > 0. Going to limit δ ↓ 0, we obtain (3.4) which implies (i).
Next we prove (ii). Noting that ‖V 1/2u‖Lpμ  2−1‖V u‖Lpμ + 2−1‖u‖Lpμ , we easily see that (ii) is a consequence of (i).
Finally we prove (iii). It follows from Proposition 2.1 that∥∥V 12 ∣∣∇(e− Φp u)∣∣∥∥Lp(RN )  ε∥∥(e− Φp u)∥∥Lp(RN ) + αε ‖V u‖Lp(RN ,μ)
for 0 < ε  ε0, where α,ε0 > 0 are constants. Hence we see from (A2) that∥∥V 12 |∇u|∥∥Lp(RN ,μ)  ε‖u‖Lp(RN ,μ) + εp2 ∥∥u|∇Φ|2∥∥Lp(RN ,μ) + 2εp ‖∇u · ∇Φ‖Lp(RN ,μ) + εp ‖uΦ‖Lp(RN ,μ)
+ α
ε
‖V u‖Lp(RN ,μ) +
1
p
∥∥V 12 u|∇Φ|∥∥Lp(RN ,μ)
 Cε′ ‖u‖W 2,pV (RN ,μ) + ε
′(∥∥u|∇Φ|2∥∥Lp(RN ,μ) + ‖∇u · ∇Φ‖Lp(RN ,μ)).
Applying the assertion (i) to the function u∇Φ and using (A2) again, we can compute ‖u|∇Φ|2‖Lp(RN ,μ) in the second term
of the right-hand side as∥∥u|∇Φ|2∥∥Lpμ  C1∥∥u|∇Φ|∥∥W 1,p
V 1/2
(RN ,μ)
 C1
(∥∥u|∇Φ|∥∥Lpμ + ∥∥u∣∣D2Φ∣∣∥∥Lpμ + ‖∇u · ∇Φ‖Lpμ + ∥∥V 12 u|∇Φ|∥∥Lpμ)
 Cε′′
(‖u‖Lpμ + ‖V u‖Lpμ + ‖∇u · ∇Φ‖Lpμ)+ ε′′∥∥u|∇Φ|2∥∥Lpμ,
where we have used the inequality ‖u|∇Φ|‖Lpμ  14ε ‖u‖Lpμ + ε‖u|∇Φ|2‖Lpμ . So we obtain∥∥u|∇Φ|2∥∥Lpμ  c(‖u‖Lpμ + ‖V u‖Lpμ + ‖∇u · ∇Φ‖Lpμ) (3.6)
for some constant c > 0. Hence we have∥∥V 12 |∇u|∥∥Lp(RN ,μ)  (Cε′ + cε′)‖u‖ 2,p N + (c + 1)ε′∥∥|∇Φ||∇u|∥∥Lp(RN ,μ).WV (R ,μ)
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 C1
((
Cε′ + cε′ + 1
)‖u‖
W 2,pV (R
N ,μ)
+ (c + 1)ε′∥∥|∇Φ||∇u|∥∥Lp(RN ,μ)).
Taking a small ε′ , we establish the assertion (iii). 
Remark 3.4. In Proposition 3.3 we do not need the full strength of condition (A2) but only a weaker, one-sided estimate
(3.5) for some ε < 1. This is also pointed out in [6].
Proposition 3.5. Assume that 1 < p < ∞ and conditions (A1), (A2) and (A5) hold. Then there exists a constant C4 > 0 such that∥∥|∇Φ|2u∥∥Lp(RN ,μ)  C4‖u‖W 2,pV (RN ,μ) for u ∈ W 2,pV (RN ,μ).
Proof. Using Proposition 3.3(iii) in (3.6) yields the assertion. 
4. Proofs of Theorems 1.1 and 1.2
In this section we prove Theorems 1.1 and 1.2 by employing the results in Sections 2 and 3. First of all, we show that
AΦ,G,V − β/p (for β see (A3)) is dissipative in Lp(RN ,μ) for 1 < p < ∞. This property is necessary to prove Theorem 1.2.
Lemma 4.1. Assume that (A1), (A3) are satisﬁed. Then the following assertions hold:
(i) For u ∈ C∞0 (RN ) and v ∈ W 1,2loc (RN ),∫
RN
(AΦ,G,V u)vμ(dx) = −
∫
RN
∇u · ∇vμ(dx) −
∫
RN
uG · ∇vμ(dx) +
∫
RN
(G · ∇Φ − divG − V )uvμ(dx). (4.1)
(ii) AΦ,G,V − β/p (deﬁned on C∞0 (RN )) is dissipative in Lp(RN ,μ) for 1 < p < ∞.
(iii) AΦ,G,V is symmetric in L2(RN ,μ) if G = 0.
Proof. First we prove (i). Let u ∈ C∞0 (RN ) and v ∈ W 1,2loc (RN ). Then we have∫
RN
(AΦ,G,V u)vμ(dx) =
∫
RN
(u)ve−Φ dx−
∫
RN
(∇Φ · ∇u)vμ(dx) +
∫
RN
(∇u) · (Gve−Φ)dx− ∫
RN
V uvμ(dx).
Hence integration by parts yields (i).
Next we prove (ii). Let u ∈ C∞0 (RN ) and set u∗ := u(|u|2 + δ)
p−2
2 , where we have to take δ > 0 when 1 < p < 2, and δ = 0
when p  2. Since
∇u∗ = (|u|2 + δ) p−22 ∇u + (p − 2)u(|u|2 + δ) p−42 Re(u∇u),
it follows from (4.1) that∫
RN
(AΦG,V u)u
∗ μ(dx) = −
∫
RN
(|u|2 + δ) p−22 |∇u|2 μ(dx) − (p − 2) ∫
RN
u
(|u|2 + δ) p−42 ∇u · Re(u∇u)μ(dx)
−
∫
RN
u
(|u|2 + δ) p−22 G · ∇uμ(dx) − (p − 2) ∫
RN
|u|2(|u|2 + δ) p−42 G · Re(u∇u)μ(dx)
+
∫
RN
(G · ∇Φ − divG − V )|u|2(|u|2 + δ) p−22 μ(dx).
Consequently, we see by (A3) that
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∫
RN
(AΦ,G,V u)u
∗ μ(dx)−(p − 1)
∫
RN
(|u|2 + δ) p−42 ∣∣Re(u∇u)∣∣2 μ(dx)
− (p − 1)Re
∫
RN
u|u|2(|u|2 + δ) p−42 G · ∇uμ(dx) + β ∫
RN
|u|2(|u|2 + δ) p−22 μ(dx)
−(p − 1)Re
∫
RN
(AΦ,G,V u)u|u|2
(|u|2 + δ) p−42 μ(dx) + β ∫
RN
|u|2(|u|2 + δ) p−22 μ(dx).
Letting δ ↓ 0, we obtain
p Re
∫
RN
(AΦ,G,V u)u|u|p−2 μ(dx) β‖u‖pLpμ.
Therefore we obtain (ii):
Re
∫
RN
[(
AΦ,G,V − β
p
)
u
]
u|u|p−2 μ(dx) 0.
Finally (iii) is clear by (i). 
We are now in a position to prove the main results in this paper. As done in [6], we also regard the operator AΦ,G,V on
the weighted space Lp(RN ,μ) as an operator in the unweighted space Lp(RN ) via the transformation v = e−Φ/pu.
Proof of Theorem 1.1. Fix p ∈ (1,∞) and deﬁne
J : Lp(RN ,μ)→ Lp(RN) as J u = e− Φp u.
Then we can compute
Av = J AΦ,G,V J−1v for v ∈ C∞0
(
R
N) (4.2)
as follows:
Av = v +
[(
2
p
− 1
)
∇Φ + G
]
· ∇v − 1
p
[
1
p′
|∇Φ|2 − Φ − G · ∇Φ
]
v − V v,
where 1/p + 1/p′ = 1. We deﬁne the functions F and V˜ as
F :=
(
2
p
− 1
)
∇Φ + G,
V˜ := 1
p
[
1
p′
|∇Φ|2 − Φ − G · ∇Φ
]
+ V .
Now we shall show that A satisﬁes conditions (H2)–(H5) together with (2.2) for a suitable function U . To see this let m > 1.
Taking ε = εm := (mp′)−1 in (A2) and using (A3), we see that
V˜  1
p
[
1
p′
(
1
m′
|∇Φ|2 − 1
m
V
)
− Cεm + |divG| − G · ∇Φ
]
+ V
 1
m′pp′
|∇Φ|2 +
(
1− 1
mp
)
1
p′
V − 1
p
(Cεm + β), (4.3)
where 1/m + 1/m′ = 1. Therefore we deﬁne the function U as
U := c0 + 1
m′pp′
|∇Φ|2 +
(
1− 1
mp
)
1
p′
V
for a constant c0 > 0 to be determined below. Taking small ε in (A2), we see from (A5) and Young’s inequality that
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m′pp′
∣∣D2Φ∣∣|∇Φ| +(1− 1
mp
)
1
p′
|∇V |
 2
m′pp′
[
ε
(|∇Φ|3 + |∇Φ|V )+ Cε|∇Φ|]+(1− 1
mp
)
1
p′
(
λV
3
2 + Kλ
)
 ε
(
8
3m′pp′
+ 1
)
|∇Φ|3 + 1
p′
[
4ε
3m′p
+
(
1− 1
mp
)
λ
]
V
3
2 + cε,λ
 λ′U 32 + Kλ′
for some constant Kλ′ > 0, where
λ′ := 1
p′
[
4ε
3m′p
+
(
1− 1
mp
)
λ
][(
1− 1
mp
)
1
p′
]− 32
. (4.4)
This implies (H2). It is shown later that λ′ satisﬁes (2.2). Put
c′ := c0 + 1
p
(Cε′ + β).
Then it follows from (4.3), (A2) and (A4) that
0 < c0  U  V˜ + c′
 1
p
[
1
p′
|∇Φ|2 + |Φ| + |G||∇Φ|
]
+ V + c′
 1
p
[
1
p′
|∇Φ|2 + ε(|∇Φ|2 + V )+ Cε + γ (|∇Φ|2 + |∇Φ|V 12 + |∇Φ|)]+ V + c′
 1
p
(
1
p′
+ ε + 2γ
)
|∇Φ|2 +
[
1
p
(
ε + γ
2
)
+ 1
]
V + 1
p
(
Cε + γ
2
)
+ c′
 c1U
for some constant c1 > 0, i.e., (H3) holds for V˜ + c′ . Next, using (A4) and the Schwarz inequality, we obtain
|F |
∣∣∣∣ 2p − 1
∣∣∣∣|∇Φ| + |G| (∣∣∣∣ 2p − 1
∣∣∣∣+ γ)|∇Φ| + γ V 12 + γ  κU 12 ,
where
κ :=
√
m′pp′
(∣∣∣∣ 2p − 1
∣∣∣∣+ γ)2 +(1− 1mp
)−1
p′γ 2 + γ
2
c0
. (4.5)
This implies (H4). Using (A2) with ε′′ < (m′p′)−1 and choosing
c0 := 1
m′pp′ε′′
Cε′′ , θ :=m′pp′ε′′ < p, (4.6)
we obtain
−div F = −divG −
(
2
p
− 1
)
Φ  |divG| + |Φ| ε′′(|∇Φ|2 + V )+ Cε′′  θU .
It remains to show that λ′ satisﬁes (2.2). In view of (4.4)–(4.6) we see that λ′ → λ√p′ , θ → 0, c0 → ∞ and κ →√
pp′(| 2p − 1| + γ )2 + p′γ 2 as m → ∞, ε ↓ 0 and ε′′ ↓ 0. Noting that M = 1 in (2.2) (the second order term of A is now ),
we have
θ
p
+ (p − 1)λ′
[
κ
p
+ Mλ
′
4
]
→ λ
[√
(|p − 2| + pγ )2
p
+ γ 2 + p
4
λ
]
as m → ∞, ε ↓ 0 and ε′′ ↓ 0. Hence if λ satisﬁes (1.2), then we can take m, ε and ε′′ such that λ′ satisﬁes (2.2). Thus it
follows from Theorem 2.4 and Remark 2.5 that (A,W 2,pU (R
N )) generates an analytic semigroup S(·) on Lp(RN ).
Let us prove D(AΦ,G,V ) := {u ∈ Lp(RN ,μ); Ju ∈ W 2,pU (RN )} = W 2,pV (RN ,μ). Suppose that u ∈ D(AΦ,G,V ). Then v := Ju ∈
W 2,p(RN ). Since U v ∈ Lp(RN ), we haveU
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∫
RN
∣∣∣∣[c0 + 1m′pp′ |∇Φ|2 +
(
1− 1
mp
)
1
p′
V
]
v
∣∣∣∣p dx C(‖v‖pLp(RN ) + ∥∥|∇Φ|2v∥∥pLp(RN ) + ‖V v‖pLp(RN )).
Noting that ‖V v‖Lp(RN ) = ‖V u‖Lp(RN ,μ) , we see that |∇Φ|2v ∈ Lp(RN ), V v ∈ Lp(RN ) and V u ∈ Lp(RN ,μ). From Lemma 2.2
it follows that there exists vn ∈ C∞0 (RN ) such that vn → v in W 2,pU (RN ). Let ϕ ∈ C∞0 (RN ) and K := suppϕ . Then we obtain∫
K
(
e
Φ
p vn
)
D jϕ dx = −
∫
K
D j
(
e
Φ
p vn
)
ϕ dx = −
∫
K
(
1
p
vnD jΦ + D j vn
)
e
Φ
p ϕ dx.
Letting n → ∞, we have∫
K
uD jϕ dx = −
∫
K
e
Φ
p
(
1
p
vD jΦ + D j v
)
ϕ dx for ϕ ∈ C∞0
(
R
N).
This implies that
D ju = e
Φ
p
(
1
p
vD jΦ + D j v
)
∈ Lp(RN ,μ).
Moreover, it follows from (A2) that |D2Φ|v  ε(|∇Φ|2v + V v) + cεv , and hence |D2Φ|v ∈ Lp(RN ). Since U1/2∇v ∈ Lp(RN )
by Proposition 2.1 and Remark 2.3, we see that
∞ >
∫
RN
∣∣U 12 ∇v∣∣p dx
=
∫
RN
∣∣∣∣[c0 + 1m′pp′ |∇Φ|2 +
(
1− 1
mp
)
1
p′
V
] 1
2
|∇v|
∣∣∣∣p dx
 C
(‖∇v‖Lp(RN ) + ∥∥|∇Φ||∇v|∥∥Lp(RN ) + ∥∥V 12 |∇v|∥∥Lp(RN )).
This implies that |∇Φ||∇v| ∈ Lp(RN ). In a similar way we deduce that
Diju = e
Φ
p
(
1
p
vDijΦ + Dij v + 1
p
D j vDiΦ + 1
p
Di vD jΦ + 1
p2
vDiΦD jΦ
)
∈ Lp(RN ,μ),
i.e., u ∈ W 2,pV (RN ,μ). Conversely, take u ∈ W 2,pV (RN ,μ) and set v := Ju. Then it follows from Proposition 3.3 that
D j v = e−
Φ
p
(
− 1
p
uD jΦ + D ju
)
∈ Lp(RN).
Furthermore, Proposition 3.5 implies that |∇Φ|2v ∈ Lp(RN ), and hence U v ∈ Lp(RN ). Using Proposition 3.3 and (A2), we
obtain
Dij v = e−
Φ
p
(
Diju − 1
p
uDijΦ + 1
p2
uD jΦDiΦ − 1
p
D juDiΦ − 1
p
DiuD jΦ
)
∈ Lp(RN).
Thus u ∈ D(AΦ,G,V ) and we have established D(AΦ,G,V ) = W 2,pV (RN ,μ).
Next let us prove
AΦ,G,V u = J−1A Ju for u ∈ D(AΦ,G,V ). (4.7)
Let u ∈ D(AΦ,G,V ). Then u ∈ W 2,pV (RN ,μ). From Lemma 3.1 it follows that there exists un ∈ C∞0 (RN ) such that un → u in
W 2,pV (R
N ). Proposition 3.3 implies that AΦ,G,V : W 2,pV (RN ,μ) → Lp(RN ,μ) is continuous (in particular, C∞0 (RN ) is a core
of AΦ,G,V ). Hence we see that
J AΦ,G,V un → J AΦ,G,V u in Lp
(
R
N).
Proposition 2.1, (H3) and (H4) imply that A : W 2,pU (RN ) → Lp(RN ) is continuous. Therefore it follows that
A Jun → A Ju in Lp
(
R
N).
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AΦ,G,V = J−1A J
with domain D(AΦ,G,V ) = W 2,pV (RN ,μ) generates an analytic semigroup T (·) = J−1S(·) J on Lp(RN ,μ), 1 < p < ∞. 
Proof of Theorem 1.2. As noted above, C∞0 (RN ) is a core of AΦ,G,V . At ﬁrst, let us prove (i). Take u ∈ Lp(RN ,μ) and set
v := (1− λAΦ,G,V )−1u, v∗ := v|v|p−2 for λ > 0. Then u = v − λAΦ,G,V v and therefore
Re
∫
RN
uv∗ μ(dx) = ‖v‖p
Lp(RN ,μ)
− λRe
∫
RN
(AΦ,G,V v)v
∗ μ(dx)
(
1− λβ
p
)
‖v‖p
Lp(RN ,μ)
by virtue of Lemma 4.1. Using Hölder’s inequality, we obtain
‖v‖Lp(RN ,μ) 
(
1− λβ
p
)−1
‖u‖Lp(RN ,μ),
i.e.,
∥∥(1− λAΦ,G,V )−1u∥∥Lp(RN ,μ)  (1− λβp
)−1
‖u‖Lp(RN ,μ).
Let t > 0 and n ∈ N. Choosing λ = t/n, we can obtain∥∥∥∥(1− tn AΦ,G,V
)−n
u
∥∥∥∥
Lp(RN ,μ)

(
1− tβ
np
)−n
‖u‖Lp(RN ,μ) for u ∈ Lp
(
R
N ,μ
)
.
Going to n → ∞, we obtain (i) by virtue of the exponential formula (see e.g., Engel and Nagel [3, Corollary III.5.5], Goldstein
[4, Example 1.8.7], Pazy [9, Theorem 1.8.3] and Vrabie [10, Theorem 6.1.1]).
Next we prove (ii). Let G ≡ 0, u, v ∈ L2(RN ,μ) and λ > 0. Then Lemma 4.1 yields(
u, (1− λAΦ,G,V )−1v
)= ((1− λAΦ,G,V )−1u, v).
Setting λ = t/n for t > 0 and n ∈ N, we have(
u,
(
1− t
n
AΦ,G,V
)−n
v
)
=
((
1− t
n
AΦ,G,V
)−n
u, v
)
.
Going to n → ∞, we obtain (ii).
Finally we prove (iii). It follows from (4.1) with v = 1 that∫
RN
AΦ,G,V uμ(dx) = 0 for u ∈ C∞0
(
R
N) (4.8)
if and only if G · ∇Φ −divG = V , i.e., −div(Ge−Φ) = V e−Φ from that it is immediate to see that V must change sign (since
its integral is zero), in contrast with the assumption V  0 (and hence V ≡ 0). This implies that (4.8) is equivalent to (A3)′ .
Consequently, it suﬃces to prove that μ is an invariant measure for T (·) if and only if (4.8) holds. Suppose that μ is an
invariant measure for T (·). It then follows that∫
RN
AΦ,G,V uμ(dx) =
∫
RN
lim
t↓0
T (t)u − u
t
e−Φ dx = lim
t↓0
∫
RN
T (t)u − u
t
e−Φ dx = 0
for u ∈ C∞0 (RN ). Conversely, assume that
∫
RN
AΦ,G,V uμ(dx) = 0 for u ∈ C∞0 (RN ). Let f ∈ Cb(RN ) and λ > 0. Setting u :=
(1− λAΦ,G,V )−1 f , we see that f = (1− λAΦ,G,V )u and∫
RN
uμ(dx) − λ
∫
RN
AΦ,G,V uμ(dx) =
∫
RN
uμ(dx),
and hence∫
N
f μ(dx) =
∫
N
(1− λAΦ,G,V )−1 f μ(dx).
R R
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RN
f μ(dx) =
∫
RN
(
1− t
n
AΦ,G,V
)−n
f μ(dx) →
∫
RN
T (t) f μ(dx) as n → ∞.
This completes the proof of Theorem 1.2. 
We do not know whether condition (1.2) is optimal or not. However, this open question will be essential in the critical
case V (x) := c|x|−2 (c > 0) which is excluded from our assumption that V ∈ C1(RN ). We will discuss the problem in our
future work.
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