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Introduction
Let H be a ﬁnite-dimensional Hopf algebra over a ﬁeld k. The goal of this paper is two-fold. First,
we want to describe structure of a family of Verma-type H-modules, when H is a certain lifting of a
quantum linear space, which entails determination of all simple H-modules. In the second place we
carry out a similar program for the Drinfel’d quantum double of H .
We survey some previous related work. There has been signiﬁcant interest in recent years in rep-
resentation theory of nonsemisimple Hopf algebras and their quantum doubles [2,33,9,15,18,19,10,29].
In the general setting of such algebra the primary focus is on classifying all simple H-modules in
terms of simple modules of the coradical H0 of H [28,19]. When H0 = kG , where G = G(H) is the
group of grouplike elements of H , and G is abelian with k a splitting ﬁeld for G of characteristic
zero, the simple H0-modules are given by the elements of the dual group Ĝ . The problem of estab-
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parametrization of simple H-modules. A typical example of pointed Hopf algebra with abelian group
of grouplikes is provided by the fundamental classiﬁcation result of Andruskiewitsch and Schnei-
der [5]. Recently Radford and Schneider [29] proved the parametrization property for every algebra of
the form u(D, λ) from the classiﬁcation. This result generalizes an earlier theorem of Lusztig involv-
ing his small quantum groups [21]. The aforementioned theorems invariably involve a Hopf algebra A
with a triangular decomposition
A = A− ⊗ A0 ⊗ A+ (0.1)
satisfying the following conditions:
A0 is a sub-Hopf algebra, A− and A+ are subalgebras
stable under ad- and adr-action of A0, and
(0.2)
A− = k ⊕ J−, A+ = k ⊕ J+ (0.3)
where J− , J+ are nilpotent ideals of A− , A+ , respectively. In order to reach simple A-modules we
follow a well-worn path of restriction and induction between A and the subalgebra A0 := A0 ⊗ A+ .
By analogy with the classical Lie theory we call A-modules induced from 1-dimensional A0-modules
the Verma-type modules.
Let Hi denote the ith term of the coradical ﬁltration of H . By e.g. [18] H1 is a free H0-module on
a basis {1, x1, . . . , xn} where xi are some skew-primitive elements. When H is generated by H1 we
say that n is the rank of H . The simplest family of Hopf algebras within the class of pointed Hopf
algebras H with abelian G(H) are liftings of quantum linear spaces completely described in [3]. These
Hopf algebras are natural generalizations of Lusztig’s small quantum group uq(sl2) associated to the
simple Lie algebra of rank 1. The concept of (Hopf) rank is applicable to them, and in small ranks
n = 1,2 the regular representation of H is described in [18,10]. For special cases of rank 2 liftings the
entire ﬁnite-dimensional representation theory has been obtained in [9,15].
We give an outline of the results. Let H be a lifting of a quantum linear space, and x1, . . . , xn be
skew-primitive generators of H . We say that xi and x j are linked if xix j − qijx jxi = 0 for a certain
root of unity qij . Let Γ be the simple graph on the vertex set {1,2, . . . ,n} with the edge set made
up by pairs (i, j) such that xi, x j are linked. We say that Γ is simply linked if every two vertices are
connected by at most one edge. A lifting H is called of nilpotent type if all xi are nilpotent.
The ﬁrst part of the paper is concerned with algebras satisfying conditions (0.1)–(0.3), especially
nilpotent simply linked lifting H of a quantum linear space. In the latter case H0 = kG(H). By anal-
ogy with the representation theory of uq(sl2) we can use either sub-Hopf algebra H0 := H0H+ or
H0 := H0H− to construct Verma-type modules Z(γ ) where γ runs over Ĝ . From the general The-
orem 3.3 we have that Z(γ ) has a unique maximal submodule R(γ ), the radical of Z(γ ). Iterating
this procedure gives the radical ﬁltration {Rm(γ )} of Z(γ ). The ﬁrst major result of the paper is a
description of Rm(γ ) and the (Loewy) layers of the ﬁltration. We also show that the socle ﬁltration
of Z(γ ) coincides with the radical ﬁltration.
In the second part of the paper we study representations of the Drinfel’d quantum double D(H)
of algebras H as in the ﬁrst part. The doubling procedure yields a new class of Hopf algebras beyond
a generalization of quantum groups in [3,4]. For one thing D(H) is not pointed, and for another it
does not have decomposition (0.1). Nevertheless, D(H) retains enough good features for developing a
sort of Lie theory for Verma-type modules I(λ) where λ runs over the characters of G × Ĝ . As in part
one, but for different reasons, each I(λ) has a unique maximal submodule R(λ). This enables us to
show that the set of simple D(H)-modules has the parametrization property. We proceed to describe
the radical ﬁltration of I(λ) under a mild restriction on the datum for H , which is void whenever the
certain structure constants qi of H have odd orders. The ‘odd order’ condition is one way to have all
weight spaces of I(λ) one-dimensional. When this is the case, the lattice Λ(I(λ)) of D(H)-submodules
is distributive. This is a very strong property which implies that every submodule of I(λ) is a unique
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set J of local submodules. We close with a classiﬁcation of elements of J .
A more detailed description of material by sections is as follows. In Section 1 we review the con-
struction of liftings of quantum linear spaces and we develop formulas for skew-derivations associated
to linked liftings.
In Section 2 we construct the dual basis to the basis of H obtained above. It transpires that the
algebra structure of H∗ is that of a nilpotent lifting of the quantum linear space with the grouplikes
and characters switched around. However, H∗ is not pointed. Its coradical is computed in Section 3.3.
For related material see [6].
In Section 3 we ﬁrst establish a general parametrization theorem for simple A-modules where A
satisﬁes (0.1)–(0.3). We then turn to nilpotent type liftings and determine the structure of the radical
ﬁltration of induced modules Z(γ ), γ ∈ Ĝ , in Theorem 3.7.
We take up the harder case of Drinfel’d double of H in Section 4. Our calculation of multiplication
in D(H) is informed by Lemma 4.1 which says that multiplication in the double of a Hopf algebra
generated by grouplikes and skew-primitive elements is expressed in terms of automorphisms and
skew-derivations associated to skew-primitives. In the case at hand we compute explicitly those skew-
derivations in a series of lemmas in Section 4.1. As a ﬁrst step toward parametrization theorem for
simple D(H)-modules we ﬁnd basic subalgebra in the sense of representation theory of algebras. We
then construct a family of induced modules I(λ) parametrized by λ ∈ Γ̂ where Γ = G × Ĝ . The action
of Γ splits up I(λ) into a direct sum of weight subspaces. These are made explicit in Lemma 4.14
leading up to the parametrization Theorem 4.15.
The problem of determining the Loewy ﬁltration of I(λ) is ﬁner and it is there that we impose a
restriction on datum in Deﬁnition 4.16. The key step of our analyses consists in showing that gener-
ators of D(H) act as raising and lowering operators on the weight basis of I(λ). From this we derive
the Loewy structure of I(λ) in Theorem 4.28. The distributive case is handled in Theorem 4.31.
1. Preliminaries
1.1. Liftings of V
We ﬁx some notation. Below k is a ﬁeld of characteristic 0 containing all roots of 1 and k• = k\{0}.
We denote a ﬁnite abelian group by G , let Ĝ := Hom(G,k•) denote the dual group, and we let kG
stand for the group algebra of G over k. The order of g ∈ G is denoted by |g|. In particular, for a root
of unity q ∈ k• , |q| denotes the order of q. We set n = {1,2, . . . ,n} and [n] := {0,1, . . . ,n − 1}. For a
vector space V and a subset X of V we denote the span of X by (X). The unsubscribed ‘⊗’ means
‘⊗k ’. For all n,m ∈ Z with m  0,
(n
m
)
q denotes the Gaussian q-binomial coeﬃcient [17], (n)q =
(n
1
)
q
and (n)q! = (1)q · · · (n)q .
We review the construction of the underlying algebras of this paper following [3,4]. They belong
to the class of Hopf algebras parametrized by some elements of G × Ĝ . The starting point of their
construction is a left–left Yetter–Drinfel’d ﬁnite-dimensional module V over kG , or a YD-module, for
short. This means [4] that V is a left kG-module and a left kG-comodule with the G-action preserving
G-grading. Let us denote by ω : V → kG ⊗ V the comodule structure map and by ‘.’ the G-action. By
[4, Section 1.2] V has a basis {vi | i ∈ n}, where n = dim V , of G- and Ĝ-eigenvectors, namely there
are ai ∈ G and χi ∈ Ĝ , i ∈ n, such that
g.vi = χi(g)vi, (1.1)
ω(vi) = ai ⊗ vi, (1.2)
for all g ∈ G . We set
D = (G, (ai), (χi) ∣∣ i ∈ n)
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of all YD-modules over kG .
The YD-module structure on V extends to a YD-structure on V⊗m for every integer m 0 by using
the diagonal action and the codiagonal coaction of kG on a tensor product. Explicitly, this means that
g.(vi1 · · · vim ) = g.vi1 · · · g.vim , (1.3)
ω(vi1 · · · vim ) = ai1 · · ·aim ⊗ vi1 · · · vim , (1.4)
for all g and 1 i1, . . . , im  n. Let F (V ) be the free associative algebra generated by V . As F (V ) =⊕
m0 V
⊗m , F (V ) becomes a graded YD-module and it follows easily from the formulas (1.3), (1.4)
that F (V ) is an algebra in GGYD. Moreover, F (V ) is endowed with a special structure of Hopf algebra
in GGYD [4, Section 2.1]. This is done as follows. First, it is well known [30,4] that the GGYD is a
braided tensor category with the tensor product just deﬁned and the braiding given by the formula
c(u ⊗ v) = u(−1).v ⊗ u(0),
where we write ω(u) = u(−1) ⊗ u(0) for all u ∈ F (V ). Using this braiding we deﬁne the multiplication
‘•’ in F (V ) ⊗ F (V ) by
(x⊗ y) • (u ⊗ v) = x(y(−1).u) ⊗ y(0)v. (1.5)
Second, by a straightforward veriﬁcation (see also [25, §10.5]) the deﬁnition (1.5) turns F (V ) ⊗ F (V )
into an algebra in GGYD denoted by F (V )⊗ F (V ). Since F (V ) is a free algebra there is an algebra
homomorphism
δ : F (V ) → F (V )⊗ F (V )
deﬁned on the generators by δ(vi) = 1 ⊗ vi + vi ⊗ 1 for i ∈ n. Another veriﬁcation shows that δ is
G-linear and G-colinear. All in all we see that F (V ) is a bialgebra in GGYD. Further by [32, 11.0.10] the
coalgebra F (V ) has the coradical k, and then an argument of Takeuchi [25, 5.2.10] proves existence
of the antipode. Thus F (V ) is indeed a Hopf algebra in GGYD.
Multiplication law (1.5) can be elucidated as follows. The formulas (1.3)–(1.4) allow us to associate
with a monomial v = vi1 · · · vim the bidegree (χv , gv) where χv = χi1 · · ·χim and gv = ai1 · · ·aim . The
set {u ⊗ v} forms a basis of F (V ) ⊗ F (V ) in which the deﬁnition (1.5) takes on the form
(x⊗ y) • (u ⊗ v) = χu(gy)xu ⊗ yv. (1.6)
Eq. (1.6) shows that the deﬁnition of F (V ) is analogous to Lusztig’s deﬁnition of algebra ′f [20].
Moreover, when G is generated by the ai ’s and the mapping ai 	→ χi is a homomorphism G → Ĝ ,
F (V ) is exactly the Lusztig’s type algebra associated to the bilinear form (,) : G × G → k deﬁned on
the generators by (ai,a j) = χi(a j), for all i, j ∈ n.
We can now deﬁne a fundamental object of the theory. Let F(V ) = F (V )⊗kG be the vector space
made into a Hopf algebra by the smash product and smash coproduct constructions. By [26, Theo-
rem 1] F(V ), denoted by F (V )#kG , is indeed an ordinary Hopf algebra whose bialgebra structure is
described by
(u# g)(v #h) = u(g.v)# gh, (1.7)

(u# g) = u(1) # (u(2))
(−1)g ⊗
(
u(2)
)
(0) # g, (1.8)
where we write coproduct of F (V ) by δ(u) = u(1) ⊗ u(2) .
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Deﬁnition 1.1. (See [3, p. 660].) A YD-module V with datum D = ((ai), (χi) | i ∈ n) is called a quantum
linear space if
χi(a j)χ j(ai) = 1, for all i = j, and |qi | = 1, for all i. (1.9)
From now on we assume that V is a quantum linear space. We let qij = χ j(ai) for i = j, qi = χi(ai)
and mi = |qi|.
A datum (or compatible datum [3]) D for V is a triple
D = (D, (μi), (λi j)),
composed of the linear datum D of V and two sets of scalars (μi)i∈n and (λi, j) with i = j, i, j ∈ n
such that
μi = 0 if amii = 1 or χmii = , (1.10)
λi j = 0 if aia j = 1 or χiχ j = , (1.11)
λ ji = −q jiλi j . (1.12)
We will identify vi with vi #1. For a datum D we deﬁne the elements pi and ri j by
pi = vmii −μi
(
amii − 1
)
, for all i ∈ n,
ri j = vi v j − qij v j vi − λi j(aia j − 1), for all 1 i = j  n.
We let I(D) be the two-sided ideal of F(V ) generated by pi, ri j for i, j ∈ n and we set
H(D) = F(V )/I(D).
We remark that formula (1.8) implies readily that 
(vi) = vi ⊗1+ai ⊗ vi , thus S(vi) = −a−1i vi , where
S is the antipode of F(V ). A direct veriﬁcation yields that pi is (amii ,1)-primitive [3, 5.1] and likewise
ri j is (aia j,1)-primitive, thanks to (1.9). In addition, a routine calculation gives S(pi) = −a−mii pi [3,
5.1] and also S(ri j) = −aia jri j . Consequently I(D) is a Hopf ideal, hence H(D) is a Hopf algebra
associated to D.
As a point of terminology we recall the meaning of lifting of a Hopf algebra [4]. A pointed Hopf
algebra H is a lifting of a Hopf algebra K if there is a Hopf algebra isomorphism
gr H 
 K , (1.13)
where gr H is the graded Hopf algebra associated to the coradical ﬁltration of H . Setting the parame-
ters μi and λi j of D to zero results in a linear datum D. The Hopf algebra H(D) has a special place
in the theory. It is a biproduct of the braided Hopf algebra R = F (V )/I(D) and kG and by [3, 5.3]
gr H(D) 
 H(D). As V determines H(D) we call H(D) a lifting of V . We note that [3, 5.5] every
lifting of H(D) has the form H(D) for a datum D on a quantum linear space V .
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We begin by recalling the concept of left and right skew-derivation [16]. Let A be an algebra, a an
element of A and φ be an algebra endomorphism of A. The assignments
b 	→ ab − φ(b)a, for all b ∈ A,
b 	→ ba − aφ(b), for all b ∈ A,
deﬁne two linear mappings denoted by φ[a,b] and [a,b]φ and called the left and right φ-commutators,
respectively. They are a left and right φ-derivations, respectively, in the sense of having the property
φ[a,uv] = φ[a,u]v + φ(u)φ[a, v], for all u, v ∈ A, (1.14)
[a,uv]φ = [a,u]φφ(v) + u[a, v]φ, for all u, v ∈ A. (1.15)
In applications below the endomorphism φ is the inner automorphism ıg : h 	→ ghg−1, h ∈ H induced
by an invertible element g ∈ H . We shall use a shorter notation g[a,b] and [a,b]g for a left/right
ıg-commutators.
We shall need a commutation formula for powers of generators. Let A be an algebra, a,b, x, y ∈ A
and λ,q ∈ k• , where a,b are invertible. Suppose
gxg−1 = qx, gyg−1 = q−1 y for g = a,b, and b[y, x] = λ(ab − 1).
Lemma 1.2. For every natural m 1 the following hold
(1) bm
[
ym, x
]= λ(m)q(qm−1ab − 1)ym−1,
(2) b
[
y, xm
]= λ(m)qxm−1(qm−1ab − 1).
Proof. (1) The formula holds for m = 1 by deﬁnition. We induct on m assuming the formula holds for
a given m. We begin by noting that bm [ym, x] = [x, ym]a−1 . Therefore we can apply (1.15) to carry out
the induction step. This gives
[
x, ym+1
]
a−1 = ym[x, y]a−1 +
[
x, ym
]
a−1qy
(which by the basis of induction and the induction hypothesis)
= λ[ym(ab − 1) + q(m)q(qm−1ab − 1)ym].
Since ymab = q2mabym the right-hand side equals
λ
(
q2mab − 1+ q(m)q
(
qm−1ab − 1))ym = λ(m + 1)q(qmab − 1)ym
which gives the desired formula.
Part (2) is proven by a similar (and simpler) argument. 
We proceed to the general case. The formula below is a generalization of the Kac’s formula [13,
(1.3.1)].
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b j
[
y j, xk
]= min( j,k)∑
i=1
xk−i f j,ki y
j−i
holds, where f j,ki = λi
( j
i
)
q
(k
i
)
q(i)q!q(k−i)( j−i)
∏i
m=1(q j+k−m−iab − 1).
Proof. We can assume λ = 1 by rescaling x via x′ = x/λ and return back to x by multiplying the
formula by λk . The assertion holds for every j  1 and k = 1 by the preceding lemma. We induct on k
assuming the lemma holds for every j  1 for a given k. By (1.14) we carry out the induction step as
follows
b j
[
y j, xk+1
]= b j [y j, xk]x+ b jxkb− jb j [y j, x]
= b j
[
y j, xk
]
x+ qkjxkb j
[
y j, x
]
. (1.16)
By the preceding lemma and the induction hypothesis the right-hand side of (1.16) equals to
(min{ j,k}∑
i=1
xk−i f j,ki y
j−i
)
x+ qkjxk( j)q
(
q j−1ab − 1)y j−1. (1.17)
We apply Lemma 1.2 to y j−i x for every 1 i < j
y j−i x = q j−i xy j−i + ( j − i)q
(
q j−i−1ab − 1)y j−i−1,
and use (ab)x = q2x(ab) to rewrite f j,ki x = x f˜ j,ki where
f˜ j,ki =
(
j
i
)
q
(
k
i
)
q
(i)q!q(k−i)( j−i)
i∏
m=1
(
q j+k+2−m−iab − 1).
This allows us to obtain
xk−i f j,ki y
j−i x = q j−i xk+1−i f˜ j,ki y j−i + ( j − i)qxk+1−(i+1) f j,ki
(
q j−i−1ab − 1)y j−i−1. (1.18)
It follows that
b j
[
y j, xk+1
]=∑
r
xk+1−r f j,k+1r y j−r,
with 1 r  k + 1, if k < j, and 1 r  j, otherwise, thus showing that 1 r min{ j,k + 1}. More-
over, by (1.18) f j,k+1r satisfy the recurrence relation
f j,k+11 = qkj( j)q
(
q j−1ab − 1)+ q j−1 f˜ j,k1 ,
f j,k+1r = ( j − r + 1)q f j,kr−1
(
q j−rab − 1)+ q j−r f˜ j,kr , for all 2 r  k,
f j,kk+1 = ( j − k)q f j,kk
(
q j−k−1ab − 1) if k < j.
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reader. To this end we note that
(
j
r
)
q
(r)q! =
(
j
r − 1
)
q
(r − 1)q!( j − r + 1)q,
(
k
r
)
q
=
(
k
r − 1
)
q
(k − r + 1)q
(r)q
,
and
r∏
m=1
(
q j+k+2−r−mab − 1)= r−1∏
m=1
(
q j+k+1−r−mab − 1)(q j+k+1−rab − 1).
Therefore
f j,k+1r =
(
j
r − 1
)
q
(
k
r − 1
)
q
(r − 1)q
r−1∏
m=1
(
q j+k+1−r−mab − 1)φ,
where φ can be written in the form φ = ( j − r + 1)qq(k+1−r)( j−r)ψ with
ψ = qk+1−r(q j−rab − 1)+ (k − r + 1)q
(r)q
(
q j+k+1−rab − 1).
It is a straightforward calculation to deduce that ψ = (qk+ j+1−2r + 1) (k+1)q
(r)q
, which in turn implies
that
φ = ( j − r + 1)qq(k+1−r)( j−r) (k + 1)q
(r)q
(
qk+ j+1−2rab − 1),
and this completes the proof. 
1.3. Construction of H(D) via iterated Ore extensions
Ore extensions are a recurring theme of this paper. We refer to [16] for generalities on this
subject and we adopt its notation. A construction of an inﬁnite-dimensional algebra closely related
to H(D) as an Ore extension of kG is given in [7] in rank 1 and 2. Extending the arguments of
[7, pp. 747–748] one can show the following. Let D be a datum of rank n of a quantum linear
space. One can construct n pairs of mappings {αi, δi} consisting of automorphism αi and a left
αi-derivation δi of the iterated skew-polynomial extension kG[v1;α1, δ1] · · · [vi−1;αi−1, δi−1] such
that H(D) = kG[v1;α1, δ1] · · · [vn;αn, δn]. As an immediate consequence we recover the basis the-
orem [3, 5.2], namely the set
{
vi11 · · · vinn g
∣∣ g ∈ G,0 i j mj − 1, j ∈ n} (1.19)
is a basis of H(D). This is the standard basis of H(D).
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2.1. A basis for H∗
We assume D ﬁxed and we abbreviate H(D) to H . We will ﬁx some vector notation. For an n-tuple
i = (i1, . . . , in) ∈ (Z0)n and any n noncommuting variables v1, . . . , vn we put vi := vi11 · · · vinn . We
write δi, j = δi1, j1 · · · δin, jn , (i)! =
∏n
k=1(ik)qk , and
( i
j
) =∏nk=1 ( ikjk)qk . There (nm)q denotes the Gaussian
q-binomial coeﬃcient [17]. We let uk stand for the kth unit vector (0 · · ·1 · · ·0) (kth 1). For two
vectors i and j we write i  j if ik  jk for all k ∈ n.
Every γ ∈ Ĝ gives rise to a functional γ˜ : H → k deﬁned in the standard basis by
γ˜
(
vi g
)= δ0,iγ (g). (2.1)
The mapping γ → γ˜ is a group embedding Ĝ → H∗ , but not a coalgebra map, if the set Ĝ is given
the grouplike coalgebra structure. Below we identify γ with γ˜ via that embedding.
For every g ∈ G we associate a minimal idempotent
g = 1|G|
∑
γ∈Ĝ
γ
(
g−1
)
γ
of kĜ . The natural pairing
G × Ĝ → k•, 〈g, γ 〉 	→ γ (g)
induces the canonical isomorphism G 
 Ĝ . It follows that the set {g | g ∈ G} forms a basis of kĜ dual
to the standard basis {g | g ∈ G} of kG .
We will ﬁnd useful to have a formula for straightening out certain products. For m  i we deﬁne
the scalars
φ(m, i) =
n∏
p=2
χ
mp
p
(
ai1−m11 · · ·a
ip−1−mp−1
p−1
)
.
Lemma 2.1. In the foregoing notation, for every g ∈ G
vm11 a
i1−m1
1 · · · vmnn ain−mnn g = φ(m, i)vmai−mg. (2.2)
Proof. The formula follows immediately from relation (1.7). 
We deﬁne the functionals ξi , i ∈ n, in the standard basis of H by the rule
ξk
(
vi g
)= δuk,i for every g ∈ G. (2.3)
Lemma 2.2. For every c <mk
(i) ξ ck (v
i g) = (c)qk !δcuk,i ,
(ii) ξmkk = 0 for all k ∈ n.
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binomial formula [17] gives


(
vikk
)= ik∑
mk=0
(
ik
mk
)
qk
vmkk a
ik−mk
k ⊗ vik−mkk .
It follows from this together with Lemma 2.1 that


(
vi g
)=∑
m,l
(
i
m
)
φ(m, i)vmai−mg ⊗ vi−mg. (2.4)
Now (i) holds for c = 1 by the deﬁnition of ξk . Assuming it holds for c, the induction step is as
follows:
ξ c+1k
(
vi g
)= 〈ξ ck ⊗ ξk,
(vi g)〉
=
∑( i
m
)
φ(m, i)ξ ck
(
vmai−mg
)
ξk
(
vi−mg
)
. (2.5)
By the induction hypothesis and the basis of induction ξ ck (v
mai−mg) = (c)qk !δcuk,m , and ξk(vi−mg) =
δuk,i−m . It follows readily that the nonzero terms in the right side of (2.5) satisfy m = cuk, i −m = uk .
Thus i = (c+1)uk . Therefore the sum in (2.5) equals
(
(c+1)uk
cuk
)
φ(cuk, (c+1)uk). It remains to note that(
(c+1)uk
cuk
)= (c + 1)qk ! and φ(cuk, (c + 1)uk) = χ ck (a01 · · ·a0k−1) = 1.
(ii) follows from (i) as (mk)qk = 0. 
We can give a formula for the dual basis to the standard basis of H . For related results see [6].
Proposition 2.3. For every c there holds
(1) ξ c(vi g) = (c)!δc,i .
(2) The set
{[
(c)!]−1ξ cg ∣∣ 0 ck <mk for all k ∈ n and g ∈ G}
is the dual basis to the standard basis of H.
Proof. We begin with (1). We induct on n, referring to the preceding lemma for the case n = 1.
Assuming the formula holds for all c with cn = 0, take c with cn = 0, and set c′ = (c1, . . . , cn−1,0). As
ξ c = ξ c′ξ cnn formula (2.4) gives
ξ c
(
vi g
)=∑( i
m
)
φ(m, i)ξ c
′(
vmai−mg
)
ξ
cn
n
(
vi−mg
)
.
By the induction hypothesis and Lemma 2.2 the sum equals
(c′)!(cn)qn
(
i
m
)
φ(m, i)
where m = c′ and i −m = cnun . Thus i = c′ + cnun = c and it is easy to check that
( i
m
)= 1 = φ(m, i).
This completes the proof of (1).
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ξ ch
(
υ i g
)=∑( i
m
)
φ(m, i)ξ c
(
υmai−mg
)
h
(
υ i−mg
)
.
By part (1) and deﬁnition (2.1) the value υ of the above sum is υ = (c)!h(g), provided i =m = c, and
zero, otherwise, as needed. 
Proposition 2.4.
(1) For every γ ∈ Ĝ and 1 k n
γ ξk = γ (ak)ξkγ .
(2) For all s, t ∈ n there holds
ξsξt = χs(at)ξtξs.
Proof. To show (1) we compare the values of γ ξk(vi g) and ξkγ (vi g). Using (2.4), the deﬁnition of ξk
and (2.1), the ﬁrst scalar equals γ (ak g) while the second is γ (g), provided i = uk , and zero, otherwise.
We proceed to a proof of (2). For s < t the preceding proposition gives ξsξt(vi g) = δus+ut ,i . In the
opposite order using (2.4) one can compute easily that ξtξs(vi g) = δus+ut ,i
(us+ut
ut
)
φ(ut ,us +ut). Noting
that φ(ut ,us + ut) = χt(as) by the deﬁnition of φ we conclude that ξtξs = χt(as)ξsξt . But then (2)
holds for ξsξt as well, because χ
−1
t (as) = χs(at) by (1.9). 
The last two propositions yield a short alternative proof to [3, 5.3].
Corollary 2.5. (See [3, 5.3].) Let H be a lifting of a quantum linear space and Hr be the rth term of the coradical
ﬁltration of H. There holds
Hr =
(
vi11 · · · vinn
∣∣∣∑ i j  r and g ∈ G).
Proof. The ideal J of H∗ generated by ξi, i ∈ n, is nilpotent, thanks to Propositions 2.3(2)–2.4. J is
the radical of H∗ as H∗/ J 
 kĜ by Proposition 2.3. The assertion follows from [25, 5.2.9]. 
3. Triangulated algebras
3.1. A general theorem
In this section we prove a general form of parametrization property for algebras with certain
triangular decomposition. Our proof is similar to [19, Thm. 1].
We begin with several preliminary remarks. Let A be a Hopf algebra satisfying the conditions set
forth in (0.1)–(0.3). Let us call a subalgebra of A, A0-normal if it is stable under both adjoint actions
of A0. The restriction of counit  to A+ has kernel J+ . Since  is A0-linear with respect to both
adjoint actions, J+ is a normal subalgebra. The identities ax =∑(ada1)(x)a2 and xa =∑a1(adra2)(x)
with a ∈ A0, x ∈ A+ show that A0A+ = A+A0, hence A0 := A0A+ is a subalgebra of A. The splitting
A+ = k ⊕ J+ implies that A0 = A0 ⊕ A0 J+ . Since J+ is an A0-normal subalgebra, A0 J+ = J+A0
and therefore A0 J+ is a nilpotent ideal of A0. It follows that all simple A0-modules are pullbacks
of simple A0-modules along A0 → A0. For every simple (left) A0-module V we deﬁne A-module
Z(V ) by the formula
Z(V ) = A ⊗A0 V . (3.1)
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observations.
Lemma 3.1. For every A0-module there holds
Z(V ) = V ⊗ J−V .
Proof. Condition (0.1) implies readily the decomposition
A = A0 ⊕ J−A0.
Tensoring this direct sum by V over A0 gives the desired formula. 
Lemma 3.2. For every simple A0-module V the induced module Z(V ) has a unique maximal A-submodule
contained in J−V .
Proof. By the preceding lemma and since A0 J− = J−A0 the subspace J−V is a maximal A0-
submodule of Z(V ). Suppose M is a proper A-submodule of Z(V ) not contained in J−V . Then
T + J−V = Z(V ) and since J− is nilpotent, the argument of the Nakayama’s lemma gives M = Z(V ),
a contradiction. Now set R equal to the sum of all proper A-submodules of Z(V ). 
We denote the maximal submodule of the above lemma by R(V ). We deﬁne a family of simple
A-modules by
L(V ) = Z(V )/R(V ).
Theorem 3.3. The mapping V 	→ L(V ) sets up a bijection between the isomorphism classes of simple A0-
modules and the isomorphism classes of simple A-modules.
Proof. Let M be a simple A-module. Select a simple left A0-submodule V of M . We observe that
an A0-map ιV : V → Z(V ), ιV (v) = 1 ⊗ v is universal among all A0-maps of V in A-modules.
Namely, every f : V → M , M is an A-module, can be uniquely extended to f∗ : Z(V ) → M satisfying
the equality f∗ιV = f via f∗(a ⊗ v) = af (v). It follows that M 
 L(V ) for some simple A0-module V .
It remains to show that L(V ) 
 L(U ) for two simple A0-modules V and U if and only if V 
 U . To
this end it suﬃces to show that L(V )0 = V .
Let ν : Z(V ) → L(V ) be the natural epimorphism. Set V = ν(V ) and notice that since Kerν =
R(V ) ⊂ J−V we have an isomorphism of A0-modules V 
 V as well as the decomposition L(V ) =
V ⊕ J−V . Let π be the A0-projection of L(V ) on J−V . Suppose there is a simple A0-submodule U of
L(V ) distinct from V . Set U ′ = π(U ) and notice that U ′ is a simple A0-submodule of J−V . Evidently
U ′ ⊂ U + V , hence J+U ′ = 0. Therefore by simplicity of L(V ) we have L(V ) = AU ′ = U ′ + J−U ′ . It
follows that L(V ) = J−V hence L(V ) = J−L(V ) forcing L(V ) = 0, a contradiction. 
3.2. Representations of H
Let D = (G, (ai), (χi), (μi), (λi j), i, j ∈ N) be a datum on a quantum linear N-dimensional space.
Following [29, Section 4.1] we associate to D its linking graph Γ (D) which is a simple graph with
the vertex set N and the edge set of all (i, j) such that λi j = 0. As usual in graph theory the degree
of a vertex i is the number d(i) of all j such that λi j = 0. We say that D is simply linked datum if
d(i)  1 for all i. The simplicity condition is not very severe. For by remark [3, Section 5] d(i)  1
whenever |qi | 3. The vertices of degree zero give rise to generators of H(D) lying in the radical of
H(D). For our purposes we can assume that Γ (D) does not have such vertices. We call D and H(D)
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type with every vertex of degree 1. Clearly, the number of vertices N is even, so we set n = N/2.
Renumbering vertices, if necessary we can assume that the edge set of Γ (D) is {(i, i + n) | i ∈ n}.
It will be convenient to modify notation. We put bi = ai+n , xi = vi and yi = vi+n for every i ∈ n.
Rescaling xi we will assume λi,i+n = 1. Thus D has the form
D = {G, (ai), (bi), (χi), λi j,n ∣∣ i, j ∈ n}.
Now (1.11) implies aibi = 1 and χi+n = χ−1i for all i ∈ n which in turn gives the following conditions:
(D0) aibi = 1 for all i,
(D1) χ j(ai) = χi(b j) for all i, j,
(D2) χi(a j)χ j(ai) = 1 for all i = j,
(D3) χi(b j)χ j(bi) = 1 for all i = j.
The Hopf algebra H = H(D) attached to D is explicitly described as follows. H is generated by G and
2n symbols {xi, yi, i ∈ n} subject to the relations of G and the following relations:
(R1) gxi = χi(g)xi g for all g ∈ G ,
(R2) gyi = χ−1i (g)yi g for all g ∈ G ,
(R3) xix j − qijx jxi = 0 for i = j,
(R4) yi y j − qij y j yi = 0 for i = j,
(R5) xi y j − q−1i j y jxi = δi j(aibi − 1) for all i,
(R6) xmii = 0 = ymii for all i,
(R7) 
xi = ai ⊗ xi + xi ⊗ 1 for all i,
(R8) 
yi = bi ⊗ yi + yi ⊗ 1 for all i.
We proceed now to a classiﬁcation of simple H-modules. Our approach is a generalization of [10].
Let Y be the sub-Hopf algebra of H generated by G and yi, i ∈ n. For every γ ∈ Ĝ we make k a
Y -module denoted by kγ by setting
g.1γ = γ (g) for all g ∈ G,
yi .1γ = 0 for all i
where 1γ is identiﬁed with 1 ∈ k. We deﬁne the H-module Z(γ ) by inducing from Y to H via
Z(γ ) = H ⊗Y kγ .
Since H is a free Y -module on a basis {xi} we see that the set {xi ⊗ 1γ } forms a basis for Z(γ ).
Let M be an H-module. We say that 0 = m ∈ M is a weight element of weight γ ∈ Ĝ if g.m =
γ (g)m for all g ∈ G . A weight element is called primitive if yi .m = 0 for all i. For γ ∈ Ĝ we deﬁne
S(γ ) to be the subset of all j ∈ n such that
γ (a jb j) = q−e jj for some 0 e j mj − 2. (3.2)
We denote by e j(γ ) the above integer, dropping γ whenever it is clear from the context. We say that
elements x, y of an algebra skew commute if xy = qyx for some nonzero q ∈ k.
Lemma 3.4. A monomial xi ⊗ 1γ is primitive if and only if i j = 0, e j + 1 for every j ∈ S(γ ), and ik = 0 for all
k /∈ S(γ ).
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y j .x
i ⊗ 1γ = cxi11 · · · x
i j−1
j−1 y jx
i j
j · · · xinn ⊗ 1γ .
By Lemma 1.2 y j .x
i j
j ⊗ 1γ = −q j(i j)q j x
i j−1
j (q
i j−1
j a jb j − 1), provided i j = 0, and 0, otherwise. Further,
for every k = j the condition (D1) implies that
χk(a jb j) = χk(a j)χk(b j) = χk(a j)χ j(ak) = 1. (3.3)
Therefore a jb j commutes with every xk,k = j. It follows that y j .xi ⊗1γ = 0 if and only if i j = 0, e j +1,
the last possibility occurring for j ∈ S(γ ) only. 
By Lemma 3.2 each Z(γ ) has a unique maximal submodule R(γ ), possibly zero. We associate a
simple H-module
L(γ ) = Z(γ )/R(γ )
to every γ ∈ Ĝ . The next result explicitly describes R(γ ).
Proposition 3.5. In the foregoing notation
(1) The family {L(γ ) | γ ∈ Ĝ} is a full set of representatives of simple H-modules.
(2) R(γ ) is the sum of all submodules generated by x
e j+1
j ⊗ 1γ , j ∈ S(γ ).
Proof. (1) is a particular case of [29, 4.12] or of Theorem 3.3.
(2) On the one hand each primitive vector xi ⊗ 1γ generates a submodule spanned by all x j ⊗ 1γ
with j  i, hence a proper one.
Conversely, suppose v =∑i cixi ⊗ 1γ , ci ∈ k• , generates a proper submodule. If i j  e j + 1 for at
least one j ∈ S(γ ), then xi ⊗ 1γ lies in H .(xe j+1 ⊗ 1γ ), hence is contained by R(γ ) by the opening
remark. Suppose v involves a monomial xi ⊗ 1γ with i j  e j for all j ∈ S(γ ). By Lemma 1.3
y
i j
j x
i j
j ⊗ 1γ = −q j(i j)q j !
i j∏
m=1
(
q
i j−m
j γ (a jb j) − 1
)⊗ 1γ .
It follows that
yi11 · · · yinn v = cid ⊗ 1γ +
∑
m =0
κmx
m ⊗ 1γ ,
with d = 0, κm ∈ k. But the latter element generates Z(γ ) since xi is nilpotent for all i. This completes
the proof. 
We derive from the previous proposition the dimension of L(γ ).
Corollary 3.6. dim L(γ ) =∏k/∈S(γ )mk∏ j∈S(γ )(e j + 1).
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ﬁnite-dimensional algebra A and a left A-module M the radical R(M) of M is the smallest submodule
such that M/R(M) is semisimple. It is easy to see that R(M) = JM where J is the radical of A. Dually
the socle Σ(M) of M is the largest semisimple submodule of M . The radical or Loewy series {Rn(M)}
of M is deﬁned recursively by R0(M) = M and Rm(M) = R(Rm−1(M)) for m  1. Similarly, the socle
series {Σm(M)} is deﬁned by Σ0(M) = 0 and Σm(M) is the preimage in M of Σ(M/Σm−1(M)) for
m 1. We note that the numbers min{m | Rm(M) = 0} and min{m | Σm(M) = M} coincide. The com-
mon value is known as the Loewy length of M , denoted by (M). Moreover, the two series are related
by inclusion Rm(M) ⊆ Σ(M)−m(M) for all m. We say that two ﬁltrations of an A-module coincide if
every term of one ﬁltration is a term of another.
For A = H and M = Z(γ ) we write (γ ) and Rm(γ ),Σm(γ ) for the Loewy length and the terms of
the Loewy and the socle series, respectively. We deﬁne the rank of monomial xi ⊗ 1γ as the number
rk(xi ⊗ 1γ ) of all j ∈ S(γ ) such that i j  e j(γ ) + 1.
Theorem 3.7. (1) For every m < (γ ) Rm(γ ) is generated by the primitive vectors of rank m.
(2) The Loewy and the socle ﬁltration coincide.
(3) The Loewy layers Lm(γ ) := Rm(γ )/Rm+1(γ ) are given by
Lm 

⊕{
L(η)
∣∣ η is weight of primitive basis vector of rank m}.
(4) (γ ) = |S(γ )| + 1.
Proof. (1)–(4). We often drop γ when it is clear from the context. We induct on m. The assertion
holds for m = 0 as Z(γ ) is generated by 1 ⊗ 1γ . Suppose it is true for Rm . Pick a primitive vector
vi := xi ⊗ 1γ . Clearly η = γχ i is weight of vi . By the universal property of induced modules there
is an epimorphism φ : Z(η) → H .vi sending 1 ⊗ 1η 	→ vi . It follows that R(H .vi) = φ(R(η)) which
by the previous proposition equals
∑
Hφ(w), where w runs over all primitive monomials of Z(η) of
rank 1. We next compute S(η). We have η(akbk) = γχ ikk (akbk), because χl(akbk) = 1 for l = k, as in
the proof of Lemma 3.4. Noticing that ik = 0 for k /∈ S(γ ) and ik = 0, ek(γ )+1, otherwise, we arrive at
η(akbk) = γ (akbk) if k /∈ S(γ ) and η(akbk) = q−ek(γ )k , q−(mk−ek(γ )−2)k , otherwise. It follows that S(η) =
S(γ ) with ek(η) = ek(γ ) or ek(η) =mk − ek(γ )− 2 for all k ∈ S(γ ). Furthermore, as w = xe j(η)+1j ⊗ 1η
for some j ∈ S(γ ) we get φ(w) = xe j(η)+1j vi . Therefore if i j = 0, then in view of mj = e j(η)+e j(γ )+2
and x
m j
j = 0, we have φ(w) = 0. Otherwise, e j(η) = e j(γ ), hence φ(w) = x
e j(γ )+1
j vi . It follows that
every nonzero φ(w) has rank m+ 1. Moreover, every primitive monomial of rank m+ 1 has the form
φ(w) for a choice of vi and j. Noting that Rm+1(γ ) =∑ R(H .vi) where vi runs over all primitive
monomials, the induction step is complete. This proves (1) from which (4) is an obvious consequence.
(2) Since R = Σ0 we may assume by the reverse induction on m that part (2) holds for all k >m.
Set M = Z(γ )/Rm+1(γ ). By the induction hypotheses Rm+1 = Σ−m−1, hence Σ(M) = Σ−m/Rm+1.
Therefore, were Rm a proper submodule of Σ−m there would be a simple H-module L of M not
contained in Rm/Rm+1. Let k be the largest integer such that L ⊂ Rk/Rm+1. We write vi for the image
of vi in M and deﬁne rk(vi) as rk(vi). We claim that M is the span of the images of monomials. For
this is true of H .vi for a primitive vi because the latter is the span of x
j vi where x
j runs over the
standard basis of H . By part (1) same holds for Rm for every m, hence for M . In fact we have
Rm = (vi ∣∣ rk(vi)m).
Let u be a generator of L written as
u =
∑
ci vi, 0 = ci ∈ k. (∗)
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for uk in the sum (∗) the length of uk . We pick a generator u with uk of the smallest length. As k <
m −1 for each vi of rank k there is j ∈ S(γ ) with i j < e j +1 where e j = e j(γ ). Set u′ = xe j+1−i jj u
and observe that u′ = 0, because distinct terms vi remain distinct or zero upon multiplication by
x
e j+1−i j
j and x
e j+1−i j
j vi = 0, since it has rank k + 1 m. However, u′k has length smaller than uk , a
contradiction.
(3) By part (1)
Lm =
∑
H .vi, (∗∗)
where vi runs over all primitive basis vectors of rank m. For each i the set B = {x j vi | rk(x j vi) =m}
is a basis of H .vi . The proof follows immediately, once if we show that vi is the only primitive vector
of H .vi within a scalar multiple.
Suppose u is a primitive vector of H .vi . Write out u in basis B
u =
∑
c jx
j vi, 0 = c j ∈ k.
Since vi is primitive, the argument of Lemma 3.4 shows that
ykx
j vi = d jx j−uk
(
q jk−1k η(akbk) − 1
)
vi, d j ∈ k•, (∗∗∗)
where η is the weight of vi . Monomials x
j−uk vi are distinct elements of B , which implies that yku = 0
if and only if ykx
j vi = 0. This condition must hold for all k and therefore, by Eq. (∗∗∗) it is equivalent
to x j ⊗1η is primitive in Z(η). From the proof of part (1) we have that for every k /∈ S(γ ), jk = 0, and
for k ∈ S(γ ), either jk = 0, or jk =mk−ek(γ )−1, ek(γ )+1. Assuming jk = 0, in the ﬁrst case x j vi = 0,
and in the second rk(x j vi)m+1, hence x j vi = 0 again. Thus j = 0, so that u = cvi for some c ∈ k. It
follows that every H .vi is a simple module and the sum (∗∗) is direct. For otherwise, some primitive
vi would be a linear combination of other primitive monomials of Lm , a contradiction. 
3.3. The coradical of H∗
We denote by ⇀ and ↼ two standard actions of H and H∗ on each other [32, Chapter 5]. For
every γ ∈ Ĝ we deﬁne subcoalgebra C(γ ) by C(γ ) = H ⇀ γ ↼ H .
Proposition 3.8. The family {C(γ ) | γ ∈ Ĝ} contains every simple subcoalgebra of H∗ . Thus
corad(H∗) =
∑
γ∈Ĝ
C(γ ).
Proof. It suﬃces to show that H ⇀ γ 
 L(γ ). To this end we observe g ⇀ γ = γ (g)γ and yk ⇀ γ =
0 for all k. The ﬁrst of these equalities is obvious. For the second we compute
(yk ⇀ γ)
(
xi y j g
)= γ (xi y j gyk)= χ−1k (g)γ (xi y j yk g)= 0,
by the deﬁnition of γ . We see that γ is a primitive vector of weight γ . Therefore H ⇀ γ is the
image of Z(γ ) under φ : 1⊗ 1γ 	→ γ . It remains to show that φ(R(γ )) = 0. By Proposition 3.5 this is
equivalent to the equality xek+1k ⇀ γ = 0 for every k ∈ S(γ ).
Pick an integer m. By deﬁnition of the left action υ = (xmk ⇀ γ)(xi y j g) = γ (xi y j gxmk ). Since every
g ∈ G and every y j, j = k, skew commute with xk we can reduce υ to the form
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(
xi y j
′(
y jkk x
m
k
)
y j
′′)
, c ∈ k•,
where j′ = ( j1, . . . , jk−1), j′′ = ( jk+1, . . . , jn). Using Lemma 1.3 we see readily that υ = 0 unless i = 0,
j =muk . When these conditions hold υ = χmk (g)γ ( f m,mm )γ (g), where f m,mm = (m)qk !
∏m
p=1(q
m−p
k akbk−
1) again by Lemma 1.3. As
∏m
p=1(qm−pγ (akbk) − 1) = 0 for every k ∈ S(γ ) and m  ek + 1, we con-
clude that every C(γ ) is simple coalgebra.
On the other hand every simple H-module is isomorphic to L(γ ) by Proposition 3.5, which com-
pletes the proof. 
The functions
cmk : Ĝ → k, cmk (γ ) =
m∏
p=1
(
qm−pk γ (akbk) − 1
)
, (3.4)
will play a rôle below.
4. The Drinfel’d double
4.1. Multiplication in D(H)
The original deﬁnition of the Drinfel’d double D(H) [14] of a Hopf algebra is rather technical. For
an intrinsic deﬁnition of D(H) via the double crossproduct construction see [23,24]. We will follow,
though, a more transparent description of D(H) due to Doi and Takeuchi [12].
We recall that D(H) is H∗ ⊗ H as a vector space and H∗ cop ⊗ H as a coalgebra with the tensor
product coalgebra structure. Note that if S is the antipode of H , then (S−1)∗ is the antipode of H∗ cop.
There is a natural bilinear form
τ : H∗ cop ⊗ H → k, τ (α,h) = α(h), for α ∈ H∗,h ∈ H .
τ is an invertible bilinear form in the convolution algebra Homk(H∗ cop ⊗ H,k) with the inverse
τ−1(α,h) = τ ((S−1)∗(α),h). Using τ the algebra structure on D(H) is given with product
(α ⊗ h)(β ⊗ k) = ατ(β3,h1)(β2 ⊗ 1)(1⊗ h2)τ−1(β1,h3)k, (4.1)
where 
(2)H∗ (β) = β1 ⊗ β2 ⊗ β3 and 
(2)H (h) = h1 ⊗ h2 ⊗ h3. In what follows we will drop the “⊗”-sign
and write αh. The essential part of deﬁnition (4.1) is
hβ = τ (β3,h1)β2h2τ−1(β1,h3)
= β3(h1)β2h2β1
(
S−1(h3)
)
. (4.2)
Inverting (4.2) gives the equivalent identity
βh = τ−1(β3,h1)h2β2τ (β1,h3)
= β3
(
S−1(h1)h2β2β1(h3). (4.3)
It is convenient to rewrite identities (4.2) and (4.3) in terms of actions ⇀ and ↼. An immediate
veriﬁcation gives
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= β2
((
S−1
)∗
(β1) ⇀ h ↼ β3
)
and (4.4)
βh = h2
(
S−1(h1) ⇀ β ↼ h3
)
= (β1 ⇀ h ↼ (S−1)∗(β3))β2. (4.5)
We note that formulas (4.4) and (4.5) were obtained in [27] and [31], respectively.
One consequence of (4.4) is the formula gαg−1 = g ⇀ α ↼ g−1. It shows that H∗ is invariant
under the action by G by conjugation. Therefore we have a Hopf subalgebra H˜∗ := H∗ #kG in D(H).
Next, suppose x is an (a,1)-primitive element of H satisfying gx = χx(g)xg for χx ∈ Ĝ . We associate
with x two mappings φx, δx : H˜∗ → H˜∗ deﬁned as follows
φx(αg) =
(
a−1 ⇀ α
)
χx(g)g,
δx(α) =
(
α ↼ xa−1
)
a − xa−1 ⇀ α and
δx(αg) = δx(α)χx(g),
for all α ∈ H∗ and g ∈ G .
Lemma 4.1. (1) φx is an algebra automorphism and δx is a right φx-derivation of H˜∗ .
(2) [xs,α]φsx = [xs−1,α]φs−1x x+ xs−1[x, φs−1x (α)]φ for every α ∈ H∗ and s 1.
Proof. (1) The claim about φx is obvious. For the rest it suﬃces to show that
αx= xφx(α) + δx(α) for all α ∈ H∗.
Note the equalities 
(2)(x) = a⊗ a⊗ x+a⊗ x⊗ 1+ x⊗ 1⊗ 1 and S−1(x) = −xa−1. Therefore we have
from (4.5)
αx= a(a−1 ⇀ α ↼ x)+ x(a−1 ⇀ α)− xa−1 ⇀ α.
As a(a−1 ⇀ α ↼ x) = (α ↼ xa−1)a by (4.4) and gx = χx(g)xg , the proof of (1) is complete.
(2) We recall that [xs,α]φsx stands for the right derivation α 	→ αxs − xsφsx(α) as deﬁned in Sec-
tion 1.2. The proof of the identity is by a direct veriﬁcation. 
For the sequel we must modify the standard basis of H and the generators of H∗ . Since every
g ∈ Ĝ skew commutes with all xi and yi the set {xi gy j | 0  ik, jk <mk and g ∈ G} is another basis
of H . We deﬁne the functionals γ , ξk, ηk for all k ∈ n by setting
γ
(
xi gy j
)= δ0,iδ0, jγ (g), (4.6)
ξk
(
xi gy j
)= δuk,iδ0, j for every g ∈ G, (4.7)
ηk
(
xi gy j
)= δ0,iδuk, j for every g ∈ G. (4.8)
By an argument almost identical to one for Lemma 2.2 one can show
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ξ ckγ
(
xi gy j
)= (c)qk !δi,cukδ j,0γ (g) and
ηckγ
(
xi gy j
)= (c)qk !δi,0δ j,cukγ (g).
hold for all γ ∈ Ĝ , k ∈ n and 0 c mk.
We also record an analog of Proposition 2.4.
Proposition 4.3.
(1) For every γ ∈ Ĝ and 1 k n
γ ξk = γ (ak)ξkγ and γ ηk = γ (bk)ηkγ .
(2) For all s, t ∈ n the equalities
ξsξt = χs(at)ξtξs,
ηsηt = χs(bt)ηtηs,
ξsηt = ηtξs
hold.
We move on to an explicit description of multiplication in D(H). We start off with the conjugation
action of G .
Lemma 4.4. For all g ∈ G, γ ∈ Ĝ , 1 k n the identities
gγ = γ g, (4.9)
gξk = χ−1k (g)ξk g, (4.10)
gηk = χk(g)ηk g (4.11)
hold.
Proof. By (4.2) gαg−1 = g ⇀ α ↼ g−1. From the deﬁnition of γ , ξk, ηk the equations
g ⇀ γ = γ (g)γ and γ ↼ g = γ (g)γ , (4.12)
g ⇀ ξk = ξk and ξk ↼ g = χk(g)ξk, (4.13)
g ⇀ ηk = χk(g)ηk and ηk ↼ g = ηk (4.14)
follow which complete the proof. 
We need a technical lemma. Below we use the convention that for any set of variables v j , vi = 0
if ik < 0 for at least one k.
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(
xi gy j
)
(xkh) = cxi+uk ghy j + c′xi gh
(
q jk−1k akbk − 1
)
y j−uk , (4.15)
(ykh)
(
xi gy j
)= dxi ghy j+uk + d′xi−uk gh(qik−1k akbk − 1)y j . (4.16)
Proof. Since elements of G and yl, l = k, skew commute with xk , (xi gy j)(xkh) = axi ghy j′ y jkk xk y j
′′
with j′ = ( j1, . . . , jk−1) and j′′ = ( jk+1, . . . , jn). Next we use Lemma 1.2(1) according to which
y jkk xk = q jkk xk y jkk − qk( jk)qk
(
q jk−1k akbk − 1
)
y jk−1k .
This formula and the fact that xk skew commutes with xl, l = k, completes the proof of (4.15).
The proof of (4.16) is almost identical. One must use Lemma 1.2(2) together with the observation
that xl, l = k, commutes with akbk . 
The next three lemmas completely determine the algebra structure of D(H).
Lemma 4.6. For every γ ∈ Ĝ and 1 k n
γ xk = γ
(
a−1k
)
xkγ + γ
(
a−1k
)
qk
(
γ (akbk) − 1
)
ηkγ , (4.17)
γ yk = γ
(
b−1k
)
ykγ − γ
(
b−1k
)(
γ (akbk) − 1
)
ξkγ bk. (4.18)
Proof. By Lemma 4.1 we need only to compute δxk (γ ). By deﬁnition this involves ﬁnding γ ↼ xka
−1
k
and xka
−1
k ⇀ γ . First we show that
γ ↼ xka
−1
k = 0. (4.19)
For by deﬁnition (γ ↼ xka
−1
k )(x
i gy j) = γ (xka−1k xi gy j) and the latter is zero because xka−1k xi gy j =
cxi+uk ga−1k y
j, c ∈ k•, with i + uk = 0 for all i, j, g .
Next we compute
υ := (xka−1k ⇀ γ )(xi gy j)= γ (xi gy jxka−1k ).
Using (4.15) we express υ = υ1 + υ2 where υ1 = cγ (xi+uk ga−1k y j) and υ2 = c′γ (xi ga−1k (q jk−1k akbk −
1)y j−uk ). As in the proof of (4.19) υ1 = 0 for all basis elements. The deﬁnition of γ makes it clear
that υ2 = 0, unless i = 0 and j = uk . In the latter case c′ = −qk , hence υ2 = −qkγ (ga−1k (akbk − 1)).
That is to say
xka
−1
k ⇀ γ = −qkγ
(
a−1k
)
γ (akbk − 1)ηkγ , (4.20)
by Lemma 4.2, and this completes the proof of (4.17).
The proof of (4.18) is almost identical. The main steps are the equalities
ykb
−1
k ⇀ γ = 0 and γ ↼ ykb−1k = −γ
(
b−1k
)
γ (akbk − 1)ξkγ .  (4.21)
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ξlxk = xkξl + δk,l(al − χk), (4.22)
ξl yk = ykξl − δk,lq−1k (qk − 1)ξ2k bk. (4.23)
Proof. We use again Lemma 4.1. Since a−1k ⇀ ξl = ξl by (4.10), it remains to ﬁnd δxk (ξl). First, we
claim that
ξl ↼ xka
−1
k = δk,l. (4.24)
This is the matter of showing that υ = ξl(xka−1k xi gyuj) = δk,lδi,0δ j,0. We observe that υ = cχ i− j(a−1k )×
ξl(xi+ukhy j) for some h ∈ G and 0 = c ∈ k with c = 1 when i = 0 = j, which yields the claim by the
deﬁnition of ξl .
Next we show the identity
xka
−1
k ⇀ ξl = δk,lχk. (4.25)
Now we must compute υ ′ = ξl(xi gy jxka−1k ). Applying the straightening out formula (4.15) we write
υ ′ = υ1 + υ2 where υ1 = cξl(xi+uk ga−1k y j) and υ2 = c′ξl(xi ga−1k (q jk−1k akbk − 1)y j−uk ). We note that
υ2 is zero for all i, g and j. For, if j − uk = 0, then surely υ2 = 0. Else, υ2 = c′ξl(xi(s − t)) for some
s, t ∈ G , which is again zero.
As for υ1, if l = k, then υ1 = 0, because i + uk = ul for all i. Suppose l = k. Then υ1 = 0 if and only
if i = 0 = j. If so, c = χk(g), hence υ1 = χk(g)δi,0δ j,0, which gives (4.25).
For the proof of the second part we need two observations. First off, the equality ykb
−1
k ⇀ ξl = 0
for all k, l is self-evident. In the second place we claim the identity
ξl ↼ ykb
−1
k = −q−1k (qk − 1)ξ2k . (4.26)
Again the proof boils down to ﬁnding υ = ξl(ykb−1k xi gy j) which by (4.16) splits up as υ = υ1 +
υ2 with υ1 = dξl(xi gb−1k y j+uk ) and υ2 = d′ξl(xi−uk gb−1k (qik−1k akbk − 1)y j). Now υ1 is always zero,
because j + uk = ul for all j. If l = k, then i − uk = ul for all i forces υ2 = 0 for all choices of i, g, j.
Take the case k = l. Now υ2 = 0 for all i, j such that i − uk = uk or j = 0. In the remaining case, i.e.
i = 2uk and j = 0, we have from Lemma 1.2(2) the identity
ykb
−1
k x
2
k = q−2k ykx2kb−1k =
(
x2k yk − q−1k (2)qk xk(qkakbk − 1)
)
b−1k ,
which gives d′ = −q−1k (2)qk . Noting that ξk(xk(qks − t)) = qk − 1 for all s, t ∈ G we arrive at υ2 =
−q−1k (2)qk (qk − 1)δi,2ukδ j,0. In view of Lemma 4.2 we obtain the desired formula. 
Lemma 4.8. For all k, l ∈ n
ηlxk = q−1kl xkηl + δk,l(qk − 1)η2k , (4.27)
ηl yk = q−1lk ykηl + δk,lq−1k (χkbk − ). (4.28)
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ηl ↼ xka
−1
k = 0 for all l,k, and xkak ⇀ ηl = δk,l(qk − 1)η2k , (4.29)
ykb
−1
k ⇀ ηl = δk,lq−1k  and ηl ↼ ykb−1k = δk,lq−1k χk. (4.30)
A veriﬁcation of these equations follows from the proof of the preceding lemma and is left for the
reader. 
In keeping with our convention we put m = (m1, . . . ,mn). We let Z(m) denote [m1] × · · · × [mn].
As a consequence of the last three lemmas we have the fact that the set of all products of
gγ , xi, y j, ξk, ηl with gγ ∈ G × Ĝ and i, j,k, l ∈ Z(m) in any prescribed order forms a basis for D(H).
4.2. Parametrization of simple D(H)-modules
We denote by Γ the group G × Ĝ . We recall that J (A) denotes the radical of an algebra A. We
consider the subalgebra A = A(Γ, y, ξ) of D(H) generated by Γ, yi, ξi for all i ∈ n. Relations (4.18)
and (4.23) imply that A is a free span of the set {yiξ j gγ | 0  ik, jk  mk − 1, gγ ∈ Γ }. We set
|i| =∑ ik for an n-tuple i.
Lemma 4.9. A is a right coideal of D(H) and a basic algebra in the sense that
A = kΓ ⊕ J (A).
Proof. We let B denote the subalgebra of A generated by Γ and all ξk . Clearly B = kΓ ⊕ J (B), where
J (B) is the span of all ξ j gγ with | j| > 0. Since the elements of Γ skew commute with every ξk ,
J (B) is nilpotent. Let N be the largest integer with J (B)N = 0. Set I to be the span of all yiξ j gγ
with |i| + | j| > 0. Evidently I is a complement of kΓ in A, and I =∑|i|>0 yi B + J (B). We lift the
radical ﬁltration
B ⊃ J (B) ⊃ · · · ⊃ J N (B) ⊃ 0,
to a ﬁltration
I = I0 ⊃ I1 ⊃ · · · ⊃ IN ⊃ 0,
where Ik is deﬁned by Ik = ∑|i|>0 yi Jk(B) + J k(B). Thanks to the relations (4.18) and (4.23) the
elements of B skew commute with all yi z, z ∈ J k(B), modulo Ik+1. Therefore the Ik form an ideal
ﬁltration with nilpotent quotients Ik/Ik+1 because the yk generate a nilpotent subalgebra. Thus I =
J (A).
We take up the ﬁrst claim. The comultiplication of yi g (cf. (2.4)) makes it clear that it suﬃces to
show that the subalgebra B ′ of H∗ generated by Ĝ and the ξk is a right coideal. Since 
D = 
H∗ cop
on H∗ this is equivalent to B ′ is a left coideal of H∗ , or a right H-submodule with respect to the
‘↼’-action. As H∗ is an H-module algebra we need only to establish inclusion z ↼ h ∈ B ′ for z and h
running over the generators of B ′ and H , respectively. Now using (4.12), (4.13), and (4.19), (4.21) we
have
γ ↼ g = γ (g)γ , ξk ↼ g = χk(g)ξk for all g ∈ G, and
γ ↼ xk = 0, and γ ↼ yk = −
(
γ (akbk) − 1
)
ξkγ .
A reference to (4.24) and (4.26) completes the proof. 
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let kλ denote the A-module k with the A-action deﬁned by
J (A).1k = 0 and gγ .1k = λ(gγ ).
We write 1λ for the element 1k of kλ . We deﬁne a family of D-modules I(λ), λ ∈ Γ̂ by setting
I(λ) = D ⊗A kλ,
where we write D = D(H). As we mentioned earlier the set {xiη j ykξ l gγ | gγ ∈ Γ, i, j,k, l ∈ Z(m)} is
a basis for D(H). Therefore, directly from the deﬁnition we obtain that I(λ) is a free span of the set
{xiη j ⊗ 1λ | i, j ∈ Z(m)}. This is the standard basis of I(λ).
Proposition 4.10. For every λ ∈ Γ̂ the D-module I(λ) has a unique maximal submodule.
Proof. Let Π be the hyperplane of I(λ) spanned by all {xiη j ⊗ 1λ} with |i| + | j| > 0. We claim that
every proper D-submodule M of I(λ) lies in Π . If not, then
1⊗ 1λ +
∑
|i|+| j|>0
ci, j x
iη j ⊗ 1λ ∈ M for some ci, j ∈ k.
By an argument verbatim to one used in the proof of Lemma 4.9 the xi, η j generate a nilpotent sub-
algebra of D . Therefore z =∑|i|+| j|>0 ci, j xiη j ⊗ 1λ is nilpotent, hence 1⊗ 1λ ∈ M , a contradiction. 
Let R(λ) denote the radical of I(λ), i.e. the sum of all proper submodules or zero, if I(λ) is simple.
We set
L(λ) = I(λ)/R(λ).
Let M be a D-module. An element 0 = v ∈ M is called weight element of weight μ ∈ Γ̂ if
gγ .v = μ(gγ )v holds for all gγ ∈ Γ.
We say that v = 0 is primitive if J (A).v = 0. We note that every D-module M contains primitive
weight elements, in fact, a simple submodule of the A-socle of M is spanned by a primitive element.
The subalgebra of D(H) generated by H∗ and xk is an Ore extension with the automorphism
φxk : α 	→ (a−1k ⇀ α), α ∈ H∗ , and a right φxk -derivation δxk determined on generators of H∗ by re-
lations (4.17), (4.22) and (4.27). Therefore for every α ∈ H∗ , αxsk =
∑s
i=0 xikαi for some αi ∈ H∗ . The
next two lemmas give a more precise form of these identities.
Lemma 4.11. There are polynomials h(s)i (t) for s = 1,2, . . .; i = 1,2, . . . s, such that
[
xsk, ηk
]
φsxk
=
s∑
i=1
h(s)i (qk)x
s−i
k η
i+1
k . (4.31)
Proof. To simplify notation we drop the subscript k and set φ = φxk . We induct on s noting that
the case s = 1 holds by (4.27). First we have φs(η) = a−s ⇀ η = q−sη by (4.14). Now the induction
hypothesis and Lemma 4.1(2) give the identity
[
xs+1, η
]
φs+1 = q−sxs[x, η]φ +
(
s∑
h(s)i (q)x
s−iηi+1
)
x.i=1
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δx is a right φ-derivation with δx(η) = (q − 1)η2 by (4.27). We claim that for every m
δx
(
ηm
)= (q − 1)(m)q−1ηm+1. (4.32)
For by (1.15) δx(ηm+1) = δx(ηm)q−1η + ηm(q − 1)η2, and assuming the formula for m we get
δx(η
m+1) = (q − 1)(q−1(m)q−1 + 1)ηm+2 as asserted. 
Lemma 4.12. There are polynomials g(s)i (t) for s = 1,2, . . . ; i = 1,2, . . . s, such that
[
xsk, γ
]
φsxk
= γ (a−sk )
(
xsk +
s∑
i=1
g(s)i (qk)c
i
k(γ )x
s−i
k η
i
k
)
γ , (4.33)
where cik(γ ) are functions deﬁned in (3.4).
Proof. We suppress the subscript k as in the preceding lemma. We argue by induction on s starting
with (4.17). Since φs(γ ) := a−s ⇀ γ = γ (a−s)γ , Lemma 4.1 gives
[
xs+1, γ
]
φs+1 = xsγ
(
a−s
)[x, γ ]φ + [xs, γ ]φs x
= γ (a−(s+1))qc1(γ )xsηγ + γ (a−s)( s∑
i=1
gi(q)ci(γ )xs−iηiγ
)
x,
the last equality by (4.17) and the induction hypothesis. The proof will be completed if we show that
(
ηiγ
)
x = γ (a−1)(κ1xηiγ + κ2(qiγ (ab) − 1)ηi+1γ ),
where κi are some polynomials of q. This equality is derived as follows. First, Lemma 4.1 lets us write
(ηiγ )x = x(a−1 ⇀ ηiγ ) + δx(ηiγ ). Next, the ‘⇀’-action is an algebra homomorphism, hence a−1 ⇀
ηiγ = q−iγ (a−1)ηiγ with the help of Lemma 4.4. Lastly, recalling that δx is a right φ-derivation we
compute
δx
(
ηiγ
)= δx(ηi)φ(γ ) + ηiδx(γ )
= (q − 1)(i)q−1ηi+1γ
(
a−1
)
γ + γ (a−1)qc1ηi+1γ
= γ (a−1)[(q − 1)(i)q−1 + q(γ (ab) − 1)]ηi+1γ ,
where the second line is written by (4.32) and the basic relation (4.17). It remains to note that the
expression in the square brackets equals q−(i−1)(qiγ (ab) − 1). 
We record for the future reference
δxk
(
ηikγ
)= q−(i−1)k γ (a−1k )(qikγ (akbk) − 1)ηi+1k γ . (4.34)
We move on to the general case of the preceding lemma. For an n-tuple i we write ci = ci11 · · · cinn .
We recall that as stands for as11 · · ·asnn .
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γ
(
xsηt
)⊗ 1λ = λ(γ )γ (a−sbt)(xsηt ⊗ 1λ +∑
is
gici(γ )x
s−iηt+i ⊗ 1λ
)
. (4.35)
Proof. We derive from the previous lemma that γ (xsηt) ⊗ 1λ is the sum of monomials mi =
γ (a−s)gi11 · · · ginn ci(γ )xs1−i11 ηi11 · · · xsn−inn ηinn γ ηt . Now observe that ηi skew commutes with every x j ,
j = i, all η j , and γ ηt = γ (bt)ηt by Proposition 4.3(1). Thus mi can be rewritten as qp11 · · ·qpnn xs−iηt+i
for a suitable integers pi and the lemma follows. 
We begin to build the weight space decomposition of I(λ). For g ∈ G we denote by gˆ the character
of Ĝ sending γ to γ (g) for every γ ∈ Ĝ . For s, t ∈ (Z)n and λ ∈ Γ we deﬁne the character λs,t by
λs,t = λâ−sbtχ s+t .
Recall the idempotent eλ = |Γ |−1∑gγ λ−1(gγ )gγ associated to λ ∈ Γ . We denote by es,t the idem-
potent corresponding to λs,t . We deﬁne vector vs,t by the formula vs,t = es,t(xsηt ⊗ 1λ). In the same
spirit we let Is,t(λ) denote the weight space es,t I(λ). We put an equivalence relation on the set
Z(m)×Z(m) by declaring (s, t) ∼ (s′, t′) if and only if λs,t = λs′,t′ . We let [s, t] denote the equivalence
class of (s, t).
Lemma 4.14.
(1) The set
{
vs,t
∣∣ s, t ∈ Z(m)},
is a basis for I(λ).
(2) The set
{
vs′,t′
∣∣ (s′, t′) ∈ [s, t]},
is a basis for Is,t(λ).
(3) I(λ) =⊕{Is,t | s, t ∈ Z(m)}.
Proof. (1) The deﬁning relations of H and (4.11) make it clear that xsηt ⊗ 1λ has G-weight λ|Gχ s+t .
This observation combined with the previous lemma shows that
vs,t = xsηt ⊗ 1λ +
∑
i<s
gicix
s−iηt+i ⊗ 1λ, (4.36)
where ci := |G|−1∑γ∈Ĝ ci(γ ) is the average value of ci over Ĝ . We see that vs,t has the leading term
xsηt ⊗ 1λ . We claim that the set in part (1) is linearly independent. Else, there is a linear relation (∗)∑
κs,t vs,t = 0, 0 = κs,t ∈ k. Pick (s′, t′) such that s′ is the largest among all (s, t) involved in (∗) and t′
is the smallest among all (s′, t) involved in (∗) in the ordering of Section 2.1. Then xs′ηt′ ⊗ 1λ cannot
get cancelled, a contradiction. As dim I(λ) = card |Z(m)|2, the assertion holds.
(2) and (3). We note that every vs′,t′ with (s′, t′) ∈ [s, t] lies in Is,t(λ) by the deﬁnition of the latter,
hence dim Is,t(λ) |[s, t]|. However, the sum of cardinalities of the distinct sets [s, t] equals dim I(λ).
On the other hand, sum of Is,t(λ) is direct of dimension no greater than dim I(λ). This proves (2)
and (3). 
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resemble theorems of Curtis [11] and Lusztig [21] on parametrization of simple modules.
Theorem 4.15. The simple modules L(λ), λ ∈ Γ̂ , are a full set of representatives of simple D-modules.
Proof. As every simple D-module L is generated by a primitive weight element, L is the image of
I(λ) for a suitable λ. It remains to show that L(λ) 
 L(μ) implies λ = μ. Let Π be the hyperplane
in I(λ) of Proposition 4.10, and denote by P its image in L(λ). Were L(λ) 
 L(μ), there would be a
primitive vector v of weight μ in L(λ).
We note that P is a proper subspace of L(λ). For, a linear relation
1⊗ 1λ +
∑
ci, j x
iη j ⊗ 1λ ≡ 0 mod R(λ),
implies 1⊗ 1λ ∈ R(λ), because the xl, ηk generate a nilpotent subalgebra, a contradiction. As λ = μ by
assumption, v is a linear combination of the images of vs,t with (s, t) = (0,0). By (4.36) v ∈ P , hence,
as v is primitive, L(λ) is the span of all xiη j v . Referring to Lemma 4.11 we see that P is invariant
under multiplication by ηk and, of course, xl . Thus L(λ) ⊂ P , a contradiction. 
4.3. The Loewy ﬁltration of I(λ)
4.3.1. Action of generators on standard basis
Our ultimate goal is to describe the action of generators of D on the weight basis of I(λ). The next
proposition is a key step toward this goal. It runs smoothly under a certain restriction on the datum
for H . We do not know whether this restriction is essential for our results.
For an even m we put m′ =m/2.
Deﬁnition 4.16. We say that a simply linked datum D is half-clean if G does not have nontrivial
relations r = 1 of the form
r =
n∏
i=1
(aibi)
ti ,
with ti = 0 or m′i .
The above deﬁnition has the following implication for the set of relations of G . G does not have
relators r = ∏ni=1(aibi)ti = 1 with ti < mi for all i. For, since χ j(aibi) = 1 for every j = i, χi(r) =
χi(aibi)ti = q2tii . Therefore r = 1 implies 2ti ≡ 0 mod mi . Thus ti = 0 if mi is odd, and ti = 0 or m′i ,
otherwise.
Proposition 4.17. Suppose D is a half-clean datum, s ∈ Z(m) and t ∈ Zn.
(1) For every i, 0< i  s,
es,t
(
xs−iηt+i ⊗ 1λ
)= 0.
(2) For every k ∈ n and every i, 0 i  s,
es+uk,t
(
xs−iηt+uk+i ⊗ 1λ
)= 0.
(3) For every i,0 i  sk − 1,
es,t−uk
(
xs−(i+1)ukηt+iuk ⊗ 1λ
)= 0.
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∑
γ∈Ĝ γ (g) =|G|δ1,g .
(1) Put v = xs−iηt+i ⊗ 1λ . By Lemma 4.13 and (4.11) v acquires weight λs−i,t+i upon multiplication
by gγ . One can see readily that λ−1s,t λs−i,t+i = (̂ab)i . Consequently Lemma 4.13 gives the equality
es,t .v =
∑
js−i
g j
{
|G|−1
∑
γ∈Ĝ
γ
(
(ab)i
)
c j(γ )
}
xs−i− jηt+i+ j ⊗ 1λ. (∗)
We begin to work out the inner sum in (∗). First, for a positive integer m and every k ∈ n we have
the expansion
cmk (γ ) =
m∑
l=0
(−1)m−l
(
m
l
)
qk
q
( l2)
k γ
(
(akbk)
l),
by the Gauss’ binomial formula [17].
Replacing m by jk and l by lk and letting k run over n we see that the inner sum in (∗) equals
|G|−1∑l j γ ((ab)i+l). Since i + l  s < m our assumption on D imply that (ab)i+l = 1 for every l,
whence the sum vanishes by the opening remark, and this proves (1).
(2) We set v = xs−iηt+uk+i ⊗ 1λ . A simple veriﬁcation gives λ−1s+uk,tλs−i,t+uk+i = ̂(ab)i+uk . Repeating
the argument leading up to the equality (∗) we derive that
es+uk,t v =
∑
js−i
g j
{
|G|−1
∑
γ∈Ĝ
γ
(
(ab)i+uk
)
c j(γ )
}
xs−i− jηt+uk+i+ j ⊗ 1λ.
Applying the Gauss’ binomial formula to c j(γ ) we have
∑
γ∈Ĝ
γ
(
(ab)i+uk
)
c j =
∑
l j
κlσl, κl ∈ k, where (∗∗)
σl =
∑
γ∈Ĝ
γ
(
(ab)i+uk+l
)
(∗∗∗)
Further we note that, as i + l  s, if sk <mk − 1, we have 0 < i + uk + l <m, hence the sum (∗∗∗) is
zero for all l, and therefore the sum (∗∗) is zero for all j. Same conclusion holds if sk =mk − 1, but
jk < sk . What remains to be considered is the case when lk = jk =mk − 1− ik . Now lk + ik + 1 =mk ,
hence the exponent on ηk in η
t+uk+i+ j is mk , and therefore this term vanishes. Thus the sum (∗∗)
is always zero, and (2) is done.
(3) can be reduced to (1) by replacing t with t − uk . 
From now on we assume that D is half-clean. We need one more commutation formula.
Lemma 4.18. For every s 1 and every k ∈ n there are functions rsi of qk, 1 i  s, such that
[
xsk, ξk
]
φsxk
= (s)qk xs−1k
(
ak − q−(s−1)k χk
)+ s−1∑
i=1
rsi x
s−1−i
k η
i
kχk. (4.37)
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for s = 1 by (4.22). To carry out the induction step we use Lemma 4.1(2), namely
[
xs+1, ξ
]
φs+1 = xs
[
x,a−s ⇀ ξ
]
φ
+ [xs, ξ]
φs
x
(which by (4.13), (4.22), and the induction hypothesis equals)
xs(a − χ) + (s)qxs−1
(
a − q−(s−1)χ)x+ s−1∑
i=1
rsi x
s−1−iηiχx.
For every m = s − i, i > 0, the coeﬃcient of xm is of the form rs+1i ηi+1χ by (4.34) as needed. It
remains to compute the coeﬃcient of xs . Using (4.17), we have χx = q−1xχ + (q2 − 1)ηχ , hence
(a − q(s−1)χ)x = x(qa − q−sχ) + κηχ for some κ ∈ k. Thus this coeﬃcient equals (a − χ) + (s)q(qa −
q−sχ) = (s + 1)q(a − q−sχ) and the proof is complete. 
In what follows we set vs,t = 0 if sk or tk is zero for some k ∈ n. We derive now action of ηk, ξk
on I(λ).
Proposition 4.19. For each k ∈ n and s, t ∈ Z(m) there are roots of unity θ, θ ′ such that
(1) ηkvs,t = θ vs,t+uk ,
(2) ξkvs,t = θ ′(sk)qk (λ(akχ−1k ) − q−(sk−1)k )vs−uk,t .
Proof. (1) We start off by deriving the action of ηk, ξk on idempotents es,t . Pick μ ∈ Γ . We have
ηkeμ = |Γ |−1
∑
μ
(
(gγ )−1
)
ηk gγ = |Γ |−1
(∑
μ
(
(gγ )−1
)
χk
(
g−1
)̂
bk
(
γ−1
))
= eνηk, where ν = μ̂bkχk.
Setting μ = λs,t we obtain the ﬁrst identity, namely
ηkes,t = es,t+ukηk. (4.38)
For ξk we can show similarly that
ξkes,t = es−uk,tξk. (4.39)
We continue with part (1). In order to apply (4.38) we must expand ηkxsηt ⊗1λ in the standard basis
of I(λ). By (4.27) ηk skew commute with xl for all l = k. For l = k we use Lemma 4.11 to pass ηk
over xskk . Noting that ηk skew commutes with every ηl we arrive at the equality
ηkx
sηt ⊗ 1λ = θxsηt+uk ⊗ 1λ +
s∑
i=1
hix
s−iukηt+(i+1)uk ⊗ 1λ (4.40)
where hi are some elements of k. By part (1) of the preceding proposition es,t+uk annihilates
xs−iukηt+(i+1)uk ⊗ 1λ for every i  1, which gives (1).
(2) We begin by working out an expansion of ξkxsηt ⊗ 1λ in the standard basis of I(λ). Set s′ =
(s1, . . . , sk−1,0, . . . ,0) and s′′ = (0, . . . ,0, sk+1, . . . , sn). Noting that ξk commutes with xl for every l = k
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the ﬁrst equality, namely
ξkx
sηt ⊗ 1λ = (sk)qk w0 +
sk−1∑
i=1
κi wi, (∗)
where κi ∈ k, w0 = xs′xsk−1k (ak − q−(sk−1)k χk)xs
′′
ηt ⊗ 1λ and wi = xs′xsk−i−1k ηikχkxs
′′
ηt ⊗ 1λ .
The rest of the proof will be carried out in steps. (i) By (3.3) and (4.17) χkxl = q−1lk xlχk , and also
akxl = q−1lk xlak for l = k. Further ak skew commutes with ηt with scalar χ t(ak) and χk skew commutes
with ηt with scalar χk(bt). As χ t(ak) = χk(bt) by condition (D1), it follows that w0 = θ ′(λ(akχ−1k −
q−(sk−1))xs−ukηt ⊗ 1λ .
(ii) We claim that ηikχk skew commutes with xl for every l = k, or, equivalently, δxl (ηikχk) = 0.
Indeed, δxl (ηk) = 0 holds by (4.27) and δxl (χk) = 0 follows from the ﬁrst line of proof of (i). Since
δxl is a skew-derivation, the claim follows. As ηk,χk skew commute with all ηl it becomes clear that
wi = κxs−(i+1)ukηt+iuk ⊗ 1λ for some κ ∈ k.
From (i) and (ii) we have the expansion
ξkx
sηt ⊗ 1λ = θ ′(sk)qkλ
(
akχ
−1
k − q−(sk−1)k
)
xs−ukηt ⊗ 1λ +
sk−1∑
i=1
κi x
s−(i+1)ukηt+iuk ⊗ 1λ. (4.41)
Applying es−uk,t to equality (4.41) we arrive by Proposition 4.17(1) at the desired result. 
The next lemma gives a commutation relation between some generators of H and primitive idem-
potents.
Lemma 4.20. For every ∈ n and s, t ∈ Z(m)
(1) xkes,t = es+uk,t xk + qk(es,t+uk − es+uk,t)ηk,
(2) ykes,t = es,t−uk yk + qk(es,t−uk − es−uk,t)bkξk.
Proof. Combining Lemmas 4.1, 4.4, 4.6 and Proposition 4.3 we compute
xk gγ = χk
(
g−1
)
γ (ak)gγ xk − qkχk
(
g−1
)(
γ (ak) − γ
(
b−1k
))
gγ ηk,
yk gγ = χk(g)γ (bk)gγ yk + qkχk(g)
(
γ (bk) − γ
(
a−1k
))
gγ bkξk.
It follows that for every μ ∈ Γ̂ xkeμ splits up into the sum xkeμ = eμ′xk − qk(eμ′ − eμ′′)ηk where
μ′ = μχkâ−1k and μ′′ = μχkb̂k . Similarly ykeμ = eμ′ yk + qk(eμ′ − eμ′′)bkξk where μ′ = μχ−1k b̂−1k and
μ′′ = μχ−1k âk . Setting μ = λs,t we obtain the lemma. 
We can now describe action of xk on I(λ). Brieﬂy, xk acts as a raising operator, however, not
literally, because the set of weights is not ordered.
Proposition 4.21. For every k ∈ n and s, t ∈ Z(m) there are roots of unity θ, θ ′ such that
xkvs,t = θ vs+uk,t + θ ′vs,t+uk .
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lemma the latter monomial contributes vs+uk,t to xkvs,t . We move on to w := ηkxsηt ⊗ 1λ . From the
expansion (4.40) and Proposition 4.17(1) we see that es,t+uk w = θ ′vs,t+uk . On the other hand part (2)
of that proposition gives es+uk,t w = 0, and this completes the proof. 
We isolate one step of the next proposition in
Lemma 4.22. For every k ∈ n and t <mk there holds
ykη
t
k = qtkηtk yk − (t)qkηt−1
(
qtkχkbk − 
)
.
Proof. We use induction on t , the case t = 1 is covered by Lemma 4.8. Let φ : H∗ → H∗ be the
automorphism φ(α) = bk ⇀ α,α ∈ H∗ . Below we drop the subscript k on yk, ηk . For the induction
step we make use of (1.14) which allows us to write
φ
[
y, ηt+1
]= φ[y, ηt]η + qtηtφ[y, η]
= −(t)qηt−1
((
qtχb − )η − qtηt(χb − )),
where for the last line we used the induction hypothesis and the basis of induction. One can check
easily the equality χbη = q2ηχb which leads to the equality φ[y, ηt+1] = −ηt(qt((t)qq+1)χb−((t)q+
qt)) = −ηt(t + 1)q(qtχb − ). 
We ﬁnish this section by showing that yk acts as a lowering operator. More precisely
Proposition 4.23. For every k ∈ n and s, t ∈ Z(m) there are roots of unity θ, θ ′ such that
ykvs,t = θ(tk)qk
(
λ(χkbk) − q−(tk−1)k
)
vs,t−uk
+ θ ′(sk)qk
(
λ
(
akχ
−1
k
)− q−(sk−1)k )vs−uk,t . (4.42)
Proof. In view of Lemma 4.20 we want to express ykxsηt ⊗ 1λ and ξkxsηt ⊗ 1λ in the standard ba-
sis of I(λ). For the second of those vectors the expansion is given by (4.41). Multiplying (4.41) by
es−uk,t and es,t−uk in turn, we get the second summand of (4.42) and zero, respectively, by Proposi-
tion 4.17(1), (3).
We turn now to w = ykxsηt ⊗1λ . yk skew commutes with xl and ηl for l = k. For l = k the product
ykx
sk
k can be straightened out by Lemma 1.2(2). In addition akbk commutes with xl for l = k and skew
commutes with all ηl . It follows that
w = κxs ykηt ⊗ 1λ +μxs−ukηt ⊗ 1λ,
where κ,μ ∈ k with κ a root of unity. Since es,t−uk annihilates the second monomial in w by Propo-
sition 4.17(3), we turn to the ﬁrst summand in w . Using the preceding lemma and the fact that
yk.1λ = 0 w reduces to the form θ(tk)qk (λ(χkbk) − q−(tk−1)k )xsηt−uk ⊗ 1λ which, upon multiplication
by es,t−uk , becomes the ﬁrst summand of (4.42). 
4.3.2. The main theorems
In this section we will show that representation theory of D(H) in I(λ) follows the pattern estab-
lished for H in Theorem 3.7.
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λ
(
a jχ
−1
j
)= q−e jj , or (4.43)
λ(b jχ j) = q−e
′
j
j , (4.44)
for some 0 e j, e′j mj − 2.
Those constants depend on λ. We write them as e j(λ), e′j(λ) when this dependance must be em-
phasized.
For an n-tuple a ∈ Zn we deﬁne the rank of a as the number rk(a) of all j ∈ S(λ) satisfying a j 
e j + 1. We deﬁne the rank of xsηt ⊗ 1λ by rk(xsηt ⊗ 1λ) = rk(s) + rk(t).
Lemma 4.25. A weight vector vs,t is primitive if and only if s j = 0, e j + 1 or t j = 0, e′j + 1 for every j ∈ S(λ),
and sk = 0, tk = 0 for every k /∈ S(λ).
Proof. This follows immediately from Propositions 4.19 and 4.23. 
Let us denote the D-module generated by a set X by 〈X〉.
Proposition 4.26. R(λ) is generated by the primitive elements of rank 1.
Proof. Suppose v is primitive. From deﬁnition of primitivity we have that 〈v〉 is the span of all
xsηt v . Let now v has rank 1. Then v has the form w j = v(e j+1)u j ,0 or w ′j = v0,(e′j+1)u j . From Proposi-
tions 4.19 and 4.21 we see that 〈v〉 is the span of either all vc,d with c  (e j + 1)u j and d 0 or vc,d
with c  0 and d  (e′j + 1)u j . Therefore were R(λ) =
∑
j∈S(λ)〈w j〉 + 〈w ′j〉 there would be a weight
vector w ∈ R(λ) involving vs,t with s j  e j and t j  e′j for all j ∈ S(λ). We may assume that vs,t is
the minimal such in the sense that R(λ) does not contain weight vectors whose expansion in the
standard basis involves vc,d with either c < s and d t or c  s and d < t . Let
w = vs,t +
∑
cs′,t′ vs′,t′ , cs′,t′ ∈ k,
be the expansion of w in the standard basis of I(λ). If s = 0 = t , then 1⊗ 1λ +∑(s,t)=(0,0) vs,t ∈ I(λ),
hence, as xi, ηi generate a nilpotent subalgebra, 1⊗ 1λ ∈ R(λ), a contradiction. Else, set w ′ = ξkw and
w ′′ = ykw . Then, either sk = 0 for some k, hence w ′ involves a weight vector smaller than vs,t by
Proposition 4.19, or s = 0, but tk = 0, and then the same holds for w ′′ by Proposition 4.23. In either
case we arrive at a contradiction. 
For the dimension formula we introduce some subsets of S(λ). We let S(1)(λ), S(2)(λ) and S(3)(λ)
be deﬁned by the conditions
S(1)(λ) = { j ∈ S(λ) ∣∣ j satisﬁes only (4.43)},
S(2)(λ) = { j ∈ S(λ) ∣∣ j satisﬁes only (4.44)},
S(3)(λ) = S(1)(λ) ∩ S(2)(λ).
Corollary 4.27. For every λ ∈ Γ̂
dim L(λ) =
∏
j /∈S(λ)
m2j
∏
j∈S(1)(λ)
(e j + 1)mj
∏
j∈S(2)(λ)
(
e′j + 1
)
mj
∏
j∈S(3)(λ)
(e j + 1)
(
e′j + 1
)
.
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s j  e j and t j  e′j for j ∈ S(1)(λ) or j ∈ S(2)(λ), respectively, and arbitrary integers within [0,mj −1],
otherwise. 
We refer to Section 3.2 for a discussion of the Loewy and socle series. We denote by (λ) the
Loewy length of I(λ).
Theorem 4.28. (1) For every m < (λ), Rm(λ) is generated by the primitive vectors of rank m.
(2) The radical and the socle series coincide.
(3) The Loewy layers Lm := Rm(λ)/Rm+1(λ) are given by the formula
Lm 

⊕{
L(μ)
∣∣μ is weight of primitive basis vector of rank m}.
(4) (λ) = |S(1)(λ)| + |S(2)(λ)| + 1.
Proof. (1)–(4). We abbreviate R(λ) to R . We induct on m. The fact that I(λ) is generated by 1 ⊗ 1λ
gives the basis of induction. Suppose (1) holds for Rm . The induction step will be carried out in steps.
(i) Let vs,t be a primitive vector of rank m, and μ = λs,t be its weight. We claim that S(i)(μ) =
S(i)(λ) for i = 1,2,3. Namely, e j(μ) = e j(λ) if s j = 0, and e j(μ) =mj − e j(λ)−2, otherwise. Similarly,
e′j(μ) = e′j(λ) if t j = 0, and e′j(μ) =mj − e′j(λ) − 2, otherwise. This follows from the calculation
χ s+t â−sbt
(
akχ
−1
k
)= χ s+t(ak)χk(asb−t)
=
[∏
m =k
χ smm (ak)χ
tm
m (ak)
]
χ
sk
k (ak)χ
tk
k (ak)
[∏
m =k
χk
(
asmm
)
χk
(
b−tm
)]
,
χk(a
sk
k )χk(b
−tk
k ) =
∏
m =k
[
χm(am)χk(am)
]sm [χm(ak)χk(b−1m )]tm ,
χ
2sk
k (ak) = χ2skk (ak)
with the last equality by the datum conditions (D1)–(D2). Similarly χ s+t â−sbt(bkχk) = χ2tkk (bk).
Therefore μ(akχ
−1
k ) = λ(akχ−1k )χ2skk (ak) and μ(bkχk) = λ(bkχk)χ2tkk (bk). It follows that if sk = 0 or
tk = 0, then the value of μ and λ at akχ−1k or bkχk coincide. Else, sk = ek(λ) + 1 or tk = e′k(λ) + 1,
whence μ(akχ
−1
k ) = λ(akχ−1k )q2(ek(λ)+1)k = q−(mk−ek(λ)−2)k , or similarly μ(bkχk) = q
−(mk−e′k(λ)−2)
k . This
proves our claim.
(ii) Since vs,t is primitive of weight μ there is a D-epimorphism φ : I(μ) → Dvs,t determined
on the generator by φ : 1 ⊗ 1μ 	→ vs,t . It follows that R(Dvs,t) = φ(R(μ)), hence, by the preceding
proposition, we have that R(Dvs,t) =∑ Dφ(w) where w runs over the primitive vectors of I(μ) of
rank 1. Put f j = e j(μ)+1 and f ′j = e′j(μ)+1 for brevity. We know that w is either w j = eν(x
f j
j ⊗1μ)
or w ′j = eν ′(η
f ′j
j ⊗ 1μ) for some j ∈ S(μ) where ν = μ f ju j ,0 and ν ′ = μ0, f ′j u j are weights of w j and
w ′j , respectively. We consider two cases.
(a) Suppose w = w j . Since μ = λs,t we have
ν = λs,t â− f ju jχ f ju j = λs+ f ju j ,t .
Therefore φ(w) = eνx f jj vs,t which by Lemma 4.21 is seen to be
eν
( ∑
l+k= f j
cl,kvs+lu j ,t+ku j
)
for some cl,k ∈ k.
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− f j
j which, in view
of f j = l + k, reduces to (a jb j)k = 1. By our assumption on datum the last condition holds only for
k = 0. Thus eνx f jj vs,t = cvs+ f ju j ,t , c ∈ k, and c = 0 by another application of Proposition 4.21. The last
formula and part (i) make it clear that if j ∈ S(1)(μ) = S(1)(λ) and s j = 0, then φ(w) is a primitive
vector of rank m + 1. If s j = e j(λ) + 1, then f j = e j(μ) + 1 =mj − e j(λ) − 1 again by part (i), hence
f j + s j =mj , whence φ(w) = 0.
(b) We let w = w ′j . Proposition 4.3(1) and Lemma 4.4 show that η
f ′j
j ⊗ 1μ has weight ν ′ , hence
w ′j = η
f ′j
j ⊗ 1μ . By Proposition 4.19(1) φ(w) = cvs,t+ f ′ju j , c = 0. If j ∈ S(2)(λ) and t j = 0, then f ′j =
e′j(λ) + 1, hence φ(w) is a primitive vector of rank m + 1. Otherwise, by an argument as above,
f ′j + t j = mj , which gives φ(w) = 0. It remains to note that the primitive vectors constructed in (a)
and (b) account for all primitive vectors of rank m + 1.
For (4) we note that every element of S \ S(3) contributes a one and every element of S(3)
contributes a two to the rank function. Thus the largest value the rank function can have is
|S \ S(3)| + 2|S(2)| = |S(1)| + |S(2)|.
(2) We begin the argument as in the same part of Theorem 3.7. We assume by the reverse in-
duction on m that Rm+1 = Σ−m−1 and we let M = I(λ)/Rm+1. We want to prove the equality
Rm/Rm+1 = Σ(M). Assuming it does not hold, there is a simple D-module L in Σ(M) not con-
tained in Rm/Rm+1. Let k be the largest integer such that L ⊂ Rk/Rm+1. We denote by v the image of
v ∈ I(λ) in M . We deﬁne rk(vs,t) = rk(vs,t).
Our ﬁrst step is to show that M is the free span of all vs,t with rk(vs,t) < m. Indeed, a vs,t of
rank m + 1 is characterized by the property that s j  e j + 1 or t j′  e′j′ + 1 for some j, j′ ∈ S(λ)
of the total number greater than m. Therefore there is a primitive vc,d such that s j = c j + k j and
t j′ = d j′ + l j′ for some positive integers k j and l j′ . Now a glance at Propositions 4.19 and 4.21 leads to
conclusion that vs,t lies in xiη
j vc,d . Since by part (1) Rm+1 is generated by primitive vectors of rank
m + 1, the assertion follows.
Let u be a generator of L written in basis B as
u =
∑
cs,t vs,t, 0 = cs,t ∈ k. (∗)
The sum uk of all vc,d of rank k occurring in (∗) is nonzero. Let us call the number of terms in
the sum (∗) for uk the length of uk . We pick a generator u with uk of the smallest length. Fix one
vc,d involved in uk . Assuming k <m we can ﬁnd j ∈ S(λ) such that c j < e j(λ) + 1 or d j < e′j(λ) + 1.
Suppose c j < e j(λ)+ 1. Set l j = e j(λ)+ 1− c j and ν = λc+l j u j ,d . By the argument used in the proof of
(1, (iia)) for every vector vs,t , eνx
l j
j vs,t = κvs+l j u j ,t , κ ∈ k• . Since vc+l j u j ,t has rank k + 1, we see that
eνx
l j
j u is a nonzero generator with a lesser number of basis monomials of rank k, a contradiction.
Assuming d j, e′j(λ)+1, set l′j ′ = e′j(λ)+1−d j . Using the argument of part (1, (iib)) we deduce that
η
l′j
′
u is a nonzero element of L with the lesser number of basis monomials of rank k. This completes
the proof of (2).
(3) We keep notation of part (2). By part (1)
Lm =
∑
D.vs,t, (∗∗)
where vs,t runs over all primitive basis vectors of rank m. Fix one vs,t . By Propositions 4.19 and 4.21
D.vs,t is the span of the set Bs,t = {vc,d | rk(vc,d) = m and c  s,d  t}. The condition rk(vc,d) = m
forces 0  c j  e j if j ∈ S(1)(λ) and s j = 0, and, likewise, 0  d j  e′j if j ∈ S(2)(λ) with t j = 0. If
j ∈ S(1)(λ) or j ∈ S(2)(λ) with s j = e j + 1 or t j = e′j + 1, then 0  c j  mj − e j − 2 or 0  d j 
mj − e′j − 2, respectively. For j /∈ S(λ), c j,d j take on every value in [mj]. Therefore by part (1, (i)) and
the dimension formula of Corollary 4.27 |Bs,t | = dim L(λs,t). As D.vs,t ⊃ L(λs,t) we obtain the equality
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of other Bs′,t′ . Since vs,t is a basis element, it would lie in some D.vs′,t′ . However, from Theorem 4.15
one sees that every simple D-module has a unique line of primitive elements, a contradiction. 
The (neo)classical quantum groups of Drinfel’d, Jimbo and Lusztig have the group of grouplikes
equal to the direct sum of cyclic subgroups generated by the grouplikes associated to the ‘positive’ or
‘negative’ half of skew-primitive generators. In the ﬁnite-dimensional case (see e.g. [21]) the orders of
all qi are odd. In general those two conditions on datum are independent of each other. We call datum
D classical if either all |qi| are odd, or the elements {ai,bi}i∈n are independent in the sense that they
generate the subgroup equal to the direct sum of cyclic subgroups generated by ai and bi . We turn to
liftings H with classical data. We will give a complete description of the lattice of submodules of I(λ)
for every λ ∈ Γ̂ . This is possible because the lattice of D-submodules turns out to be distributive, a
consequence of the next lemma.
Lemma 4.29. Suppose D is classical. Then D is half-clean and the weights λs,t, s, t ∈ Z(m) are distinct.
Proof. The ﬁrst assertion holds by deﬁnition if all |qi | are odd. Else, suppose the set {ai,bi}i∈n is
independent. Then
∏n
i=1(aibi)ti = 1 implies atii = 1 for all i. Since χi(ai) = qi and qi has order mi , s is
divisible by mi , which proves that D is half-clean.
Moving on to the second claim we must show that s = s′ and t = t′ whenever â−sbtχ s+t =
â−s′bt′χ s′+t′ . This equation is equivalent to
a−sbt = a−s′bt′ ,
χ s+t = χ s′+t′ .
Set pi = si − s′i and ri = ti − t′i for all i. We rewrite the above two equations as
a−pbr = 1. (∗)
χ p+r = 1. (∗∗)
Suppose {ai,bi}i∈n are independent. Eq. (∗) implies equalities apii = 1 and brii = 1 for all i. As χi(ai) =
χi(bi) = qi and the latter has order mi , we see that pi and ri are divisible by mi . Since −mi < pi ,
ri <mi we conclude that pi = 0 = ri , and this holds for all i.
Next assume that all mi are odd. We induct on n assuming the lemma holds for every datum on
< n points. Since for n = ∅ the claim is vacuously true we proceed to the induction step. Applying χ1
to the equality (∗) gives
χ1(a1)
−p1χ1(b1)r1
n∏
i=2
χ1(ai)
−piχ1(bi)ri = 1. (!)
Using datum conditions (D1)–(D2) we have χ1(a1) = χ1(b1) = q1, χ1(ai)−1 = χi(a1) and χ1(bi) =
χi(a1). Therefore equality (!) takes on the form
qr1−p11
n∏
i=2
χi(a1)
pi+ri = 1.
Further, evaluating the left side of (∗∗) at a1 we get the equality
qp1+r11
n∏
χi(a1)
pi+ri = 1.i=2
L. Krop, D.E. Radford / Journal of Algebra 321 (2009) 2567–2603 2601It follows that r1 − p1 ≡ r1 + p1 mod mi . In addition taking the value of the left side of (∗∗) at b1 we
have
qp1+r11
n∏
i=2
χi(b1)
pi+ri = qp1+r11
n∏
i=2
χi(a1)
−(pi+ri) = 1.
Comparing the last two equalities we see that q2(p1+r1)1 = 1 whence p1 + r1 ≡ 0 mod mi , as mi is odd.
It follows that both pi and ri are divisible by mi , hence p1 = 0 = r1, and the proof is complete. 
The above lemma makes it clear that all vectors vs,t , s, t ∈ Z(m) have distinct weights. Therefore
every weight subspace Iμ(λ) := eμ I(λ) is one-dimensional. Since I(λ) is a semisimple kΓ̂ -module
I(λ) 
⊕μ∈Γ̂ mμL(μ) where mμ is the multiplicity of L(μ) in I(λ). As L(μ) contains a μ-weight
vector, mμ  1 for all μ. Thus I(λ) is a multiplicity free module for all λ ∈ Γ̂ . We digress brieﬂy into
a general theory of such modules. For an alternate treatment see [1].
Let A be an algebra and M a left A-module of ﬁnite length with every simple A-module occurring
at most once in a composition series of M . Let Λ be the submodule lattice of M . Λ is distributive by
a standard criterion [8, II.13]. An element J = 0 will be called local (or join-irreducible [8]) if A  J
and B  J imply A + B  J . Clearly the radical R( J ) is a unique maximal submodule of J . We let
R( J ) = 0 if J is simple. Let J = J (M) denote the poset (partially ordered set) of local submodules
ordered by inclusion. By [8, Cor. III.3] J forms a distinguished basis for Λ in the sense that every
X ∈ Λ has a unique representation as the sum of an irredundant set of local submodules. Let S be the
set of all composition factors of M . It turns out that J also determines S and the way composition
factors are ‘stuck’ together. The precise statement is:
Proposition 4.30. In the foregoing notation
(1) Let N = J1 + · · · + Jk be an irredundant sum of local submodules of M. Then each J i is a maximal
submodule of N,
R(N) =
k∑
i=1
R( J i) and N/R(N) =
k⊕
i=1
J i/R( J i).
(2) The mapping J 	→ J/R( J ) sets up a bijection between J and S .
(3) The composition length of M equals |J |.
(4) For L ∈ S let J (L) be the preimage of L under the map in (2). For any two simple modules L and L′ ,
L occurs before L′ in a composition series of M if and only if J (L) and J (L′) are either incomparable in J
or J (L) ⊃ J (L′).
Proof. (1) Suppose N is as in (1). Let K =∑ki=1 R( J i). Then J i ∩ K = R( J i)+∑k =i J i ∩ R( Jk) = R( J i)
because J i ∩ R( Jk) ⊂ J i ∩ Jk ⊂ R( J i). Therefore N/K 
⊕ki=1 J i/R( J i), hence K ⊃ R(N). On the other
hand, J i + R(N)/R(N) is semisimple for all i, hence R(N) ∩ J i ⊂ R( J i), whence R(N) ⊂ K .
(2) Taking ﬁltration M ⊃ R(M) ⊃ R2(M) ⊃ · · · ⊃ 0 we see by part (1) that every composition factor
of M is of the form J/R( J ) for some J ∈ J . Thus the mapping J → S , J 	→ J/R( J ) is onto. Were
J/R( J ) 
 J ′/R( J ′) for some J = J ′ , the multiplicity m of J/R( J ) in M would be  2. For, if J ⊃ J ′ ,
then reﬁning J ⊃ J ′ ⊃ 0 we get m  2. Else, we reﬁne J + J ′ ⊃ J ⊃ 0, and get m  2, again. By our
assumption that M is multiplicity free, the assertion follows.
(3) is [8, Lemma III.2]. It also follows immediately from part (2) as the composition length is
|S| = |J |.
(4) Suppose there is a composition series of M with L preceding L′ . Say L = A/B and L′ = B/C . By
part (1) J (L) ⊂ A and J (L′) ⊂ B . Since J (L) ⊂ B , lest we have the multiplicity of L  2, we see that
2602 L. Krop, D.E. Radford / Journal of Algebra 321 (2009) 2567–2603J (L) ⊂ J (L′). Suppose J (L) and J (L′) are incomparable. The reﬁning M ⊃ J (L)+ J (L′) ⊃ J (L′) ⊃ 0 we
get L before L′ , and reﬁning M ⊃ J (L) + J (l′) ⊃ J (L) ⊃ 0 reverses the order of their appearance. 
We return to modules I(λ) assuming the datum to be classical. For every primitive vector vs,t we
deﬁne pair of sets (S ′(vs,t), S ′′(vs,t)) by S ′(vs,t) = { j ∈ S(λ) | s j = e j + 1} and S ′′(vs,t) = { j ∈ S(λ) |
t j = e′j + 1}. We let P = P (λ) denote the set of all pairs (S ′, S ′′) with S ′ ⊂ S ′(λ) and S ′′ ⊂ S ′′(λ). We
turn P into a poset by deﬁning an ordering (S ′, S ′′) (T ′, T ′′) if and only if S ′ ⊆ T ′ and S ′′ ⊆ T ′′ . The
main result is
Theorem 4.31. In the foregoing notations with H = H(D) and D = D(H) there holds
(1) A submodule J of I(λ) is local if and only if J is generated by a primitive weight vector.
(2) The poset J of local submodules of I(λ) is isomorphic to P .
(3) The composition length of I(λ) equals 2(λ)−1.
Proof. (1) Since all vs,t have distinct weights every submodule M of I(λ) is the span of M ∩ B where
B = {vs,t | s, t ∈ Z(m)}. Therefore, if J is generated by a single basis vector v ∈ B , then were J =
K + M , v would lie in K or N , hence J is local. Conversely, if J is local, then, as J =∑v∈ J∩B Dv , we
have J = Dv for some v .
Let v = vs,t be a generator of J . If sk = 0 for some k /∈ S(λ) or sk = ek+1 for some k ∈ S(λ), then by
Propositions 4.19 and 4.21 ξkvs,t also generates J . Thus we can assume that sk = 0 for every k /∈ S(λ)
and sk = 0, ek + 1 for every k ∈ S(λ). We come to a similar conclusion about every tk , viz. tk = 0 if
k /∈ S(λ) and tk = 0, e′k + 1 for every k ∈ S(λ) by using Propositions 4.19 and 4.23. This proves (1).
(2) Let ψ : J → P be the mapping sending J to ψ(v) := (S ′(v), S ′′(v)) where v is a primitive
generator of J . By primitivity of v , J is the span of all xiη j v . Therefore Propositions 4.19(2) and 4.21
give the relation ψ(w)ψ(v) for every primitive weight vector w ∈ J . This shows ﬁrst that if v and
w generate J then ψ(w) = ψ(v), so that ψ is well deﬁned, and second that ψ is isotonic, which
yields (2).
(3) By part (3) of the preceding proposition the composition length of I(λ) equals |J |, hence |P |.
The latter is 2|S(1)|+|S(2)| which yields the claim by Theorem 4.28(4). 
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