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In the name of Allah, Most gracious, Most Merciful.
ON CLASSIFICATION AND INVARIANTS OF SECOND ORDER
NON-PARABOLIC LINEAR PARTIAL DIFFERENTIAL
EQUATIONS IN TWO VARIABLES
U. BEKBAEV
Abstract. The paper deals with second order abstract linear partial differ-
ential equations (LPDE) over a partial differential field with two commuting
differential operators. In terms of usual differential equations the main con-
tent can be presented as follows. The classification and invariants problems
for second order LPDEs with respect to transformations
x = x(ξ, η), y = y(ξ, η), u = h(x, y)v(ξ, η),
where x, y are independent and u is the dependent variable of the LPDE,
are considered. Solutions to these problems are given for different subclasses
of non-parabolic LPDE which appear naturally in the equivalence problem
of LPDE. A criterion for reducibility of such LPDE to LPDE with constant
coefficients is offered as well.
1. Introduction
Let
A(x, y)uxx +B(x, y)uxy + C(x, y)uyy + a(x, y)ux + b(x, y)uy + c(x, y)u = 0
be a second order linear partial differential equation (LPDE) over the ring
C∞(R2, ∂
∂x
, ∂
∂y
). Under the transformation of dependent variable v = h(x, y)−1u
and independent variables ξ = ξ(x, y), η = η(x, y) it transforms to an analogous
(equivalent) one
A1(ξ, η)vξξ + B1(ξ, η)vξη + C1(ξ, η)vηη + a1(ξ, η)vξ + b1(ξ, η)vη + c1(ξ, η)v = 0,
and equality δ = g−1∂- the chain rule is valid, where ∂ is column vector with
”coordinates” ∂1 = ∂/∂x, ∂2 = ∂/∂y, δ is column vector with ”coordinates” δ1 =
∂/∂ξ, δ2 = ∂/∂η, g is matrix g = (gij)i,j=1,2 with g
1
1 = ξx, g
1
2 = ηx, g
2
1 = ξy, g
2
2 = ηy
and u(x, y) = h(x, y)v(ξ(x, y), η(x, y)).
A function f∂(x) of x1, x2, ..., x6 and a finite number of their partial derivatives
is said to be invariant (relative invariant) if
f δ(V1) = f
∂(V ) (respectively, f δ(V1) = h(x, y)
k∆(x, y)lf∂(V ))
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for any V = (A(x, y), B(x, y), C(x, y), a(x, y), b(x, y), c(x, y)) from the domain of
f∂(x), non-vanishing h(x, y) and change of independent variables ξ = ξ(x, y), η =
η(x, y), where
V1 = (A1(ξ, η), B1(ξ, η), C1(ξ, η), a1(ξ, η), b1(ξ, η), c1(ξ, η)),
k, l are fixed integers and ∆(x, y) = ξxηy − ξyηx. Such invariants are important
in the classification theory of differential equations. For example usage of a single
relative invariant D〈V 〉 = B2 − 4AC, namely the discriminant, gives us a rough
classification of the second order real LPDE (elliptic, hyperbolic and parabolic
differential equations). In general every relative invariant f∂(x) separates its own
domain into two parts:
{V : f∂(V ) 6= 0} and {V : f∂(V ) = 0}
and never an element of the first set and an element of the second one can be
equivalent to the same LPDE.
We will consider an abstract algebraic analog of the above situation. For that we
use some notations, terminology and results from the theory of differential algebra
which one can find in [9].
Let (F, ∂1, ∂2) be any differential field with the commuting differential operators
∂1, ∂2. Consider
GL∂(2, F ) = {g = (gij)i,j=1,2 ∈ GL(m,F ) : ∂
kgij = ∂
igkj at i, j, k = 1, 2}
and any second order linear partial differential equation
A(∂1)2u+B∂1∂2u+ C(∂2)2u+ a∂1u+ b∂2u+ cu = 0,(1.1)
where A,B,C, a, b, c are given elements of F and u is an unknown element of F .
By transformations v = h−1u, δ = g−1∂, where g ∈ GL∂(2, F ), h ∈ F ∗ =
F \ {0}, ∂ is column vector with ”coordinates” ∂1, ∂2 and δ is column vector with
”coordinates” δ1, δ2, it is transformed to an analogous one
A1(δ
1)2v +B1δ
1δ2v + C1(δ
2)2v + a1δ
1v + b1δ
2v + c1v = 0.(1.2)
Moreover the coefficients of these equations are related in the following way.

A1 = h(A(g
1
1)
2 +Bg11g
2
1 + C(g
2
1)
2),
B1 = h(2Ag
1
1g
1
2 +B(g
1
1g
2
2 + g
1
2g
2
1) + 2Cg
2
1g
2
2),
C1 = h(A(g
1
2)
2 +Bg12g
2
2 + C(g
2
2)
2),
a1 = h(A∂
1g11 +B∂
1g21 + C∂
2g21 + ag
1
1 + bg
2
1) + 2A∂
1hg11+
B(∂1hg21 + ∂
2hg11) + 2C∂
2hg21 ,
b1 = h(A∂
1g12 +B∂
1g22 + C∂
2g22 + ag
1
2 + bg
2
2) + 2A∂
1hg12+
B(∂1hg22 + ∂
2hg12) + 2C∂
2hg22 ,
c1 = A(∂
1)2h+B∂1∂2h+ C(∂2)2h+ a∂1h+ b∂2h+ ch.
(1.3)
Definition 1.1. Equations (1.1) and (1.2) are said to be G = F ∗ × GL∂(2, F )
-equivalent if there exist h ∈ F ∗, g ∈ GL∂(2, F ) such that δ = g−1∂ and system of
equalities (1.3) is valid. In such case we write V1 = τ
∂〈h, g;V 〉, where
V1 = (A1, B1, C1, a1, b1, c1), V = (A,B,C, a, b, c).
For the convenience even in the abstract differential field case we use
ux (uy, uξ, uη) to denote ∂
1u (respectively, ∂2u, δ1u, δ2u).
Let C = {a ∈ F : ∂1a = ∂2a = 0} be the constant field for (F, ∂1, ∂2) and x
stand for the variable vector (x1, x2, ..., x6). The set of all linear partial differential
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equations (1.1) over F of order ≤ 2 is nothing than F 6. Whenever we speak
about topology we mean the ∂- differential Zariski topology [9]. If We ⊂ F
6 is
an irreducible closed subset we use C〈We; ∂〉 to denote the field of ∂-differential
rational functions onWe with constant coefficients. We use C{x; ∂} to denote the ∂-
differential ring of ∂-differential polynomials in independent variables (x1, x2, ..., x6)
over C and C〈x; ∂〉 for the field of ∂-differential rational functions in x over C.
Definition 1.2. A differential rational function f∂〈x〉 ∈ C〈We; ∂〉 is called to be
a G - invariant (relative invariant) if the equality
fg
−1∂〈τ∂〈h, g;x〉〉 = f∂〈x〉 (respectively, fg
−1∂〈τ∂〈h, g;x〉〉 = hk∆lf∂〈x〉)
is valid for any (h, g) ∈ G whenever f∂ is defined at x ∈ We, where k, l are fixed
integers and ∆ = det g.
Let us denote the field of F ∗×GL∂(2, F ) - invariant ∂-differential rational func-
tions over We by C〈We; ∂〉
G.
The main aim of the present paper is the classification of second order non-
parabolic LPDE with respect to the above considered action of F ∗ × GL∂(2, F )
and description of the corresponding field of F ∗ ×GL∂(2, F )-invariant differential
rational functions over C. In this paper it is done for some G -invariant subsets of
second order non-parabolic LPDE which appear naturally in their G-equivalence
problem. A criterion for reducibility of such equations to LPDE with constant
coefficients is offered as well.
For the second order generic LPDE the G-equivalence and invariants are consid-
ered in [1] without classification and reducibility to LPDE with constant coefficients
problems. In particular in this paper all results of [1], except for Theorem 3.1, are
reobtained by the use of more general method than of [1] (see case a) considered
in Section 3). For the equivalence and invariants problems of such equations with
respect only to the change of independent variables one can see [2, 3].
We would like to note that in spite of the importance of second order LPDE
their equivalence and invariants problems have not been explored much. As to the
similar problems for the ordinary LDE they are considered by many authors, see for
example [7, 10, 11, 12, 13, 15]. For an algebraic approach, by means of differential
algebra, to the equivalence and invariance problems of ordinary LDE one can see
[4, 5, 6].
The construction of the paper is as follows. Section 2 is about the key results
which are presented in an appropriate form to investigate the classification and
invariants problems for any order LPDE. Section 3 is about applications of Section
2 results to different subsets of non-parabolic second order LPDE.
2. Preliminaries
In this section we use l,m, n for any fixed natural numbers and prove some
common results to use them in the next section to solve classification and invariants
problems for the second order LPDE.
Let (F, ∂) stand for a field F with fixed commuting system of differential oper-
ators ∂1, ∂2, ..., ∂m and C be its constant field i.e.
C = {a ∈ F : ∂1a = ∂2a = ... = ∂ma = 0},
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where ∂ stands for the column with ”coordinates” ∂1, ∂2, ..., ∂m. Elements of Fm
are assumed to be written as row vectors and
GL∂(m,F ) = {g ∈ GL(m,F ) : ∂igjk = ∂
jgik for i, j, k = 1, 2, ...,m}.
Proposition 2.1. If the system of differential operators ∂1, ..., ∂m is linear in-
dependent over F then the differential operators δ1, ..., δm, where δ = g−1∂, g ∈
GL(m,F ), commute with each other if and only if g ∈ GL∂(m,F ).
Proof. Let g ∈ GL(m,F ), δ = g−1∂. It is clear that linear independence of
∂1, ..., ∂m implies linear independence of δ1, ..., δm. For any i, j = 1, 2, ...,m we
have ∂j =
∑m
k=1 g
j
kδ
k,
∂i∂j =
m∑
k=1
(∂i(gjk)δ
k + gjk∂
iδk) =
m∑
k=1
∂i(gjk)δ
k +
m∑
k=1
m∑
s=1
gjkg
i
sδ
sδk.
Therefore due to ∂i∂j = ∂j∂i one has∑m
k=1 ∂
i(gjk)δ
k +
∑m
k=1
∑m
s=1 g
j
kg
i
sδ
sδk =∑m
k=1 ∂
j(gik)δ
k +
∑m
k=1
∑m
s=1 g
j
kg
i
sδ
kδs
(2.1)
If δkδs = δsδk for any k, s = 1, 2, ...,m then due (2.1) one has
m∑
k=1
∂i(gjk)δ
k =
m∑
k=1
∂j(gik)δ
k
i.e. ∂i(gjk) = ∂
j(gik) for any i, j, k = 1, 2, ...,m because of linear independence of
δ1, ..., δm. Thus in this case g ∈ GL∂(m,F ).
Vice versa, if ∂i(gjk) = ∂
j(gik) for any i, j, k = 1, 2, ...,m then due (2.1) at any
a ∈ F one has
m∑
k=1
m∑
s=1
gjkg
i
sδ
sδka =
m∑
k=1
m∑
s=1
gjkg
i
sδ
kδsa for any i, j = 1, 2, ...,m.
These equalities can be written in the following matrix form
g(δ1δa, ..., δmδa)gt = g(δ1δa, ..., δmδa)tgt,
where t means the transpose. Therefore (δ1δa, ..., δmδa) = (δ1δa, ..., δmδa)t i.e.
δkδsa = δsδka for any k, s = 1, 2, ...,m, which completes the proof of Proposition
2.1. 
Further it is assumed that the commuting system of differential operators ∂1, ..., ∂m
is linear independent over F . Note that for any g ∈ GL∂(m,F ) and δ = g−1∂ the
constant field of (F ; δ) is the same C and equality
GLδ(m,F ) = g−1GL∂(m,F )(2.2)
holds true.
Further each element (h, g) ∈ GL(n, F )×GL∂(m,F ) is assumed to be presented
as a block-diagonal matrix with the blocks ”h” and ”g” on the main diagonal.
We consider the following groupoid G (generated by GL∂(m,F ) and GL(n, F ))
as a fiber bundled space with base
B = {δ : there exists g ∈ GL∂(m,F ) such that δ = g−1∂},
and fiber GL(n, F )×GLδ(m,F ) over δ ∈ B and maps s : G→ B, t : G→ B, where
by definition s(δ, (h, g)) = δ and t(δ, (h, g)) = g−1δ. Whenever s(δ1, (h1, g1)) =
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t(δ, (h, g)) the product (δ, (h, g))(δ1, (h1, g1)) = ((g1)
−1δ, (hh1, gg1)) is defined. All
needed axioms of groupoid [8, 14] are checked easily.
We consider also fiber bundled spaceDE with the same baseB and fiber F l = F lδ
over δ ∈ B, where Fδ means the field F considered as δ-differential field. The
algebra of polynomials C{x; ∂}, where x = (x1, x2, ..., xl), can be extended to the
C{DE}-the algebra of differential polynomials on DE in the following natural
way: f∂{x} ∈ C{x; ∂} generates polynomial map (f δ{x})δ∈B ∈ C{DE}, where
f δ{x} stands for the polynomial obtained by substitution δ for ∂ into f∂{x}. In
other words each element of C{DE} when considered on (δ, F lδ) is a δ-differential
polynomial and its coefficients do not depend on δ. By C〈DE〉 we denote the
corresponding field of rational functions. Let us use In to denote the n-order identity
matrix and we use e for Im also. We consider W =
⋃
δ∈B(δ,Wδ) ⊂ DE a sub-fiber
bundled space and C{W}, C〈W 〉 in the natural way.
Let G ⋄W stand for the fiber bundled space with the same base B and fiber
GL(n, F )×GLδ(m,F )×Wδ over δ.
By algebraic (”anti”) representation of G onW we mean a map T : G⋄W →W ,
where T : (δ, (h, g, v)) 7→ (g−1δ, τδ〈h, g; v〉), such that
(2.3) τg
−1δ〈h1, g1; τ
δ〈h, g; v〉〉 = τδ〈hh1, gg1; v〉
whenever g ∈ GLδ(m,F ), v ∈ Wδ, h, h1 ∈ GL(n, F ) and g1 ∈ GL
g−1δ(m,F ). It is
assumed that τδ〈In, Im; v〉 = v for any (δ, v).
We say that
W0 =
⋃
δ∈B
(δ,W0δ) ⊂W is invariant (G− invariant) if τ
δ〈h, g; v〉 ∈ W0g−1δ
whenever (h, g) ∈ GL(n, F )×GLδ(m,F ) and v ∈ W0δ.
Further it is assumed that each component of (τδ)δ∈B is from C〈W 〉 that is a
differential rational function in components of h, g, v over C .
Assumption. There exists a nonempty G-invariant subset W0 of W and a map
P = (P δ)δ∈B :W0 → G, where P : (δ, v) 7→ (δ, P
δ〈v〉), such that
(2.4) P g
−1δ〈τδ〈h, g;v〉〉 = (h−1, g−1)P δ〈v〉
whenever δ ∈ B, v ∈ Wδ and (h, g) ∈ GL(n, F ) × GL
δ(m,F ). It is also assumed
that all components of (P δ〈v〉)δ∈B are differential rational functions in v over C.
In terms of components of P δ〈v〉 = (P δ0 〈v〉, P
δ
1 〈v〉) equality (2.4) can be written
in the form:
P g
−1δ
0 〈τ
δ〈h, g;v〉〉 = h−1P δ0 〈v〉, P
g−1δ
1 〈τ
δ〈h, g;v〉〉 = g−1P δ1 〈v〉.
Note that G-stabilizer of any (δ,v) ∈ W0 is trivial. The next result is a classifi-
cation theorem for the elements of W0 with respect to G.
Theorem 2.2. Pairs (∂,u), (δ,v) ∈ W0 are G-equivalent, that is v = τ
∂〈h, g;u〉
and δ = g−1∂ for some (h, g) ∈ GL(n, F )×GL∂(m,F ), if and only if
P ∂1 〈u〉
−1∂ = P δ1 〈v〉
−1δ and τ∂〈P ∂〈u〉;u〉 = τδ〈P δ(v〉;v〉.
Proof. If v = τ∂〈h, g;u〉 and δ = g−1∂ then
P δ1 〈v〉
−1δ = (P g
−1∂
1 〈τ
∂〈h, g;u〉〉)−1g−1∂ = (g−1P ∂1 〈u〉)
−1g−1∂ = P ∂1 〈u〉
−1∂
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and
τδ〈P δ〈v〉;v〉 = τδ〈P g
−1∂〈τ∂〈h, g;u〉〉;v〉 = τδ〈(h−1, g−1)P ∂〈u〉;v〉 =
τg
−1∂〈(h−1, g−1)P ∂〈u〉; τ∂〈h, g;u〉〉 = τ∂〈P ∂〈u〉;u〉
Visa versa, if P ∂1 〈u〉
−1∂ = P δ1 〈v〉
−1δ and τ∂〈P ∂〈u〉;u〉 = τδ〈P δ〈v〉;v〉 then for
h = P ∂0 〈u〉P
δ
0 〈v〉
−1, g = P ∂1 〈u〉P
δ
1 〈v〉
−1 due to (2.2), (2.3) and the condition of the
theorem one has
τ∂〈h, g;u〉 = τ∂〈P ∂0 〈u〉P
δ
0 〈v〉
−1, P ∂1 〈u〉P
δ
1 〈v〉
−1;u〉 =
τP
∂
1
〈u〉−1∂〈P δ0 〈v〉
−1, P δ1 〈v〉
−1; τ∂〈P ∂0 〈u〉, P
∂
1 〈u〉;u〉〉 =
τP
δ
1
〈v〉−1δ〈P δ0 〈v〉
−1, P δ1 〈v〉
−1; τδ〈P δ0 〈v〉, P
δ
1 〈v〉;v〉〉 = τ
δ〈In, Im;v〉 = v.

This theorem means that for the canonical representative of G-equivalent to
(∂,u) elements of W0 one can take
(P ∂1 〈u〉
−1∂, τ∂〈P ∂〈u〉;u〉).
The next result is a criterion for reducibility(equivalence) to an element with
constant components.
Theorem 2.3. An element (∂,u) ∈ W0 is G-equivalent to an element (δ,v) ∈W0,
where all components of v are constants, that is v ∈ Cl, if and only if all components
of
τ∂〈P ∂〈u〉;u〉
are constants.
Proof. The ”If” part. If v = τ∂〈h, g;u〉 ∈ Cl for some (h, g) ∈ GL(n, F ) ×
GL∂(m,F ) then all entries of matrix P g
−1∂〈τ∂〈h, g;u〉〉 = (h−1, g−1)P ∂〈u〉 are
in C as well. That is at any i = 1, 2, ...,m one has
0 = ∂i((h−1, g−1)P ∂〈u〉) = −(h−1∂ihh−1, g−1∂igg−1)P ∂〈u〉+ (h−1, g−1)∂iP ∂〈u〉
which implies equality
(∂ihh−1, ∂igg−1) = ∂iP ∂〈u〉P ∂〈u〉−1.
Therefore one has (h, g) = P ∂〈u〉(h0, g0) for some h0 ∈ GL(n,C) and g0 ∈ GL(m,C) ⊂
GL∂(m,F ) as far as the solution of the system
∂iXX−1 = ∂iP ∂〈u〉P ∂〈u〉−1, i = 1, 2, ...,m
is unique up to such product. The equality
v = τ∂〈h, g;u〉 = τg
−1
0
∂〈h0, g0; τ
∂〈P ∂〈u〉;u〉〉
indicates that τ∂〈P ∂〈u〉;u〉〉 = τ∂〈h−10 , g
−1
0 ;v〉 ∈ C
l as well.
The ”only if” part is evident. 
Further in this section (F, ∂) is considered to be a differential-algebraic closed
field of characteristic zero, Wδ is assumed to be a closed, irreducible (in the differ-
ential Zariski topology) subset of F lδ and W0δ is dense in Wδ.
The following set C〈W 〉G = {f = (f δ〈x〉)δ ∈ C〈W 〉 :
fg
−1δ〈τδ〈h, g;v〉〉 = f δ〈v〉 whenever (h, g, v) ∈ GL(n, F )×GLδ(m,F )×Wδ , δ ∈ B}
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is said to be the field of G-invariant rational functions on W . From the very
definition it is clear that any f = (f δ〈x〉)δ ∈ C〈W 〉
G is fully defined by its fiber
f∂〈x〉. Therefore for this set one can use more informative and transparent notation
C〈We; ∂〉
GL(n,F )×GLδ(m,F ) or C〈We; ∂〉
G- the field of G-invariant rational functions
on We.
Theorem 2.4. The field of G-invariant rational functions C〈We; ∂〉
G is invariant
with respect to the commuting system of differential operators δ1, δ2, ..., δm, where
δ = P ∂1 〈x〉
−1∂, and as such differential field it is generated over C by the system
of components of τ∂〈P ∂〈x〉;x〉 that is
C〈We; ∂〉
G = C〈τ∂〈P ∂〈x〉;x〉; δ〉.
Proof. It is evident that all components of τ∂〈P ∂〈x〉;x〉 are in C〈We; ∂〉
G. If
f∂〈x〉 = fg
−1∂〈τ∂〈h, g;x〉〉 for all (h, g) ∈ GL(n, F ) × GL∂(m,F ) then, in par-
ticular,
f∂〈x〉 = fP
∂
1
〈u〉−1∂〈τ∂〈P ∂0 〈u〉, P
∂
1 〈u〉;x〉〉
whenever u ∈ W0e. It implies, as far as W0e is dense in We, that for the variable
vector y ∈W0 the equality
f∂〈x〉 = fP
∂
1
〈y〉−1∂〈τ∂〈P ∂0 〈y〉, P
∂
1 〈y〉;x〉〉
holds true. In y = x case one gets that f∂〈x〉 = fP
∂
1
〈x〉−1∂〈τ∂〈P ∂0 〈x〉, P
∂
1 〈x〉;x〉〉.

Corollary 2.5. The field C〈We; ∂〉 is generated over C〈We; ∂〉
G as a δ = P ∂1 〈x〉
−1∂-
differential field by the system of components of P ∂〈x〉 that is
C〈We; ∂〉 = C〈We; ∂〉
G〈P ∂〈x〉; δ〉.
Proof. Due to Theorem 2.4 one has equality
C〈We; ∂〉
G〈P ∂〈x〉;P ∂1 〈x〉
−1∂〉 = C〈τ∂〈P ∂〈x〉;x〉, P ∂〈x〉;P ∂1 〈x〉
−1∂〉.
Therefore to prove the corollary it is enough to show that ∂, as well as x, can be ex-
pressed by δ = P ∂1 〈x〉
−1∂ and the system of components of P ∂〈x〉 and τ∂〈P ∂〈x〉;x〉.
Indeed ∂ = P ∂1 〈x〉δ and
τP
∂
1
〈x〉−1∂〈P ∂〈x〉−1; τ∂〈P ∂〈x〉;x〉〉 = x.

Theorem 2.6. The equality δ − tr.deg.C〈We; ∂〉
G/C = dim(We)− (n
2 +m) holds
true.
Proof. We will show that the system
P ∂0 〈x〉, P
∂
1,1〈x〉, P
∂
1,2〈x〉, ..., P
∂
1,m〈x〉
is δ-algebraic independent over C〈We; ∂〉
G, where P ∂0 〈x〉 stands for all its compo-
nents and P ∂1,1〈x〉, P
∂
1,2〈x〉, ..., P
∂
1,m〈x〉 stands for the first row of the matrix P
∂
1 〈x〉.
Note that the system can be presented in the form e1P
∂〈x〉, where e1 stands for
(In, 1, 0, 0, ..., 0).
If pδ[Z0, z1, ..., zm] is any δ-differential polynomial over C〈We; ∂〉
G for which
pδ[e1P
∂〈x〉] = 0 then it should remain be true with respect to the changes ∂ 7→ g−1∂
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and x 7→ τ∂〈h, g;x〉, where h ∈ GL(n, F ) and g ∈ GL∂(m,F ). As far as δ and the
coefficients of pδ[Z0, z1, ..., zm] are invariant with respect to such changes one has
0 = pδ[e1P
∂〈x〉] = pδ[e1P
g−1∂〈τ∂〈h, g;x〉〉] = pδ[e1(h
−1, g−1)P ∂〈x〉]
that is pδvv [e1(h
−1, g−1)P ∂〈v〉] = 0 for any v ∈W0e, where p
δv
v [Z0, z1, ..., zm] stands
for the polynomial obtained from pδ[Z0, z1, ..., zm] by substitution v for x. But for
any h0 ∈ GL(n, F ) and g ∈ GL
δv (m,F ) the system h0 = h
−1P ∂0 〈v〉, g = g
−1P ∂1 〈v〉
has solution h = P ∂0 〈v〉h
−1
0 ∈ GL(n, F ), g = P
∂
1 〈v〉g
−1 ∈ GL∂(m,F ). Therefore
pδvv [e1(h0, g)] = 0 for any h0 ∈ GL(n, F ) and g ∈ GL
δv (m,F ). In particular it
implies that for any g = δvu ∈ GL
δv (m,F ) the equality
(2.5) pδvv [h0, δ
1
vu1, δ
1
vu2, ..., δ
1
vum] = 0
holds true, where g = δvu = δv(u1, u2, ..., um) stands for the square matrix (δ
i
vuj)i,j=1,2,...,m
. Note that if pδvv [Z0, z1, ..., zm] is nonzero then the same is true for p
δv
v [Z0, δ
1
vz1, ..., δ
1
vzm]
. Equality (2.5) shows that the δv-differential polynomial
detZ0 det(δv(z1, z2, ..., zm))p
δv
v [Z0, δ
1
vz1, δ
1
vz2, ..., δ
1
vzm]
vanishes at any (Z0, z1, z2, ..., zm) ∈ F
n2+m. As far as detZ0 det(δv(z1, z2, ..., zm))
is a nonzero polynomial one can conclude that pδvv [Z0, δ
1
vz1, δ
1
vz2, ..., δ
1
vzm] has to be
zero polynomial at any v ∈ W0e. Therefore p
δ[Z0, δ
1z1, δ
1z2, ..., δ
1zm] = 0 that is
pδ[Z0, z1, ..., zm] itself is zero polynomial. Due to the equality
C〈We; ∂〉
G〈P ∂〈x〉; δ〉 = C〈We; ∂〉
G〈P ∂〈x〉−1; δ〉 and P ∂1 〈x〉
−1 ∈ GLδ〈m,C〈x; ∂〉〉
the δ-algebraic transcendence degree of the system of components of P ∂〈x〉 over
C〈We; ∂〉
G equals exactly to n2 +m. Now taking into account the equalities
dimWe = ∂ − tr.deg.C〈We; ∂〉/C = δ − tr.deg.C〈We; ∂〉/C
one can conclude that the equality δ − tr.deg.C〈We; ∂〉
G/C = dim(We)− (n
2 +m)
is true. 
3. Classification and invariants of the second order non-parabolic
LPDE
In this section we consider applications of the previous section results to the cor-
responding problems for the second order LPDE in two variables, which corresponds
to n = 1,m = 2, l = 6 case of that section. We get the needed applications via the
construction the corresponding map P ∂ satisfying conditions of the Assumption.
In general neither W0e nor P
∂ is unique.Therefore our construction of P ∂ should
be considered as one of the possible constructions. We refrain from reformulation
all results of Section 2 for each particular case as far as though the reformulation is
not difficult but space consuming process. Further we use the following functions
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a∂〈V 〉 = ACx −AxC +BCy −ByC − bB + 2aC,
b∂〈V 〉 = AxB −ABx +AyC −ACy − aB + 2bA,
c∂〈V 〉 = ((a
∂〈V 〉
D〈V 〉 )y − (
b∂〈V 〉
D〈V 〉 )x)
2D〈V 〉,
c∂1 〈V 〉 = −
(c∂〈V 〉)x
2c∂〈V 〉
,
c∂2 〈V 〉 = −
(c∂〈V 〉)y
2c∂〈V 〉
,
γ∂〈V 〉 = A((c∂1 〈V 〉)x + c
∂
1 〈V 〉
2) +B((c∂1 〈V 〉)y + c
∂
1 〈V 〉c
∂
2 〈V 〉)+
C((c∂2 〈V 〉)y + c
∂
2 〈V 〉
2) + ac∂1 〈V 〉+ bc
∂
2 〈V 〉+ c.
γ∂0 〈V 〉 = A((
a∂〈V 〉
D〈V 〉 )x +
a∂〈V 〉2
D〈V 〉2 ) +B((
a∂〈V 〉
D〈V 〉 )y +
a∂〈V 〉
D〈V 〉
b∂〈V 〉
D〈V 〉 )+
C(( b
∂〈V 〉
D〈V 〉 )y +
b∂〈V 〉2
D〈V 〉2 ) + a
a∂〈V 〉
D〈V 〉 + b
b∂〈V 〉
D〈V 〉 + c, where D〈V 〉 = B
2 − 4AB,
to investigate classification and invariants problems for the second order LPDE.
These functions are introduced in [1].
The following theorem from [1] reduces system of equalities (1.3) to a more simple
equivalence under the condition D〈V 〉 6= 0.
Theorem 3.1. If D〈V 〉 6= 0 and c∂〈V 〉 6= 0 (c∂〈V 〉 = 0) then system of equalities
(1.3) is equivalent to the following system of equalities.

(
A1 B1/2
B1/2 C1
)
= hgt
(
A B/2
B/2 C
)
g,(
aδ〈V1〉
D〈V1〉
bδ〈V1〉
D〈V1〉
)
= g−1
(
a∂〈V 〉
D〈V 〉 − h
−1∂1h
b∂〈V 〉
D〈V 〉 − h
−1∂2h
)
,
γδ〈V1〉 = hγ
∂〈V 〉 (respectively, γδ0〈V1〉 = hγ
∂
0 〈V 〉.)
(3.1)
, where gt stands for the transpose of g.
One of the interesting questions in theory of LPDE is the equivalence problem
of LPDE to LPDE with constant coefficients. For a solution of this question for
any order ordinary LDE one can see [4, 5, 6]. Here we would like to show that the
above result can be used to treat this problem even without construction of the
corresponding map P ∂〈x〉 (see Theorem 2.3). Note that for non-parabolic equation
(1.1) the condition V ∈ C6 is equivalent to
(A,B,C,
a∂〈V 〉
D〈V 〉
,
b∂〈V 〉
D〈V 〉
, γ∂0 〈V 〉) ∈ C
6,
which can be seen directly from the definition of the functions a∂〈V 〉, b∂〈V 〉, γ∂0 〈V 〉.
It implies that for (1.1) to be G-equivalent to LPDE with constant coefficients at
least c∂〈V 〉 should be zero that is the equality
∂2
a∂〈V 〉
D〈V 〉
= ∂1
b∂〈V 〉
D〈V 〉
is necessary.
Corollary 3.2. Non-parabolic equation (1.1), for which ∂2 a
∂〈V 〉
D〈V 〉 = ∂
1 b
∂〈V 〉
D〈V 〉 and
γ∂0 〈V 〉 6= 0, is G-equivalent to a LPDE with constant coefficients if and only if the
system
(∂igg−1)tM∂〈V 〉+M∂〈V 〉∂igg−1 + ∂iM∂〈V 〉 = 0, i = 1, 2
∂igg−1m∂〈V 〉 = ∂im∂〈V 〉, i = 1, 2
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has a solution in GL∂(2, F ), where M∂〈V 〉 =
(
A/γ∂0 〈V 〉 B/(2γ
∂
0 〈V 〉)
B/(2γ∂0 〈V 〉) C/γ
∂
0 〈V 〉
)
,
m∂〈V 〉 =
(
a∂〈V 〉
D〈V 〉 + γ
∂
0 〈V 〉
−1∂1γ∂0 〈V 〉
b∂〈V 〉
D〈V 〉 + γ
∂
0 〈V 〉
−1∂2γ∂0 〈V 〉
)
.
Proof. The relation V1 = τ
∂〈h, g;V 〉 ∈ C6 is equivalent to
(A1, B1, C1,
aδ〈V1〉
D〈V1〉
,
bδ〈V1〉
D〈V1〉
, γδ0〈V1〉) ∈ C
6.
Therefore due to Theorem 3.1 it is equivalent to h−1∂h = −γ∂0 〈V 〉
−1∂γ∂0 〈V 〉 and{
∂i(gtM∂〈V 〉g) = 0, i = 1, 2
∂i(g−1m∂〈V 〉) = 0, i = 1, 2
which can easily be presented in the following form{
(∂igg−1)tM∂〈V 〉+M∂〈V 〉∂igg−1 + ∂iM∂〈V 〉 = 0, i = 1, 2
∂igg−1m∂〈V 〉 = ∂im∂〈V 〉, i = 1, 2.
.

It should be noted that matrices ∂1gg−1, ∂2gg−1 are defined uniquely from the
linear system
(∂igg−1)tM∂〈V 〉+M∂〈V 〉∂igg−1 + ∂iM∂〈V 〉 = 0, i = 1, 2(3.2)
due to D〈V 〉 6= 0. In terms of the ordinary notation
(
ξx ηx
ξy ηy
)
for g it means
that expressions
1
∆ |
ξxx ηxx
ξy ηy
|, 1∆ |
ξx ηx
ξxx ηxx
|, 1∆ |
ξxy ηxy
ξy ηy
|,
1
∆ |
ξx ηx
ξxy ηxy
|, 1∆ |
ξyy ηyy
ξy ηy
|, 1∆ |
ξx ηx
ξyy ηyy
|,
(3.3)
which represent all entries of the matrices ∂1gg−1, ∂2gg−1, are defined uniquely by
the entries of M∂〈V 〉.
Therefore system (3.2) can be written in the form
{
∂1gg−1 = N∂1 〈V 〉
∂2gg−1 = N∂2 〈V 〉
.(3.4)
In particular it implies that equalities ∂igg−1m∂〈V 〉 = ∂im∂〈V 〉, i = 1, 2 are noth-
ing than some relations between entries of M∂〈V 〉 and m∂〈V 〉 needed for the re-
ducibility of (1.1) to LPDE with constant coefficients. So the problem is reduced
to the solvability of (3.4) in GL∂(2, F ).
Remark 3.3. One can ask about the admissible values of six expressions given
in (3.3) . That is if one attaches some values to these six expressions how to
know whether the obtained system of first order nonlinear differential equations has
solution in GL∂(2, F ) or not? In other words one can ask about the integrability
conditions of the obtained system of six equations. It can be answered in the
following way. Construct matrices N∂1 〈V 〉, N
∂
2 〈V 〉 using the attached values and
equalities (3.4). The integrability condition for the system is given by the next
Proposition.
ON CLASSIFICATION AND INVARIANTS 11
In the next Proposition it is assumed that the matrix equation ∂1gg−1 = N
has solution in GL(2, F ) whenever N is a second order matrix over F and if all
entries of N are constants with respect to ∂1, that is ∂1N = 0, then the equation
∂2gg−1 = N also has solution with constant entries with respect to ∂1.
Proposition 3.4. System (3.4) has solution in GL∂(2, F ) if and only if the fol-
lowing equalities
∂1N∂2 〈V 〉+N
∂
2 〈V 〉N
∂
1 〈V 〉 = ∂
2N∂1 〈V 〉+N
∂
1 〈V 〉N
∂
2 〈V 〉, N
∂
2 〈V 〉
(1) = N∂1 〈V 〉
(2)
hold true, where N∂2 〈V 〉
(1) stands for the first row of the matrix N∂2 〈V 〉.
Proof. If (3.4) is true for some g ∈ GL∂(2, F ) then
∂2N∂1 〈V 〉 = ∂
2(∂1gg−1) = ∂2∂1gg−1 − ∂1gg−1∂2gg−1 = ∂2∂1gg−1 −N∂1 〈V 〉N
∂
2 〈V 〉
and similarly
∂1N∂2 〈V 〉 = ∂
2∂1gg−1 −N∂2 〈V 〉N
∂
1 〈V 〉
which imply that
∂1N∂2 〈V 〉+N
∂
2 〈V 〉N
∂
1 〈V 〉 = ∂
2N∂1 〈V 〉+N
∂
1 〈V 〉N
∂
2 〈V 〉.
Due to ∂1g(2) = ∂2g(1) one gets easily the equality N∂2 〈V 〉
(1) = N∂1 〈V 〉
(2).
Let equalities
∂1N∂2 〈V 〉+N
∂
2 〈V 〉N
∂
1 〈V 〉 = ∂
2N∂1 〈V 〉+N
∂
1 〈V 〉N
∂
2 〈V 〉, N
∂
2 〈V 〉
(1) = N∂1 〈V 〉
(2)
be true and g1 ∈ GL(2, F ) stand for any particular solution of ∂
1gg−1 = N∂1 〈V 〉. It
is clear that g = g1g2 also satisfies it whenever g2 ∈ GL(2, F ) and ∂
1g2 = 0. There
exists such g2 for which g = g1g2 satisfies the equation ∂
2gg−1 = N∂2 〈V 〉. Indeed
present ∂2(g1g2)(g1g2)
−1 = N∂2 〈V 〉 in the form ∂
2g2g
−1
2 = g
−1
1 N
∂
2 〈V 〉g1− g
−1
1 ∂
2g1.
Let us show that its right side is a constant with respect to the ∂1.
∂1(g−11 N
∂
2 〈V 〉g1 − g
−1
1 ∂
2g1) =
−g−11 ∂
1g1g
−1
1 (N
∂
2 〈V 〉g1 − ∂
2g1) + g
−1
1 (∂
1N∂2 〈V 〉g1 +N
∂
2 〈V 〉∂
1g1 − ∂
1∂2g1) =
g−11 (−N
∂
1 〈V 〉N
∂
2 〈V 〉+N
∂
1 〈V 〉∂
2g1g
−1
1 +∂
1N∂2 〈V 〉+N
∂
2 〈V 〉N
∂
1 〈V 〉−∂
2∂1g1g
−1
1 )g1 =
g−11 (−N
∂
1 〈V 〉N
∂
2 〈V 〉+N
∂
1 〈V 〉∂
2g1g
−1
1 + ∂
1N∂2 〈V 〉+N
∂
2 〈V 〉N
∂
1 〈V 〉−
∂2N∂1 〈V 〉 −N
∂
1 〈V 〉∂
2g1g
−1
1 )g1 = 0.
So system (3.4) has solution g = g1g2 ∈ GL(2, F ). The equality N
∂
2 〈V 〉
(1) =
N∂1 〈V 〉
(2) means that such solution belongs to GL∂(2, F ). 
Corollary 3.2 and Proposition 3.3 show that for a considered second order LPDE
its equivalence to LPDE with constant constants is reduced to the checking of
equalities
∂1N∂2 〈V 〉+N
∂
2 〈V 〉N
∂
1 〈V 〉 = ∂
2N∂1 〈V 〉+N
∂
1 〈V 〉N
∂
2 〈V 〉, N
∂
2 〈V 〉
(1) = N∂1 〈V 〉
(2),
N∂1 〈V 〉m
∂〈V 〉 = ∂1m∂〈V 〉 and N∂2 〈V 〉m
∂〈V 〉 = ∂2m∂〈V 〉.
We are refraining from writing the exact expressions for them because of their big
sizes. Note also that g1, g2 ∈ GL
∂(2, F ) are solutions of the same (3.4) if and only
if g−11 g2 ∈ GL(2, C).
An analog of the above Corollary can be obtained, without any construction of
the corresponding map P ∂〈x〉, in γ∂0 〈V 〉 = 0 case also.
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Corollary 3.5. Non-parabolic equation (1.1), for which ∂2 a
∂〈V 〉
D〈V 〉 = ∂
1 b
∂〈V 〉
D〈V 〉 and
γ∂0 〈V 〉 = 0, is G-equivalent to a LPDE with constant coefficients if and only if the
system
(∂igg−1)tM∂〈V 〉+M∂〈V 〉∂igg−1 + ∂iM∂〈V 〉−
(∆−1∂i∆+ 12D〈V 〉
−1∂iD〈V 〉)M∂〈V 〉 = 0, i = 1, 2,
∂igg−1m∂〈V 〉 = ∂im∂〈V 〉, i = 1, 2
(3.5)
has a solution in GL∂(2, F ), where M∂〈V 〉 =
(
A B/2
B/2 C
)
,
m∂〈V 〉 =
((
a∂〈V 〉
D〈V 〉
b∂〈V 〉
D〈V 〉
)
+∆−1∂∆+ 12D〈V 〉
−1∂D〈V 〉
)
.
Proof. Indeed the relation V1 = τ
∂〈h, g;V 〉 ∈ C6 is equivalent to
(A1, B1, C1,
aδ〈V1〉
D〈V1〉
,
bδ〈V1〉
D〈V1〉
, γδ0〈V1〉) ∈ C
6.
Therefore due to Theorem 3.1 and D〈V1〉 = h
2∆2D〈V 〉 ∈ C it is equivalent to
h−1∂h = −∆−1∂∆− 12D〈V 〉∂D〈V 〉 and{
∂i(hgtM∂〈V 〉g) = 0, i = 1, 2
∂i(g−1m∂〈V 〉) = 0, i = 1, 2
.
which can be represented in form of (3.5). 
Note that in this case the first two equations of (3.5) are still linear relative to
the entries of ∂1gg−1, ∂2gg−1, now with a singular main matrix, but the next two
equations of it are not linear with respect to them as far as
∆−1∂1∆ =
1
∆
|
ξxx ηxx
ξy ηy
|+
1
∆
|
ξx ηx
ξxy ηxy
|,
∆−1∂2∆ =
1
∆
|
ξxy ηxy
ξy ηy
|+
1
∆
|
ξx ηx
ξyy ηyy
|.
Of course when the corresponding map P ∂ is known one can use the general
criterion Theorem 2.3 to get criterion of reducibility for second order non-parabolic
LPDE instead of Corollaries 3.2-3.5. Now we are going to consider construction of
P ∂ for different G-invariant subsets of second order non-parabolic LPDE. For this
purpose we need some particular cases of Theorem 3.1 in more convenient form.
Theorem 3.6. If D〈V 〉c∂〈V 〉 6= 0 then (1.3) is equivalent to the following system
of equalities. 

(
A1 B1/2
B1/2 C1
)
= hgt
(
A B/2
B/2 C
)
g,(
αδ〈V1〉
βδ〈V1〉
)
= g−1
(
α∂〈V 〉
β∂〈V 〉
)
,
γδ〈V1〉 = hγ
∂〈V 〉
,(3.6)
where
(
α∂〈V 〉
β∂〈V 〉
)
= 2
(
a∂〈V 〉
D〈V 〉
b∂〈V 〉
D〈V 〉
)
+ 1
D〈V 〉∂D〈V 〉 + 2D
∂
0 〈V 〉
−1∂D∂0 〈x〉, D
∂
0 〈x〉 =
∂2 a
∂〈x〉
D〈x〉 − ∂
1 b
∂〈x〉
D〈x〉 .
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Proof. Due to the second equality of (3.1) one has
g
(
aδ〈V1〉
D〈V1〉
bδ〈V1〉
D〈V1〉
)
−
(
a∂〈V 〉
D〈V 〉
b∂〈V 〉
D〈V 〉
)
= −
(
hx
h
hy
h
)
.
The equality (hx
h
)y = (
hy
h
)x implies that
∆(δ2
aδ〈V1〉
D〈V1〉
− δ1
bδ〈V1〉
D〈V1〉
) = ∂2
a∂〈V 〉
D〈V 〉
− ∂1
b∂〈V 〉
D〈V 〉
,
that is the function D∂0 〈x〉 = ∂
2 a
∂〈x〉
D〈x〉 − ∂
1 b
∂〈x〉
D〈x〉 is a relative invariant:
Dg
−1∂
0 〈τ
∂〈h, g;x〉〉 = ∆−1D∂0 〈x〉 for any (h, g) ∈ G.
Now, in particular, one can see that the function c∂〈x〉 = (D∂0 〈x〉)
2D〈x〉 is also a
relative invariant with property cg
−1∂〈τ∂〈h, g;x〉〉 = h2c∂〈x〉 as far as the discrimi-
nant D〈x〉 has property D〈τ∂〈h, g;x〉〉 = h2∆2D〈x〉.
Due to the last equality one has
1
D〈V1〉
δD〈V1〉 = g
−1(
1
D〈V 〉
∂D〈V 〉+ 2
1
h
∂h+ 2
1
∆
∂∆).
Multiply the second equality of (3.1) by 2 and add it to the above equality to get
2
(
aδ〈V1〉
D〈V1〉
bδ〈V1〉
D〈V1〉
)
+
1
D〈V1〉
δD〈V1〉 = g
−1(2
(
a∂〈V 〉
D〈V 〉
b∂〈V 〉
D〈V 〉
)
+
1
D〈V 〉
∂D〈V 〉+ 2
1
∆
∂∆).
Substitution ∆ =
D∂
0
〈V 〉
Dδ
0
〈V1〉
into it results in the second equality of (3.6). 
We use this result to construct map P ∂ for the following cases.
a) We = F
6- the space of all LPDE of order ≤ 2 in two variables.
If D〈V 〉c∂〈V 〉γ∂〈V 〉 6= 0 then the first and second equalities of (3.6) imply that
the following function
χ∂〈x〉 =
1
γ∂〈x〉
(
α∂〈x〉
β∂〈x〉
)t(
x1 x2/2
x2/2 x3
)(
α∂〈x〉
β∂〈x〉
)
.
is a F ∗×GL∂(2, F )- invariant function. Therefore the column ∂χ∂〈V 〉 has property
δχδ〈V1〉 = g
−1∂χ∂〈V 〉. It implies that the second order matrix P ∂1 〈x〉 consisting of
columns
(
α∂〈x〉
β∂〈x〉
)
, ∂χ∂〈x〉 has the property
P g
−1∂
1 〈τ
∂〈h, g;x〉〉 = g−1P ∂1 〈x〉,
whenever (h, g) ∈ F ∗ ×GL∂(2, F ). For P ∂0 〈x〉 one can take γ
∂〈x〉−1 and consider
map P ∂〈x〉 = (P ∂0 〈x〉, P
∂
1 〈x〉) which is defined on
W0e = {V ∈ We : P
∂〈x〉 is defined at V and γ∂〈V 〉detP ∂1 〈V 〉 6= 0}.
As we have noted before now one can reformulate all Theorems 2.2–2.5 for the
case a) automatically. The corresponding results, except for the analogue of Theo-
rem 2.3, are presented in [2]. Note that in the case of a) the δ-transcendence degree
of the field C〈We; ∂〉
G over C equals 3 due to Theorem 2.6.
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b) Due to Theorem 3.1 set We of V ∈ F
6 where γ∂〈x〉 vanishes is a G-invariant
subset of F 6. The results of Section 2 can be used to describe the set of all G-
invariant functions on this set as well. To do so one can represent the function
γ∂〈x〉 as an irreducible ratio of two ∂-differential polynomials. It is not difficult to
see that its numerator is an irreducible polynomial. Let now We stand for the set
of all V ∈ F 6 where its numerator vanishes.
From the first and second equalities of (3.6) one gets the following GL(n, F ) ×
GL∂(2, F )-relative invariant function
χ∂1 〈x〉 =
(
α∂〈x〉
β∂〈x〉
)t(
x1 x2/2
x2/2 x3
)(
α∂〈x〉
β∂〈x〉
)
.
One can use χ∂1 〈x〉
−1 for P ∂0 〈x〉 as far as it has the property χ
∂
1 〈V1〉 = hχ
∂
1 〈V 〉 for
any V ∈ {V : D〈V 〉c∂〈V 〉 6= 0, γ∂〈V 〉 = 0}
Due to the second equality of (3.6) for the row
(α∂1 〈V 〉, β
∂
1 〈V 〉) =
1
χ∂1 〈V 〉
(α∂〈V 〉, β∂〈V 〉)
(
A B/2
B/2 C
)
the equality
(αδ1〈V1〉, β
δ
1〈V1〉) = (α
∂
1 〈V 〉, β
∂
1 〈V 〉)g
holds true. The last equality can be presented in the following form(
βδ1〈V1〉
−αδ1〈V1〉
)
= ∆g−1
(
β∂1 〈V 〉
−α∂1 〈V 〉
)
So for P ∂1 〈x〉 one can take the matrix consisting of columns
(
α∂〈x〉
β∂〈x〉
)
and
(∂2
a∂〈x〉
D〈x〉
− ∂1
b∂〈x〉
D〈x〉
)
(
β∂1 〈x〉
−α∂1 〈x〉
)
.
Now one can consider map P ∂〈x〉 = (P ∂0 〈x〉, P
∂
1 〈x〉) defined on
W0e = {V ∈We : P
∂〈x〉 is defined at V and detP ∂1 〈V 〉 6= 0}.
In this case due to Theorem 2.6 the δ-transcendence degree of the field C〈We; ∂〉
G
over C is 2 as far as dim(We) = 5.
c) In its turn the set of V ∈ F 6 for which χ∂1 〈V 〉 = 0 is a G-invariant set. Let
We stand for the numerators’s zeros of χ
∂
1 〈x〉. It is evident that dimWe = 4. For
this case P ∂ can be constructed in the following way.
Due to Theorem 3.1 for the row
(α∂2 〈V 〉, β
∂
2 〈V 〉) = (α
∂〈V 〉, β∂〈V 〉)
(
A B/2
B/2 C
)
the equality
(αδ2〈V1〉, β
δ
2〈V1〉) = h(α
∂
2 〈V 〉, β
∂
2 〈V 〉)g
holds true. The last equality can be presented in the following form(
βδ2〈V1〉
−αδ2〈V1〉
)
= h∆g−1
(
β∂2 〈V 〉
−α∂2 〈V 〉
)
which implies that
χ∂2 〈V 〉 =
(
β∂2 〈V 〉
−α∂2 〈V 〉
)t (
A B/2
B/2 C
)(
β∂2 〈V 〉
−α∂2 〈V 〉
)
,
ON CLASSIFICATION AND INVARIANTS 15
has property χδ2〈V1〉 = h
3∆2χ∂2 〈V 〉 that is
χδ
2
〈V1〉
D〈V1〉
= h
χ∂
2
〈V 〉
D〈V 〉 . Therefore one can take
D〈x〉
χ∂
2
〈x〉
for P ∂0 〈x〉 and for P
∂
1 〈x〉 one can take the matrix consisting of columns
(
α∂〈x〉
β∂〈x〉
)
and
D〈x〉(∂2 a
∂〈x〉
D〈x〉 − ∂
1 b
∂〈x〉
D〈x〉 )
χ∂2 〈x〉
(
β∂1 〈x〉
−α∂1 〈x〉
)
.
One can consider c∂〈V 〉 = 0 case as well. It is not difficult to see that in this
case Theorem 2.6 can be presented in the following form.
Theorem 3.7. If D〈V 〉γ∂0 〈V 〉 6= 0 and c
∂〈V 〉 = 0 then (1.3) is equivalent to the
following system of equalities.

(
A1 B1/2
B1/2 C1
)
= hgt
(
A B/2
B/2 C
)
g,(
αδ0〈V1〉
βδ0〈V1〉
)
= g−1
(
α∂0 〈V 〉
β∂0 〈V 〉
)
,
γδ0〈V1〉 = hγ
∂
0 〈V 〉,
(3.7)
where
(
α∂0 〈V 〉
β∂0 〈V 〉
)
=
(
a∂〈V 〉
D〈V 〉
b∂〈V 〉
D〈V 〉
)
+ 1
γ∂
0
〈V 〉
∂γ∂0 〈V 〉.
d) Now consider the setWe of all V ∈ F
6 where the numerator of c∂〈x〉 vanishes.
The dimension of it is 5.
From the first and second equalities of (3.7) one gets the following G- invariant
function
χ∂0 〈x〉 =
1
γ∂0 〈x〉
(
α∂0 〈x〉
β∂0 〈x〉
)t(
x1 x2/2
x2/2 x3
)(
α∂0 〈x〉
β∂0 〈x〉
)
.
Therefore ∂χ∂0 〈x〉 has property δχ
δ
0〈V1〉 = g
−1∂χ∂0 〈V 〉. It implies that second
order matrix P ∂1 〈x〉 consisting of columns
(
α∂0 〈x〉
β∂0 〈x〉
)
, ∂χ∂0 〈x〉 has the property
P g
−1∂
1 〈τ
∂〈h, g;x〉〉 = g−1P ∂1 〈x〉,
whenever (h, g) ∈ F ∗ × GL∂(2, F ). For the P ∂0 〈x〉 one can take γ
∂
0 〈x〉
−1 and for
the domain of the corresponding P ∂ the set
W0e = {V ∈We : P
∂〈x〉 is defined at V and detP ∂1 〈V 〉 6= 0}.
In this case δ − tr.deg.C〈We; ∂〉
G/C = 2.
e) The last case of non-parabolic LPDE we want to consider is c∂〈V 〉 = γ∂0 〈V 〉 =
0 case. First of all due to c∂〈V 〉 = 0 there exists h0 such that (h0)−1∂h0 =(
a∂〈V 〉
D〈V 〉
b∂〈V 〉
D〈V 〉
)
. Assume A 6= 0 and consider g0 =
(
λ1g
0
21 λ2g
0
22
g021 g
0
22
)
, ∂0 = (g0)−1∂
for which ∂2(λig
0
2i) = ∂
1g02i, i = 1, 2 holds true, where λ1, λ2 are roots of the
equation Aλ2 +Bλ+ C = 0.
One has (0, B0, 0, 0, 0, 0) = τ∂〈h0, g0;V 〉. In other words such equations are
equivalent (reducible) to Buxy = 0 type equations. It is not difficult to see that
the set We = {V = (0, B, 0, 0, 0, 0) : B ∈ F} is invariant with respect to (h, g) ∈
F ∗ × GL∂(2, F ) if and only if h ∈ C∗ and all main or bias diagonal elements of
g are zeros. Therefore for simplicity we describe here the field of invariants of
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Buxy = 0 type equations with respect to (h, g) ∈ F
∗×GL∂(2, F ) for which h ∈ C∗
and all main or bias diagonal elements of g are zeros. It is easy to check that
function f∂〈B〉 = B−2(B−1Bx)y has property f
δ〈B1〉 = h
2f∂〈B〉 and therefore
for f∂1 〈B1〉 = (∂f
∂〈B〉)t
(
0 B/2
B/2 0
)
∂f∂〈B〉 the equality f δ1 〈B1〉 = h
5f∂1 〈B〉
holds true. So for P ∂0 〈B〉 one can take
f∂〈B〉2
f∂
1
〈B〉
. For P ∂1 〈B〉 the matrix with columns
f∂〈B〉−1∂f∂〈B〉 and f∂1 〈B〉
−1∂f∂1 〈B〉 can be taken. In this case the δ-transcendence
degree of the corresponding invariant rational functions over C is 1.
Conclusion. The paper deals with classification and invariants problems of
LPDE which have not been much explored before. It offers a general method to
classification and invariants problems of such equations. An constructive applica-
tion of the method is presented in the case of second order non-parabolic LPDEs.
A criterion for reducibility of such equations to LPDE with constant coefficients is
offered.
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