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Описывается метод стабилизации оптимальных по быстродействию систем в классе ограниченных управлений, осно-
ванный на использовании вспомогательной задачи оптимального управления – задачи минимизации интенсивности 
управляющего воздействия. Результаты иллюстрируются на примере динамической системы четвертого порядка. 
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The method of stabilization of optimal on speed systems in the class of the bounded control based on the use of an auxiliary 
problem of optimal control – problem of control intensity minimization – is described. Results are illustrated by the example of 
dynamic system of the fourth order. 
 




Задача стабилизации является одной из ос-
новных задач теории управления, поскольку ус-
тойчивое поведение системы – одно из ее важ-
нейших свойств [1]. Однако, c точки зрения при-
ложений важно, чтобы переходные процессы 
обладали дополнительными свойствами. Одним 
из таких свойств является требование наибыст-
рейшего устойчивого поведения системы. 
В данной работе описывается метод по-
строения оптимальных стабилизирующих обрат-
ных связей в задаче быстродействия с использо-
ванием теории оптимального управления. При 
этом структура обратной связи не задается в яв-
ном, формульном виде. Её значения вычисляют-
ся с помощью решения специальной вспомога-
тельной задачи оптимального управления – зада-
чи минимизации интенсивности управляющего 
воздействия. Работа примыкает к исследованиям 
[2]–[5], в которых описаны методы реализации 
оптимального управления типа обратной связи и 
их применения к проблеме стабилизации. 
 
1 Постановка задачи 
Рассмотрим динамическую систему, пове-
дение  которой при  0t ≥   описывается уравне-
нием 
x Ax bu= + ,    (1.1) 
1( , ( ) ),n n n nx R A R u R rank b Ab … A b n× −∈ , ∈ ∈ , , , , =  
где ( )x x t=  – n-вектор состояния системы в мо-
мент времени t, ( )u u t=  – значение скалярного 
управления. 
 Пусть G – ограниченная окрестность со-
стояния равновесия 0x =  системы (1.1), 0.u =  
При фиксированных числах 0,h >  0L >  
функцию  
( , ), [0, [, 0, ,u t x t h t x G∈ ≥ ∈   (1.2) 
назовем дискретной (с периодом квантования 
0h > ) ограниченной стабилизирующей обратной 
связью системы (1.1) в области G, если: 
1) ( ,0) 0, [0, [;u t t h= ∈  
2) ( , ) , , [0, [;u t x L x G t h≤ ∈ ∈  
3) траектория замкнутой системы 
0 0( , ) (0) , ,x Ax bu t x x x x G= + , = ∈  (1.3) 
является непрерывным решением уравнения 
0( ) (0) ,x Ax bu t x x= + , =  
при ( ) ( , ( )), [ ,( 1) [, 0,1,...;u t u t kh x kh t kh k h k= − ∈ + =  
4) система  (1.3)  асимптотически  устойчи-
ва в G. 
Введем класс доступных управляющих воз-
действий, с помощью которых будем оптимизи-
ровать систему управления. Выберем натураль-
ное число ( ),N N n>  вещественные числа 0,h >  
0.L >  Положим .t Nh∗ =  
Кусочно-постоянную функцию ( ) 0,u t t, ≥  
( ) , [( 1) , [,ju t u t j h jh= ∈ −  1,2,...j = , удовлетво-
ряющую ограничению ( ) 0u t L t| |≤ , ≥  будем на-
зывать доступным управлением.  
На введенном множестве доступных управ-
лений рассмотрим следующую задачу оптималь-
ного быстродействия:  
mint∗ → ,    (1.4) 
0(0)x Ax bu x x= + , = ,   (1.5) 
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( ) , 0.u t L t| |≤ ≥       (1.7) 
Доступное управление ( ) 0u t t, ≥  назовем 
допустимым, если оно удовлетворяет ограниче-
нию (1.7), порождает такую траекторию 
( ) 0x t t, ≥ ,  системы (1.5), которая за конечное 
время  ( )t t u∗ ∗=   достигает состояния равнове-
сия (1.6).  
Допустимое управление 0 00( ) [0 ( )],u t x t t u
∗| , ∈ ,  
будем называть оптимальным по быстродейст-
вию программным управлением со временем бы-
стродействия 0 0( )t t u∗ ∗=  для состояния 0 ,x  если:  
1) 0t∗  – наименьшее время из возможных 




[0 ] [0 ]
max ( ) min max ( )
ut t t t
t tu u∗∗ ∗
∗
∈ , ∈ ,
| |= | |,  
где минимум берется по всем допустимым 
управлениям ( ) [0 ( )]u t t t u∗ ∗ ∗, ∈ , ,  для которых вре-
мя ( )t u∗ ∗  совпадает со временем оптимального 
быстродействия 0t∗ .  
Для определения оптимального по 
быстродействию управления типа обратной 
связи погрузим задачу (1.4)–(1.7) в семейство 
аналогичных задач оптимального управления  
0 ( ) mint z t∗ ∗= ,  
(0)x Ax bu x z= + , = ,    (1.8) 
( ) 0x t∗ = ,  
( ) 0u t L t| |≤ , ≥ .  
Обозначим 0 0( ) [0 ( )]u t z t t z∗| , ∈ ,  – оптимальное 
программное управление для состояния z,  X  – 
множество всех z, для которых существует опти-
мальное программное управление.  
Функция  
0 0( ) (0 )u z u z z X= | , ∈               (1.9) 
называется оптимальным (стартовым) по бы-
стродействию управлением типа обратной свя-
зи в задаче оптимального управления (1.4)–(1.7).  
 Можно показать, что функция (1.9) является 
дискретной ограниченной стабилизирующей 
обратной связью для состояния z. 
Под траекторией 0 ( ) 0x t t, ≥  системы задачи 
(1.8), замкнутой оптимальной обратной связью 
(1.9), будем понимать непрерывное решение 
уравнений  
0
0( ) (0)x Ax bu t x x= + , = ,  
где 0 0 0( ) ( ( )) [ ] 0 1u t u x t h kh k …τ τ τ τ= , ∈ , + , = , = , , .   
В терминах исходной системы оптимальное 
управление по принципу обратной связи осуще-
ствляется следующим образом.  
В начальный момент t=0 для состояния 0x  
вычисляется 0 0( )u x  и полагается 
0 0
0( ) ( )u t u x= ,  
0 t h≤ ≤ .  В результате, в момент t h=  система 
(1.5) оказывается в состоянии 0 ( )x h .  Пусть про-
цесс управления осуществлен на промежутке 
[0 ]hτ, −  и в момент khτ =  система оказалась в 
состоянии 0 ( )x τ .  Управление 0 ( )u t  на следую-
щем промежутке времени [ [hτ τ, +  вычислим по 
формуле  
0 0 0( ) ( ( )) [ [u t u x t hτ τ τ= , ∈ , + .  
 Отсюда следует, что в каждом конкретном 
процессе управления динамической системой 
нужны значения обратной связи вдоль реализо-
вавшейся траектории ( ), 0.x t t∗ ≥  При этом нуж-
ны значения ( ), 0u t t∗ ≥  лишь по ходу конкретно-
го процесса управления. 
 Устройство, способное вычислять эти зна-
чения, будем называть оптимальным по быстро-
действию стабилизатором (или просто стабили-
затором). 
 Таким образом, проблемы построения оп-
тимальной по быстродействию обратной связи 
0 ( ),u x x X∈  свелась к описанию алгоритма ра-
боты оптимального стабилизатора. 
 
2 Алгоритм построения оптимальной по 
быстродействию стабилизирующей обратной 
связи  
Согласно определению, для начала работы 
оптимального стабилизатора необходимо знать 
значение 0 (0)u  оптимального программного 
управления 0 00( ) [0 ]u t x t t
∗| , ∈ , ,  задачи (1.8). По-
скольку вся информация о задаче (1.8) известна 
заранее, то ее программное решение также мож-
но построить до начала процесса управления. В 
данной работе оптимальное программное управ-
ление 0 00( ) [0 ]u t x t t
∗| , ∈ , ,  строилось следующим 
образом.  
Используя формулу Коши, запишем задачу 
(1.8) в эквивалентной функциональной форме:  
mint∗ → ,  
00
( ) ( ) ( )
t
F t t bu t dt F t x
∗ ∗ ∗− = ,∫          (2.1) 
( ) 0u t L t| |≤ , ≥ ,  
 
где ( ) 0 ( ) n nF t t F t R ×, ≥ , ∈  – фундаментальная 
матрица решений системы x Ax= .  
В принятом классе доступных управлений 
задача (2.1) эквивалентна задаче:  








u F Nh t bdt F Nh x
− +
=
− = − ,∑ ∫  (2.2) 
0 1
0
ju L j N
N t h N∗
| |≤ , = , − ,
= / , > ,  
 
где j ju R u∈ ,  – значение управления ( )u t  на про-
межутке [ ( 1) [.jh j h, +   
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u
Для построения допустимого управления 
задачи (2.2) выберем произвольное число N>0 и 
рассмотрим задачу:  
0 1








u F Nh t bdt F Nh x
− +
=
− = − ,∑ ∫  (2.3) 
0 1ju L j N| |≤ , = , − .  
Заменим задачу (2.3) на следующую задачу 
минимизации интенсивности управления:  








u F Nh t bdt F Nh x
− +
=
− = − ,∑ ∫  (2.4)  
0 1.ju j Nρ| |≤ , = , −  
Введем новые переменные j juξ ρ= / ,  
10 1 1j N ξ ρ= , − , = / .  В новых переменных задача 
(2.4) эквивалентна задаче линейного программи-
рования:  
1 maxξ → ,  
1 ( 1) 1
0
0




F Nh t bdt F Nh xξ ξ− +
=
− + = ,∑ ∫  (2.5) 
11 1 0 1 0j j Nξ ξ− ≤ ≤ , = , − , ≥ .  
Пусть 10 0 0 1j j Nξ ξ, , = , −  – оптимальный 
план задачи (2.5). Рассмотрим 2 случая: 
0 101) 1 Lρ ξ= / > ;  
0 102) 1 Lρ ξ= / ≤ .   
В первом случае полагаем N=N–1 и вновь 
решаем задачу (2.5). Число N  уменьшаем до тех 
пор, пока 0 101 Lρ ξ= / ≤ .  Фиксируем значение 
0N N= , при котором 0 Lρ ≤ .   
Во втором случае полагаем 1N N= +  и 
вновь решаем задачу (2.5). Увеличиваем число 
N  пока не выполнится условие Lρ > .  При этом 
фиксируем последнее значение 0N N= , для ко-
торого 0 Lρ ≤ .   
В обоих случаях 0N  – оптимальное значе-
ние N  для задачи (2.2); 0 0t N h∗ =  – время опти-
мального быстродействия,  
0 0
0
0 0 0 0 0 10
( ) ( ) [ ( 1) [ 0 1
( ) 1j j
u t u t x t jh j h j N
u t u ξ ρ ρ ξ
= | , ∈ , + , = , − ,
= = , = /  
– оптимальное программное управление задачи 
(1.8).  
Наиболее эффективным методом решения 
задачи (2.5) является двойственный метод [6]. 
Итерации двойственного метода на современных 
вычислительных машинах осуществляются за 
небольшое время. Если время, затраченное кон-
кретным вычислительным устройством на по-
строение оптимального управления задачи (2.5), 
меньше, чем h, то можно говорить,  что для  дан-
ной задачи с помощью данного вычислительного 
устройства можно реализовать оптимальное 
управление типа обратной связи в режиме реаль-
ного времени [2]–[5].  
 
3 Пример  
В качестве примера рассмотрим реализацию 
оптимальной по быстродействию обратной связи 
для задачи стабилизации ограниченными управ-
лениями двух материальных точек, соединенных 







Пусть поведение такой системы описывает-
ся уравнениями:  
1 22 1 3
3 44 1 3
9 9
3 3
x x xx x
x x x ux x
= , = − + ,
= , = − +
 
                  (3.1) 
1 2 3 4( )x x x x u R, , , , ∈ , где 1 3x x,  – отклонение пер-
вой и второй точек системы от состояний равно-
весия 1 3 0x x= = ;  2 4x x,  – скорости этих точек; u  
– управляющее воздействие.  
Пусть в начальный момент 0t =  рассмат-
риваемая система находилась в состоянии 
1 2 3 4(0) 0 5 (0) 0 (0) 0 5 (0) 0x x x x= . , = , = . , = .   
Требуется перевести ее в состояние  
1 2 3 4( ) 0 ( ) 0 ( ) 0 ( ) 0x t x t x t x t
∗ ∗ ∗ ∗= , = , = , =     (3.2) 
за минимально возможное время. При этом бу-
дем считать, что доступные управления пред-
ставляют кусочно-постоянные функции ( )u t ,  
0t ≥ ,  удовлетворяющие ограничению  
( ) 0u t L t| |≤ , ≥ .                      (3.3) 
Качество допустимых управлений будем 
оценивать по значению функционала  
mint∗ → .                            (3.4) 
При решении задачи (3.1)–(3.4) были зада-
ны следующие значения параметров:  1) 0 8L = . ,  
0.1;h =  2) 1.0L = ,  0.1.h =  
 На рисунках 2, 3 представлены реализовав-
шиеся траектории системы 1 ( )x t
∗  и 3 ( ),x t
∗  а на 
рисунке 4 – значения стабилизирующей обрат-
ной связи. Кривые 1 (сплошные) соответствуют 
ограничению 0 8L = . ,  кривые 2 (штриховые) – 
ограничению 1 0.L = .  При этом время стабили-
зации системы составило: при 0 8L = .  – 5.4, при 
1 0L = .  – 5.3. 
 Для сравнения результатов оптимизации 
рассматриваемой системы, наряду с задачей 
(3.1)–(3.4) была решена следующая задача ми-
нимизации интенсивности управляющего воз-
действия вида (2.4) без дополнительного требо-
вания быстродействия:  
Е.А. Ружицкая 
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minρ → ,  
1 2 3 42 1 3 4 1 39 9 3 3x x x x x x ux x x x= , = − + , = , = − + ,     
1 2 3 4(0) 0 5 (0) 0 (0) 0 5 (0) 0x x x x= . , = , = . , = ,  (3.5) 
1 2 3 4( ) 0 ( ) 0 ( ) 0 ( ) 0x t x t x t x t
∗ ∗ ∗ ∗= , = , = , = ,  
( ) 0u t L t| |≤ , ≥ .  
На рисунках 2, 3 представлены реализовав-
шиеся траектории системы 1 ( )x t
∗  и 3 ( ),x t
∗  а на 
рисунке 4 – значения стабилизирующей обрат-
ной связи. Кривые 3 (сплошные) соответствуют 
ограничению 0 8L = . ,  кривые 4 (штриховые) – 
ограничению 1 0.L = .  Время стабилизации сис-
темы: при 0 8L = .  – 22.1, при 1 0.L = .  – 21.5. 
 
 
Рисунок 2 – Траектория замкнутой 
системы *1 ( )x τ  
 
 
Рисунок 3 – Траектория замкнутой  
системы *3 ( )x τ  
Рисунок 4 – Реализовавшиеся значения 
оптимальной обратной связи 
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