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ABSTRACT
Neural link predictors learn distributed representations of entities
and relations in a knowledge graph. They are remarkably powerful
in the link prediction and knowledge base completion tasks, mainly
due to the learned representations that capture important statistical
dependencies in the data. Recent works in the area have focused on
either designing new scoring functions or incorporating extra in-
formation into the learning process to improve the representations.
Yet the representations are mostly learned from the observed links
between entities, ignoring commonsense or schema knowledge
associated to the relations in the graph. A fundamental aspect of
the topology of relational data is the cardinality information, which
bounds the number of predictions given for a relation between a
minimum and maximum frequency. In this paper, we propose a
new regularisation approach to incorporate relation cardinality con-
straints to any existing neural link predictor without affecting their
efficiency or scalability. Our regularisation term aims to impose
boundaries on the number of predictions with high probability,
thus, structuring the embeddings space to respect commonsense
cardinality assumptions resulting in better representations. Experi-
mental results on Freebase, WordNet and YAGO show that, given
suitable prior knowledge, the proposed method positively impacts
the predictive accuracy of downstream link prediction tasks.
CCS CONCEPTS
•Computingmethodologies→ Semantic networks; Statistical
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KEYWORDS
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1 INTRODUCTION
Cognitive development of children indicates that we learn the
cardinality-related question “Howmany?” at ca. 3.5 years of age [38].
This ability helps us to recognise physical and abstract things by
counting. For example, a hand has commonly five fingers, a car
has four wheels, or a meeting has at least two participants. This
kind of common sense knowledge is not obvious for machines to
acquire, even in contexts where it can be useful, such as Question
Answering, Web Search, and Information Extraction [34].
One fundamental application area for cardinality information re-
lates to the completion of KnowledgeGraphs (KGs), graph-structured
knowledge bases where factual knowledge is represented in the
form of relationships between entities. For instance, consider Free-
base [2], the core of the Google Knowledge Graph project, where
71% of the people described in it have no known place of birth as
Triples Probability
(edдar ,hasParent , edдar ) 0.989
(edдar ,hasParent , eliza_poe) 0.979
(edдar ,hasParent ,virдinia_eliza_clemm_poe) 0.974
(edдar ,hasParent , julia_ward_howe) 0.890
(edдar ,hasParent ,benjamin_f ranklin) 0.889
Table 1: Top-5 predictions (among 24 resultswith probability
> 0.8) for the hasParent relation with Edgar Allan Poe given
by DistMult [39] on the FB13 dataset [5].
reported by Dong et al. [9]. By leveraging cardinality information
about the bornIn relationship (i.e., each person must have a place of
birth), we can quantitatively assess the degree of incompleteness
in Freebase and focus the resources on predicting a single place
of birth for each person. Yet link prediction models aimed at identi-
fying missing facts in KGs do not consider such commonsense or
schema knowledge, yielding potentially inconsistent and inaccurate
predictions.
In this work, we focus on a certain class of link prediction mod-
els, namely Neural Link Predictors [26]. Such models learn low-
dimensional distributed representations—also referred to as embed-
dings—of all entities and relations in a knowledge graph. Neural
link predictors are currently the state of the art approach to tasks
such as link prediction [4, 8, 35, 39], entity disambiguation and en-
tity resolution [3], taxonomy extraction [25, 29], and probabilistic
question answering [17].
Recently, research focused mainly on designing new scoring
functions, and incorporating additional background knowledge
during the learning process. We refer readers to [26, 36] for a recent
overview on this topic.
In this paper, we address the problem of incorporating prior
knowledge in the form of relation cardinality information into
state-of-the-art neural link predictors. For instance, we want to
encode prior knowledge in the form of cardinality statements such
as “a person should have at most two parents” or “a patient should
be taking between 1 and 5 drugs at a time” in neural link prediction
models. Such prior knowledge can be provided by domain experts,
or automatically extracted from data [11, 24]. It is expected that
such cardinality constraints will be satisfied by both the facts in
the knowledge graph and algorithms analysing the graph, such
as link predictors. We believe that these constraints can impose
commonsense knowledge upon the structure of the embedding
space, thus helping us to learn better representations.
Cardinality constraints are one of the most important constraints
in conceptual modelling [30, Chapter 4] as they explicit the topology
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of data. However, existing neural link prediction models are not
designed to incorporate them for learning better representations
and more accurate models.
Example. One may expect that when predicting the parents (rep-
resented by relation hasParent) for the entity Edgar Allan Poe, a
model will predict at most two parents, preferably Eliza Poe and
David Poe Jr. To illustrate this, let us analyse the actual predictions
of a state-of-the-art neural link prediction model, DistMult [39],
using the Freebase FB13 dataset [5], containing entities of the Free-
base type deceased people and their relations. Table 1 shows the
top-5 predicted parents for Edgar Allan Poe. As we can see, all pre-
dictions have a high probability (with 24 entities scored higher than
0.8), albeit some predictions are incorrect.
Nevertheless, the evaluation results of our example model are
positive due to the evaluation protocol of link prediction models
based on a rankingmetric, where correct predictions (e.g., eliza_poe)
are expected to be ranked higher than incorrect ones (e.g., ben-
jamin_franklin).
To address this problem, in this paper we propose an efficient
approach for embedding the notion of cardinality in neural link
prediction models, without affecting their efficiency and scalability.
The proposed approach is based on a novel regularisation term, that
constraints the number of predictions for a given relation. Briefly,
our idea is to penalise the model when its predictions violate one
cardinality constraints, expressed as lower or upper bound on the
cardinality of a given relation type. By doing so, the notion of
cardinality of a relation will be captured during training, yielding
to more accurate link prediction models, that comply with available
prior knowledge [37], and learn better representations for entities
and relations in the knowledge base.
Organisation. The remainder of this paper is organised as follows.
First we present the definitions of knowledge graphs and neural
link prediction models in Section 2. Next we present the concept of
relation cardinality constraint for knowledge graphs in Section 3.
In Section 4, we introduce a cardinality regularisation term which
allows neural link predictors to leverage available cardinality con-
straints. We evaluate the application of our regularisation term
over different datasets and models in Section 5. Section 6 briefly
discusses the existing works in link prediction over knowledge
graphs. Finally, Section 7 concludes this paper.
2 BACKGROUND
We start by introducing the fundamentals of knowledge graphs and
neural link predictors.
Definition 1 (Knowledge Graphs). A knowledge graph is a graph
representation of a knowledge base. Let E be the set of all entities,
and R the set of all relation types (predicates). We denote by G a
knowledge graph comprising a set of (h, r , t) facts or triples, where
h, t ∈ E and r ∈ R. We refer to h, t as subject and object entities
and to r as relation of a triple. Let Ne = |E | and Nr = |R | be the
number of entities and relations, respectively.
The goal of link prediction models is to learn a scoring func-
tion ϕ that given a triple (h, r , t) returns its corresponding score,
ϕ(h, r , t) 7→ R. Such a score can then be used for ranking missing
triples according to the likelihood that the corresponding facts hold
true.
Definition 2 (Neural Link Predictors). Neural link prediction mod-
els [26, 36] can be interpreted as neural networks consisting of an en-
coding layer and a scoring layer. Given a triple (h, r , t), the encoding
layer maps entities h, t ∈ E to their k-dimensional distributed rep-
resentations eh and e t . Then, the scoring layer computes the likeli-
hood of the triple based on a relation-dependent functionϕr . Hence-
forth, the scoring function ϕ is defined as ϕ(h, r , t) = ϕr (eh ,e t ,),
where ϕr : Rk × Rk 7→ R, eh ,e t ∈ Rk , and r ∈ R.
A neural link predictor with parameters Θ defines a conditional
probability distribution over the truth value of a triple (h, r , t) [26]:
p(yhr t = 1 | Θ) = σ (ϕr (eh ,e t )), (1)
where yhr t ∈ {0, 1} is the truth label of the triple, Θ = {e i }Nei=1 ∪
{r }Nrj=1 denotes the set of all entity and relation embeddings (the
parameters Θ), σ (x) = 1/(1 + exp(−x)) is the standard logistic
function, and ϕr denotes the model’s scoring function (cf. Table 2).
Most models consider the k-dimensional embeddings as real-valued
eh ,e t ,r r ∈ Rk ; however, there are exceptions like ComplEx [35],
where eh ,e t ,r r ∈ Ck .
A neural link prediction model is trained by minimising a loss
function defined over a target knowledge graph G, usually us-
ing stochastic gradient descent. Since knowledge graphs only con-
tain positive examples (i.e. facts), a way to provide negative learn-
ing examples—motivated by the Local Closed World Assumption
(LCWA) [9]—is to generate negative examples by corrupting the
triples in the graph [4, 26, 31]. Given a (positive) triple (h, r , t) ∈ G,
corrupted triples (negative examples) can be generated by replacing
either the subject or object with a random entity sampled uniformly
from E [5]. Formally, given a positive example (h, r , t), negative ex-
amples are sampled from the set of possible corruptions of (h, r , t),
namely C(h, r , t) ≜ {(h′, r , t) | h′ ∈ E} ∪ {(h, r , t ′) | t ′ ∈ E}.
Let D+ be the set of positive examples, and D− the set of nega-
tives generated accordingly with function C. The training consists
of learning the parameters Θ that best explain D+ and D− accord-
ing to Eq. (1). For that, models such as TransE [4], DistMult [39]
and HolE [27] minimise a pairwise margin loss:
L(Θ) =
∑
τ +∈D+
∑
τ −∈D−
[
γ + σ (ϕ(τ−)) − σ (ϕ(τ+))]
+
, (2)
where τ+ = (h, r , t) is a positive example, τ− = (h′, r , t ′) is a neg-
ative one, [x]+ = max(0,x), and γ is the margin hyperparame-
ter. The entity embeddings are also constrained to unit norm, i.e.
∀i ∈ E : ∥e i ∥2 = 1. Whereas other models like ComplEx [35]
minimise the logistic loss:
L(Θ) =
∑
τ ∈D+∪D−
log(1 + exp(−yτϕ(τ )))
where τ = (h, r , t) is an example (triple), and yτ ∈ {−1, 1} is the
label (negative or positive) associated with the example.
3 RELATION CARDINALITIES
A relation type can have associated cardinality bounds, which re-
strict the number of object values that a subject can have.
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Model Scoring Function Parameters
ER-MLP wT tanh
(
W T [eh ;e t ;r r ]
) r r ∈ Rk ,w ∈ Rk ′
W ∈ R3k×k ′
DistMult ⟨eh ,r r ,e t ⟩ r r ∈ Rk
ComplEx Re(⟨eh ,r r ,e t ⟩) r r ∈ Ck
Table 2: Scoring functions ϕr (eh ,e t ) of three state-of-the-art
knowledge graph embedding models.
Definition 3 (Relation Cardinality Bound). Let φr = (φ↓r ,φ↑r ) be
a cardinality bound for the relation r ∈ R, where φ↓r ∈ N denotes
the lower bound and φ↑r ∈ N ∪ {∞} denotes the upper bound of the
cardinality, s.t. 0 ≤ φ↓r ≤ φ↑r [24]. A knowledge graph G satisfies a
cardinality bound φr with r ∈ R iff
∀h ∈ E, (φ↓r ≤ count(r ,h) ≤ φ↑r ),
where count(r ,h) is the number of triples with h as subject and r
as relation [24].
Example. Given a cardinality bound φhasParent = (0, 2), encod-
ing the constraint “a person should have at most two parents”, we
would like to ensure that the embeddings learned by a neural link
predictor yield predictions for the hasParent relation within the
boundaries. In other words, we want to have the sum of probabil-
ities over all possible parent entities of Edgar Allan Poe precisely
between zero and two.1 We express this constraint over the triple
τ = (edдar_allan_poe,hasParent , t) as:
0 ≤
∑
t ∈E
p(yhr t = 1 | Θ) ≤ 2, (3)
where the conditional probabilities ∀t ∈ E are given by the neural
link prediction model.
This term in Eq. (3) expresses a supervision signal, not based on
labelled data, that can be input to the training of neural link predic-
tion models. It is worth to mention that such cardinality boundaries
can be provided by experts, gathered from literature [23], or ex-
tracted from knowledge bases [11, 24].
4 REGULARISATION BASED ON
CARDINALITY
In this section, we propose an approach to incorporate cardinality
bounds in the training of neural link prediction models. Specifically,
we propose to leverage the available cardinality bounds, expressed
as in Eq. (3), to define a regularisation term that encourages models
to respect the available cardinality constraints.
Let Φ = {φr = (φ↓r ,φ↑r )}r ∈R be the set of cardinality constraints
for each relation in a given knowledge graph G, where φ↓r and φ↑r
are the lower and upper bound for relation r, respectively.
Given r ∈ R and h ∈ E, let Ahr [E] ≜ {(h, r , t) : ∀t ∈ E} be the
set of all possible triples with relation r and subject h, where the
object t was selected from E. Following our toy example, assume
1Note that by considering a lower bound equals to zero, we can account for the possible
incompleteness of the KG.
φ
↓
r φ
↑
r
0
Ghr
valid
relation
cardinality
violates
lower
bound
violates
upper
bound
Xhr [E]
Figure 1: Regularisation term Ghr based on the bounds of a
cardinality constraint φr = (φ↓r ,φ↑r ).
that r denotes the relation hasParent, and h denotes the entity
edgar_allan_poe. Hence, we can take the set of possible triples to
define the following hard constraint on the conditional probability
of the triples in Ahr [E]:
φ
↓
r ≤ ©­«Xhr [E] ≜
∑
xhr t ∈Ahr [E]
pΘ(yhr t = 1 | Θ)ª®¬ ≤ φ↑r . (4)
However, the inequality constraint in Eq. (4) is impractical to incor-
porate directly in neural link predictors.
In this work, we propose a continuous relaxation of the con-
straint in Eq. (4) to a soft constraint, by defining a continuous and
differentiable loss function that penalises violations of such a con-
straint. Specifically, we define a functionGhr that is strictly positive
if the cardinality constraint for a given entity h and relation r is
violated, and zero otherwise. Given a cardinality constraint φr , the
function Ghr [E;Φ] (or Ghr for simplicity) is defined as follows:
Ghr [E;Φ] =max(0,φ↓r − Xhr [E]) +
max(0,Xhr [E] − φ↑r ).
(5)
Figure 1 shows the values of Ghr (Eq. (5)) based on Xhr [E] and
a cardinality bound φr ∈ Φ. Notice that for the general case where
the upper bound corresponds to∞ and lower bound to 0, the loss
Ghr [E;Φ] vanishes.
Therefore, we define a cardinality-regularised objective function,
denoted by LC (Θ), for neural link prediction models:
LC (Θ) = L(Θ) + λ
∑
Φ
Ghr [E;Φ], (6)
where λ ∈ R+ weights the relative contribution of the regularisation
term, and L(Θ) can be either the pairwise ranking loss or the
logistic loss. The regularised loss Eq. (6) can be minimised using
stochastic gradient descent (SGD) [32] in mini-batch mode, outlined
in Algorithm 1.
Although our approach considers both upper and lower bounds,
the latter cannot be meaningfully imposed in all cases. For in-
stance, given a constraint φspouse = (1, 1), the regularisation term
Ghr [E;Φ] can yield inconsistent results if the knowledge graph
is incomplete, and does not contain the spouse link of every per-
son. In such cases, a zero lower bound can be used to address the
knowledge graph incompleteness.
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Algorithm 1 Learning the model parameters Θ via projected SGD
Input: Observed facts D+, epochs τ , initial learning rate η ∈ R
Output: Optimal model parameters Θ (see [26])
1: Initialise embeddings e and r according to [13]
2: for i = 1, . . . ,τ do
3: ◁ Build batch for training
4: T ← sample a batch from D+
5: B+ ← ∅,B− ← ∅
6: for τ+ = (h, r, t) ∈ T do
7: τ− ∈ C(h, r, t) ◁ Sample negative example
8: B+ ← B+ ∪ {τ+},B− ← B− ∪ {τ−}
9: end for
10: ◁ Compute the gradient of the loss function L
11: дi ← ∇L(Θ) using B+ and B−
12: ◁ Model parameters update via gradient descent
13: Θi ← Θi−1 − ηiдi
14: ◁ Projection step normalising all entity embeddings
15: e ← e/| |e | |, ∀e ∈ E
16: end for
17: return Θ
Our approach is intuitive and easy to implement for any neural
link prediction model. However, it is limited by the cost of com-
puting the sum in Eq. (4): the set Ahr [E] can easily grow in some
KGs and become too expensive to obtain the sum of probabilities.
In the following section, we propose to use sampling techniques to
overcome this problem by approximating the sum of probabilities.
4.1 Lower Bound Estimation
We can sample a subset of all entities S ⊆ E and obtain the follow-
ing lower bound:
Xhr [S] ≤ Xhr [E]. (7)
The tightness of the bound in Eq. (7) is determined by the selection
of the entities in S. In this work, we consider uniform sampling.
More specifically, a random set of indices S ≜ {i1, . . . , iS } is taken
uniformly, where is ∈ {1, . . . ,C}, and form the following lower
bound: ∑
xhr t ∈Ahr [S]
p(yhr t = 1 | Θ) ≤ Xhr [E],
where the sum is over all elements in S with no repetitions.
4.2 Sum Estimation
Instead of defining a lower bound to Xhr [E], we can also approx-
imate Xhr [E] directly by sampling. Let us consider a sum over a
large collection of elements Z ≜ ∑c zc . We consider two stan-
dard methods for approximating sums via Monte Carlo estimates,
namely Importance Sampling (IS) and Bernoulli Sampling [6].
Importance Sampling. Based on the identity Z =
∑
c
q(c)zc
q(c) , a set
of indices S ≡ {i1, . . . , iS } is selected from a distribution q, where
is ∈ {1, . . . ,C}, and yielding the following approximation:
Z ≈ 1
S
∑
s ∈S
zs
q(s),
where q(s) defines the probability of sampling s from S.
Bernoulli Sampling. An alternative to IS is Bernoulli Sampling
(BS), considering the following identity:
Z =
∑
c
zc = Es∼b
(∑
c
sc
bc
zc
)
,
where each independent Bernoulli variable sc ∈ {0, 1} denotes
whether zc will be sampled or not, and p(sc = 1) = bc is the proba-
bility of sampling zc . This leads to the following approximation:
Z ≈
∑
c :sc=1
zc
bc
,
where the sum is computed over the components with non-zero
elements in the vector s. Note that, when calculating an approxima-
tion to Z , IS relies on sampling with replacement, while BS relies
on sampling without replacement.
By using our regularisation term with sampling, we add a time
complexity O(cd), where c is the total number of (sampled) triples
when computing the regularisation term, and d the number of
triples per batch. Since c can be smaller than the number of triples in
a batch, we ensure that the time complexity of neural link predictors
is not sensibly affected during training, and not affected at all at test
time. The proposed method does not increase the space complexity
of the models, since the proposed regulariser does not change the
number of model parameters.
5 EVALUATION
In this section, we investigate the benefits of cardinality regular-
isation for the state-of-the-art neural link prediction models. We
compare the performance of original and regularised losses in the
link prediction task across different benchmark datasets, which are
partitioned into train, validation and test set of triples (cf. Table 3).
5.1 Evaluation Protocol
The link prediction task consists of predicting a missing entity h
or t when given a pair (r , t) or (h, r ), respectively. During testing,
for each test triple (h, r , t), we replace the subject or object entity
with all entities in the knowledge graph as corruptions [4]. The
evaluation then ranks the entities in descending order w.r.t. the
scores calculated by a scoring function and gets the rank of the
correct entity h or t. We report results based on the ranks assigned
to correct entities measured using mean reciprocal rank (MRR)
and Hits@n with n ∈ {1, 3, 5, 10}.2 During the ranking process
some positive test triples could be ranked after another true triples,
which should not be considered a mistake. Therefore, the above
metrics have two settings: raw and filtered [4]. In the filtered setting,
metrics are computed after removing all true triples appearing in
train, validation, or test sets from the ranking, whereas in the raw
setting they are not removed.
5.2 Datasets
Three widely used datasets for evaluating link prediction models
are WordNet [19], Freebase [2], and YAGO [18]. In this work, we
2For MRR and Hits@n, the higher the better.
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Dataset Nr Ne |train| |validation| |test|
FB13 13 81,065 350,517 5,000 5,000
WN18 18 40,943 14,1442 5,000 5,000
WN18RR 11 40,943 86,835 3,034 3,134
YAGO3-10 37 123,182 1,079,040 5,000 5,000
Table 3: Statistics for each of the datasets.
/people/person/place_of_birth (0, 2)
/people/person/parents (0, 2)
/people/person/gender (1, 1)
_hyponym (0, 380)
_has_part (0, 73)
_hypernym (0, 4)
livesIn (0, 12)
hasGender (0, 1)
hasChild (0, 19)
Table 4: Cardinality constraints extracted from FB13, WN18
(WN18RR) and YAGO3-10.
use four benchmark datasets generated from them: FB13, WN18,
WN18RR and YAGO3-10.
The FB13 dataset [5] is a subset of Freebase containing 13 relation
types and entities of type deceased_people, where entities appear
in at least 4 relations and relation types at least 5,000 times. 3
We also use two datasets derived from WordNet, namely, WN18
and WN18RR. These datasets contain hyponym, hypernym, and
other lexical relations of English concepts and words. It is known
that WN18 contains ca. 72% of redundant and inverse relations,
whichwere removed in theWN18RR dataset [7]. YAGO3-10 consists
of entities in YAGO3 (mostly of the people type) linked with at
least 10 relations, such as citizenship, gender and profession. FB13,
WN18RR, and YAGO3-10 datasets were shown to have no redundant
or trivial triples [7]. In Table 3 we summarise the characteristics of
each of the datasets.
We mine the relation cardinality constraints from the training
set of each dataset, following the algorithm proposed by Muñoz and
Nickles [24] using the normalisation option but without filtering
outliers. Table 4 gives examples of the cardinality constraints mined
from each dataset.
5.3 Results
For our experiments, we re-implemented three models using the
TensorFlow framework [1], namely, ER-MLP [9], DistMult [39]
and ComplEx [35] (which was recently proven to be equivalent to
HolE [16]). We compare the performance over the four benchmark
datasets of each model as originally stated by their authors and
with the cardinality regularisation term (cf. Eq. (6)).
3We use the corrected version by [33] that contains only positive samples.
As recommended by [35], we minimise the logistic loss to train
each model by using SGD, and AdaGrad [10] to adaptively select
the learning rate, initialised as η0 = 0.1. For each model and dataset,
we selected hyperparameters maximising filtered Hits@10 on the
validation set using an exhaustive grid search.
The evaluation of our approach is three-fold: (i) we measure
the effects of the regulariser in the link prediction task; (ii) we
measure the effects of the different sampling techniques; and (iii) we
measure the violations to the cardinality constraints before and
after regularisation. To reduce the search space, during the grid
search in (i) we fix the sampling technique to uniform. In (ii), we
use the best model identified in (i) to study the effect of different
sampling techniques, whilst in (iii) we use the overall best model
per dataset.
LinkPrediction.We train eachmodel for 1,000 epochs with amini-
batches approach over the training set of each dataset, generating
two negative examples per positive triple in each batch. We set
λ = 0 to obtain the performance results of original models (without
regularisation), and use uniform sampling with sizes µ ∈ {10, 100},
ω ∈ {10, 100, 1000} of subjects and objects.4
Tables 5 and 6 show the link prediction results, confirming that
in general our cardinality-based regularisation term helps to im-
prove (or at least maintain) the performance of the original ER-MLP,
DistMult and ComplEx models across all datasets. The only excep-
tion we observed is ComplEx over YAGO3-10, where the model
without the regularisation term reaches better Hits@10 and MRR.
We believe that a reason for this is that constraining a lower bound
on the sum of probabilities may not be the best technique to use
when the number of entities is very large. In our experiments we
also compare two alternative approaches, namely estimating the
sum of probabilities via IS and BS.
ER-MLP and DistMult models benefit the most across all datasets
with improvements of up to 36% in MRR. ComplEx shows to be the
overall best performing model outperforming ER-MLP (up to 20x
in WN18RR) and DistMult in every dataset and evaluation metric.
Still, ComplEx benefits from the regularisation term in most of the
datasets. Although we did not perform a thorough search of the
hyperparameters space to reach state-of-the-art performance, the
results prove the advantages of our approach.
Sampling techniques. To approximate the sum of probabilities
we test both Importance Sampling and Bernoulli Sampling, and
consider hyperparameters µ ∈ {10, 50, 100} and ω ∈ {10, 50, 100,
500, 1000}. Starting from the best ComplEx models learned above,
we tune the sampling technique for each of the datasets.
Results are shown in Table 7. In general, all sampling techniques
work well and there is no one-size-fits-all solution: it depends on
the dataset. (Information about properties of the data that benefit
one of the samplings can be used, and custom sampling is also
supported.) YAGO3-10 shows the biggest improvement of 6% in
MRR using BS compared with the results in Table 6. This improve-
ment might be correlated to the advantage of BS to handle the large
number of entities in YAGO3-10. For FB13, WN18, and WN18RR we
see smaller improvements in MRR and Hits@10 compared to the
4We identified via independent experiments that larger values for µ do not yield
performance improvements.
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FB13 WN18 WN18RR
Hits@n MRR Hits@n MRR Hits@n MRR
Method 1 3 5 10 1 3 5 10 1 3 5 10
ER-MLP 4.40 7.55 9.14 11.82 6.94 21.64 37.30 44.94 56.52 33.02 1.84 3.29 4.10 5.31 3.10
ER-MLPC 5.13 8.36 10.29 12.75 7.78 32.01 51.54 60.54 70.85 45.01 2.22 4.29 5.42 7.31 3.98
DistMult 18.07 29.29 32.94 37.01 24.92 64.46 87.47 90.66 93.49 76.62 38.93 43.49 45.93 49.63 42.46
DistMultC 18.10 29.45 33.07 37.02 25.00 65.01 87.53 90.71 93.44 76.93 39.10 44.13 46.30 49.81 42.84
ComplEx 25.08 31.64 34.00 36.90 29.41 88.33 93.05 94.14 95.07 90.96 40.87 46.25 48.55 51.15 44.52
ComplExC 24.89 31.78 34.10 37.16 29.36 88.66 93.27 94.21 95.21 91.20 41.10 46.06 48.13 51.09 44.57
Table 5: Link prediction results (Hits@n and Mean Reciprocal Rank, filtered setting) on FB13, WN18 and WN18RR. In bold
the best results comparing both original and cardinality loss, and highlighted is the best value per evaluation metric across
all models.
YAGO3-10
Hits@n MRRMethod 1 3 5 10
ER-MLP 2.22 6.09 9.59 16.01 6.83
ER-MLPC 2.33 6.16 9.65 16.54 6.95
DistMult 6.75 14.33 18.86 26.51 13.33
DistMultC 7.03 14.53 19.12 26.66 13.59
ComplEx 7.12 15.61 20.76 29.11 14.33
ComplExC 7.56 15.10 20.30 29.01 14.47
Table 6: Link prediction results (Hits@n and Mean Recipro-
cal Rank, filtered setting) on YAGO3-10. In bold the best re-
sults comparing both original and cardinality loss, and high-
lighted is the best value per evaluationmetric across allmod-
els
Hits@n MRRDataset Sampling 1 3 5 10
FB13
Uniform 25.84 31.85 34.19 37.26 29.89
Importance 25.17 31.36 34.36 36.18 29.18
Bernoulli 25.92 31.86 34.11 37.18 29.97
WN18
Uniform 88.98 93.66 94.84 95.98 92.12
Importance 88.97 93.64 94.73 96.08 91.10
Bernoulli 89.05 93.57 94.67 95.94 91.09
WN18RR
Uniform 41.27 46.57 48.58 51.51 44.87
Importance 41.09 46.68 48.81 51.50 44.78
Bernoulli 41.54 46.79 48.68 51.42 45.04
YAGO3-10
Uniform 8.32 15.52 20.92 29.29 15.30
Importance 8.23 15.71 20.70 29.49 15.28
Bernoulli 8.48 15.74 20.82 29.50 15.42
Table 7: Link prediction results (Hits@n and Mean Recipro-
cal Rank, filtered setting) for the best ComplExmodel using
different sampling techniques.
results in Table 5. Differences in results for uniform sampling com-
pared to the results in Table 5 are also attributed to the expanded
hyperparameters space with more sampling sizes than previously.
Triple Probability
(edдar ,hasParent , eliza_poe) 0.861
(edдar ,hasParent ,maria_poe) 0.854
(edдar ,hasParent ,david_poe_jr ) 0.815
Table 8: Predictions with probability > 0.8 for
(edдar_allan_poe,hasParent , ?) by DistMult when impos-
ing the cardinality regulariser.
Cardinality Violations in KGs. We have shown that our regu-
lariser is beneficial for the link prediction task, but, more impor-
tantly, the predictions that violate the cardinality constraints are
significantly reduced. Figure 2 shows the changes on the distribu-
tion ofXhr [E] in four relation cases for ER-MLP in YAGO3-10—one
of the most benefited settings. Figures 2(a), 2(c) and 2(d) illustrate
positive impacts of the regularisation. We observed that the regu-
lariser decreases the median and long-tail distribution above the
third quartile for (almost) every relation, making predictions more
accurate. For example, in relation imports (φ = (0, 6)) the mean
of Xhr [E] is reduced by 78%, meaning less violations. Conversely,
the biggest negative impact was in relation hasWebsite (φ = (0, 2),
Fig. 2(b)), where violations were increased by 65%. Both constraint
are equally restrictive over the number of objects but they differ
on their range. For the former, the objects are entities with links to
other entities, while in the latter objects are literals (URLs) with no
further links. The prediction of literals is a known problem for neu-
ral link predictors as there are not many links to other entities [12].
Following the DistMult example using the constraintφhasParent =
(0, 2), Table 8 shows the predictions for parents of Edgar Allan Poe.
There are less predictions with high probability and a correct, but
previously missing, entity David Poe Jr. is now scored with a high
probability proving the effectiveness of regularisation.
We did not note any major difference in results between tight
and loose cardinality bounds, or between constraints for relations
with few and many instances. Finally, Fig. 3 shows the effects of
using different regularisation weights λ ∈ {0, 0.0001, 0.001, 0.01,
0.1, 1.0} over the values of average mean of Xhr [E] and Hits@10
Embedding Cardinality Constraints in Neural Link Predictors
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Figure 2: Changes in the distribution ofXhr [E]without (left,
in blue) and with (right, in orange) regularisation using ER-
MLP in YAGO3-10. Horizontal lines correspond to quartiles.
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Figure 3: Influence of the regularisation weight over the av-
erage mean of Xhr [E] (solid blue line) and Hits@10 (dashed
red line) in WN18 with ComplEx.
across relations in WN18RR. As λ grows, Hits@10 suffers small
changes and the average mean of Xhr [E] decreases. This shows
that the regularisation term does not affect negatively Hits@10 (a
common evaluation metric) and helps to decrease the number of
violations to the cardinality constraints.
6 RELATEDWORK
Early works in neural link prediction (e.g., TransE [4], RESCAL [28],
DistMult [39]) learn the representations of all entities and relations
in the knowledge base by fitting simple scoring functions on the
triples in the knowledge graph.
Recently, research focused on either (i) generating more elabo-
rated scoring functions that better capture the nature of each of
the relations, or (ii) improving existing models with background
knowledge [36]. The former includes HolE [27], where the scor-
ing function is inspired by cognitive models of associative mem-
ory; ComplEx [35] that uses complex-valued embeddings to model
asymmetric relations; and ConvE [7] that builds a multi-layer con-
volutional network. The latter is characterised by the incorporation
of additional information such as entity types, relation paths, and
logical rules. We refer the readers to [26, 36] for a deeper review of
neural link predictors.
Our work aligns with the second category that focuses on adding
background knowledge. Almost every paper incorporating back-
ground knowledge agree that such prior knowledge improves link
prediction models [8, 14, 15, 20–22]. However, none of them has
considered integrity constraints such as cardinality.
Muñoz and Nickles mine cardinality constraints from knowl-
edge graphs, and suggest their use to improve the accuracy of link
prediction models.
In a similar vein, Galárraga et al. use fine-grain cardinality infor-
mation to prune ‘unnecessary’ predictions. However, this is done
only after the predictions are generated. In [40], a single cardinality
bound (one-to-one, one-to-many or many-to-many) is imposed in
link prediction over single-relational graphs (such as organisational
charts), which differs from the multi-relational nature of knowledge
graphs.
7 CONCLUSIONS
In this paper, we presented a cardinality-based regularisation term
for neural link predictionmodels. The regulariser incorporates back-
ground knowledge in the form of relation cardinality constraints
that hitherto have been ignored by neural link predictors.
The incorporation of this regularisation term in the loss function
significantly reduces the number of violations produced by models
at prediction time, enforcing the number of predicted triples with
high probability for each relation to satisfy cardinality bounds.
Experimental results show that the regulariser consistently im-
proves the quality of the knowledge graph embeddings, without
affecting the efficiency or scalability of the learning algorithms.
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