A relation between some improper integrals of complex variable and a ratio of two determinants of n-th order matrices is derived in the presented paper. (A determinant of the Hurwitz matrix is a denominator of this ratio.) Moreover, a similar relation with integration along the imaginary axis is proved as a corollary. An algorithm implemented in Mathematica software for evaluation of integrals mentioned above is presented. Obtained results are suitable for calculation of some quantities used in random vibration of mechanical systems, for calculation of the quadratic performance index in closed loop systems in process control, for calculation of root mean square error -a statistical measure that represents the difference between measured and predicted data points, etc.
Introduction
It has been shown [8] that the root mean-square error (a statistical measure representing the difference between measured and predicted data points) can be expressed as the integral of the error spectral density G. The function G can be expressed as the square of the absolute value of a rational function, or the sum of such terms, with poles all in the upper half plane, symmetrically placed about the imaginary axis. Any rational function can be written as the ratio of two polynomials: N (f )/D(f ). So
The above condition on the poles of the rational function is equivalent to the condition that the roots of D(f ) all lie in the upper half plane, and are symmetrically placed about the imaginary axis. In consequence of that
and
for any real f . We have in this fashion reduced the problem of computing the root meansquare error to that of obtaining the integral of last relation over all frequencies. The numerator (−1) n |N (f )| 2 is, of course, a polynomial in f . The contribution of any odd-power term in the numerator to this integral is zero, since the denominator is an even function of f . We need therefore consider only the even powers in the numerator. Finally, if the mean-square error is finite, the degree of the numerator N (f ) must be less than the degree of the denominator D(f ). It follows that our problem is solved if we can evaluate integrals of the form
df where h n (f ) = a 0 f n + a 1 f n−1 + · · · + a n , g n (f ) = b 0 f 2n−2 + b 1 f 2n−4 + · · · + b n−1 , and the roots of h n (f ) all lie in the upper half plane. Evaluation of this improper integrals is important for calculation of root mean square error used in various experimental measurements, for calculation of some quantities used in random vibration of mechanical systems e.g. [2] , [3] , and [12] for calculation of the quadratic performance index in closed loop systems in process control e.g. [7] , [8] , etc. Since each residue at the corresponding pole of the integrand of I n is a rational function of a root of h n (f ) and since all roots are treated alike, this integral is a symmetric rational function of the roots of h n (f ). It follows that I n can be expressed rationally in terms of the coefficients of h n and g n [4] . G.R. MacLane has derived such expressions by using the factor theorem. Explicit formulas for all integrals of this type for which n is seven or less are given in the appendix of [8] . The method by which these integrals were evaluated is presented in Sec. 7-9 of this work. Because this method does not allow evaluation of integrals of this type for arbitrary n, we present the simpler method, which allows such evaluation.
Preliminary Notes

Some integrals
We denote as J n (g, h) improper integrals
where
and all roots of h n (x) lie in the upper half-plane, as I n (g, h) improper integrals
and as I in (r, q) improper integrals
and all roots of q n (p) lie in the left half-plane and n is arbitrary natural number.
Some matrices
The Hurwitz matrix ∆ n (h) of order n associated with the polynomial h n (defined for example in [1] , [5] , [11] ) is given below. For odd n, n = (2k − 1), k = 1, 2, 3, . . .
. . a n−2 a n 0 . . . 0 0 0 a 0 a 2 a 4 . . . a n−3 a n−1 0 . . . 0 0 0 0 a 1 a 3 . . . a n−4 a n−2 a n . . . 0 0 0 0 a 0 a 2 . . . a n−5 a n−3 a n−1 . . . 0 0 0 0 0 a 1 . . . a n−6 a n−4 a n−2 . . . 0 0 0 0 0 a 0 . . . a n−7 a n−5 a n−3 . . .
. . a n−2 a n 0 0 0 0 . . . a 0 a 2 a 4 . . . a n−3 a n−1 0 0 0 0 . . . 0 a 1 a 3 . . . a n−4 a n−2 a n
and for even n, n = 2k, k = 1, 2, 3, . . .
. . a n−2 a n 0 . . . 0 0 0 0 a 1 a 3 . . . a n−3 a n−1 0 . . . 0 0 0 0 a 0 a 2 . . . a n−4 a n−2 a n . . . 0 0 0 0 0 a 1 . . . a n−5 a n−3 a n−1 . . . 0 0 0 0 0 a 0 . . . a n−6 a n−4 a n−2 . . .
. . a n−1 0 0 0 0 0 . . . a 2 a 4 a 6 . . . a n−2 a n 0 0 0 0 . . . a 1 a 3 a 5 . . . a n−3 a n−1 0 0 0 0 . . . a 0 a 2 a 4 . . . a n−4 a n−2 a n
The ∆ nij element is
We denote the square matrix M n (g, h) of order n associated with the polynomials g n and h n as for odd n, n = (2k − 1), k = 1, 2, 3, . . .
. . a n−3 a n−1 0 . . . 0 0 0 0 a 1 a 3 . . . a n−4 a n−2 a n . . . 0 0 0 0 a 0 a 2 . . . a n−5 a n−3 a n−1 . . . 0 0 0 0 0 a 1 . . . a n−6 a n−4 a n−2 . . . 0 0 0 0 0 a 0 . . . a n−7 a n−5 a n−3 . . .
. . a n−3 a n−1 0 0 0 0 . . . a 0 a 2 a 4 . . . a n−4 a n−2 a n
This matrix is the same one as ∆ n (h), but the coefficients in first row are exchanged for those of the polynomial g n .
Main Results
Theorem 3.1 The relation is valid for arbitrary n:
where |∆ n (h)| is the determinant of the matrix ∆ n (h) and |M n (g, h)| is the determinant of the matrix M n (g, h).
Proof. We can write the integral (4) in the form
We now apply the method of residues [10] to the integral in (15). It requires that the value of the integral taken along a semicircle C R of radius R, which has its center at the origin and lies in the upper half plane (see Fig. 1 ), approach zero as R becomes infinite. The integral along the closed path Γ = [(−R, R) + C R ] is independent of R for sufficiently large R and is, in fact, equal to the sum of the residues at the poles of the integrand contained within this closed path. Since the roots x s , s = 1, 2, . . . , n of h n (x) all lie in the upper half plane, the roots of h n (−x) lie in the lower half plane. Consequently for sufficiently large R the poles of the integrand contained in the closed path of integration Γ will be precisely the roots of h n (x). Therefore W 2k is equal to the sum of the residues taken at the roots of h n (x). Without loss of generality we assume that these roots are all simple.
Similarly as in [9] , we put
then
because the integral along the real axis (−∞, ∞) of odd functions for all k is equal to zero and the integral along a semicircle C R with infinity radius R is equal to zero for k ≤ n − 2 and to (−1) n πi a 2 0
Because
If we take successively l = (n − 1), (n − 2), . . . , 1, 0 in this equality and using (18), then we get a system of n linear equations for n unknown quantities W 0 , W 2 , W 4 , . . . , W 2n−2 . For even n:
. . + a n−2 W n−2 + a n W n−4 = 0 . . .
For odd n:
. . + a n−3 W n+1 + a n−1 W n−1 = 0 a 1 W 2(n−2) + a 3 W 2(n−3) + a 5 W 2(n−4) + . . . + a n−2 W n−1 + a n W n−3 = 0 a 0 W 2(n−2) + a 2 W 2(n−3) + a 4 W 2(n−4) + . . . + a n−3 W n−1 + a n−1 W n−3 = 0 . . .
Using (8), (9) and (10) we can write the matrix equation instead of (22) and (23):
where the column vectors W n and e 1n are defined as
and ∆ n (h) is the Hurwitz matrix associated with the polynomial h n (3). Without loss of generality we assume that |∆ n (h)| = 0. By Cramer´s rule we get from (24):
where |∆ n (h)| is the determinant of the matrix ∆ n (h) and ∆ n (h)(1, n − k) is the cofactor of the element ∆ n1(n−k) of this matrix. Substituting (27) for (14) we get
where |M n (g, h)| is the determinant of the matrix M n (g, h). So
Thus the proof of Theorem 3.1 is complete.
Corollary 3.2
The relation is valid for arbitrary n:
where |∆ n (q)| is the determinant of the matrix ∆ n (q) and |M n (r, q)| is the determinant of the matrix M n (r, q).
Proof. If we substitute
for the integral (5) then
where g n (x) and h n (x) are given by relations (2) and (3) and at the same time all roots of h n (x) lie in the upper half-plane and
It follows from (32), (1), (4), (28) that
If we substitute (33) and (34) for matrix M n (g, h) and ∆ n (h) in (35) then for even n we get
. . a n−1 0 . . . 0 0 a 0 a 2 a 4 . . . a n−2 a n . . . 0 0 0 a 1 a 3 . . . a n−3 a n−1 . . . 0 0 0 a 0 a 2 . . . a n−4 a n−2 . . . 
and similarly
The same relations (37) and (39) are valid for n odd. In consequence of that
for all n. From (34) we have
Finally, substitute (40) and (41) for (35) we get
Thus the proof of Corollary 3.2 is complete.
Algorithm in Mathematica
It is evident from (13) that for n = 1 is
Now we present the algorithm for computation of J n according to relation (13) for n = 2, 3, 4, . . . implemented in Mathematica software as a simple computing program: Table [{Join [Table[ Table [ 
Several cases are shown in following text. 
