Introduction
Clinical trials often involve a binary response such as survival, cure or improvement in excess of some threshold. Treatment is considered effective if the probability of response with the treatment exceeds the probability of response with control. There are several standard tests procedures for deciding if the evidence is sufficient for this conclusion. The most common are the pooled Z-test and the likelihood ratio (LR) test.
Each of these tests produces a P-value and the treatment is deemed effective at a significance level α if the P-value is less than or equal to α. In principle, the probability of falsely concluding that the treatment is effective (type 1 error) should equal α. In fact, for the standard methods this probability is not especially close to α and depends, in any case, on the true baseline rate p 0 of response. In other words, the type 1 error probability is a function (of p 0 ), not a number. Henceforth, I call a plot of type 1 error probability against baseline rate the size profile.
Without preempting later results, some typical size profiles are in the left panel of Figure 1 . The nominal significance level is α = 0.05. The left panel is for the three standard statistics and the right is for the so-called parametric bootstrap test. Details of these tests are given in section 2. The conclusion from these plots is that the true type 1 error probability can far exceed nominal for the standard tests but that the bootstrap test has type 1 error probability consistently close to nominal.
A single clinical trial is often not the totality of clinical evidence. Within an adaptive design, some treatments will be tested a second time on independent subjects. More generally, different studies might be combined in a meta analysis. Evidence from several studies can be combined through a so-called combination function, detailed in section 3. A combination function has the defining property that if the type 1 error probability from each stage is exactly α then so is the type 1 error probability of the combination test. The plan of the paper is as follows. Section 2 lists the four single stage tests to be considered. Section 3-4 explains combination functions. Sections 5-7 gives some theoretical results on how the size of a combination test depends on the size of the single stage tests. Section 8 reports the results of a detailed numerical study.
Test statistics for clinical trials
Suppose that n 0 subjects are randomly assigned control of whom y 0 respond and the remaining n 1 subjects are assigned treatment of whom y 1 respond. The theoretical probabilities of response are p 0 for control and p 1 for treatment and we want to test the alternative p 1 > p 0 against the null p 1 ≤ p 0 .
The maximum likelihood (ML) estimates of p j arep j = y j /n j and of the treatment effect isp 1 −p 0 with variance p 1 (1 − p 1 )/n 1 + p 0 (1 − p 0 )/n 0 . This generates two test statistics depending on how this variance is estimated. The unpooled and pooled z-test statistics are
is the ML estimate of the common baseline rate under the null. When (y 0 , y 1 ) = (0, 0) or (n 0 , n 1 ) the convention is that Z = 0. The pooled z-test, which also happens to be the score test, is more common since it is known that the unpooled test can have type 1 error probability far in excess of nominal.
An alternative test statistic to this family is the so called signed root LR statistic which is given explicitly as
is the log-likelihood function and 0 log 0 = 0 by convention.
Each of the statistics Z U , Z P , Z L has asymptotic standard normal distribution function Φ for large sample sizes provided neither p 0 nor p 1 equal 0 or 1. For each, large values support the alternative hypothesis that p 1 > p 0 and they are converted into an (approximate) P-value via the formula P = 1 − Φ(Z).
The exact size profile of a statistic Z is usually defined to be the probability of rejecting the null hypothesis when p 0 = p 1 . This can be expressed as
where B(y; n, p) is the binomial probability function. In fact, it has been pointed out by Rohmel (2005) that the largest probability of rejecting the null may be achieved at a point within the interior of the null hypothesis space, i.e. at a pair of probabilities with p 0 < p 1 . A sufficient condition for the maximum to be achieved at a boundary point p 0 = p 1 is that P (y 0 , y 1 ) be monotone non-decreasing in y 1 and non-increasing in y 0 . This property is not satisfied by Z U or Z P and so (1) may understate the maximum probability of rejecting the null. The statistic Z L does satisfy the monotonicity requirement.
How accurate are these test statistics under typical conditions? The left panel of Figure 1 displays the size profiles (as defined in (1)) of these three statistics for n 0 = 50, n 1 = 75 where the nominal size is α = 0.05. Even for these quite large sample sizes, the true size can exceed the nominal by a large factor. The pooled statistic seems most satisfactory of the three, though this is not always the case. A more accurate, if complex statistic, is obtained by calculating the exact significance of the observed value z obs of Z, assuming that the assumed common baseline rate equals the ML estimatep. This is given by
This is called the bootstrap P-value though for reasonable sample sizes no simulation is required to calculate (2), especially when Z satisfied the earlier mentioned monotonicity condition. The test statistic Z to be used needs to be specified though it has very little impact on the results (Lloyd, 2010) . I will use the LR statistic since it does satisfy the monotonicity condition.
What does the size profile of the bootstrap P-value look like? This requires a great deal of computation since we must calculate P B for all possible data sets. The result is in the right panel of Figure 1 . The size profile is very close to nominal for almost all values of p 0 . Such favourable properties are not specific to the choice of n 0 , n 1 and α (Lloyd, 2013) and so there is no need in practice to compute the size profile; it can be assumed to be favourable. The bootstrap P-value for the observed data set can be computed in a fraction of a second for samples sizes up to 100.
Combination tests
Consider a possibly approximate P-value P generating a test decision to reject the null at level α if P ≤ α. The statistic is calculated on K independent experiments and it is desired to summarise the experiments in a single P-value.
, increasing in each of the K arguments, is a combination function if C(P 1 , ..., P K ) is uniformly distributed whenever P 1 , ..., P k are independent and uniformly distributed. The practical purpose of combinations function is to combine P-values P 1 , P 2 , ..., P K from independent experiments into a single P-value.
The normal combination (Mosteller, 1954) is based on the idea that if each P-value P j is uniform then Z j = Φ −1 (1 − P j ) is standard normal and so the combined test
Using the symmetric properties of the standard normal distribution, the combined P-value is
The combination of Fisher (1932) is based on the idea that if each P-value P j is uniform then − log P j is exponential so their sum has distribution function Γ K with rate 1 and shape K. The combined P-value is
and the combined normally distributed test statistic is
We are mainly interested in combinations as an ingredient in the analysis of socalled adaptive designs, which require additional adjustment of P-values to account for interim selection, see Jennison and Turnbull (2007) for a review. The analysis of such designs typically employs the Fisher or normal combination at the appropriate point.
Some authors such as Bauer and Kohne (1994) have favoured the Fisher combination while others such as Lehmacher and Wassmer (1999) and Denne (2001) Neither the Fisher nor normal combination dominates the other with respect to power; it depends on how the non-null distribution of the P-values deviates from uniform. Both lose a small amount of power (Bank et al, 1996) compared to full analysis of the joint likelihood, as does the combination function of Edgington (1972) .
One qualitative difference between the Fisher and normal combination functions is that for the Fisher combination a sufficiently small P-value at one stage necessarily leads to rejection. For the normal combination, a significant result can always be coun- The right plot is on the probit scale and the contours of the standard bivariate normal distribution are included. Areas between these red and blue boundaries represent outcomes where the two tests disagree. The region is far from trivial. In fact, if one combination test rejects the null, there is only a roughly 45% chance the other will! 4 How does combination affect test accuracy?
The main interest of this paper, is how inaccuracies of the basic tests feed through to inaccuracies of the combined test. Some simple considerations suggest that combination itself may exacerbate size inaccuracy.
Normal combination. Suppose that each stage-wise statistic has non-zero mean δ and Fisher combination. Define T j = − log P j which is exponential with rate 1 if P i is uniform. The combination test rejects the null if the sum of these exceeds the upper quantile γ K,α of the Gamma distribution. Suppose instead that T j has exponential distribution multiplied by 1 + δ. Then the sum of the T j has the gamma distribution multiplied by 1 + δ. So the probability of rejecting the null is 1 − Γ K (γ K,α /(1 + δ)). It is easy to show that this is an increasing/decreasing function of K if δ is larger/smaller than zero. This again suggests that liberal/conservative stage-wise tests become more liberal/conservative through combination.
We are interested here in tests of association in 2 × 2 tables and the test statistics do not have exact normal distributions. This section concludes with a numerical study of LR statistic Z L for which the normal approximation is known to be far from perfect, even for moderate sample sizes.
For j = 1, ..., 5 stages, I generated B = 1, 000, 000 tables with a baseline rate p 0 = 0.25. I calculated Z L for each of these tables and then combined the first k = 2, ...5 statistics using the formulas for Z N and Z F given in the previous section.
Keeping in mind that the LR statistic can take the value −∞ with non-zero probability, deviations from standard normality were measured in four robust ways: (location) the deviation of the 1% trimmed mean from 0; (scale) the deviation of the interquartile range divided by 1.349 from 1; (worst deviation) the value of the KolmogorovSchmirnoff statistic; (quantile deviation) the root mean square difference between the empirical and normal quantiles. Results are in Table 1 . In each case, the upper figure is the normal combination and the lower is the Fisher combination. The main conclusions from this table are as follows. Deviations from normality are worse for the unbalanced n 0 = 30, n 1 = 60 case. Indeed, when n 0 = n 1 all three standard statistics are distributed symmetrically about zero so the mean is exactly zero for the normal combination but not for the fisher combination. Scale deviations are slightly smaller for the Fisher combination. Deviations do not seem to systematically reduce for larger values of K, in fact the evidence is to the contrary. The exception is for the KS measure which is much larger for K = 1. The reason for this is that the LR statistic equals exactly zero when y 0 /n 0 = y 1 /n 1 and the K-S statistic is sensitive to this distributional spike. The spike is not present for K = 2, and would also not be present for K = 1 if n 0 and n 1 were relatively prime.
The reader might keep in mind that these are all global measures of deviation which can, as just pointed out, be adversely affected by the behaviour of the distribution in regions that may be of no statistical interest.
Size accuracy of combinations
In this section, I develop theory on how liberal/exact/conservative stage wise tests behave when combined over K-stages. This is investigated through the notion of stochastic dominance. The theory is very simple for continuous models but less so for discrete models. Moreover, it only applies to test families that are liberal/exact/conservative at all nominal levels. More general theory is developed in the following section.
Continuous models.
A test is defined by a P-value P , ideally distributed uniformly on [0, 1]. A key measure of the validity of a test procedure is how the actual distribution of P deviates from uniform.
then X is stochastically (equal or) larger than uniform. If the inequality holds for a particular x then we say the variable is pointwise smaller or larger than uniform.
Henceforth, we will just say "smaller than" or "larger than" with "equal or" understood. It is easy to show that if X is functionally equal or smaller/larger than a uniform variable U then it is stochastically smaller/larger than uniform. It si also well known that F (X) is exactly uniform.
A test is called liberal (conservative) if the probability of rejecting the null is smaller (larger) than α, in other words if P is pointwise smaller (larger) than uniform. The test family is called liberal (conservative) if it is liberal (conservative) for all levels α, in other words if P is smaller (larger) than uniform without the pointwise qualification.
Test families need not be liberal or conservative; they may be liberal at some levels and conservative at others. Nevertheless, the study of test families will give us some insight into how combined P-values might inherit the properties of their components.
Theorem 1. Suppose a one-stage test family is conservative (liberal). Then the combination test family will remain conservative (liberal).
Remark. Suppose that a nuisance parameter φ is involved in the distribution of P .
The theorem says that the range of φ-values where the one-stage test is conservative (liberal) will coincide exactly with the range of φ-values where the combination test is conservative (liberal). For instance, using the t-distribution with the wrong degrees of freedom would result in the combination test being conservative or liberal for all
values of the unknown standard deviation. The theorem says nothing about the degree of conservatism or liberality, though we have argued above that combination would magnify such deficiencies.
Discrete models.
For discrete data, no variable has a uniform distribution and even so-called exact P-values are stochastically larger than uniform according to the previous definition. A more sensible treatment follows by extending the definition of uniformity and stochastic dominance to allow for the inevitable limitations of discreteness.
Definition. A random variable X with support X ⊆ [0, 1] and cdf F is uniform if
F (x) = x for all x ∈ X . If F (x) ≤ x then X is smaller than uniform and if F (x) ≥ x then X is smaller than uniform, again for all x ∈ X .
According to this definition, if F (X) is uniform and so-called exact P-value would also be uniform. If X is uniform and X = [0, 1] we will call it fully uniform. We are mainly interested in the case that X is discrete and X is a countable set. To avoid technical difficulties, assume that X can be written {x 1 , x 2 , ...} ⊂ [0, 1]. Note also that, if x 1 = 0, then Pr(X ≤ 0) = Pr(X ≤ 0) > 0 violating the definition of uniformity. So for uniform variables, x 1 > 0 and we will define x 0 = 0.
Theorem 2A. Suppose we have a one-stage test for which P is (discrete) uniform. Such tests are usually called exact. Then the corresponding combination tests is conservative.
Example. A simple example illustrates that C(P 1 , ..., P K ) is almost always strictly larger than uniform. Consider random variables P 1 , P 2 that take the value α with probability α and the value 1.0 with probability 1 − α. With K = 2 stages, the normal combination
has a distribution enumerated in the table below. It takes two possible values, namely
) and x 1 = 1 with respective probabilities α 2 and 1 − α 2 . It is not difficult to show that Φ( √ 2Φ −1 (α)) > α 2 with equality only when α = 0 or 1. Apart from this case then Pr(C(P 1 , P 2 ) ≤ x 0 ) = α 2 < x 0 so the combined P-value is larger than uniform. For the Fisher combination it takes the value x 0 = 1 − Γ 2 (−2 log α) with probability α 2 . This simplifies to α 2 (1 − 2 log α) ≥ α 2 so again the combination is larger than uniform.
Theorem 2B. Suppose P 1 , P 2 , ..., P k are independent and larger than uniform. Then C(P 1 , ..., P K ) is larger than uniform.
Remark. The conclusion is that exact or conservative discrete tests lead to conservative combination tests. However, it does not seem possible to prove the reverse. Table 2 : Distribution of normal and Fisher combination P-value C(P 1 , P 2 ) for an artificial example.
Indeed, a small modification to the previous example provides a counter-example. So it may be the case that slightly liberal stage-wise tests might still lead to a conservative combination test.
In practice, as the support of the standard P-values becomes finer, we will expect to see that the clean results for continuous variables will give a better description of the properties of the combination test. But there might be small parameter ranges where the 1 stage test is liberal while the 2 stage test is conservative.
More general theory
The previous theory applies to liberal or conservative test families. In practice, we may find that test are conservative at some levels and liberal at others. In this case, the profile of the combination is a weighted mean of the profile of the components tests across different levels. Potentially then, combination tests could have better properties than component tests. In this section, we study this issue.
As before, let Z i = −Φ −1 (P i ) be the stage wise test statistics with distribution and density function H 1 , h 1 respectively. Let H k , h k denote the distribution of (Z 1 + ... + Z k )/sqrtk. The normal combination which rejects the null when
where q α = Φ −1 (α) is the quantile of the standard normal distribution. Hence the probability τ α that the combined test rejects the null is
The integrand can be expressed as exp{−g α (z)}where
Provided that g α (z) is continuous with a global minimum within the support of h, the Laplace approximation to τ α is √ 2πe
whereẑ α is the solution for z of
see for instance Butler (2007, p42 ).
The approximation is relevant to how the size accuracy of the combination test depends on the components test, whose accuracy is summarised in the function H. To the extent that the approximation is accurate, the size accuracy of the combination test of level α will be largely determined by the size accuracy H 1 of the component test near the point √ Kq 1−α − √ K − 1ẑ α as well as the value of the density atẑ α .
Consider now the case that the Z i are exactly normally distributed whence τ α = α. The distribution h k is exactly normal for all k. For K = 2 stages, the Laplace approximation can be expressed as
whereẑ α solves
Results are in Table 3 . The approximation (5) to τ α = α is in the right hand column and appears to be extremely accurate. The valuesẑ α and √ 2q 1−α −ẑ α can be thought of as a surrogate critical values for the two component tests, that determine the overall properties of the combination test. For instance, for a target size of α = 0.05 the approximation proceeds by letting z 2 takes the surrogate valueẑ 0.05 = 1.437 whence rejection occurs exactly when z 1 is greater than √ 2q 0.95 −ẑ 0.05 = 0.889 since then (z 1 + z 2 )/ √ 2 equals 1.645. What is interesting is that the key numbers 1.437 and 0.889 are much smaller than 1.645 and the approximation is largely driven by the probability of Z 1 exceeding 0.889, which corresponds to a P-value of 0.187 and is in an area of the distribution that would normally be of no practical interest. The behaviour of the test statistic at the quantile q 1−α is not used in the approximation at all. A graphical representation of the approximation is in the top left panel of Figure 3 for the case α = 0.05. This shows the functions 1− Φ( √ 2q 1−α − z), φ(z) and their product. The Laplace approximation is based on the product of these functions, represented as a solid line, being close to an exponentiated quadratic. The valueẑ 0.05 = 1.437 is indicated as a vertical line. Provided that the shape of this function is close to the assumed form, the area should mainly depend on the location and curvature of this peak -in other words on the properties of the component test bear the vertical line.
For discrete test statistics, it is worth looking at how this approximation might work. The right panel displays the analogous terms for testing association in a 2 × 2 tables with margins n 0 = 30 and n 1 = 60 and baseline rate p 0 = 0.25. The probability of type 1 error is the sum of the blue bars, which is again largely of normal shape and would be mainly determined by the location and spread if this function.
Numerical investigation of 2-stage combinations
The motivation for this work is in designs where treatment efficacy is determined by a test of association in a 2 × 2 table. Each table generates a test statistic Z j and P-value P j and these are combined across K stages. Formulae for four alternative test statistics were given in section 2.
In this section, I numerically calculate the exact type 1 error probability of the I repeated these calculations for a range of sample sizes and for nominal sizes α = 0.05, 0.005. It should be noted that reversing the values of n 0 and n 1 the profile is a mirror image of the original, so the study only covered cases with n 1 ≥ n 0 . On the other hand, the bootstrap tests are always valid, or close to valid, in the sense that the relative size never exceeds 1.0 by a practically large amount. The worst value for a combined bootstrap test discovered is 1.06 which means that, for n 0 = 47, n 1 = 51 and α = 0.05, the maximum of the profile is 1.06 × 0.05 = 0.053. On the other hand, for the smallest sample sizes here, the combined bootstrap tests can be slightly conservative, especially the Fisher combination. One limitation on the numerical study is that we have have assumed same sample sizes at each stage and an unweighted normal combination. This is consistent with other researchers, for instance Heritier et al (2010) . There is not reason to expect that results would be qualitatively different with different sample sizes at the two stages.
We have also only looked at K = 2 in detail. Simulations by Heritier et al (2010) show that type 1 error be poorly controlled for a general adaptive designs that are based on T U , T L and even T P .
Finally, we have assumed that the common baseline p 0 is the same at each stage. if we relax this assumption then the rejection probability under the null could only be larger than we have calculated.
Appendices.
Proof of Theorem 1. We prove the conservative case only. The liberal case is entirely analogous. If the test family is conservative then the stage-wise P-values P 1 , P 2 , ..., P k are independent and larger than uniform. We need to show that C(P 1 , ..., P K ) is larger than uniform. Let F j be the distribution function of P j . Define Q j = F j (P j ) ≤ P j by assumption. Since each Q j is uniform and C is a combination function C(Q 1 , ..., Q K ) is uniform. Since C is monotone in each argument, C(Q 1 , ..., Q K ) ≤ C(P 1 , ..., P K ) and so C(P 1 , ..., P K ) is larger than uniform.
Proof of Theorems 2.
For what follows, it is helpful to define a randomised version X * of a uniform variable X which is fully uniform.
Lemma 1. Let X be discrete and uniform and let U be fully uniform and independent of X. Define X * (X, U) = x j−1 + U × (x j − x j−1 ) when X = x j .
Then X * is (almost surely) smaller than X and is fully uniform.
Proof. Suppose X = x j . Then X − X * = x j − x j−1 − U × (x j − x j−1 ) = (1 − U)(x j − x j−1 ) > 0 except when U = 1. Next, suppose that x ∈ [x j−1 , x j ). We want to show that Pr(X * ≤ x) = x and we will have shown that X * is fullly uniform. First note that x j−1 + u(x j − x j−1 ) < x ⇔ u < x − x j−1 x j − x j−1 .
Therefore {X * ≤ x} = {X ≤ x j−1 } ∪ X = x j , u < x − x j−1 x j − x j−1 .
It follows that
Pr(X * ≤ x} = Pr(X ≤ x j−1 ) + Pr(X = x j ) Pr U < x − x j−1 x j − x j−1 = F (x j−1 ) + (F (x j − F (x j−1 )) x − x j−1 x j − x j−1 = x j + (x j − x j−1 ) x − x j−1 x j − x j−1 = x Remarks. Since X > X * almost surely, X is larger than uniform according to the standard definition. Even more directly, for x ∈ (x j−1 , x j ) we have F (x) = x j−1 ≤ x and again X is larger than uniform according to the standard definition. With the randomisation device we are now in a position to examine the analog of Theorem 1 for discrete variables.
Proof of Theorem 2A. Let P 1 , P 2 , ..., P k be the P-values for each stage which are, by supposition, independent and discrete uniform. Let P * j (P j , U j ) be independent randomised versions of P j , each fully uniform by Lemma 1. Since each P j ≥ P * j and C is monotone increasing in each argument C(P 1 , ..., P K ) > C(P * 1 , ..., P * K ).
Since each P * j is fully uniform, the right hand side is fully uniform by the definition of a combination function. It follows that C(P 1 , ..., P K ) is larger than uniform.
Lemma 2. If X is any discrete random variable with distribution function F then F (X) is uniform.
Proof. Let x j be the observable values of X, and let Q = F (X) with observable values q j = F (x j ). Then Z ≤ z j iff X ≤ x j and so Pr(Q ≤ q j ) = Pr(X ≤ x j ) = F (x j ) = q j .
Proof of Theorem 2B. Let F j be the distribution function of P j and Q j = F j (P j ) ≤ P j which are discrete uniform by Lemma 2. Then C(P 1 , ..., P k ) is functionally larger than C(Q 1 , ..., Q k ) which is, according to Theorem 2A, larger than uniform. 
