I. INTRODUCTION
R ECOGNITION of objects that are subject to pose variation is often accomplished through the use of conditional statistical models. These models are defined in terms of parameters which are themselves functions of image contents (object class), relative pose, and pixel location. While a number of methods for quantitative assessment of statistical models exist, such as Kolmogorov-Smirnov or Pearson's tests, these generally require either known model parameters or samples which are large enough that asymptotic distributions apply. These methods are highly applicable to studies of marginal pixel distributions where a single image may yield thousands of observations. However, the assessment of conditional image models is complicated by the fact that the distribution statistics differ with each unique combination of class, pose, and pixel location. Further, as pose is generally continuous-valued, we are unable to obtain a large number of observations from each possible pose, and, even if pose is quantized, it may be prohibitive to obtain a sufficient number of images from each interval.
In the absence of large sample sizes, we must consider alternate methods for assessing conditional models for observed imagery and for comparing alternate model assumptions. One approach is to derive inference algorithms based on assumed models and compare their resulting performance. For example, DeVore and O'Sullivan [9] compare conditional models for synthetic aperture radar (SAR) images in terms of percent classification error as a function of model complexity. Such an approach evaluates model assumptions in light of application specific limitations, such as the model complexity one is willing to support and the amount of training data available. For example, as discussed in [9] , the results may suggest a simpler but less accurate model if the training set is small.
In this paper, we consider model assessment by testing a large number of small samples, with the results aggregated for analysis of the overall conditional model. In short, an exact small-sample test is constructed for each model assumption, and the test is applied to a large number of samples. The result is a collection of observed P-values which should be uniformly distributed if the model assumptions were accurate. Deviations from uniformity can be interpreted as evidence against the model assumptions and can be used both to evaluate a given model and to compare alternate models. By comparison, methods for model selection, such as Rissanen's minimum description length [26] or Akaike's information criterion [1] , seek the model from a specified set that best describes observed data, irrespective of whether any model is actually a good fit to the data. More information on statistical models for SAR and their evaluation can be found in [8] .
Our focus is on complex Gaussian (Rayleigh magnitude), lognormal, and quarter-power normal conditional distribution families for SAR imagery and on common assumptions that are made to simplify modeling and manipulation, including pixel independence, zero mean, and homoscedasticity (equal variance). These analyses are performed using 6862 SAR images from ten targets and are performed separately for pixels corresponding to man-made vehicles and background clutter. These distribution families were selected because each has a history of application by researchers to radar measurements. Further, each has a direct relationship to the Gaussian distribution, which allows tests with identical powers to be applied to each and the test results can be compared directly. The underlying methodology can be applied to other distribution families as well, with appropriate modifications. However, the resulting powers will not necessarily be equal to those of the tests presented here, so the results will not be directly comparable. In essence, tests for other distribution families will involve different test statistics and will result in a slightly different measure of deviation from model assumptions.
Many papers have addressed the evaluation of statistical models for the distribution of radar returns in which the entire target fits within a resolution cell, as opposed to the SAR imaging we consider here which can resolve one-foot square subregions on a target. Edrington [10] reports empirical distributions, approximately Rayleigh in appearance, of return magnitudes from aircraft flying toward an X-band radar. Reilly [25] considers the degrees of freedom of a distribution estimated to fit the radar return from a variety of targets as a function of observation time. Nathanson [22, p. 171 ] cites a series of early experiments by the Naval Research Laboratory in which the distribution of radar return over a range of angles was measured for a variety of aircraft, and the Rayleigh distribution appeared to be a good fit for large aircraft with multiple engines. Each of these works relies heavily on graphical methods to compare empirical observations with those hypothesized.
There have been several recent assessments of the marginal distributions of pixels in SAR imagery. Shnidman [28] considers a model for pixel squared-magnitudes with a three-parameter mixture of noncentral distributions with noncentrality parameter governed by a gamma distribution and graphically demonstrates the fit to clutter imagery. Billingsly et al. [3] assess the fit of Rayleigh, Weibull, lognormal, and K-distributions to pixel magnitudes in clutter data and show via the Kolmogorov-Smirnov test that none fit well over the entire range of magnitudes. Kuruoglu and Zerubia [17] graphically demonstrate the fit of -stable distributions to pixel magnitudes. These differ from the investigation of this paper in their focus on marginal distributions across all points in a scene and across all contents of the scene.
Two recent papers in particular focus on the assessment of conditional distributions for high-range resolution (HRR) radar and SAR measurements. Holt, et al. [14] consider the fit of a distribution to HRR data collected from 1/16 scale targets from a wide range of azimuth angles. They group range cell data having similar estimated degrees of freedom and, after normalizing by the respective estimated scale parameters, show plots of empirical probability density functions along with best fit distribution. Kaplan [15] addresses the fit of conditional Rayleigh, Weibull, and lognormal distributions. He considers a deterministic signal in multiplicative noise and divides each observation by the estimated signal component yielding a quantity that has Rayleigh distributed magnitude if the corresponding model were correct and if the estimated signal component were exact. He indicates that, based on Kolmogorov-Smirnov tests, the Weibull and Rayleigh models are good matches across all pixels in the images and the lognormal model is a poor fit for clutter but a good fit for target pixels. However, the use of estimated parameters with the Kolmogorov-Smirnov test can yield overly optimistic results even for large sample sizes [29, p. 400].
In light of these previous efforts, our intent in this paper is to present a method for assessing conditional image models in which large numbers of small samples are available. The method is quantitative, drawing on established statistical procedures commonly applied to large sample problems. This method is consistently applied through tests of equal power to allow direct comparison of the results across model families and scene composition, such as target or clutter. Further, we construct a variety of tests, each sensitive to different model assumptions such as distribution family, independence, zero complex mean, and homoscedasticity.
In Section II, we describe three SAR image models that are the focus of this paper. In Section III, we describe the sample data on which the analyses are based and develop a framework for aggregating the large numbers of results from statistical tests to quantify the correctness of various hypotheses. In Section IV, we address issues of testing the fit of hypothesized distributions when estimated parameters are involved and apply three separate goodness-of-fit tests to the sample data. The hypothesis that pixels in a SAR image are conditionally independent given the parameters that characterize their distribution is assessed in Section V. The zero-mean hypothesis of the complex Gaussian model is assessed in Section VI. Finally, in Section VII, we consider tests of homoscedasticity and apply these to the equal variance assumption in both the lognormal and quarter-power normal models.
II. MODELS FOR SAR IMAGES
In this section, we address stochastic models for synthetic aperture radar imagery. These models are mathematical abstractions incorporating a variety of assumptions and approximations and are intended to adequately characterize the radar observations as a function of image pixel or corresponding resolution cell, scene contents, and target pose.
A. Complex Gaussian Model
The conditionally complex-Gaussian model for SAR imagery is based on the assumption that the region in the scene corresponding to each pixel contains a large number of independent scattering centers producing a return with independent magnitude and phase. The complex reflections from each scatterer combine at the SAR processor where they are further combined with additive complex white Gaussian noise. The central limit theorem suggests that the return in the th pixel may be modeled well by a complex-Gaussian random variable with independent real and imaginary components of equal variance [13] , [30] .
The statistical properties of are functions of the region in the scene contributing to pixel , and that region is a function of the scene contents , relative pose , and the pixel location . If the image pixels correspond to nonoverlapping regions of the scene, we can model their values as independent. We call this the nonzero-mean conditionally Gaussian model, and the probability density for SAR image can be written as
If the phase associated with each scatterer is uniformly distributed, then the mean vector can be modeled as identically zero,
. The resulting zero-mean conditionally Gaussian model has a single parameter function, and the probability density for can be written as (2) In this case, the magnitude is a Rayleigh distributed random variable which leads to this model being referred to as a Rayleigh model in some literature.
B. Lognormal Magnitude Model
Under the lognormal model, the magnitude of each pixel value in a SAR image is said to follow a lognormal distribution [24, p. 183] with parameter values that depend on the pixel location , scene contents , and pose . The natural logarithm of a lognormal random variable is a Gaussian random variable with mean and variance . We exploit this relationship by transforming the received SAR image yielding an image where . Following the assumption that pixels correspond to nonoverlapping regions, the probability density function for is (3) where and are the mean and variance, respectively, of the th pixel when scene contents are viewed from pose . Some researchers have approximated the variance function as constant over all pixel locations and scenes. Under this approximation, the same density function holds and we simply write .
C. Quarter-Power Normal Magnitude Model
The quarter-power normal model [11] , [31] approximates the square-root of the magnitude of SAR pixel values as Gaussian random variables conditioned on pixel location , scene contents , and pose . The model is only approximate, as the probability is zero that the magnitude square-root takes on negative values, but all Gaussian random variables take negative values with finite probability. To make this model tractable, we transform a received SAR image yielding an image , where . The pixel values are then approximated as Gaussian random variables with mean and variance that are functions of , , and . Following the assumption that pixels correspond to nonoverlapping regions of the scene, the probability density function becomes (4) As in the lognormal model, the variance is sometimes assumed to be constant, and we denote this case by . 
III. CONDITIONAL MODEL ASSESSMENT
Assessment of the assumptions in a conditional model is conducted through a collection of hypothesis tests. Tests are conducted for each combination of conditioning values. We first describe the sample data and then describe the approach to hypothesis testing and aggregation of the results of multiple tests.
A. The MSTAR Dataset
The methods of model assessment are applied to X-band SAR data collected as part of the Moving and Stationary Target Acquisition and Recognition (MSTAR) program which was supported under funding from the Defense Advanced Research Projects Agency (DARPA). 1 The images in the dataset were collected with HH-polarization and have 0.3-m resolution and 0.2-m pixel spacing in both range and cross range. We utilize only the publicly available data from that collection. The image set contains data for a number of military targets imaged at two or more depression angles. For each target and depression angle, the set contains SAR image data for 200-300 values of target aspect pose. Table I contains a listing of the vehicle types included and the number of images available for each type.
Each image contains a single target which, along with its shadow, lies very near the center of the image, and the remainder of the image contains background clutter. Sample log-magnitude images formed from depression and azimuth of the T-72, BTR-70, and D7 are shown in Fig. 1 . Model fitness assessments are performed separately on vehicle and clutter pixels by restricting the tests to 20 20 pixel regions centered in the images and in the upper left-hand corner, respectively. The 400 pixels at the center of the images were chosen because they are consistently on the target. The pixels on clutter were chosen to represent a patch the same size and shape as the pixels on target so both sets of tests will have the same power and the results can be compared directly. Since we do not have multiple samples from any particular pose, we make the assumption that the change in parameter value over a 12 azimuth interval is small. We examine data from 60 intervals of 12 evenly spaced around 360 of azimuth. The tests are applied to the observations for each resulting combination of pixel location, azimuth interval, and vehicle class.
B. Hypothesis Testing
We form all hypothesis tests in terms of probability distributions on a collection of observed data where parameterizes the distribution. In general, can specify the family of the distribution as well as the distribution parameters. The set of all distribution parameters that are consistent with a given model assumption are denoted by . We formulate each test as a binary hypothesis testing problem (5) where denotes the complement of the parameter set . For each test, we define a continuous-valued test statistic that forms the basis of selecting between the two hypotheses. We define in such a manner that large values suggest evidence against . The value of is a random variable and the statistic is chosen so that the conditional distribution is known. Let be an observation of the test statistic, then is called the P-value of the test for the observation . The P-value for an observation is equal to the smallest significance level that will result in a rejection of for the given observation. Extremely small P-values are taken as evidence that the data do not represent a sample drawn from the distribution governing . There is no component of such a test that directly recommends ; however, large P-values indicate a lack of evidence to support rejecting it.
A P-value quantifies the result of a single test. We are interested in assessing models that are functions of target class, target pose, and pixel location and we conduct a separate test for each combination based on the corresponding pixel values. We therefore need a mechanism by which the various test results can be aggregated in a statistically sound manner to yield a useful overall result. Since the power of the tests, the probability of correctly rejecting , generally depends on the number of samples which is variable, the method of aggregation must accommodate tests of varying powers.
A solution is available in the form of the probability integral transform of continuous random variables. Let Powerful tests, tests highly effective at correctly rejecting , are characterized by a distribution of P-values that is sharply skewed toward zero when is true. In essence, most observations obtained under would appear to be low-probability events under . We can combine the results of many independent hypothesis tests by examining the empirical distribution of P-values. The empirical cumulative distribution of a sample is an estimate of the cumulative distribution function given by (7) where is the Heaviside function. The empirical cumulative distribution of P-values shows the fraction of samples that would fail a hypothesis test with significance level as a function of . Evidence to support rejecting the model approximations and assumptions of can be quantified by the deviation of the empirical distribution of P-values from a uniform distribution.
IV. GOODNESS-OF-FIT
In this section, we look at several tests which can be used to assess the evidence that a particular distribution family fits a given set of sample data. All of the models discussed in Section II involve the Gaussian distribution. There are mixed views represented in the literature as to which tests for the Gaussian distribution are the most powerful. We, therefore, employ three tests for goodness-of-fit, each of which relies on differing properties of Gaussian random variables. K. Pearson's test, appropriate for categorical data or binned continuous-valued data, is an approximate test based on the number of random observations in each category. It effectively tests whether the histogram of sample data is reasonable under the assumed distribution. The Kolmogorov-Smirnov test, appropriate for continuous-valued ordinal data, is based on the largest magnitude difference between the empirical cumulative distribution function and the assumed cumulative distribution. The test of R. D'Agostino and E. Pearson is a test specifically for departures from normality based on the distribution of sample skewness and kurtosis values.
We first consider the derivation of T distributed random variables with known statistics from a collection of real-valued Gaussian random variables with unknown statistics. The T distribution is often useful in making inferences on the sample mean of a population drawn from a Gaussian distribution. Our interest is in inference directly on pixel values rather than their statistics. From each observation in a sample, we generate a random variable with known distribution that is free from unknown parameters. That is, from a sample of Gaussian random variables with unknown mean and/or variance we will generate T distributed random variables with known parameters. Evidence that the transformed values are not T distributed can be taken as evidence that the original values were not Gaussian. This lack of unknown parameters will be useful for the hypothesis test of Section IV-B and is necessary for the Kolmogorov-Smirnov hypothesis test of Section IV-C.
A. T-Conversion
A random variable which can be represented in terms of a real, standard normal random variable , and an independent random variable with degrees of freedom , as
is said to be T distributed with degrees of freedom. In many practical applications of the T distribution, the numerator and denominator are formed from mean and variance estimates of Gaussian random variables [4] . Motivated by these approaches, we seek to transform each observation from a sample into a T distributed random variable using an estimate of variance that is independent of the observation. In Section IV-A-1, we consider the formation of such random variables from a set of Gaussian random variables with known mean. In Section IV-A-2, we consider a similar problem with unknown mean. 1) Known Mean: Let be independent, identically distributed, real Gaussian random variables with known mean and unknown variance . We want to construct a T-distributed random variable from each sample and an estimate of the variance. We can form an estimate of the variance that is independent of any particular by defining
Then the ratio (10) is T distributed with degrees of freedom.
For application to the MSTAR dataset, the values at each pixel location are transformed as described above. For all 400 pixel locations in a given azimuth window, the transformation yields samples of a fully known distribution. Samples corresponding to the same pixel location are not independent, but all pixel locations yield samples with the same marginal distribution. Since each model for SAR imagery assumes that values in differing pixel locations are independent, randomly chosen collections of the transformed samples represent approximately independent observations of a T-distributed random variable.
2) Unknown Mean: Let be independent, identically distributed, real Gaussian random variables with unknown mean and unknown variance . We want to construct a T-distributed random variable from each sample , estimates of the mean, and estimates of the variance. The random variables and are jointly Gaussian. The difference has mean zero and variance . The quantity is not independent of the usual variance estimator
. As an alternative, we use the variance estimate , where (11) Then the random variable given by (12) is T distributed with degrees of freedom. As in the known-mean case, the random variables obtained in this way are not independent, so we will independently generate many such sequences with the same T distribution and samples across the sequences will be independent under the respective SAR model.
B. Pearson's Method
Suppose that a random experiment is conducted that has possible outcomes, , and that each outcome occurs with probability . Given independent trials of the random experiment, the number of outcomes of each type is said to have a multinomial distribution with parameters , . It can be shown [19, p. 123 ] that for a multinomial random variable the test statistic (13) is asymptotically distributed with degrees of freedom as approaches infinity.
This limiting distribution can be applied to goodness-of-fit testing. Suppose that under the null-hypothesis, the data are distributed according to , a completely specified distribution of either a discrete, continuous, or mixed random variable. If the domain of possible values of the random variable is partitioned into regions with the probability integral over the th . The probability that will exceed the observed value is approximately equal to the right-tailed probability (14) where is the cumulative distribution of a random variable with degrees of freedom. This probability is reported as the P-value of the test. Small P-values for the statistic of (13) indicate evidence that is not distributed according to the null-hypothesis. If the distribution under the null-hypothesis is not known exactly but instead depends upon parameters which must be estimated from the sample data, then substituting these estimated parameters results in being distributed with degrees of freedom. For continuous or mixed random variables, this implies a binning of continuous values into regions which must be arbitrarily chosen. A commonly quoted suggestion (cf. [27, p. 148] ) is that none of the expected values should be less than 1 and no more than 20% should be less than 5. For the experiments we consider, we choose to partition the domain of such that each partition is equiprobable with . The number of MSTAR sample images in a 12 range azimuth are not sufficient to support a partition of more than two such bins. Therefore, the samples within an azimuth interval are first transformed via the methods discussed in Section IV-A. The transformed samples are then tested to see if they deviate from the expected T distribution.
C. Method of Kolmogorov-Smirnov
The Kolmogorov-Smirnov test is based upon the empirical cumulative distribution function of the observed data. The method assumes a continuous distribution which must be completely specified under the null-hypothesis. The Kolmogorov statistic is defined as the supremum of the magnitude difference between the empirical cumulative distribution and the cumulative distribution under , . That is
This maximum distance can be written in terms of , a function of the random samples which is uniformly distributed for all continuous distributions under the null-hypothesis. An exact expression for the limiting distribution of under as was derived by Kolmogorov and can be approximated numerically as explained in [23] for as small as 4. Large observed values of the statistic suggest evidence that should be rejected and the probability is reported as the P-value of the test. Since the exact distribution of the variables must be known in order to apply this test, the samples at each pixel location are transformed as discussed in Section IV-A. The transformed samples are then tested to see if they deviate from the expected T distribution.
D. Method of D'Agostino-Pearson
D'Agostino and Pearson [7] suggest a test for departure from normality based upon estimates of the skewness and kurtosis from the sample data. In their commentary, D'Agostino, et al. [6] claim that the D'Agostino-Pearson test is much superior to the and Kolmogorov tests and further recommend that these latter not be used at all in tests for normality.
Fisher defined skewness and kurtosis in terms of cumulants as and , respectively, where is the th cumulant of the distribution. The sample Fisher skewness and kurtosis are the ratios and , where is the th k-statistic defined as the unbiased symmetric estimator of [16] . Under the hypothesis of a Gaussian distribution, the sample skewness and kurtosis and can be transformed into the Gaussian random variables and by either an approximate transform as discussed by [32] , or through the cumulative distributions and as and , where is the inverse cumulative distribution function for a standard normal random variable. The test statistic for the D'Agostino-Pearson test is defined in terms of these functions as (16) Large values of the test statistic suggest evidence that should be rejected and the probability is reported as the P-value of the test. For application to SAR image data, the samples from each pixel location of each azimuth interval are used to generate a P-value for . In order to determine the P-value above, we need to know the functions , , and . Zar [32] provides an extensive table of critical values for and based upon normal approximations of in [5] and in [2] . He states that the approximation of is accurate for and that of for . The skewness and kurtosis estimates are not independent, so the statistic does not follow a distribution, though it is a good approximation for large samples. Zar cites personal communication with D'Agostino in which he claims that a test for , introduced in [7] , works well for . In our investigation of SAR images, however, we will need the distributions for as few as samples, so the approximations employed in those papers will not apply. Because of this, and since in each paper previously mentioned Monte-Carlo simulation was ultimately used as the standard by which the approximations were compared, we employ simulation directly to approximate the cumulative distributions. We generate empirical cumulative distributions of , , and from 1 000 000 Gaussian samples of size and save these in a look-up , where is the cumulative distribution of either or , as indicated by the column heading, for the number of samples indicated by the row heading. The table indicates that our empirical distribution functions are quite similar to the approximations of Zar in the range where his are applicable, and it suggests that the empirical distributions are generally applicable to goodness-of-fit testing.
E. Goodness-of-Fit Results
In this section, we present the results of applying the goodness-of-fit tests for the complex Gaussian, lognormal, and quarter-power normal models to the MSTAR dataset. For tests of the conditionally Gaussian model, which explicitly models both the real and imaginary components of pixel values, each component is tested separately and the resulting P-values are combined so that the tests of each model will have approximately the same powers. Both the zero-mean and nonzero-mean variants of the model are tested. For the lognormal and quarter-power normal models, the equal variance assumption is not treated here. The validity of equal variance assumptions are explicitly considered in Section VII. Fig. 2 shows the cumulative distribution of P-values from pixels in the vehicle region of the images for each of the models when assessed by each of the preceding tests. Models that describe the data highly accurately should yield cumulative distributions that approximate a diagonal line through the plot center for each of the three tests. For any P-value, , the corresponding cumulative probability, indicates the fraction of samples that would fail a test with significance .
The test of D'Agostino and Pearson indicates that, for most combinations of pixel locations, vehicle, and pose, sample skewness and kurtosis values are within the range reasonably expected under each of the assumed models. There is a slight skewness toward low probability combinations suggesting that the models are not an exact fit for the data. The Kolmogorov-Smirnov test and Pearson's test of the T-transformed sample data similarly show that many combinations of vehicle and pose yield samples that are within the range reasonably expected. The distribution of P-values for these tests is much more skewed toward low probability events, however. This suggests that some model assumptions and/or approximations are violated more often than would be otherwise expected. The distributions of P-values for the zero-mean variant of the complex Gaussian model are more skewed toward low values than for the nonzero-mean case. Because tests enforcing the zero-mean constraint are more powerful than those without, this difference in distribution cannot, by itself, be taken as evidence that the zero-mean assumption is improper. The zero-mean assumption is considered separately in Section VI. Fig. 3 shows the distribution of P-values for the clutter region in the upper left corner of the images. Both complex Gaussian models and the quarter-power normal model exhibit distributions that are less skewed than for the pixels in the vehicle region. Since the tests were performed at equal powers, this suggests that the models may be a better fit for such clutter regions than for data drawn from the man-made vehicles. The lognormal model yields P-values that are skewed much more heavily toward low probabilities for the clutter data than for the vehicle data. The deviation from the expected uniform distribution is especially severe in the Kolmogorov-Smirnov and tests. This suggests that the conditionally lognormal model is not a good fit for the clutter data represented in the sample data. This result is in keeping with [9] where it was noted that the presence of clutter pixels significantly reduced the performance of recognition algorithms based on a lognormal model.
With the exception of the lognormal model applied to clutter data, the majority of samples would pass a 5% significance test for all models considered. For clutter samples, nearly 90% of the samples would pass tests for the complex Gaussian and quarter-power normal models at the 5% significance levels. The tests revealed that, while most samples are adequately characterized by the models, none of the models are exact matches to the available data. This is to be expected because of the approximations to mean and variance functions to accommodate continuous target pose described in Section III-A. In every test conducted the quarter-power normal model yielded a more even distribution of P-values, followed by the Gaussian and lognormal models, in turn. Since the tests were applied identically to all models, except for the more restrictive zero-mean Gaussian model, this would suggest that the quarter-power model may be a better fit to the SAR data considered. These results do not necessarily contradict the observation in [9] that recognition systems based on a complex Gaussian model consistently performed better than those based on lognormal or quarter-power models. In that paper, the assumption of homoscedasticity was imposed on the lognormal and quarter-power models. This assumption is called into question by the results of Section VII.
V. PIXEL INDEPENDENCE
In this section, we consider the assumption of conditional independence of pixel values made in each of the three models.
A. Test for Independence
Consider the joint density function for a pair of complex Gaussian random variables , which is (17) Note that if and are correlated, , then follows a linear regression on . That is, conditioned on , is a complex Gaussian random variable with conditional mean given by where and are linear regression coefficients. The random variables and are independent, and hence uncorrelated if and only if . We can thus formulate a test for the independence of two Gaussian random variables by testing the hypothesis against the alternative . Miller [20] addresses the general problem of least-squares linear regression with complex-valued variables and the specific problem of estimating the regression parameters of complex 
If not all the are equal, this minimization has the solution (20) where denotes the complex-conjugate transpose. For the tests of independence, we need the distribution of the estimate when is a complex Gaussian random vector with mean and covariance matrix . This distribution is given by Miller [20] . For complex Gaussian with mean and covariance matrix , is complex Gaussian distributed with mean and covariance matrix . The maximum likelihood estimate for is given by (21) Given samples and from neighboring pixel locations, we formulate the test based on the square magnitude . From the above, , where , is complex Gaussian with mean zero and unit variance so that the ratio follows a distribution with 2 degrees of freedom. Additionally, Miller [20] shows that the distribution of in (21) is such that the ratio is distributed with degrees of freedom. The ratio of these two random variables, divided by their respective degrees of freedom, is independent of the variance and yields an F distributed random variable. That is, under the assumption of independence, and (22) where the subscript 2,2 implies the lower right element of the matrix is F distributed with 2 and degrees of freedom. Large values of indicate that is not close to zero and , where is the F cumulative distribution function with 2 and degrees of freedom, is reported as the P-value of the test.
A similar test for the independence of real-valued Gaussian random variables is straightforward and is covered in many texts on the subject (cf. [18, pp. 246-251] or [21, Chapter 11] ). Fig. 4 shows the cumulative distribution of P-values from the independence test for adjacent pairs of pixels in the target region of the SAR imagery. The top panel shows P-values for neighboring pixels in the range direction (successive rows in the same column) and the bottom panel shows P-values for pixels in the cross-range direction (successive columns in the same row). The graphs suggest strong evidence that the independence assumption is violated by all three models, with more than half the samples failing tests with an significance level. The distributions are similar for neighboring pixels in both directions for each model. Fig. 5 shows similar graphs produced from pixels in the clutter region of the SAR imagery. Evidence against the independence assumption is strong for the clutter region as well. That the pixel values are not independent may have been expected for the MSTAR imagery given that the resolution is larger than the pixel spacing. The severity of that assumption is made clear in these figures, particularly for the complex Gaussian model family. Fig. 6 shows the average correlation coefficient for pairs of pixel values as a function of the distance between the pixel locations for target regions. The top panel shows average correlation in the range direction and the bottom panel shows correlation in the cross-range direction. The complex Gaussian model yields complex-valued correlation coefficients and the graphs show both real and imaginary components. The real component is a measure of correlation between the real value pairs and of the imaginary value pairs. The imaginary component of correlation is a measure of correlation between the cross components, real and imaginary, of the pixel pairs. The average correlation is seen to drop rapidly over a distance of around four pixels before gradually declining toward zero. The imaginary component of the average correlation in the complex Gaussian model is close to zero for all distances. Fig. 7 shows the dependence of average correlation on distance for pixels in the clutter regions. The relationship is similar to that for target regions over 1 and 2 pixel widths, but for three or more pixel widths the correlation is much closer to zero.
B. Independence Results

VI. COMPLEX ZERO MEAN
In this section, we evaluate the zero-mean assumption of the complex Gaussian model. The test is constructed as a decision between , an assertion that the data are complex Gaussian with zero mean, versus , an assertion that they are not. Giri [12] addresses the problem of inference on the mean of complex-valued Gaussian random vectors with unknown covariance matrix. He demonstrates that the statistic (23) is an F-distributed random variable with 2 and degrees of freedom, where and represent the sample mean and variance from complex Gaussian random variables with mean . Note that if we let in the above expression, large values of F imply that the sample mean is not close to zero. We report as the P-value of the test, where is the cumulative distribution function for an F distributed random variable with 2 and degrees of freedom. Fig. 8 shows the empirical cumulative distribution of P-values for the test of zero mean across all pixel locations for the Gaussian model for both target and clutter regions of the images. The two distributions are essentially overlapping over the entire range of P-values and demonstrate the uniform distribution we would expect if the zero-mean hypothesis were true. Thus, there is no evidence on the basis of this test that the zero-mean hypothesis is violated by the data.
VII. HOMOSCEDASTICITY
In this section, we evaluate the assumption of homoscedasticity (equal variance) in the lognormal and quarter-power normal models. Let and be independent samples from real-valued Gaussian random variables with unknown means and , respectively, and with equal variance . Then is distributed with degrees of freedom, and is distributed with degrees of freedom, where and are unbiased estimates of determined from the and , respectively. The test statistic (24) is an F-distributed random variable with and degrees of freedom. Very large or small values of indicate that the estimates for are dissimilar. Only one of or is less than one-half, and it represents one-half the probability of an observation at least as extreme (the variance estimates could have reversed roles and the result would be as extreme). The P-value reported for the test is . Fig. 9 shows the empirical cumulative distribution of P-values from the above test applied to randomly selected pairs of pixel locations for both models. The top panel shows the results for the central target region of the SAR images and the bottom panel shows results for the background clutter. Both sets of curves differ visibly from the expected uniform distribution and so evidence suggests that the equal variance assumption may be violated in both models. The deviation is especially severe in the quarter-power normal model for target pixels in which nearly 60% of the sample pairs would fail a test with an significance level. The distribution of P-values for the lognormal model is very similar for both target and clutter regions.
VIII. CONCLUSIONS
We provide a framework for quantitatively assessing conditional models of imagery across large numbers of small sample sizes through application of the probability integral transformation. The resulting methodology can be applied to a wide range of traditional statistical assessment procedures including goodness-of-fit tests, tests for independence, and inferences on sample statistics. The background and techniques for three goodness-of-fit tests are presented and transformations producing samples of known distribution are derived which allow application of these tests to small samples with unknown distribution statistics. These tests are applied to three models of SAR imagery with actual data.
The three goodness-of-fit tests are sensitive to different characteristic departures from normality. The method of D'Agostino and Pearson is sensitive to the joint distribution of skewness and kurtosis estimates, and it showed both the least separation between models and the least evidence to reject the models. However, any goodness-of-fit test implicitly tests all model assumptions, in this case including pixel independence and statistics that are piecewise constant over azimuth. The comparatively large percentage of small P-values with Pearson's and Kolmogorov-Smirnov methods, based respectively on data histograms and empirical CDFs, may be due to their increased reliance on independence in neighboring pixels or the fact that they test for the Gaussian distribution indirectly through T transformed samples. These results do not necessarily indicate that the D'Agostino-Pearson test is less powerful in general. What is significant is that the three tests were qualitatively consistent for both object and clutter data and for all models.
All three goodness-of-fit tests suggest that none of the models is completely accurate, in the sense that more samples than would otherwise be expected result in extreme values of the respective test statistic. However, most of the samples collected from the man-made objects would pass a test having significance level. This suggests that although none of the models is exact, they may be serviceable for particular applications. All of the tests suggest that the data are best described by the quarter-power normal model, followed by the complex Gaussian and lognormal models. Given that the quarter-power normal model is based on an approximation of the gamma distribution, one may speculate that a gamma model for SAR pixel magnitude is reasonably accurate. While the quarter-power normal and complex Gaussian models seem to describe the background clutter better than man-made objects, the ability of the lognormal model to characterize background clutter is much worse than for the man-made objects.
The same framework is also applied to assessment of pixel independence, and the results suggest strong evidence against assumptions of independence in either the range or cross-range directions. Inference tests on sample statistics suggest that the SAR data are not inconsistent with assumptions of zero mean in the Gaussian model and are inconsistent with assumptions of homoscedasticity in lognormal and quarter-power models.
