The goal of this paper is to present two algorithms for solving systems of inclusion problems, with all components of the systems being a sum of two maximal monotone operators. The algorithms are variants of the forward-backward splitting method and one being a hybrid with the alternating projection method. They consist of approximating the solution sets involved in the problem by separating half-spaces which is a well-studied strategy. The schemes contain two parts, the first one is an explicit Armijo-type search in the spirit of the extragradient-like methods for variational inequalities. The second part is the projection step, this being the main difference between the algorithms. While the first algorithm computes the projection onto the intersection of the separating half-spaces, the second chooses one component of the system and projects onto the separating half-space of this case. In the iterative process, the forward-backward operator is computed once per inclusion problem, representing a relevant computational saving if compared with similar algorithms in the literature. The convergence analysis of the proposed methods is given assuming monotonicity of all operators, without Lipschitz continuity assumption. We also present some numerical experiments.
Introduction
Given a finite family of pairs of operators {A i , B i } i∈I , with I =: {1, 2, · · · , m} and m ∈ N, the system of inclusion problems consists in: find x * ∈ R n such that 0 ∈ A i (x * ) + B i (x * ) for all i ∈ I,
where the operators A i : dom(A i ) ⊂ R n → R n are point-to-point and maximal monotone and the operator B i : dom(B i ) ⊂ R n → 2 R n is point-to-set maximal monotone, for all i ∈ I. The solution set of the problem, denoted by S * , is given by the intersection of the solution sets of all components of the system , i.e., S * = ∩ i∈I S i * , where S i * is defined as S i * := {x ∈ R n : 0 ∈ A i (x) + B i (x)}. Many problems in mathematics can be modeled as problem (1) , for example, taking the operators B i = N C i (the normal cone of C i ) with C i ⊆ R n nonempty, closed and convex set for all i ∈ I, we obtain a system of variational inequalities, introduced by I.V. Konnov in [18] , which have been deeply studied, see [1, 6-8, 13, 18, 19, 26] .
For solving inclusion problems for the sum of two operators, the hypothesis of Lipschitz continuity and the forward-backward method has been used regularly, see [11, 22, 24, 25] . Due to its extensive field of applications, it is crucial to consider general versions of problem (1) which relax the Lipschitz continuity hypothesis. That is the reason we are interested in assuming only maximal monotonicity for all operators involved, without the Lipschitz continuity assumption.
The proposed algorithms contain two main steps, a line-search for finding a separating hyperplane, and a projection onto separating hyperplanes. The line-search compute the operator forward-backward once per each component of the system at each iteration, which represents a relevant computational saving in comparison with the line-search proposed by Tseng in [25] . The second part consists in projecting the current point onto a suitable set. This part is the main difference between our algorithms. In the first algorithm, we project onto the intersection of the separating hyperplanes. While the second algorithm chooses one component of the system, find the separating hyperplane and project onto it. This second method is a hybrid with the alternating projection method.
In the first algorithm, we calculate in parallel, the hyperplane separating the current point and the solution set of each component of the system, and project onto the intersection of all of them. In the second one, we only use one component of the system in each step of the algorithm, in the spirits of the alternating projection method. The present work follows the ideas presented in [2, 4, 10] .
The number of hyperplanes that must be intersected for the first algorithm is at most equal to the number of components of the system, contrary to the algorithms proposed in [26] , in which the number of hyperplanes increases at each iteration. This makes our scheme be computationally lightest. The numerical experiments (see Section 5) shows that the search of the separating hyperplanes is more efficient (computationally) than compute the projection onto the intersection of many hyperplanes.
The problem (1) has many applications in operations research, optimal control, mathematical physics, optimization, and differential equations. This kind of problem has been receiving an increasing academic attention in the recent years. It is due to a fact that many nonlinear problems arise within applied areas, are mathematically modeled as nonlinear operator system of equations and/or inclusions, we can refer to [1, 6-8, 13, 23, 26] .
The present work is organized as follow. The next section contains some notations and preliminary results useful for the remainder of this paper. The variants of the forward-backward splitting method we present in Section 3. In Section 4, the convergence analysis of both algorithms is proved. Section 5 is dedicated to showing some numerical experiments and comparison with a similar method in the literature and between our algorithms. Finally, we provide some conclusions.
Preliminaries
In this section, we review some basic definitions and results. First, we introduce the notation and recall some definitions. The inner product in R n is denoted by ·, · and its induced norm by · . We denote by 2 C the power set of the set C, and by B[0, R] the closed ball centered in 0 and radius R. Given a nonempty, convex, and closed subset X of R n , we denote by P X (x), the orthogonal projection of x onto X. It is defined as the unique point in X, such that P X (x) − x ≤ y − x for all y ∈ X. By N X (x), we denote the normal cone of X in x ∈ X, defined as N X (x) := {d ∈ R n : d, x − y ≥ 0 ∀y ∈ X}. The domain of T is defined by, dom(T ) := {x ∈ R n : T (x) = ∅}. The operator T : dom(T ) ⊂ R n → 2 R n is said to be monotone if, for all (x, u), (y, v) in the graph of T , (Gr(T ) := {(x, u) ∈ R n × R n : u ∈ T (x)}), we have x − y, u − v ≥ 0, and it is maximal if T has no proper monotone extension in the graph inclusion sense.
We start with the well-known definition of the so-called Fejér convergence also know as Fejér monotonicity. Definition 2.1 Let S be a nonempty subset of R n . The sequence (x k ) k∈N ⊂ R n is said to be Fejér convergent to S, if and only if, for all x ∈ S there exists k 0 ≥ 0, such
This definition was introduced in [5] and have been further elaborated in [9, 15] and [2] and references therein. A useful result on Fejér sequences is the following. k∈N is convergent for all x ∈ S; (iii) if one cluster point x * of (x k ) k∈N belongs to S, then the sequence (x k ) k∈N converges to x * .
Proof (i) and (ii) See Proposition 5.4 in [3] . (iii) See Theorem 5.5 in [3] .
We follow some known results on the orthogonal projection that will be useful for the well-definition of the stopping criteria. Moreover, for proving, the Fejér convergence of the sequence was generated by the algorithms. Proposition 2.3 Let X be any nonempty, closed and convex set in R n . For all x, y ∈ R n and all z ∈ X the following hold:
Proof (i) and (ii) see Lemma 1.1 and 1.2 in [27] . Now we state some useful results on maximal monotone operators. The next proposition will be useful for proving the convergence of the sequences generated by both algorithms. The next proposition will be used for the well-definition of the stopping criteria and the convergence of the sequences generated by both algorithms.
Proposition 2.4 Let
T : dom(T ) ⊆ R n → 2 R
Proposition 2.5 Given β > 0 and the maximal monotone operators
A : dom(A) ⊆ R n → R n and B : dom(B) ⊆ R n → 2 R n , if x ∈ dom(A) ∩ dom(B) then x = (I + βB) −1 (I − βA)(x),
if and only if, 0 ∈ (A + B)(x).
Proof See Proposition 3.13 in [12] . Now we prove a lemma which ensures that the hyperplane used in the algorithms contains the solution set of problem (1).
Lemma 2.6
Given a families of operators {A i , B i } i∈I , such that for all i ∈ I dom B i ⊆ dom A i , take x, u ∈ R n with x ∈ dom B i for all i ∈ I. Define:
Then for all
Proof Take x * ∈ S i * . Using the definition of the solution, there exists v * ∈ B i (x * ), such that 0 = A i (x * ) + v * . By the monotonicity of A i + B i , we have
and by (2), x * ∈ H i (x, u).
The algorithms
In this section, we present two algorithms for solving the problem (1). For all i ∈ I, let A i : dom(A i ) ⊂ R n → R n be point-to-point maximal monotone operators and B i : dom(B i ) ⊂ R n → 2 R n be point-to-set and maximal monotone operators. We assume that:
Assumptions (A1) and (A2) are standard in the literature. We emphasize that assumption (A3) holds trivially if dom(B i ) = R n or V ⊂ int (dom(B i )) or B i is the normal cone of any subset of dom(B i ) for all i ∈ I, i.e., in the application to systems of variational inequality problems, this assumption is trivially satisfied. The operators A i for i ∈ I are all continuous on the interior of its domain by maximality, then the Assumption (A4) is for ensure the continuity on the boundary of the domain. Note that, when dom(A i ) is open for all i ∈ I, this assumption is not required. Even more, when the set X (defined bellow) is a subset of the interior of ∩ i∈I , also the assumption is not necessary.
Choose any nonempty, closed, bounded and convex set, X ⊆ ∩ i∈I dom(B i ), satisfying X ∩ S * = ∅. There exist some choices for X, for example, when the sets dom(B i ) are closed for all i ∈ I, so they are convex (see [20] ), we can think in
for L be large enough, see more details in [4, 10, 25] . The necessity of X be bounded is only for the applicability of the Assumption (A3), then in a case of systems of variational inequalities problem, the set X can be unbounded, like was used in [25] . For example, consider B i = N C i for all i ∈ I, then X = ∩ i∈I C i is a good choice. See Section 5 for specific choices of X in some examples.
For both algorithms we consider the sequence (β k ) ∞ k=0 satisfying that (β k ) k∈N ⊆ [β,β] for 0 <β ≤β < ∞, and θ, δ ∈ (0, 1), let R > 0 as in Assumption (A3) taking V = X. The algorithms are defined as follows:
δ, R and I like above
Step 0 (Initialization): Take x 0 ∈ X.
Step 1 (Iterative step 1): Given x k , compute for all i ∈ I,
Step 2 (Stopping criteria 1):
Step 2.5 (Definition):
Step 3 (Inner loop): Otherwise, for all i ∈ I \ I * k begin the inner loop over j . Put j = 0 and choose any u
then j i (k) := j and stop. Else, j = j + 1.
Step 4 (Iterative step 2): Set for all
and
Step 5 (Stopping criteria 2): If x k+1 = x k then stop. Otherwise, set k ← k + 1 and go to Step 1.
where H i (x, u) as in (2),
Observe that for all i ∈ I * k using Proposition 2.5 we have that 0
Note that in Algorithm 1, we project onto the intersection of the separating hyperplanes, which are at most m. When the number of component of the system is large, this method requires, at each iteration, solving a non-trivial subproblem. But nevertheless, in [26] , this intersection is computed onto a largest number of hyperplanes. In view of this possible drawback, we propose the second algorithm, in which we do not need to compute any intersection.
For the second algorithm, we will make use of the function ρ : N → I, that is any surjective and periodic function. We can choose for example, the function remainder after division by m, ρ(n) = rem(n, m) and defined by ρ(mk) = m for all k ∈ N.
Algorithm 2, combines the alternating projection method, the forward-backward method and the ideas of the separating hyperplane. Note that in Algorithm 2, the iterative process does not depend on the number of equations involved in the system. At each iteration, we use only one component of the system. Hence, this algorithm is recommended for systems with a large number of components. We refer the reader to the papers [16, 17] which have similar ideas on alternating projection algorithm.
Algorithm 2 Let (β k ) k∈N , θ, δ, R and I like above
Step 1 (Iterative step 1): Given x k , compute:
Stopping criteria 1 If
Step 1.1 (Inner loop): Begin the inner loop over j . Put j = 0 and choose any
then j (k) := j and stop. Else, j = j + 1.
Step 2 (Iterative step 2): Define:
set k = k + 1, empty I * k and go to Step 1.
where H i (x, u) as in (2).
Convergence analysis
In this section, we analyze the convergence of the algorithms presented in the previous section. First, we present some general properties as well as prove the well-definition of both algorithms. From now on, (x k ) k∈N is the sequence generated by the algorithm. 
, which converges to an element u k i belonging to B i (x k ) by closed graph property, see Proposition 4.2.1(ii) in [3] . Taking the limit over the subsequence ( j ) j ∈N , we get
It follows from (3) that
. Now, the above equality together with (16), lead to
using the monotonicity of B i for the first inequality. So,
implying that x k = J k i , which contradicts that i ∈ I \ I * k . Thus, the algorithm is well-defined.
A useful algebraic property on the sequence generated by Algorithm 1 and 2, which is a direct consequence of the inner loop, is the following. (x k ) k∈N , (β k ) k∈N and (α (k,i) ) k∈N be sequences generated by Algorithm 1 or 2. With δ andβ as defined in the algorithms. Then,
Corollary 4.2 Let
for all k.
Note that we have the same property if we replace i by ρ(k).
The following proposition shows that the Stopping Criteria 1 of both algorithms are well-defined. Proof If Stopping Criteria 1 is satisfied, then I * k = I for both algorithms, then by Proposition 2.5 we have that x k ∈ S i * for all i ∈ I which imply that x k ∈ S * .
Convergence analysis of Algorithm 1
This subsection is dedicated to prove the convergence of the Algorithm 1. Now we prove that the Stopping Criteria 2 is well-defined.
Proposition 4.5 If Stop Criteria 2 is satisfied, then
Proof If x k+1 = P X P H k (x k ) = x k , using Proposition 2.3(ii), we have
for all z ∈ X. Now using Proposition 2.3(ii) again,
for all z ∈ H k . Since X ∩ H k = ∅ summing (18) and (19), with z ∈ X ∩ H k , we get
Hence, x k = P H k (x k ), implying that x k ∈ H k and by Proposition 4.4, x k ∈ S * .
From now on, assume that Algorithm 1 generates an infinite sequence (x k ) k∈N . The next property shows some good properties on the sequence generated by Algorithm 1.
Proposition 4.6 (i) The sequence (x k ) k∈N is Fejér convergent to S * ∩ X.
(ii) The sequence (x k ) k∈N is bounded.
Proof (i) Take x * ∈ S * ∩ X. Using Proposition 2.3(i) and Lemma 2.6, we have
So,
(
ii) Follows immediately from item (i) and Proposition 2.2(i).
(iii)Take x * ∈ S * ∩ X. Using (20) yields
Now using Proposition 2.2(ii) and item (ii), we have that the right side of (21) that goes to zero, obtaining the result.
(iv) Since the sequence {x k } k∈N belongs to X, we have
Taking limits in the above equation and using the previous item we have the result.
The following proposition gives us an important behavior of the sequences involved in the algorithm.
Proposition 4.7 For all i ∈ I we have,
Proof For all i ∈ I. Using the fact that H k ⊆ H i (x k i ,ū k i ) by (9) and Step 2.5, we have that,
Using the fact that,
and the previous equation, we have k∈N for all i ∈ I. Using Proposition 4.6(iii), the right side of (22) goes to 0 when k goes to ∞, establishing the result.
Next we establish our main convergence result for Algorithm 1.
Theorem 4.8 The sequence (x k ) k∈N converges to some element belonging to S * ∩X.
Proof We claim that there exists a cluster point of (x k ) k∈N belonging to S * . The existence of the cluster points follows from Proposition 4.6(ii). Let (x j k ) k∈N be a convergent subsequence of (x k ) k∈N such that, for all i ∈ I the sequences (x 
Now consider the two possible cases. 
Then,
Using the definition of the j i (k) and (12), we have that y j k i does not satisfy (4) implying 
Using (3) and multiplying byβ on both sides of (27), we get x,β) ). Applying the monotonicity of B i , we obtain
implying that x − J i (x,β) ≤ 0. Thus,x = J i (x,β) and hence,x ∈ S i * for all i ∈ I, thusx ∈ S * .
Convergence analysis of Algorithm 2
In this subsection we prove the convergence analysis of Algorithm 2.
Proposition 4.9 (i) The sequence (x k ) k∈N is Fejér convergent to
Proof (i) Take x * ∈ S * ∩ X. Using (15), Proposition 2.3(i) and Lemma 2.6, we have
ii) Follows immediately from item (i) and Proposition 2.2(i).
(iii) Using that the sequence (x k ) k∈N ⊂ X by (15), we have
Now, using (28) we obtain,
Taking limit in (29), using Proposition 2.2(ii) and item (i), we get the result.
Proposition 4.10 For the sequences (ū k ) k∈N , (x k ) k∈N and (x k ) k∈N generated by Algorithm 2 holds lim
Proof Reordering (28), for all x * ∈ S * ∩ X we get
Using the fact that
and the previous equation, we have
By Proposition 2.4 and the continuity of A ρ(k) we have that J ρ(k) is continuos. Since (x k ) k∈N and (β k ) k∈N are bounded we get that (x k ) k∈N is bounded, implying the boundedness of ( A ρ(k) (x k ) +ū k ) k∈N . As we had seen by Proposition 29 and Proposition 4.9(i), the right side of (30) goes to 0 when k goes to ∞, establishing the result.
Next we establish our main convergence result for Algorithm 2.
Theorem 4.11
The sequence (x k ) k∈N converges to some element belonging to S * ∩ X.
Proof Since (x k ) k∈N is bounded then have cluster points, as every x k belong to X by (15) and X is closed, then all clusters point of (x k ) k∈N belong to X.
It is sufficient to proof that at least one cluster point of the sequence (x k ) k∈N belongs to the solution set. Applying Proposition 2.2(iii) and Proposition 4.9(i), we will get that the whole sequence is convergent to the solution set. Note that due to the property of periodicity and surjective (as was defined) of the function ρ : N → I, there exist subsequences (n i k ) k∈N,i∈I such that |n i k − n Rewriting (17) for the case of Algorithm 2, we have
Using Proposition 4.10 and taking limits in (31) over the subsequences (n i l k ) k∈N , we have for all i ∈ I,
Now consider the two possible cases.
(a) First, assume that lim k→∞ α n l k = 0, i.e., α n l k ≥ᾱ for all k and someᾱ > 0. In view of (32), lim
Since J i is continuous, by continuity of A i and
which implies thatx ∈ S i * for all i ∈ I using Proposition 2.5. Thenx ∈ S * establishing the claim. 
Using the definition of the j (k) and (12), we have that y j k i does not satisfy (11) implying (x) . Using the continuity of J i , (34) and taking limit in (35) over the subsequence (n l k ) k∈N we have
Using the definition of J i (x,β) := (I +βB i ) −1 (I −βA i )(x) and multiplying bỹ β on both sides of (36), we get x,β) ). Applying the monotonicity of B i , we obtain
implying that x − J i (x,β) ≤ 0. Thus,x = J i (x,β) and hence,x ∈ S i * for all i ∈ I, thusx ∈ S * This prove the convergence of the whole sequence to a point of the set S * ∩ X.
Numerical experiments
In this section, we compare numerically Algorithm 1 and Algorithm 2 through two examples. In one of the examples, we compare both algorithms with Algorithm 3.3 in [26] . We use MATLAB version R2015B on a PC with Intel(R) Core(TM) i5-4570 CPU 3.20GHz and Windows 7 Enterprise, Service Pack 1. For the calculation of the projection steps we use the quadratic programming (quadprog) tool. In both examples, we consider the system of inclusion problems with the operators B i = N C for i = 1, 2, · · · , m, C = {x ∈ R n : Ax ≤ b} where A ∈ M l,n (R) (a matrix with l rows and n columns with real entries) and b ∈ R l + are computed randomly. In both cases, we take l = 20, δ = 0.1, θ = 0.5, β k = 1 for all k ∈ N, and the initial point is x 0 = (1, 1, · · · , 1) T ∈ R n . The tolerance is taken as x k − x * ≤ 0.001, with x * being the solution. Note that in both examples the problem turns into a system of variational inequalities, then we can choose X = C, no need to be bounded. In Tables 1 and 2 , we denote the number of iterations by iter and the number of evaluation of the operators by nT. Example 1 [14, 26] For all i = 1, 2, · · · , m consider the operator T i = M i x, with
where Q is an n×n random matrix, then the matrix M i is positive semi-definite, hence the operator T i is maximal monotone. We compare our two algorithms with Algorithm 3.3 in [26] . We took the same initial data used in [26] . See results in Table 1 . So, the operators A i are maximal monotone and continuous but non-Lipschitz continuous. We don't compare our algorithms with others algorithms in the literature. As well as we know, there not algorithms for systems of variational inequalities where the operators being non-Lipschitz. See results in Table 2 .
Remark 1
The numerical results confirm that ours proposed algorithms have a competitive behavior respect to similar methods, such as Algorithm 3.3 in [26] . Note 
Conclusions
We present two algorithms for solving systems of inclusion problems for the sum of two maximal monotone operators in Euclidean spaces with finite dimension. Both algorithms are variants of the forward-backward splitting method. One of them is also a hybrid with the alternating projection method. The algorithms contain two steps, a line-search, and a projection onto the separating hyperplane. The convergence analysis of both algorithms is established assuming maximal monotonicity of all the operators without the hypothesis of Lipschitz continuity. The numerical experiments show a better performance for our algorithms when compared with similar ones in the literature. The analysis of the complexity and the development of these algorithms for Banach spaces is a topic for future research.
