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Abstract
The generalized-α method encompasses a wide range of time integrators. The method
possesses high-frequency dissipation while minimizing unwanted low-frequency dissipa-
tion and the numerical dissipation can be controlled by the user. The method is uncon-
ditionally stable and is of second-order accuracy in time. We extend the second-order
generalized-α method to third-order in time while the numerical dissipation can be con-
trolled in a similar fashion. We establish that the third-order method is unconditionally
stable. We discuss a possible path to the generalization to higher order schemes. All
these high-order schemes can be easily implemented into programs that already contain
the second-order generalized-α method.
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1. Introduction
The generalized-α method was introduced by Chung and Hulbert in [4] for solving
hyperbolic equations arising in structural dynamics. The method was then applied to
solve the parabolic equations such as the Reynolds-averaged Navier-Stokes equations
in the computational fluid dynamics; see [7]. Since then, the method has been widely
used in engineering and sciences due to the following three attractive features: second-
order accuracy in time, unconditional stability, and user-control on the high-frequency
numerical dissipation.
The generalized-α method produces an algorithm which provides an optimal com-
bination of high-frequency and low-frequency dissipation in the sense that for a given
value of high-frequency dissipation, the algorithm minimizes the low-frequency dissipa-
tion; see [4]. The robustness of the generalized-α method for parabolic systems has been
successfully used to simulate a wide range of engineering applications [1, 2, 5, 6, 8].
To our best knowledge, the generalized-α method are limited to be second-order ac-
curate in time while the high-order Runge-Kutta schemes, the Adams-Moulton schemes,
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and backward differentiation formulas (see [3]) do not control numerical dissipation ex-
plicitly. Thus, the goal of this work is to devise and analyze a third-order generalized-α
method. The generalized-α method involves a parameter αm for the time-derivative term
and a parameter αf for other terms. These parameters are then used for the discrete
representation of the ordinary differential equation. The main idea of our generalization
is to view the solution representations as Taylor expansions and then assign extra param-
eters to the higher-order terms in this expansion to achieve higher-order accuracy. More
precisely, in the generalized-α method, the term Un+αf in the discrete PDE is written as
Un+αf (Un+1−Un). This representation limits the method from obtaining higher-order
accuracy. Thus, we view Un+αf(Un+1−Un) as a Taylor expansion of Un+αf and expand
the representation U
αf
n = Un + τU˙n + ταf (U˙n+1 − U˙n) to seek for third-order accuracy.
Herein, τ is the time-step size and the dot specifies a time derivative. The parameter αf
in the notation Un+αf in the generalized-α method behaves like a sub-time-step. This
notation Un+αf is no longer valid for Un + τU˙n + ταf (U˙n+1 − U˙n). Thus, we use U
αf
n .
To a certain extent, the sub-time-step is performed on the higher-order derivatives. We
represent the other terms in the discrete PDE using a similar construction. We determine
the free parameters αm and αf by Taylor series analysis. We then study the spectral
properties of the resulting amplification matrix to determine the unconditional stability
region. The numerical dissipation is then user-controlled by the values of αm and αf in
the unconditional stability region.
The rest of this paper is organized as follows. Section 2 describes the main idea of
the high-order generalized-α methods. We prove the formal third-order accuracy in time.
Section 3 establishes the unconditional stability region. We also discuss the control on
the eigenvalues of the resulting amplification matrix. Concluding remarks are given in
Section 4.
2. High-order generalized-α methods
We consider the first-order ordinary differential equation (ODE)
u˙+ λu = 0, t ∈ [0, T ],
u(0) = u0,
(2.1)
where u0 is the initial solution. We partition the time interval [0, T ] as 0 = t0 < t1 < · · · <
tN = T and let τn = tn+1 − tn be the time step-size. We assume a uniform partitioning
and denote the time step-size as τ . We denote by Un, Vn, An the approximations to
U(tn), U˙(tn), U¨(tn), respectively. The time-marching scheme of the generalized-αmethod
for solving (2.1) is given by:
Vn+αm = −λUn+αf , (2.2a)
Un+1 = Un + τVn + τγ1(Vn+1 − Vn), (2.2b)
Vn+αm = Vn + αm(Vn+1 − Vn), (2.2c)
Un+αf = Un + αf (Un+1 − Un) (2.2d)
with the initial solution U0 = u0 and initial velocity −λU0.
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The equations in (2.2c) and (2.2d) represent the approximations of Vn+αm and
Un+αf , respectively, while the equation (2.2a) concerns the consistency of the discrete
approximation to the ODE. When γ1 =
1
2+αm−αf , this is equivalent to the second-order
generalized-α method written in a different way; see [7].
2.1. Main idea
Equations in (2.2c)-(2.2d) resemble a sub-step time-marching. The limited accuracy
of the sub-step time-marching restricts the method from obtaining higher-order accuracy.
The reason is that the linear combination of two Taylor expansions can remove part of
the error terms.
To overcome this limitation, we view these representations as low-order accurate
Taylor expansions. We then seek higher-order schemes by applying higher-order accurate
Taylor expansions. Thus, for example, we seek a third-order generalized-α method in
the form
V αmn = −λU
αf
n , (2.3a)
Vn+1 = Vn + τAn + τγ1(An+1 −An), (2.3b)
Un+1 = Un + τVn +
τ2
2
An +
τ2
2
γ2(An+1 −An), (2.3c)
V αmn = Vn + τAn + ταm(An+1 −An), (2.3d)
U
αf
n = Un + τVn + ταf (Vn+1 − Vn), (2.3e)
with the initial solution U0 = u0, initial velocity −λU0, and initial acceleration λ
2U0.
We determine the coefficients γ1 and γ2 to achieve third-order accuracy. Herein, we
change the notation Vn+αm and Un+αf to V
αm
n and U
αf
n as the terms on the right-hand
sides of the equations (2.3d) and (2.3e) are no longer sub-step time-marching on the
primary variables. They are approximations in terms of the parameters αm and αf . The
sub-step time-marching occurs on the first derivative. More precisely, we can rewrite
U
αf
n = Un + τ
(
Vn + αf (Vn+1 − Vn)
)
= Un + τVn+αf . (2.4)
Thus, for U
αf
n , the sub-step time-marching is on its derivative Vn. By considering sub-
step time-marching on higher-order derivatives, we obtain higher-order generalized-α
schemes. In general, for k ≥ 0, we seek for (k + 2)-th order generalized-α method in the
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form
V αmn = −λU
αf
n ,
U
(k)
n+1 = U
(k)
n + τU
(k+1)
n + τγ1(U
(k+1)
n+1 − U
(k+1)
n ),
...
U
(1)
n+1 = U
(1)
n + τU
(2)
n +
τ2
2
U (3)n + · · ·+
τk
k!
U (k+1)n +
τk
k!
γk(U
(k+1)
n+1 − U
(k+1)
n ),
U
(0)
n+1 = U
(0)
n + τU
(1)
n +
τ2
2
U (2)n + · · ·+
τk+1
(k + 1)!
U (k+1)n +
τk+1
(k + 1)!
γk+1(U
(k+1)
n+1 − U
(k+1)
n ),
V αmn = Vn + τV
(1)
n + · · ·+
τk
k!
V (k)n +
τk
k!
αm(V
(k)
n+1 − V
(k)
n ),
U
αf
n = Un + τU
(1)
n + · · ·+
τk
k!
U (k)n +
τk
k!
αf (U
(k)
n+1 − U
(k)
n ),
(2.5)
where the superscripts (k) represent the k-th order derivative in time. The initial condi-
tions are given by U
(j)
0 = (−λ)
jU0, j = 0, 1, · · · , k + 1. For k = 0, 1, this reduces to the
second- and third-order generalized-α methods.
2.2. Third-order accuracy in time
To construct a third-order accurate scheme in the form of (2.3), we need to find the
conditions on the parameters. We have the following result.
Theorem 1. Assume that the solution is sufficiently smooth with respect to time. The
scheme in (2.3) is third-order accurate in time given
γ1 = γ2 =
5
12
+ αm − αf . (2.6)
Proof. Plugging the last two equations in (2.3) into the first equation, we obtain
Un+1 −
τ2
2
γ2An+1 = Un + τVn +
τ2
2
(1− γ2)An,
Vn+1 − τγ1An+1 = Vn + τ(1 − γ1)An,
ταfλVn+1 + ταmAn+1 = −λUn +
(
τλ(αf − 1)− 1
)
Vn + τ(αm − 1)An,
(2.7)
which can be rewritten as a matrix system


1 0 − γ22
0 1 −γ1
0 αfλτ αm




Un+1
τVn+1
τ2An+1

 =


1 1 1−γ22
0 1 1− γ1
−λτ (αf − 1)λτ − 1 (αm − 1)




Un
τVn
τ2An

 . (2.8)
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Thus, the amplification matrix becomes
G =


1 0 − γ22
0 1 −γ1
0 αfλτ αm


−1 

1 1 1−γ22
0 1 1− γ1
−λτ (αf − 1)λτ − 1 (αm − 1)


=


2αm−(γ2−2γ1αf )λτ
2αm+2γ1αfλτ
2αm+2γ1αfλτ−γ2(1+λτ)
2αm+2γ1αfλτ
αm+γ1αfλτ−γ2(1+αfλτ)
2(αm+γ1αfλτ)
−
γ1λτ
αm+γ1αfλτ
αm−γ1+γ1(αf−1)λτ
αm+γ1αfλτ
−γ1+αm
αm+γ1αfλτ
− λτ
αm+γ1αfλτ
− 1+λτ
αm+γ1αfλτ
−1+αm+(−1+γ1)αfλτ
αm+γ1αfλτ

 .
(2.9)
For the amplification matrix with arbitrary entries, a symbolic calculation verifies
that
G0Un+1 −G1Un +G2Un−1 −G3Un−2 = 0, (2.10)
where G0 = 1, G1 is the trace of G (first invariant), G2 is the sum of principal minors
of G (second invariant), and G3 is the determinant of G (third invariant). We apply the
Taylor expansions to obtain
Un+1 = Un + τVn +
τ2
2
An +
τ3
6
A˙n +O(τ
4),
Un−1 = Un − τVn +
τ2
2
An −
τ3
6
A˙n +O(τ
4),
Un−2 = Un − 2τVn + 4
τ2
2
An − 8
τ3
6
A˙n +O(τ
4).
(2.11)
Substituting (2.11) into (2.10), we obtain
(G0−G1+G2−G3)Un+τ(G0−G2+2G3)Vn+
τ2
2
(G0+G2−4G3)An+
τ3
6
(G0−G2+8G3)A˙n = O(τ
4),
(2.12)
Assuming sufficient regularity of the solution in time, we apply first and second
derivatives to the discrete scheme and obtain
Vn = −λUn,
An = −λVn = λ
2Un,
A˙n = −λAn = −λ
3Un.
(2.13)
Substituting these equations into (2.12), we obtain
λ3τ3
12(αm + γ1αfλτ)
·
[
(−5 + 6γ1 + 6γ2 + 12αf − 12αm)
+ λτ(−5 − 2γ1 + 6γ2 + 12αf − 12γ1αf )
]
= O(τ4)
(2.14)
The second term in the bracket is of order O(τ4). Thus, this can be viewed as a
part of the local truncation error and we move it to the right hand side. Assuming the
same representation on An and An+1 in (2.3), then γ2 = γ1. Thus, we obtain third-order
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scheme (4th-order local truncation error) when
−5 + 6γ1 + 6γ2 + 12αf − 12αm = 0,
γ2 − γ1 = 0,
(2.15)
which has the solution
γ1 = γ2 =
5
12
+ αm − αf (2.16)
A scheme which has a fourth-order local truncation error leads to a third-order accurate
scheme in time.
Remark 1. Similarly, one can show that the scheme in (2.3) has third-order accuracy
in time given that
γ1 =
3αm
2 + 3αf
, γ2 =
10− 9αf − 36α
2
f + 6αm + 36αmαf
12 + 18αf
, (2.17)
which is the solution of
−5 + 6γ1 + 6γ2 + 12αf − 12αm = 0,
−5− 2γ1 + 6γ2 + 12αf − 12γ1αf = 0
(2.18)
in (2.14). The second equation in either (2.15) or (2.18) is required for obtaining third-
order accuracy in time. The second equation in either (2.15) or (2.18) is an auxiliary
equation which contributes to a higher order (higher than or equal to O(τ4)) error term
in (2.14). A different equation, which is in terms both γ1 and γ2, leads to a different
third-order scheme. Each scheme has a different unconditionally stable region, which we
will discuss in detail in Section 3.
2.3. Higher-order accuracy in time
We follow the derivations in the proof of Theorem 1 to seek higher-order schemes in
the form of (2.5). To seek p-th order (p ≥ 4) scheme, we substitute the last two equations
in (2.5) into the first equation and obtain a system written in a matrix form
LUn+1 = RUn, (2.19)
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where
L =


1 0 · · · 0 −
γp−1
(p−1)!
0 1 · · · 0 −
γp−2
(p−2)!
...
...
. . .
...
...
0 0 · · · 1 − γ11!
0 0 · · ·
αfλτ
(p−2)!
αm
(p−2)!


,
R =


1 11! · · ·
1
(p−2)!
1−γp−1
(p−1)!
0 1 · · · 1(p−3)!
1−γp−2
(p−2)!
...
...
. . .
...
...
0 0 · · · 1 1−γ11!
−λτ −1− λτ · · ·
(αf−1)λτ
(p−2)! −
1
(p−1)!
αm−1
(p−2)!


,
U j =


U
(0)
j
τU
(1)
j
...
τp−2U
(p−2)
j
τp−1U
(p−1)
j


, j = n, n+ 1.
Similarly, with a slight abuse of notation, the amplification matrix is defined as
G = L−1R. (2.20)
For the amplification matrix with arbitrary entries, one has
p∑
j=0
(−1)jGjUn+1−j = 0, (2.21)
where Gj is the sum of the principal minors of order j and this reduces to (2.10) for
the third-order (p = 3) scheme. Applying Taylor expansions of Un+1−j around Un and
following the procedure for the third-order scheme, we obtain the following condition for
p-th order scheme.
γj = C(p) + αm − αf , j = 1, 2, · · · , p− 1, (2.22)
where C(p) is a function of p and some values are given in Table 1. The general pattern
as well as the number of possible solutions for each order are open problems and subject
to future work.
Remark 2. As for the third-order case, different auxiliary conditions lead to different
stability regions. We apply γj = γ1, j = 2, · · · , p − 1 so that the last column of the
amplification matrix when τ → ∞ is zero except the last entry, which is an eigenvalue
bounded by 1.
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k 2 3 4 5 6 7 8 9 10 11
C(p)
1
2
5
12
1
3
31
120
1
5
41
252
1
7
31
240
1
9
61
660
Table 1: C(p) for various values of p.
3. Stability analysis and eigenvalue control
Section 2 studies the high-order accurate implicit schemes. However, these schemes
have conditional and unconditional stability regions. In general, for implicit schemes,
unconditionally stable schemes are preferred to the conditionally stable schemes. Thus,
we focus on finding the unconditionally stable regions for high-order schemes.
Theorem 2. The third-order scheme (2.3) with γj , j = 1, 2 defined in Theorem 1 is
unconditionally stable for
αm ≥
7
12
,
1
2
≤ αf ≤ αm −
1
12
. (3.1)
Proof. To show unconditionally stability, we show the equivalent condition that all the
eigenvalues of the amplification matrix G defined in (2.9) are bounded by 1 (strictly less
than 1 for repeated real roots) for arbitrary λ and τ . The multiplication of λ and τ
appears as a single factor in G. In general, λ is a complex number with positive real
part. We denote T = λτ and let Re(T ) vary in R+.
Following closely the analysis on the second-order generalized-α method in [4, 7],
firstly, let Re(T )→ 0, the amplification matrix reduces to
A0 =


1 1− γ2
αm
1
2 −
γ2
αm
0 1− γ1
αm
1− γ1
αm
0 − 1
αm
1− 1
αm

 , (3.2)
which has eigenvalues
η1 = 1,
η2,3 =
1
24αm
(
12αf + 12αm − 17±
√
(17− 12αf)2 − 24αm(7 + 12αf) + 144α2m
)
.
(3.3)
For a complex eigenvalue, we bound its modulus by 1. Using symbolic calculation,
we obtain
αm ≥
1
4
,
11− 12αm
12
≤ αf ≤
17
12
+
√
2αm + α2m.
(3.4)
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Now, let Re(T )→∞, with γ1 = γ2, the amplification matrix reduces to
A∞ =


1− 12αf 1−
1
2αf
0
− 1
αf
1− 1
αf
0
− 1
γ1αf
− 1
γ1αf
1− 1
γ1

 . (3.5)
The eigenvalues are
η1 = 1−
12
5− 12αf + 12αm
,
η2,3 =
15 + 8αf (6αf − 6αm − 7) + 36αm ±
√
(16αf − 9)(5− 12αf + 12αm)2
4αf(5 − 12αf + 12αm)
.
(3.6)
Similarly, if αf ≥ 9/16, then we obtain real eigenvalues, which leads to
7
12
≤ αm ≤
31
48
,
1
2
≤ αf ≤ αm −
1
12
.
(3.7)
or
31
48
< αm,
1
2
≤ αf ≤
9
16
. (3.8)
If αf < 9/16, we obtain complex eigenvalues, which leads to
31
48
< αm,
9
16
≤ αf ≤ αm −
1
12
. (3.9)
Thus, for Re(T )→∞, we obtain
αm ≥
7
12
,
1
2
≤ αf ≤ αm −
1
12
. (3.10)
Combining both (3.4) and (3.10) and taking their intersection (as Re(T ) → ∞, the
stability region is reduced) give the desired results. For finite value of Re(T ), we verify
symbolically that all the eigenvalues are bounded by 1 in the region defined by (3.1).
The unconditionally stability region is different when we apply γj , j = 1, 2 defined in
Remark 1 to scheme (2.3). The symbolic analysis is more involved. We show numerically
the unconditional stability regions in Figure 1. Figure 1 shows that the third-order
scheme (2.3) with (2.17) has a larger stability region.
To control the high-frequency numerical dissipation, following closely the analysis
on the second-order generalized-α method in [4, 7], we set that all the eigenvalues at
9
Figure 1: Unconditional stability regions. Top plot is for the scheme (2.3) with (2.6) while the bottom
plot is for scheme (2.3) with (2.17).
high-frequency, that is when Re(T )→∞, to be a user-controlled parameter ρ∞ as
∣∣∣1− 12
5− 12αf + 12αm
∣∣∣ = ρ∞,
∣∣∣15 + 8αf(6αf − 6αm − 7) + 36αm ±
√
(16αf − 9)(5− 12αf + 12αm)2
4αf (5− 12αf + 12αm)
∣∣∣ = ρ∞,
(3.11)
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which has a solution
αm =
13 + 20ρ∞ − 5ρ
2
∞
12(ρ∞ + 1)2
, αf =
1 + 3ρ∞
2(ρ∞ + 1)2
(3.12)
for 0 ≤ ρ∞ ≤ 1. One controls the eigenvalues of the amplification matrix by setting
ρ∞ and the high-frequency damping is happening when setting ρ∞ close to zero. Other
solutions to (3.11) are possible and we refer to Appendix A for details.
4. Concluding remarks
The generalized-α method unifies the description of several families of second-order
time integrators with the attractive feature of controlling the high-frequency damping.
We extend the method to higher-order schemes while maintaining all the attractive fea-
tures. In particular, at each time step, the second-order generalized-α method solves im-
plicitly one matrix system and then updates the other variables explicitly. This feature
is also maintained for the higher-order schemes. Additionally, the third-order method is
still a single step method, allowing it to be easily introduced in a time adaptive loop.
The generalization of the stability analysis to higher-order schemes as well as the gener-
alization of the schemes for hyperbolic equations will be the subject of future work.
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Appendix A. Other solutions to (3.11)
There are eight pairs of solutions to the equation (3.11) when considering both the
eigenvalues to be real and complex. They are symmetric in the sense that four solutions
are obtained from the other four solutions by setting ρ∞ to be −ρ∞. Thus, we consider
the four solutions with ρ∞ being positive. One of the solution is given in (3.12) and the
other three solutions are
αm =
−13− 31ρ∞ + ρ
2
∞
− 5ρ3
∞
12(ρ∞ + 1)2(ρ∞ − 1)
, αf =
1 + 3ρ∞
2(ρ∞ + 1)2
, (A.1a)
αm =
22− 12ρ∞ + 5ρ
2
∞
+ 3
√
7 + 18ρ2
∞
12(1− ρ2
∞
)
, αf =
5 +
√
7 + 18ρ2
∞
4(1− ρ2
∞
)
, (A.1b)
αm =
22 + 12ρ∞ + 5ρ
2
∞
− 3
√
7 + 18ρ2
∞
12(1− ρ2
∞
)
, αf =
5−
√
7 + 18ρ2
∞
4(1− ρ2
∞
)
. (A.1c)
The solutions (3.12) and (A.1a) produce real eigenvalues while the solutions (A.1b)
and (A.1c) produce complex eigenvalues. Figure A.2 shows unconditional stability region
and the curves obtained by these solutions when running ρ∞ from 0 to 1. The shaded
region bounded by αf = 1/2 and αf = 9/16 corresponds to region where the eigenvalues
are real. The other filled region corresponds to complex eigenvalues. The solution (3.12)
produces the red curve, when running ρ∞ from 0 to 1, in the unconditional stability
region. These eigenvalues are real and the values of αm and αf are relatively small.
Thus, for the high-frequency damping control, we adopt the solution (3.12). The blue
curve in Figure A.2 corresponds to the solution (A.1a) while the dashed dark green curve
corresponds to the solution (A.1c). The solution (A.1b) corresponds to large values of
αm and αf which is not of interest.
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Figure A.2: Unconditional stability regions and the curves for user-control on eigenvalues.
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