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Abstract
We present a general theory of decomposing self-dual codes over F2 +uF2 that have an automorphism of
odd prime order. Using this decomposition we classify all Lee-extremal/optimal self-dual codes of lengths 9
to 16 with an odd order automorphism and partially classify those of lengths 17 to 20. In particular we find
945 inequivalent Lee-extremal self-dual codes of length 20.
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1. Introduction
Codes over rings have played an increasingly prominent role in the coding theory literature
since the publications of [5,9] classifying codes over Z4, the integers modulo 4, of length up
to 8 and connecting Z4-linear codes to the nonlinear binary Kerdock and Preparata codes. An
extensive literature has been built up examining Z4-codes; see [14] for a survey of some of that
work. More recently codes over other rings have been studied. In particular, there is a small body
of work that has been published on codes over the ring F2 + uF2. These codes can be used to
construct Gaussian lattices [8] and Hermitian modular forms [2].
The ring F2+uF2 is one of four commutative rings with identity of order 4; these rings include
Z4 and the field F4. The ring F2 +uF2 = {0,1, u,1 +u} is a 2-dimensional algebra over F2 with
a nilpotent element u where u2 = 0; addition is given by (a+bu)+(c+du) = (a+c)+(b+d)u
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elements of F2 + uF2 are 1 and 1 + u. This ring can be generalized to the ring Fq + uFq ,
a 2-dimensional algebra over the field Fq with q elements. Addition and multiplication
in Fq + uFq are defined analogously to that in F2 + uF2. The invertible elements of Fq + uFq
are precisely those of the form a + bu where a = 0. Codes over Fq + uFq where q is a power
of 2 will play an important role in what follows.
If R= Fq + uFq , a linear code C of length n over R is an R-submodule of Rn. Define Mn
to be the set of n × n invertible monomial matrices over F2 + uF2; the nonzero entries of these
matrices are either 1 or 1 + u. Let Symn be the symmetric group on {1, . . . , n} viewed either in
cycle form or as matrices in Mn. Two codes C1 and C2 of length n are permutation equivalent
if there exists P ∈ Symn such that C2 = C1P . The codes are monomially equivalent if C2 = C1M
for some M ∈Mn. The codes are equivalent if C2 = C1Mγ where C1Mγ is obtained from C1 by
multiplying by M and then applying the Galois automorphism of Fq componentwise. Since the
Galois automorphism of F2 is trivial, equivalence and monomial equivalence are the same when
R= F2 + uF2. The monomial automorphism group of C is Aut(C) = {M ∈Mn | CM = C}.
In this paper, we study self-dual codes over F2 + uF2. To describe self-duality, first define the
ordinary inner product 〈·,·〉 on (F2 + uF2)n by
〈x,y〉 =
n∑
i=1
xiyi,
where x = x1x2 · · ·xn and y = y1y2 · · ·yn are in (F2 + uF2)n. The dual code C⊥ of C is the code
C⊥ = {x ∈ (F2 + uF2)n ∣∣ 〈x,y〉 = 0 for all y ∈ C}.
C is self-orthogonal if C ⊆ C⊥ and self-dual if C = C⊥. Like codes over Z4 but unlike codes over
fields, self-dual codes over F2 + uF2 can have odd length.
When considering codes over F2 + uF2, two weights are used. If x ∈ F2 + uF2, let n1(x) be
the number of components of x equaling 1 or 1 + u and n2(x) be the number of components of x
equaling u. The Hamming weight of x is wtH(x) = n1(x) + n2(x), and the Lee weight of x is
wtL(x) = n1(x) + 2n2(x). The minimum Lee, respectively Hamming, weight of a code C is the
smallest nonzero Lee, respectively Hamming, weight of a codeword in C. Information about the
Hamming and Lee weight distributions is captured in the symmetrized weight enumerator
swe(C) =
∑
x∈C
bn1(x)cn2(x).
Associated to a code C of length n over F2 + uF2 is a binary code of length 2n called the
Gray image G(C) of C. First define G :F2 + uF2 → F22 by G(0) = 00, G(1) = 10, G(u) = 11,
and G(1 + u) = 01. G(x) is obtained by applying G to each component of x. This map is
F2-linear, and so if C is a linear code of length n over F2 + uF2, then G(C) is a binary lin-
ear code of length 2n. Notice that wtL(x) = wt(G(x)), where wt denotes the ordinary Hamming
weight of a binary vector. In fact, if the Lee distance between vectors x and y is wtL(x − y), then
G is an isometry from (F2 +uF2)n under Lee distance to F2n2 under Hamming distance; see [8].
Self-dual codes over F2 + uF2 fall into three types. Noting that the Lee weight of a codeword
in a self-orthogonal code is always even, a self-dual code is Type II if all its codewords have
Lee weight a multiple of 4 and Type I if some codeword has Lee weight 2 modulo 4. Unlike
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Self-dual F2 + uF2-codes of length 1 n 8
n #I #II #IV−I #IV−II dL #dL
1 1 2O 1
2 2 1 2O 2
3 2 2O 2
4 3 2 1 1 4E 2
5 5 2O 5
6 13 4 4E 5
7 14 4E 1
8 34 10 6 4 4E 21
self-dual binary codes where the Hamming weight of a codeword must be even, self-dual codes
over F2 + uF2 can have codewords with odd Hamming weight. A self-dual code over F2 + uF2
is Type IV if all its codewords have even Hamming weight. A Type IV code will also be either
Type I or Type II. Recall that binary self-dual codes are Type II if all codewords have Hamming
weight a multiple of 4 and Type I otherwise; Type II binary codes exist only for lengths a multiple
of 8. The following result is proved in [8], with statements about Type IV codes from [7]. It is
useful in determining whether self-dual codes are Type I, II, and/or IV.
Theorem 1.1. Let C be a self-orthogonal code of length n over F2 + uF2. Then G(C) is a self-
orthogonal binary code of length 2n. Furthermore, C is Type I if and only if G(C) is Type I,
and C is Type II if and only if G(C) is Type II. Type II codes over F2 + uF2 exist only for lengths
a multiple of 4. Type IV codes over F2 + uF2 exist only for even lengths. Furthermore, if C is
self-dual, then C is Type IV if and only if C has a generator matrix with all rows of even Hamming
weight.
The only general minimum weight bound for self-dual codes over F2 +uF2 is on Lee weights.
No general bound is known for Hamming weights. The Lee weight bounds on Type I and Type II
codes are found in [2,8], respectively.1
Theorem 1.2. Let C be a self-dual code over F2 + uF2 of length n and minimum Lee weight dL.
If C is Type II, then dL  4	n/12
 + 4. If C is Type I, then dL  4	n/12
 + 2 if n ≡ 0 (mod 12),
dL  4	n/12
 + 6 if n ≡ 11 (mod 12), and dL  4	n/12
 + 4 otherwise.
A self-dual code is called Lee-extremal if it meets the appropriate bound of Theorem 1.2.
If no Lee-extremal self-dual codes exist for a given length, then a self-dual code of that length
with highest attainable minimum Lee weight is Lee-optimal. For the lengths 9  n  20 that
we consider, there are no Lee-extremal self-dual codes of lengths 13, 14, 15, or 17 as the Gray
images of such codes would have minimum Hamming weight 8, contradicting [3,4].
All self-dual codes of lengths 1 through 8 have been classified in [7,8]. Table 1 summarizes the
classification. In the table, “#I,” “#II,” “#IV−I,” and “#IV−II” denote the number of Type I, Type II,
Type IV and I, and Type IV and II codes, respectively. Also “dL” indicates the largest minimum
Lee distance, and “#dL ” gives the number of self-dual codes with that minimum distance. The
superscripts “E,” “O ,” indicate that the code is Lee-extremal, Lee-optimal, respectively. By [2,7]
1 An incorrect Type I bound was originally given in [8].
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Type II codes of length 16 with 157 being Type IV. This seems to be the extent of the classifica-
tion.
The purpose of this paper is to present a theory for classifying self-dual codes over F2 + uF2
which have an automorphism of odd order. A similar theory for codes over fields was first devel-
oped in [11,15] and is summarized in [13]. The theory was generalized to codes over Z4 in [12].
The theory will be applied to Lee-extremal and Lee-optimal codes of lengths 9 to 20. The tech-
nique used in [2] to find the Type II codes of lengths 12 and 16 can be used for Lee-extremal and
Lee-optimal Type I or Type II codes of length n. However it requires a complete classification of
extremal or optimal binary self-dual Type I or Type II codes of length 2n. The technique can be
modified to find Lee-extremal and Lee-optimal codes with an odd order automorphism but would
use a complete classification of extremal or optimal binary self-dual of twice the length with a
related automorphism. See [14] for a summary of what is known about such binary codes. Our
methods will be applied to some situations where no such classification is known. In addition our
techniques can be used to eliminate or reduce possibilities by hand where the modified methods
of [2] are heavily computer dependent.
This paper is organized as follows. Section 2 presents the code decomposition of self-dual
codes over F2 + uF2 with an automorphism of odd prime order. Section 3 gives generator
matrices of the indecomposable self-dual codes over F2 + uF2 of length n  8 needed in the
classifications while Section 4 presents fields and their notation necessary for the classifications.
Section 5 presents the inequivalent self-dual codes over F2 + uF2 with an odd prime order auto-
morphism for codes of length 9 n 20 (with a few cases left open) using the theory developed.
Finally, Section 6 shows how the theory of Section 2 eliminates many possible forms for the au-
tomorphisms.
2. Code decomposition
We extend the code decomposition found in [13, Section 9] to codes over F2 + uF2. Suppose
p(X) ∈ Fq [X] where X be an indeterminate. Let (p(X)) be the principal ideal of Fq [X] gener-
ated by p(X) and [p(X)] the principal ideal of Fq + uFq [X] generated by p(X). We have the
following lemma.
Lemma 2.1. Fq + uFq [X]/[p(X)] = Fq [X]/(p(X))⊕ uFq [X]/(p(X)) when p(X) ∈ Fq [X].
Proof. Let f (X)+[p(X)] be an element of Fq +uFq [X]/[p(X)]. Then f (X) = g(X)+uh(X)
uniquely with g(X), h(X) ∈ Fq [X]. An element of [p(X)] has the form p(X)(r(X) + us(X))
where r(X), s(X) ∈ Fq [X]. So f (X)+p(X)(r(X)+ us(X)) = g(X)+p(X)r(X)+ u(h(X)+
p(X)s(X)) implying f (X)+[p(X)] = g(X)+ (p(X))+u(h(X)+ (p(X))). The result follows
since Fq ∩ uFq = {0}. 
We apply this lemma to p(X) = Xr − 1 where r is odd and q = 2. Let Rr = F2 +
uF2[X]/[Xr − 1] and Rr = F2[X]/(Xr − 1). By Lemma 2.1, Rr =Rr ⊕ uRr . As summarized
in [13], the ringRr is semisimple. Let Xr −1 =∏ti=0 mi(X), where mi(X) is irreducible over F2
with m0(X) = X−1, and define Ii to be the principal ideal ofRr generated by (Xr −1)/mi(X).
Then Rr = I0 ⊕ I1 ⊕ · · · ⊕ It . Therefore
Rr = (I0 + uI0) ⊕ (I1 + uI1)⊕ · · · ⊕ (It + uIt ).
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when i = j , and I0 = {k(1 +X + · · · +Xr−1) | k ∈ F2}  F2. For any integer b relatively prime
to r , define τb :Rr →Rr by τb(∑r−1i=0 ciXi) =∑r−1i=0 ciXbi ; note that τb = τa if b ≡ a (mod r).
Then τb is the identity on I0, permutes I1, . . . ,It , and if τb(Ii ) = Ij , τb is a field isomorphism of
Ii onto Ij . The map τb can be extended to a ring automorphism of Rr by τb(f (X)+ ug(X)) =
τb(f (X))+ uτb(g(X)). If τb(Ii ) = Ij , τb is a ring isomorphism of Ii + uIi onto Ij + uIj . The
map τ−1 plays a key role in our decomposition result while τb will be necessary when describing
equivalence.
Let C be a code over F2 + uF2. Suppose C has a monomial automorphism M = PD of odd
prime order r such that P is a permutation matrix and D = diag(d1, d2, . . . , dn) where di is 1 or
1 + u. Order the coordinates so that P has c r-cycles and cycle form
(1,2, . . . , r)(r + 1, r + 2, . . . ,2r) · · · ((c − 1)r + 1, (c − 1)r + 2, . . . , cr). (1)
Note that Mr = diag(e1, e2, . . . , en) = In where ear+1 = ear+2 = · · · = e(a+1)r =∏r
k=1 dar+k = 1 for 0 a  c − 1 and ei = dri = 1 for cr + 1 i  n. Since r is odd, di = 1 for
cr + 1 i  n. Let Δ = diag(δ1, δ2, . . . , δn) where δar+i =∏ik=1 dar+k for 0 a  c − 1 and
1 i  r , and δi = 1 for cr+1 i  n. Since∏rk=1 dar+k = 1, ΔM = PΔ. Letting C1 = CΔ−1,
C1P = CΔ−1P = CMΔ−1 = CΔ−1 = C1. So there is a code monomially equivalent to C that has
a permutation automorphism of order r with the same cycle structure as M . Therefore when
classifying codes over F2 + uF2 with an automorphism of odd prime order r , we may assume
the automorphism is a permutation automorphism of form (1).
For the remainder of this section let C be a code of length n over F2 + uF2 with an auto-
morphism σ of odd prime order r with form (1). Denote the r-cycles of σ by Ω1, . . . ,Ωc and
the f = n − rc fixed points by Ωc+1, . . . ,Ωc+f . For x ∈ C, let x|Ωi denote x restricted to Ωi .
If 1  i  c, x|Ωi can be viewed as an element a0 + a1X + · · · + ar−1Xr−1 ∈ Rr . Notice that
xσ |Ωi = (a0 + a1X + · · ·+ ar−1Xr−1)X. Let C(σ ) = {x ∈ C | xσ = x}, and if J = (I1 + uI1)⊕· · ·⊕(It +uIt ), let E(σ ) = {x ∈ C | x|Ωj ∈ J for 1 j  c and x|Ωj = 0 for c+1 j  c+f }.
Also for 1 i  t , let Ei (σ ) = {x ∈ C | x|Ωj ∈ Ii + uIi for 1 j  c and x|Ωj = 0 for c + 1
j  c + f }. We have the following.
Theorem 2.2. C = C(σ ) ⊕ E(σ ) and E(σ ) = E1(σ )⊕ · · · ⊕ Et (σ ).
Proof. The result follows by a proof analogous to that of [13, Theorem 9.3]. 
The ring I0 + uI0 is isomorphic to F2 + uF2 under the correspondence a(1 + X + · · · +
Xr−1) ↔ a for a ∈ F2 + uF2. A codeword x ∈ C(σ ) is constant on each r-cycle; hence x|Ωi =
xi(1 +X + · · · +Xr−1) where xi ∈ F2 + uF2 when 1 i  c, and x|Ωi = xi ∈ F2 + uF2 for c +
1 i  c + f . For such x ∈ C(σ ), define the projection of x as Φ(x) = x1 · · ·xcxc+1 · · ·xc+f ∈
(F2 +uF2)c+f . Thus Φ(C(σ )) is a code of length c+f over F2 +uF2. We may essentially view
each Ei (σ ) as a code of length c + f where the first c components are in Ii + uIi and the last f
components are zero. Let Ei (σ )∗ be Ei (σ ) punctured on the fixed points and viewed as a code of
length c over Ii + uIi . Define E(σ )∗ = E1(σ )∗ ⊕ · · · ⊕ Et (σ )∗ as a code of length c over J .
Define a bilinear form 〈·,·〉J on J c by
〈x,y〉J =
c∑
xiyi, (2)
i=1
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length c is
D⊥ = {x ∈ J c ∣∣ 〈x,y〉J = 0 for all y ∈D}.
D is self-orthogonal if D ⊆D⊥ and self-dual if D =D⊥.
We will decompose a self-dual code over F2 + uF2 possessing an automorphism σ . Two
lemmas are required before stating the decomposition theorem, the first involving Φ(C(σ )) and
the second E(σ ).
Lemma 2.3. C(σ ) is self-orthogonal under 〈·,·〉 if and only if Φ(C(σ )) is self-orthogonal un-
der 〈·,·〉.
Proof. If a ∈ C(σ ), then a = (a1,0, a1,1, . . . , a1,r−1, . . . , ac,0, ac,1, . . . , ac,r−1, ac+1, . . . , ac+f )
where, for each i with 1  i  c, ai,j = ai for some ai ∈ F2 + uF2. We can write b ∈ C(σ )
analogously. But 〈a,b〉 = r∑ci=1 aibi +∑c+fi=c+1 aibi =∑c+fi=1 aibi = 〈Φ(a),Φ(b)〉 because r
is odd and F2 + uF2 has characteristic 2. The result follows. 
Since τ−1 permutes I1, . . . ,It and hence I1 + uI1, . . . ,It + uIt , there is a permutation λ
of 1,2, . . . , t such that τ−1(Ii + uIi ) = Iλ(i) + uIλ(i). The proof of the following essentially
mimics the proof of Lemma 2.3 in [12] and uses an analogous version of Lemma 2.2 in [12] that
can easily be verified.
Lemma 2.4. E(σ ) ⊆ E(σ )⊥ under 〈·,·〉 if and only if Eλ(i)(σ )∗ ⊆ (τ−1(Ei (σ )∗))⊥ under 〈·,·〉J
for 1 i  t .
We now state our decomposition theorem.
Theorem 2.5. Let C be a code of length n over F2 + uF2 with automorphism σ as in (1). The
following hold.
(i) Assume that C is self-dual. Then Φ(C(σ )) is self-dual under 〈·,·〉, and for 1  i  t ,
Eλ(i)(σ )∗ = (τ−1(Ei (σ )∗))⊥ under 〈·,·〉J .
(ii) Conversely, if Φ(C(σ )) is self-dual under 〈·,·〉, and for 1 i  t , Eλ(i)(σ )∗ = (τ−1(Ei (σ )∗))⊥
under 〈·,·〉J , then C is self-dual.
Proof. Assume C is self-dual. By Lemma 2.3, Φ(C(σ )) is self-orthogonal and therefore∣∣Φ(C(σ ))∣∣ 2c+f . (3)
Also |(τ−1(Ei (σ )∗))⊥| = |τ−1((Ei (σ )∗)⊥)| = |(Ei (σ )∗)⊥| = |Ii + uIi |c/|Ei (σ )∗| as τ−1 is an
isomorphism of Rr . By Lemma 2.4, Eλ(i)(σ )∗ ⊆ (τ−1(Ei (σ )∗))⊥, and therefore
∣∣Eλ(i)(σ )∗∣∣ |Ii + uIi |c∗ for all 1 i  t. (4)|Ei (σ ) |
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2cr+f = |C| = ∣∣C(σ )∣∣ t∏
i=1
∣∣Ei (σ )∗∣∣. (5)
By (4),
t∏
i=1
∣∣Ei (σ )∗∣∣= t∏
i=1
∣∣Eλ(i)(σ )∗∣∣ t∏
i=1
|Ii + uIi |c
|Ei (σ )∗| ,
which implies, together with
∏t
i=1 |Ii + uIi | = 22(r−1), that
t∏
i=1
∣∣Ei (σ )∗∣∣ ( t∏
i=1
|Ii + uIi |
)c/2
= 2(r−1)c (6)
with strict inequality if and only if there is a strict inequality in (4) for some i. Combining (3),
(5), and (6) produces
2cr+f  2c+f 2(r−1)c
with strict inequality if and only if there is a strict inequality in (3) or (4) for some i. But
2c+f 2(r−1)c = 2cr+f and so no strict inequality in either (3) or (4) can exist, completing the
proof of (i).
For the converse, the argument in the proof of part (i) can be reversed to show that |C| =
2cr+f = 2n. By Lemmas 2.3 and 2.4, C(σ ) ⊆ C(σ )⊥ and E(σ ) ⊆ E(σ )⊥. It suffices to show
that C(σ ) ⊆ E(σ )⊥. Let a ∈ C(σ ) and b ∈ E(σ ). We need to show that 〈a,b〉 = 0. Note that
〈a,b〉 = 〈a′,b′〉 where a′ and b′ are a and b punctured on the fixed points as b is zero on these
points. If we let a∗ be a′ viewed as an element of I0 + uI0 and b∗ be b′ viewed as an element
of J , an argument analogous to that of [12, Lemma 2.2] shows that
c∑
i=1
a∗i τ−1
(
b∗i
)= r−1∑
h=0
〈
a′σh,b′
〉
X−h. (7)
However, a∗i ∈ I0 + uI0 and τ−1(b∗i ) ∈ J . Because I0J = {0}, the left-hand side of (7) is zero
and therefore 〈a′σh,b′〉 = 0 for all h; in particular 〈a′,b′〉 = 0, proving (ii). 
In classifying codes over F2 + uF2, finding automorphism groups and testing for equivalence
will be crucial. A general method for doing this has been developed in [2]. Suppose C is a linear
code over F2 + uF2 of length n. Define μ ∈ Sym2n to be the involution μ = (1,2)(3,4) · · ·
(2n − 1,2n). If G is a subgroup of Sym2n, let CG(μ) denote the centralizer in G of μ. The
following are Propositions 4.2 and 4.1 in [2].
Theorem 2.6. Let C be a linear code over F2 + uF2. Then Aut(C)  CAut(G(C))(μ).
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equivalent if and only if there is an equivalence ρ :G(C1) → G(C2) such that ρ ∈ CSym2n(μ).
To apply Theorem 2.7 to test the possible equivalence of C1 and C2, first find any equivalence
ϕ :G(C1) → G(C2). If ϕ does not exist, C1 and C2 are inequivalent. If ϕ exists, all possible equiv-
alences are in Aut(C1)ϕ; hence C1 and C2 are equivalent if and only if Aut(C1)ϕ∩CSym2n(μ) = ∅.
In many instances, if two self-dual codes with an automorphism of odd prime order are equiv-
alent, there is a monomial map from one code to the other that preserves the decomposition form
of Theorem 2.5. This occurs often enough to merit examination; it will in fact make the use
of Theorem 2.7 unnecessary in many instances. We define a series of maps that will be used.
Since σ has form (1), let σi = ((i − 1)r + 1, (i − 1)r + 2, . . . , (i − 1)r + r) for 1 i  c. Thus
σ = σ1σ2 · · ·σc. Let W = {σa11 · · ·σacc | 0  ai < r, for 1  i  c}. Application of an element
of W to C cycles each of the r-cycles separately. Define Σ ′c = {φ′ ∈ Symn | φ ∈ Symc} where
((i − 1)r + j)φ′ = (iφ − 1)r + j for 1 i  c, 1 j  r , and xφ′ = x for cr + 1 x  cr + f .
Elements of Σ ′c permute the c r-cycles keeping the natural order in each r-cycle. Let Σ∗f ={φ∗ ∈ Symn | φ ∈ Symf } where xφ∗ = x for 1  x  cr and (cr + i)φ∗ = iφ for 1  i  f .
Application of an element of Σ∗f permutes the fixed points. Let D = {diag(d1, . . . , dn) | dj ∈
F2 +uF2 for 1 j  n with d(i−1)r+1 = d(i−1)r+2 = · · · = d(i−1)r+r when 1 i  c}. Applying
elements of D to C scales each coordinate but with a constant scalar on each r-cycle. For any
integer i, let ir ≡ i (mod r) where 0 ir < r . Finally for 1 b < r , define gb to be the permuta-
tion in Symn given by ((i − 1)r + 1 + k)gb = (i − 1)r + 1 + (kb)r for 1 i  c, 0 k < r , and
igb = i for cr + 1  i  cr + f . The effect of applying gb to C is to replace X by Xb in each
r-cycle, which is exactly the same as applying τb to each r-cycle. Let G = {gb | 1 b < r}.
Recall that Mn is the set of n × n invertible monomial matrices over F2 + uF2. Define
the normalizer N in Mn of the cyclic group 〈σ 〉 generated by σ to be N = {N ∈ Mn |
N−1〈σ 〉N = 〈σ 〉}. The following two results are analogous to Theorems 2.7 and 2.8 of [12].
Theorem 2.8. Let C and C′ be codes over F2 +uF2 both having σ in their automorphism groups.
Assume that 〈σ 〉 is a Sylow r-subgroup of Aut(C). Then C and C′ are equivalent if and only if
C′ = CM for some M ∈N . Furthermore, N =WΣ ′cΣ∗fDG.
Proof. If C′ = CM for some M ∈ N , then C and C′ are equivalent. For the converse, as-
sume T ∈Mn exists such that CT = C′. Then T Aut(C′)T −1 = Aut(C), and therefore 〈σ 〉 and
T 〈σ 〉T −1 are both Sylow r-subgroups of Aut(C). By Sylow’s theorem, there exists S ∈ Aut(C)
such that ST 〈σ 〉T −1S−1 = 〈σ 〉. Hence M = ST ∈N and CM = CST = CT = C′, completing
the converse.
To show N = WΣ ′cΣ∗fDG, we show each group is contained in the other. Clearly, if
A ∈WΣ ′cΣ∗fD, A−1σA = σ . Also g−1b σgb = σb . Together these imply that WΣ ′cΣ∗fDG ⊆N .
Now let M ∈N . Then M−1σM = σb for some 1  b < r implying that M−1σM = g−1b σgb.
Let T = Mg−1b . Then T −1σT = σ . Since T = PD where P is a permutation matrix and D
is a diagonal matrix, D−1P−1σPD = σ yielding P−1σP = DσD−1. However, P−1σP is
a permutation matrix and DσD−1 is a monomial matrix with the same cycle structure as σ .
Hence we have both P−1σP = σ and DσD−1 = σ . The latter implies D ∈ D, and the former
implies that P permutes the r-cycles of σ among themselves and permutes the fixed points
of σ among themselves. Hence there exist U ∈ Σ∗f and V ∈ Σ ′c such that W = PU−1V −1
fixes each r-cycle and each fixed point of σ . However, U , V , and P each commute with σ ,
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M = T gb = PDgb = WVUDgb ∈WΣ ′cΣ∗fDG. 
The proof shows that even if 〈σ 〉 is not a Sylow r-subgroup of Aut(C), WΣ ′cΣ∗fDG ⊆ N .
The hypothesis of Theorem 2.8 is certainly satisfied when the Sylow r-subgroup of Aut(C) has
order r ; this is the case to which it is most often applied.
For the next result, it is useful to examine the effect the elements of W , Σ ′c, Σ∗f , D, and G
have on C(σ ) and Ei (σ ). Let a ∈ C(σ ) or a ∈ Ei (σ ). An element ofW acts on a|Ωj for 1 j  c
by multiplying by a power of X. Hence an element of W acts trivially on C(σ ) and cyclically
shifts codewords of Ei (σ ) on each r-cycle. An element of Σ ′c permutes the r-cycle components
of codewords in either C(σ ) or Ei (σ ); the resulting permuted entries remain elements of I0 +uI0
and Ii +uIi , respectively. An element of Σ∗f permutes the fixed point coordinates of a codeword
in C(σ ) and acts trivially on Ei (σ ). An element of D acts to rescale each r-cycle and each fixed
point of codewords in either C(σ ) or Ei (σ ); the resulting rescaled entries remain elements of
I0 + uI0 and Ii + uIi , respectively. Finally, if gb ∈ G, then gb acts like τb by replacing X by
Xb on each r-cycle. This is a trivial action on C(σ ) and sends a codeword of Ei (σ ) to a vector
whose r-cycle components are all in some Ij + uIj . With this information, the following result
is clear.
Theorem 2.9. Let C and C′ be codes over F2 +uF2 both having σ in their automorphism groups.
Suppose that C = C(σ ) ⊕ E1(σ ) ⊕ · · · ⊕ Et (σ ) and C′ = C′(σ ) ⊕ E ′1(σ ) ⊕ · · · ⊕ E ′t (σ ) are the
decompositions of C and C′ from Theorem 2.2. Let M ∈ WΣ ′cΣ∗fDG where C′ = CM . Then
C′(σ ) = C(σ )M and E ′ν(i)(σ ) = Ei (σ )M for some permutation ν of 1,2, . . . , t . Furthermore,
if M̂ is the projection of M onto Σ ′cΣ∗fD (i.e. ignore the W and G portions of M), then M̂ ∈
Aut(Φ(C(σ ))).
For a given n, r , and c, the classification strategy is as follows.
• Up to permutation equivalence and application of elements of W and G, find all possible
generator matrices for the Ei (σ )∗’s where Ei (σ ) does not contain low Lee weight codewords.
Compute the subgroup of WΣ ′cG that fixes each Ei (σ )∗; let T be the group of permutation
parts (in Symc) that arise.
• For Φ(C(σ )) examine all possible self-dual codes over F2 +uF2 of length c+f and choose
coordinates that will correspond to the c r-cycle coordinates up to equivalence under the
automorphism group. Many cases can be eliminated by the presence of low Lee weight
codewords in C(σ ); see Section 6. For each choice, fix a generator matrix and hence an
order of these r-cycle coordinates; compute the subgroup S of the automorphism group that
stabilizes these coordinates, ignoring the action on the fixed points.
• The r-cycle coordinates of Φ(C(σ )) must be permuted in all possible ways to check with
each choice of E1(σ )∗, . . . ,Et (σ )∗. However, equivalent codes are obtained when two per-
mutations are in the same double coset SgT in Symc; thus choose only representatives from
these double cosets and permute the coordinates of Φ(C(σ )) by these permutations.
• After a pair, Φ(C(σ )) and E(σ )∗, is combined to produce the code C over F2 +uF2, generate
G(C). Determine the size of Aut(C) by applying Theorem 2.6. The minimum Lee weight of
C is the minimum Hamming weight of G(C). C is Type I or Type II depending upon the type
of G(C).
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among codes, automorphism group size, weight distribution of the Gray image (which is the
weight distribution of the code over F2 +uF2), and the swe were examined. When the Sylow
r-subgroup of Aut(C) had order r , the construction method given above generally generates
inequivalent codes; when in doubt, equivalence was settled using Theorem 2.9. If the Sylow
r-subgroup had order greater than r , equivalence was settled using Theorem 2.7; this was
never required when n < 18 and only relatively rarely when 18 n 20.
Much of the work can be done by hand, particularly eliminating choices for Φ(C(σ )) and the
Ei (σ )∗s. Computer work was performed using GAP [1] and GUAVA [6].
3. Indecomposable codes of length n 8
In this section we list generator matrices of all indecomposable codes of length n 8. These
matrices will be necessary for the remainder of the paper. The generator matrices and their labels
come from [8]:2
n = 1: A1 = [u], n = 2: K2 = [1 1 ],
n = 4:
K4 =
[1 1 1 1
0 u 0 u
0 0 u u
]
, D4 =
[
1 0 1 u
0 1 u 1
]
,
n = 6:
[6,2]_d4d2b =
⎡⎢⎣
1 1 1 1 0 u
u 0 0 0 1 1
u u 0 0 0 0
u 0 u 0 0 0
⎤⎥⎦ , [6,2]_d6 =
⎡⎢⎣
1 1 1 1 0 u
u 0 1 1 1 1
u u 0 0 0 0
u 0 u 0 u 0
⎤⎥⎦ ,
[6,3]_3d2c =
[ 1 1 0 u 0 0
u 0 1 1 0 u
0 0 0 u 1 1
]
, [6,3]_3d2d =
[ 1 1 u 0 u 0
0 u 1 1 u 0
u 0 u 0 1 1
]
,
K6 =
⎡⎢⎢⎢⎣
1 1 1 1 1 1
u u 0 0 0 0
u 0 u 0 0 0
u 0 0 u 0 0
u 0 0 0 u 0
⎤⎥⎥⎥⎦ ,
n = 7: [7,3]_e7 =
⎡⎢⎣
1 1 1 1 0 0 0
0 0 1 1 1 1 0
1 0 1 0 1 0 1
0 0 0 0 u u u
⎤⎥⎦ ,
2 Generator matrices of Type I codes of length 8 were omitted in [8]; only their labels and basic properties were given.
In contacting the authors, the generator matrices appear to have been lost. The current author has reconstructed generator
matrices which match the labels and are included here.
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[8,2]_2d4b =
⎡⎢⎢⎢⎢⎢⎣
1 1 1 1 0 0 0 u
u 0 0 0 1 1 1 1
u u 0 0 0 0 0 0
u 0 u 0 0 0 0 0
0 0 0 0 u u 0 0
0 0 0 0 u 0 u 0
⎤⎥⎥⎥⎥⎥⎦ , [8,2]_f1 =
⎡⎢⎢⎢⎢⎢⎣
1 1 1 1 1 1 0 0
1 1 1 1 0 0 1 1
u u 0 0 0 0 0 0
u 0 u 0 0 0 0 0
0 0 0 0 u u 0 0
u 0 0 0 u 0 0 u
⎤⎥⎥⎥⎥⎥⎦ ,
[8,3]_d4 + 2d2e =
⎡⎢⎢⎢⎣
1 1 1 1 u 0 u 0
u 0 0 0 1 1 u 0
u 0 0 0 0 u 1 1
u u 0 0 0 0 0 0
u 0 u 0 0 0 0 0
⎤⎥⎥⎥⎦ , [8,3]_d4 + 2d2f =
⎡⎢⎢⎢⎣
1 1 1 1 0 0 u 0
0 0 0 0 1 1 u 0
u 0 0 0 0 u 1 1
u u 0 0 0 0 0 0
u 0 u 0 0 0 0 0
⎤⎥⎥⎥⎦ ,
[8,3]_d6 + d2b =
⎡⎢⎢⎢⎣
1 1 1 1 0 0 0 0
0 0 1 1 1 1 0 u
0 0 0 0 u 0 1 1
0 0 0 0 u u 0 0
u 0 u 0 u 0 0 0
⎤⎥⎥⎥⎦ , [8,3]_d8b =
⎡⎢⎢⎢⎣
1 1 1 1 u 0 0 0
0 u 1 1 1 1 u 0
0 0 0 u 1 1 1 1
u u 0 0 0 0 0 0
u 0 0 u u 0 0 u
⎤⎥⎥⎥⎦ ,
[8,4]_4d2h =
⎡⎢⎣
1 1 0 0 0 u 0 u
0 0 1 1 0 u 0 u
u 0 0 u 1 1 0 u
u 0 0 u 0 u 1 1
⎤⎥⎦ , [8,4]_4d2i =
⎡⎢⎣
1 1 u 0 0 0 0 0
0 u 1 1 0 0 u 0
0 0 0 0 1 1 u 0
0 0 u 0 0 u 1 1
⎤⎥⎦ ,
[8,4]_4d2j =
⎡⎢⎣
1 1 0 u 0 0 u 0
u 0 1 1 0 0 u 0
0 0 0 0 1 1 u 0
u 0 0 u u 0 1 1
⎤⎥⎦ , [8,4]_4d2k =
⎡⎢⎣
1 1 0 0 u 0 u 0
0 0 1 1 u 0 u 0
u 0 u 0 1 1 0 0
u 0 u 0 0 0 1 1
⎤⎥⎦ ,
[8,4]_e8b =
⎡⎢⎣
1 1 1 1 0 u 0 0
0 u 1 1 1 1 0 u
0 0 0 u 1 1 1 1
1 0 1 0 1 0 1 0
⎤⎥⎦ ,
n = 8, Type II:
K8 =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 1 1 1 1 1
u u 0 0 0 0 0 0
u 0 u 0 0 0 0 0
u 0 0 u 0 0 0 0
u 0 0 0 u 0 0 0
u 0 0 0 0 u 0 0
u 0 0 0 0 0 u 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
, [8,2]_d2a =
⎡⎢⎢⎢⎢⎢⎣
1 1 1 1 1 1 0 u
0 0 0 0 0 u 1 1
u u 0 0 0 0 0 0
u 0 u 0 0 0 0 0
u 0 0 u 0 0 0 0
u 0 0 0 u 0 0 0
⎤⎥⎥⎥⎥⎥⎦ ,
[8,3]_d4 + 2d2a =
⎡⎢⎢⎢⎣
1 1 1 1 0 u 0 u
0 0 u 0 1 1 0 0
u 0 0 0 0 0 1 1
u u 0 0 0 0 0 0
u 0 u 0 0 0 0 0
⎤⎥⎥⎥⎦ , [8,3]_d8a =
⎡⎢⎢⎢⎣
1 1 1 1 0 0 0 0
0 0 0 0 1 1 1 1
0 0 1 1 0 0 1 1
u u 0 0 0 0 0 0
u 0 u 0 u 0 u 0
⎤⎥⎥⎥⎦ ,
[8,4]_4d2a =
⎡⎢⎣
1 1 u 0 0 u 0 u
0 u 1 1 u 0 0 u
0 u 0 u 1 1 u 0
⎤⎥⎦ , [8,4]_4d2c =
⎡⎢⎣
1 1 u 0 0 0 0 0
0 u 1 1 u 0 u 0
0 0 0 u 1 1 0 0
⎤⎥⎦ ,
u 0 u 0 0 u 1 1 0 0 0 u 0 0 1 1
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⎡⎢⎣
1 1 1 1 0 0 0 0
0 0 1 1 1 1 0 0
0 0 0 0 1 1 1 1
1 0 1 0 1 0 1 0
⎤⎥⎦ .
4. The fields
In this section we produce the fields I0,I1, . . . ,It that will be necessary in the next section.
The prime values r that we need are discussed individually. In what follows, a polynomial a0 +
a1X + · · · + ar−1Xr−1 is denoted a0a1 · · ·ar−1. In each case I0 = {0,1} where 0 = 00 · · ·0
and 1 = 11 · · ·1. For the fields I1, . . . ,It , the zero element will be denoted 0. A principal ideal
generated by p(X) in Rr = F2[X]/(Xr − 1) is denoted 〈p(X)〉.
r = 3
Over F2, X3 − 1 = (1 + X)(1 + X + X2) and, as ideals of R3, I0 = 〈1 + X + X2〉  F2 and
I1 = 〈1 +X〉  F4. A primitive element of I1 is α = 101. Tables for I0 and I1 are
I0: 0 | 000 || 1 | 111, I1: 0 | 000 || α0 | 011 || α1 | 101 || α2 | 110
Notice that τ−1(α) = α2, and multiplying by α in I1 is the same as multiplying by X.
r = 5
Over F2, X5 − 1 = (1 + X)(1 + X + X2 + X3 + X4) and, as ideals of R5, I0 = 〈1 + X +
X2 + X3 + X4〉  F2 and I1 = 〈1 + X〉  F16. A primitive element of I1 is β = 10001. Tables
for I0 and I1 are
I0: 0 000001 11111, I1:
0 00000 β3 10111 β7 01100 β11 01010
β0 01111 β4 11000 β8 10100 β12 11110
β1 10001 β5 01001 β9 11101 β13 00011
β2 10010 β6 11011 β10 00110 β14 00101.
Notice that τ−1(β) = β4, and multiplying by β3 in I1 is the same as multiplying by X.
r = 7
Over F2, X7 −1 = (1+X)(1+X2 +X3)(1+X+X3) and, as ideals ofR7, I0 = 〈1+X+· · ·
+X6〉  F2, I1 = 〈(1+X)(1+X+X3)〉  F8, and I2 = 〈(1+X)(1+X2 +X3)〉  F8. A prim-
itive element of I1 is γ = 1100101, and a primitive element of I2 is δ = τ−1(γ ) = 1101001.
Tables for I0, I1, and I2 are
I0: 0 00000001 1111111, I1:
0 0000000 γ 3 0111001
γ 0 1001011 γ 4 1011100
γ 1 1100101 γ 5 0101110
γ 2 1110010 γ 6 0010111,
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0 0000000 δ3 0100111
δ0 1110100 δ4 1001110
δ1 1101001 δ5 0011101
δ2 1010011 δ6 0111010.
In I1, multiplying by γ is the same as multiplying by X, and in I2, multiplying by δ−1 = δ6 is
the same as multiplying by X.
5. Results
In this section we classify Lee-extremal or Lee-optimal self-dual codes over F2 + uF2 of
length n with 9 n 20 for various automorphism forms. The automorphism σ will have prime
order r with c r-cycles and f = n− cr fixed points and be ordered as in (1). We use an abbrevi-
ation to denote the generator matrix gen(Φ(C(σ ))), which we now illustrate with the code C1 in
the next theorem. This code has an automorphism of order r = 3 with c = 2. The notation
gen
(
Φ
(C1(σ )))=A1 +K4 : 1,2
means the following. Form the direct sum A1 +K4 of the matrices A1 and K4 from Section 3,
with A1 having support in coordinate 1 and the coordinates 1 through 4 of K4 occupying coor-
dinates 2 through 5 in that order in A1 +K4. To produce the generator matrix of Φ(C1(σ )), the
columns may have to be rearranged. Choose the columns of A1 + K4 listed after the colon to
be the 3-cycle coordinates of Φ(C1(σ )) in the order presented. In this case the 3-cycle coordi-
nates of the generator matrix are the first and second coordinates of A1 +K4. The order of the f
coordinates for fixed points is immaterial as E(σ ) is zero on those coordinates. Hence
gen
(
Φ
(C1(σ )))=
⎡⎢⎢⎣
u 0 0 0 0
0 1 1 1 1
0 0 u 0 u
0 0 0 u u
⎤⎥⎥⎦ .
Also gen(E1(σ )∗) = [α0 α0 ]. The generator matrix for C1 is therefore⎡⎢⎢⎢⎢⎢⎢⎣
u u u 0 0 0 0 0 0
0 0 0 1 1 1 1 1 1
0 0 0 0 0 0 u 0 u
0 0 0 0 0 0 0 u u
0 1 1 0 1 1 0 0 0
1 0 1 1 0 1 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎦ .
The first four rows come from converting gen(Φ(C1(σ ))) to gen(C1(σ )). The fifth row is obtained
by converting gen(E1(σ )∗) to gen(E1(σ )) using the table for I1 when r = 3 from Section 4.
The sixth row is the fifth row with σ (multiplying the fifth row by α, which is the same as
multiplication by X in each 3-cycle) applied to it.
The first result classifies all Lee-extremal codes of length 9 with an odd order automor-
phism.
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Decomposable Lee-extremal self-dual codes of length 10
Code Generator matrix Group Forms (r, c)
1 K4 +K6 215 · 33 · 5 (3,1), (3,2), (3,3), (5,1)
2 K4 + [6,2]_d6 213 · 32 (3,1), (3,2), (3,3)
3 K4 + [6,2]_d4d2b 214 · 32 (3,1), (3,2)
4 K4 + [6,3]_3d2c 213 · 3 (3,1)
5 K4 + [6,3]_3d2d 213 · 32 (3,1), (3,2), (3,3)
6 D4 +K6 214 · 32 · 5 (3,1), (3,2), (5,1)
7 D4 + [6,2]_d4d2b 213 · 3 (3,1)
8 D4 + [6,2]_d6 212 · 3 (3,2)
9 D4 + [6,3]_3d2d 212 · 3 (3,2)
Theorem 5.1. Up to equivalence there are exactly two Lee-extremal self-dual codes C1 and C2 of
length 9 with an automorphism of odd order. The minimum Lee weight is dL = 4. Both have an
automorphism σ of form (r, c) = (3,2) with f = 3. In each case gen(E1(σ )∗) = [α0 α0 ]. For
C = C1, gen(Φ(C(σ ))) = A1 + K4 : 1,2 and for C = C2, gen(Φ(C(σ ))) = A1 + D4 : 1,2. The
automorphism group of C1 has order 27 · 32 and contains automorphisms of form (r, c) = (3,1),
(3,2), and (3,3). The automorphism group of C2 has order 26 · 3 and contains automorphisms
of form (r, c) = (3,2).
For many of the lengths that follow, data on the codes is kept in tables. In those tables,
the column “Group” gives the order of the automorphism group of the code and the column
“Forms (r, c)” gives the pairs (r, c) where there is an automorphism with c r-cycles.
Theorem 5.2. Up to equivalence there are 54 inequivalent Lee-extremal self-dual codes of length
n = 10 with an odd order automorphism. The minimum Lee weight is dL = 4. Of the 54, nine are
decomposable and are listed in Table 2. Of the 45 indecomposable codes, 29 have an automor-
phism σ of order r = 3 with c = 1 3-cycle. They are listed in Table 3. There are 14 codes, given
in Table 4, that have an automorphism σ of order r = 3 with c = 2 3-cycles but no automor-
phism of order r = 3 with c = 1 3-cycle. Finally there are two codes, presented in Table 5 with
an automorphism of order r = 5 with c = 2 5-cycles but no automorphisms of order 3. Codes 1,
5, 10, 19, 24, 27, 32, 35, 43, 49, 52, and 53 are Type IV.
We illustrate how to construct a generator matrix when a code has an automorphism of order 5.
Code 54 of Table 5 has generator matrix⎡⎢⎢⎢⎢⎢⎣
u u u u u 0 0 0 0 0
0 0 0 0 0 u u u u u
0 1 1 1 1 0 1 + u 1 1 1 + u
1 0 1 1 1 1 + u 0 1 + u 1 1
1 1 0 1 1 1 1 + u 0 1 + u 1
1 1 1 0 1 1 1 1 + u 0 1 + u
⎤⎥⎥⎥⎥⎥⎦ .
The first two rows come from the two rows of gen(C(σ )) obtained from the two rows
of gen(Φ(C(σ ))) given in the table. The third row is obtained from the row of gen(E(σ )∗) using
the field elements from Section 4. The fourth, fifth, and sixth rows are obtained by applying σ ,
σ 2, and σ 3 to the third row (i.e. multiplying the row of gen(E(σ )∗) by β3, β6, and β9).
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Lee-extremal self-dual codes of length 10 where σ = (1,2,3)
Code gen(Φ(C(σ ))) gen(E1(σ )∗) Group Forms (r, c)
10 [8,4]_e8a : 1 [uα0] 27 · 32 · 7 (3,1), (3,2), (3,3), (7,1)
11 [8,4]_4d2j : 1 [uα0] 212 · 3 (3,1)
12 [8,3]_d6 + d2b : 1 [uα0] 212 · 3 (3,1)
13 [8,4]_4d2i : 1 [uα0] 212 · 3 (3,1)
14 [8,4]_4d2i : 3 [uα0] 212 · 3 (3,1)
15 [8,4]_4d2c : 1 [uα0] 213 · 3 (3,1)
16 [8,3]_d8b : 1 [uα0] 213 · 3 (3,1)
17 [8,4]_4d2h : 1 [uα0] 213 · 3 (3,1)
18 [8,4]_4d2h : 5 [uα0] 213 · 3 (3,1)
19 [8,4]_4d2k : 1 [uα0] 213 · 3 (3,1)
20 [8,4]_4d2j : 5 [uα0] 213 · 3 (3,1)
21 [8,4]_4d2j : 7 [uα0] 213 · 3 (3,1)
22 [8,3]_d6 + d2b : 5 [uα0] 213 · 3 (3,1)
23 [8,3]_d6 + d2b : 7 [uα0] 213 · 3 (3,1)
24 [8,3]_d8a : 1 [uα0] 213 · 32 (3,1), (3,2), (3,3)
25 [8,4]_4d2a : 1 [uα0] 213 · 32 (3,1), (3,2), (3,3)
26 [8,4]_4d2c : 3 [uα0] 213 · 32 (3,1), (3,2), (3,3)
27 [8,3]_d4 + 2d2e : 5 [uα0] 215 · 32 (3,1), (3,2)
28 [8,2]_f1 : 5 [uα0] 215 · 32 (3,1), (3,2)
29 [8,3]_d4 + 2d2f : 5 [uα0] 215 · 32 (3,1), (3,2)
30 [8,3]_d4 + 2d2f : 1 [uα0] 213 · 32 · 5 (3,1), (3,2), (5,1)
31 [8,3]_d4 + 2d2a : 1 [uα0] 214 · 32 · 5 (3,1), (3,2), (5,1)
32 [8,3]_d4 + 2d2e : 1 [uα0] 214 · 32 · 5 (3,1), (3,2), (5,1)
33 [8,2]_f1 : 1 [uα0] 214 · 32 · 5 (3,1), (3,2), (5,1)
34 [8,2]_d2a : 1 [uα0] 216 · 32 · 5 · 7 (3,1), (3,2), (5,1), (7,1)
35 K8 : 1 [uα0] 217 · 34 · 52 · 7 (3,1), (3,2), (3,3), (5,1), (5,2), (7,1)
36 [8,2]_d2a : 8 [uα0] 215 · 33 · 5 (3,1), (3,2), (3,3), (5,1)
37 [8,3]_d4 + 2d2a : 5 [uα0] 214 · 32 (3,1), (3,2)
38 [8,4]_e8b : 1 [uα0] 27 · 32 (3,1), (3,2), (3,3)
Table 4
Lee-extremal self-dual codes of length 10 where σ = (1,2,3)(4,5,6)
Code gen(Φ(C(σ ))) gen(E1(σ )∗) Group Forms (r, c)
39 [6,3]_3d2c : 1,3 [α0 α0] 26 · 3 (3,2)
40 K2 +D4 : 1,3 [α0 α0] 26 · 3 · 7 (3,2), (7,1)
41 [6,2]_d6 : 1,3 [α0 α0] 29 · 3 (3,2)
42 [6,3]_3d2c : 1,5 [α0 α0] 29 · 3 (3,2)
43 [6,3]_3d2d : 1,3 [α0 α0] 29 · 3 (3,2)
44 [6,2]_d4d2b : 1,2 [α0 α0] 211 · 3 (3,2)
45 [6,3]_3d2c : 1,2 [α0 α0 + uα0] 211 · 3 (3,2)
46 [6,2]_d6 : 1,2 [α0 α0] 212 · 3 (3,2)
47 [6,3]_3d2c : 3,4 [α0 α0] 212 · 3 (3,2)
48 [6,3]_3d2c : 3,4 [α0 α0 + uα0] 212 · 3 (3,2)
49 [6,3]_3d2d : 1,2 [α0 α0] 212 · 3 (3,2)
50 [6,3]_3d2c : 1,2 [α0 α0] 213 · 3 (3,2)
51 [6,2]_d6 : 1,2 [α0 α0 + uα0] 213 · 3 · 5 (3,2), (5,2)
52 [6,3]_3d2d : 1,2 [α0 α0 + uα0 ] 213 · 3 · 5 (3,2), (5,2)
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Lee-extremal self-dual codes of length 10 where σ = (1,2,3,4,5)(6,7,8,9,10)
Code gen(Φ(C(σ ))) gen(E1(σ )∗) Group Forms (r, c)
53 K2 : 1,2 [β0 β0 + uβ5] 211 · 5 (5,2)
54 A1 +A1 : 1,2 [β0 β0 + uβ5] 212 · 5 (5,2)
For n = 11 there is only one Lee-extremal self-dual code.
Theorem 5.3. Up to equivalence there is one Lee-extremal self-dual code C of length 11 with
an automorphism of odd order. The minimum Lee weight is dL = 6. When σ is the automor-
phism of form (r, c) = (5,2) with f = 1, gen(E1(σ )∗) = [β0 β0 + uβ5 ], and gen(Φ(C(σ ))) =
A1 + K2 : 1,2. The automorphism group of C has order 27 · 5 and contains odd prime order
automorphisms of form (r, c) = (5,2) only.
When σ has form (r, c) = (3,4), E1(σ )∗ is either⎡⎣α0 α0 α0 α0 + ua0 uα0 0 uα0
0 0 uα0 uα0
⎤⎦ , where a = 0 or α0, or (8)
[
α0 0 α0 + ub uα0
0 α0 uα0 α0 + uc
]
, where (b, c) = (0,0), (0, α0), or (α0, α0). (9)
The result for length n = 12 uses these matrices.
Theorem 5.4. Up to equivalence there are two Lee-extremal Type I self-dual codes C1 and C2 of
length 12 with an automorphism of odd order; their minimum Lee weight is dL = 6. There is only
one Lee-extremal Type II self-dual code C3 of length 12 with an automorphism of odd order; its
minimum Lee weight is dL = 8. Each has an automorphism σ of form (r, c) = (3,4) with f = 0.
For C = C1, gen(Φ(C(σ ))) = A1 + A1 + K2 : 1,2,3,4 and gen(E1(σ )∗) is (9) with (b, c) =
(0,0); its automorphism group has order 27 · 3 and contains odd prime order automorphisms of
form (r, c) = (3,4) only. For C = C2, gen(Φ(C(σ ))) =K2 +K2 : 1,2,3,4 and gen(E1(σ )∗) is (9)
with (b, c) = (0, α0); its automorphism group has order 29 · 3 · 5 and contains odd prime order
automorphisms of forms (r, c) = (3,4) and (5,2). For C = C3, gen(Φ(C(σ ))) = D4 : 1,2,4,3
and gen(E1(σ )∗) is (9) with (b, c) = (0, α0); its automorphism group also has order 29 · 3 · 5 and
contains odd prime order automorphisms of forms (r, c) = (3,4) and (5,2). Only C2 is Type IV.
Theorem 5.5. There are no Lee-extremal self-dual codes of length n = 13. Up to equivalence
there is only one Lee-optimal self-dual code C with an automorphism of odd order. Its min-
imum Lee weight is dL = 6, and its automorphism group has order 24 · 3 with odd prime
order automorphisms of form (r, c) = (3,4) only. If σ has form (r, c) = (3,4) with f = 1, then
gen(Φ(C(σ ))) =A1 +D4 : 1,2,4,3 and gen(E1(σ )∗) is (9) with (b, c) = (0,0).
Theorem 5.6. There are no Lee-extremal self-dual codes of length n = 14. Up to equivalence
there are six Lee-optimal self-dual codes C with an automorphism of odd order; the minimum
Lee weight is dL = 6. Each has an automorphism of form (r, c) = (3,4) and Table 6 gives the
data for these codes using σ of form (r, c) = (3,4) with f = 2. Only the second code is Type IV.
W.C. Huffman / Finite Fields and Their Applications 13 (2007) 681–712 697Table 6
Lee-optimal self-dual codes of length 14 where σ = (1,2,3) · · · (10,11,12)
Code gen(Φ(C(σ ))) gen(E1(σ )∗) Group Forms (r, c)
1 A1 +A1 +D4 : 1,2,3,4 (9), (b, c) = (0,0) 26 · 3 · 7 (3,4), (7,2)
2 [6,3]_3d2d : 1,2,3,5 (9), (b, c) = (0,0) 25 · 3 · 7 (3,4), (7,2)
3 [6,3]_3d2c : 2,4,5,6 (9), (b, c) = (0,0) 24 · 3 (3,4)
4 K2 +D4 : 1,2,3,4 (9), (b, c) = (0,0) 23 · 3 (3,4)
5 [6,2]_d6 : 1,2,3,5 (9), (b, c) = (0,0) 23 · 3 (3,4)
6 [6,3]_3d2c : 2,3,4,6 (9), (b, c) = (0,0) 23 · 3 (3,4)
Table 7
Lee-optimal self-dual codes of length 15 where σ = (1,2,3) · · · (10,11,12)
Code gen(Φ(C(σ ))) gen(E1(σ )∗) Group Forms (r, c)
1 A1 + [6,2]_d6 : 1,2,4,6 (8), a = 0 211 · 32 · 5 · 7 (3,4), (3,5), (5,3), (7,2)
2 A1 + [6,3]_3d2c : 1,2,4,6 (9), (b, c) = (0,0) 28 · 3 · 7 (3,4), (7,2)
3 [7,3]_e7 : 1,2,3,5 (8), a = 0 25 · 32 · 5 (3,4), (3,5), (5,3)
4 [7,3]_e7 : 1,2,3,5 (8), a = α0 25 · 32 · 5 (3,4), (3,5), (5,3)
5 A1 + [6,3]_3d2d : 1,2,4,6 (8), a = 0 211 · 32 (3,4), (3,5)
6 A1 + [6,3]_3d2c : 1,2,4,6 (8), a = 0 211 · 3 (3,4)
7 A1 + [6,2]_d6 : 1,2,4,6 (9), (b, c) = (0,0) 210 · 3 (3,4)
8 [7,3]_e7 : 1,2,3,4 (9), (b, c) = (0,0) 29 · 3 (3,4)
9 A1 + [6,3]_3d2d : 1,2,4,6 (9), (b, c) = (0,0) 28 · 3 (3,4)
10 [7,3]_e7 : 1,2,3,4 (9), (b, c) = (0, α0) 28 · 3 (3,4)
11 A1 + [6,3]_3d2c : 1,2,6,4 (9), (b, c) = (0,0) 25 · 3 (3,4)
12 [7,3]_e7 : 1,2,3,5 (9), (b, c) = (0,0) 25 · 3 (3,4)
13 [7,3]_e7 : 1,2,3,5 (9), (b, c) = (0, α0) 25 · 3 (3,4)
14 [7,3]_e7 : 1,2,3,5 (9), (b, c) = (α0, α0) 25 · 3 (3,4)
15 [7,3]_e7 : 5,2,3,1 (9), (b, c) = (0, α0) 25 · 3 (3,4)
When n 15, σ can have form (r, c) = (3,5). Then gen(E1(σ )∗) is one of⎡⎣α0 0 α0 α0 α0 + ux0 α0 α0 α + uy α2 + uz
0 0 uα0 uα2 uα
⎤⎦ , (10)
where (x, y, z) = (0,0,0), (0, α0, α0), or (α0, α0, α).
Theorem 5.7. There are no Lee-extremal self-dual codes of length n = 15. Up to equivalence
there are 20 Lee-optimal self-dual codes C with an automorphism of odd order; the minimum
Lee weight is dL = 6. Nineteen have an automorphism of order 3 and are presented in Tables 7
and 8. The twentieth code has an automorphism group of order 28 ·7; the automorphism of order
7 has 2 7-cycles, and the code can be constructed from
gen
(
Φ
(C(σ )))= [u 0 00 1 1], gen(E1(σ )∗)= [γ 0 γ 0 + uγ 1 ],
gen
(E2(σ )∗)= [ δ0 δ0 + uδ1 ].
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Lee-optimal self-dual codes of length 15 where σ = (1,2,3) · · · (13,14,15)
Code gen(Φ(C(σ ))) gen(E1(σ )∗) Group Forms (r, c)
16 A1 +K2 +K2 : 1,2,3,4,5 (10), (x, y, z) = (α0, α0, α0) 28 · 3 (3,5)
17 A1 +D4 : 1,2,3,4,5 (10), (x, y, z) = (0,0,0) 28 · 3 (3,5)
18 A1 +K2 +K2 : 1,2,3,4,5 (10), (x, y, z) = (0, α0, α0) 25 · 3 (3,5)
19 A1 +D4 : 1,2,3,4,5 (10), (x, y, z) = (0, α0, α0) 25 · 3 (3,5)
Table 9
Lee-extremal self-dual codes of length 16 where σ = (1,2,3) · · · (10,11,12)
Code gen(Φ(C(σ ))) gen(E1(σ )∗) Group Forms (r, c)
1 [8,3]_d8a : 1,3,5,7 (8), a = 0 215 · 32 · 5 · 7 (3,4), (3,5), (5,3), (7,2)
2 [8,3]_d8b : 1,3,5,7 (8), a = 0 215 · 3 · 7 (3,4), (7,2)
3 [8,4]_4d2k : 1,5,3,7 (9), (b, c) = (0,0) 212 · 3 · 7 (3,4), (7,2)
4 [8,4]_e8b : 1,2,4,5 (8), a = 0 29 · 32 · 5 (3,4), (3,5), (5,3)
5 [8,4]_e8b : 1,2,4,5 (8), a = α0 29 · 32 · 5 (3,4), (3,5), (5,3)
6 [8,4]_4d2a : 1,3,5,7 (8), a = 0 213 · 32 (3,4),(3,5)
7 [8,4]_4d2k : 1,3,5,7 (8), a = 0 215 · 3 (3,4)
8 [8,3]_d8a : 1,3,5,7 (9), (b, c) = (0,0) 214 · 3 (3,4)
9 [8,3]_d8b : 1,3,7,5 (9), (b, c) = (0,0) 214 · 3 (3,4)
10 [8,4]_4d2h : 1,3,5,7 (8), a = 0 212 · 3 (3,4)
11 [8,4]_4d2h : 1,5,3,7 (9), (b, c) = (0,0) 211 · 3 (3,4)
12 [8,4]_e8b : 4,2,3,1 (9), (b, c) = (0, α0) 211 · 3 (3,4)
13 [8,4]_4d2a : 1,3,5,7 (9), (b, c) = (0,0) 210 · 3 (3,4)
14 [8,4]_4d2k : 1,3,5,7 (9), (b, c) = (0,0) 29 · 3 (3,4)
15 [8,4]_e8b : 1,2,4,5 (9), (b, c) = (0, α0) 29 · 3 (3,4)
16 [8,4]_e8b : 2,4,1,5 (9), (b, c) = (0, α0) 29 · 3 (3,4)
17 [8,4]_e8b : 1,2,4,5 (9), (b, c) = (0,0) 28 · 3 (3,4)
To understand how to form a generator matrix using an automorphism of order 7, the following
is the generator matrix of the twentieth code of Theorem 5.7:
gen(C) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
u u u u u u u 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 1 1 1 1 1 1 1
1 0 0 1 0 1 1 1 + u u 0 1 u 1 1 + u 0
1 1 0 0 1 0 1 1 + u 1 + u u 0 1 u 1 0
1 1 1 0 0 1 0 1 1 + u 1 + u u 0 1 u 0
1 1 1 0 1 0 0 1 + u 1 + u 1 u 1 0 u 0
0 1 1 1 0 1 0 u 1 + u 1 + u 1 u 1 0 0
0 0 1 1 1 0 1 0 u 1 + u 1 + u 1 u 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Rows four, five, and seven, eight are obtained by applying σ and σ 2 to rows three and six,
respectively.
Theorem 5.8. Up to equivalence there are 23 Lee-extremal self-dual codes of length 16 with
an automorphism of odd order; the minimum Lee weight is dL = 8. Twenty-one have an au-
tomorphism of order 3 and are presented in Tables 9 and 10. Codes 22 and 23 each have an
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Lee-extremal self-dual codes of length 16 where σ = (1,2,3) · · · (13,14,15)
Code gen(Φ(C(σ ))) gen(E1(σ )∗) Group Forms (r, c)
18 [6,3]_3d2c : 1,2,3,5,6 (10), (x, y, z) = (α0, α0, α) 212 · 3 (3,5)
19 [6,3]_3d2d : 1,2,3,4,5 (10), (x, y, z) = (0,0,0) 212 · 3 (3,5)
20 [6,3]_3d2c : 1,2,3,4,5 (10), (x, y, z) = (0, α0, α0) 29 · 3 (3,5)
21 [6,3]_3d2c : 1,2,3,5,6 (10), (x, y, z) = (0, α0, α0) 27 · 3 (3,5)
Table 11
Lee-optimal self-dual codes of length 17 where σ = (1,2,3) · · · (13,14,15)
Code gen(Φ(C(σ ))) gen(E1(σ )∗) Group Forms (r, c)
1 A1 + [6,2]_d6 : 1,2,3,4,6 (10), (x, y, z) = (0,0,0) 24 · 3 · 5 (3,5), (5,3)
2 A1 + [6,2]_d6 : 1,2,3,4,6 (10), (x, y, z) = (0, α0, α0) 24 · 3 · 5 (3,5), (5,3)
3 A1 +A1 +A1 +D4 : 1,2,3,4,5 (10), (x, y, z) = (0,0,0) 24 · 32 (3,4), (3,5)
4 A1 + [6,2]_d4d2b : 1,2,3,4,7 (10), (x, y, z) = (0,0,0) 23 · 32 (3,4), (3,5)
5 [7,3]_e7 : 5,4,2,3,1 (10), (x, y, z) = (α0, α0, α) 25 · 3 (3,5)
6 [7,3]_e7 : 1,2,3,4,5 (10), (x, y, z) = (0, α0, α0) 24 · 3 (3,5)
7 [7,3]_e7 : 1,2,3,4,5 (10), (x, y, z) = (α0, α0, α) 24 · 3 (3,5)
8 [7,3]_e7 : 5,2,3,4,1 (10), (x, y, z) = (α0, α0, α) 24 · 3 (3,5)
9 A1 +K2 +D4 : 1,2,3,4,5 (10), (x, y, z) = (0,0,0) 23 · 3 (3,5)
10 A1 +K2 +D4 : 1,2,3,4,5 (10), (x, y, z) = (0, α0, α0) 23 · 3 (3,5)
11 A1 + [6,3]_3d2c : 1,3,4,5,7 (10), (x, y, z) = (0,0,0) 23 · 3 (3,5)
12 A1 + [6,3]_3d2c : 3,4,1,5,7 (10), (x, y, z) = (0, α0, α0) 23 · 3 (3,5)
13 A1 + [6,3]_3d2d : 1,2,3,4,6 (10), (x, y, z) = (0,0,0) 23 · 3 (3,5)
14 A1 + [6,3]_3d2d : 1,2,3,4,6 (10), (x, y, z) = (0, α0, α0) 23 · 3 (3,5)
15 A1 + [6,3]_3d2c : 1,3,5,6,7 (10), (x, y, z) = (0,0,0) 22 · 3 (3,5)
16 A1 + [6,3]_3d2c : 1,3,5,6,7 (10), (x, y, z) = (α0, α0, α) 22 · 3 (3,5)
automorphism group of order 29 · 7. The automorphism σ of order 7 has two 7-cycles. Code 22
has gen(Φ(C(σ ))) =K2 +K2 : 1,3 and code 23 has gen(Φ(C(σ ))) =D4 : 1,2. Both have
gen
(E1(σ )∗)= [γ 0 γ 0 + uγ 1 ] and gen(E2(σ )∗)= [ δ0 δ0 + uδ1 ].
Codes 2, 6, 9, 10, 11, 12, 13, 19, 20, and 23 are Type I; the remainder are Type II. Codes 1, 3,
7, 8, 14, 19, and 22 are Type IV.
At length 17, we cannot classify codes with automorphisms having 4 3-cycles or 2 5-cycles
as, in each case, Φ(C(σ )) is of length 9, and those codes are unclassified. (From Table 11, we
see that 4 3-cycles can arise.) We have found codes for all other possible odd order prime auto-
morphisms or shown they do not exist.
Theorem 5.9. There are no Lee-extremal self-dual codes of length n = 17. Up to equivalence
there are 16 Lee-optimal self-dual codes C with an automorphism of order 3 with 5 3-cycles.
The minimum Lee weight is dL = 6. They are presented in Table 11. There are no Lee-optimal
self-dual codes with an automorphism of prime order 7 or greater, and the only such codes with
an automorphism of order 5 and 3 5-cycles are codes 1 and 2. There are no Lee-optimal self-dual
codes with an automorphism of order 3, respectively 5, having 3 or fewer 3-cycles, respectively 1
5-cycle.
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Parameters for gen(E1(σ )∗) from (11)–(15) in order a, b, c, . . .
Num Parameters Num Parameters Num Parameters
1 (11) : 0 13 (14) : 0,0,0,0 25 (14) : α0, α0, α0, α0
2 (11) : α0 14 (14) : 0,0,0, α0 26 (14) : α0, α0, α,α0
3 (12) : 0,0 15 (14) : 0, α0,0, α0 27 (15) : 0,0,0,0,0,0,0,0
4 (12) : 0, α0 16 (14) : α0,0,0,0 28 (15) : 0,0,0,0,0, α0, α2, α
5 (12) : α0,0 17 (14) : α0,0,0, α0 29 (15) : 0,0,0, α0, α0,0, α0, α0
6 (12) : α0, α0 18 (14) : α0, α0,0, α0 30 (15) : 0,0,0, α0, α0, α0, α,α2
7 (13) : 0,0,0,0 19 (14) : 0,0, α0,0 31 (15) : 0,0, α0, α,α2, α0, α2, α
8 (13) : 0,0, α0, α0 20 (14) : 0,0, α0, α0 32 (15) : 0,0, α0, α2, α,α0, α,α2
9 (13) : 0, α0, α0,0 21 (14) : 0,0, α,0 33 (15) : 0, α0,0, α0, α,α0, α,α0
10 (13) : α0, α0, α0,0 22 (14) : 0,0, α,α0 34 (15) : 0, α0, α0, α,0, α0, α2,0
11 (13) : α,α,α,α0 23 (14) : 0, α0, α0, α0 35 (15) : 0, α0, α0, α2, α0, α0, α,α0
12 (13) : α,α2, α2, α0 24 (14) : 0, α0, α,α0 36 (15) : α0, α0, α,α,α0, α,0, α2
As at length 17, we cannot classify codes of length 18 with automorphisms having 4 3-cycles
or 2 5-cycles since codes of length 10 are not enumerated. These are the only unresolved possible
automorphisms for length 18.
When n 18, σ can have form (r, c) = (3,6) and gen(E1(σ )∗) is one of 36 possible matrices
that fall into five forms:
⎡⎢⎢⎢⎢⎣
α0 α0 α0 α0 α0 α0 + ua
0 uα0 0 0 0 uα0
0 0 uα0 0 0 uα0
0 0 0 uα0 0 uα0
0 0 0 0 uα0 uα0
⎤⎥⎥⎥⎥⎦ , (11)
⎡⎢⎢⎣
α0 0 α0 α0 uα0 α0 + ua
0 α0 0 0 α0 + ub uα0
0 0 uα0 0 0 uα0
0 0 0 uα0 0 uα0
⎤⎥⎥⎦ , (12)
⎡⎢⎢⎣
α0 0 0 α0 α0 + ua α0 + ub
0 α0 α0 α0 uc α0 + ud
0 0 uα0 0 uα0 uα0
0 0 0 uα0 0 uα0
⎤⎥⎥⎦ , (13)
⎡⎣α0 0 0 α0 + ua uα0 uα00 α0 0 uα0 α0 + ub uc
0 0 α0 uα0 uc2 α0 + ud
⎤⎦ , or (14)
⎡⎣α0 0 0 α0 α0 + ua α0 + ub0 α0 0 α0 + uc α + ud α2 + ue
0 0 α0 α0 + uf α2 + ug α + uh
⎤⎦ , (15)
where the parameters for the 36 matrices are given in Table 12. In this table the form is listed
followed by parameters a, b, c, . . . in order.
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Lee-extremal self-dual codes of length 18 where σ = (1,2,3) · · · (16,17,18)
Code gen(Φ(C(σ ))) gen(E1(σ )∗) Group Forms (r, c)
1 K6 : 1,2,3,4,5,6 Table 12 : 28 25 · 33 · 5 (3,5), (3,6), (5,3)
2 [6,2]_d4d2b : 1,2,3,4,5,6 Table 12 : 27 25 · 32 (3,5), (3,6)
3 [6,2]_d4d2b : 1,2,3,4,5,6 Table 12 : 28 25 · 32 (3,5), (3,6)
4 [6,2]_d4d2b : 3,2,6,4,5,1 Table 12 : 28 25 · 32 (3,5), (3,6)
5 [6,2]_d6 : 1,2,3,4,5,6 Table 12 : 19 25 · 32 (3,6)
6 [6,2]_d6 : 1,2,3,4,5,6 Table 12 : 20 25 · 32 (3,6)
7 [6,2]_d6 : 1,2,3,4,5,6 Table 12 : 21 22 · 32 (3,6)
8 [6,2]_d6 : 1,2,3,4,5,6 Table 12 : 22 22 · 32 (3,6)
9 [6,3]_3d2d : 1,2,3,4,5,6 Table 12 : 30 27 · 3 (3,6)
10 [6,2]_d4d2b : 1,2,3,4,5,6 Table 12 : 29 25 · 3 (3,6)
11 [6,2]_d4d2b : 1,5,6,2,3,4 Table 12 : 30 25 · 3 (3,6)
12 [6,2]_d6 : 1,2,3,4,5,6 Table 12 : 28 25 · 3 (3,6)
13 [6,2]_d6 : 1,3,4,2,5,6 Table 12 : 30 25 · 3 (3,6)
14 [6,3]_3d2c : 1,2,3,4,5,6 Table 12 : 8 25 · 3 (3,6)
15 [6,3]_3d2c : 1,2,3,5,4,6 Table 12 : 14 25 · 3 (3,6)
16 [6,3]_3d2c : 1,2,3,4,5,6 Table 12 : 33 25 · 3 (3,6)
17 [6,3]_3d2c : 1,2,3,4,5,6 Table 12 : 34 25 · 3 (3,6)
18 [6,3]_3d2d : 1,2,3,4,5,6 Table 12 : 14 25 · 3 (3,6)
19 [6,3]_3d2d : 1,2,3,4,5,6 Table 12 : 28 25 · 3 (3,6)
20 [6,2]_d6 : 1,2,3,4,5,6 Table 12 : 29 24 · 3 (3,6)
21 [6,2]_d6 : 1,3,4,5,2,6 Table 12 : 30 24 · 3 (3,6)
22 [6,3]_3d2c : 1,2,3,4,5,6 Table 12 : 14 24 · 3 (3,6)
23 [6,3]_3d2c : 3,2,1,4,5,6 Table 12 : 28 24 · 3 (3,6)
24 [6,3]_3d2c : 1,5,6,2,3,4 Table 12 : 30 24 · 3 (3,6)
25 [6,3]_3d2c : 1,2,3,4,5,6 Table 12 : 31 24 · 3 (3,6)
26 [6,2]_d4d2b : 1,2,3,5,4,6 Table 12 : 29 23 · 3 (3,6)
27 [6,2]_d6 : 1,2,3,4,5,6 Table 12 : 33 23 · 3 (3,6)
28 [6,3]_3d2c : 1,2,3,4,5,6 Table 12 : 29 23 · 3 (3,6)
29 [6,3]_3d2c : 1,2,5,6,3,4 Table 12 : 30 23 · 3 (3,6)
30 [6,3]_3d2c : 1,2,3,4,5,6 Table 12 : 32 23 · 3 (3,6)
31 [6,3]_3d2c : 1,2,3,4,5,6 Table 12 : 35 23 · 3 (3,6)
Theorem 5.10. Lee-extremal self-dual codes of length 18 have dL = 8. Up to equivalence there
are 31 such codes, presented in Table 13, with an automorphism of order 3 having 6 3-cycles.
There are four further codes, listed in Table 14, with an automorphism of order 3 having 5 3-
cycles, but not having an automorphism with 6 3-cycles. There are no Lee-extremal self-dual
codes with an automorphism of prime order 7 or greater, and the only such codes with an au-
tomorphism of order 5 and 3 5-cycles are codes 1 in Table 13 and 32 in Table 14. There are no
Lee-extremal self-dual codes with an automorphism of order 3, respectively 5, having 3 or fewer
3-cycles, respectively 1 5-cycle. Codes 1, 9, 18, and 19 are Type IV.
For Lee-extremal self-dual codes of length 19, it can be shown that the only possible forms
for odd prime order automorphisms are those of order 3 with either 4, 5, or 6 3-cycles or order 5
with 2 5-cycles. All other possibilities can be eliminated by hand. We classify only those codes
with an automorphism of order 3 and 6 3-cycles; the other cases have Φ(C(σ )) of length 9 or 11,
and those codes are unclassified.
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Lee-extremal self-dual codes of length 18 where σ = (1,2,3) · · · (13,14,15)
Code gen(Φ(C(σ ))) gen(E1(σ )∗) Group Forms (r, c)
32 [8,3]_d8b : 1,3,5,7,8 (10), (x, y, z) = (α0, α0, α) 24 · 3 · 5 (3,5), (5,3)
33 [8,4]_e8b : 1,2,3,4,5 (10), (x, y, z) = (α0, α0, α) 24 · 3 (3,5)
34 [8,4]_4d2j : 1,3,5,7,8 (10), (x, y, z) = (α0, α0, α) 23 · 3 (3,5)
35 [8,4]_4d2j : 1,3,5,6,7 (10), (x, y, z) = (0,0,0) 23 · 3 (3,5)
Table 15
Lee-extremal self-dual codes of length 19 where σ = (1,2,3) · · · (16,17,18)
Code gen(Φ(C(σ ))) gen(E1(σ )∗) Group Forms (r, c)
1 [7,3]_e7 : 1,2,3,4,5,6 Table 12 : 19 22 · 32 (3,6)
2 [7,3]_e7 : 1,2,3,4,5,6 Table 12 : 21 2 · 32 (3,6)
3 [7,3]_e7 : 1,2,3,4,5,6 Table 12 : 26 2 · 32 (3,6)
4 [7,3]_e7 : 1,3,4,2,5,6 Table 12 : 33 22 · 3 (3,6)
5 [7,3]_e7 : 1,3,5,2,6,4 Table 12 : 33 22 · 3 (3,6)
6 [7,3]_e7 : 1,3,2,5,4,6 Table 12 : 36 22 · 3 (3,6)
7 [7,3]_e7 : 1,2,3,4,5,6 Table 12 : 22 2 · 3 (3,6)
8 [7,3]_e7 : 1,2,3,4,5,6 Table 12 : 24 2 · 3 (3,6)
9 [7,3]_e7 : 1,2,3,4,5,6 Table 12 : 33 2 · 3 (3,6)
10 [7,3]_e7 : 1,2,3,5,4,6 Table 12 : 33 2 · 3 (3,6)
11 [7,3]_e7 : 1,2,3,5,6,4 Table 12 : 33 2 · 3 (3,6)
12 [7,3]_e7 : 1,3,5,2,4,6 Table 12 : 35 2 · 3 (3,6)
Theorem 5.11. Lee-extremal self-dual codes of length 19 have dL = 8. Up to equivalence there
are 12 such codes, presented in Table 15, with an automorphism of order 3 having 6 3-cycles.
There are no Lee-extremal self-dual codes with an automorphism of prime order 5 or greater
except possibly codes with an automorphism of order 5 and 2 5-cycles. There are no Lee-extremal
self-dual codes with an automorphism of order 3 having 3 or fewer 3-cycles.
For codes of length 20, Lee-extremal self-dual codes with automorphisms of order 3 having 4
or 5 3-cycles or order 5 having 2 5-cycles are unclassified. From Tables 16 and 17, there indeed
are such codes with automorphism having 4 or 5 3-cycles or 2 5-cycles. The other cases have been
settled. In the case where σ has order 5 with 4 5-cycles, gen(E1(σ )∗) has one of the following
forms:
⎡⎣β0 β0 β β + ua0 uβ0 0 uβ11
0 0 uβ0 uβ0
⎤⎦ , (16)
[
β0 0 ua β + ub
0 β0 β0 + uc ua4
]
, or (17)[
β0 0 β + ua β2 + ub
0 β0 β2 + uc β13 + ud
]
. (18)
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Length 20 Lee-extremal self-dual codes with σ = (1,2,3,4,5) · · · (16,17,18,19,20)
Code gen(Φ(C(σ ))) gen(E1(σ )∗) Group Forms (r, c)
1 K2 +K2 : 1,2,3,4 (17), (a, b, c) = (0, β5, β5) 214 · 52 (5,2), (5,4)
2 D4 : 1,2,3,4 (17), (a, b, c) = (0, β5, β5) 214 · 52 (5,2), (5,4)
3 K2 +K2 : 1,2,3,4 (17), (a, b, c) = (β0, β5, β10) 215 · 32 · 5 (3,6), (5,4)
4 D4 : 1,2,3,4 (17), (a, b, c) = (β0, β5, β10) 215 · 32 · 5 (3,6), (5,4)
5 K2 +K2 : 1,3,2,4 (16), a = 0 214 · 32 · 5 (3,6), (5,4)
6 K2 +K2 : 1,3,2,4 (16), a = β 214 · 32 · 5 (3,6), (5,4)
7 D4 : 1,2,3,4 (16), a = 0 214 · 32 · 5 (3,6), (5,4)
8 D4 : 1,2,3,4 (16), a = β 214 · 32 · 5 (3,6), (5,4)
9 A41 : 1,2,3,4 (18), (a, b, c, d) = (0,0,0,0) 210 · 32 · 5 (3,5), (3,6), (5,4)
10 K4 : 1,2,3,4 (18), (a, b, c, d) = (0,0, β2, β13) 210 · 32 · 5 (3,5), (3,6), (5,4)
11 K2 +K2 : 1,2,3,4 (17), (a, b, c) = (β0,0, β0) 214 · 3 · 5 (3,4), (5,4)
12 D4 : 1,2,3,4 (17), (a, b, c) = (β0,0, β0) 214 · 3 · 5 (3,4), (5,4)
13 A21 +K2 : 1,2,3,4 (17), (a, b, c) = (β0,0,0) 213 · 3 · 5 (3,4), (5,4)
14 K2 +K2 : 1,2,3,4 (17), (a, b, c) = (β,0, β10) 212 · 3 · 5 (3,6), (5,4)
15 D4 : 1,2,3,4 (17), (a, b, c) = (β,0, β10) 212 · 3 · 5 (3,6), (5,4)
16 A41 : 1,2,3,4 (18), (a, b, c, d) = (0, β7, β7,0) 210 · 3 · 5 (3,6), (5,4)
17 K2 +K2 : 1,2,3,4 (18), (a, b, c, d) = (0, β2, β2,0) 210 · 3 · 5 (3,6), (5,4)
18 K2 +K2 : 1,3,2,4 (18), (a, b, c, d) = (0, β7, β7,0) 210 · 3 · 5 (3,6), (5,4)
19 K4 : 1,2,3,4 (18), (a, b, c, d) = (0, β7, β12, β13) 210 · 3 · 5 (3,6), (5,4)
20 D4 : 1,2,3,4 (18), (a, b, c, d) = (0,0,0,0) 210 · 3 · 5 (3,6), (5,4)
21 D4 : 1,2,3,4 (18), (a, b, c, d) = (β,β7, β7, β13) 210 · 3 · 5 (3,6), (5,4)
22 A21 +K2 : 1,3,2,4 (18), (a, b, c, d) = (0,0, β2, β13) 29 · 3 · 5 (3,6), (5,4)
23 K2 +K2 : 1,2,3,4 (18), (a, b, c, d) = (0, β7, β7,0) 29 · 3 · 5 (3,6), (5,4)
24 D4 : 1,2,3,4 (18), (a, b, c, d) = (0,0, β2, β13) 29 · 3 · 5 (3,6), (5,4)
25 D4 : 1,2,4,3 (18), (a, b, c, d) = (0, β7, β7,0) 29 · 3 · 5 (3,6), (5,4)
26 K4 : 1,2,3,4 (18), (a, b, c, d) = (β0, β4, β4, β5) 28 · 3 · 5 (3,6), (5,4)
27 D4 : 1,2,3,4 (18), (a, b, c, d) = (β0, β4, β4, β5) 24 · 3 · 5 (3,6), (5,4)
28 D4 : 1,2,3,4 (18), (a, b, c, d) = (β0, β8, β8, β5) 24 · 3 · 5 (3,6), (5,4)
29 A41 : 1,2,3,4 (18), (a, b, c, d) = (0,0, β7, β3) 23 · 3 · 5 (3,5), (5,4)
30 K2 +K2 : 1,2,3,4 (18), (a, b, c, d) = (β0, β4, β4, β5) 23 · 3 · 5 (3,6), (5,4)
31 K2 +K2 : 1,3,4,2 (18), (a, b, c, d) = (β0, β4, β4, β5) 23 · 3 · 5 (3,6), (5,4)
32 D4 : 1,2,4,3 (18), (a, b, c, d) = (β0, β4, β4, β5) 23 · 3 · 5 (3,6), (5,4)
33 D4 : 1,3,2,4 (18), (a, b, c, d) = (β0, β4, β4, β5) 23 · 3 · 5 (3,6), (5,4)
34 K4 : 1,2,3,4 (18), (a, b, c, d) = (0,0, β7, β3) 22 · 3 · 5 (3,5), (5,4)
35 K2 +K2 : 1,2,3,4 (17), (a, b, c) = (β0, β5, β5) 213 · 5 (5,4)
36 D4 : 1,2,3,4 (17), (a, b, c) = (β0, β5, β5) 213 · 5 (5,4)
37 A21 +K2 : 1,2,3,4 (17), (a, b, c) = (β0, β5, β5) 212 · 5 (5,4)
38 K2 +K2 : 1,2,3,4 (17), (a, b, c) = (β,0,0) 212 · 5 (5,4)
39 K2 +K2 : 1,2,3,4 (17), (a, b, c) = (β,0, β0) 212 · 5 (5,4)
40 K2 +K2 : 1,2,3,4 (17), (a, b, c) = (β,β5, β10) 212 · 5 (5,4)
41 D4 : 1,2,3,4 (17), (a, b, c) = (β,0,0) 212 · 5 (5,4)
42 D4 : 1,2,3,4 (17), (a, b, c) = (β,0, β0) 212 · 5 (5,4)
43 D4 : 1,2,3,4 (17), (a, b, c) = (β,β5, β10) 212 · 5 (5,4)
44 A21 +K2 : 1,2,3,4 (17), (a, b, c) = (β0,0, β5) 211 · 5 (5,4)
45 A21 +K2 : 1,2,3,4 (17), (a, b, c) = (β,β5, β5) 211 · 5 (5,4)
46 K2 +K2 : 1,2,3,4 (17), (a, b, c) = (β0,0, β5) 211 · 5 (5,4)
47 K2 +K2 : 1,2,3,4 (17), (a, b, c) = (β,0, β5) 211 · 5 (5,4)
48 K4 : 1,2,3,4 (18), (a, b, c, d) = (β0, β4, β11, β11) 211 · 5 (5,4)
49 D4 : 1,2,3,4 (17), (a, b, c) = (β0,0, β5) 211 · 5 (5,4)(continued on next page)
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Code gen(Φ(C(σ ))) gen(E1(σ )∗) Group Forms (r, c)
50 D4 : 1,2,3,4 (17), (a, b, c) = (β,0, β5) 211 · 5 (5,4)
51 A21 +K2 : 1,3,2,4 (18), (a, b, c, d) = (0, β7, β7,0) 28 · 5 (5,4)
52 A21 +K2 : 1,3,2,4 (18), (a, b, c, d) = (0, β7, β12, β13) 28 · 5 (5,4)
53 K2 +K2 : 1,3,2,4 (18), (a, b, c, d) = (0, β7, β12, β13) 28 · 5 (5,4)
54 D4 : 1,2,3,4 (18), (a, b, c, d) = (0, β7, β12, β13) 28 · 5 (5,4)
55 A41 : 1,2,3,4 (18), (a, b, c, d) = (β0, β4, β4, β5) 27 · 5 (5,4)
56 A21 +K2 : 1,2,3,4 (18), (a, b, c, d) = (0, β7, β7,0) 27 · 5 (5,4)
57 D4 : 1,2,4,3 (18), (a, b, c, d) = (0, β7, β12, β13) 27 · 5 (5,4)
58 D4 : 1,2,3,4 (18), (a, b, c, d) = (β0, β4, β11, β11) 26 · 5 (5,4)
59 K2 +K2 : 1,2,3,4 (18), (a, b, c, d) = (β0, β4, β11, β11) 25 · 5 (5,4)
60 D4 : 1,2,4,3 (18), (a, b, c, d) = (β0, β4, β11, β11) 25 · 5 (5,4)
61 A41 : 1,2,3,4 (18), (a, b, c, d) = (β0, β4, β8, β12) 23 · 5 (5,4)
62 A21 +K2 : 1,2,3,4 (18), (a, b, c, d) = (0, β2, β7, β8) 23 · 5 (5,4)
63 K2 +K2 : 1,2,3,4 (18), (a, b, c, d) = (β0, β4, β8, β12) 23 · 5 (5,4)
64 K4 : 1,2,3,4 (18), (a, b, c, d) = (β0, β4, β8, β12) 23 · 5 (5,4)
65 K4 : 1,2,3,4 (18), (a, b, c, d) = (β0, β4, β10, β9) 23 · 5 (5,4)
66 D4 : 1,3,2,4 (18), (a, b, c, d) = (β0, β4, β8, β12) 23 · 5 (5,4)
67 D4 : 1,2,4,3 (18), (a, b, c, d) = (β0, β4, β10, β9) 23 · 5 (5,4)
68 D4 : 1,2,4,3 (18), (a, b, c, d) = (β0, β8, β11, β9) 23 · 5 (5,4)
69 D4 : 1,3,2,4 (18), (a, b, c, d) = (β0, β10, β11, β12) 23 · 5 (5,4)
70 A21 +K2 : 1,2,3,4 (18), (a, b, c, d) = (β0, β4, β8, β12) 22 · 5 (5,4)
71 K2 +K2 : 1,3,2,4 (18), (a, b, c, d) = (β0, β4, β8, β12) 22 · 5 (5,4)
72 K2 +K2 : 1,3,2,4 (18), (a, b, c, d) = (β0, β4, β10, β9) 22 · 5 (5,4)
73 D4 : 1,2,3,4 (18), (a, b, c, d) = (0,0, β7, β3) 22 · 5 (5,4)
74 D4 : 1,2,4,3 (18), (a, b, c, d) = (0, β2, β7, β8) 22 · 5 (5,4)
75 D4 : 1,2,3,4 (18), (a, b, c, d) = (β0, β4, β8, β12) 22 · 5 (5,4)
76 D4 : 1,2,4,3 (18), (a, b, c, d) = (β0, β4, β8, β12) 22 · 5 (5,4)
77 D4 : 1,2,3,4 (18), (a, b, c, d) = (β0, β4, β10, β9) 22 · 5 (5,4)
78 D4 : 1,3,2,4 (18), (a, b, c, d) = (β0, β4, β10, β9) 22 · 5 (5,4)
79 A21 +K2 : 1,2,3,4 (18), (a, b, c, d) = (β0, β4, β4, β5) 2 · 5 (5,4)
80 A21 +K2 : 1,3,4,2 (18), (a, b, c, d) = (β0, β4, β4, β5) 2 · 5 (5,4)
81 A21 +K2 : 1,3,2,4 (18), (a, b, c, d) = (β0, β4, β8, β12) 2 · 5 (5,4)
Theorem 5.12. Lee-extremal self-dual codes of length 20 have dL = 8. There are no such codes
with an automorphism of odd prime order 7 or greater, order 5 with 1 or 3 5-cycles, or order
3 with 3 or fewer 3-cycles. There are 81 inequivalent Lee-extremal self-dual codes, listed in Ta-
ble 16, with an automorphism of order 5 having 4 5-cycles. (In this table the notation Ai1 means
the direct sum of i copies ofA1.) All Lee-extremal self-dual codes with an automorphism of order
3 having 6 3-cycles also have an automorphism of order 5 with 4 5-cycles (and hence are listed
in Table 16) or have an automorphism group of order 2k · 3j with j  3. There are 24 codes
with automorphism groups of order 2k · 3j , with 2 j  3 having an element of order 3 with 6
3-cycles; these are given in Table 17. Up to equivalence there are 840 Lee-extremal self-dual
codes, presented in Table 18, with an automorphism of order 3 having 6 3-cycles and automor-
phism group of order 2k · 3. (The entries in Table 18 are interpreted as follows. The first 6 entries
before the first semicolon are the columns of gen(Φ(C(σ ))) that are the 3-cycle coordinates in the
order listed. The entry between the semicolons gives gen(E1(σ )∗) using Table 12. The remaining
entry is k where the automorphism group has order 2k · 3.) Of the total 945 codes enumerated,
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Lee-extremal self-dual codes of length 20 where σ = (1,2,3) · · · (16,17,18) and automorphism group has order 2k · 32
or 2k · 33
Code gen(Φ(C(σ ))) gen(E1(σ )∗) Group Forms (r, c)
82 [8,2]_2d4b : 1,2,3,5,6,7 Table 12 : 27 24 · 33 (3,5), (3,6)
83 K4 +K4 : 1,2,3,5,6,7 Table 12 : 19 212 · 32 (3,6)
84 [8,2]_2d4b : 1,2,3,5,6,7 Table 12 : 19 212 · 32 (3,6)
85 K4 +K4 : 1,2,3,5,6,7 Table 12 : 21 211 · 32 (3,6)
86 [8,4]_e8a : 1,3,5,2,4,6 Table 12 : 21 211 · 32 (3,6)
87 [8,4]_e8a : 1,3,5,2,4,6 Table 12 : 26 211 · 32 (3,6)
88 [8,2]_2d4b : 1,2,3,5,6,7 Table 12 : 21 211 · 32 (3,6)
89 [8,4]_e8b : 1,3,4,7,5,6 Table 12 : 21 211 · 32 (3,6)
90 [8,4]_e8b : 1,3,4,7,5,6 Table 12 : 26 211 · 32 (3,6)
91 [8,3]_d4 + 2d2f : 1,2,3,5,6,7 Table 12 : 27 27 · 32 (3,5), (3,6)
92 [8,3]_d4 + 2d2a : 1,2,3,4,6,8 Table 12 : 27 25 · 32 (3,5), (3,6)
93 [8,3]_d4 + 2d2a : 1,2,3,4,6,8 Table 12 : 28 25 · 32 (3,5), (3,6)
94 [8,3]_d4 + 2d2e : 1,2,3,4,5,7 Table 12 : 27 25 · 32 (3,5), (3,6)
95 [8,2]_f1 : 1,2,3,4,5,7 Table 12 : 28 25 · 32 (3,5), (3,6)
96 K4 +K4 : 1,2,5,6,3,7 Table 12 : 29 23 · 32 (3,6)
97 [8,4]_e8a : 1,2,3,4,5,6 Table 12 : 19 23 · 32 (3,6)
98 [8,2]_2d4b : 1,2,5,6,3,7 Table 12 : 29 23 · 32 (3,6)
99 [8,3]_d4 + 2d2f : 3,2,5,1,6,7 Table 12 : 28 23 · 32 (3,5), (3,6)
100 [8,4]_e8b : 1,3,5,4,6,7 Table 12 : 20 23 · 32 (3,6)
101 [8,4]_e8b : 1,3,4,5,6,7 Table 12 : 23 23 · 32 (3,6)
102 [8,4]_e8a : 1,2,3,4,5,6 Table 12 : 21 22 · 32 (3,6)
103 [8,4]_e8a : 1,2,3,4,5,6 Table 12 : 26 22 · 32 (3,6)
104 [8,4]_e8b : 1,3,5,4,6,7 Table 12 : 22 22 · 32 (3,6)
105 [8,4]_e8b : 1,3,4,5,6,7 Table 12 : 24 22 · 32 (3,6)
496 are both Type I and not Type IV, 289 are both Type II and not Type IV, 150 are both Type I
and Type IV, and 10 are both Type II and Type IV.
6. Some proofs
In this section we outline a few of the proofs that either restrict forms or eliminate cases.
Theorem 6.1. Let C be a Lee-extremal/optimal self-dual code of length n. Let σ be a permutation
automorphism of order 3 with c 3-cycles. If 1 c 3, then n 10.
Proof. We first remark that Lee-extremal/optimal codes of length 11 or more have minimum
Lee weight at least 6.
As E1(σ )∗ = (τ−1(E1(σ )∗))⊥ by Theorem 2.5(i) under the bilinear form 〈·,·〉J of (2), when
1 c 3, up to cycle ordering and application of elements in W and G, gen(E1(σ )∗) is one of
[
uα0
]
,
[
uα0 0
0 uα0
]
,
[
α0 α0 + ua ],
⎡⎣uα0 0 00 uα0 0
0 0 uα0
⎤⎦ , or
[
α0 0 α0 + ua
0 uα0 0
]
,
where a = 0 or α0. But each row of gen(E1(σ )∗) leads to a vector in E(σ ) of Lee weight 4. 
706 W.C. Huffman / Finite Fields and Their Applications 13 (2007) 681–712Table 18
Lee-extremal self-dual codes of length 20 where σ = (1,2,3) · · · (16,17,18)
gen(Φ(C(σ ))) =K4 +K4
1,2,3,5,6,7;13;12
gen(Φ(C(σ ))) =K4 +D4
1,2,5,3,6,7;7;8 1,2,5,3,6,7;11;8 6,5,2,3,1,7;13;6 1,2,3,5,6,7;19;6 1,2,3,5,6,7;21;5 1,2,5,6,3,7;29;2
1,2,5,7,6,3;30;2
gen(Φ(C(σ ))) =D4 +D4
1,2,5,3,6,7;7;3 1,2,6,3,5,7;7;11 1,3,5,2,7,6;8;9 1,2,5,3,6,7;11;3 1,2,6,3,7,5;11;11 2,1,5,3,6,7;11;9
2,1,3,6,5,7;13;11 2,1,3,6,5,7;14;9 1,2,3,5,6,7;19;11 1,2,3,5,7,6;19;3 1,2,3,5,6,7;20;9 1,2,3,5,6,7;21;8
1,2,3,5,7,6;21;2 1,2,3,5,6,7;22;10 1,2,3,5,6,7;27;4 1,2,3,5,6,7;29;2 1,2,3,6,5,7;29;2 1,2,6,3,5,7;29;4
1,2,6,5,3,7;29;3 1,6,3,5,2,7;30;1 1,3,5,6,2,7;30;1 1,3,5,7,2,6;30;2 1,3,5,6,2,7;32;2 1,3,5,7,2,6;32;3
gen(Φ(C(σ ))) = [8,3]_d4 + 2d2a
1,2,3,4,6,8;29;5 1,2,3,6,4,8;29;3 1,2,3,4,6,8;30;5 1,2,3,6,4,8;30;3
gen(Φ(C(σ ))) = [8,3]_d8a
1,2,3,5,4,7;3;13 1,2,3,5,4,7;8;14 1,2,3,4,5,7;11;7 1,2,3,5,4,7;11;16 5,1,3,2,7,4;11;14 1,2,5,3,4,7;13;13
1,5,2,3,7,4;14;13 5,1,2,7,3,4;14;14 1,5,2,3,7,4;20;14 1,2,3,4,5,7;21;4 1,2,5,3,4,7;21;13 1,5,2,3,7,4;22;15
1,2,3,4,5,7;30;3 1,2,3,4,5,7;31;5 1,2,3,4,5,7;32;4 1,2,3,5,4,7;32;2 1,3,4,5,7,2;33;3 5,1,2,7,3,4;33;5
gen(Φ(C(σ ))) = [8,4]_4d2a
1,2,3,5,4,7;3;9 1,2,3,5,4,7;8;10 1,2,3,4,5,7;11;3 1,2,3,5,4,7;11;12 5,1,3,2,7,4;11;10 1,2,5,3,4,7;13;9
1,5,2,3,7,4;14;9 5,1,2,7,3,4;14;10 1,5,2,3,7,4;20;10 1,2,3,4,5,7;21;2 1,2,5,3,4,7;21;9 1,5,2,3,7,4;22;11
1,2,3,4,5,7;27;5 1,2,3,4,5,7;29;4 1,2,3,5,4,7;29;2 1,2,5,7,3,4;29;3 1,3,4,2,5,7;29;5 1,2,3,4,5,7;30;3
gen(Φ(C(σ ))) = [8,4]_4d2c
1,2,3,5,4,7;7;11 1,2,3,5,4,7;8;9 1,2,3,5,4,7;11;11 5,1,3,2,7,4;11;9 5,1,2,7,3,4;13;11 5,1,2,7,3,4;14;9
1,2,5,3,4,7;19;11 1,5,2,3,7,4;20;9 1,2,5,3,4,7;21;8 1,5,2,3,7,4;22;10 3,2,1,4,5,7;28;4 1,2,3,4,5,7;29;3
1,2,3,4,5,7;30;3 1,3,2,4,5,7;30;3 1,3,2,5,4,7;30;1 1,5,2,7,3,4;30;3 3,1,2,4,5,7;30;4 3,1,2,5,4,7;30;3
1,2,3,4,5,7;31;4 1,2,3,4,5,7;32;3 1,2,3,5,4,7;32;1 1,5,2,7,3,4;33;3 3,1,2,5,7,4;33;3 5,1,2,7,3,4;33;4
gen(Φ(C(σ ))) = [8,4]_e8a
1,3,2,5,4,6;3;14 1,2,3,4,5,6;4;8 1,3,2,5,4,6;4;14 1,3,2,5,4,6;5;14 1,2,3,4,5,6;6;8 1,3,2,5,4,6;6;14
1,3,4,5,2,6;9;12 1,3,5,4,2,6;9;11 1,2,3,5,4,6;10;11 1,2,3,4,5,6;11;2 1,2,3,5,4,6;11;9 1,3,4,5,2,6;11;11
1,3,5,4,2,6;11;8 1,2,3,5,4,6;12;8 1,3,2,5,4,6;14;8 1,3,5,2,4,6;14;11 1,2,3,4,5,6;15;3 1,2,3,5,6,4;15;8
1,3,4,2,5,6;15;11 1,3,5,2,4,6;15;14 1,3,2,5,4,6;17;8 1,3,5,2,4,6;17;11 1,2,3,4,5,6;18;3 1,2,3,5,6,4;18;8;
1,3,4,2,5,6;18;11 1,3,5,2,4,6;18;12 1,2,3,5,6,4;19;11 1,2,3,5,6,4;20;11 1,3,5,2,4,6;20;12 1,2,3,5,6,4;21;8
1,2,3,4,5,6;22;2 1,2,3,5,6,4;22;8 1,3,2,5,4,6;22;9 1,2,3,4,5,6;24;2 1,2,3,5,6,4;24;9 1,3,4,2,5,6;24;8
1,3,5,2,4,6;24;11 1,2,3,5,6,4;26;8 1,2,3,5,6,4;33;2 1,3,4,2,5,6;33;3 1,3,5,2,4,6;33;3 1,3,5,2,6,4;33;3
1,2,3,5,6,4;34;4 1,2,3,5,6,4;35;2 1,3,4,2,5,6;35;4 1,3,5,2,4,6;35;2 1,2,3,4,5,6;36;2 1,2,3,5,4,6;36;5
1,3,2,5,4,6;36;3
gen(Φ(C(σ ))) = [8,2]_2d4b
1,2,3,5,6,7;13;12 1,2,3,5,6,7;29;4
gen(Φ(C(σ ))) = [8,3]_d4 + 2d2e
1,2,3,4,5,7;29;5 1,2,3,5,4,7;30;3 1,2,5,3,6,7;7;10 1,2,5,3,6,7;11;10 1,2,3,5,6,7;13;7 7,2,5,3,6,1;13;8
1,2,3,5,6,7;19;8 1,2,3,5,6,7;21;7 1,2,3,5,6,7;29;6 1,2,5,6,3,7;30;6
gen(Φ(C(σ ))) = [8,2]_f1
1,2,3,5,4,7;29;3 1,2,3,4,5,7;30;5 1,2,3,5,4,7;30;7 1,2,5,6,3,7;29;4 1,2,5,3,6,7;30;4 1,2,5,6,3,7;30;2
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gen(Φ(C(σ ))) = [8,3]_d8b
1,3,4,5,6,7;3;13 1,3,5,4,6,7;7;7 1,3,5,4,7,6;8;14 1,3,5,4,6,7;11;7 1,3,5,4,7,6;11;14 3,1,7,4,5,6;11;16
1,3,4,5,6,7;13;4 3,1,4,5,6,7;13;5 3,1,4,5,7,6;13;13 1,3,4,7,5,6;14;14 3,1,4,5,7,6;14;13 1,3,4,5,6,7;19;5
1,3,4,7,5,6;20;14 1,3,4,5,6,7;21;4 1,3,4,7,5,6;21;13 1,3,4,7,5,6;22;15 1,3,4,5,6,7;27;5 1,3,4,5,6,7;28;4
1,3,4,5,6,7;29;3 1,3,4,7,5,6;29;5 1,3,5,4,6,7;29;2 1,3,5,7,4,6;29;4 1,3,4,5,6,7;30;3 1,3,5,4,6,7;30;1
1,3,4,7,5,6;30;4 1,3,5,7,4,6;30;3 1,7,3,4,5,6;30;5 1,3,5,4,6,7;32;2 1,3,4,5,7,6;33;3 1,2,3,5,4,7;3;10
1,2,3,4,5,7;7;7 1,2,3,5,4,7;8;13 1,2,3,4,5,7;11;7 1,2,3,4,7,5;11;7 5,1,3,2,7,4;11;13 1,2,3,4,5,7;13;5
1,2,3,5,4,7;13;4 5,1,2,7,3,4;14;11 1,2,3,4,5,7;19;5 1,5,2,3,7,4;20;11 1,2,3,4,5,7;21;4 1,2,3,4,7,5;21;4
1,5,2,3,7,4;22;10 3,2,1,4,5,7;28;4 1,2,3,5,4,7;29;1 1,2,3,4,5,7;30;3 1,2,3,5,4,7;30;2 3,2,1,4,5,7;30;4
3,7,2,5,4,1;30;2 2,3,1,4,5,7;30;3
gen(Φ(C(σ ))) = [8,4]_4d2h
1,5,3,6,7,8;3;11 1,3,5,6,7,8;7;5 1,5,7,6,3,8;8;12 1,3,5,6,7,8;11;5 1,5,7,6,3,8;11;12 5,1,3,6,7,8;11;14
1,3,5,6,7,8;13;4 5,1,3,7,6,8;13;5 5,1,6,7,3,8;13;11 1,5,6,3,7,8;14;12 5,1,6,7,3,8;14;11 1,3,5,6,7,8;19;5
1,5,6,3,7,8;20;12 1,3,5,6,7,8;21;4 1,5,6,3,7,8;21;11 1,5,6,3,7,8;22;13 1,3,5,6,7,8;28;4 1,3,5,6,7,8;29;3
1,3,5,7,6,8;29;2 1,3,5,6,7,8;30;7 1,3,5,7,6,8;30;5 1,5,6,3,7,8;30;4 1,5,7,3,6,8;30;3 1,5,6,7,3,8;30;7
1,5,7,6,3,8;32;2 1,3,5,6,7,8;33;3 1,2,3,5,6,7;3;7 1,2,5,3,7,6;7;2 1,2,5,3,6,7;8;8 1,2,3,5,6,7;11;2
3,1,5,2,7,6;11;8 1,2,3,5,7,6;13;2 1,2,3,7,5,6;13;2 3,1,2,5,6,7;13;4 3,1,2,7,5,6;14;6 1,2,3,5,7,6;19;2
1,3,2,5,7,6;20;6 1,2,5,3,6,7;21;1 1,3,2,5,7,6;22;5 1,2,5,6,3,7;29;4 1,2,5,7,3,6;29;1 3,2,5,6,1,7;30;3
3,2,5,7,1,6;30;2 3,7,2,1,5,6;30;4 2,3,1,5,6,7;30;3 3,5,2,7,1,6;30;2 1,2,5,7,3,6;32;1 1,2,3,5,4,7;3;9
1,2,3,4,5,7;7;3 1,2,3,5,4,7;8;10 1,2,3,4,5,7;11;3 1,2,3,5,4,7;11;12 5,1,3,2,7,4;11;10 1,2,3,4,5,7;13;3
1,2,3,5,4,7;13;2 1,2,5,3,4,7;13;9 1,5,2,3,7,4;14;9 5,1,2,7,3,4;14;10 1,2,3,4,5,7;19;3 1,5,2,3,7,4;20;10
1,2,3,4,5,7;21;2 1,2,5,3,4,7;21;9 1,5,2,3,7,4;22;11 1,2,3,5,4,7;29;2 1,2,3,5,4,7;30;1 1,5,3,2,4,7;30;3
1,2,3,4,5,7;31;5 1,2,3,4,5,7;32;4 1,2,3,5,4,7;32;2 5,1,2,7,3,4;33;5
gen(Φ(C(σ ))) = [8,4]_4d2k
1,2,3,5,6,7;3;10 1,2,5,3,6,7;7;11 1,2,5,3,7,6;7;3 1,2,5,3,6,7;8;11 1,2,3,5,6,7;11;3 1,2,5,3,6,7;11;11
3,1,5,2,7,6;11;11 1,2,3,5,6,7;13;8 1,2,3,5,7,6;13;3 1,2,3,7,5,6;13;4 3,1,2,7,5,6;13;11 1,3,2,5,7,6;14;8
3,1,2,7,5,6;14;9 1,2,3,5,6,7;19;11 1,2,3,5,7,6;19;3 1,3,2,5,7,6;20;9 1,2,3,5,6,7;21;8 1,2,5,3,6,7;21;2
1,3,2,5,7,6;22;10 1,2,5,6,3,7;29;3 1,2,5,7,6,3;30;1 1,2,5,6,3,7;30;6 1,2,5,6,3,7;32;3 1,2,5,7,3,6;32;4
1,2,3,5,4,7;3;11 1,2,3,4,5,7;7;5 1,2,3,5,4,7;8;12 1,2,3,4,5,7;11;5 1,2,3,5,4,7;11;14 5,1,3,2,7,4;11;12
1,2,3,4,5,7;13;5 1,2,3,5,4,7;13;4 1,2,5,3,4,7;13;11 1,5,2,3,7,4;14;11 5,1,2,7,3,4;14;12 1,2,3,4,5,7;19;5
1,5,2,3,7,4;20;12 1,2,3,4,5,7;21;4 1,2,5,3,4,7;21;11 1,5,2,3,7,4;22;13 1,2,3,5,4,7;29;2 1,2,3,5,4,7;30;5
1,5,3,2,4,7;30;7 1,2,3,5,4,7;32;2
gen(Φ(C(σ ))) = [8,3]_d4 + 2d2f
1,2,5,3,7,8;7;8 1,2,7,5,8,3;11;8 5,2,7,1,3,8;11;8 1,2,3,5,7,8;13;6 1,2,3,5,7,8;19;6 1,2,3,5,7,8;21;5
1,2,3,7,5,8;29;2 1,2,7,5,3,8;30;2 7,1,8,5,2,3;30;2 7,8,1,5,2,3;30;2 1,2,5,3,6,7;7;10 1,2,5,3,6,7;8;10
1,2,5,3,6,7;11;10 7,2,5,6,3,1;11;10 1,2,3,5,6,7;13;7 7,2,5,3,6,1;13;8 7,2,5,3,6,1;14;8 2,7,5,6,3,1;14;7
1,2,3,5,6,7;19;8 7,2,5,3,6,1;20;8 1,2,3,5,6,7;21;7 7,2,5,3,6,1;22;7 1,2,3,5,6,7;29;2 1,2,3,7,5,6;29;7
1,2,5,6,3,7;29;6 1,2,5,3,6,7;30;6 1,2,5,6,3,7;30;2 1,5,2,3,6,7;30;2 1,5,2,6,3,7;30;6 1,5,6,2,3,7;30;3
5,7,2,6,3,1;30;7 1,2,5,3,6,7;32;6 1,2,5,6,3,7;32;2 7,5,6,2,3,1;33;3
gen(Φ(C(σ ))) = [8,4]_4d2j
1,5,3,6,7,8;3;10 1,3,5,6,7,8;7;2 1,5,7,6,3,8;7;11 1,5,7,6,3,8;8;11 1,3,5,6,7,8;11;2 1,5,7,6,3,8;11;11
5,1,3,6,7,8;11;11 1,3,5,6,7,8;13;4 1,3,5,7,6,8;13;4 1,5,6,3,7,8;13;11 5,1,3,7,6,8;13;2 5,1,6,7,3,8;13;8
1,5,6,3,7,8;14;9 5,1,6,7,3,8;14;8 1,3,5,6,7,8;19;2 1,5,6,3,7,8;19;11 1,6,5,3,7,8;20;9 1,3,5,6,7,8;21;1
1,5,6,3,7,8;21;8 1,6,5,3,7,8;22;10 1,3,5,6,7,8;27;4 5,3,8,6,7,1;28;4 1,3,5,7,6,8;29;3 1,3,7,8,5,6;29;5
1,5,6,3,7,8;29;4 1,5,7,3,6,8;29;3 1,3,5,6,7,8;30;3 1,3,5,7,6,8;30;1 1,3,7,5,6,8;30;1 1,3,7,8,5,6;30;3
1,5,6,3,7,8;30;8 1,5,7,3,6,8;30;3 1,7,5,3,6,8;30;7 1,7,8,3,5,6;30;4 1,5,6,7,3,8;30;3 1,7,8,5,3,6;30;3
1,5,7,3,6,8;31;4 1,5,7,3,6,8;32;3 1,5,7,6,3,8;32;3 1,3,5,6,7,8;33;5 1,5,6,3,7,8;33;4 1,2,5,3,7,8;7;2
1,2,7,3,8,5;8;10 1,2,5,3,7,8;11;2 3,1,7,2,5,8;11;10 1,2,3,5,7,8;13;2 3,1,2,5,7,8;14;8 1,2,3,5,7,8;19;2
1,3,2,7,5,8;20;8 1,2,3,5,7,8;21;1 1,3,2,7,5,8;22;7 3,2,8,5,7,1;28;3 1,2,3,5,7,8;29;4 1,2,3,7,5,8;29;3
1,2,7,8,3,5;29;2 3,2,8,5,7,1;30;2 3,2,8,1,5,7;30;1 3,8,2,5,7,1;30;6 3,8,2,7,5,1;30;1 3,8,7,5,2,1;30;3
1,3,8,2,5,7;30;2 1,2,7,5,3,8;32;3 1,2,3,5,6,7;3;7 1,2,5,3,7,6;7;2 1,2,5,3,6,7;8;8 1,2,3,5,6,7;11;2
1,2,7,3,6,5;11;2 3,1,5,2,7,6;11;8 1,2,3,5,7,6;13;2 1,2,3,7,5,6;13;2 1,2,5,3,6,7;13;4 3,1,2,5,6,7;13;4
3,1,2,7,5,6;14;6 1,2,3,5,7,6;19;2 1,3,2,5,7,6;20;6 1,2,3,5,7,6;21;1 1,2,5,3,6,7;21;1 1,3,2,5,7,6;22;5
1,2,3,5,6,7;29;1 1,2,3,7,5,6;29;2 1,2,5,7,3,6;29;1 1,3,5,2,6,7;29;2 3,2,5,1,6,7;30;3 3,7,2,5,6,1;30;3
3,5,2,7,1,6;30;2 3,5,6,1,2,7;30;4 1,2,5,6,3,7;32;4 1,2,5,7,3,6;32;1
(continued on next page)
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gen(Φ(C(σ ))) = [8,3]_d6 + d2b
1,5,7,6,3,8;7;11 1,5,7,6,3,8;8;9 1,5,7,6,3,8;11;9 5,1,3,6,7,8;11;11 1,5,6,3,7,8;13;9 1,5,6,3,7,8;14;9
1,5,6,3,7,8;19;9 1,6,5,3,7,8;20;9 1,5,6,3,7,8;21;8 1,6,5,3,7,8;22;8 5,3,8,6,7,1;28;4 1,3,5,6,7,8;29;3
1,3,5,7,6,8;29;1 1,3,5,6,7,8;30;5 1,3,5,7,6,8;30;1 1,3,7,5,6,8;30;1 1,3,7,8,5,6;30;5 1,5,7,3,6,8;30;3
1,7,8,3,5,6;30;4 1,5,7,3,6,8;32;7 1,5,7,6,3,8;32;1 1,3,7,8,5,6;33;3 1,5,6,3,7,8;33;8 1,2,7,3,8,5;7;8
1,2,7,3,8,5;8;10 1,2,8,3,7,5;11;8 3,1,7,2,5,8;11;10 3,1,2,5,7,8;13;8 3,1,2,5,7,8;14;8 1,2,3,7,8,5;19;8
1,3,2,7,5,8;20;8 1,2,3,7,8,5;21;7 1,3,2,7,5,8;22;7 3,2,1,5,7,8;28;7 1,2,5,7,3,8;29;1 1,2,7,8,3,5;29;2
3,2,1,5,7,8;30;7 3,2,1,7,5,8;30;2 3,2,8,5,7,1;30;6 3,2,8,7,5,1;30;1 3,8,2,5,7,1;30;6 3,8,2,7,5,1;30;1
2,3,1,5,7,8;30;2 1,2,7,3,5,8;32;1 1,2,7,5,3,8;32;3 1,2,7,8,3,5;32;2 1,2,5,7,3,6;29;1 3,2,1,5,6,7;30;2
3,2,5,6,1,7;30;1 3,2,5,7,1,6;30;4 2,3,1,5,6,7;30;1 3,5,2,7,1,6;30;2 1,2,5,3,6,7;32;1 1,2,5,6,3,7;32;2
1,2,5,7,3,6;32;1
gen(Φ(C(σ ))) = [8,4]_4d2i
1,3,5,4,7,8;7;3 1,3,7,4,5,8;7;11 1,3,7,4,5,8;8;9 1,3,5,4,7,8;11;3 1,3,7,4,5,8;11;9 3,1,5,4,7,8;11;11
1,3,4,5,7,8;13;11 1,3,4,5,7,8;14;9 1,3,4,5,7,8;19;11 1,3,4,7,5,8;19;3 1,3,4,5,7,8;20;9 1,3,4,5,7,8;21;8
1,3,4,7,5,8;21;2 1,3,4,5,7,8;22;10 1,3,4,5,7,8;27;4 1,3,4,5,7,8;29;4 1,3,4,7,5,8;29;2 1,3,7,4,5,8;29;2
1,3,7,5,4,8;29;3 1,3,7,5,4,8;30;2 1,3,7,4,5,8;30;1 1,3,7,4,5,8;32;2 1,3,7,5,4,8;32;3 1,3,7,8,4,5;32;2
1,3,5,4,6,7;7;2 1,3,5,4,7,6;8;10 1,3,5,4,6,7;11;2 1,3,5,4,7,6;11;10 1,3,4,5,6,7;13;2 1,3,4,7,5,6;14;8
1,3,4,5,6,7;19;2 1,3,4,7,5,6;20;8 1,3,4,5,6,7;21;1 1,3,4,7,5,6;22;7 1,3,4,5,6,7;28;7 1,3,4,5,6,7;29;2
1,3,5,4,6,7;29;1 1,3,5,6,4,7;29;3 1,3,7,4,5,6;29;4 1,3,4,7,5,6;30;7 4,3,5,1,6,7;30;1 3,7,4,5,6,1;30;1
3,5,4,6,1,7;30;6 4,5,6,1,3,7;30;2 1,3,5,4,6,7;32;3 1,3,5,6,4,7;32;1 1,3,5,7,4,6;32;2 1,7,3,4,6,5;33;2
1,2,3,5,6,7;3;10 1,2,3,5,6,7;7;3 1,2,5,3,6,7;7;11 1,2,5,3,7,6;7;3 1,2,5,3,6,7;8;11 1,2,3,5,6,7;11;3
1,2,5,3,6,7;11;11 1,2,7,3,6,5;11;3 3,1,5,2,7,6;11;11 1,2,3,5,6,7;13;8 1,2,3,5,7,6;13;3 1,2,6,5,3,7;13;3
1,2,3,7,5,6;13;4 1,2,5,3,6,7;13;4 3,1,2,7,5,6;13;11 1,3,2,5,7,6;14;8 3,1,2,7,5,6;14;9 1,2,3,5,6,7;19;11
1,2,3,5,7,6;19;3 1,2,5,3,6,7;19;3 1,3,2,5,7,6;20;9 1,2,3,5,6,7;21;8 1,2,3,5,7,6;21;2 1,2,5,3,6,7;21;2
1,3,2,5,7,6;22;10 1,2,3,5,6,7;27;4 3,2,1,5,6,7;28;7 1,2,3,5,6,7;29;4 1,2,3,7,5,6;29;4 1,2,5,6,3,7;29;3
1,3,7,2,5,6;29;4 1,2,5,3,6,7;30;1 1,2,5,7,6,3;30;1 1,5,6,3,2,7;30;2 1,2,5,6,3,7;30;6 1,5,6,2,3,7;30;7
1,3,5,2,6,7;30;2 1,2,5,3,6,7;31;4 1,2,5,6,3,7;32;3 1,2,5,7,3,6;32;4 1,5,6,3,7,2;33;4 3,1,2,7,5,6;33;4
gen(Φ(C(σ ))) = [8,4]_e8b
1,3,4,5,6,7;3;8 1,3,4,5,7,6;3;8 1,3,4,6,5,7;3;14 1,3,4,5,6,7;4;8 1,3,4,5,7,6;4;8 1,3,4,6,5,7;4;14
1,3,4,6,5,7;5;14 1,3,4,6,5,7;6;14 1,3,4,5,6,7;7;3 1,3,4,5,7,6;7;11 1,3,4,5,6,7;8;3 1,7,4,3,6,5;8;8
1,3,5,4,6,7;8;11 1,7,4,3,6,5;9;8 1,3,5,4,7,6;9;12 1,3,4,5,6,7;11;2 1,7,4,3,6,5;11;9 1,3,4,5,7,6;11;8
1,3,5,4,7,6;11;11 4,1,3,5,6,7;11;8 1,3,4,5,6,7;13;3 1,3,4,7,6,5;13;11 1,3,4,5,7,6;13;8 1,3,4,6,5,7;13;8
1,3,4,6,7,5;13;2 1,3,4,5,6,7;14;2 1,3,4,7,6,5;14;8 1,3,4,5,7,6;14;8 1,3,4,7,5,6;14;11 1,3,4,6,5,7;14;8
1,3,4,6,7,5;14;3 1,3,5,4,6,7;14;3 1,7,3,4,6,5;14;8 1,4,3,5,6,7;14;8 1,3,4,5,6,7;15;3 1,3,4,5,7,6;15;8
1,3,4,7,5,6;15;14 1,3,4,6,5,7;15;8 1,3,4,7,6,5;16;11 1,3,4,7,6,5;17;8 1,3,4,7,5,6;17;11 1,3,4,7,5,6;18;12
1,3,4,5,6,7;19;3 1,3,4,5,7,6;19;11 1,3,4,5,6,7;20;3 1,3,4,7,6,5;20;8 1,3,4,5,7,6;20;11 1,3,4,7,5,6;20;12
1,3,4,5,6,7;21;2 1,3,4,5,7,6;21;8 1,3,4,6,5,7;21;8 1,3,4,5,6,7;22;2 1,3,4,7,6,5;22;9 1,3,4,5,7,6;22;8
1,7,3,4,6,5;22;8 1,3,4,5,7,6;23;8 1,3,4,5,7,6;24;9 1,3,4,7,5,6;24;11 4,3,1,5,6,7;28;4 1,3,4,5,6,7;29;2
1,3,4,7,5,6;29;3 1,3,4,5,6,7;30;1 1,3,4,7,6,5;30;2 1,3,5,4,6,7;30;5 1,3,7,4,6,5;30;2 1,3,5,7,4,6;30;4
1,3,7,5,4,6;30;2 1,4,3,5,6,7;30;2 1,3,4,5,6,7;31;3 1,3,4,5,6,7;32;1 1,3,4,7,6,5;32;3 1,3,7,4,6,5;32;2
1,3,7,5,4,6;32;3 1,3,4,5,6,7;33;2 1,7,4,6,3,5;33;1 1,3,5,7,4,6;33;3 1,3,4,5,6,7;35;2 1,7,4,6,3,5;35;3
1,3,7,5,4,6;35;3 1,2,3,4,5,6;1;13 1,2,3,4,5,6;2;13 1,2,3,4,6,5;3;4 1,3,2,4,6,5;3;8 3,1,4,5,2,6;3;13
1,2,3,4,5,6;4;4 1,3,2,4,5,6;4;8 1,3,2,4,6,5;4;8 3,1,4,5,2,6;4;13 1,3,2,4,6,5;5;8 3,1,4,5,2,6;5;13
1,3,2,4,5,6;6;8 1,3,2,4,6,5;6;8 3,1,4,5,2,6;6;13 1,3,4,5,2,6;7;11 1,3,6,4,2,5;7;11 1,2,3,4,6,5;8;3
1,2,3,5,4,6;8;7 1,3,4,5,2,6;8;10 1,3,5,2,4,6;8;3 1,3,6,4,2,5;8;8 3,1,2,4,6,5;8;11 3,1,2,5,4,6;8;11
1,2,3,4,6,5;9;3 1,2,5,3,6,4;9;7 1,3,5,4,2,6;9;11 3,1,2,4,6,5;9;8 1,3,5,4,2,6;10;11 1,2,3,4,5,6;11;1
1,2,4,3,5,6;11;2 1,2,3,4,6,5;11;2 1,3,5,4,2,6;11;8 1,3,6,4,2,5;11;8 3,1,2,4,5,6;11;9 3,1,4,2,5,6;11;2
3,1,2,4,6,5;11;9 3,1,4,2,6,5;11;1 3,1,5,2,4,6;11;5 4,1,3,2,6,5;11;2 1,3,4,5,2,6;12;10 1,3,5,4,2,6;12;8
1,3,6,4,2,5;12;8 1,2,3,5,4,6;13;2 1,3,4,2,6,5;13;11 1,3,5,2,4,6;13;13 3,1,2,5,4,6;13;3 3,1,4,6,2,5;13;8
1,2,3,4,6,5;14;2 1,3,2,4,6,5;14;2 1,2,3,5,4,6;14;2 1,3,4,2,6,5;14;8 3,1,2,4,6,5;14;5 3,1,5,4,2,6;14;10
3,1,4,5,2,6;14;8 3,1,2,6,4,5;14;3 3,1,4,6,2,5;14;8 3,4,1,6,5,2;14;8 1,2,3,4,5,6;15;2 1,2,4,5,3,6;15;2
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gen(Φ(C(σ ))) = [8,4]_e8b (cont.)
1,3,4,2,5,6;15;11 3,1,4,5,2,6;15;8 3,1,4,6,2,5;15;8 1,3,4,2,6,5;16;11 1,3,5,2,4,6;16;11 3,1,2,5,4,6;16;3
3,1,4,6,2,5;16;8 1,3,4,2,6,5;17;8 3,1,2,4,6,5;17;5 3,1,5,4,2,6;17;10 3,1,4,5,2,6;17;8 3,1,2,6,4,5;17;3
3,1,4,6,2,5;17;8 3,4,1,6,5,2;17;8 1,3,4,2,5,6;18;11 3,1,4,5,2,6;18;8 3,1,4,6,2,5;18;8 1,2,4,3,5,6;19;3
1,3,4,2,5,6;19;11 1,4,3,2,5,6;20;8 1,3,2,5,4,6;20;5 1,4,2,3,5,6;20;3 3,4,1,5,6,2;20;11 1,2,3,4,5,6;21;1
1,2,3,4,6,5;21;2 1,2,4,3,5,6;21;2 1,3,4,2,5,6;21;8 1,3,4,2,6,5;21;8 1,3,5,2,4,6;21;10 1,2,3,4,5,6;22;1
1,4,3,2,5,6;22;9 1,2,3,4,6,5;22;2 1,4,3,2,6,5;22;9 1,5,3,2,6,4;22;11 1,2,4,3,5,6;22;2 1,3,2,4,5,6;22;1
1,3,2,5,4,6;22;4 1,4,2,3,5,6;22;2 1,3,2,4,6,5;22;2 1,3,2,6,4,5;22;4 3,4,1,5,6,2;22;8 3,4,1,6,5,2;22;8
3,5,1,4,6,2;22;10 1,2,3,5,4,6;23;3 1,2,3,5,6,4;23;5 1,3,4,2,6,5;23;11 1,3,5,2,4,6;23;13 3,1,5,4,2,6;23;10
3,1,4,6,2,5;23;8 1,2,3,4,5,6;24;2 1,2,3,4,6,5;24;1 1,2,5,4,3,6;24;4 1,2,3,5,4,6;24;2 1,2,3,5,6,4;24;4
1,3,4,2,5,6;24;8 1,3,4,2,6,5;24;8 1,3,5,2,4,6;24;10 3,1,4,5,2,6;24;9 3,1,4,6,2,5;24;9 1,3,4,2,6,5;25;11
1,3,5,2,4,6;25;11 1,3,4,2,5,6;26;8 1,3,4,2,6,5;26;8 1,2,3,4,5,6;28;2 1,3,4,2,5,6;29;3 1,3,6,2,4,5;29;3
1,2,3,4,5,6;30;1 1,2,3,5,4,6;30;1 3,2,1,4,5,6;30;3 3,2,1,6,4,5;30;3 3,6,5,4,2,1;30;2 3,6,5,2,4,1;30;1
2,3,1,4,5,6;30;2 2,3,1,6,4,5;30;2 1,3,6,2,4,5;30;2 1,3,4,2,5,6;30;2 1,3,5,4,2,6;30;1 1,3,5,2,4,6;30;2
1,3,4,2,5,6;31;3 1,3,6,2,4,5;31;3 1,2,3,6,4,5;32;1 1,3,4,2,5,6;32;3 1,3,4,5,2,6;32;1 1,3,5,4,2,6;32;2
1,2,3,4,5,6;33;2 1,2,3,6,5,4;33;2 1,2,3,4,6,5;33;2 1,2,3,5,6,4;33;1 1,2,4,3,6,5;33;2 1,2,6,3,4,5;33;2
1,3,2,4,5,6;33;1 1,3,2,6,5,4;33;1 1,3,4,2,6,5;33;3 1,3,6,2,4,5;33;3 1,3,5,2,4,6;33;3 3,1,2,6,5,4;33;1
1,2,3,5,6,4;34;3 1,2,3,5,4,6;35;2 1,2,3,5,6,4;35;2 1,2,4,6,3,5;35;2 1,3,4,5,6,2;35;2 1,4,5,3,6,2;35;2
1,3,6,4,5,2;35;2 3,4,5,6,1,2;35;3 3,5,6,4,1,2;35;3 1,3,5,4,2,6;36;3 1,3,5,6,2,4;36;3 1,3,6,4,2,5;36;3
Theorem 6.2. Let C be a Lee-extremal/optimal self-dual code of length n. Let σ be a permutation
automorphism of order 5 with c = 1 5-cycles. Then n 10.
Proof. As E1(σ )∗ = (τ−1(E1(σ )∗))⊥ by Theorem 2.5 under the inner product 〈·,·〉J ,
gen(E1(σ )∗) = [uβ0]. But then uβ = u + 0X + 0X2 + 0X3 + uX4 is in E1(σ )∗, and this vector
leads to a vector in E(σ ) of Lee weight 4. Thus n 10. 
Theorem 6.3. Let C be a Lee-extremal/optimal self-dual code of length n 9. Let σ be a permu-
tation automorphism of order 7 with c = 1 7-cycles. Then n = 10.
Proof. By Theorem 2.2, C = C(σ ) ⊕ E1(σ ) ⊕ E2(σ ). By applying τ−1 if necessary, we may
assume that either
gen
(E1(σ )∗)= [γ 0 ] and gen(E2(σ )∗)= [0 ], or (19)
gen
(E1(σ )∗)= [uγ 0 ] and gen(E2(σ )∗)= [uδ0 ]. (20)
In (19), the vector in gen(E1(σ )∗) leads to a Lee weight 4 codeword in E1(σ ). In (19), the vector
uγ 0 + uδ2 = uX2 + uX3 ∈ E1(σ )∗ ⊕ E2(σ )∗ leads to a Lee weight 4 codeword. So n  10. If
n = 9, then f = 2 and Φ(C(σ )) has length 3; also C has minimum Lee weight 4. Thus Φ(C(σ ))
is either A1 +A1 +A1 or A1 +K2. The support of an A1 component cannot be a fixed point
as this leads to a Lee weight 2 codeword in C(σ ), eliminating A1 +A1 +A1. This also shows
that the support of the K2 component in A1 +K2 is the two fixed points, again leading to a Lee
weight 2 codeword in C(σ ). 
Theorem 6.4. Let C be a Lee-extremal/optimal self-dual code of length 11 n 20. Then C has
no automorphism of order r with r = 11, 13, 17, or 19.
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Assume C has an automorphism of order r . Then an automorphism σ of order r has c = 1
r-cycles. When r ∈ {11,13,19}, 1 + X + · · · + Xr−1 is irreducible over F2 and the field I1
consists of all even weight r-tuples. Furthermore, gen(E1(σ )∗) = [uν0], where ν is a primitive
element of I1. Hence uνi = u+ uX for some i leading to a Lee weight 4 codeword in E1(σ ).
Consider the case r = 17. Then C = C(σ ) ⊕ E1(σ )⊕ E2(σ ). We may assume that either
gen
(E1(σ )∗)= [uη0 ] and gen(E2(σ )∗)= [uκ0 ], or (21)
gen
(E1(σ )∗)= [η0 ] and gen(E2(σ )∗)= [0 ], or (22)
gen
(E1(σ )∗)= [0 ] and gen(E2(σ )∗)= [κ0 ], (23)
where η0 = X+X2 +X4 +X8 +X9 +X13 +X15 +X16 and κ0 = X3 +X5 +X6 +X7 +X10 +
X11 + X12 + X14 are idempotents of I1 and I2, respectively. In (21) E1(σ )∗ ⊕ E2(σ )∗ contains
u + uX as I1 ⊕ I2 is all even weight binary 17-tuples. This yields a minimum Lee weight 4
codeword in E(σ ). To eliminate (22) and (23), note that τ−1(I1) = I1 and τ−1(I2) = I2 as
τ−1 fixes both idempotents. Therefore by Theorem 2.5(i) Ei (σ )∗ = (τ−1(Ei (σ )∗))⊥ for i = 1,2.
However 〈η0, τ−1(η0)〉J = 〈η0, η0〉J = η0, and so E1(σ )∗ = (τ−1(E1(σ )∗))⊥ in (22). Similarly,
E2(σ )∗ = (τ−1(E2(σ )∗))⊥ in (23). 
We show how to eliminate other cases for specific lengths.
Theorem 6.5. A Lee-optimal self-dual code C of length n = 13 with an automorphism σ of order
5 having 2 5-cycles does not exist.
Proof. Assume C exists. Then the minimum Lee distance of C is dL = 6 and the number of
fixed points of σ is f = 3. Φ(C(σ )) is one of A1 +A1 +A1 +A1 +A1, A1 +A1 +A1 +K2,
A1 + K2 + K2, A1 + K4, and A1 + D4. If the A1 component has its support in a fixed point
location or aK2 component has its support in two fixed point locations, then C(σ ) has a codeword
of Lee weight 2. This eliminates the first three possibilities for Φ(C(σ )). As the automorphism
groups of K4 and D4 are transitive, an examination of their generator matrices indicates that
there is a codeword in the K4, respectivelyD4, component that is zero on the 5-cycle coordinates
and 0uu, respectively 1u1, on the fixed points, leading to Lee weight 4 codewords in C(σ ). 
A similar argument to Theorem 6.5 shows that Lee-optimal codes of lengths 14 and 15 and
Lee-extremal codes of length 16 have no automorphisms with 2 5-cycles. Similarly Lee-optimal
codes of length 17 and Lee-extremal codes of lengths 18, 19, and 20 have no automorphisms
with 2 7-cycles.
We next show how we arrive at the forms for E1(σ )∗ in (8) and (9) when σ has 4 3-cycles.
This illustrates the general process for the other cases in the paper.
Theorem 6.6. Let C be a Lee-extremal/optimal code having an automorphism σ with 4 3-cycles.
Then up to equivalence under WΣ ′4G, E(σ )∗ = E1(σ )∗ is given in (8) and (9).
Proof. The length of C must be at least 12 and hence its minimum Lee weight is at least 6. Note
that application of elements in W , Σ ′4, and G to E1(σ )∗ is the same as independently scaling the
coordinates by powers of α, permuting the columns, and replacing all occurrences of αi by α2i ,
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elements of I1 + uI1  F4 + uF4. By scaling ri , we may always assume the first nonzero entry
is either α0 or uα0. By Theorem 2.5(i), E1(σ )∗ = (τ−1(E1(σ )∗))⊥ under 〈·,·〉J implying, in
particular, that after column permutation G has either:
(a) four independent rows with all nonzero entries uαi ’s;
(b) three independent rows where exactly two rows have all nonzero entries uαi ’s and the third
row has first nonzero entry α0;
(c) two independent rows where both have first nonzero entry α0.
We first remark that if uα0 is the only nonzero entry in a vector of E1(σ )∗, that vector
leads to a Lee weight 4 codeword in E(σ ). If G satisfies (a), by row reduction, all rows have
only one nonzero entry, namely uα0; this eliminates (a). Suppose that ri has one entry α0. As
〈ri , τ−1(ri )〉J = 0, exactly 0 or 2 of the other entries have form ux with x ∈ I1 (the noninvertible
elements of I1 + uI1). Furthermore, if some column of G has only noninvertible entries, then as
E1(σ )∗ = (τ−1(E1(σ )∗))⊥, there is a vector in E1(σ )∗ with uα0 in that column and 0 elsewhere,
a violation of the above remark. These arguments show that, by row reducing and permuting
columns of G, case (b) reduces to
G =
⎡⎣α0 e f g + ua0 uα0 0 uh
0 0 uα0 ui
⎤⎦ ,
where e, f , g, h and i are nonzero entries of I1 and a ∈ I1. By scaling columns 2, 3, and 4
by elements in W (i.e. powers of α), and multiplying r2 and r3 by appropriate powers of α,
we may assume e = f = g = α0. As 〈r1, τ−1(r1)〉J = 0, a = 0 or α0. As 〈r1, τ−1(r2)〉J =
〈r1, τ−1(r3)〉J = 0, h = i = α0 giving (8).
The above shows that by row reduction and permuting columns, case (c) reduces to
G =
[
α0 0 r + ub us
0 α0 v + uw x + uc
]
,
where r is a nonzero element of I1, b and s are elements of I1, and v + uw and x + uc are ele-
ments of I1 +uI1 with one invertible and one not. By scaling column 3 by a power of α, we may
assume r = α0. As 〈r1, τ−1(r1)〉J = 0, b = 0 or α0. If s = 0, r1 leads to a Lee weight 4 code-
word in E(σ ). Therefore by scaling column 4 by a power of α, we may assume s = α0. If x = 0,
column 4 has only noninvertible elements, a contradiction as in the previous paragraph. So x = 0,
v = 0, and, as with r1, w = 0. Applying w, which is a power of α, to column 2 and multiplying
r2 by w−1, we may assume w = α0. As 〈r1, τ−1(r2)〉J = 0, x = α0. As 〈r2, τ−1(r2)〉J = 0,
c = 0 or α0. This leads to (9) with the additional possibility (b, c) = (α0,0). That possibility
is permutation equivalent to (b, c) = (0, α0) by applying the permutation (1,2)(3,4) to G and
reversing r1 and r2. 
Arguments along similar lines lead to the forms for Ei (σ )∗’s for other choices of σ .
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