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Abstract
We revisit the method of Carleman linearization for systems of ordinary differ-
ential equations with polynomial right-hand sides. This transformation provides an
approximate linearization in a higher-dimensional space through the exact embed-
ding of polynomial nonlinearities into an infinite-dimensional linear system, which
is then truncated to obtain a finite-dimensional representation with an additive er-
ror. To the best of our knowledge, no explicit calculation of the error bound has
been studied. In this paper, we propose two strategies to obtain a time-dependent
function that locally bounds the truncation error. In the first approach, we proceed
by iterative backwards-integration of the truncated system. However, the resulting
error bound requires an a priori estimate of the norm of the exact solution for the
given time horizon. To overcome this difficulty, we construct a combinatorial ap-
proach and solve it using generating functions, obtaining a local error bound that
can be computed effectively.
Keywords: carleman linearization, polynomial ODEs, infinite-dimensional systems,
guaranteed integration, nonlinear control theory.
1 Introduction
In 1932, Carleman devised a method [9] (now known as Carleman linearization) to embed
a nonlinear system of differential equations x′(t) = f(x(t))+u(t)g(x(t)) of finite dimension
into a system of bilinear differential equations
y′(t) = Ay(t) + u(t)By(t) (1)
of infinite dimension. By truncating the obtained bilinear system at finite orders, one
obtains a systematic way of creating arbitrary-order approximation of the solutions of
the nonlinear system. In particular, when put together with results on the Volterra
series of bilinear systems, it provides an effective way of computing the Volterra series
for a large class of nonlinear systems where f and g are analytic. This approach was
1VERIMAG, Université Grenoble Alpes, France.
2Max-Planck Institute for Software Systems, Saarbrucken, Germany.
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initiated in [7] and refined in a number of papers in the years that followed. It has been
particularly successful for proving results about the observability [24, 30], stability [21] and
controllability [23] of nonlinear systems. More recently these methods have been applied
in stochastic state estimation and controller design [15, 25] and model order reduction [2].
See [6] for a survey on the subject. In the particular case where the input u is a nonlinear
feedback, the above approach can be refined to obtain more explicit convergence and
stability conditions such as in [21].
Linear systems of infinite-dimensional ODEs were first studied in the late 1940’s and
early 1950’s [1, 3]. Those initial works focused on the study of existence and uniqueness
of solutions. In later works, Chew, Shivakumar and Williams [11], and Shivakumar [29]
provided error formulas for the difference between the solution of the exact ODE and
the solution obtained by finite order truncations. Well-posedness of the Cauchy problem
of infinite-dimensional ODEs was studied by Borok [5]. Through an extension based on
using the logarithmic norm, Marinov [22] obtained a time-dependent error bound which
converges to zero for certain classes of systems. These bounds apply to the general case
of bounded operators, e.g. when A is a bounded operator in the sequence space `1. We
refer to the monograph [28] for applications of that theory. However, the matrix operator
(1) obtained though Carleman linearization is in general unbounded, and these results do
not apply.
An important subclass of nonlinear systems are polynomial differential equations. Indeed,
many systems can be rewritten as polynomial vector fields by introducing more variables
and, in fact, any polynomial system can be reduced to a second-order polynomial one [10,
16]. Convergence of the infinite-dimensional exponential map associated to a polynomial
vector field was studied by Winkel [34]. An error estimate is given, but it is coarse,
i.e. it is time-independent. The Volterra series approach yields some interesting bounds
for polynomial systems [8]. But as far as we are aware, previous results on the subject
are only concerned with proving that the approach is sound [19], i.e. the truncated
linearization converges as the order increases, and not in obtaining explicit bounds. In
particular, a number of bounds based on operator norms cannot easily be evaluated on a
computer except for special classes or systems.
In this paper, we consider the nonlinear ordinary differential equation
x′(t) = f(x(t)), (2)
where f ∈ Rn[x] is a polynomial vector field with domain Rn, and f(0) = 0. We revisit
the Carleman linearization method for such systems and give an error bound based for the
truncated linear system based on backwards-integrating Volterra series, a generalization
of the technique in [4]. We then develop an alternative approach by studying the power
series of the solution, and obtain an explicit formula for the error bound using generating
functions. The obtained bound can be exponentially better than the first one as the order
increases. Moreover, these bounds have a very simple and explicit expression that can be
used in a numerical algorithm.
We can summarize the contributions of this article as follows:
• We provide an upper bound for the truncation error of the Carleman linearization
method. This bound is explicit in the system’s coefficients and initial state, but
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depends on an a priori estimate of the norm of the solution. It is obtained by
estimating the solution of the truncated Volterra series.
• Then, we provide a second upper bound which is explicit, i.e. it does not depend
on any a priori estimate of the exact solution. We obtain this bound constructing
the series for the error term and solving the general recurrence using generating
functions.
In both cases, our formulas apply to any polynomial ODE with the origin as a stationary
point. The results are obtained through an adequate reformulation into a quadratic
polynomial ODE. We implemented the required transformations, and the explicit error
formulas, in the computer algebra system SageMath [26].
We begin in Section 2 with preliminaries: Kronecker product, Kronecker power and the
logarithmic norm. We continue with the formalism for the Carleman embedding method
3. We formalize our explicit error bounds in Section 4, and provide the proofs in Section
5. We conclude and comment on ideas for future work in Section 6.
2 Preliminaries
In this section we setup the notations used in this paper, review the Kronecker product
for vectors and matrices, and recall the definition and basic properties of the logarithmic
norm of a matrix.
2.1 Notation
Let N = {1, 2, . . .} be the set of positive integers and R the set of real numbers. Let In×n
denote the identity matrix of order n. Hereafter, ‖ · ‖ denotes the supremum norm in the
Euclidean space Rn,
‖x‖ := ‖x‖∞ = max
i
|xi|, x ∈ Rn.
For the norm of a matrix A = (aij) ∈ Rn×n we refer to the induced norm, namely
‖A‖ := max
‖x‖=1
‖Ax‖ = max
i
∑
j
|aij|, (3)
which is the maximum absolute row sum of the matrix.
2.2 Kronecker product and Kronecker power
For any pair of vectors x ∈ Rn, y ∈ Rm, their Kronecker product1 w ∈ Rmn is
w = x⊗ y = (x1y1, x1y2, . . . , x1ym, x2y1, . . . , x2ym, . . . , xny1, . . . , xnym)T.
1For further properties on the Kronecker product than those recalled here, we refer to [35] or [32].
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This product is not commutative. For matrices the definition is analogous: if A ∈ Rm×n
and B ∈ Rp×q, then C ∈ Rmp×nq is
C = A⊗B =
a11B . . . a1nB... ...
am1B . . . amnB
 .
We recall next that the supremum norm satisfies the crossnorm property [20].
Lemma 2.1. Let A = (aij) ∈ Rm×n, B = (bij) ∈ Rp×q. Then ‖A⊗B‖ = ‖A‖ ‖B‖.
Proof. The matrix elements of A⊗B are
(A⊗B)p(r−1)+v,q(s−1)+w = arsbvw,
for all 1 ≤ r ≤ m, 1 ≤ s ≤ n, and 1 ≤ v ≤ p, 1 ≤ w ≤ q. From (3),
‖A⊗B‖ = max
1≤r≤m
max
1≤v≤p
n∑
s=1
q∑
w=1
|(A⊗B)p(r−1)+v,q(s−1)+w|
= max
1≤r≤m
max
1≤v≤p
n∑
s=1
q∑
w=1
|ars| |bvw|
= max
1≤r≤m
max
1≤v≤p
n∑
s=1
|ars|
q∑
w=1
|bvw|
= max
1≤r≤m
n∑
s=1
|ars| max
1≤v≤p
q∑
w=1
|bvw|
= ‖A‖ ‖B‖.
The Kronecker power is a convenient notation to express all possible products of elements
of a vector up to a given order, and it is denoted
x[i] := x⊗ · · · ⊗ x︸ ︷︷ ︸
i times
, x ∈ Rn. (5)
Moreover, dimx[i] = ni, and each component of x[i] is of the form xω11 x
ω2
2 · · ·xωnn for some
multi-index ω ∈ Nn of weight |ω| = i. It follows from Lemma 2.1 that ‖x⊗ y‖ = ‖x‖ ‖y‖
for any x ∈ Rn and y ∈ Rm, and by extension the supremum norm is homogeneous with
respect to the Kronecker power,
‖x[i]‖ = ‖x‖i, i ∈ N. (6)
Example 1. For n = 2, the Kronecker powers up to order three are: x[1] = x, x[2] =
(x21, x1x2, x2x1, x
2
2)
T and x[3] = (x31, x21x2, x21x2, x1x22, x2x21, x22x1, x1x22, x32)T.
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2.3 Logarithmic norm
The logarithmic norm of A ∈ Cn×n with respect to a given matrix norm (induced by some
vector norm), is defined as a right Gâteaux derivative [12], namely the h → 0+ limit of
(‖In×n + hA‖ − ‖A‖)/h. For the supremum norm from (3) we can deduce that
µ(A) := µ∞(A) = max
i
Re aii +
∑
j 6=i
|aij|.
The logarithmic norm satisfies the following properties [31]: (i) it is sub-additive, i.e. µ(A+
B) ≤ µ(A) + µ(B); (ii) it is upper bounded by the norm of A, i.e. µ(A) ≤ ‖A‖; and (iii)
‖eA‖ ≤ eµ(A).
We remark that there is a slight abuse of notation, since the logarithmic norm is not a
norm in the usual sense (it can take negative values).
Example 2. Let
A = B =
(
0 1
−1 −2
)
.
Then ‖A‖ = ‖B‖ = 3, and ‖AB‖ = 5, but µ(A) = µ(B) = 1, and µ(AB) = 5. Their
Kronecker product is
A⊗B =

0 0 0 1
0 0 −1 −2
0 −1 0 −2
1 2 2 4
 ,
and we see that ‖A⊗B‖ = 9 as well as µ(A⊗B) = 9.
The previous example shows that for the logarithmic norm, neither sub-multiplicativity
nor the crossnorm property hold in general. However, the following particular case is
sufficient for our purposes.
Lemma 2.2. The logarithmic norm satisfies µ(A⊗ Im×m) = µ(A) for any A ∈ Rn×n.
Proof. Similarly as in Lemma 2.1, we use that
(A⊗ Im×m)m(r−1)+v,m(s−1)+w = arsδvw
for all 1 ≤ r ≤ n, 1 ≤ s ≤ n, 1 ≤ v ≤ m, 1 ≤ w ≤ m. Moreover, for real A,
µ(A⊗ Im×m) = max
1≤r≤n
max
1≤v≤m
n∑
s=1
m∑
w=1
|ars||δvw|+ arr − |arr|
= max
1≤r≤n
max
1≤v≤m
n∑
s=1
|ars|+ arr − |arr|
= max
1≤r≤n
n∑
s=1
|ars|+ arr − |arr|
= µ(A).
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3 Carleman embedding
This section is devoted to reviewing the Carleman linearization technique. The infinite-
dimensional realization and the finite-dimensional truncation are treated in 3.1 and 3.2
respectively. We provide in 3.3 a reduction algorithm that will be frequently used in the
proofs. For additional background on Carleman linearization, we refer to [27, Chapter 3]
or to the comprehensive book [18].
3.1 Infinite-dimensional ODE
Consider the initial-value problem (IVP){
x′(t) = F1x+ F2x[2] + . . .+ Fkx[k],
x(0) = x0 ∈ Rn, t ∈ I.
(7)
We assume that the matrix-valued functions Fj ∈ Rn×nj are independent of t. Here k is
the degree of the polynomial ODE.
Definition 3.1. The transfer matrix Aii+j−1 ∈ Rni×ni+j−1 for i ∈ N, j = 1, . . . , k, is
Aii+j−1 :=
i∑
ν=1
i factors︷ ︸︸ ︷
In×n ⊗ · · · ⊗ Fj
↑
ν−th position
⊗ · · · ⊗ In×n. (8)
We represent this linear map with the diagram
i q
Aiq
where q = i+ j − 1. We will extensively use this notation in the proof sections.
It is convenient to define the i-th block of auxiliary variables as
yi := x
[i], i ∈ N. (9)
Since yi is a Kronecker power, dim yi = ni.
Proposition 3.2. If x : I → Rn solves (7) in the interval I = [0, T ] ⊂ R+, then
y′i =
k−1∑
j=0
Aii+jyi+j, i ∈ N.
Proof. Differentiating Eq. (5) and applying Leibniz rule, it follows that
y′i = x
′ ⊗ x⊗ · · · ⊗ x+ . . .+ x⊗ · · · ⊗ x⊗ x′
=
i∑
ν=1
(
x⊗ · · · ⊗
k∑
j=1
Fjx
[j] ⊗ · · · ⊗ x
)
.
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From linearity of the Kronecker product we can exchange the sums,
y′i =
k∑
j=1
i∑
ν=1
(
x⊗ · · · ⊗ Fjx[j] ⊗ · · · ⊗ x
)
=
k∑
j=1
i∑
ν=1
(In×n ⊗ · · · ⊗ Fj ⊗ · · · ⊗ In×n) (x⊗ · · · ⊗ x[j] ⊗ · · · ⊗ x)
=
k∑
j=1
Aii+j−1x
[i+j−1]
=
k−1∑
j=0
Aii+jyi+j.
It is convenient to express Proposition 3.2 in matrix form. This can be achieved con-
catenating all blocks yi into an infinite-dimensional vector y := (y1, y2, . . .)T, y ∈ RN.
Formally, y(t) satisfies the IVP{
y′(t) = Ay(t),
yi(0) = (x(0))
[i] = x
[i]
0 , ∀i ∈ N,
(12)
where A is the infinite-dimensional block upper-triangular matrix
A :=

A11 A
1
2 A
1
3 . . . A
1
k 0 0 . . .
0 A22 A
2
3 . . . A
2
k A
2
k+1 0 . . .
0 0 A33 . . . A
3
k A
3
k+1 A
3
k+2 . . .
...
...
...
...
...
...
 .
This particular structure can be exploited both from a theoretical and from a practical
point of view. In particular, we will make use of the following recurrence formula.
Proposition 3.3. For all i ≥ 1, 0 ≤ j ≤ k − 1, the estimate ‖Aii+j‖ ≤ i‖Fj+1‖ holds.
Proof. From (8), for all i ≥ 2, 1 ≤ j ≤ k, the transfer matrices satisfy
Aii+j−1 = A
i−1
i+j−2 ⊗ In×n + I[i−1]n×n ⊗ A1j .
By the triangular inequality,
‖Aii+j−1‖ ≤ ‖Ai−1i+j−2 ⊗ In×n‖+ ‖I[i−1]n×n ⊗ A1j‖. (13)
By the cross-norm property, and since ||In×n|| = 1 for any n ∈ N, the right-hand side of
(13) simplifies to
||Aii+j−1|| ≤ ||Ai−1i+j−2||+ ||Fj||,
since A1j = Fj. Applying i − 1 times the inequality (13), we obtain obtain ||Aii+j−1|| ≤
i||Fj||, and with the change of variable j → j − 1 we obtain the claim.
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3.2 Truncation of the infinite-dimensional system
Now we move on to consider the truncated system of order N . Here we choose the null
closure conditions [4], that consists of eliminating the dependence on variables of order
exceeding N . The yi-variables removed by the truncation start at N − k + 2, because
from Prop. 3.2 we know that each order i is influenced by the variable further at k − 1
positions at most. Let
yˆ′i :=
k−1∑
j=0
Aii+j yˆi+j, i = 1, . . . , N − k + 1
and
yˆ′i :=
`−1∑
j=0
Aii+j yˆi+j, i = N − k + 2, . . . , N
where ` = min{k,N + 1− i}. As previously, we can express this system in matrix form,
if we consider the (finite-dimensional) vector yˆ = (yˆ1, yˆ2, . . . , yˆN)T. Then by construction
yˆ satisfies the IVP: 
dyˆ
dt
= AN yˆ,
yˆi(0) = x
[i](0) = x
[i]
0 , ∀i = 1, . . . , N
(14)
The initial condition is compatible with (12), and AN is a finite-dimensional, square, block
upper-triangular matrix. Since dimAii+j−1 = ni × ni+j−1, the order of AN is (nN+1 −
n)/(n− 1).
3.3 Reduction to the quadratic case
A quadratic system is an ODE of the form x′ = F1x + F2x[2]. It is well-known that any
higher-order polynomial vector field can be brought into this form by introducing new
auxiliary variables. We recall the procedure here for self-containment.
Proposition 3.4. Consider the k-th order system (k ≥ 2),
x′ = F1x+ F2x[2] + . . .+ Fkx[k]. (15)
Introducing the variables x˜i := x[i] for 1 ≤ i ≤ k − 1, the k-th order system (15) reduces
to a quadratic system in x˜, that is,
x˜′ = F˜1x˜+ F˜2x˜[2], (16)
where x˜ := (x˜1, x˜2, . . . , x˜k−1)T, and the matrices F˜1 and F˜2 are given below. Moreover,
the supremum norm of the linear and quadratic parts satisfy, respectively,
‖F˜1‖ ≤ max
1≤i≤k−1
(k − i)
i∑
j=1
‖Fj‖ and ‖F˜2‖ ≤ (k − 1)
k∑
j=2
‖Fj‖.
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Proof. Recall from Prop. 3.2 that dx[i]/dt =
∑k−1
j=0 A
i
i+jx
[i+j], k ≥ 2. Hence, each compo-
nent of x˜ satisfies the dynamics:
x˜′1 = A
1
1x˜1 + A
1
2 x˜2 + . . .+ A
1
k−1x˜k−1 + A
1
k x˜1 ⊗ x˜k−1
x˜′2 = A
2
2x˜2 + A
2
3 x˜3 + . . .+ A
2
k−1 x˜k−1 + A
2
k x˜1 ⊗ x˜k−1 + A2k+1 x˜2 ⊗ x˜k−1
...
x˜′k−1 = A
k−1
k−1x˜k−1 + A
k−1
k x˜1 ⊗ x˜k−1 + . . .+ Ak−12(k−1)x˜k−1 ⊗ x˜k−1.
In consequence, x˜′ = F˜1x˜+ F˜2x˜[2], with the linear part being
F˜1 :=

A11 A
1
2 A
1
3 . . . A
1
k−1
0 A22 A
2
3 . . . A
2
k−1
0 0
. . . ...
...
... . . .
...
0 0 . . . 0 Ak−1k−1
 ,
and the quadratic part
F˜2 :=

0 · · · 0 A1k 0 · · · 0 0 0 · · · · · · 0 0
0 · · · 0 A2k 0 · · · 0 A2k+1 0 · · · · · · 0 0
...
...
...
...
...
...
...
...
...
0 · · · 0 Ak−1k 0 · · · 0 Ak−1k+1 0 · · · · · · 0 Ak−12(k−1)
 .
On the oher hand, since ||Aii+j|| ≤ i||Fj+1|| from Prop. 3.3, we find
||F˜1|| = sup{||A11||+ ||A12||+ . . .+ ||A1k−1||,
||A22||+ ||A23||+ . . .+ ||A2k−1||, . . . ||Ak−1k−1||},
≤ max{||F1||+ ||F2||+ . . .+ ||Fk−1||,
2(||F1||+ . . .+ ||Fk−2||),
3(||F1||+ . . .+ ||Fk−3||),
...
(k − 1)||F1||}
≤ max
1≤i≤k−1
(k − i)
i∑
j=1
‖Fj‖. (17)
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For the quadratic part,
||F˜2|| = max{||A1k||,
||A2k||+ ||A2k+1||,
...
||Ak−1k ||+ ||Ak−1k+1||+ . . .+ ||Ak−12(k−1)||}
≤ max {||Fk||, 2(||Fk||+ ||Fk−1||), . . .
(k − 1)(||Fk||+ ||Fk−1||+ . . .+ ||F2||}
≤ (k − 1)
k∑
j=2
‖Fj‖. (18)
Proposition 3.4 gives upper bounds on the coefficients of the reduced quadratic system.
In practice, the norms of ‖F˜1‖ and ‖F˜2‖ can be computed exactly using the expressions
(17) and (18) respectively.
4 Main results
Consider the polynomial quadratic system
x′ = F1x+ F2x[2], x ∈ Rn. (19)
Using Proposition 3.2, we obtain the infinite-dimensional Carleman embedding
y′i = A
i
iyi + A
i
i+1yi+1, i ∈ N. (20)
Define the truncated system of order N as
yˆ′i = A
i
iyˆi + A
i
i+1yˆi+1δi<N , 1 ≤ i ≤ N, (21)
where δi<N is equal to 1 if i < N and 0 otherwise.
Definition 4.1. Let the error of the i-th block be
ηi(t) = yi(t)− yˆi(t), 1 ≤ i ≤ N. (22)
We also introduce the special notation
x(t) := y1(t), xˆ(t) := yˆ1(t),
for the solution of the exact and truncated systems respectively, projected onto Rn, and
the associated error on the first block, or simply the error, as
ε(t) := η1(t) = x(t)− xˆ(t).
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Two approaches leading to explicit bounds on ‖ε(t)‖ are considered. In Section 4.1 we
integrate the differential equation satisfied by the error, to obtain a bound by an explicit
integral computation. This formula requires an a priori bound on the norm of the exact
solution. Such estimates can be derived in the general case (see Section 4.3) but are
generally very pessimistic. However, the system may satisfy some bounds on its solution
by construction, especially systems modelling physical processes. In Section 4.2 we present
the result of another method, that exploits the analyticity properties of solutions, and
we obtain estimates for the error series using generating functions. These two bounds
are compared in Section 4.3. We close this section with an illustrative application in
Section 4.4.
4.1 Backwards integration method
We first consider an error bound based on an a priori estimate of the norm of the exact
solution, x(t).
Theorem 4.2. Let x : I → Rn be a solution of the quadratic system (19). Let α > 0 be
such that
α ≥ ‖x‖t := sup
τ∈[0,t]
‖x(τ)‖. (23)
Then, the error ε(t) = x(t) − xˆ(t) on the solution obtained by Carleman linearization
truncated at order N satisfies the estimate
‖ε(t)‖ ≤ E1(t) := α
N+1‖F2‖N
µ(F1)N
(eµ(F1)t − 1)N . (24)
If µ(F1) < 0 then the estimate holds for all t ≥ 0 and the error converges to 0. Otherwise,
on the interval
0 < t <
1
µ(F1)
ln
(
1 +
µ(F1)
‖x‖t‖F2‖
)
(25)
the solution of the truncated system converges, that is, lim
N→∞
‖ε(t)‖ = 0. Note that when
µ(F1) = 0, the right-hand side of (25) is defined by continuity and its value is 1‖x‖t‖F2‖ .
The proof of this result is presented in Section 5.1.
4.2 Power series method
Now we consider a refined version of Theorem 4.2, where only the initial condition is
required (instead of a priori estimates on the norm of the solution, see (23)).
Theorem 4.3. Let x : I → Rn be a solution of the quadratic system (19), and
β0 :=
||x0|| ||F2||
||F1|| . (26)
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Then, the error ε(t) = x(t) − xˆ(t) on the solution obtained by Carleman linearization
truncated at order N satisfies the estimate
||ε(t)|| ≤ E2(t) := ||x0||e
||F1||t
(1 + β0)− β0e||F1||t
[
β0(e
||F1||t − 1)]N . (27)
Moreover, for all 0 < t < T ∗, where
T ∗ :=
1
||F1|| ln
(
1 +
1
β0
)
, (28)
the solution of the truncated system converges, that is,
lim
N→∞
||ε(t)|| = 0, for all t < T ∗.
The proof of this result is presented in Section 5.2.
4.3 Relationship between the error bounds
It is not immediately clear which of (24) or (27) is best. At a first glance, (24) looks
better but requires to know α, which can be really large. On the other hand, (27) only
depends on the initial condition x0 but is substantially more complicated. In this section,
we derive a generic bound on α based on t and x0 and plug it in (24). We can then
compare the two bounds in the specific situation where we have no a priori bound on α.
We need this intermediate result.
Proposition 4.4. If x : I → Rn is a solution of the quadratic system x′ = F1x + F1x[2],
with initial condition x(0) = x0, then
||x(t)|| ≤ ||x0||e
||F1||t||F1||
||F1||+ ||F2||(1− e||F1||t)||x0|| . (29)
Proof. Observe that if p(x) = F1x+ F2x[2], then
||p(x)|| ≤ ||F1|| ||x||+ ||F1|| ||x||2, (30)
where use was made of (6). Define the following differential equation, for a, b ∈ R+:
u′ = au+ bu2, u(0) = u0. (31)
We can easily find an explicit formula for u(t) by the method of separation of variables,
obtaining
u(t) =
u0ae
at
a+ b(1− eat)u0 . (32)
If u0 is chosen such that u0 ≥ ||x0||, and if we choose a = ||F1|| and b = ||F2||, then
by standard differential inequality arguments we can deduce from (30) that the estimate
u(t) ≥ ||x(t)|| holds for all t ∈ I . Finally using (32), with u0 = ||x0||, we obtain the
claim.
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Plugging (29) in (24) we get that
E1(t) ≤ α
N+1‖F2‖N
‖F1‖N (e
‖F1‖t − 1)N
≤
( ||x0||e‖F1‖t‖F1‖
‖F1‖+ ‖F2‖(1− e‖F1‖t)‖x0‖
)N+1 ‖F2‖N
‖F1‖N (e
‖F1‖t − 1)N
≤
(
e‖F1‖t
1 + ‖F2‖ ‖x0‖‖F1‖ (1− e‖F1‖t)
)N+1 ‖x0‖N+1‖F2‖N
‖F1‖N (e
‖F1‖t − 1)N
≤
(
e‖F1‖t
1 + β0(1− e‖F1‖t)
)N+1
‖x0‖βN0 (e‖F1‖t − 1)N
≤
(
e‖F1‖t
(1 + β0)− β0e‖F1‖t
)N+1
‖x0‖
[
β0(e
‖F1‖t − 1)]N
≤
(
e‖F1‖t
(1 + β0)− β0e‖F1‖t
)N
E2(t).
It is thus clear that if we simply use the worst case bound on α, E1(t) can be significantly
worse than E2(t), possibly by an exponential factor in N . This suggests that E1(t) is
only useful if we have an a priori bound on α that is much better than the worst case.
Finally note that E1(t) can be valid for much longer time intervals than E2(t) because the
existence of α implies the existence of the solution, something that E2(t) cannot capture.
4.4 Example
We have implemented Carleman linearization of polynomial ODEs in our software pack-
age carlin, which is publicly available [14]. It is written in Python, and for the symbolic
polynomial manipulations we rely on the open-source mathematics sofware system Sage-
Math [26]. For the numerical computations we use sparse matrix linear algebra provided
by SciPy [17].
As an illustrative example, consider the Van der Pol oscillator, which is a non-conservative
system with non-linear damping, described by the equations{
x′1 = x2
x′2 = −ω2x1 + r(1− x21)x2
(33)
Here ω > 0 is the natural frequency of the oscillator, and r > 0 is a scalar parameter
indicating the damping factor. Setting x := (x1, x2)T, system (33) written in the standard
ODE form (7) is
x′(t) = F1x(t) + F3x[3](t),
with F1 ∈ R2×2 given by
F1 =
(
0 1
−ω2 r
)
,
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Figure 1: Simulation of the Van der Pol oscillator: solution obtained with Carleman
linearization truncated at different orders (dashed, orders 2, 4 and 8) and the solution to
the nonlinear ODE (solid line). The initial condition is x0 = (0, 0.5)T and the parameters
are r = 0.6 and ω = 1.
and F3 ∈ R2×8
F3 =
(
0 0 0 0 0 0 0 0
0 −r 0 0 0 0 0 0
)
.
(the quadratic term is identically zero for this system, F2 = O2×4). The supremum norms
are ||F1|| = max{1, ω2 + r} and ||F3|| = r respectively.
In Figure 1(a) we plot the solution of the finite-dimensional linear system, (14), for dif-
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ferent values of truncation order N . For validation, we plot the solution of the nonlinear
system (33) obtained by a 4th order classical Runge-Kutta method. In Figure 1(b) we
show the coordinate x2(t) as a function of time. Increasing the order N improves the
quality of the approximation on a longer time interval, but at the same time, it diverges
faster to infinity closer to the range of validity of the approximation.
The error bound from Theorem 4.3 is represented in Figure 1(c) for different values of
N = 2, 4 and 8, which is summed to the actual solutions and we take xˆ2(t) ± E2(t).
The convergence radius of the error formula for this choice of parameters is T ∗ ≈ 0.58.
We observe that the error bound provides an enclosing envelope for the solution. This
bound is conservative, as it is clear by comparison to the actual evolution of the linearized
solutions at different orders from Figure 1(b).
5 Proofs
5.1 Proof of Theorem 1
In principle we can find an explicit formula for ε(t) by a straightforward integration of
the ODE satisfied by the errors,
η′i(t) = A
i
iηi(t) + A
i
i+1 (yi+1(t)− yˆi+1(t)δi<N) , 1 ≤ i ≤ N, (34)
obtained by differentiating (22) and substituting with (20) and (21). However, the cou-
pling at different imakes this computation cumbersome. A better approach, similar to the
one in [4] for the scalar case, is to systematically use backward-substitution. This consists
of integrating (34) for decreasing i, starting from i = N , then i = N − 1, until i = 1. To
proceed further it is convenient to introduce the following function and a time-dependent
norm estimate.
Lemma 5.1. For each i = 1, . . . , N and t, s ∈ R+, 0 ≤ s ≤ t, let
Hi(t, s) := e
Aii(t−s)Aii+1.
Then
||Hi(t, s)|| ≤ ieiµ(F1)(t−s)||F2||. (35)
Proof. Using the submultiplicativity property of the supremum norm together with Propo-
sition 3.3, it follows that
||Hi(t, s)|| ≤ ||eAii(t−s)|| ||Aii+1|| ≤ ieiµ(F1)(t−s)||F2||.
The explicit computation of the following multiple integral is relegated to Appendix A.
Lemma 5.2. For all N ≥ 1, and sN > 0,∫ sN
0
· · ·
∫ s2
0
∫ s1
0
e
a
(
−Ns0+
N∑
i=1
si
)
ds0ds1 · · · dsN−1 = (e
asN − 1)N
N !aN
. (36)
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The result holds for all a ∈ R, and the right-hand side for a = 0 reduces to s
N
N
N !
.
The error can be expressed exactly as a nested integral involving the (N + 1)-th order
term of the exact solution.
Proposition 5.3. The error on the first block, η1(t) = y1(t)− yˆ1(t), is
η1(t) =
∫ t
0
H1(t, sN−1)
∫ sN−1
0
H2(sN−1, sN−2)
· · ·
∫ s2
0
HN−1(s2, s1)
∫ s1
0
HN(s1, s)yN+1(s)dsds1 · · · dsN−1.
(37)
Proof. We proceed by backwards substitution. For i = N , we have
dηN
dt
(t) = ANNηN(t) + A
N
N+1yN+1(t).
By integration and since ηN(0) = 0,
ηN(t) =
∫ t
0
eA
N
N (t−s)ANN+1yN+1(s)ds
=
∫ t
0
HN(t, s)yN+1(s)ds.
For i = N − 1,
dηN−1
dt
(t) = AN−1N−1ηN−1(t) + A
N−1
N ηN(t).
Again integrating and using that ηN−1(0) = 0,
ηN−1(t) =
∫ t
0
eA
N−1
N−1(t−s1)AN−1N ηN(s1)ds1
=
∫ t
0
HN−1(t, s1)ηN(s1)ds1
=
∫ t
0
HN−1(t, s1)
(∫ s1
0
HN(s1, s)yN+1(s)ds
)
ds1
=
∫ t
0
HN−1(t, s1)
∫ s1
0
HN(s1, s)yN+1(s)dsds1.
Iterating this procedure until i = 1 we recover formula (37).
Proof of Theorem 4.2. We start from (37), taking norms on both sides, then
||η1(t)|| ≤
∫ t
0
‖H1(t, sN−1)‖
∫ sN−1
0
||H2(sN−1, sN−2)|| · · ·
· · ·
∫ s2
0
||HN−1(s2, s1)||
∫ s1
0
||HN(s1, s)|| ||yN+1(s)||ds
N−1∏
i=1
dsi.
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If ‖x‖t = sups∈[0,t] ‖x(s)‖ and using (6) and (9), it follows that ||yN+1(s)|| ≤ ||x||N+1t for
all s ∈ [0, t], and from Lemma 5.1,
‖ε(t)‖ ≤ ||F2||N
∫ t
0
eµ(F1)(t−sN−1)
∫ sN−1
0
2e2µ(F1)(sN−1−sN−2) · · ·
· · ·
∫ s2
0
(N − 1)e(N−1)µ(F1)(s2−s1)
∫ s1
0
NeNµ(F1)(s1−s)‖x‖N+1t ds
N−1∏
i=1
dsi
= ‖x‖N+1t ‖F2‖NN ! GN(µ(F1), t),
where we have conveniently defined
GN(a, t) :=
∫ t
0
ea(t−sN−1)
∫ sN−1
0
e2a(sN−1−sN−2)
· · ·
∫ s2
0
e(N−1)a(s2−s1)
∫ s1
0
eNa(s1−s)ds
N−1∏
i=1
dsi.
(40)
We apply Lemma 5.2, first by renaming t→ sN and s→ s0, then setting a = µ(F1) and
sN = t,
GN(a, sN) =
∫ sN
0
· · ·
∫ s1
0
e
a
N−1∑
i=0
(N−i)(si+1−si) N−1∏
i=0
dsi
=
∫ sN
0
· · ·
∫ s1
0
e
a
(
−Ns0+
N∑
i=1
si
)
N−1∏
i=0
dsi
=
(eat − 1)N
N !aN
,
Note that the last equality holds even for a = 0, where the right-hand side exists by
continuity. Choosing α > 0 such that α ≥ ‖x‖t, we obtain the formula
‖ε(t)‖ ≤ α
N+1‖F2‖N
µ(F1)N
(eµ(F1)t − 1)N , (42)
as claimed. where the value for µ(F1) = 0 is defined by continuity.
To find the radius of convergence, we use the estimate (42). If µ(F1) 6= 0, let us rearrange
the right-hand side of (42) as
‖ε(t)‖ ≤ γt
[
γt(e
‖(F1)‖t − 1)]N ,
where γt := ‖x‖t‖F2‖µ(F1) . The right-hand side converges to zero as N →∞ provided that the
term in square brackets, which is non-negative, has modulus strictly smaller than 1, that
is, γt(eµ(F1)t−1) < 1, and the formula for the radius of convergence follows. Finally, when
µ(F1) = 0, estimate (42) becomes
‖ε(t)‖ ≤ αN+1‖F2‖N tN , (43)
which converges when α‖F2‖t < 1. The obtained bound matches exactly the limit value
of the formula in the case where µ(F1) 6= 0, thus we can use the same bound for all
cases.
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5.2 Proof of Theorem 2
The idea of the proof is to construct a recurrence for the error term, and majorate it by
a linear recurrence inequality. Then, we explicitly solve this linear recurrence inequality
by the method of generating functions.
5.2.1 Path sums
Let us develop the analytic solutions of (20),
yi(t) =
∞∑
ν=0
χi,ν
tν
ν!
, i ∈ N, (44)
with an initial condition compatible with the embedding, i.e. yi(0) = x
[i]
0 , i ≥ 1, and
χi,ν :=
dνyi
dtν
(0), i ≥ 1, ν ≥ 0, (45)
where dimχi,ν = ni for all ν ≥ 0. By convention ν = 0 corresponds to the function itself,
that is, we set y(0)i (t) := yi(t). The next step is to work out the coefficients χi,ν , by taking
higher order derivatives of (20). To build some intuition, consider an example.
Example 3. For the second order derivative, we differentiate (20), obtaining
y′′i = A
i
iy
′
i + A
i
i+1y
′
i+1
= Aii
(
Aiiyi + A
i
i+1yi+1
)
+ Aii+1
(
Ai+1i+1yi+1 + A
i+1
i+2yi+2
)
=
(
AiiA
i
i
)
yi +
(
AiiA
i
i+1 + A
i
i+1A
i+1
i+1
)
yi+1 +
(
Aii+1A
i+1
i+2
)
yi+2. (46)
The terms in each different order i, i + 1 and i + 2 have been grouped, because we shall
associate these terms to their corresponding path sums as defined below.
First we need to define what is a single path.
Definition 5.4. A jump between sites i and i + j, for i ≥ 1, j ≥ 0, is the linear map
Aii+j : Rn
i+j → Rni . The length of a jump is the number of sites travelled to the right.
For example, the length of the jump Aii+j is j. A path between sites i and i+ j of ν jumps
and order q is an ordered sequence of products of matrices
P(ν,q)i,i+j(α) = Aα1α2Aα2α3 · · ·Aαm−2αm−1Aαm−1αm︸ ︷︷ ︸
ν factors
,
where i ≥ 1, j ≥ 0, ν ≥ 0, q ≥ 0, and where α = (α1, . . . , αm) is a multi-index of ordered
integers from i to i + j, i.e. i = α1 ≤ α2 ≤ . . . ≤ i + j = αm. By convention, the
empty product ν = 0 is defined as the identity. Finally, we say that order of the path is
q = max{α2−α1, . . . , αm−αm−1}. It corresponds to the maximal individual jump length
attained in the path.
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Now we turn into the definition of a (combinatorial) path sum.
Definition 5.5. The path sum C(ν,q)i,i+j is defined as
C
(ν,q)
i,i+j =
∑
α
P(ν,q)i,i+j(α), (47)
where the sum is taken over all paths of ν jumps and order q between sites i and i + j.
Moreover, when it is understood that q = 1 is fixed, we set
C
(ν)
i,i+j := C
(ν,1)
i,i+j. (48)
Example 3 (continuation). We can write the computation (46) in condensed form as
y′′i = C
(2)
i,i yi + C
(2)
i,i+1yi+1 + C
(2)
i,i+2yi+2.
The path sums are pictorially represented as
C
(2)
i,i ≡ i
Aii
Aii
Similarly for the other terms,
C
(2)
i,i+1 ≡ i i+ 1
Aii+1
Aii
+ i i+ 1
Aii+1
Ai+1i+1
and
C
(2)
i,i+2 ≡ i i+ 1 i+ 2
Aii+1 A
i+1
i+2
Remark 1. A path P(ν,q)i,i+j(α) is non-empty only for 0 ≤ j ≤ νq. In consequence, C(ν,q)i,i+j is
zero for j > νq. In other words, to go from site i to site i+ j we need to travel a distance
j to the right, and the maximum we can travel is taking all ν paths of the same maximal
length q. This is illustrated in the diagram below:
i
Aii+q
i+ q κ κ+ q
Aκκ+q
where κ is a shortcut for i+ (ν − 1)q.
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5.2.2 Recurrence for the path sums
Next we explore the recurrence relation satisfied by the path sums. By hypothesis the
ODE is quadratic (k = 2), hence we can fix q = 1 and, as we did above with the examples,
only write the index corresponding to the number of jumps, ν.
Proposition 5.6. Let i ≥ 1, ν ≥ 2 and 0 ≤ j ≤ ν, and q = 1. Then:
1. If 1 ≤ j ≤ ν − 1, then
C
(ν)
i,i+j = C
(ν−1)
i,i+j C
(1)
i+j,i+j + C
(ν−1)
i,i+j−1C
(1)
i+j−1,i+j.
Note that C(1)i+j,i+j = A
i+j
i+j, and that C
(1)
i+j−1,i+j = A
i+j−1
i+j .
2. For j = 0, C(ν)i,i+j = C
(ν)
i,i = A
i
iA
i
i · · ·Aii︸ ︷︷ ︸
ν times
.
3. For j = ν, C(ν)i,i+j = C
(ν)
i,i+ν = A
i
i+1A
i+1
i+2 . . . A
i+ν−1
i+ν︸ ︷︷ ︸
ν terms
.
Proof. The extremal cases j = 0 and j = ν are trivial. For the general recurrence, assume
that 1 ≤ j ≤ ν − 1, and observe that
i
C
(ν)
i,i+j
i+ j
can be decomposed as:
i
C
(ν−1)
i,i+j
Ai+ji+j
i+ j + i κ
C
(ν−1)
i,κ
i+ j
Aκκ+1
where κ = i + j − 1. We remark that the first diagram of the right-hand side is non-
vanishing only if j ≤ ν − 1, that is, if there are enough jumps so that removing one still
allows to arrive to the site i+ j.
In the following proposition we use the combinatorial path sum to express the Taylor
coefficients ξi,ν (see Eqs. (44)-(45)) in terms of the linear maps Aii+j.
Proposition 5.7. For ν ≥ 0, i ≥ 1, the following formula holds
dνyi
dtν
(t) =
ν∑
j=0
C
(ν)
i,i+jyi+j(t), (50)
where C(ν)i,i+j is the combinatorial path sum defined in Eq. (48). By definition, C
(0)
i,i = I
[i]
n×n.
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Proof. We already proved the base cases ν = 0, 1, 2. Assume that the inequality holds
for ν − 1 ≥ 2, and for any i ≥ 1, and let us prove that it holds for ν. By the inductive
hypothesis and the recurrence formula proved in Proposition 5.6,
y
(ν)
i =
ν−1∑
j=0
C
(ν−1)
i,i+j y
′
i+j
=
ν−1∑
j=0
C
(ν−1)
i,i+j
(
Ai+ji+jyi+j + A
i+j
i+j+1yi+j+1
)
=
ν−1∑
j=0
C
(ν−1)
i,i+j A
i+j
i+jyi+j +
ν∑
j=1
C
(ν−1)
i,i+j−1A
i+j−1
i+j yi+j
=
ν−1∑
j=1
(
C
(ν−1)
i,i+j A
i+j
i+j + C
(ν−1)
i,i+j−1A
i+j−1
i+j
)
yi+j
+ C
(ν−1)
i,i A
i
iyi + C
(ν−1)
i,i+ν−1A
i+ν−1
i+ν yi+ν
=
ν−1∑
j=1
C
(ν)
i,i+jyi+j + C
(ν−1)
i,i A
i
iyi + C
(ν−1)
i,i+ν−1A
i+ν−1
i+ν yi+ν
=
ν∑
j=0
C
(ν)
i,i+jyi+j.
Using (44)-(45) and Proposition 5.7, it follows that
yi(t) =
∞∑
ν=0
χi,ν
tν
ν!
=
∞∑
ν=0
dνyi
dtν
∣∣∣∣
t=0
tν
ν!
=
∞∑
ν=0
(
ν∑
j=0
C
(ν)
i,i+jyi+j(0)
)
tν
ν!
=
∞∑
ν=0
ν∑
j=0
C
(ν)
i,i+jx
[i+j]
0
tν
ν!
. (52)
5.2.3 Truncation of the power series
How do we have to modify the path sum if we consider the truncated system (21)? We
have to be careful with the links considered, since it does only make sense to include Ci,i+j
for i + j ≤ N , because there are no links further than that. Let us again consider an
example to build some intuition.
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Example 4. Let ν = 2 and 1 ≤ i ≤ N . Differentiating (21), we find that
yˆ′′i = A
i
iyˆ
′
i + A
i
i+1yˆ
′
i+1δi≤N−1
= Aii
(
Aiiyˆi + A
i
i+1yˆi+1δi≤N−1
)
+ Aii+1
(
Ai+1i+1yˆi+1δi≤N−1
+ Ai+1i+2yˆi+2δi≤N−1δi≤N−2
)
=
(
AiiA
i
i
)
yˆi +
(
AiiA
i
i+1 + A
i
i+1A
i+1
i+1
)
yˆi+1δi≤N−1
+
(
Aii+1A
i+1
i+2
)
yˆi+2δi≤N−2
= C
(2)
i,i yˆi + C
(2)
i,i+1yˆi+1δi≤N−1 + C
(2)
i,i+2yˆi+2δi≤N−2.
Here we recognise the path sums, although as remarked above, the Kronecker deltas are
there to cut some terms from the expansion if i is sufficiently high.
The higher-order derivatives of the truncated system (21) satisfy
dν yˆi
dtν
(t) =
ν∑
j=0
C
(ν)
i,i+jyi+j(t)δi≤N−j. (54)
This is proved in the same way as we did for Proposition 5.7. Hence, for arbitrary
1 ≤ i ≤ N we can write
yˆi(t) =
∞∑
ν=0
ξi,ν
tν
ν!
=
∞∑
ν=0
dν yˆi
dtν
∣∣∣∣
t=0
tν
ν!
=
∞∑
ν=0
(
ν∑
j=0
C
(ν)
i,i+jx
[i+j]
0 δi≤N−j
)
tν
ν!
. (55)
5.2.4 Power series of the error
Using the previous expressions (52) and (55), the error in the i-th block can be expanded
as
ηi = yi − yˆi =
∞∑
ν=0
(χi,ν − χˆi,ν) t
ν
ν!
=
∞∑
ν=0
[
ν∑
j=0
(
C
(ν)
i,i+j − C(ν)i,i+jδj≤N−i
)
x
[i+j]
0
]
tν
ν!
=
∞∑
ν=N−i+1
ν∑
j=N−i+1
C
(ν)
i,i+jx
[i+j]
0
tν
ν!
.
The error in the first block corresponds to setting i = 1 above,
ε(t) =
∞∑
ν=N
ν∑
j=N
C
(ν)
1,1+jx
[1+j]
0
tν
ν!
=
∞∑
ν=0
ξν
tν
ν!
, (57)
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where we have defined
ξν :=
0 if 0 ≤ ν ≤ N − 1ν∑
j=N
C
(ν)
1,1+jx
[1+j]
0 if ν ≥ N (58)
To conclude the proof, in the remaining of this section we find a condition on the behaviour
with N on the coefficients ξν , quantified in terms of their norm ||ξν || for increasing N .
5.2.5 Solution using generating functions
In this subsection we are considering the case k = 2, hence the path order is at most 1,
that is, we set once and for all q = 1. The objects C(ν)i,i+j are defined for all i ≥ 1, ν ≥ 1,
0 ≤ j ≤ ν. They satisfy the general recurrence formula (here i ≥ 1, ν ≥ 2, 1 ≤ j ≤ ν)
C
(ν)
i,i+j = C
(ν−1)
i,i+j−1C
(1)
i+j−1,i+j + C
(ν−1)
i,i+j C
(1)
i+j,i+jδj≤ν−1. (59)
For all i ≥ 1, ν ≥ 1, 0 ≤ j ≤ ν consider the sequence of norms
ci,ν,j = ||C(ν)i,i+j||.
The border conditions are ci,1,0 ≤ i||F1||, ci,1,1 ≤ i||F2||, and for ν ≥ 1, ci,ν,0 ≤ (i||F1||)ν .
Taking the norm on both sides of the recurrence formula (59) and applying the triangular
inequality, we obtain
ci,ν,j ≤ ci,ν−1,j−1(i+ j − 1)||F2||+ ci,ν−1,j(i+ j)||F1||δj≤ν−1. (60)
The proof of the following key Lemma is presented in Appendix B.
Lemma 5.8. The coefficients ci,ν,j satisfy, for all i ≥ 1, ν ≥ 0, 0 ≤ j ≤ ν,
ci,ν,j ≤ ||F1||ν−j ||F2||j
(
i+ j − 1
j
) j∑
k=0
(
j
k
)
(−1)j−k(i+ k)ν . (61)
From (57)-(58), we deduce that ||ε(t)|| ≤ ∑∞ν=0 ||ξν || tνν! , and ξν = 0 for all ν < N . For
ν ≥ N , we deduce from Lemma 5.8 the estimate
||ξν || ≤
ν∑
j=N
||C(ν)1,1+jx[1+j]0 ||
≤
ν∑
j=N
||F1||ν−j ||F2||j
j∑
k=0
(
j
k
)
(−1)j−k(1 + k)ν ||x0||1+j.
Substitution into the error series yields ||ε(t)|| ≤ RN(t), where
RN(t) :=
∞∑
ν=N
ν∑
j=N
||F1||ν−j ||F2||j
j∑
k=0
(
j
k
)
(−1)j−k(1 + k)ν ||x0||1+j t
ν
ν!
. (63)
This infinite series can be explicitly computed using Egorychev’s method for the evaluation
of binomial coefficient sums using complex analysis [13].
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Proof of Theorem 2. Let β0 = ||x0|| ||F2||||F1|| , and let us rewrite (63) as
RN(t) = ||x0||
∞∑
ν=N
(‖F1‖t)ν
ν!
ν∑
j=N
βj0
j∑
k=0
(
j
k
)
(−1)j−k(1 + k)ν (64)
It is well-known that
(1 + k)ν =
ν!
2pii
∮
|z|=
e(1+k)z
zν+1
dz.
For the inner sum, we get
j∑
k=0
(
j
k
)
(−1)j−k(1 + k)ν = ν!
2pii
∮
|z|=
ez
zν+1
(ez − 1)jdz.
Performing the sum2 over j in (64), we get
ν!
2pii
∮
|z|=
ez
zν+1
[β0(e
z − 1)]ν+1 − [β0(ez − 1)]N
β0ez − (1 + β0) dz.
Now since ez − 1 starts at ν, by Cauchy’s integral theorem the first term drops out and
we get
ν!
2pii
∮
|z|=
ez
zν+1
[β0(e
z − 1)]N
(1 + β0)− β0ez dz.
We thus get for the remaining sum
∞∑
ν=N
(‖F1‖t)ν
ν!
ν!
2pii
∮
|z|=
ez
zν+1
[β0(e
z − 1)]N
(1 + β0)− β0ez dz.
Finally note that (ez − 1)N starts at zN so (again by Cauchy’s integral theorem) for all
values 0 ≤ ν ≤ N − 1 the integral vanishes, hence we may lower the initial value of the
remaining summation to zero without changing its value, getting
∞∑
ν=0
(‖F1‖t)ν 1
2pii
∮
|z|=
ez
zν+1
[β0(e
z − 1)]N
(1 + β0)− β0ez dz.
We deduce that
RN(t) =
||x0||e||F1||t
(1 + β0)− β0e||F1||t
[
β0(e
||F1||t − 1)]N .
The distance to the nearest singularity is ||F1||−1 ln(1+β−10 ), so the radius of convergence
of the series is
|t| < T ∗ := 1||F1|| ln
(
1 +
1
β0
)
.
Moreover,
lim
N→∞
RN(t) = 0, for all t < T ∗.
2Recall the formula for the shifted sum,
b∑
j=a
xj =
xa − xb+1
1− x , 0 ≤ a ≤ b
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6 Conclusion
In this paper we have found explicit error bounds for the solution obtained by truncation
at finite orders of the infinite-dimensional Carleman embedding, in the case of polynomial
ODEs. We have shown that these error bounds provide a reasonably good estimate in
the convergence region, but for practical application of this method, let us raise some
questions, which are left for future work:
• The error estimate is a time-dependent function computed by expanding a solution
around some initial value, hence the accuracy of the error formula depends strongly
on the initial condition. The range of validity could be extended, for instance, by
space discretization [33]. A different approach would be to discretize in time, thus
having a (single) global linearization over a set of timed switches.
• We have used monomials basis to perform the Carleman linearization, for ease of
notation and theoretical manipulations. However, more accurate finite-dimensional
approximations may be obtained by using another set of basis functions, such as
Chebyshev polynomials, as already hinted in [4].
• We have considered the simplifying assumption that zero is an equilibrium point of
the nonlinear IVP (7). However, the methodology could be extended to handle input
functions u(t) ∈ U , piecewise continuous and valued over a bounded set U ⊂ Rm.
The Carleman linearization scheme can be constructed accordingly [18].
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A Proof of Lemma 5.2
Proof. Recall that we defined
GN(a, t) :=
∫ t
0
ea(t−sN−1)
∫ sN−1
0
e2a(sN−1−sN−2)
· · ·
∫ s2
0
e(N−1)a(s2−s1)
∫ s1
0
eNa(s1−s)dsds1 · · · dsN−1.
(65)
Observe that GN(a, sN) is continuous in a since
(a, s0, . . . , sN) 7→ e
a
(
−Ns0+
N∑
i=1
si
)
is continuous, integrable and bounded by an integrable function of (s0, . . . , sN) on every
compact set for each a ∈ R. Thus we can assume that a 6= 0 in what follows and conclude
by continuity on 0.
Define X = {(s0, . . . , sN−1) : 0 6 s0 6 s1 6 . . . 6 sN−1 6 sN} and observe that
GN(sN) =
∫ sN
0
· · ·
∫ s2
0
∫ s1
0
ea(−Ns0+
∑N
i=1 si)ds0ds1 . . . dsN−1
=
∫
X
e
a
N∑
i=1
si︸ ︷︷ ︸
:=f(s)
∫ s1
0
e−aNs0ds0︸ ︷︷ ︸
:=g(s0)
ds
=
∫
X
f(s)g(s0)ds.
For any permutation σ, let xσ = σ(x) and Xσ = {xσ : x ∈ X}. Now observe that f(s) is
symmetric in s1, . . . , sN−1, that is f(s) = f(sσ) for any permutation σ of {0, . . . , N − 1}
that leaves 0 unchanched. Let G be the set of such permutations. Furthermore, for any
two distincts permutations σ 6= σ′, the set Xσ ∩Xσ′ has empty interior. It follows from
this that for any function F we have∑
σ∈G
∫
Xσ
F (x)dx =
∫
⋃
σ∈G Xσ
F (x)dx. (67)
But using symmetry, we also have that∑
σ∈G
∫
Xσ
f(s)g(s0)ds =
∑
σ∈G
∫
X
f(sσ)g(sσ(0))ds (68a)
=
∑
σ∈G
∫
X
f(s)g(s0)ds (68b)
= (N − 1)!
∫
X
f(s)g(s0)ds. (68c)
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Finally, observe that:
E =
⋃
σ∈G
Xσ = [0, sN ]
N ∩ {(s0, . . . , sN−1) : s0 6 min(s1, . . . , sN−1)}. (69)
This can be seen by double inclusion: for any s ∈ X and σ ∈ G we have, by definition,
s0 6 min(s1, . . . , sN−1). Since σ(0) = 0 then
s0 6 min(sσ(1), . . . , sσ(N−1)) = min(s1, . . . , sN−1).
Conversely, consider s such that s0 6 min(s1, . . . , sN−1). Then take σ such that sσ(1) 6
sσ(2) 6 . . . 6 sσ(N−1) (just sort the components of s) then s ∈ Xσ. Putting together (67),
(68c) and (69), we get that:∫
X
f(s)g(s0)ds =
1
(N − 1)!
∫
E
f(s)g(s0)ds
=
1
(N − 1)!
∫ sN
0
∫ sN
s0
· · ·
∫ sN
s0
f(s)g(s0)ds1 · · · dsN−1ds0
=
1
(N − 1)!
∫ sN
0
e−aNs0
∫ sN
s0
· · ·
∫ sN
s0
ea
∑N
i=1 sids1 · · · dsN−1ds0
=
easN
(N − 1)!
∫ sN
0
e−aNs0
(∫ sN
s0
eaudu
)N−1
ds0
=
easN
(N − 1)!
∫ sN
0
e−aNs0
(
esNa − es0a
a
)N−1
ds0.
Developing the integrand with the binomial formula and integrating in s0,
GN(sN) =
easN
aN−1
∫ sN
0
e−aNs0
N−1∑
k=0
(
N − 1
k
)
(−1)N−1−keksNa+(N−1−k)as0
(N − 1)! ds0
=
easN
aN−1
N−1∑
k=0
(−1)N−1−kekasN
(N − 1− k)!k!
∫ sN
0
e−a(k+1)s0ds0
=
easN
aN−1
N−1∑
k=0
(−1)N−1−kekasN
(N − 1− k)!k!
(
1− e−a(k+1)sN
a(k + 1)
)
.
Finally, the factored form can be found by expanding the product and reordering,
GN(sN) =
1
aN
N∑
k=1
(−1)N−kekasN
(N − k)!k! −
1
aN
N∑
k=1
(
N
k
)
(−1)N−k
N !
=
1
aN
N∑
k=1
(−1)N−kekasN
(N − k)!k! +
(−1)N
aNN !
− 1
aN
N∑
k=0
(
N
k
)
(−1)N−k
N !︸ ︷︷ ︸
=0
=
1
aN
N∑
k=0
(−1)N−kekasN
(N − k)!k! =
(easN − 1)N
N !aN
.
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B Proof of Lemma 5.8
Proof. The cases ν = 0 and ν = 1 trivially verify (61), by a direct application of Propo-
sition 5.6. For the general case, let us assume without loss of generality that ν ≥ 2.
Moreover, since the subindex i stays fixed, we set cν,j ≡ ci,ν,j. It is convenient to displace
the recurrence formula (60) by 1 in ν, so that
cν+1,j+1 ≤ cν,j(i+ j)‖F2‖+ cν,j+1(i+ j + 1)‖F1‖δj≤ν−1 (71)
for i ≥ 1, ν ≥ 1, 0 ≤ j ≤ ν.
Consider, for each j ≥ 0, the generating function
Bj(z) =
∞∑
ν=j
zνcν,j = z
jcj,j + z
j+1cj+1,j + z
j+2cj+2,j + . . . .
Here z is a formal (complex) parameter. By definition we set c0,0 = 1. For j = 0,
B0(z) = 1 + zc1,0 + z
2c2,0 + . . . ≤
∞∑
ν=0
zν(i‖F1‖)ν = 1
1− iz‖F1‖ .
Multiplying on both sides by zν and summing from ν = j to ∞,
∞∑
ν=j
zνcν+1,j+1︸ ︷︷ ︸
1
≤
∞∑
ν=j
zνcν,j(i+ j)‖F2‖︸ ︷︷ ︸
2
+
∞∑
ν=j
zνcν,j+1(i+ j + 1)‖F1‖δj≤ν−1︸ ︷︷ ︸
3
.
Each of these terms can be evaluated explicitly. The left-most term is
1 = z−1(zj+1cj+1,j+1 + zj+2cj+2,j+1 + . . .) = z−1Bj+1(z).
Then 2 = (i+ j)‖F2‖Bj(z), and finally
3 = (i+ j + 1)‖F1‖
∞∑
ν=j+1
zνcν,j+1 = (i+ j + 1)‖F1‖Bj+1(z).
Rearranging and multiplying by z,
Bj+1(z)(1− z(i+ j + 1)‖F1‖) ≤ z(i+ j)‖F2‖Bj(z),
and for sufficiently small z,
Bj+1(z) ≤ z(i+ j)‖F2‖
1− z(i+ j + 1)‖F1‖Bj(z).
Consequently, for any j ≥ 1,
Bj(z) ≤
j−1∏
k=0
z(i+ k)‖F2‖
1− z(i+ k + 1)‖F1‖ B0(z)
≤ 1
1− iz‖F1‖
j−1∏
k=0
z(i+ k)‖F2‖
1− z(i+ k + 1)‖F1‖ .
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Since
∂(j)
∂zj
zj
∣∣∣∣
z=0
= j! for all j ≥ 1, then
∂(j)
∂zj
Bj(z)
∣∣∣∣
z=0
=
∂(j)
∂zj
∞∑
ν=j
cν,jz
ν
∣∣∣∣∣
z=0
= j!cj,j.
Moreover for all µ ≥ j,
∂(µ)
∂zµ
Bj(z)
∣∣∣∣
z=0
=
∂(µ)
∂zµ
∞∑
ν=j
cν,jz
ν
∣∣∣∣∣
z=0
= µ!cµ,j.
Consequently, for all j ≥ 1 and µ ≥ j,
cµ,j ≤ 1
µ!
∂(µ)
∂zµ
{
1
1− iz‖F1‖
j−1∏
k=0
z(i+ k)‖F2‖
1− z(i+ k + 1)‖F1‖
}∣∣∣∣∣
z=0
=
1
µ!
∂(µ)
∂zµ
{
(i+ j − 1)!
(i− 1)! z
j‖F2‖j
j∏
k=0
1
1− z(i+ k)‖F1‖
}∣∣∣∣∣
z=0
=
(i+ j − 1)!
(i− 1)! ‖F2‖
j 1
µ!
∂(µ)
∂zµ
{
zj
j∏
k=0
1
1− z(i+ k)‖F1‖
}∣∣∣∣∣
x=0
. (72)
Let w = z‖F1‖. By partial fraction decomposition,
j∏
k=0
1
1− w(i+ k) =
j∑
k=0
αk
1− w(i+ k) .
Matching for k = 0, . . . , j on both sides of the equation, the αk are given by
αk =
j∏
r=0,r 6=k
1
1− w(i+ r)
∣∣∣∣
w= 1
i+k
=
j∏
r=0,r 6=k
i+ k
k − r =
(i+ k)j(−1)j−k
k!(j − k)! .
Finally,
1
µ!
∂(µ)
∂zµ
{
zj
j∏
k=0
1
1− z(i+ k)‖F1‖
}∣∣∣∣∣
z=0
= [zµ]
{
zj
j∏
k=0
1
1− z(i+ k)‖F1‖
}
= [zµ−j]
{
j∏
k=0
1
1− z(i+ k)‖F1‖
}
= [zµ−j]
{
j∑
k=0
αk
1− z(i+ k)‖F1‖
}
=
j∑
k=0
αk[z
µ−j]
{
1
1− z(i+ k)‖F1‖
}
=
j∑
k=0
αk(i+ k)
µ−j‖F1‖µ−j. (73)
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Combining (72) with (73), and after some rearrangements, we arrive at the desired result,
cµ,j ≤ (i+ j − 1)!
(i− 1)! ‖F2‖
j
j∑
k=0
αk(i+ k)
µ−j‖F1‖µ−j
=
(i+ j − 1)!
(i− 1)! ‖F2‖
j
j∑
k=0
(i+ k)j(−1)j−k
k!(j − k)! (i+ k)
µ−j‖F1‖µ−j
=
(i+ j − 1)!
(i− 1)! ‖F1‖
µ−j ‖F2‖j
j∑
k=0
(i+ k)µ(−1)j−k
k!(j − k)!
= ‖F1‖µ−j ‖F2‖j
(
i+ j − 1
j
) j∑
k=0
(
j
k
)
(−1)j−k(i+ k)µ.
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